We report on the first fully differential calculation for W ± Z production in hadron collisions up to next-to-next-to-leading order (NNLO) in QCD perturbation theory. Leptonic decays of the W and Z bosons are consistently taken into account, i.e. we include all resonant and non-resonant diagrams that contribute to the process pp → ± ν + − + X both in the same-flavour ( = ) and the different-flavour ( = ) channel. Fiducial cross sections and distributions are presented in the presence of standard selection cuts applied in the experimental W ± Z analyses by ATLAS and CMS at centre-of-mass energies of 8 and 13 TeV. As previously shown for the inclusive cross section, NNLO corrections increase the NLO result by about 10%, thereby leading to an improved agreement with experimental data. The importance of NNLO accurate predictions is also shown in the case of new-physics scenarios, where, especially in high-p T categories, their impact can reach O(20%). The availability of differential NNLO predictions will play a crucial role in the rich physics programme that is based on precision studies of W ± Z signatures at the LHC.
Description of the calculation
We study the process pp → ± ν + − + X, , ∈ {e, µ},
including all Feynman diagrams that contribute to the production of three charged leptons -one opposite-sign, same-flavour (OSSF) lepton pair, and another charged lepton of either the same ( = ) or a different ( = ) flavour, later referred to as same-flavour (SF) and different-flavour (DF) channel -and one corresponding neutrino.
Our calculation is performed in the complex-mass scheme [21] , and besides resonances, it includes also contributions from off-shell EW bosons and all relevant interferences; no resonance approximation is applied. Our implementation can deal with any combination of leptonic flavours, , ∈ {e, µ, τ }. For the sake of brevity, we will often denote this process as W ± Z production though.
The ν final states are generated, as shown in Figure 1 for the ud → + ν − + process at LO, (a) via resonant t-channel W ± Z production with subsequent W ± → ± ν and Z → − + decays, where the intermediate Z boson can be replaced by an off-shell photon γ * ;
(b) via s-channel production in W ± → W ± Z/W ± γ * topologies through a triple-gauge-boson vertex W W Z or W W γ with subsequent W ± → ± ν and Z/γ * → − + decays; (c) via W ±( * ) production with a subsequent decay W ±( * ) → ± ν Z ( * ) /γ * → ± ν − + ;
(d) via W ±( * ) production with a subsequent decay W ±( * ) → − + W ±( * ) → ± ν − + .
In the SF channel, each diagram has to be supplemented with the analogous diagram obtained by exchanging the momenta of the identical charged leptons, but the generic resonance structure is not modified as compared to the DF channel. Note that in both SF and DF channels the appearance of infrared (IR) divergent γ * → − + splittings prevents a fully inclusive phase-space integration for massless leptons. In the DF channel, the usual experimental requirement of a mass window around the Z-boson mass for the OSSF lepton pair is already sufficient to avoid such divergences and render the cross section finite, while in the SF channel a lepton separation must be applied on both possible combinations of OSSF lepton pairs.
The NNLO computation requires the following scattering amplitudes at O(α 2 S ):
• tree amplitudes for→ ± ν − + gg,→ ± ν − +, and crossing-related processes;
• one-loop amplitudes for→ ± ν − + g, and crossing-related processes;
• squared one-loop and two-loop amplitudes for qq
Thepair is of type ud and dū for W + Z and W − Z production, respectively, and q = q or q = q are explicitly allowed. Note that there is no loop-induced gg channel in W ± Z production due to the electric charge of the final state.
All required tree-level and one-loop amplitudes are obtained from the OpenLoops generator [26, 45] , which implements a fast numerical recursion for the calculation of NLO scattering amplitudes within the SM. For the numerically stable evaluation of tensor integrals we employ the Collier library [27, 28, 46] , which is based on the Denner-Dittmaier reduction techniques [47, 48] and the scalar integrals of Ref. [49] . To guarantee numerical stability in exceptional phase-space regionsmore precisely for phase-space points where the two independent tensor-reduction implementations of Collier disagree by more than a certain threshold -OpenLoops provides a rescue system based on the quadruple-precision implementation of CutTools [50] , which applies scalar integrals from OneLOop [51] .
For the two-loop helicity amplitudes we rely on a public C++ library [52] that implements the results of Ref. [19] , and for the numerical evaluation of the relevant multiple polylogarithms we use the implementation [53] in the Ginac [54] library. The contribution of the massive-quark loops is neglected in the two-loop amplitudes, but accounted for everywhere else.
Organization of the calculation in MATRIX
The widely automated framework Matrix is used for our NNLO calculation of the W ± Z cross section. Matrix entails a fully automated implementation of the q T -subtraction formalism to compute NNLO corrections, and is thus applicable to any production process of an arbitrary set of colourless final-state particles in hadronic collisions, as long as the respective two-loop virtual amplitudes of the Born-level process are known. On the same basis Matrix automates also the small-q T resummation of logarithmically enhanced terms at NNLL accuracy (see Ref. [29] , and Ref. [30] for more details).
The core of the Matrix framework is the Monte Carlo program Munich, which includes a fully automated implementation of the Catani-Seymour dipole-subtraction method for massless [24, 25] and massive [55] partons, an efficient phase-space integration, as well as an interface to the one-loop generator OpenLoops [26, 45] to obtain all required (spin-and colour-correlated) tree-level and oneloop amplitudes. The extension of Munich and OpenLoops to deal with EW corrections [56, 57] allows for the fully automated computation of EW and QCD corrections to arbitrary SM processes at NLO accuracy.
Through an extension of Munich by a generic implementation of the q T -subtraction and -resummation techniques, Matrix achieves NNLL+NNLO accuracy in QCD for the production of colourless final states at a level of automation that is limited only by the process dependence of the two-loop amplitudes that enter the hard-collinear coefficient H F NNLO . Any other process-dependent constituents of the calculation are formally (N)LO quantities and can thus be automatically computed by Munich+OpenLoops.
In order to give some technical details on its practical implementation, we recall the master formula for q T -subtraction for the calculation of the pp → F + X cross section at (N)NLO accuracy: 
In Eq. (2) the label F denotes an arbitrary combination of colourless particles and dσ F+jet (N)LO is the (N)LO cross section for F + jet production. The explicit expression of the process-independent counterterm dσ CT (N)NLO is provided in Ref. [23] . The general structure of the hard-collinear coefficient H F NLO is known from Ref. [58] , and that of H F NNLO from Ref. [31] . The latter exploits the explicit results for Higgs [59] and vector-boson [32] production. More details on the implementation of Eq. (2) in Matrix can be found in Ref. [42] .
The subtraction in the square brackets of Eq. (2) is not local, but the cross section is formally finite in the limit q T → 0. In practice, a technical cut on q T is introduced to render dσ F+jet (N)LO and dσ CT (N)NLO separately finite. In this respect, the q T -subtraction method is very similar to a phase-space slicing method. It turns out that a cut, r cut , on the dimensionless quantity r = q T /M , where M denotes the invariant mass of F, is more convenient from a practical point of view. The absence of any residual logarithmic dependence on r cut is a strong evidence of the correctness of the computation as any mismatch between the contributions would result in a divergence of the cross section when r cut → 0. The remaining power-suppressed contributions vanish in that limit, and can be controlled by monitoring the r cut dependence of the cross section.
Stability of
In the following we investigate the stability of the q T -subtraction approach for pp → ± ν − + + X. To this end, in Figure 2 we plot the NLO and NNLO cross sections as functions of the q T -subtraction cut, r cut , which acts on the dimensionless variable r = p T, ± ν − + /m ± ν − + . Sample validation plots are presented for two scenarios investigated in this paper, namely the ATLAS analysis at 13 TeV and the CMS analysis at 8 TeV (see Section 3.1), summed over all leptonic channels contributing to the ν final state. All other scenarios considered in the paper lead essentially to the same conclusions.
At NLO the r cut -independent cross section obtained with Catani-Seymour subtraction is used as a reference for the validation of the q T -subtraction result. The comparison of the NLO cross sections in the left panels of Figure 2 demonstrates that q T subtraction agrees on the sub-permille level with the r cut -independent result. This is true already at the moderate value of r cut = 1%.
At NNLO, where an r cut -independent control result is not available, we observe no significant, i.e. beyond the numerical uncertainties, r cut dependence below about r cut = 1%; we thus use the finite-r cut results to extrapolate to r cut = 0, taking into account the breakdown of predictivity for very low r cut values, and conservatively estimate a numerical error due to the r cut dependence ± ν − + + X cross sections on the q T -subtraction cut, r cut , for both NLO (left plots) and NNLO (right plots) results in the ATLAS signal region at 13 TeV (upper plots) and in the CMS signal region at 8 TeV cuts (lower plots). NLO results are normalized to the r cut -independent NLO cross section computed with Catani-Seymour subtraction, and the NNLO results are normalized to their values at r cut → 0, with a conservative extrapolation error indicated by the blue bands.
of our results.
¶ This procedure allows us to control all NNLO predictions for fiducial cross sections presented in Section 3 to better than one per mille in terms of numerical uncertainties. An analogous bin-wise extrapolation procedure was also performed for all distributions under consideration in Section 3, and no significant dependence on r cut was found, thus confirming the robustness of our results also at the differential level.
Results
In this section we present our results on fiducial cross sections and distributions for W ± Z production in proton-proton collisions defined in Eq. (1). We thus consider the inclusive production of three leptons and one neutrino including all possible flavour combinations, apart from channels involving τ leptons. In particular, this involves the SF channels e ± e + e − and µ ± µ + µ − as well as the DF channels µ ± e + e − and e ± µ + µ − . Because of the availability of experimental results we consider LHC ¶ In the NNLO calculation the O(α S ) contributions are evaluated by using Catani-Seymour subtraction.
energies of 8 and 13 TeV and compare our predictions to the respective measurements by ATLAS and CMS. We finally study the impact of QCD radiative corrections when selection cuts designed for new physics searches are applied.
For the input of the weak parameters we apply the G µ scheme with complex W -and Zboson masses to define the EW mixing angle as cos θ
We use the PDG [60] values G F = 1.16639 × 10 −5 GeV −2 , m W = 80.385 GeV, Γ W = 2.0854 GeV, m Z = 91.1876 GeV, Γ Z = 2.4952 GeV, and m t = 173.2 GeV. The CKM matrix is set to unity.
We consider N f = 5 massless quark flavours, and we use the corresponding NNPDF3.0 [61] sets of parton distributions (PDFs) with α S (m Z ) = 0.118. In particular N n LO (n = 0, 1, 2) predictions are obtained by using PDFs at the respective perturbative order and the evolution of α S at (n + 1)-loop order, as provided by the PDF set. Our reference choice for renormalization (µ R ) and factorization (µ F ) scales is µ R = µ F = µ 0 ≡ 1 2 (m Z + m W ) = 85.7863 GeV. Uncertainties from missing higher-order contributions are estimated as usual by independently varying µ R and µ F in the range 0.5µ 0 ≤ µ R , µ F ≤ 2µ 0 , with the constraint 0.5 ≤ µ R /µ F ≤ 2. We note that a fixed scale choice is only adequate as long as the scales in the kinematic distributions do not become too large, which is indeed the case in the fiducial phase-space regions of W ± Z measurements (see Sections 3.1 and 3.2). As background in new-physics searches, on the other hand, that typically focus on the high-p T tails of distributions, a dynamic scale is more appropriate, as discussed and applied in Section 3.3. * *
Fiducial cross sections
We start the presentation of our results by considering fiducial cross sections. We compute the W ± Z cross section up to NNLO in the same phase space defined by the LHC experiments and compare our results with ATLAS data at 8 [6] and 13 TeV [7] , and with CMS data at 13 TeV [8] . The selection cuts defining the ATLAS and CMS fiducial volumes are summarized in Table 1 .
The fiducial cuts used by ATLAS are identical at both collider energies, and they are close to the applied event-selection cuts [6, 7] . The cuts require an identification of the leptons stemming from the Z and W bosons. This is trivial in the DF channel, where they are unambiguously assigned to the parent boson. In the SF channel, there are, in a theoretical computation of ν production, two possible combinations of opposite-sign leptons that can be matched to the Z boson. ATLAS applies the so-called resonant-shape procedure [6] , where, among the two possible assignments, the one that maximizes the estimator
is chosen. After this identification, the cuts involve standard requirements on the transverse momenta and pseudo-rapidities of the leptons as well as lepton separations in the R = η 2 + φ 2
The numerical effect of the CKM matrix up to NLO is to reduce the cross section by less than 1%. K-factors are generally affected below the numerical uncertainties.
* * In W ± Z measurements the tails of the p T,Z and m T,W Z (see Eq. (5)) distributions are particularly sensitive to triple-gauge couplings. In such high-p T regions, where also EW corrections play a non-negligible role, the choice of a dynamical scale turns out to be more appropriate. The extraction of the triple-gauge couplings, however, is not considered in the present paper. definition of the fiducial volume for pp →
(cf. Ref. [6, 7] ) plane. The latter already regularize all possible divergences from collinear γ * → − + splittings by implying an effective invariant-mass cut on each OSSF lepton pair. The invariant mass of the lepton pair assigned to the Z-boson decay is further required not to deviate by more than 10 GeV from the Z-boson mass, and the transverse mass of the W boson, defined as
is bounded from below.
A CMS measurement of the fiducial cross section is available only at 13 TeV [8] . The analysis applies a simple identification of the leptons in the SF channel by associating the lepton pair whose invariant mass is closest to the Z-boson mass with the Z-boson decay. The leptons then must meet standard requirements on their transverse momenta and pseudo-rapidities, which are chosen differently for the hardest and second-hardest lepton assigned to the Z-boson decay and for the lepton from the W boson. Additionally, the invariant mass of the lepton pair associated with the Z boson is required to be in a fixed range around the Z-boson mass. To guarantee infrared safety in the SF channel in spite of possible divergences from collinear γ * → − + splittings, this requirement is supplemented by a lower 4 GeV cut on the invariant mass of any OSSF lepton pair.
We note that the CMS selection cuts at the detector level are somewhat different from those defining the fiducial volume [8] . In particular, the invariant-mass cut on the identified lepton pair from the Z boson is much tighter than in the fiducial volume, and a b-jet veto is applied at detector level, which is absent in the definition of the fiducial phase space. As a meaningful comparison to theoretical predictions can only be pursued at the fiducial level, these differences require an extrapolation from the detector to the fiducial level, which could lead to additional theoretical uncertainties.
ATLAS 8 TeV
ATLAS presents their fiducial results split into both SF/DF channels and W − Z/W + Z production [6] . In Table 2 12.4 ± 9.5%(stat) ± 3.1%(syst) ± 2.3%(lumi) 15.4 ± 9.8%(stat) ± 5.0%(syst) ± 2.3%(lumi)
18.32(0)
+2.3% −3.2% 32.76(1)
18.37(0)
+2.3% −3.2% 32.85(1) Note that due to the flavour-unspecific lepton cuts the theoretical predictions are flavour-blind, which is why the results are symmetric under e ↔ µ exchange. The available ATLAS data from Ref. [6] are also shown. "Combined" refers to the average of different lepton channels.
at 8 TeV to the measured cross sections. Since the cuts do not depend on the lepton flavour, the theoretical predictions are identical when exchanging electrons and muons, e.g.
The statistical uncertainties of the experimental results are strongly reduced upon combination, from ∼ 5% − 10% for the individual channels to 3% − 4% when combined.
For proton-proton collisions the cross sections in the W + Z and W − Z channels are different due to their charge-conjugate partonic initial states: The W + Z final state is mainly produced through ud scattering (see Figure 1 ), while W − Z originates fromūd scattering. Roughly speaking, the u valence density is larger than the d valence density andū ∼d, so we have
It is clear from Table 2 that the inclusion of higher-order corrections is crucial for a proper prediction of the fiducial cross sections. NLO corrections have the effect of increasing the corresponding LO results by up to 85%, and the NNLO effects further increase the NLO result by about 10%. The LO cross section is thus increased by almost a factor of two upon inclusion of higher-order corrections. The scale uncertainties are reduced from about 4% − 6% at NLO to only about 2% at NNLO. The inclusion of NNLO corrections nicely improves the agreement between the theoretical predictions and the data, which are largely consistent within the uncertainties.
These observations are irrespective of whether W + Z, W − Z or their combination is considered, and very similar to what has been found for the total inclusive cross sections in Ref. [18] . As pointed out there, the origin of the large radiative corrections is an approximate radiation zero [43] : The LO cross section in the leading helicity amplitude vanishes at a specific scattering angle of the W boson in the centre-of-mass frame. This phase-space region is filled only upon inclusion of higher-order contributions, thereby effectively decreasing the perturbative accuracy in that region by one order. Therefore, the perturbative uncertainties at LO and NLO, estimated from scale variations, fail to cover the actual size of missing higher-order corrections. Nonetheless, the convergence of the perturbative series is noticeably improved beyond LO, and we expect NNLO scale uncertainties to provide the correct size of yet uncalculated perturbative contributions.
ATLAS 13 TeV
ATLAS has reported experimental results of the fiducial W ± Z cross section also for the early 13 TeV data set collected in 2015 [7] . At the level of the inclusive cross section very good agreement with our NNLO computation of Ref. [18] is quoted. Table 3 confirms that agreement also for the fiducial cross sections. There is also a marked improvement of the accuracy of the NNLO cross section regarding its scale uncertainties, which have been reduced to ∼ 2% from ∼ 4% − 6% at NLO. Overall, the findings at 13 TeV draw essentially the same picture as those at 8 TeV discussed in the previous section.
CMS 13 TeV
CMS provides a cross-section measurement in the fiducial phase space for W ± Z production only for their 13 TeV analysis, and summed over all individual lepton channels [8] .
† † Table 4 contains our theoretical predictions at LO, NLO and NNLO for the combination of all leptonic channels. The cuts are looser as compared to the ones applied by ATLAS, but the relative size of radiative corrections is rather similar. The comparison to the fiducial cross section measured by CMS shows quite a large discrepancy: The theoretical prediction is 2.6σ above the experimental result. We point out that CMS uses fiducial cuts that are quite different from those used in their event-selection. This comes at the price that the extrapolation from the CMS selection cuts to the fiducial phase space is affected by an uncertainty from the employed Monte Carlo generator. The observed discrepancy, however, might well be due to a statistical fluctuation of the limited dataset used in this early measurement. Further data collection at 13 TeV will hopefully clarify this issue. † † The 8 TeV W ± Z measurement by CMS [5] does not provide fiducial cross sections, and the differential results are extrapolated to the full phase space. Since such results depend on the underlying Monte Carlo used for the extrapolation, we refrain from including them in our comparison. The full set of predictions for all individual channels for CMS at 8 TeV and 13 TeV are reported in Appendix A.
17.33(0)
+5.3% 
28.90(0)
+5.4% −6.5% 57.84(1)
50.5 ± 14.2%(stat) ± 10.6%(syst) ± 2.4%(lumi) Table 3 : Fiducial cross sections for ATLAS 13 TeV. Note that due to the flavour-unspecific lepton cuts the theoretical predictions are flavour-blind, which is why the results are symmetric under e ↔ µ exchange. The available ATLAS data from Ref. [7] are also shown. "Combined" refers to the average of different lepton channels.
combined 148.4(0)
+5.4% −6.4% 301.4(1) 
Distributions in the fiducial phase space
We now turn to the discussion of differential observables in the fiducial phase space. In Figures 3-6 we consider predictions up to NNLO accuracy for various distributions that have been measured by ATLAS at 8 TeV [6] . The fiducial phase-space definition is discussed in Section 3.1, see also Table 1 . All figures have the identical layout: The main frame shows the predictions at LO (black dotted histogram), NLO (red dashed histogram) and NNLO (blue solid histogram) with their absolute normalization as cross section per bin (i.e. the sum of the bins is equal to the fiducial cross section), compared to the cross sections measured by ATLAS (green data points with error bars). The lower panel displays the respective bin-by-bin ratios normalized to the NLO prediction (LO is not shown here). The shaded uncertainty bands of the theoretical predictions correspond to scale variations as discussed above, and the error bars are the combined experimental uncertainties quoted by ATLAS. Unless stated otherwise, all distributions include the combination of all relevant leptonic channels (SF/DF channels and W + Z/W − Z production). Note that, in order to compare to ATLAS results, we combine different lepton channels by averaging them for both the fiducial cross sections and distributions, while summing the cross sections for W + Z and W − Z production.
Some general statements regarding the scale uncertainties which are common to all subsequent plots are in order: NNLO corrections further reduce the scale dependence of the NLO cross sections in all distributions. In absolute terms, the NLO uncertainties generally vary within 5%−10%, and reach up to 20% only in the tails of some transverse-momentum distributions. The NNLO uncertainties, on the other hand, hardly ever exceed 5% in all differential observables. Correspondingly, given that the NNLO corrections on the fiducial rate are about +8.5%, NLO and NNLO scale-uncertainty bands mostly do not overlap, in particular in the bins that provide the bulk of the cross section. Nonetheless, we expect NNLO uncertainties to generally provide the correct size of missing higher-order contributions (see our corresponding comments at the end of Section 3.1.1). Figure 3 shows the transverse-momentum spectra of the reconstructed Z and W bosons, which both peak around p T,V ∼ 30 GeV. As can be seen from the ratio plots, the inclusion of NNLO corrections affects the shapes of both distributions at the 10% level, the effect being largest in the region p T,V ∼ < 150 GeV. The comparison with the data is good already at NLO, but it is further improved, in particular in terms of shape, at NNLO. All data points agree within roughly 1σ with the NNLO predictions.
In Figure 4 (a), we consider the distribution in the transverse mass of the W Z system, defined by
With shape effects of about 15%, the NNLO corrections significantly soften the spectrum. Already the NLO prediction is in good agreement with data, and the NNLO corrections tend to slightly improve that agreement mainly due to the shape correction, so that the measured results are well described by the theoretical predictions within roughly 1σ of the experimental errors.
The ATLAS result for the missing transverse energy distribution in Figure 4 (b) shows some discrepancy in shape compared to the NLO prediction. The NNLO corrections are essentially flat, so they cannot account for that difference. Overall, the uncertainties of the measured results are still rather large, such that the deviation of the predicted cross section in each bin stays within 1σ − 2σ. Looking at Figure 5 where we plot the missing transverse energy distribution separately for W − Z and W + Z production, we see that the observed discrepancy between theory and data appears only for W − Z production, where it extends up to roughly 2σ − 3σ for the lowest and highest p miss T bins. To clarify the origin of this discrepancy more precise data are needed, given that only four separate bins are measured at the moment.
Next, we discuss the absolute rapidity difference between the reconstructed Z boson and the lepton associated with the W -boson decay, shown in Figure 6 (a). This |dy Z, W | distribution has a distinctive shape, with a dip at vanishing rapidity difference and a maximum around |dy Z, W | = 0.8, and it is sensitive to the approximate radiation zero [43] mentioned before. As expected, the LO prediction does not describe the data in any sensible way. The NLO prediction already captures the dominant shape effects. The NNLO corrections are rather flat and are consistent within uncertainties with (and in most cases right on top of) the data, thanks to the improved normalization.
Finally, Figure 6 (b) shows the distribution in the jet multiplicity. Jets are defined with the anti-k T algorithm [62] with radius parameter R = 0.4. A jet must have a minimum transverse momentum of 25 GeV and a maximum pseudo-rapidity of 4.5. We already know that the measured fiducial cross section is in excellent agreement with the NNLO prediction. As expected, radiative corrections are strongly reduced when considering a jet veto (0-jet bin). NLO and NNLO predictions are essentially indistinguishable, apart from the reduction of the theoretical uncertainties when going from NLO to NNLO. The experimental result is right on top of them. In the exclusive 1-jet bin NLO (NNLO) predictions are formally only LO (NLO) accurate. It is well-known that LO-accurate predictions tend to underestimate the uncertainties. The blue solid NNLO result has the effect of decreasing the cross section in that bin by almost a factor of two with respect to NLO, well beyond the given uncertainties. The data point is significantly closer to the NNLO prediction and fully consistent with it within uncertainties. Finally, in the 2-jet bin even the NNLO contribution is effectively only LO, and our computation cannot provide a reliable prediction. Indeed, it significantly overestimates the measured cross section. A more accurate description of the 2-jet bin requires at least NLO QCD corrections to the W ± Z + 2 jets process [63] .
We conclude our discussion of differential distributions by considering ratios of W + Z over W − Z cross sections. In Figures 7−9 (a) such ratios are compared to the ATLAS 8 TeV data. Otherwise, these plots have exactly the same structure as the previous ones. The uncertainty bands are computed by taking fully correlated scale variations, i.e., using the same scale in numerator and denominator. The ensuing bands are extremely small, with relative uncertainties never exceeding ∼ 1% − 2% both at NLO and NNLO. In most cases the perturbative computation of the ratios is very stable and in particular NNLO corrections are very small, which justifies fully correlated scale variations to estimate the perturbative uncertainties. Nevertheless, some observables are affected by O(α 2 S ) corrections beyond the residual uncertainty bands: Such cases are discussed at the end of this section.
By and large, we find reasonable agreement between the predicted and the measured ratios in all distributions under consideration, which is, in part, due to the relatively large experimental uncertainties. The latter prevent to clearly discriminate whether NNLO corrections improve the agreement with data. Nevertheless, for each distribution at least one data point deviates from the prediction by more than 2σ, some of which appear even quite significant. For example, in Figure 7 (a) there is one bin in the transverse-momentum spectrum of the reconstructed Z boson (a) (b) Figure 9 : (a) Same as Figure 6 (a), but shows the ratio of cross sections for W + Z and W − Z production, and (b) same plot with a different binning and without data.
with a discrepancy of roughly 4σ and another one with more than 2σ. However, the experimental results fluctuate too much to claim that these are genuine effects beyond statistics. In fact, similar differences as we observe here are evident also in the ATLAS study [6] when data are compared to NLO+PS predictions. Only higher experimental accuracy, to become available at 13 TeV soon, will allow for a more conclusive comparison in these cases. Indeed, even the distribution in the missing transverse energy in Figure 8 , where we found some apparent difference in the shape for W − Z, but not for W + Z production (see Figure 5 ), does not seem to be particularly (more) significant when considering the W + Z/W − Z ratio due to the large experimental errors.
Finally, we point out certain distributions which show prominent shape differences between W + Z and W − Z production, while featuring visible effects from the NNLO corrections. Several distributions exist, see, e.g., Figures 9 (b)−11, which depend rather strongly on the charge of the W boson. Unfortunately, large NNLO effects often appear only in corners of phase space that are strongly suppressed and thus have low experimental sensitivity. One example is the absolute rapidity difference between the reconstructed Z boson and the lepton associated with the W -boson decay, which is compared to data in Figure 9 (a), but shown with a finer binning in Figure 9 (b): The effect of NNLO corrections in the forward region is manifest, but it is entirely due to differences between NLO and NNLO PDFs ‡ ‡ .
There are, however, examples where the effects of NNLO corrections on the W + Z/W − Z ratio are evident already in the bulk region of the distribution. Such examples are given in Figures 10−11 . The W + Z/W − Z ratio for the invariant mass of the three leptons in Figure 10 corrections, the effect being at the 5% level. Also the W + Z/W − Z ratio as a function of the invariant mass of the W ± Z pair in Figure 10 (b) shows a large impact of NNLO corrections, although this is close to the kinematical boundary where the cross section is strongly suppressed.
The largest impact of NNLO corrections on the ratio of W + Z and W − Z cross sections is found for the distribution in the transverse momentum of the lepton associated with the W -boson decay (p T, w ) in Figure 11 (a). The shape of the ratio significantly changes when going from NLO to NNLO, the effects being more than 10% in the tail of the distribution. Qualitatively similar, though smaller, effects can be observed in Figure 11 (b) for the leading-lepton p T .
We conclude our presentation of the differential distributions with a comment on the perturbative uncertainties affecting the W + Z/W − Z ratios. The NLO uncertainties reported in Figures 10-11 underestimate the actual size of the NNLO corrections in certain phase-space regions. We note, however, that such uncertainties are computed by performing fully correlated variations. While in the majority of the cases this procedure is justified by the small size of perturbative corrections, in some phase space regions independent scale variations in numerator and denominator would be more appropriate to obtain realistic perturbative uncertainties. This is demonstrated in Figure 12 , which separately shows the absolute p T, w distribution for W + Z and W − Z production. Indeed, the NLO and NNLO predictions are actually quite consistent within uncertainties. Similar conclusions can be drawn also for the other observables in Figures 10-11 Table 5 : Selection cuts used in our new-physics analysis. refers to all charged leptons, and numbers in indices refer to p T -ordered particles of the respective group.
New-physics searches
In Section 3.1 and Section 3.2 we have presented cross sections and distributions in the fiducial regions defined by ATLAS and CMS to isolate the W ± Z signature. The comparison between theoretical predictions and experimental data in this region is certainly important to test the SM. The W ± Z signature, however, and, more precisely, the production of three leptons + missing energy, is important in many BSM searches, for which the SM prediction provides an irreducible background. One important example in this respect are searches for heavy supersymmetric (SUSY) particles: The extraction of limits on SUSY masses relies on a precise prediction of the SM background. In the following, we present an illustrative study where we focus on a definite scenario for SUSY searches, and we study the impact of higher-order QCD corrections on both cross sections and distributions.
Typical experimental new-physics searches that consider three leptons plus missing energy apply basic cuts which are rather similar to those considered in SM measurements. Here we follow as close as possible the selection cuts used in the CMS analysis of Ref. [44] at 13 TeV. The selection cuts are summarized in Table 5 ; they differ in some details from those considered in Section 3.1: First of all, lepton cuts are chosen differently for electrons and muons. More precisely, all leptons are first ordered in p T , and then the p T threshold for each lepton is set according to its flavour and to whether it is the leading or a subleading lepton. Also the pseudo-rapidity cuts are different for electrons and muons. These cuts imply that the theoretical prediction of the cross section in this case is not symmetric under e ↔ µ exchange any more, and the full set of eight channels must be computed separately for the ν final state. Furthermore, the invariant mass of the three leptons is required to differ by at least 15 GeV from the Z-boson mass, and the invariant mass of every OSSF lepton pair is bounded from below to ensure IR safety.
Our goal is to study QCD effects on distributions which are known to provide a high experimental sensitivity to isolate a SUSY signal over the SM background. The essential observables, ordered by their relevance, are: *
• the missing transverse energy p miss T , which (in particular in its tail) is highly sensitive if * We note that, contrary to the SM studies of Section 3.1 and Section 3.2, the cuts we consider here do not require to identify the lepton pair coming from a Z boson. A Z-boson identification is needed only for specific observables, namely m T,W and m . The identification is the same as used by the CMS SM analysis at 13 TeV, outlined in Section 3.1. The OSSF lepton pair with the invariant mass closest to m Z is associated with the Z boson.
unobserved SUSY particles, usually the lightest supersymmetric particle (LSP), are produced via chargino-neutralino pair production;
• the transverse mass of the W boson m T,W , more precisely of the system of missing energy and the lepton not associated with the Z-boson decay, which is to some extent complementary to p Based on these considerations, we choose four different categories, which are inspired by the categories considered in Ref. [44] :
no additional cut
Category IV:
Our calculation is performed by using the setup discussed at the beginning of this section and employed in Section 3.1 and Section 3.2. However, since we are interested in studying the impact of QCD radiative corrections in a phase space region which is characterized by relatively large transverse momenta (up to O(1 TeV)), the fixed scale µ 0 = 1 2 (m Z + m W ) is not fully appropriate.
In the present study we use instead a dynamic scale defined as
where p T, z z and p T, wν w are the transverse-momenta of the identified Z and W bosons, respectively. In the limit of small transverse momenta Eq. (6) (m Z + m W ) used in Section 3.1 and Section 3.2.
In Table 6 we report our results for the integrated cross sections in the four categories. Four separate results are given in that table by dividing into W + Z and W − Z production as well as SF and DF channels:
+ + − , + + − , − + − and − + − . Throughout this section, flavour channels related by e ↔ µ exchange are summed over and the combination of individual channels is always done by summing them. We start our discussion from Category I, for which the cross section is of the order of the fiducial cross sections presented in Section 3.1 for the SM measurements at 13 TeV, although with somewhat looser selection cuts. The relative radiative correction are large: They amount to about 94% at NLO and 13% at NNLO. These relative corrections are slightly larger for W − Z production as compared to W + Z production as can be inferred from the separate rows in the 14.80(1)
78.2% 10.2% Table 6 : Fiducial cross sections at LO, NLO and NNLO for all three categories split by SF ( ) and DF ( ) as well as W + Z and W − Z production. The last two columns contain the relative NLO and NNLO corrections. "Combined" refers to the sum sum of all separate contributions.
(∼ 320%) than for W − Z production (∼ 240%). This is not unexpected: A hard cut on p miss T enhances the relevance of the high-p T region, where QCD corrections are more important. Moreover, the W + Z final state is mainly produced through ud scattering, while W − Z originates fromūd scattering. The u quark carries on average more momentum than the d quark, thus leading to harder p T spectra for the W + Z final states compared to W − Z. Following similar arguments, also the NNLO contribution is sizeable. It is roughly 22%, which is in particular larger than in the more inclusive Category I. This clearly confirms the importance of NNLO corrections when scenarios with cuts on observables relevant to new-physics searches, such as p miss T , are under consideration.
In Category III (additional cut m T,W > 120 GeV), on the other hand, the cut has a rather mild effect on the NLO corrections, which are about 70%, i.e. even slightly lower than in Category I. NNLO corrections have an effect of about 8%. What turns out to be striking in this category is the difference between SF and DF channels, which are similarly large in the two previous categories. Here, the SF results are more than a factor of three higher than the corresponding DF cross section. We will discuss the origin and the implications of this observation in detail below.
QCD corrections are also very mildly affected by a high cut on m in Category IV (m > 105 GeV) which forces the Z boson to be off-shell. The difference between SF and DF results is smaller and has the opposite sign with respect to Category III, being, however, still of order 10% − 20% depending on the order.
Comparing the W + Z and W − Z ratios in the four categories, we see that, due to the different contributing partonic channels, they strongly depend on the applied phase-space cuts, with
in Category IV at NNLO. We note that the precise value of the ratio of W + Z and W − Z cross sections may be affected by the specific choice of the used PDFs.
Let us discuss in more detail the large difference between SF and DF cross sections in Category III. This seems surprising at first sight, since, as outlined in Section 2, the SF and DF channels feature the same diagrams and have the same generic resonant structures. Indeed, all SM results as well as BSM results in Category I and II show at most minor differences between SF and DF channels. This is true both for rates and distributions. Category III differs from Category I only by an additional cut on m T,W , whose distribution in Category I is shown separately for the SF and DF channels in the left and centre plots of Figure 13 . For reference we have added a green vertical line at m T,W = 120 GeV, which indicates the additional cut in Category III. Apparently, the m T,W tail, which is dominated by off-shell W bosons, is considerably higher in the SF channel than in the DF channel. Thus, the origin of the different SF and DF rates is a different distribution of events, which are moved from the W -peak region to the tail.
This behaviour is not a particular feature of the SF channel, but a consequence of the Z (and W ) identification we are using, which is entirely based on the invariant masses of the two possible combinations of OSSF pairs, by associating the Z boson with the one closer to the Z mass. We have repeated the computation of the m T,W distribution by replacing the CMS identification with the ATLAS resonant-shape identification (see Section 3.1 and in particular Eq. (3)). The ensuing distribution is shown in the right plot of Figure 13 . Indeed, by eye, no difference between right (SF channel with ATLAS identification) and centre (DF channel) plot is visible. We stress that in the DF channel the Z and W bosons are unambiguously identified by the lepton flavours in the final state. The resonant-shape identification takes into account information on both the W - and the Z-boson propagators in the dominant double-resonant topologies, which leads to a more accurate modelling of the W -boson peak in the m T,W distribution. This identification procedure distributes less events into the tail (similar to the DF channel) than the CMS identification. The resonant-shape identification is therefore much more effective in removing events from the peak region when cutting on m T,W > 120 GeV. This is also reflected by the ensuing total cross sections in Category III: At NNLO, for example, the SF cross section with the resonant-shape identification (0.9265 (7) +1.5% −1.5% fb) is of similar size as the one in the DF channel (1.010 (2) +1.6% −1.6% fb) as compared to 3.303(4) +1.9% −1.8% fb in the SF channel when using the CMS identification. Thus, in more than two out of three events, in Category III the identification of the Z and the W boson is swapped in the case of CMS with respect to using the resonant-shape identification. Besides the potential risks that such different identification might have on shapes of certain distributions † , a more effective identification would allow to suppress the SM background to new-physics searches in this category by more than a factor of three. Let us finally remark that also Category IV would benefit from a more effective identification, although the effects are much smaller and negative in that case.
In terms of differential distributions, as previously pointed out, the most relevant observables for SUSY searches are p miss T , m T,W and m . These distributions are shown in Figure 14 for the first category, i.e. without any additional restrictions on top of the default selection cuts of Table 5 . The distribution in the missing transverse energy in the left panel of Figure 14 features large radiative corrections, ranging up to 30% for the central curve, which, however, primarily affect the normalization. Nevertheless, the shape of the distribution is affected by NNLO corrections at the 10%-20% level in the range up to p miss T = 1 TeV. We point out that the rather flat corrections at NNLO can only be achieved by using a dynamic scale (see Eq. (6)) that takes into account the † We have checked explicitly several distributions in Category III and found quite substantial differences between SF with CMS identification and DF channels for, e.g., ∆φ , m , m , m W Z , p T, 2 , p T, w . These differences are alleviated when using the resonant-shape identification, although some minor differences remain also in that case. Similarly, also the m T,W and m distributions, in the centre and right plots of Figure 14 , are subject to sizeable corrections due to the inclusion of O(α 2 S ) terms. While in the tails of the spectra (for m T,W 300 GeV and m 200 GeV) the NLO and NNLO predictions roughly agree within their respective uncertainties, at smaller m T,W and m values the shapes of the distributions are considerably modified, leading to NNLO corrections that are not covered by the lower-order uncertainty bands. These differences are alleviated to some extent by the fact that the low-m T,W and -m regions are usually less important to new-physics searches (where usually the phase-space region below m T,W ∼ 120 GeV and m ∼ 100 GeV) is cut), but some region of phase space remains where NNLO corrections ought to be taken into account.
In Figure 15 we consider the m T,W and m spectra in Category II. Thus, these distributions include an additional cut of p miss T > 200 GeV as compared to those in Figure 14 . As pointed out before, such cut on p miss T requires NNLO accuracy on its own to ensure a proper modelling of the SM background. The specific value of 200 GeV, in fact, is incidentally in a region where the NNLO corrections start to become particularly large (> 20%), as can be inferred from the p miss T distribution in Figure 14 . Indeed, looking at Figure 15 both the distribution in m T,W and m feature NNLO and NLO cross sections without overlapping uncertainty bands in each peak region, with NNLO corrections of the order of 20%. For small m values NNLO effects increase up to more than 40%. This region, however, is less relevant to new-physics searches. We note that, when going from NLO to NNLO scale uncertainties are reduced from about 15% to at most 10%. Overall, the results of the two distributions are very similar to the corresponding ones in Figure 14 for Category I. Although the NLO and NNLO scale uncertainties are generally larger, the ensuing bands do not overlap around the peak of the distributions. Figure 16 shows the p miss T and m spectra while including a cut on m T,W > 120 GeV in addition to the standard selection cuts (Category III). Also in this case the general behaviour of these distributions is quite similar to those in Category I, however, the absolute size of the corrections at NNLO is reduced. Thanks to the dynamic scale choice, the dependence of the NNLO correction on the value of p miss T is quite flat. With a fixed scale we find a similarly strong p miss T dependence in the tail of the distribution as pointed out for Category I. NLO and NNLO uncertainty bands feature a satisfactory overlap starting from p miss T 200 GeV. The m distribution shows consistent NLO and NNLO predictions in the tail of the distribution. The NNLO corrections become larger (∼ 10%) only at m 150 GeV, where W ± Z production becomes less important as a SM background to new-physics searches. We point out that, as shown in Figure 17 , the increase of the NNLO corrections at m 150 GeV is only present in the SF channel, while the DF channel features a steep increase at m 50 GeV. It is clear from the main frame of that figure that the distributions in the two channels are modelled very differently, which can again be traced back to the used identification procedure.
In Figure 18 distributions is reduced with the use of a dynamic scale.
In conclusion, for the three observables relevant to new-physics searches that have been considered in this section, the sizeable (10%-30%) NNLO corrections depend on the specific cut values. This demands NNLO accurate predictions for the W ± Z background when categories based on these observables are defined. Furthermore, a dynamic scale choice is crucial to properly model the various distributions, in particular the tail of the p miss T spectrum. Moreover, NNLO corrections considerably reduce the perturbative uncertainties in all three distributions we investigated, regardless of the category under consideration.
Summary
In this paper, we have presented the first computation of fully differential cross sections for the production of a W ± Z pair at NNLO in QCD perturbation theory. Our computation consistently includes the leptonic decays of the weak bosons accounting for off-shell effects, spin correlations and interference contributions in all double-, single-and non-resonant configurations in the complexmass scheme, i.e. we have performed a complete calculation for the process pp → ± ν − + + X with , ∈ {e, µ}, both in the SF and in the DF channel. Our results are obtained with the numerical program MATRIX, which employs the q T -subtraction method to evaluate NNLO QCD corrections to a wide class of processes. We have shown that the ensuing fiducial cross sections and distributions depend very mildly on the technical cut-off parameter r cut , thereby allowing us to numerically control the predicted NNLO cross section at the one-permille level or better.
We have presented a comprehensive comparison of our numerical predictions with the available data from ATLAS and CMS at √ s = 8 and 13 TeV for both the fiducial cross sections and differential distributions in W ± Z production. As in the case of the inclusive cross section [18] QCD radiative corrections are essential to properly model the W ± Z cross section. They amount to up to 85% at NLO, and NNLO corrections further increase the NLO result by about 10%. The inclusion of NNLO corrections significantly improves the agreement with the measured cross sections by ATLAS at both 8 and 13 TeV centre-of-mass energies. The 13 TeV CMS result is somewhat (∼ 2.6σ) lower than the theoretical prediction, which is about the same discrepancy that has been observed in the result extrapolated to the total inclusive cross section [18] . The full data set collected by the end of 2016 (∼ 40 fb −1 ) will show whether this difference is a plain statistical effect of the small data set (∼ 2.3 fb −1 ) used for that measurement.
Distributions in the fiducial phase space of the ν final states are available only for the ATLAS 8 TeV data set. Our comparison reveals a remarkable agreement with the measured cross section in each bin upon inclusion of higher-order corrections, being typically within 1σ of the quoted experimental errors. Although this statement holds already at NLO, the NNLO cross sections display an improved description of the data not only in terms of normalization, but also regarding the shapes. Only the distribution in the missing transverse energy exhibits some tension between theory and data: We observe deviations at the level of 1σ − 2σ in some bins, leading to a more evident discrepancy in the shape of the distribution. We have shown that this discrepancy is present only in W − Z production, while our NNLO prediction nicely describes the data in the case of W + Z production.
We have further shown that our computation of the ratio of W + Z over W − Z distributions agrees well with the experimental data, given the rather large experimental uncertainties. Along with this study we have pointed out a number of distributions which signal significant differences between W + Z and W − Z production, and may be sensitive to disentangle genuine perturbative effects at NNLO.
We have completed our phenomenological study by considering a scenario where W ± Z production is a background to new-physics searches in the three leptons plus missing energy channel. NNLO effects on the background rates have been discussed in the relevant categories, together with the corresponding distributions. Our findings can be summarized as follows:
• LO predictions cannot be used to model cross sections and distributions in a meaningful way: The size of NLO corrections can be, in some categories, of the order of several hundred percent.
• NNLO corrections on the W ± Z rates range between roughly 8% and 23%, while distributions are subject to considerable shape distortions when going from NLO to NNLO.
• For cuts on the p miss T observable, which is particularly important for categorization in newphysics scenarios, NNLO corrections turn out to be particularly important, as they may vary between 10%-30% depending on the specific value of the cut.
• Only using a dynamic scale (see Eq. (6)) the shape of the relevant distributions is perturbatively stable. This is in particular true for the p miss T distribution, which was found to be drastically impacted by NNLO corrections if a fixed scale was applied.
• Finally, we have shown that in the SF channel an identification of the Z boson based solely on how close the dilepton-pair mass is to m Z may lead to some problems: When a m T,W > 120 GeV cut is enforced, in more than two out of three events the Z-and W -boson identification is swapped, leading to a difference in the SF and DF rates by more than a factor of three. We find that a resonant-shape identification (see Eq. (3)) is much more efficient, thereby leading to a more effective background suppression.
We conclude by adding a few comments about the residual uncertainties of our calculation. As is customary in perturbative QCD computations, the uncertainties from missing higher-order contributions were estimated by studying scale variations. We have seen that, when going from NLO to NNLO scale uncertainties are generally reduced both for fiducial cross sections and for kinematical distributions. It should be noted, however, that the uncertainties seem to underestimate the size of missing higher-order corrections at LO and NLO. This tendency decreases with increasing perturbative order: While the LO uncertainty grossly underestimates the size of the NLO corrections (which, for this process, is in part due to the existence of an approximate radiation zero), the NLO and NNLO predictions are much closer, and almost consistent within uncertainties. Considering that at NNLO all partonic channels are included and no regions of phase phase that are effectively only LO-accurate remain, we conclude that the O(2 − 5%) NNLO uncertainties on our fiducial cross sections (see Tables 2, 3 , 4 and 6) are expected to provide the correct order of magnitude of yet uncalculated higher-order contributions. EW corrections would affect the fiducial cross sections at the 1% level or less [16, 17] , but are expected to become relevant in the tails of the distributions, which will be potentially important for new-physics searches. The inclusion of EW corrections is, however, left to future investigations. PDF uncertainties are expected to be at the 1% − 2% level.
We believe that the calculation and the results presented in this paper will be highly valuable both for experimental measurements of the W ± Z signal and in new-physics searches involving the three lepton plus missing energy signature. The computation is available in the numerical program Matrix, which is able to carry out fully-exclusive NNLO computations for a wide class of processes at hadron colliders. We plan to release a public version of our program in the near future.
Appendix A CMS cross sections at 8 TeV and 13 TeV
For completeness we quote below the cross-section predictions in the fiducial phase space for CMS at 8 TeV and 13 TeV, separated by the individual leptonic channels in Table 7 and Table 8 13 TeV. Note that due to the flavour-unspecific lepton cuts the theoretical predictions are flavour-blind, which is why the results are symmetric under e ↔ µ exchange. The available CMS data from Refs. [8] are also shown. "Combined" refers to the sum of all separate contributions.
