Infants have been described as 'statistical learners' capable of extracting structure (such as words) from patterned input (such as language). Here, we investigated whether prior knowledge influences how infants track transitional probabilities in word segmentation tasks. Are infants biased by prior experience when engaging in sequential statistical learning? In a laboratory simulation of learning across time, we exposed 9-and 10-month-old infants to a list of either disyllabic or trisyllabic nonsense words, followed by a pause-free speech stream composed of a different set of disyllabic or trisyllabic nonsense words. Listening times revealed successful segmentation of words from fluent speech only when words were uniformly disyllabic or trisyllabic throughout both phases of the experiment. Hearing trisyllabic words during the pre-exposure phase derailed infants' abilities to segment speech into disyllabic words, and vice versa. We conclude that prior knowledge about word length equips infants with perceptual expectations that facilitate efficient processing of subsequent language input.
Introduction
Smith (2000) (Ennis, 1992) . This approach to learning has also dominated research on second language learning for decades, yielding a highly robust and convergent finding: an individual's first language knowledge shapes and constrains acquisition of a second language (e.g., Bates & MacWhinney, 1981; Lado, 1957; Lew-Williams & Fernald, 2010; Nemser, 1971) . Here we applied this dynamic, temporal perspective on learning to a basic issue in early language acquisition, in order to refine what is currently known about the operation of mechanisms that support learning in infancy.
In the last 15 years, developmental researchers have become interested in 'statistical learning,' a mechanism argued to drive learning from the earliest months of life. Statistical learning refers to the domain-general ability to extract structure from patterned input (Fiser & Aslin, 2002; Kirkham, Slemmer, & Johnson, 2002; Romberg & Saffran, 2010) . Much of the research on statistical language learning has investigated how infants learn to segment word-like units from continuous speech. Using artificiallanguage (Aslin, Saffran, & Newport, 1998; Saffran, Aslin, & Newport, 1996) and natural-language paradigms 0010-0277/$ -see front matter Published by Elsevier B.V. doi:10.1016/j.cognition.2011.10.007
