It is shown that a termination proof for a term-rewriting system using multiset path orderings (i.e. recursive path orderings with multiset status only) yields a primitive recursive bound on the length of derivations, measured in the size of the starting term, confirming a conjecture of Plaisted (1978) . This result holds for a great variety of path orderings, including path of subterms ordering, recursive decomposition ordering, and the path ordering of Kapur et al. (1985) if lexicographic status is not incorporated.
Introduction
Termination proof methods have attracted much attention in the last years, since they are essential for a great variety of verification methods, especially concerning functional and logic programming languages. Among others they include completion methods and inductive proofs [4, 51. Termination proof techniques developed in the theory of term rewrite systems turn out to be applicable to conditional rewriting and logic programming in a more general setting [7, 163 . In order to investigate the power as well as the limitations of different termination proof methods, it is natural to ask how long derivation sequences can be if a certain ordering is used. In contrast to [6] , where ordinal types of reduction orderings are investigated, in [9] the derivation heights of terms w.r.t. a finite term rewrite system are considered.
D. tfo/boue,
The deriz;ation height of a term t w.r.t. a rewrite system R is defined as the length of a longest derivation sequence using R starting with t: dh,(t):=max{mcFV 1 there is a term s such that t(+R)m~J.
Looking at all terms of bounded size, we get a unary function on nonzero natural numbers:
Dh,(k):=max{dh,(t)Isize(t)<k).
Note that it is enough to consider ground rewrite sequences, since a given sequence containing variables can be turned into a ground sequence of the same length by applying any ground substitution to it. (Throughout the paper we assume the existence of constant symbols in all signatures and, thus, the existence of ground terms.)
In [9] it is shown, for example, that proving termination via polynomial interpretation yields a double exponential upper bound on the derivation height, whereas if using the Knuth-Bendix ordering nonprimitive recursive lower bounds are possible. In this paper we deal with another important class of reduction orderings, the rnultiset path orderings, introduced by Plaisted [17] and Dershowitz [3] (for alternative definitions see [13, 81) . We show that they imply a primitive recursive upper bound on the derivation height and that this result is essentially optimal as such derivation lengths can be found in each level of the Grzegorczyk hierarchy, even for string-rewriting systems. Cichon [2] appears to have arrived independently at similar results.
Preliminaries
We assume the reader to be familiar with the basic notations of term-rewriting systems (see [S, 131 for surveys) . We just recall some of them.
A term-relyrite s~stern R consists of a set of term pairs l+r, the rules of R, where 1 and r are terms over a signature C, possibly containing variables from a set I/. Since we are concerned with terminating systems, i.e. systems not allowing infinite rewrite sequences, all variables occurring in r also occur in I and 1 itself is not a variable.
Let r be a term; t/u denotes the suhtem oft at occurrence U, where the set Occ( (k~, .~., kj, O, ..., O)>q~(k~, ~~., , , 1, >...31, , and (kI, ..., k, ), , , > (lI, ..., ln) then q, (k 1, ..., k, ) >q, (l,,...,l,) . (2) and (3) are trivial. For (4) note that q, (k,,...,kj,O,...,O)-q,(kl,..., kj-I,kj-l,..., kj-1) =( kj'n~~+')+(n_jl_~ (kj-lcn;i+ I) i=j (5) is an easy consequence from (I), (2) and (4). 0
Proof. (I),

Multiset path orderings
Recursive path orderings (or multiset path orderings as they are named in [S] ) are based on a (partial) ordering > on the set of function symbols; this precedence is extended to a (partial) ordering >MPo on terms.
Definition. For a given precedence >, the multiset path ordering >MPO on terms is defined by Thus, for example, precedence a, f( b, c) Proof.
(1) Use precedence > defined by ai+ 1 >Ui for i > 0.
(2) Since R, is terminating and confluent (no critical pairs) and each ground term is irreducible iff it contains symbols a, and E only, total unary functions Cli (0 < i < n) on N can be defined by
Note that all terminating derivation sequences starting with the same term have equal length. We have
) as can easily be verified.
We use Dh,,(k)=max{dhR,(t)~size(t)dk}=dhRn(uf:-'8) (k>O).
The last equality can easily be proven by induction on k using the following facts (i,k>O, n>i): (iv) holds since (using dh(t)>dh(t/u) for term t and occurrence u in r).
(v) is proven by dh,,(U,+ *E)= 13dh,,,(Uie) and dh,,,(ui + 1 ako+ ' E)= 1 +dh,~(UiUi+ 1 Uko&)
>dh,,z(UiU$+ "k'~)>dhR,(UiUb+ 'E) (by (i) and (iv)).
Proof of Theorem 4.1 (Conclusion). In order to classify DhR,, we define (i, k, m>O)
Since ukg+"'t: and arc are in normal form w.r.t. This recursion (recursion with parameter substitution) can be eliminated: On the other hand, DhR,,(k+3)=S,(k+2,0)>xf:f'(0)=cc~(2)=~,+r(k) (n32, k 3 0). Thus, x, + 1 $ E, [ 181 implies that Dh,,,$E,,, for, otherwise, c(,+ 1 could be defined by limited recursion from functions in E,, and, hence, would be in E, itself. 0
The upper hound
In order to show primitive recursive upper bounds for derivation lengths of rewrite systems that have termination proofs via multiset path orderings, we define primitive recursive monotone interpretations for these systems. A monotone interpretation r [ 14, 151 associates a monotonic n-ary function fr on natural numbers with each function symbol f of arity II, i.e. we have
if ki>k then f,(kr ,..., ki ,..., k,)>f,(kr ,..., k ,..., k,).
A (total) function T from ground terms to natural numbers is then defined by (n > 0)
T(f(t, , . . . > tn)):=f,Wl), . . ..Qt.)).
If a rewrite system R is reducing ,for 7, i.e. if t+R s implies t(t)>~(s)
for all ground terms t and s then R is obviously terminating; more precisely, for ground terms t we get dh,(t) d s(t) since every reduction step decreases the interpretation at least by one. As an easy consequence, we arrive at the following upper bound on the derivation height of R.
Lemma 5.1. Let p be a strictly nlonotonic unary function on N such that ,fi)r all fEC, kEN
Then & a rewrite system R that is reducing .for T we have (for n >O) Dh,(n)<p"(O).
Proof. Since dh,(t) d r(t) for ground terms t, we have Dh,(n) d max {I 1 size(t) <n}; it remains to be shown that T(t) (by induction hypothesis and monotonicity off;)
In what follows we fix a finite rewrite system R over signature .Z and a total precedence > on Z. In order to give an appropriate monotone interpretation for the proof of the main theorem, we define unary functions ps and Pf and an n-ary function fr for each function symbol ~EC of arity n (k, k, , . . , k,E N, fr (k,,...,k,):=P,(q,(k,,...,k,)) Lemmas 5.2 and 5.3 state some basic properties of this interpretation; the main lemma then relates r to multiset path orderings. 
(monotonicity) and f; (k,, . . . . k,) >ki,
(vi) VuEOCC(t): T(t)>T(t/U).
Proof. (i), (ii) and (iii) are shown by simultaneous induction on >: Let f be minimal w.r. 
hence,
In both cases we have
.., 0)) > 0 (using Lemma 2.1(3) and q0 = 1) and (for n>O) j;(k, ,..., k,+l,..., kH)=Pf (qrz(kl, ...,ki+1,. ..3kn))
> ef(qn( k,, . , k,)) (using Lemma 2.1 (2)) (thus, for n>O: f,(k,, ...) k,)>ki).
(iv), (v) and (vi) 
Let n>O. Define m:=max{,f,(k, ,..., k,)l(t(t,y) ,..., T(t,y)),,,>(k, ,..., k,)}. Let so be that term which results from replacing all subterms in s at occurrences in front (s,f) by distinct new variables; let CJ be the (unique) ground substitution on var(s,) such that s,o=sy. 
=T((S/il)~)=T(.W). (c)
If x = so/u for an occurrence u such that s//u>J by Lemma 3.1(i), (iii) we have n>O and 3i (l<i<n): ti>MPo s/u. Thus, using the induction hypothesis, z(tiy) 3 t( (S/U)?) = t( (so,/u)0) = (.
) and we conclude as in case (a). This is due to the fact that for total precedence and on ground terms all these orderings are the same as shown by Rusinowitch [19] and Steinbach [20] .
Proof of main lemma (Cotzclusion
Concluding remarks
It was shown that termination proofs using multiset path orderings yield a primitive recursive upper bound on the length of derivations, measured in the size of the starting term. This is true for many other path orderings as long as status is restricted to multiset status only.
If lexicographic status is allowed, derivation lengths are obtained where no such bounds exist. For example, termination of the one rule system ack(s(.x), s(J.))+ack(.x, ack(s(x), y)) can be shown using the recursive path ordering with status of Kamin and L&y [ll] . However, the derivation height of terms grows essentially as fast as Ackermanns function and, thus, is not primitive recursively bounded.
As derivation lengths of rewrite systems with termination proof by multiset path orderings can be found in every level of the Grzegorczyk hierarchy, our result is essentially optimal.
