regression analyses is that the rationale for selecting certain parmeters only as predictor variables is not always obvious. Moreover, given the complexity of atmospheric processes, it is unlikely that regression results involving one or two predictor variables fully describe the physical processes to the extent that these linkages can be used to estimate the change in accumulation following a change in climate. To better understand the spatial distribution of accumulation and identify possible factors determining this pattern, standard statistical tools for exploring spatial data [Cressie, 1993; Davis, 1986 ] are applied here.
Another approach to obtain the present-day large-scale pattern of accumulation is to apply precipitation modeling based on atmospheric data, which explicitly takes into account the important dependencies [Chen et 
Statistical Model
In multivariate regression the dependent variable is assumed to be the sum of a linear combination of predictor variables plus a random error tenn. That is, the value of the dependent variable at location s, Y(s), is written as 
r(s) = X(s). I• + •, in which X(s) represents a row vector with components being the values of the predictor variables evaluated at location s and [• is

•(s) = X(s). b.
A concern with applying multivariate regression to Greenland accumulation data is that the residuals of the regression model may show spatial correlation. That is, regression on geographical coordinates and ice sheet geometry may explain part of the accumulation distribution, but the residuals may not be random but associated with phenomena not included in the regression model, such as storm tracks. While the general paths of storms are set up by the large-scale atmospheric circulation, there is a strong seasonal cycle over different parts of the ice sheet so that storms affect various regions differently. This means that contributions to accumulation from storms are correlated on regional scales only, and thus this contribution is not included in the large-scale trend. In that case the regression model should be modified to allow for spatial correlation of residuals. The common procedure is to make the assumption that accumulation is the combined effect of a large-scale trend on which spatially correlated patterns are superimposed.
To formalize the model adopted here, the dependent variable is now written as r(s) = X(s).l• + U(s) + •.
The first term on the right-hand side represents the large-scale trend surface and can be estimated using least squares multivariate regression. The second term, U(s), is a zero mean process that may exhibit autocorrelation and that represents local or second-order effects. This term is predicted at arbitrary points using kriging of the residuals (the difference between observed accumulation values and predictions from the regression model). As before, • represents residual random effects. Without going into procedural details, the objective of kriging is to predict values of the spatially correlated residual at points for which there are no data. The kriging estimator t)(s) at loca- To summarize the foregoing procedure, the following steps are involved in the statistical analysis. First, the trend surface is estimated from multivariate regression and subtracted from the observations to yield the spatially correlated residual. For these residuals the variogram can be calculated to find a functional approximation to be used in the kriging procedure. Kriging itself is applied to interpolate the observations to regular grid points with the objective of producing a contour map of the residuals. Actual accumulation estimates at these grid points can be readily obtained by adding the trend surface to the estimated residuals.
It should be noted that removal of the trend sin'face is only required if ordinary kriging is used for data interpolation. Universal kriging can be applied to the actual data provided that the shape of the drift surface is prescribed (e.g., linear or quadratic). This drift surface is analogous to the trend surface but is based only on data points in the vicinity of the location for which a value is being estimated, and thus regional trends, rather than trends covering the entire area of study are used in universal kriging [cf. Cressie, 1993 The digital elevation model (DEM) compiled by Bamber et al. [2001] was used in the computation of the geometry effect on accumulation. First, the original DEM given in geographic coordinates was reprojected onto the universal traverse Mercator projection system in a 1-kin resolution grid. Next, elevation, slope, and aspect were computed at the measurement sites using Arc/Info routines, using a horizontal distance of 5 km for evaluating slopes from surface elevations. Similar slope and aspect grids were obtained after smoothing the original DEM using 11 by 11 km and 21 by 21 km Gaussian filters.
Geographic Trend Surface
Following Davis [1986, p. 406], the geographic trend surface is defined as a linear combination of functions of the geographic coordinates determined from the observations such that the sum of squared deviations from the trend is minimized. Applying multivariate regression to the data provides estimates for the regression coefficients describing the geographic trend surface. Table 1 dictor in the regression model. The correlation between trend residual and east slope is not significant. As a start, the geometry effect on accumulation can be found by regressing geographic trend residuals on geometry variables. The geometry of the ice sheet may be characterized by three parmeters, namely, elevation of the ice surface and slopes in the north and east directions. These variables are not independent, however, and therefore cannot be used directly in a regression model. For example, surface slopes generally increase toward the margins where the ice surface is lower. To eliminate correlations between the three predictor variables describing ice sheet geometry, three mutually orthogonal principal components are calculated [Hamilton, 1992, chapter 8] . Table 2 gives the factor score coefficients for each component as well as the percent of total variance in the original variables explained by each component. Note that slopes (in degrees) are multiplied by 1000 so their magnitude (ranging from about -400 to +400) is of the satne order as that of elevations (ranging from --1000 to -3500 m above sea level) and the relative importance of each to the principal components can be inferred from the coefficients in Table 2 
Combined Regression Model
In section 4 the geographic trend surface is derived from multivariate regression of accumulation on geographic coordinates, while in section 5 the geometry effect is estimated by regressing the geographic trend residual on the first and third principal components characterizing the ice sheet geometry. This is an acceptable procedure for investigating the nature of each effect separately, but for further analysis of the residual, multivariate regression on all parameters is needed. While it may be expected that the results of a multivariate regression involving both geographic coordinates and geometry factors are broadly similar to the results obtained above, simultaneous regression does not necessarily yield the same regression coefficients as obtained from two separate regressions. Nor is it a priori certain that the most significant regression model is given by the sum of the quadratic trend surface plus the third principal component. It may well be that some of the higher-order terms in the quadratic trend model become insignificant if the principal components are added to the regression model [Draper and Smith, 1998, chapter 12 ].
The best model can be found using stepwise regression included in most statistical software packages. In short, this procedure starts with a regression equation containing one or two predictor variables and improves on this model by adding or deleting subsequent predictors. Additional predictors are retained if the regression improves significantly (as determined by an F test). After a variable has been added, the regression equation is examined to determine whether any of the other variables should be deleted [cf., Draper and Smith, 1998, pp. 335-336]. Results of this procedure are given in Table 4 and indicate that the largescale trend explains 80% of the variance in the data (the total sum of squares is 66,565, of which 52,835 is explained by the regression; see Table 4 , fourth column). The large-scale trend shown in Plate 2 represents the merger of the trend surface shown in Figure  2 and the geometry effect shown in Plate 1. Most of this pattern predictor variables and increases away from this average [Draper and Smith, 1998 ]. Thus least confidence should be placed in results for the extreme northern and southern reaches of the ice sheet.
One region noteworthy for the large positive residual is dissected by the Exp6dition Glaciologique Intemationale au Groenland (EGIG) line around 70øN. While the pronounced maximum inland from the west coast is to some extent captured by the geometry effect (Plate 1), the comparatively large residual (Plate 3) indicates that factors other than geometry may contibute to this local maximum in accumul[,tion. Reeh [1989] speculates that this feature may be due to relatively easy access of humid air masses passing through the Disko Bugt area onto the ice sheet.
Comparison With Model Predictions
The distribution of accumulation may be compared with results from the precipitation retrieval model described by Chen et al. [1997] 
Residuals
Residuals m'e defined as measured accumulation rates minus those predicted by the combined regression model (Table 4) . In these studies, climate forcing is included by multiplying the present-day distribution of accumulation with a correction factor that depends on the change in air temperature. The underlying assumption is that changes in accumulation are mostly associated with changes in temperature. The results obtained here indicate that this may only be correct if the pattern of atmospheric circulation remains the same as it is now. This appears unlikely, however. During glacial maxima, large ice sheets covered the North American and Eurasian continents, and these ice sheets, up to 3 km in height, affected the atmospheric circulation [Kageyanm et al., 1999] . Similarly, greenhouse warming, if effected, is not expected to be uniform and may result in a shift of dominant low-pressure systems such as the Icelandic Low and the low over Baffin Bay, which determine to a large extent the present-day circulation over the Greenland ice sheet. These changes in air flow may well be significantly more important in determining future and past accumulation rates than changes in air temperature are.
