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We study thermalization, hydrodynamization, and chemical equilibration in out-of-equilibrium
Quark-Gluon Plasma starting from various initial conditions using QCD effective kinetic theory,
valid at weak coupling. In non-expanding systems gauge bosons rapidly lose information of the initial
state and achieve kinetic equilibrium among themselves, while fermions approach the equilibrium
distribution only at later time. In systems undergoing rapid longitudinal expansion, both gluons
and quarks are kept away from equilibrium by the expansion, but the evolution is well described by
fluid dynamics even before local thermal equilibrium is reached. For realistic couplings we determine
the ordering between the separate hydrodynamization, chemical equilibration and thermalization
time scales to be τhydro < τchem < τtherm.
I. INTRODUCTION
How gauge theories pushed far from equilibrium ther-
malize is a central topic in the study of heavy-ion colli-
sions [1]. To what extent the post-collisional debris cre-
ated in the collision of two nuclei reaches local thermal
equilibrium before the system cools down, determines
how well a fluid dynamical description of the system is
applicable.
Our ability to perform first principles non-perturbative
real-time calculations in QCD is limited by the infa-
mous sign problem [2], and considerable efforts have
been invested to understand thermalization and hydro-
dynamization in various approximations of the QCD. A
prominent example is the N = 4 Super Yang-Mills the-
ory in the limit of a large number of colors and strong
coupling, which has been studied extensively with holo-
graphic methods [3–6]. The holographic methodology
can be applied only to a very limited set of gauge theo-
ries, and for generic theories—such as QCD—only weak
coupling methods are available. So far the weak-coupling
studies of thermalization of far-from-equilibrium systems
have been limited to either pure gauge or scalar theo-
ries, and studies in QCD have been restricted only to
near equilibrium systems [7, 8]. Here, we extend the
weak coupling treatment of [9, 10] by including dynam-
ical fermions, and study how far-from-equilibrium sys-
tems approach equilibrium in a full leading order QCD
description.
Introducing new degrees of freedom to the system
adds new structures. It has been argued [11] that the
off-equilibrium dynamics of quarks may be significantly
slower than that of the gluons, owing partly to smaller
group theoretic color factors, and partly to different spin
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statistics and Pauli blocking. It may be then that the
equilibration of quarks could be a bottleneck of thermal-
ization as chemical equilibration may take place in a sig-
nificantly longer time scale. In particular, in the weak
coupling picture of heavy-ion collisions, the initial state
in midrapidity is dominated by a large number of gluons
with only a few fermions. If the production of fermions
is delayed, this could have an impact on the fluid dy-
namical modelling of heavy-ion collisions, since the equa-
tion of state of Quark-Gluon Plasma is different than
that of plasma consisting of gluons only. Furthermore,
chemically equilibrated QGP is a standard explanation
of the strangeness enhancement in nucleus-nucleus colli-
sions [12–14], so understanding fermion production from
first principles provides an important theoretical valida-
tion of this picture.
It has been been observed in several theories – both
weakly and strongly coupled – that the hydrodynamical
constitutive relations are approximately fulfilled in sys-
tems that have sizeable anisotropies, that is, hydrody-
namization without thermalization [5, 10, 15, 16]. Upon
including quark degrees of freedom to the system we may
ask the question, when does the chemical equilibration
happen with respect to the hydrodynamization and ther-
malization times τhydro and τtherm?
The basic tool here is the set of Boltzmann equations
that are applicable in isotropic systems any time the
typical occupancies are smaller than 1/αs. Of course,
many authors have already considered the evolution of
quark-gluon systems under Boltzmann equations [17–25].
What sets our study apart from these works is that we
use the effective Boltzmann equations derived by Arnold,
Moore, and Yaffe [26], which account for all processes
needed for a description that is accurate to leading or-
der in αs. These processes include in-medium screen-
ing effects [27], and Landau-Pomeranchuk-Migdal [28–
31] corrected splitting processes in far-from-equilibrium
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2but isotropic systems1. To do so we extend the previ-
ously developed setup of Refs. [6, 9, 10, 33] to include
quark degrees of freedom and we briefly summarize the
key elements of the description in Sec. II.
In the following we will consider Nc = 3 QCD plasma
with Nf = 3 flavours of massless quarks in different out-
of-equilibrium conditions, with and without expansion.
While there is only one thermal equilibrium, there are
many ways how a system can be out of equilibrium. In
Sec. III A we will first study in detail a particularly sim-
ple non-expanding system where quarks are absent and
gluons are in kinetic equilibrium among themselves. We
discuss the processes that produce fermions and subse-
quently lead to chemical equilibration. In Sec. III B we
then move on to discuss non-expanding systems which
are initialized with an overoccupied gauge boson dis-
tribution. While we are unaware of a physical system
where QCD would be found in these conditions, cosmo-
logical reheating may result in system of overoccupied
gauge bosons (see e.g. [34]). Following the time evo-
lution of the overoccupied system, we see that due to
the slower dynamics of fermions, gauge bosons reach ki-
netic equilibrium before the chemical equilibration. Once
the gauge bosons have reached kinetic equilibrium the
evolution proceeds as in our first example. Finally, in
Sec. IV we turn to a system of overoccupied gluons un-
dergoing boost-invariant longitudinal expansion. This is
the expected initial condition in heavy-ion collisions in
the asymptotic weak coupling limit [35, 36]. For moder-
ate values of the coupling constant αs ∼ 0.3 we observe a
rapid memory loss of initial conditions and the chemical
and hydrodynamical equilibrium is approached along a
universal curve. Finally, we conclude with the discussion
of the separate equilibration time scales in Sec. V.
II. EFFECTIVE KINETIC THEORY
The effective kinetic theory that we use to describe
thermalization is the Effective Kinetic Theory (EKT)
of Arnold, Moore and Yaffe [26], which is leading or-
der accurate in the QCD coupling constant λ = g2Nc =
4piαsNc in the combined limit of weak coupling (λ→ 0)
and nonperturbative occupancies (λf → 0) for modes
whose momenta are larger than the thermal screen-
ing scale in the nonequilibrium system p2  m2 ∼
λ
∫
d3pf(p)/p.
At leading order in the coupling constant, the EKT de-
scribes the time evolution of color/spin averaged distri-
bution function fs with an effective 2↔ 2 scattering and
a 1 ↔ 2 effective splitting terms. The resulting Boltz-
mann equation for homogeneous non-expanding system
is
∂tfs(p, t) = −Cs2↔2[f ](p)− Cs1↔2[f ](p) (1)
with massless dispersion relation, p0 = |p| = p. The
index s refers to different particle species in the theory.
Expanding upon previous implementations of pure gauge
theories in Refs. [6, 9, 10, 33] to QCD, s now stands for
gluons and 2Nf massless fermions (with quarks and anti-
quarks counted separately)2. The symmetrized 2 ↔ 2
collision terms in the right hand side of Eq. (1) reads
Cs2↔2[f ](p˜) =
1
2
1
νs
1
4
∑
abcd
∫
pkp′k′
|Mabcd|2(2pi)4δ(4)(pµ + kµ − p′µ − k′µ) (2)
× {(fapf bk(1± f cp′)(1± fdk′))− (f cp′fdk′(1± fap)(1± f bk))}
× (2pi)3
[
δ(3)(p˜− p)δas + δ(3)(p˜− k)δbs − δ(3)(p˜− p′)δcs − δ(3)(p˜− k′)δds
]
,
where |Mabcd|2 is a 2 ↔ 2 scattering amplitude-squared
summed over all degrees of freedom of the external legs
(νq = 2Nc for quarks and νg = 2(N
2
c − 1) for gluons),∑
abcd is a sum over all particle and antiparticle species,
and
∫
p
= d
3p
2p(2pi)3 is a shorthand notation for Lorentz in-
1 We note that there are also other non-perturbative (in a sense
that they involve an infinite number of diagrams), but weak-
coupling (in the sense that they can be expanded in a series in
the coupling constant) processes which do not contribute to our
leading order calculation. These processes include for example
the sphaleron transitions, see [32].
2 In this work we consider plasma at zero chemical potential with
quark and anti-quark distributions being equal.
variant momentum integral. The second line is the usual
phase-space loss and gain terms, while the Kronecker and
Dirac delta functions in the last line accounts for the pos-
sibility of particle s to be on any of the four external lines.
Finally the numerical prefactors in front of the integral
correct the double counting of identical processes.
The effective matrix elements |Mabcd|2 in Eq. (2) are
for most kinematics the normal tree-level vacuum matrix
element (see Table II in Ref. [26]). For soft small angle
scatterings with energy transfer ω  p, k, the tree-level
Coulomb and Compton scatterings are infrared divergent
elevating a set of diagrams with an arbitrary number
of loops to the same magnitude as the tree-level dia-
grams. These effects become important at the in-medium
3screening scale p ∼ mg,mq. Here the in-medium effective
masses of gluon and quarks are given, respectively, by
m2g = 2g
2
∫
p
[
2CAfg(p) + 2NfCF
νq
νg
(fq(p) + fq¯(p))
]
,
(3)
m2q = 2g
2
∫
p
[
2CF fg(p) + CF (fq(p) + fq¯(p))
]
. (4)
For momentum transfer of this order the dispersion of
the internal line in the computation of |Mabcd|2 gets anO(1) correction from the in-medium physics. Therefore,
for the problematic soft scattering we replace the ma-
trix element with that computed in the Hard Thermal
Loop (HTL) approximation that self-consistently treats
the medium interaction correctly to leading order. We
perform this substitution by removing the infrared di-
vergent small angle approximation from the full matrix
element and replace it with the small angle approxima-
tion of the full HTL rate [37]. Specifically for a soft
gluon or fermion exchange with the momentum trans-
fer q = |p′ − p| in the t-channel, the divergent term
(u− s)/t ∼ 1/q2 is replaced by IR regulated term
u− s
t
→ u− s
t
q2
q2 + ξ2sm
2
s
, (5)
where ξg = e
5/6/2 and ξq = e/2 are fixed such that the
matrix element reproduces the full HTL results for drag
and momentum diffusion properties of soft gluon scatter-
ing [37] and gluon to quark conversion gg → qq¯ [38, 39]
at leading order for isotropic distributions.
While the soft ω ∼ mg scatterings do not appreciably
change the momentum state of the particle, they may
bring the particle slightly off shell and make it kinemat-
ically possible for the particle to decay through nearly
collinear splitting. This makes the effective 1 ↔ 2 ma-
trix element a leading order effect. It is included as
C1↔2[f ](p˜) on the right hand side of the Boltzmann equa-
tion Eq. (1) and explicitly
Cs1↔2[f ](p˜) = (6)
=
1
2
1
νs
∑
abc
∫ ∞
0
dpdp′dk′ 4piγabc(p; p
′, k′)δ(p− p′ − k′)
× {fapnˆ[1± f bp′nˆ][1± f ck′nˆ]− f bp′nˆf ck′nˆ[1± fapnˆ]}
× (2pi)
3
4pip˜2
[δ(p˜− p)δas − δ(p˜− p′)δbs − δ(p˜− k′)δcs],
where the unit vector nˆ = p˜/|p˜| defines the splitting
direction and γabc(p; p
′, k′) is the effective collinear split-
ting rate including Landau-Pomeranchuk-Migdal [28–31]
suppression of collinear radiation. Factoring out the kine-
matic splitting functions the rates
γggg(p; p
′, k′) =
p4 + p′4 + k′4
p3p′3k′3
Fg(p; p′, k′), (7)
γqqg(p; p
′, k′) =
p2 + p′2
p2p′2k′3
Fq(p; p′, k′), (8)
γgqq¯(p; p
′, k′) =γqqg(k
′;−p′, p) (9)
are given by an effective vertex resuming an infinite num-
ber of possible soft interactions with the medium [26]. It
is found by solving the following integral equation
2h =iδE(h)Fs(h) + g
2T∗
∫
d2q⊥
(2pi)2
A(q⊥) (10)
×
{
1
2
(Cs + Cs − CA) [Fs(h)− Fs(h− k′q⊥)]
+
1
2
(Cs + CA − Cs) [Fs(h)− Fs(h− p′q⊥)]
+
1
2
(CA + Cs − Cs) [Fs(h)− Fs(h+ pq⊥)]
}
and Fs(p; p′, k′) is defined as
Fs(p; p′, k′) =νsCsg
2
8(2pi)4
∫
d2h
(2pi)2
2h · ReFs(h; p, p′, k′).
(11)
In this work the strength of soft momentum background
fluctuations A(q⊥) are treated using an isotropic screen-
ing approximation [40]
A(q⊥) = 1
q2⊥
− 1
q2⊥ + 2m2g
, (12)
the energy difference δE is defined as
δE(h; p, p′, k′) ≡ m
2
g
2k′
+
m2s
2p′
− m
2
s
2p
+
h2
2pk′p′
, (13)
and the effective temperature T∗ is given by
T∗ ≡ 1
νgm2g
∑
s
νsg
2Cs
∫
d3p
(2pi)3
fs(p)(1± fs(p)). (14)
Instead of solving Eq. (10) directly, the required two di-
mensional integral Eq. (11) is expressed as the value at
the origin of the Fourier transformed function F˜s, which
solves a Fourier transformed Eq. (10). We solve it using
the basis function method [41] and parametrize the solu-
tion for the Monte-Carlo sampling of the collision kernel
in Eq. (6). For the distribution functions we use a previ-
ously developed discretization scheme that does not in-
troduce additional discretization errors for energy or par-
ticle number densities [6, 10, 37]. The distribution func-
tions are discretized in spherical polar coordinates on log-
arithmic momentum grid with typical momentum range
pmax/pmin = 1500 and Np = 100. For anisotropically
4expanding systems the longitudinal momentum fraction
cos θ = pz/p is discretized on a uniform grid with typical
value of Nθ = 200. We considered azimuthally symmet-
ric distributions. The collision integrals were calculated
by Monte Carlo sampling of the phase space with impor-
tance sampling [6]. At each time step the 2 ↔ 2 col-
lision integral Eq. (2) was calculated using N2↔2NpNθ
randomly generated vector quadruplets p,k,p′,k′ sat-
isfying the momentum and energy conservation, where
N2↔2 = 50, 100. For 1 ↔ 2 collision integral Eq. (6)
we used N1↔2Np samples of momentum p, p′, k′ = p− p′
combinations, which were reused for each angular direc-
tion (here N1↔2 = 50, 100).
III. CHEMICAL EQUILIBRATION IN
ISOTROPIC NON-EXPANDING SYSTEMS
A. Kinetically equilibrated initial conditions
In order to gain intuition to the far-from-equilibrium
dynamics, we start with a particularly simple system
where gauge bosons and fermions are initialized at time
t = 0 with thermal distributions
fseq(p) =
1
ep/Ts,init. ± 1 , (15)
but with different initial temperatures Tg,init. 6= Tq,init..
In such a situation we say that quarks and gluons are in
kinetic equilibrium among themselves, but not in ther-
mal equilibrium with each other. The system will relax
into state in which both the quarks and the gluons are
in equilibrium with the same temperature Tfinal. The en-
ergy conservation dictates that the final temperature will
be given by
νgT
4
g,init. + 2Nfνq
7
8T
4
q,init. = (νg + 2Nfνq
7
8 )T
4
final. (16)
If we start with pure gluon initial state, i.e., Tq,init. =
0, the fermion number is initially zero. In order to reach
chemical equilibrium, the fermion number has to be sub-
sequently generated by pair production either through
medium induced g → qq¯-splitting processes or alter-
natively through gg → qq¯ conversions. Multiplying
the Boltzmann equation Eq. (1) by 2Nfνqp
2/λ2T 3 for
quarks, we obtain the equation for the rate of change of
fermion number (per momentum)
2Nfνq
λ2T 3
∂t[p
2fq(p, t)] = C
q
22 + C
q
12 (17)
and similarly for gluons. In Fig. 1 we show the rates Cs22
and Cs12 separately and as a sum for coupling constant
λ = 0.1 and temperature T = Tg,init. We see that the
2 ↔ 2 processes dominate fermion production around
p ∼ T (blue dashed line), while for p ∼ mD =
√
2mg
the splitting processes become roughly equally important
(blue dotted line). The changes in the gluon distribution
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FIG. 1. The rate of change of total fermion number density
(blue lines) for a thermal gluon system with no initial quark
density and λ = 0.1. The dashed and dotted lines show the
contributions to the rate from elastic 2 ↔ 2 and inelastic
1 ↔ 2 processes, while the solid lines are the sum of the
two. The corresponding changes in the gluon number density
(multiplied by −1) are shown by red lines.
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FIG. 2. The various effective temperatures (see. Eq. (18))
as a function of time for a non-expanding system with initial
conditions of thermal gluons and no fermions. The time axis
is scaled by τR = 4piη/s/Tfinal, where η/s ≈ 1900 for λ = 0.1.
The red lines are the gluonic effective temperatures; the blue
lines are the effective temperatures of the fermionic sector
with T eff4 > T
eff
3 > . . . > T
eff
−1.
mirror the fermionic ones. We see that gg → qq¯ conver-
sion reduces the number of gluons at the same momen-
tum scale p ∼ T where fermions are created (blue and red
dashed lines), while soft collinear radiation from p ∼ T
gluons (red dotted line) produces soft fermions. Impor-
tantly, the resulting fermion spectrum is non-thermal.
We now turn to study how the above system evolves
toward equilibrium as a function time. For the same λ =
0.1 as above, Fig. 2 displays the time evolution of several
different effective temperatures T effg/q,α, defined through
the αth moments of the fermion (F = 1) and boson (F =
50) distribution functions
T effg/q,α =
[
Nα,F
∫
d3p
(2pi)3
pαf(p)
] 1
α+3
. (18)
The effective temperatures are normalised such that
when the system is in thermal equilibrium all T effg/q,α
(for all α) are equal to the equilibrium temperature
T effg/q,α = Tfinal, that is
Nα,F = [1− 2−α−2]−F 2pi
2
Γ(α+ 3)ζ(α+ 3)
.
Lower α values are more sensitive to the infrared of the
distribution, whereas larger α values describe the UV
part of the distribution function. In particular, T eff1 ∝ 4
√
e
corresponds to the temperature of a fictitious thermally
equilibrated system with the same energy density.
We display the effective temperatures as a function of
relaxation time of the final thermalized system
τR =
4piη/s
Tfinal
, (19)
where η/s is the specific shear viscosity, whose relation
to λ is discussed in Appendix A. This relaxation time is
parametrically of order of the transport mean free path of
the thermalized system τR ∼ (λ2Tfinal)−1, but it has been
observed in [6, 10, 42, 43] that expressing the coupling
constant λ in terms of the specific viscosity accounts for
large numerical corrections that go beyond the paramet-
ric expression and leads to better scaling behaviour for
different values of λ.
We first note that the effective temperatures of glu-
ons (red lines in Fig. 2) decrease while those of the
quarks (blue lines) increase. During this evolution the
gluon effective temperatures approximately overlap signi-
fying that gluons remain close to the kinetic equilibrium
through the whole evolution. In contrast to gluons—
and consistent with the non-equilibrium spectrum of the
fermion production rate in Fig. 1—the fermion effective
temperatures differ until full chemical equilibration is
achieved. During this evolution the fermion spectrum
is harder than that in kinetic equilibrium as seen from
the ordering of the effective temperatures T eff4 > T
eff
3 >
. . . > T eff−1.
In chemical equilibrium Nf = 3 fermions constitute
eq,eq/eq,total ≈ 0.66 of the total equilibrium energy den-
sity (see Eq. (16)). It can be seen in Fig. 3 that by the
time tchem ≈ 1.4τR for λ = 0.1 the fermion energy den-
sity eq has reached 90% of its equilibrium value eq,final,
which we take as our somewhat arbitrary definition of
the chemical equilibration time, i.e.
eq(tchem)
eq,final
=
(
T eff1,q(tchem)
Tfinal
)4
= 0.9. (20)
To study the coupling dependence of the chemical equi-
libration, we repeat the above calculation with the same
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FIG. 3. Chemical equilibration of fermion energy density (as
a function of equilibrium energy density) for different cou-
pling constants λ = 10, 1.0, 0.1, which corresponds to effective
η/s = 1, 35, 1900. Two cases shown: with zero initial fermion
energy eq ≈ 0 and with zero initial gluon energy eg ≈ 0.
initial conditions, but with several different values of
λ = 10, 1.0, 0.1, corresponding to η/s ≈ 1, 35, 1900, re-
spectively. Figure 3 shows the time-evolution of fermion
energy fraction for these different values of ’t Hooft cou-
plings, for which the chemical equilibration time varies
by three orders of magnitude. However, as is seen from
the figure, the functional forms of the time-evolutions of
the energy densities follow closely a common form when
described in terms of the relaxation time τR, with the
system reaching chemical equilibrium around
tchem/τR ∼ 1.1− 1.4 (21)
for all studied values of λ.
We note however that for moderate values λ & 10,
we expect substantial next-to-leading order corrections
to transport properties of QGP [44]. Nevertheless, while
the kinetic theory suffers from large systematic uncer-
tainties for these values of λ, the fact that the kinetic the-
ory calculation itself does not fail catastrophically may
allow one to extrapolate the results for semi-quantitative
order of magnitude estimates even at larger values of λ
using τR scaling, where the dependence on the coupling
constant only enters through the specific shear viscos-
ity η/s. Note that other transport coefficients in units
of η/s, e.g. τpi/(η/(sT )), are much less sensitive to the
changes of the coupling constant [45].
We note in passing that similar qualitative features of
the equilibration are seen by varying the initial starting
gluon and fermion temperatures. In particular, the glu-
ons remain in approximate kinetic equilibrium through-
out evolution even if one starts with fermion domi-
nated initial conditions (data not shown). In this case
the fermion energy fraction approaches equilibrium ra-
tio from above (see Fig. 3) and the chemical equilibra-
tion takes place at tchem/τR ∼ 0.5 − 0.9, where now
eq(tchem)/eq,final = 1.1 in this case.
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FIG. 4. Chemical equilibration for isotropic over-occupied
gluon state with no initial fermions present. The effective
temperature Tα of gluon (red lines) and fermion (blue lines)
distribution functions are shown for λ = 0.1. Note that for
fermions T eff4 > T
eff
3 > . . . > T
eff
−1, but over-occupied gluons
start with inverted ordering.
B. Overoccupied initial conditions
We now turn to a system starting with an overoccu-
pied distribution of gluons and no fermions. This sys-
tem has initially too many gluons, fg  1, with too
soft momenta compared to a thermal ensemble with the
same energy density, that is T eff2  T eff1  T eff0 . As the
fermions cannot be overoccupied such a system is neces-
sarily dominated by the gluons in the early stages. As
discussed in detail in [9, 37, 46–51], overoccupied glu-
onic systems thermalize via a self-similar cascade which
carries the energy and particle number from the infrared
to the ultraviolet via elastic and inelastic scattering. As
long as the system is parametrically overoccupied fg  1,
the cascade is self-similar, that is, the gluon distribution
function at a given time t is given by an approximately
stationary scaling function f˜ which is insensitive to the
initial conditions
fg(p) = (Qt)
−4/7f˜(p/pmax), pmax = Q(Qt)1/7, (22)
where Q4 = 2pi2λ
∫
p
pfg(p). This scaling form is reached
in a time that is proportional to the scattering rate of
the initial condition [9], which is parametrically faster
than the thermalization time for a parametrically ove-
roccupied system. The approach to the scaling form is
discussed in detail in [51]. Once the typical momentum
of the cascade pmax reaches the thermal scale Tfinal, the
system equilibrates. How the presence of fermions may
affect the cascade has been studied using (semi-)classical
Yang-Mills simulations in the regime where the gluons
are still highly overoccupied and pmax  Tfinal [52]. We
now answer the question what happens when pmax ∼ T .
The green lines in Fig. 4 show the time evolution of a
pure Nc = 3 gauge theory with over-occupied gluon ini-
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FIG. 5. Chemical equilibration of fermion energy density (as
a function of equilibrium energy density) for different coupling
constants λ = 10, 1.0, 0.1, which correspond to effective η/s =
1, 35, 1900 for the system initialized with over-occupied gluon
density (colored lines) and thermal initial conditions (gray
lines).
tial conditions3. For the effective temperatures, this scal-
ing form Eq. (22) corresponds to a power-law behaviour
T effα ∝ t
1
7
α−1
α+3 . (23)
If the system is parametrically overoccupied, the ef-
fective temperatures are also parametrically separated
T effα  T effα+1, but when the system thermalizes around
t ≈ 0.3 τR, the effective temperatures again collapse.
Fig. 4 also shows the time evolution of a QCD plasma
(Nc = 3, Nf = 3) with the same initial condition of
overoccupied gluons with no quarks present. The time
evolution differs now from the pure glue system as the
fermion number is dynamically generated. At early times
the quark effective temperatures are small and gluonic
temperatures approximately follow the classical power-
laws. The cascade ends and the gluonic sector reaches a
kinetic equilibrium among themselves again around
t ∼ tgkinetic ≈ 0.2τR, (24)
where we have defined the kinetic equilibration time—
in analogy with the chemical equilibration time—by de-
manding (
T g0 (tkinetic)
T g1 (tkinetic)
)4
= 0.9 (25)
This timescale is significantly faster than the timescale
for chemical equilibration tchem. Indeed at the time the
3 The initial condition of the simulation is given by Eq. (29) with
λ = 0.1 and ξ = 1. However as the system very quickly reaches
the self-similar scaling form, the details of the initial condition
matter only at very early times t τR.
7kinetic equilibrium among gluons is reached there are
only a few quarks present and the state of the system
is approximately the same as in the case of thermal ini-
tial conditions studied in the previous section. From this
point on, the chemical equilibrium follows the same pat-
tern which was described in the previous section. To
emphasize this point, in Fig. 5 we show the fermion en-
ergy fraction for over-occupied initial conditions (colored
lines) on top of the thermal initial conditions (gray lines),
which were shown in Fig. 3.
IV. CHEMICAL EQUILIBRATION IN
EXPANDING SYSTEMS
In the weak coupling description of heavy-ion collisions
the state of the system right after the initial particle
production is given by an overoccupied distribution of
gluons [35, 36]. The novel feature compared to the pre-
vious section is that the geometry of the collision sys-
tem is such that the overoccupied matter is undergo-
ing a rapid, approximately boost invariant longitudinal
expansion. Such system has been studied in detail in
pure gauge theory [10, 33] and it forms the link between
the initial condition and the hydrodynamic stage in phe-
nomenological multi-stage simulations of heavy-ion colli-
sions [42, 43]. Here, we study the expanding plasma in
full QCD.
Assuming boost invariant form of the distribution
function, the Boltzmann equation can be written in the
form [18]
∂τfs(p, τ)− p
z
τ
∂pzfs(p) = −Cs2↔2[f ](p)− Cs1↔2[f ](p),
(26)
where τ is the Bjorken time τ =
√
t2 − z2. The expan-
sion redshifts the distribution in the pz direction mak-
ing it more anisotropic along the longitudinal momen-
tum, while 2 ↔ 2 scatterings act to isotropize the sys-
tem [53]. While anisotropic systems could suffer from the
presence of unstable plasma modes [54–56] affecting the
kinetic dynamics [50, 57], the detailed 3+1D classical-
statistical Yang-Mills simulations [49, 58] found that late
time evolution of anisotropic systems is in agreement
with kinetic theory expectations neglecting plasma in-
stabilities [53]. In the absence of general non-equilibrium
formulation of QCD kinetic theory [50], we use QCD ki-
netic theory with isotropic approximations, which remove
the unstable modes, to study the equilibration in expand-
ing systems. Note that there are no unstable fermionic
modes [59, 60].
While the expansion conserves total energy, the local
energy density in a given rapidity slice decreases as a
function of time. At late times when the system is close
to local thermal equilibrium, the time evolution of the
temperature is given by ideal hydrodynamics with con-
stant T (τ)τ1/3. As the target temperature to which the
out-of-equilibrium system aims to thermalize changes, so
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FIG. 6. The effective temperature T effα (α = −1, . . . , 4) evo-
lution in longitudinally expanding system for QCD (Nc = 3,
Nf = 3) and Yang-Mills (Nc = 3, Nf = 0). Initial condi-
tions given by anisotropic over-occupied gluon state (λ = 5,
ξ = 10, η/s ≈ 2.75) with no initial fermions, Eq. (29). Axes
are scaled by time dependent relaxation time and asymptotic
temperatures τR(τ) = (4piη/s)/Tid.(τ) and Tid.(τ).
does the kinetic relaxation time. In the following we fol-
low the practice of [42] and, for each simulation, we de-
termine the asymptotic value of T (τ)τ1/3|τ→∞, use the
ideal hydrodynamics relation to extract what the tem-
perature of the system would have been at earlier times
if the full time evolution of the system were described by
ideal fluid dynamics
Tid.(τ) =
(T (τ)τ1/3)|τ→∞
τ1/3
, (27)
and use that in our definition of time dependent kinetic
relaxation time
τR(τ) =
4piη/s
Tid.(τ)
. (28)
We consider an expanding system with over-occupied
initial condition motivated by Color-Glass-Condensate
framework
fg(p, τ = τ0) =
2A
λ
Q0√
p2⊥ + p2zξ2
e
− 23
p2⊥+ξ
2p2z
Q20 , (29)
where the values of A and Q0, and ξ are adjusted to
reproduce the mean transverse momentum squared 〈p2T 〉
and energy density e(τ0) at the initial time τ0 extracted
from the classical lattice simulations of initial stages of
the collision [10, 61]. The anisotropy parameter ξ deter-
mining the ratio of longitudinal to transverse pressure is
chosen such that PL  PT and is set in the following
ξ = 10. The same initial conditions have been stud-
ied in pure gauge theory in [10, 33, 42]. Here, as in
[10, 33, 42], we use τ0 = 1/Qs, and Q0 = 1.8Qs and we
set A = 5.24. Here Qs is the saturation scale of Color-
Glass-Condensate, and is of order Q−1s ∼ 0.1fm.
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FIG. 7. Fermion energy fraction in a longitudinally expand-
ing system with different coupling constants λ. The system
is initialized with an anisotropic over-occupied gluon state,
Eq. (29) (ξ = 10). The time axis is scaled by corresponding
kinetic relaxation time τR(τ), Eq. (28) for each value of λ.
In Fig. 6 we show the time evolution of the effec-
tive temperatures T effα for the initial conditions Eq. (29)
and λ = 5, which corresponds to η/s ≈ 2.75. The
rapid longitudinal expansion quickly inverts the hierar-
chy of temperatures from an overoccupied state fg  1
(T effα > T
eff
α+1) to an underoccupied state f
g  1, which
is well understood as the first stage of the bottom-up ther-
malization [53]. This transition takes place well before a
substantial number of fermions are produced as can be
seen from the good overlap of the time evolution of the
effective temperatures in pure gauge theory with the full
theory in Fig. 6. This suggests that during this early
phase the presence of fermions does not significantly af-
fect the evolution of bulk quantities. Note that the effec-
tive temperatures are sensitive only to the angular aver-
aged distribution function, but because of the longitudi-
nal expansion the system is highly anisotropic.
Next we look at the chemical equilibration of fermion
energy fraction of the equilibrium energy density. In
Fig. 7 we show the approach to chemical equilibrium
for different values of the coupling constant λ and over-
occupied initial state. Using the same ad-hoc criterion
of chemical equilibration as in non-expanding system
Eq. (20), we find that chemical equilibration happens
for τchem ∼ 1 − 2τR for a wide range of coupling con-
stants 0.5 ≤ λ ≤ 20 and only for very small coupling
λ = 0.1, we get τchem ≈ 2.8τR. We would like to remind
that parametrically the chemical equilibration scales as
∼ (λ2T )−1, so in physical units the equilibration times
change by several orders of magnitude. Scaling with re-
laxation time Eq. (28), reduces this vast separation of
scales and for couplings λ > 1 we observe the collapse of
equilibration dynamics to the same curve and the chem-
ical equilibration is reached at τchem ≈ 1.2τR. The dif-
ference in equilibration times for λ ≤ 1, which was not
present in the non-expanding case, arises from the addi-
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FIG. 8. (a) Total pressure anisotropy PL/PT evolution in
kinetic theory with over-occupied initial conditions Eq. (29)
(b) Total energy density evolution relative to ideal estimate
e/eid. = (T/Tid.)
4 given by Eq. (27). Comparison with first
order viscous temperature Eq. (34) shown by the black dashed
curve.
tional scale — the expansion rate 1/τ . Since the starting
time τ0 = 1/Qs is kept fixed, for smaller values of the
coupling constant, the system experiences a longer phase
where the anisotropy is still increasing, i.e. the first stage
of bottom-up, which delays equilibration.
We note that the chemical equilibration takes place
when the system is still highly anisotropic. This is seen
in Fig. 8(a) depicting the time evolution of the ratio of
the longitudinal and transverse pressures
PL =
∫
d3p
(2pi)3
p2z
p0
(νgfg + 2Nfνqfq), (30)
PT =
1
2
∫
d3p
(2pi)3
p2x + p
2
y
p0
(νgfg + 2Nfνqfq). (31)
The system becomes isotropic only at very late times.
At the time of chemical equilibration (τ . 3τR) the pres-
sure anisotropy is still large PL/PT < 0.8 for all values of
λ. However similarly to the pure gauge theory, the sys-
tem’s time evolution is well described by fluid dynamics
9well before pressure anisotropies become small; that is,
the system exhibits “hydrodynamization without ther-
malization.”
We quantify the approach to thermal equilibrium and
hydrodynamization by defining two additional timescales
τtherm and τhydro, in analogy to Eq. (20). We require the
combined gluon and fermion energy density e = eg +
eq to be within 10% of ideal and viscous hydrodynamic
estimates of energy density
e(τtherm)
eid.
=
(
T (τtherm)
Tid(τtherm)
)4
= 0.9, (32)∣∣∣∣1− e(τhydro)e1st
∣∣∣∣ =
∣∣∣∣∣1−
(
T (τhydro)
T1st(τhydro)
)4∣∣∣∣∣ = 0.1 . (33)
Here Tid is the ideal estimate of the local temperature
Eq. (27) and T1st is the 1st order viscous hydrodynamic
solution of longitudinally expanding system with the
same late time asymptotics as Tid. The analytical solu-
tion for first order conformal hydrodynamical equations
of motion can be written in units of τR as [62, 63]
T1st(τ)
Tid(τ)
= 1− 2
12pi
τR
τ
. (34)
In Fig. 8(b) we show the time evolution of the total
energy density scaled by ideal estimate, i.e. e/eid. =
(T/Tid.)
4. We find that 90% of equilibrium energy is
reached at τtherm ∼ 2τR for the coupling constant val-
ues 0.5 ≤ λ ≤ 20. Only for λ = 0.1 the approach
to equilibrium is slower and this criterion is satisfied
at τtherm ∼ 2.5. Next, we use the 1st order hydrody-
namic estimate for temperature Eq. (34) and compare it
to the kinetic theory4. We achieve agreement with full
kinetic theory evolution at very early times and by the
time τhydro . 0.5τR the criterion Eq. (33) is satisfied for
0.5 ≤ λ ≤ 20. For λ = 0.1 thus defined hydrodynamiza-
tion takes place somewhat later at τ ∼ 1.3τR.
V. CONCLUSIONS
In this paper we presented a complete simulation of
chemical equilibration in leading order QCD kinetic the-
ory in stationary and expanding systems with infinite
transverse extent. By analysing how out-of-equilibrium
plasma of Nc = 3 gluons and Nf = 3 quarks relax to the
common thermal equilibrium for different values of the
coupling constant λ, we determined the chemical equili-
bration time in non-expanding isotropic systems, which
we define by requiring the quark energy fraction to be
4 Note that substituting Eq. (34) in Eq. (33) generates terms,
which are formally higher in viscous gradients and could be
dropped at first order. We do not do such expansion in Fig. 8
and use the full temperature estimate Eq. (34).
within 10% of their equilibrium value. For initial con-
ditions with no quarks present, thus defined chemical
equilibrium is reached at time tchem ∼ 1.1−1.4τR, where
τR = (4piη/s)/Tfinal is the kinetic relaxation time and
η/s(λ = 10, 1.0, 0.1) ≈ 1, 35, 1900. We also note faster
gluon dynamics, which results in gauge bosons reaching
kinetic equilibrium among themselves before thermaliz-
ing with fermions. Consequently, for the case of the
over-occupied gluon initial state, gluons first equilibrate
through a self-similar cascade as in pure glue theory at
times tgkinetic ∼ 0.2τR, and then the equilibrium quark
densities are produced by the quasi-thermal gluon back-
ground. We would like to emphasise that the chemical
equilibration time dependence on the coupling constant
λ—the only microscopic parameter of the theory —is
very well captured by the specific shear viscosity η/s,
which is the macroscopic QGP property. As the relax-
ation time τR changes by orders of magnitude, the equi-
libration dynamics in rescaled units t/τR remains largely
unchanged.
Next we studied the QCD equilibration in homoge-
neous, but longitudinal expanding systems, which is a
relevant situation for heavy ion phenomenology. There
the expansion prevents the system from ever reaching
static thermal equilibrium and one instead may define
thermalization time τtherm by requiring the total energy
density to be within 10% of the value given by ideal
hydrodynamic evolution eid.(τ) = (eτ
4/3)∞τ−4/3. Here
we note that in the expanding case the effective tem-
perature of the plasma is decreasing and so we defined
time-dependent kinetic relaxation time τR(τ) ∼ τ1/3
which grows in time, see Eq. (28). For Color-Glass-
Condensate motivated, anisotropic and overoccupied ini-
tial conditions, Eq. (29), such thermalization happens at
τtherm ∼ 2τR(τ) for a range of the coupling constants
0.5 ≤ λ ≤ 20, but is somewhat delayed for λ = 0.1. The
chemical composition of the plasma changes rapidly in
the first couple units of relaxation time. Similarly to the
non-expanding systems, gluons undergo a kinetic equi-
libration faster than fermions, in agreement with two-
stage QGP equilibration argued in Ref. [64]. However
only when the expansion rate slows down and viscous
corrections to the particle distribution function are small
enough, particle distributions are well approximated by
the equilibrium Bose-Einstein or Fermi-Dirac distribu-
tions. Keeping in mind that the effective kinetic relax-
ation time τR is growing in time as the temperature is
decreasing, the chemical equilibration in longitudinally
expanding systems for moderate values of the coupling
constants λ = 5, 10, 20 (αs ∼ 0.1−0.5) proceeds very
similarly in rescaled units to the non-expanding case and
chemical equilibration is reached at τchem ∼ 1.2τR(τ).
For smaller values of the coupling constant λ ≤ 1 we do
not see the collapse to the same universal curve and the
chemical equilibration (in units of τR) takes place later.
In summary, the chemical composition is an impor-
tant property of the expanding QGP fireball, which is
not captured by conventional hydrodynamic modelling of
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heavy ion collisions, but is essential for the hadrochem-
istry, photon production, and determines which equation
of state best describes the medium. It would be therefore
interesting to study if a generalization of hydrodynamics
involving nearly conserved charges could be used to de-
scribe this non-equilibrium evolution. For realistic values
of the coupling constant αs ∼ 0.3, we find that even in
expanding systems the coupling constant dependence can
be factored out by rescaling time with kinetic relaxation
time τR = (4piη/s)/Tid., which results in the following or-
dering of hydrodynamization, chemical equilibration and
thermalization timescales
τhydro︸ ︷︷ ︸
.0.5τR
< τchem︸ ︷︷ ︸
∼1.2τR
< τtherm︸ ︷︷ ︸
∼2τR
, (35)
according to criteria given in Eqs. (20), (33) and (32).
Such universality allows one to convert the dimension-
less time τ/τR to physical units by matching the late
time constants (τ1/3T )∞ and η/s from hydrodynamical
modelling of heavy ion collisions and which is explored
in our companion paper [65].
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Appendix A: Specific shear viscosity in QCD kinetic
theory
The dynamical simulations of the Boltzmann equation
with leading order QCD kinetic theory collisions ker-
nels, Eq. (1), allows for the direct determination of the
QGP transport properties, for example, the shear vis-
cosity over entropy ratio η/s. The transport coefficients
extracted this way can be compared to calculations of
η/s using diagonalization of (linearized) collision kernels
around thermal equilibrium [7]. In Fig. 9 we show the
specific shear viscosity as a function of the coupling con-
stant λ obtained from the effective kinetic theory simula-
tions with different, but leading order equivalent IR reg-
ulators of the elastic scattering matrix element Eq. (2).
The first regulator corresponds to the scheme given by
Eq. (5), while in the second case we insert additional
m2s/(q
2 + m2s) ∼ O(g2) factors to guarantee the positiv-
ity of the scatter matrix element |Mabcd|2. For λ . 2 dif-
ferent implementations of the kinetic theory agree with
each other at ∼ 10%. The same level of agreement is
also seen with the next-to-leading-log formula, which is a
good approximation for the full leading order results [7]
(and which corresponds to yet another IR completion of
the kinetic theory). For completeness below we summa-
rize the extracted values of η/s used in the paper
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FIG. 9. Shear viscosity over entropy ratio as a function of
the coupling constant λ = Ncg
2 in our leading order kinetic
theory implementation with two regularization schemes of the
elastic collision kernel (see the text). The dashed line corre-
sponds to the next-to-leading-log result from Ref. [7].
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