In many real-world applications, tagging is imperfect: incomplete, inconsistent, and error-prone. Solutions to this problem will generate societal and technical impacts. In this paper, we investigate this arguably new problem: learning from imperfect tagging. We propose a general and effective learning scheme called the Multiview Imperfect Tagging Learning (MITL) to this problem. The main idea of MITL lies in extracting the information of the imperfectly tagged training dataset from multiple views to differentiate the data points in the role of classification. Further, a novel discriminative classification method is proposed under the framework of MITL, which explicitly makes use of the given multiple labels simultaneously as an additional feature to deliver a more effective classification performance than the existing literature where one label is considered at a time as the classification target while the rest of the given labels are completely ignored at the same time. The proposed methods can not only complete the incomplete tagging but also denoise the noisy tagging through an inductive learning. We apply the general solution to the problem with a more specific context -imperfect image annotation, and evaluate the proposed methods on a standard dataset from the related literature. Experiments show that they are superior to the peer methods on solving the problem of learning from imperfect tagging in cross-media.
INTRODUCTION
Tagging, as one of the content forms contained in multimedia, demonstrates a strong power in helping develop effective solutions to many important real-world problems, especially in the crossmedia field. For example, with an appropriate tagging to images as part of the annotation, one can develop powerful image annotation and/or image retrieval techniques [15] ; with an appropriate tagging to movies as part of the reviews, one can develop powerful movie recommendation systems [25] ; and with an appropriate tagging to Web-pages as part of the comments, one can develop more powerful search engines [10] .
However, with the typically explosive amount of data to be tagged, one can hardly do tagging manually. Consequently, social tagging has become an effective alternative to many such problems [11] , also partly due to the ubiquitous access to the Internet. For social tagging, the tagging results can never be expected to be perfect. The imperfect tagging may result in either of or both of the following two possible tagging scenarios: (1) incomplete tagging, and (2) noisy tagging. Incomplete tagging means that the given tags to a document still fail to give a complete description of the content of the document up to all the details. Figure 1(a) shows such an example for the tags as the annotation to an image. The given annotations of this image are buildings, cityscape, sky, and street. However, it is clear from this image that the given annotation tagging is far away from being actually complete. There are many other things missed to be tagged, such as person, tree, water, fountain, and street lamp. Noisy tagging means that the given tags to a document contain errors; in other words, some of the tags are incorrect in describing the content of the document or even completely irrelevant to the document. Figure 1(b) shows such an example of noisy tagging. One of the given tags for the image of Figure 1 (b) is fish, while it is obvious that the animal in the image of Figure 1 (b) is bird instead of fish, and the label fish is given incorrectly.
In general an N -class classification problem can always be decomposed into N binary classification problems in one-vs-all (O-VA) mode. Figure 2 shows examples of perfect tagging and imperfect tagging in such an OVA binary classification problem. is an example of the OVA binary classification with noise where both the asterisks and the circles contain the data from the positive and the negative classes, and consequently, are cross-tagged in error in the two classes. In fact, incomplete tagging can be considered as a special case of noisy tagging where all the given positive samples are correct.
It is easy to understand that the more tags the data are given, the more information the tag space contains. However, most of the discriminative methods for the multi-label classification problem only consider the multi-label space as the classification target, and fail to make use of the information contained in the multi-label space effectively. Especially in the OVA mode, these classification methods only consider one tag at a time as the classification target while at the same time completely ignore the rest of the tags. In this paper, we explicitly consider all the given tags simultaneous as an additional feature which further helps improve the classification performance. Figure 3 shows exemplar images with multiple tags. The images in the first row in Figure 3 , which are all tagged as fish, always have the accompanied tags of water, coral, and ocean, while the images in the second row in Figure 3 , which are all tagged as bird, always have the accompanied tags of sky, cloud, grass, and tree. Obviously, these accompanied tags can be utilized as an additional feature to help better distinguish images tagged as fish from images tagged as bird.
This paper addresses the arguably new problem of learning from imperfect tagging not only to complete the incomplete tagging but also to denoise the noisy tagging through an inductive learning. Even though there is recent literature to address the incomplete tagging and noisy classification separately, combining them as a single, overall problem and thus developing a synergistic solution to address them together in a single framework to this problem are still significant and challenging. On the other hand, an effective solution to this problem shall benefit not only the research community but also the society in substantially improving the quality of the techniques and technologies that rely on social tagging, generating great societal and technical impacts. Further, this paper proposes a new way to make use of the given multiple tags simultaneously as an additional feature to deliver a more effective classification in solving a general multi-label classification problem.
While it is a challenge for a classifier to learn from imperfect tagging, if a multi-view based technique is ready to apply to this problem, an effective classification framework can be constructed to take advantage of the imperfect tagging. The multiple views to be used in the proposed classification framework are similar to the various records obtained by different historians independently on the same historical event. Though there exist overlaps in these records, the most valuable benefit lies in the non-overlap parts, which help contribute systematically to recovering the whole event or even correcting the sporadic subjectivity existing in the individual records obtained by different historians. Likewise, the classification can be completed or corrected under the multiple classifiers' results systematically in the multi-view based classification framework.
In this paper, we develop a general and synergistic solution which we call Multi-view Imperfect Tagging Learning (MITL) to the problem of learning from imperfect tagging. The main idea of this work lies in extracting the information of the imperfectly tagged training dataset from multiple views to differentiate the data points in the role of classification. Further, a novel discriminative classification method (MSS-2K) which takes advantage of the information contained in the multi-label space is proposed under the framework of MITL. We apply the general solution to the problem with a more specific context -imperfect image annotation, and demonstrate through extensive evaluations using real data that the proposed methods perform well in comparison with the peer methods as an effective and promising solution to the problem of learning from imperfect tagging in cross-media.
RELATED WORK
We begin by reviewing the literature in the incomplete tagging and noisy classification areas, and then review the related work on multi-view learning. Finally, we introduce the literature in the field of image annotation and retrieval for we apply MITL to the problem of learning from imperfect tagging with a more specific contextimperfect image annotation.
Most of the existing classification methods, based on either supervised learning or semi-supervised learning, assume that the tagged training data are perfect, which means that there are no incomplete tags or noisy tags contained in the training set. There has been work of incomplete tagging learning and noisy data learning separately in the literature. Partially supervised learning [14] studies the problem where the training set contains a small set of positive examples and a large set of unlabeled examples within both positive and negative instances, as shown in Figure 2 (b). In [8, 14, 17] , instances which are with the highest confidence to be negative are extracted as the labeled negative examples used to train the classifier based on supervised or semi-supervised learning. Compared with the partially supervised learning of the binary classification problem, Sun et al. [24] propose the Weak Label Learning method which considers the correlation between the labels to solve the weak label problem as a type of multi-label learning. Qi et al. [22] consider the partially annotated image learning as a multi-label problem and solve it by a statistical model.
The noise among the data is categorized into two types: attribute noise and class noise. In this paper, we focus on eliminating the bad effect raised by the class noise. There are a number of denoising methods for classification; they can be further classified into two categories: filtered preprocessing of the data and robust design of the algorithms. In the former category, filtered preprocessing is developed to remove the noise from the training set as much as possible [27, 32] . For the latter category, robust algorithms are designed to reduce the impact of the noise in the classification [16, 19, 26] . Lin and Wang [16] propose the fuzzy SVM to classify the noisy data by assigning a fuzzy membership to the cost of a target function. Liu and Zheng [19] propose the soft SVM, which is capable of dealing with binary as well as real-valued class memberships.
Data represented by multiple views exist in many real-world applications. It has been shown extensively in the literature that leveraging the redundancy among the multiple views can improve the learning performance [6, 13, 23] . Farquhar et al. [6] incorporate the correlation between two views into a single classifier called SVM-2K. Rosenberg et al. [23] plug the multi-view kernel into the standard kernel methods that are based on data-dependent regularization in reproducing kernel Hilbert spaces. However, all the above multi-view approaches use datasets of perfectly tagged instances as the training set, and ignore the noisy and incomplete tags of the training instances in the real-world scenarios.
The image annotation and retrieval problem has been cast as a multi-label learning problem in the literature with various approaches proposed [5] . One category of these approaches is to introduce a set of bridge variables to learn the joint distribution between the image features and the semantic labels by generative models. Barnard et al. [1] propose the mixture of multi-modal Latent Dirichlet Allocation model using the latent variables as the bridge. Blei and Jordan [2] propose the correspondence Latent Dirichlet Allocation model under which each label shares a latent variable with a randomly selected image feature descriptor in one image. In [7, 12] , the annotated images in the training set are used as the connection variables to compute the joint probability between the labels and the image regions.
Different from the above approaches, another paradigm for image annotation is to reduce the problem to a set of binary classification problems solved by discriminative methods where each semantic label is considered as an independent class. Boutell et al. [3] introduce several transformation methods that map the multilabel learning problem into the single-label classification problem. A more complicated situation beyond the multi-label learning problem is when an image is represented as a bag of instances, and belongs to a bag of classes. Hence, the original annotation problem becomes a multi-instance and multi-label learning problem. Zhou and Zhang [30] solve this multi-instance and multi-label learning problem by mapping it into a single-instance and multi-label learning problem. The representative technique for this category of approaches is the classification technique such as the Support Vector Machine (SVM), which demonstrates a strong discrimination power [9, 21, 29] . Yang et al. [29] propose an asymmetrical support vector for region-based image annotation. Qi and Han [21] propose an automatic image annotation system, which integrates the multiple instance learning (MIL)-based and global-feature-based SVMs for annotation. However, most of these discriminative methods for image annotation only consider the multi-label space as the classification target, and fail to make use of the given multiple labels simultaneously as an additional feature.
There has been work on image tag refinement in the literature. Wang et al. [28] address the tag optimization problem given the tagging labels of images obtained by a classifier; Zhu et al. [31] propose a classification method to address the noisy tagging problem; neither of the methods explicitly tackles the incomplete tagging problem. Liu et al. [18] propose a solution that denoises the noisy tagging and enriches the incomplete tagging, while their enrichment can only add synonyms and hypernyms, and needs the availability and assistance from WordNet. In addition, the classification solutions in [18] and [31] are not inductive in learning.
Compared with the existing work which is either only able to handle the incomplete tagging learning problem and the noisy data learning problem separately, or is transductive learning only, our work tackles the imperfectly tagged data synergistically not only to make the incomplete tagging to be more complete, but also to make the noisy tagging to be more noise-free through an inductive learning. By reducing the image annotation problem to a set of binary classification problems, the proposed methods are successfully applied to solving the problem of learning from imperfectly annotated images. Further, our work explicitly considers all the given labels simultaneously as an additional feature. Hence, the information contained in the multi-label space can be taken as an advantage to improve the performance of the classification.
MODEL FORMULATION
We assume the existence of different views to a dataset, which is typically true in many real-world problems such as image annotation where we have different views to an image dataset from image texture, color, shape, correlated text information, etc. We claim that leveraging the redundancy among the multiple views can improve the performance when learning from the dataset with imperfect tags. It is easy to understand that an instance which is classified into the same category from most of the multiple views is a valuable representation of this category in the role of classification. On the other hand, an instance which is classified into different categories from most of the multiple views is a useless representation of any category in the role of classification. Due to the existence of imperfect tags, different weights should be given to different training instances from the combination of multiple views to reflect their confidence of classification. Without loss of generality, we focus on two views, and develop an iterative learning approach to update the imperfect tagging with a better tagging by leveraging the complementary information from the two views. Further, a novel discriminative classifier based on two views is proposed, which takes advantage of the information contained in the multi-label space to improve the performance when learning from imperfect tagging.
Data Representations and Symbols
We denote a training dataset as I. Two views of the dataset I are denoted as F (a) and F (b) , respectively. Ideally, the two views are conditionally independent. Each instance Ii ∈ I is tagged with various tags. The whole tag vocabulary for I forms the Sdimensional multi-label space T . When one tag Tr (1 ≤ r ≤ S) is chosen as the classification target, the other tags can form the additional feature space of tags, denoted as
. . , di,S) be the tag representation for Ii, where di,r ∈ {0, 1}, 1 ≤ r ≤ S represents the occurrence of the r th tag Tr for Ii. For each tag Tr, 1 ≤ r ≤ S, an imperfectly tagged training set of Dr data points is denoted as Dr = {Ii} 
The Overall Framework of MITL
We now apply a learning scheme to the imperfectly tagged training dataset by iteratively updating the weight yi,r of each data point in views F (a) and F (b) , respectively. Second, the feature vectors and the weights of the training data are used to train classifiers. Third, the training data are re-classified using the trained classifiers, and the returned f , respectively. Finally, we update the weights of the training data which are the prior of the next iteration. Through updating the weight yi,r from the combination of the two views, the model progressively identifies the missing tags and the incorrect tags, and ultimately makes the classification in each view more precise and complete. Although different views are used jointly during the training process, each view can be utilized independently when predicting tags of any new, untagged instance after the training.
In principle, any classification method which uses the weights of the training data as the prior can be used in the framework of MITL. In this paper, we have developed the Multi-label Soft Support Vector Machine in two views (called MSS-2K) as the core classifier to facilitate incorporating the information contained in the multi-label space, and use the Sigmoid model to calibrate the posterior probability of the classifier. The methods to weight the training data in Figure 4 are different between dealing with the incorrect tags and dealing with the missing tags. The algorithm of the MITL approach is described in Algorithm 1. We discuss the details of the different components of the MITL approach in the following subsections. For the reference purpose, we call the MITL with MSS-2K as the core classifier as MITL in the rest of the paper.
Classification: MSS-2K
In the two views learning, we assume that the data in the target dataset are of the following formulation:
, and li ∈ {−1, +1} is a class label of Ii. The classic SVM-based classification is achieved through minimizing the distance between support planes constrained by the plane equations of the support vectors. In the two views learning, additional constraints are introduced to maximize the similarity between the classification results of the same instances in the two views. These two views constraints are presented as follows:
where
) are the weight and bias of the SVM in F (a) (F (b) ), respectively. The SVM-based methods solve the binary classification problem by finding the division plane to separate the instances of the two classes. In the OVA mode, these methods only utilize one tag of the data at a time, and ignore the other tags the data contain at the same time. It is easy to understand that the more the number of the tags, to form the set K t r , S t r = Dr − K t r ;
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the more the information contained in the tag space. Hence, the multi-label space can not only be considered as the classification target, but also be considered as an additional feature to improve the performance of the classification. However, most of the SVMbased methods fail to utilize the given multiple tags simultaneously. In the OVA mode, when one tag Tr is chosen as the classification target, the other tags can form the additional feature space of the tags L. It is a reasonable assumption that the similarity of the classification is inversely proportional to the distance of the instances in L. Closer instances in L have a higher similarity in the classification. We denote the feature vector of Ii in L as Li, where
The information of the multi-label space can then be added into the two views learning by introducing the following constraints:
where Ni {j|Lj ∈ N (Li)}. Combining these two views constraints (2) and (3) with the typical SVM constraints and allowing different regularization constants, we obtain the following optimization:
In order to reduce the optimization complexity, we need to approximate the optimization by reducing the constraint (3). We show that constraint (3) can be approximately obtained from constraint (2), and vice versa. For ∀ n i=1 , ∀j ∈ Ni, we obtain the following constraint from constraint (2):
Consequently, MSS-2K is appropriate to be used in MITL by utilizing yi, the weight of each instance Ii in the training set, as the class label. In MSS-2K, yi is decomposed into two parts: the sign and the absolute value, i.e., yi = sgn(yi) · |yi|, where sgn(yi) is the indicator of the classification, and |yi| reflects the confidence of the classification. Since sgn(yi) ∈ {−1, +1}, the constraint in MSS-2K is analogous to the typical SVM constraints:
Hence, the optimization is reduced to
With the Lagrange multipliers, we have the target function
are the Lagrange multipliers. We claim that if the KKT condition of (8) shown in (9) is satisfied, the solution to (7) is the same as that to its dual problem.
Let ν
. From ∇L = 0, we have
and ∀j ∈ N i : β
Substituting the results from (9) and (10) to (8), we obtain the dual problem of (7) as follows:
Calibrating the Posterior Probability
After the process of training MSS-2K for each Tr (1 ≤ r ≤ S), the parameters of the classifiers, w 
Hence, the posterior log-likelihood of the class labels in the training dataset of size n is
where ti,r = 1 2
(1 + sgn(yi,r)) is an index variable. The regression coefficients A and B for each Tr (1 ≤ r ≤ S) in view F (z) (z = a, b) can be obtained numerically by maximizing the posterior loglikelihood.
As shown in Algorithm 1, we randomly select two-thirds data points from Dr to form the set K t r in each iteration t, which is used to train MSS-2K for each tag Tr (1 ≤ r ≤ S). The remaining data points in Dr − K t r are used to train the sigmoid model, and all the data points in Dr are re-weighted as the prior to the next iteration. This iterative process avoids the over-fitting problem [20] .
Weighting the Training Data
The methods to weight the training data in Figure 4 , i.e., Step 20 in Algorithm 1, are different between dealing with the incorrect tags and handling the missing tags. The details of the methods are shown in Algorithm 2 and Algorithm 3, respectively.
Correcting the incorrect tags
As shown in Figure 2 (c), both the asterisks and the circles contain the data from the positive and the negative classes. First, we give different weights to different data points in the training set by integrating the results of the two views and shifting the weights to the range [−1, 1] in Step 2 of Algorithm 2. It is assumed that the number of the correctly tagged data points is always larger than that of the incorrectly tagged data points in each class in the training set. Hence, we reinforce the classification confidence of the instance and set |yi,r| = 1 if the updated values of yi,r are both larger than e or both smaller than −e in the consecutive two iterations. Here e is a threshold which is set appropriately in ( 
Completing the missing tags
In the binary classification of the OVA mode, the incompletely tagged training set only contains correctly tagged positive instances and untagged instances. As Figure 2(b) shows, the asterisks are all the correctly tagged data points from the positive class, and we do not know which class each of the circles belongs to. In the initialization, we randomly select the untagged data points to be tagged as negative instances with the same number of the positive instances to train the classifiers, i.e., for each Ii ∈ Dr, if Ii is untagged but selected as an initially negative instance, y 
EXPERIMENTS

Data and Parameter Setting
We apply our methods, including MSS-2K and MITL, to the problem of learning from imperfect tagging with a more specific context -imperfect image annotation. Since the current literature considers the learning from imperfect tagging problem as incomplete tagging learning and noisy data learning two separate problems, two groups of comparative experiments on these two tasks are conducted to evaluate the performances of our methods. On the former task, we compare MSS-2K and MITL with SVM, iter-SVM [17] , co-training (with SVMs as classifiers), and SVM-2K [6] using the incompletely tagged images as the training set. On the latter task, we compare MSS-2K and MITL with SVM, fuzzy SVM [16] , co-training, and SVM-2K using the noisily tagged images as the training set.
The NUS-WIDE [4] image database is used in the experiments. It includes 269, 648 web images and 81 concepts which we treat as the ground truth tags. Since the database has a very uneven distribution for the number of images corresponding to each concept, we choose the top 75 concepts whose numbers of positive examples are larger than 350 from the database to form the multi-label space T . Hence, the dimensionality of the additional feature space of tags (L) for each Tr is 74. For each concept, we randomly choose 150 positive examples and 150 negative examples to form the perfectly tagged training set. In the testing set, the numbers of the positive and negative examples are both 100. The left 100 positive examples and 100 randomly selected negative examples form the extra untagged data used only for co-training. For the task of completing missing tags, we formulate the untagged data of the incompletely tagged training set through combining all the negative instances of the perfectly tagged training set with v% randomly selected positive instances of the perfectly tagged training set. The whole incompletely tagged training set, as shown in Figure 2(b) , comprises the newly created untagged instances and the residual 1 − v% positive instances. For the task of correcting incorrect tags, s% noise is added into both of the positive and negative Iteration Numbers Iteration Numbers
(b) Noisy data learning Figure 5 : The F1 measure for the imperfectly tagged training set using MITL when u = 4 and R = 1.2.
examples of the perfectly tagged training set for each concept to form the noisily tagged training set. In the experiments, the 500-D bag of words feature based on SIFT descriptions is used as the feature of view F (a) , and the 1000-D bag of text words feature which describes the text information correlated to the images provided by the database is used as the feature of view F (b) . For the task of completing the missing tags, SVM, co-training, SVM-2K, and MSS-2K use the same initialization as MITL does described in Section 3.5.2 to obtain the initially negative training data from the incompletely tagged training set.
The size u of the neighborhood N (Li) for each Li is defined as the count of the nearest neighbors of Li in L. When u = 1 and each |yi| = 1, MSS-2K is reduced to SVM-2K. We define R as the ratio between different kinds of regularization constants.
. The returned value of the classifiers in two views combined is denoted as f
Results and Discussions
For each tag Tr, let CTr be the number of correctly predicted examples, GTr be the number of the examples which actually have the tag as the ground truth, and P Tr be the number of all the predicted examples with the tag. Then the precision P rer, recall Recr, and F 1r measure are defined as
We evaluate the performances of the methods using the standard performance measures of Macro-F 1 and Micro-F 1. Macro-F 1 averages the F 1 measures on the predictions of different tags; Micro-F 1 computes the F 1 measure on the predictions of different labels as a whole.
We describe the F 1 measure for the incompletely tagged training set and for the noisily tagged training set using MITL as a function of the iteration in Figure 5 (a) and Figure 5(b) , respectively. We observe from Figure 5 that the F 1 measures increase 6% to 16% for the incompletely tagged training set, and 9% to 12% for the noisily tagged training set after the iteration progresses, which shows that MITL is effective in completing the missing tags and in correcting the incorrect tags for the training set. Due to the elimination of the incompleteness and noise in the training set, the training accuracies increase. The curves in Figure 5 (a) level up more than those in Figure 5(b) , because the initially positive examples are kept positive during the whole iterations on the task of completing the missing tags. We choose the maximum numbers of iterations for MITL based on the F 1 measure of the training set. The curves for the F 1 measure of MITL in Figure 5 (a) and Figure 5 (b) all exhibit their major elevation between the first two iterations, then level off during the subsequent iterations and quickly converge, indicating that MITL converges fast.
In Table 1 , we summarize the F 1 measure for the testing set with the imperfectly tagged training set in View F (a) , in View F (b) , and in two views combined, respectively. On incomplete tagging learning, we compare our methods with SVM, iter-SVM, co-training, and SVM-2K when v is selected as 40, 30, 20, and 10, respectively. On noisy data learning, we compare our methods with SVM, fuzzy SVM, co-training, and SVM-2K when s is selected as 40, 30, 20, and 10, respectively.
Compared with our proposed method MITL, SVM with the imperfectly tagged training set considers the training set as the perfectly tagged set and mistakenly takes the missing or incorrect tags as perfect tags. MSS-2K also considers the training set as the perfectly tagged set, while it utilizes the information contained in the multi-label space which helps eliminate the incompleteness and noise in the imperfectly tagged training set. Although iter-SVM and fuzzy SVM consider the training set as incompletely tagged or noisily tagged dataset, respectively, they cannot use the information contained in multiple views synergistically, and cannot consider all the given multiple tags simultaneously as an additional feature as MSS-2K and MITL do. SVM-2K utilizes the information contained in multiple views synergistically, but it mistakenly takes the missing or incorrect tags as perfect tags in the imperfectly tagged training set. Consequently, from Table 1 , we see that MITL performs better than SVM, iter-SVM, SVM-2K, and MSS-2K with the incompletely tagged training set, and performs better than SVM, fuzzy SVM, SVM-2K, and MSS-2K with the noisily tagged training set all in view F (a) , in view F (b) , and in two views combined when v and s are selected as 40, 30, 20, and 10, respectively. The performance of MSS-2K is inferior to the performance of MITL but superior to the performances of the other methods. The performance of MITL is much better than those of co-training both with incompletely tagged and noisily tagged training sets when v and s are chosen as 40, 30, and 20, respectively. When the ratios of the incomplete tags and the noisy tags are small, i.e., v = 10 and s = 10, MITL performs slightly better than co-training because of the usage of the extra untagged training set in co-training, which is not available to MITL. Co-training considers the imperfectly tagged training data as perfectly tagged data and holds both the (b) The F 1 a \F 1 i for the testing set on noisy data learning in View F (a) and View F (b) , respectively. initially positive and initially negative instances unchanged. In the training process, co-training extracts the instances with the highest confidence to be positive or negative from the extra untagged set added into the training set iteratively and progressively from multiple views. The higher the ratios of the imperfect tags in the training set, the more noisy the instances extracted from the extra untagged set to be added into the training set by co-training. Consequently, co-training performs much worse than MITL when more imperfect tags are contained in the training set. In general, MITL and MSS-2K perform well with the imperfectly tagged training set not only on the task of completing the missing tags, but also on the task of correcting the incorrect tags. Combining the two views delivers a better performance than using any of the two views independently, while we also observe from Table 1 that after the training process, the classifiers in each of the two views F (a) and F (b) can work independently without the information of the other view, and perform more precisely when predicting tags of any new, untagged image. Further, from Table 1 we also observe that our proposed methods perform much better than the other methods when the incompleteness ratio v% increases and the noise ratio s% increases, respectively.
We describe the F 1 measure for the testing set as a function of u when using MSS-2K and MITL on incomplete tagging learning and on noisy data learning in Figure 6 (a) and Figure 6 (b), respectively. We observe from Figure 6 that the F 1 measures for the testing set all increase when the size of the neighborhood for each N (Li) increases, which shows that it is helpful to use the nearest neighbors of each Li in L to further improve the classification performance, and that it is able to deliver a more effective classification performance when considering all the given tags simultaneous as an additional feature in the proposed methods. The curves for the F1 measures of MSS-2K and MITL in Figure 6 all exhibit their major elevation from u = 1 to u = 4, then level off or even decline a little when u continues to increase, indicating that there is no need to choose a much larger u which would increase the computational complexity. As we describe before, when u = 1 and each |yi| = 1, MSS-2K is reduced to SVM-2K. Figure 6 shows that the performances of MSS-2K and MITL are much better than that of SVM-2K. Figure 7 (a) and Figure 7 (b) show the F 1 measure for the testing set as a function of R when using MSS-2K and MITL on incomplete tagging learning and on noisy data learning, respectively. As we defined before, R represents the ratio between different kinds of regularization constants. When R increases, the proportion of the two views constraints in the optimization also increases, while the proportion of the typical SVM constraints in the optimization decreases. We observe from Figure 7 that when R increases, the curves for the F 1 measures of MSS-2K and MITL ascend, which shows that the two views constraints are more valuable than the typical SVM constraints in MSS-2K and MITL, and that it is helpful to take advantage of the information contained in the multi-label space to further improve the classification performance. Further, in Figure 7 , the performance of MITL is better than that of MSS-2K regardless of what value R is, indicating the effectiveness of the general framework of MITL. Figure 8 shows the F 1 measure of each tag for the testing set using MITL on incomplete tagging learning when v = 30, and Figure 9 shows the F 1 measure of each tag for the testing set using MITL on noisy data learning when s = 20.
As a further case study to demonstrate the superiority of the MITL performance, Figure 1(a) is one of the imperfectly tagged training images in the training data of NUS-WIDE database with the given ground truth tags to this image as buildings, cityscape, sky, and street, and Figure 1(b) is another imperfectly tagged training images in the training data of NUS-WIDE database with the given ground truth tags to this image as animal and fish. After the learning with MITL, Figure 1 (a) is also tagged with the missing tags person, tree, and water, which actually are the objects in the 
SVM-2K
The size of the neighborhood u
(b) Noisy data learning when s = 20. Figure 6 : The F1 measure for the testing set in two views combined using MSS-2K and MITL when R = 1.2. image but are not originally given in the ground truth. With MITL, the animal in Figure 1(b) is tagged as bird instead of fish, which is identified as a noisy tag originally given in the ground truth incorrectly. Further, Figure 1 (b) is also tagged with the missing tag plants, which actually is the object in the image but is not originally given in the ground truth. This shows that MITL is an effective discriminative method not only to complete the missing tags for the incompletely tagged training set, but also to correct the incorrect tags originally given in the noisily tagged training set.
CONCLUSION
This paper studies the arguably new and important problem of learning from imperfect tagging. We argue that this problem exists in many real-world applications and that the solutions to this problem shall generate great societal and technical impacts. We then develop a general and effective solution which we call Multi-view Imperfect Tagging Learning (MITL) to this problem. The novelty of the proposed approach is that it can not only use the incompletely tagged training data to complete the missing tags, but also use the noisily tagged training data to correct the incorrect tags through an inductive learning. Multiple views are used in the training process while each view can be utilized independently when predicting tags of any new, untagged data, and the performances of the classifiers in the multiple views are significantly improved after the training. Further, a novel discriminative classification method called MSS-2K is proposed under the framework of MITL, which explicitly makes use of the given multiple labels simultaneously as an additional feature to deliver a more effective classification performance than the existing literature where one label is considered at a time as the classification target while the rest of the given labels are completely ignored at the same time. We apply our methods MITL and MSS-2K to the problem with a more specific context -imperfect image annotation, and evaluate them on a standard dataset from the related literature in comparison with peer methods from the recent literature. Experimental results demonstrate the effectiveness and promise of our methods as solutions to the problem of learning from imperfect tagging.
ACKNOWLEDGMENTS
This work is supported in part by National Basic Research Program of China (2012CB316400), and ZJU-Alibaba Joint Lab. Zhongfei Zhang is also supported in part by US NSF (IIS-0812114, CCF-1017828).
AIRPORT ANIMAL  BEACH  BEAR  BIRDS  BOATS  BRIDGE  BUILDINGS  CARS  CASTLE  CAT  CITYSCAPE  CLOUDS  CORAL  COW  DANCING  DOG  ELK  FIRE  FISH  FLAGS  FLOWERS  FOOD  FOX  FROST  GARDEN  GLACIER  GRASS  HARBOR  HORSES  HOUSE  LAKE  LEAF  MILITARY  MOON  MOUNTAIN  NIGHTTIME  OCEAN  PERSON  PLANE  PLANTS  POLICE  PROTEST  RAILROAD  RAINBOW  REFLECTION  ROAD  ROCKS  RUNNING  SAND  SIGN  SKY  SNOW  SPORTS  STATUE  STREET  SUN  SUNSET  SWIMMERS  TATTOO  TEMPLE  TIGER  TOWER  TOWN  TOY  TRAIN  TREE  VALLEY  VEHICLE  WATER  WATERFALL  WEDDING  WHALES  WINDOW Figure 9 : The F1 measure of the 75 tags for the testing set using MITL on noisy data learning when s = 20, u = 4, and R = 1.2.
