A new technique that can increase the depth of field (DOF) for in vivo tissue imaging is presented. Extended DOF for the imaging of strongly scattering media is realized through combining laser speckle contrast imaging (LSCI) with light field (LF) microscopy. To the best of our knowledge, it is for the first time to combine these two imaging techniques into one system to provide enhanced functionality. The entire imaging process requires only one single detection with no mechanical adjustment involved. The feasibility and capability of the proposed technique is experimentally demonstrated in volumetric flow speed measurement.
I. INTRODUCTION
Laser speckle contrast imaging (LSCI) is a wide field of view, non-scanning optical imaging scheme capable of measuring relative blood flow speeds. Since Fercher and Briers applied it to retinal detection for the first time in the early 1980s [1] , this technology has been deeply studied and widely used. When coherent light illuminates a diffusive object, it produces a random interference effect known as speckle [2] , which can be imaged onto camera and quantified by a term called speckle contrast:
Here, C is the speckle contrast, σ N and < I N > are the standard deviation and mean of the intensities in a pre-defined neighborhood N around the pixel P(x,y). For a stationary object, the speckle pattern exhibits a sharp speckle contrast that remains static in time. For an object contains several individual moving particles, such as red blood cells, then the spackle pattern is dynamic and changes in time. This will cause a blurring of the speckle and lead to a reduction in the local speckle contrast [3] , [4] . Therefore, flow speeds can be coded as speckle contrast variations. Assuming the The associate editor coordinating the review of this manuscript and approving it for publication was Zhen Ren .
underlying velocity distribution to follow Lorentzian statistics, and limiting the treatment to first order statistics, a relationship can be established:
Here, τ c is the speckle decorrelation time, T is the camera exposure time. While the precise relationship between the mean velocity of scatterersv and τ c is not known, there is evidence that the two are inversely proportional and dependent on the wavelength of light λ, i.e., τ c = λ 2πv [5] . Although LSCI can measure full field relative blood flow speed in a noninvasive manner with high spatial and temporal resolution, it can only be used to detect the superficial blood flow due to the resolution deterioration caused by multiple scattering [6] , [7] . At the same time, many biological tissues, such as brain, have the curved surface, in which the blood vessels may not be in a same focal plane, especially for imaging at high magnification. In this case, because some blood vessels are misfocus, it is usually not able to provide a clear image over the whole field of view, which brings inconvenience to observe the blood vessels. Thus, the depth of field (DOF) in LSCI is very limited [8] , [9] . DOF represents the range of depths that appears sharp in the resulting photograph. In conventional imaging systems, usually two methods can VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ be adopted to increase the DOF: sweeping the camera's focal length or narrowing the lens aperture. However, for the first method, the focal plane has to be moved several times and still only one plane is in focus for each step. For the second method, smaller aperture will reduce the radiance and require a longer exposure time, which may experience severe blurring of the image due to the sample movements or mechanical instability. In this paper, light field (LF) technology is adopted to extend the DOF. The model of 4D LF as a representation of all rays of light in free-space was firstly introduced by Levoy and Hanrahan [10] and Gortler et al. [11] . Unlike the conventional images can only record the projection of light rays on 2D plane, LF images can record the full 4D radiance of a scene, which contain spatial and angular information [12] . The representation of an 4D LF is to parameterize the light rays by the coordinates of their intersections with two parallel planes placed at arbitrary positions. The coordinate system is notated as (u, v) for the first plane and (s, t) for the second plane. An oriented light ray defined in the system first intersects the uv plane at coordinate (u, v) and then intersects with the st plane at coordinate (s, t), denoted as L (u, v, s, t) . We can consider the st plane as a set of cameras with their focal plane on the uv plane [13] . Two different perspectives can be taken to understand this model. First, that each camera collects the light rays leaving the uv plane and arriving at a point on the st plane, i.e., the collection of light rays from a certain viewpoint. Thus the 4D light field can be represented as a 2D array of images, which are called sub-aperture images. Second, that a certain point on the uv plane represents the light rays bound for all points on the st plane, i.e., the collection of light rays from different viewpoints projected onto a certain point. Because the number of samples in the st plane depends on the number of viewpoints, while that in the uv plane depends on the camera resolution, the s and t dimensions are always referred to as the angular dimensions and u and v dimensions are referred to as the spatial dimensions. Therefore, one can create a virtual renders of the light field at any position by resampling and interpolating the light rays, which bring LF imaging some unique functions, such as: refocusing the image, gathering the depth information and extending the DOF [14] .
In this paper, we propose a LSCI system with LF microscope approach to extend the depth of field for the first time. To verify our idea, we built a modified LF microscope imaging system. The imaging system consists of a microscope objective lens, a relay lens and a commercially available LF camera. We also built a model device to simulate blood vessels within living tissue. Through experiments, the glass tubes at different depths can be imaged clearly by extending the DOF in just one single detection. No mechanical adjustment of camera lens or aperture is needed. Moreover, a preliminary attempt has also been made to measure the flow velocities at different depths with just one single detection. These results show that imaging in strongly scattering media with DOF extension can be realized with the combination of LF and LSCI.
The paper continues as follows: Section II provides a brief comparison of conventional LSCI system and the proposed method. Section III presents the experimental results and their interpretation, while Section IV ends the paper with conclusions.
II. IMAGING SYSTEM
To verify the proposed idea, a prototype is built. Our system includes a He-Ne laser, an imaging system, an experimental device and a computer with LF toolbox software.
A. CONVENTIONAL LSCI AND LF SYSTEMS
Usually, a conventional LSCI system contains a He-Ne laser, a microscope, a CCD and a computer, as shown in Fig. 1(a) . He-Ne laser is used as light source. CCD receives the back scattering light and transfers the signals to the computer [15] , [16] . Then blood flow maps can be calculated out with corresponding algorithms [17] - [19] .
The basic optical configuration of a LF system comprises a photographic main lens, a microlens array, and a sensor [20] , [21] , and its structural layout is shown in Fig. 1(b) . Because the LF camera can record not only the intensities but also the directions of light, which allows us to re-sort the rays and apply ray-tracing techniques to compute synthetic photographs flexibly from the acquired image [22] . Therefore, LF camera has some special functions that conventional cameras don't equip, such as: refocusing the image [23] , [24] , gathering the depth information [25] and extending the DOF [26] . Then, we couldn't help wondering whether imaging and DOF extension can be realized in scattering media when a LF camera is incorporated into LSCI.
Some researchers have already realized that increasing the depth of field can enhance the performance of LSCI. In ref. 6 , wavefront coding technique was employed. However, this method has some drawbacks. Firstly, there is a trade-off between the DOF extension and the signal-to-noise (SNR), which is caused by the distortion-induced overlap of neighboring speckles and features. Secondly, a compromise needs to be reached between the need for measurement accuracy and acquisition speed. This is because the cubic phase mask causes a reduction of the speckle contrast, resulting in a decreased range of relative velocities. Thirdly, using SLM will raise the cost of the device, and the need to work in a reflection geometry with normal incidence using just one polarization, leading to light lost. In our method, all the drawbacks mentioned above will not exist. Besides, when LF and LSCI are combined, lots of advantages will reveal. Firstly, image with extended DOF can be extracted from strongly scattering media. This is the result of complementary advantages of these two technologies. Secondly, refocusing at different depth can be post-processed by algorithms [27] . That means during the experiment, no mechanical adjustment but just one detection is needed. This can help to avoid the blurring caused by manual or mechanical operation and sample movements, which will reduce the imaging quality. Thirdly, defocusing caused by out-of-flatness of the living sample can be eliminated by extending the DOF. In other words, blood vessels can also be clearly observed, even if they are not on the focal plane. Lastly, the depth information of vessels captured by LF system change the LSCI imaging from 2D to 3D. The depth level of vessels can be distinguished and enable us to know which vessels are above and which vessels are below. This is especially helpful in surgical operation.
B. PROPOSED LSCI IMAGING SYSTEM
First of all, a modified light field microscope imaging system is designed. Building a specialized LF microscope is a complex task itself [28] - [30] . Thus we chose to modify a commercially available LF camera Lytro illum to capture the plenoptic information. The Lytro illum is the second generation product developed by Lytro company, which has a 1/1.2-inch sensor with 40 megapixels and a lens array with 300 × 300 lens units. Besides, it has a non-detachable lens group, whose focal length can be adjusted from 30 mm to 250 mm. The Lytro illum has the basic functions we need, but its magnification is too small for a microscope [31] . Our modified microscope imaging system is shown in Fig. 1(c) , and the physical map of the experimental system is showed in Fig. 1(d) . The imaging system includes a microscope objective lens (M plan Apo L; 10×; NA=0.28; f=20 mm), a relay lens (f = 40 mm) and a Lytro camera. The objective lens is used to magnify the interested area preliminary. But the magnified image can only be observed in a very small view angle. Therefore, a relay lens is used to increase the field of view. Then, the LF camera gives a second magnification to the relayed image.
The implementation process of microscopic imaging is shown in figure 2 . A ruler is used as a sample and the Lytro is used to capture the image. Considering the Lytro has an adjustable focal length, to achieve the maximum magnification and the widest viewing angle, the focal length of Lytro and the distances among the objective lens, the relay lens and the Lytro are adjusted. When using Lytro to image the sample directly, we get a large visual field but a limited magnification, as shown in figure 2(a) . The scale marks on the ruler can be observed within a wide range, and one millimeter on the ruler occupies 32 pixels in this figure. When the microscope lens is added, only 5 scale marks on the ruler can be observed, as shown in figure 2(b) . However, one millimeter on the ruler occupies 85 pixels in this figure, which means the sample has been magnified about 2.6 times in one dimension. When both the microscope lens and the relay lens are added, we can get a large magnification and a wide visual field at the same time. As shown in figure 2(c), 9 scale marks can be observed and one millimeter on the ruler occupies 102 pixels in this figure, which means the visual field and the size of sample have been magnified about 1.8 times and 3.2 times in one dimension respectively. Here, the focal length of Lytro is set as 62 cm, the distance between the objective lens and relay lens is set as 10 mm, and the distance between the relay lens and the Lytro camera is set as 80 mm.
III. EXPERIMENTS AND ANALYSES A. EXPERIMENTAL DEVICE
A model device is built to simulate the vessels in living tissue, as shown in Fig. 3(a) . The glass dish is filled with scattering gel (1% agarose, 2% dairy cream), mimicking scattering tissue. 10% dairy cream flows inside the hollow glass tubes, mimicking the blood [6] . In our experiment, three hollow glass tubes with an outer diameter of 500 µm and inner diameter of 300 µm are placed in parallel. The distance between adjacent tubes are 1000 µm and 1500 µm in the horizontal direction and 500 µm and 1500 µm in the vertical direction, respectively, as shown in Fig. 3(b) . The three tubes are connected with each other by rubber tubes and fixed by adhesive. A syringe pump is used for enforcing a controlled blood flow. The initial flow map calculated out by LSTCA method, which is focus on the top glass tube (the right one ''a'' in Fig. 3(b) ). Only the top glass tube can be saw clearly while another two are invisible; (b) The tube in middle depth (the left one ''b'' in Fig. 3(b) ) emerged by using extended-DOF algorithm, which is equivalent to decrease the aperture of the camera. But the bottom tube (the middle one ''c'' in Fig. 3(b) ) is still blurred; (c) Continuing to extend the DOF, all three tubes ''a'', ''b'' and ''c'' can be saw clearly at the same time.
B. RESULTS AND ANALYSES
To figure out whether LF technology can work well in LSCI, the following experiments are designed. The camera's focal plane is initially placed on the top glass tube (tube ''a'' in Fig. 3(b) ). The camera is set in continuous shooting mod. When syringe pumps the dairy cream at a constant speed, the camera starts to capture and a stack of raw speckle images are recorded. In our experiments, laser speckle temporal contrast analysis (LSTCA) method is used [32] . Only the local contrast neighborhood in temporal domain is selected and calculated. Speckle temporal contrast image is constructed by calculating the speckle temporal contrast of each image pixel in the time sequence.
Three flow maps with different DOF are shown in Fig. 4 , in which the lower the speckle contrast, the darker the color. The initial flow map is shown in Fig. 4(a) after processing the raw LF image with LSTCA algorithm. At this time, only tube ''a'' can be seen clearly but the other two tubs are invisible. This is because the camera lens is set to focus on the top glass tube at the beginning. In conventional LSCI, if we want to see the tubes ''b'' and ''c'', which are located at deeper positions, either the camera's focal plane or aperture has to be changed. Thus more snapshots are needed. However, in our proposed system, this problem is solved with just two steps. Firstly, the DOF of LF imaging system is adjusted by the extended-DOF algorithm [33] . The algorithm for extending the depth of field rely on methods of producing extended depth of field images from a set of images focused at different depths. The implementation begins by refocusing at all depths in the scene to create a focal stack of images. In order to improve the calculating speed, the LF images are usually processed in Fourier domain. The main basement is a theorem that, in the Fourier domain, a photograph formed by a full lens aperture is a 2D slice in the 4D light field. The photographs focused at different depths correspond to slices at different trajectories in the 4D space [23] , [27] . Then, the sharpest parts of these images are combined using digital photomontage algorithm. Digital photomontage accepts a set of images of a scene and an objective function defined on its pixels. It computes an output image that combines segments of the input images to optimize the objective function over the output image. An iterative algorithm called graph-cut optimization [34] is used to compute where to cut the input images, and gradient-domain diffusion [35] is used to blend across the seams. For extending the depth of field, the objective function maximizes local contrast and minimizes cuts across image boundaries. Secondly, the LF image with extended-DOF is processed by the LSTCA algorithm. Thus, we can obtain the flow maps with designated DOF. In Fig. 4(b) , both the top and the middle depth tubes can be seen clearly but the bottom one is still blurred. Continuing to extend the DOF, all the three tubes can be visualized in Fig. 4(c) , which demonstrates that the realization of the extended DOF function in LSCI.
Further, a more complicated model is built and tested. Three glass tubes are placed in the shape of ''Union Jack'', as shown in Fig. 5 . The vertical distance between the adjacent tubes are set to be 500 µm and 1500 µm respectively. The initial focal plane of the imaging system is placed on tube ''a''. We still use LSTCA algorithm to process the raw speckle image. The initial flow map with a small DOF is shown in Fig. 6(a) . Only tube ''a'' can be saw clearly. Extending the DOF of LF by algorithm, tubes ''b'' emerges in Fig. 6(b) , but tubes ''c'' is still invisible. Continue to enlarge the DOF, all tubes can be saw finally, as shown in Fig. 6(c) .
These experimental results prove that feasibility of combining LF technology with LSCI system. Extending the DOF can be realized in LSCI by introducing LF. This brings great advantages to LSCI. Firstly, due to the unique imaging principle of LF system, all the parameters of imaging system can be adjusted within the algorithm to realize the same effect as changing the parameters of lens mechanically in the hardware. Thus, only one detection is needed during the whole process, which is helpful to reduce the blurring problem caused by mechanical instability. Secondly, the defocusing caused by out-of-flatness of the living sample can be exterminated by extending the DOF, which means vessels departed from the focal plane can also be observed clearly with high sharpness. Thirdly, there will be no loss of light intensity or field of view when adjusting the aperture in the software, which are quite different from conventional LSCI system.
We also notice that the spatial resolution of the final reconstructed images is not as good as conventional LCSI. This is caused by the intrinsic principles of light field imaging. In our proposal, LF camera is used to capture the LF images. Each lenslet in LF camera creates an image sampling the angular distribution of radiance at that point, which corresponds to one single direction observed from multiple points of view on the main lens aperture. This approach swaps the placement of spatial and angular samples on the image plane: instead of producing an array of ordinary images, as in integral photography, it creates what appears as a single, recognizable ''image'' consisting of small 2D arrays of angular samples of a single point in the scene. Therefore, LF cameras can increase the angular resolution of the measured light field, which often comes at the cost of spatial resolution of the final 2D images that are generated. Collecting more angular information means sacrificing more spatial information [36] . However, resolution enhancement can be achieved by multiple methods [13] . The light field captured by the Lytro illum is 7728 × 5368 pixels. However, the resolution of a single sub-aperture image extracted by Light Field Matlab Toolbox is only 625 × 434 [37] . A straightforward way to super-resolve the light field in the spatial dimensions is to employ single-image super-resolution techniques to upsample each views in the lightfield. However, this type of method treats each image in the light field as an individual entity, which of course results in underuse of the full potential of the information in the light field. As indicated in [38] , the true spatial resolution of a sub-aperture image is not limited by lenslet resolution, i.e., one can extract a sub-aperture image by taking advantage of the properties of a light field. In a 4D light field captured by plenoptic cameras, each image is a 2D sample from a viewpoint with only a slight difference with respect to its neighboring views, leading to non-integral shifts between two corresponding pixels in the images. By taking advantage of these non-integral shifts, pixels in the neighboring views can be propagated to the target view [39] . Following the general principle described above, typical spatial super-resolution methods first estimate the depth of the scene to infer those non-integral shifts, and then super-resolve the images [40] , [41] . In this paper, resolutionenhancement is realized by using the Lytro desktop application, which is developed by Lytro company based on the above mentioned principles. The final reconstructed image is 2450 × 1634 pixels, whose resolution is much higher than the sub-aperture image.
We also studied the ability of this system in measuring flow speed at different depth with just one detection. In LSCI, it is usually accepted that the velocity is inversely proportional to the speckle decorrelation time. However, the constant of proportionality is open to question [42] . Normally, getting the precise velocity requires complex models and calibrations [43] . Here, we are more concern about how to extract the velocity distributions in different depth levels with just one detection. Thus, digital image correlation (DIC) method is applied.
The basic principle of DIC is the tracking (or matching) of the same points (or pixels) between the two images recorded before and after deformation [44] . After setting a cross-correlation criterion or sum-squared difference correlation criterion, the matching procedure start searching the peak position of the distribution of correlation coefficient to evaluate the similarity degree between the reference subset and the deformed subset. Once the correlation coefficient extremum is detected, the position of the deformed subset is determined. Thus, the displacement vector can be represented by the differences in the positions of the reference subset center and the target subset center. It is worth to notice that DIC can only be applied to the raw speckle image, not the processed LSCI image. We use the same raw speckle images as the one used in Fig. 6 . For every tube under consideration, the velocity was averaged in order to minimize the artefacts due to changes in local concentration of static scatterers, flow inhomogeneities, and other transients that may mask the behavior of the speckle contrast. The averaged values can intuitively show flow speeds of three tubes at different depths. After calculation, we found the average displacement between the adjacent two images is about 10 pixels. At the same time, the acquisition time and the pixel size are 30 ms and 7.2 µm respectively. Considering the magnification of tubes is about 100%, the flow speed of tube ''a'' is calculated to be 2.4 mm/s, as shown in Fig. 6 . The flow speeds of tubes ''b'' and ''c'' are 2.1 mm/s and 1.6 mm/s respectively. The uncertainties of the measured flow speeds are almost the same and close to 0.1 mm/s. Although three glass tubes are connected with each other, the measured speeds are different. This is because the scattering will significantly influence the estimation of flow speed, which has already been demonstrated in many previous literatures [45] - [47] .
IV. CONCLUSION
In this paper, the DOF is successfully extended in LSCI with the help of LF. A modified LF microscope imaging system is designed based on a commercially available LF camera with a microscope lens and a relay lens added to increase the magnification and the field of view. Hollow glass tubes immersed in scattering gel are used to simulate the vessels in living tissue. Dairy cream flowing inside the hollow glass tubes mimic blood flow. With this prototype, three tubes at different depths emerge successively by using LSTCI and DOF extension algorithms. These results clearly demonstrated that extended-DOF can be realized by LSCI in combination with LF. It is also verified that the system possesses the ability to measure the flow speed at different depth with just one detection. More accurate velocity maps are obtainable by optimizing the computation model. This system will be a powerful tool in hemodynamic monitoring, whose potential applications could be involved in inflammation, shock, frostbite and burn assessment. He is currently a Professor with Department of Electro-Optics and Photonics, University of Dayton, and also a Distinguished Professor with the School of Optical-Electrical and Computer Engineering, University of Shanghai for Science and Technology. His research interests are in the general areas of optics and photonics. Specifically, he is interested in utilizing modern nanofabrication tools to achieve comprehensive spatial engineering of light wave properties (such as polarization, intensity, and phase) and subsequently manipulate the light matter interactions on the nanometer scale with these engineered optical fields.
