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КОДИРОВАНИЕ ДАННЫХ ПО СИСТЕМЕ ХААРА В НЕЙРОСЕТЕВОЙ СРЕДЕ 
Приводятся результаты исследования возможностей применения искусственной нейросреды для кодиро­
вания цифровых данных коэффициентами ортогонального ряда по снетеме функций Хаара. Показано, 
что учитывая линейный характер и специфику дискретного преобразования Хаара, отражающуюся в 
функции распределения элементов выходного вектора (большое количество значений близких к 0), луч­
шие результаты могут быть лолучены при использовании двухслойной нейронной МLР-структуры с 
сигмоидальными передаточными функциями для скрытого слоя и линейными для второго слоя 
нейросетевая среда, nреобразованне Хаара, сжатие данных, искусственная нейронная сеть 
Введение 
Эффективное кодирование данных различной 
физической природы являлось и является основной 
задачей всех систем получения, передачи и хране­
нюr информации . Достаточно эффективным спосо­
бом кодирования зарекомендовал себя метод замены 
исходных отсчетов вектора данных коэффициента­
ми того или иного ортогонального преобразования, 
выбираемого по различным критериям, например по 
скорости получения коэффициентов. Такой подход 
используется сегодня в системах сжатия и кодиро­
вания речевых сигналов и изображений, системах 
классификации и распознавания, системах техниче­
ского зрения и шифрования [ 1 ). Оптимальным, в 
смысле скорости лолучения ортогональных коэф­
фициентов, является система нестационарных ку­
сочно-лостоянных функций базиса Хаара, который 
демонстрирует фундаментальную связь математиче­
ской теории и лрактики обработки сигналов, прояв­
ляющейся в широком использовании вейвлет­
преобразований, базовой идеологией которых явля­
ются правила построения и вычислений функций в 
системе Хаара. Поэтому весьма актуальной является 
задача исследования возможностей применения ис­
кусственной нейросреды (ИНС) для кодирования 
цифровых данных коэффициентами ортогонального 
ряда по системе функций Хаара. 
© В.Г. Иванов, С.А. Червенко 
1. Постановка задачи 
Общая постановка решаемой задачи выглядит сле­
дующим образом: необходимо построить отображе­
ние, такое, чтобы на каждый возможный входной 
сигнал Х формировался правильный выходной сиг­
нал У. Отображение задается конечным набором пар 
(<вход>, <известный выход>). Число таких пар 
(обучающих примеров) существенно меньше обще­
го числа возможных сочетаний значений входных и 
выходных сигналов. Совокуnность всех обучающих 
примеров - это обучающая выборка . В нашей задаче 
Х- подмножество цифровых RGВ-отсчетов изобра-
жения, являющееся входным вектором данных пре­
образователя Хаара, а У - формируемые этим пре­
образователем выходные данные соответствующей 
размерности . Отображение 
g:X~Y 
является многомерным, т.е . Х и У - вектора с раз­
мерностью больше единицы. 
2. Решение Задачи 
Учитывая линейный характер и специфику дис­
кретного преобразования Хаара [2], проявляющуюся 
в функции расnредеж~ния элементов выходного век­
тора (большое количество значений, близких к 0), 
лучшие результаты могут быть получены при ис­
nользовании двухслойной ИНС МLР-структуры с 
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сигмоидальными передаточными функциями для 
скрытого слоя и линейными для второго слоя. 
Известно, что для обучения таких ИНС, исполь­
зуются алгоритмы обучения с учителем [3]. Задача 
обучения определяется совокупностью 5 элементов: 
<Х; У. r, G, Е>, 
где Х и У- вход и выход соответственно; r - функ­
ция - определяет желаемый результат обучения; в 
задаче обучения по примерам функция r задается 
парами входных-выходных данных: (Х1 , У1); (Хъ 
У2); ••• ; (Хм, Ум), для которых Ym = r(Хт) (т= 1, 2, ... , 
МО; архитектура связей нейронной сети считается 
заданной до начала обучения, она определяет мно­
жество функций G; Е - функция ошибки, показы­
вающая для каждой функции степень близости к r; 
обучение состоит в поиске (синтезе) функции g, оп­
тимальной по Е [3, 4]. 
Для обучения ИНС [5, 6] мы использовали опти­
мальный алгоритм Левенберга-Марквардта, способ­
ный обеспечить наиболее высокую скорость сходи­
мости. 
Рассмотрим нейросетевую реализацию аnnрок­
симации функции дискретного nреобразования Хаа­
ра отсчетов яркости изображения «Zelda». Пусть 
имеется множество пар векторов, где каждый вход­
ной вектор объединяет 8 отсчетов исходного изо­
бражения, а соответствующий ему выходной - 8 
вещественных чисел - результатов дискретного 
преобразования Хаара входного вектора. Размер­
ность входного и выходного векторов оnределяет 
размерность входных и выходных данных и количе­
ство нейронов в выходном слое синтезируемой 
структуры ИНС. 
Диапазоны входных данных (Input ranges) необ­
ходимо определить исходя из подготовленной вы­
борки. В соответствии с выбранной структурой 
ИНС, первая, созданная нами, МLР-структура имеет 
2 слоя, с линейными функциями активации (Purelin) 
в выходном слое и гиперболическими тангенсами 
(TanSig) сигмоидального вида в скрытом. 
Строго определенной процедуры для выбора ко­
личества нейронов в скрытом слое ИНС нет. Чем 
больше количество нейронов и слоев, тем шире 
возможности сети, тем медленнее она обучается и 
работает и тем более нелинейной может быть зави­
симость вход-выход. 
Если ИНС в скрытом слое содержит слишком 
мало нейронов, то: 
сеть не обучится и ошибка при работе сети 
останется слишком большой; 
на выходе сети не будут передаваться рез­
кие колебания аппроксимируемой функции у(х). 
Превышение требуемого количества нейронов 
тоже мешает работе сети. Если нейронов слишком 
много возникают следующие проблемы: 
- быстродействие будет низким и потребуется 
много ресурсов для обучения; 
- сеть переобучится и выходной вектор будет 
передавать незначительные и несущественные дета­
ли в изучаемой зависимости у(х) , наnример, оши­
бочные данные; 
- зависимость выхода от входа окажется резко 
нелинейной: выходной вектор будет существенно и 
непредсказуемо меняться при малом изменении 
входного векторах; 
- сеть будет неспособна к обобщению: в облас­
ти, где нет или мало известных точек функции у(х) 
выходной вектор будет случаен и неnредсказуем, не 
будет адекватен решаемой задаче. 
Следовательно, оnтимальное значение должно 
быть найдено оnытным путем исходя из требований 
к точности аппроксимации заданной функции. 
Было сформировано множество из 5000 пар век­
торов, где входные вектора объединяют по 8 отсче­
тов яркости изображения «Zelda», а соответствую­
щие им выходные - результаты дискретного преоб­
разования Хаара. Подмножество для создания обу­
чающей выборки из 2500 пар векторов формирова­
лось посредством случайного выбора из исходного 
множества с целью внесения наибольшего возмож-
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ноrо разнообразия в данные, на которых будет обу- диапазон изменения выходных сигналов лежал на 
чаться модель ИНС. рабочем участке функции активации. 
Теорией количество пар в обучающем множестве Тестовая выборка для симуляции процесса 
не регламентируется, но если элементов слишком функционирования ИНС была сформирована при 
много или мало, ИНС не обучится и не решит по- помощи масштабирования по тому же правилу (2) и 
ставленную задачу [7]. Количество элементов в обу- составлена из всех 5000 пар векторов исходного 
чающем множестве должно быть достаточным для множества с сохранением их последовательности . 
обучения сети, чтобы под управлением алгоритма Обычно скорость обучения зависит от времени 
сформировать набор nараметров сети, дающий нуж- обучения e(t) , функции, монотонно убывающей с 
ное отображение g : Х ~ У · ростом времени. Для сходимости алгоритма необхо-
Данные, nодаваемые на вход сети и снимаемые с димо: 
выхода, должны быть правильно подготовлены . 
Один из расnространенных сnособов, который и 
был nрименен, - масштабирование: 
1 х=(х -т)с , (1) 
где х1 - исходный вектор, х - масштабированный, 
в~ктор т - некоторое усредненное значение сово­
куnности входных данных, с - масштабный коэф­
фициент. 
Масштабирование желательно, чтобы привести 
данные в доnустимы,й диаnазон (8]. Если этого не 
сделать, то может возникнуть несколько проблем: 
1) нейроны nервого слоя или окажутся в посто­
янном насыщении (lml велик, дисперсия входных 
данных мала) или будут все время заторможены (lml 
мал, дисnерсия мала); 
2) весовые коэффициенты nримут очень боль­
шие или очень малые значения nри обучении (в за­
висимости от дисперсии), и, как следствие, растя­
нется процесс обучения и снизится точность. 
В данной реализации масштабирование выпол­
нено по формуле 







Je(t) = +оо . 
о 
(3) 
Результаты обучения показали, что пакетному 
алгоритму Левенберrа-Марквардта достаточно 
15 итераций, чтобы уменьшить обобщенный показа­
тель среднеквадратичной ошибки на 3 порядка для 
выбранной нейроструктуры, после чего изменение 
стабилизируется, что говорит о достижении опти­
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Рис. 1. Динамика ошибки при обучении 
(метод Левенберга-Марквардта) 
за 
nриводящей значения всех скаляров в интервал Для nолучения более точной аппроксимирующей 
[О; 1 ]. модели была также сгенерирована сеть с 8 нейрона-
Выходы сети масштабируются также. Так как мы ми в скрытом слое и линейными выходными функ-
сами выбираем смысл выходного вектора при соз- циями активации. Динамика процесса обучения этой 
дании сети, то надо подготовить данные так, чтобы модели ИНС отображена на rрафике (рис. 2). 
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Рис. 2. Динамика обучения модели 
с 8 нейронами в скрытом слое 
100 
Для обучения данной модели на подготовленной 
выборке лонадобилось уже около 100 итераций ал-
Таблица 1 
Результаты тестирования двух моделей ИНС 
~ 
RМSE Mean abs(E) Мах abs(E) 
Model Model Model model model model 
- 8-4-8 8-8-8 8-4-8 8-8-8 8-4-8 8-8-8 
1 0,2115 0,0166 о, 1329 0,0102 02,0876 0,3047 
2 1,8255 0,0067 1,1964 0,0036 25,6368 о, 1181 
3 1' 1901 0,0039 0,8019 0,0020 10,5071 0,0807 
4 1,4394 0,0060 0,9574 0,0022 16,8550 0,2384 
5 1,8122 0,0029 1' 1526 0,0013 14,5978 0,0880 
6 1,3919 0,0023 0,9521 0,0010 11' 1751 0,0581 
7 1.2438 0,0029 0,8668 0,0011 15,7700 0,1163 
8 0,9693 0,0023 0,6372 0,0012 12,7417 0,0366 
iМean 1,2605 0,0055 0,8371 0,0028 13,6714 0,1301 
горитма, резко возросло и время обучения на одном Усредненное значение относительной ошибки 
шаге, так как метод Левенберга-Марквардта исnоль- апnроксимации тестовой выборки менее чем в 
зует в расчетах матрицу, размерность которой onpe- 0,03% для модели со структурой 8-8-8 дает возмож-
деляется количеством nараметров сети. Но умень- ность считать удовлетворительным выбор как 
шить обобщенный показатель среднеквадратичной структуры ИНС, так и обучающего алгоритма, для 
ошибки удалось на 5 nорядков больше, в сравнении решения задачи аnnроксимации дискретного nреоб-
со структурой с 4 нейронами скрытого слоя. разования Хаара. Абсолютное усредненное значение 
ошибки для всех примеров тестовой выборки и от-
3. Результаты моделирования дельно для nримеров, не вошедших в обучающую 
выборку, отображено на графике (рис. 3). 
Сравнительные результаты тестирования моде- Модель ИНС учится давать результаты, которые 
лей с 4 и 8 нейронами в скрытых слоях отображены ей nредоставлены в обучающей выборке. За счет 
в табл. 1. сnособности к обобщению сетью могут быть nолу-
Расчет данных, помещенных в табл . l, произво- чены новые результаты, если nодавать на вход век-
дился исходя из значений ошибки аппроксимации тор, который не встречался при обучении. 
после ренормализации nолученных данных, а не Для получения результата по одному входному 
ошибок выходов ИНС, что позволяет легче оцени- вектору ИНС с 8 нейронами в скрытом слое, модель 
вать «действительную» точность модели. Кроме которой была сгенерирована, необходимо вылол-
усредненного и максимального значения модуля нить около 20 000 nростейших оnераций с плаваю-
ошибки по каждому элементу выходного вектора в щей точкой. С учетом того, что быстродействие со-
табл. 1 также указан корень из среднеквадратичной временных ПК составляет несколько сотен Mflops, 
ошибки - показатель, наиболее часто nрименяю- данный расчет будет выnолнен на ПК менее чем за 
щийся для отражения эффективности функциониро- l сек. Обучение - более емкая по времени процеду-
вания ИНС. раиможет занять несколько десятков минут. 
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Рис. 3. Усредненная абсолютная ошибка 
аппроксимации моделью 8-8-8: 
а- значения для всей тестовой выборки; 
2500 
б- значения для примеров, не вошедших в тестовую 
выборку (расположены в случайном порядке) 
Заключение 
Рассмотренная среда моделирования, как и все 
ИНС, обладает уникальным свойством - универ­
сальностью. Хотя для решения почти всех задач 
функционального преобразования существуют эф­
фективные математические методы решения, и ИНС 
проигрывают специализированным методам для 
решения конкретных задач, благодаря свойству 
универсальности они становятся важным направле­
нием исследования. Мы можем переучить уже 
имеющуюся модель для аппроксимации другого 
функционального преобразования той же размерно-
сти. Достаточно только выбрать корректный метод 
подготовки и формирования новой обучаюшей вы­
борки. 
Улучшить точность аппроксимации без увеличе­
ния размерности используемой структуры можно 
при помощи другого способа подготовки данных. 
Мы можем воспользоваться нелинейными преобра­
зованиями. С учетом диапазона и функции распре­
деления данных возможно использование логариф­
мической шкалы для подготовки данных. 
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