We present a new approach to discrete adaptive filtering based on the mean field annealing algorithm. The main idea is to find the discrete filter vector that minimizes the matrix form of the Wiener-Hopf equations in a least-squares sense by a generalized mean field annealing algorithm. It is indicated by simulations that this approach, with complexity O ( M 2 ) where M is the filter length, finds a solution comparable to the one obtained by the recursive least squares (RLS) algorithm but without the transient behavior of the RLS algorithm.
INTRODUCTION
Consider the system shown in Fig. 1 where z(n) is a sequence of input data, v(n) is white noise, d ( n ) is the desired output for the adaptive filter w, formed by filtering the signal z ( n ) through unknown filter g. The difference between the desired signal d ( n ) and the actual output y(n) from the adaptive filter w is denoted e(n), e(n) = xzg + v(n) -xzw = d ( n ) -xTw (1)
Common methods for finding the best estimate of g include the least-mean-squares (LMS) algorithm and the recursive least-squares (RLS) algorithm [ 11.
Defining the weighted mean square error &(n, w) as and R,, and rd, are the autocorrelation matrix and crosscorrelation vector estimates built from ~( n ) and d ( n ) , n Rzz(n) = CXn-i~z~y (6) rd, (n) = Xn-id(z)xi
i=O
The value of w that minimizes & in a least squares sense at sample n, denoted wn, is obtained by solving V&(w) = 0 which renders the matrix formulation of the Wiener-Hopf equations wn = R;;(n)rd,(n).
The above solution requires a matrix inversion and is unsuitable for real-time implementations but e.g. the recursive In this paper we will present the use of a generalized mean field annealing (MFA) algorithm to find a good estimate of g based on a recursively built estimate of R,,(n).
Furthermore, the MFA based algorithm does not display the transient behavior of the RLS.
ADAPTIVE MEAN FIELD ANNEALING
We will start by discussing the basis of the MFA algorithm, deriving the MFA equation using conditional expectations and then proceed to a generalized form of the MFA equations suitable for adaptive filtering.
Mean field annealing
The mean field annealing (MFA) algorithm [4] , [5] , [6] is an efficient tool to solve combinatorial problems with binary variables related to the Simulated Annealing (SA) algorithm. Both are derived from statistical mechanics but with the fundamental difference that SA is a stochastic algorithm whereas MFA is a deterministic algorithm.
The traditional use of MFA for combinatorial optimization requires the problem at hand to be coded such that every solution, a state, can be uniquely described by a sequence of L binary digits. Consider the set S of 2L states defined by
and the global cost, J ( s ) , associated with each state.
From statistical mechanics it is known [7] that the probability of a particular state s of a system in thermal equilibrium at temperature c is given by the Boltzmann distribution Under the condition that the system is kept in thermal equilibrium, it is easy to show that (1 1) gives
where sopt is a state with J(sopt) < J ( s # s o p t ) [8] . The complication here is that the sum in (1 1) is running over all states in S which renders it impossible to compute for most real-world problems.
The fundamental idea behind MFA is to find a way to track the trivial solution at high temperature, through a sequence of lowered temperatures, to an optimal, or near optimal, solution at a temperature close to zero.
An analysis of the basic MFA algorithm is given in [5] . For a more intuitive picture the MFA algorithm could be envisioned as replacing all problem variables but one with their expected mean, thus effectively making the remaining variable independent of the rest, and then finding the expectation value of the free variable. The process is then iterated for the remaining variables.
Alternatively, well known results from statistics can be used to express the expectation value of si in terms of conditional expectations 
Multi-mode mean field annealing
Noting that si E {0,1} is not used in the derivation of (15), we are free to let si take on any number of discrete levels [9] , e.g. the 2' levels in a digital filter with wordlength b or the set of levels that can be represented by a sum of at most two signedpower-of-two (SPT) coefficients. The discretization of levels now take place in a n-dimensional space which is hard to picture. The special case of si E {-1, 0 , l ) has a direct interpretation in terms of SPT coefficients [ 101.
Adaptive mean field annealing algorithm
From the theory presented in the previous sections we now present an adaptive mean field annealing (AMFA) suitable for adaptive filtering. The notation for the weighted least squares error &(n, w) is changed to J, (w) to emphasize that we are now optimizing over w, giving
Jn(w) 3 &(n,w) = = wTR,,(n)w-2wTrd,(n)+D(n). (16)
From (6), (7) and (8) we find the recursive expressions 
IMPLEMENTATION DETAILS
In practice, a number of issues have to be considered. Most important is the complexity which is 0 ( M 3 ) in the basic formulation but can be reduced to O ( M 2 ) given some observations. Stepwise updating of the cost J alleviates us from having to compute the full quadratic form (16) and also provides a way to detect abrupt system changes, letting us reset R,,, rd,, D and J and to zero which proves to be more efficient than normal adaptation under certain conditions. The forgetting factor A provides a trade-off between adaptation speed and steady state error.
Incremental updating of cost function
For every new sample the autocorrelation matrix, crosscorrelation and constant term will have to be updated according to (17)-(19). In principle, we could use (16) to compute Jn(w) at all times, but it is computationally more efficient to implement an updating scheme, keeping track of all changes to the cost.
Consider the costjust before updating w but after updating R,,, rd, and D, i.e. our current estimate of w is w,-1 and the cost is White noise with a signal-to-noise ratio of 10 dB was added to the output from g. For the RLS, the matrix R,, was initialized to 61, with 6 = for all runs and for the AMFA algorithm the set of feasible coefficients used was N = ( 1 . 2-' I -2' < I < 2 ' } , where 1 is an integer and b = 7 in all runs. The forgetting factor X was set to 0.99 in all simulations.
Initial transient behavior
Comparing the transient behavior of the AMFA to an ordinary RLS algorithm we can conclude that the AMFA performs well. Fig. 3 shows the mean square filter weight error, ~( n ) , and the estimation error, le(n)I2, for the first 200 samples, averaged over 100 runs, each time with a new g.
Abrupt system change
The RLS algorithm has a very fast convergence after the initial transient but cannot track abrupt system changes efficiently. A X close to one, which is needed for a small steady state error also slows down the adaptation speed. In this respect the RLS and AMFA has essentially identical behavior, as shown in Fig. 4 where, at sample n = 501, an abrupt system change is introduced by replacing g. AMFA algorithm in this case re-initializes itself when a large increase in estimation error is detected. The left plot shows the mean square filter weight error, ~( n ) and the plot on the right shows the estimation error 1 e (~~) 1~, averaged over 100 simulation runs.
system changes. Fig. 5 shows the behavior of an AMFA algorithm that re-initializes itself when a large increase in estimation error is detected, compared to an ordinary RLS algorithm. When the error exceeded a threshold level, the internal state was reset to its initial state and the reset mechanism was inhibited for the following 2M samples.
CONCLUSIONS
We have presented a new approach to the adaptive filtering problem, based on the mean field annealing optimization algorithm.
It has been shown by simulations that this approach, with complexity U ( M 2 ) where M is the filter length, finds a solution comparable to the recursive least squares algorithm but without the transient behavior of the latter. The robustness of the adaptive mean field annealing algorithm with respect to initialization was exploited to render a fast recovery after abrupt system changes.
