Abstract. We study expansion/contraction properties of some common classes of mappings of the Euclidean space R n , n ≥ 2 , with respect to the distance ratio metric. The first main case is the behavior of Möbius transformations of the unit ball B n in R n onto itself. In the second main case we study the behavior of bounded analytic functions or polynomials of the unit disk. In both cases sharp constants are obtained.
Introduction
Conformal invariants and conformally invariant metrics have been some of the key notions of geometric function theory and of quasiconformal mapping theory for several decades. One of the modern trends is to extend this theory to Euclidean spaces of higher dimension or to more general metric spaces and new methods have been invented. It has turned out that we cannot any more expect the same invariance properties as in the classical cases, but still some type of "nearinvariance" or "quasi-invariance" is a desirable feature. The quasihyperbolic metric of a domain G ⊂ R n , n ≥ 2 is one of these new notions and it is known to be quasi-invariant in the sense described below and there are many reasons why one may regard it as a spatial version of the hyperbolic metric. Another crucial notion, which is the object of the present study, is the distance ratio metric. It is often applied to study quasihyperbolic geometry. Very little is known about the geometric properties of balls in these two spaces: only recently it was proved for instance that in some special cases for small radii the balls are convex [K1, K2, MV, V2, RT] no matter where the center is. This convexity property is expected to hold in general, but it has not been proved yet.
We start with the definitions of some of the metrics relevant for our study. Distance ratio metric. For a subdomain G ⊂ R n and for all x, y ∈ G the distanceratio metric j G is defined as j G (x, y) = log 1 + |x − y| min{d(x, ∂G), d(y, ∂G)} , where d(x, ∂G) denotes the Euclidean distance from the point x to the boundary ∂G of the domain G . The distance ratio metric was introduced by F.W. Gehring and B.P. Palka [GP] and in the above simplified form by M. Vuorinen [Vu1] and it is frequently used in the study of hyperbolic type metrics [HIMPS] and geometric theory of functions. J. Väisälä's theory of quasiconformal maps in infinite dimensional Banach spaces is entirely based on the quasihyperbolic metric [V1] .
From the above formula it is easy to see that j-metric depends on the boundary of the domain highly.
Absolute ratio metric. Let G be an open subset of R n with card ∂G ≥ 2. For all x, y ∈ G, the absolute ratio metric δ G is defined as
It is a well-known basic fact that δ B n agrees with the hyperbolic metric both in the case of the unit ball as well as in the case of the half space (cf. [Vu2, 8.39] ).
Quasihyperbolic metric. Let G be an open subset of R n . For all x, y ∈ G, the quasihyperbolic metric k G is defined as
where the infimum is taken over all rectifiable arcs γ joining x to y in G.
The hyperbolic metric in the unit ball or half space, the absolute ratio metric δ G are Möbius invariant. However, neither the quasihyperbolic metric k G nor the distance ratio metric j G are invariant under Möbius transformations. Therefore, it is natural to ask what the Lipschitz constants are for these metrics under conformal mappings or Möbius transformations in higher dimension. F. W. Gehring, B. P. Palka and B. G. Osgood proved that these metrics are not changed by more than a factor 2 under Möbius transformations, see [GP, Corollary 2.5 
where m ∈ {j, k}.
R. Klén, M. Vuorinen and X. Zhang proposed a conjecture in [KVZ] :
Remark 1.3. The sharpness of the constant is proved in [KVZ, Remark 3.4] by taking x = ta/|a| = −y, t ∈ (0, 1) and letting t → 0 + .
In this paper, we find sharp Lipschitz constants for the distance ratio metric under Möbius transformations of the unit ball in R n and for n = 2 under analytic functions or polynomials of the unit disk.
Main results Theorem 1.4. Let a ∈ B n and f :
Lipschitz Constants under Some Special Mappings
Möbius transformations. The group of Möbius transformations in R n is generated by transformations of two types
(1) reflections in hyperplane P (a, t) = {x ∈ R n : x · a = t}
If G ⊂ R n we denote by GM(G) the group of all Möbius transformations with f G = G.
We denote a * = a |a| 2 for a ∈ R n \ {0}, and 0
be an inversion in the sphere S n−1 (a * , r) orthogonal to S n−1 (see Figure 1 ). Then σ a (a) = 0, σ a (a * ) = ∞ and
and L-bilipschitz, if f is a homeomorphism and
A 1-bilipschitz mapping is called an isometry.
The so-called monotone form of l'Hôpital's rule is useful in deriving monotonicity properties and obtaining inequalities.
, and be differentiable on (a, b), and let g
is strictly monotone, then the monotonicity in the conclusion is also strict.
and the constant 2 is best possible.
(2) Let f : H 2 \ {i} → B 2 \ {0} with f (i) = 0, f is the same as (1). Then for all x, y ∈ H 2 \ {i},
Proof. It suffices to show the sharpness of the inequalities by Theorem 1.1.
(1) Let x = t + ai and y = ai, where a > 0 and t > 0. Then
Hence the constant 2 is best possible.
(2) Let x = t + ai and y = ai, where 0 < a < 1 3 and t > 1. Then
By (1) we obtain that the constant 2 is best possible.
Proof. By Theorem 1.1, we only need to show that 2 is best possible..
(1) For t = x = −y, t ∈ (0, 1), we get
Therefore, the constant 2 is best possible.
(2) Since for t = x = −y and 1 2 < t < 1 we have
the constant 2 is best possible.
) and r ∈ (0, 1).
). The limiting values are clear.
(2) By differentiation,
we have h is increasing in (0, 1) and hence h(r) ≤ h(1). By (1),
Therefore, f ′ 2 (r) < 0 and hence f 2 is decreasing in (0, 1). The limiting values are clear.
, here g 1 (r) = log(1 + 1−r k r k sin kθ ) and g 2 (r) = log(1 + 1−r r sin θ ). Then
Therefore, f 3 is increasing in (0, 1) by Lemma 2.3. By l'Hôpital's Rule and (2) we get the limiting values easily.
The planar angular domain is defined as
Proof. Since j−metric is invariant under stretchings, we can assume that x = re iθ and y = e iθ , 0 < r < 1. By symmetry, we also assume 0 < θ ≤ π 2k
. Then
.
By Lemma 2.6(3), we get the result.
Lemma 2.8. Let n ∈ N, 0 < θ ≤ π 2n
. Then for x, y ∈ R n \ {0},
Proof. It is clear that (2.8) holds if n = 1. Next, suppose that (2.8) holds when n = k . Namely,
and by (2.9),
This completes the proof by induction.
Theorem 2.10.
and the constant k is best possible.
Proof. By symmetry, we can assume
Hence by Lemma 2.8, we obtain
. Let x = re iα and y = e iα , where 0 < α < π 2k
and 0 < r < 1. Let r → 0, then by Lemma 2.6(3) and Lemma 2.7, we know that the constant k is best possible.
Lemma 2.11. For z ∈ C and p ∈ N we have
Proof. Putting z = u + 1, we obtain
and the claim follows. 
Proof. A polynomial Q(z) with zeros {−a k }(k = 1, 2, · · · , d) has a representation in the form
Since Q(z) = 0 for z ∈ B 2 then necessarily |a k | ≥ 1. Therefore,
Remark 2.13. Note that, since |
| − 1, we also obtain
Theorem 2.14. Let p ∈ N and {a k } be a sequence of complex numbers with
and the constant p is sharp.
Proof. For x, y ∈ B 2 \ {0} , we have
where T = min{|f (x)|, |f (y)|, 1 − |f (x))|, 1 − |f (y)|}.
we obtain
Case 2. T = 1 − |f (y)|.
It can be treated similarly to Case 1.
Now if 0 is m-th order zero of f and since f obviously has no other zeros in B 2 , we get
is as in Lemma 2.12. By Lemma 2.12 and Remark 2.13, it follows
Therefore, by Lemma 2.11 we have
and the proof for case 3 is done.
Case 4. T = |f (x)|.
It can be treated analogously to Case 3. For the sharpness of the inequality, let
) and s < t, we have
Therefore the constant p is sharp.
|z−a| 2 be the inversion in S n−1 (a, r) with Im a = 0. Then f (H n ) = H n and for x, y ∈ H n ,
The constant 2 is best possible.
Proof. The inequality is clear by Theorem 1.1. Putting x = i, y = t + i, t > 0, we have
Proof of Main results
In order to prove Theorem 1.4, we first need some lemmas.
Lemma 3.1. [B, Theorem 3.5.1, p.40] . Let f be a Möbius transformation and f (B n ) = B n . Then f (x) = (σx)A, where σ is a inversion in some sphere orthogonal to S n−1 and A is an orthogonal matrix.
Proof.
(1) By calculation, we have
(2) This can be obtained by [Vu2, Exercise 2.52, p.32] directly.
is increasing. In particular,
is decreasing. In particular,
(1) Let f 1 (θ) = log 1 + 2cdθ 1−cd and f 2 (θ) = log 1 + 2dθ 1−d
. Then we have f 1 (0
which is clearly increasing in θ. Therefore, the monotonicity of f follows from Lemma 2.3. The inequality follows by the monotonicity of f immediately.
(2) Let g 1 (θ) = arth(cθ) and g 2 (θ) = arthθ. Then we have g 1 (0 + ) = g 2 (0 + ) = 0 and
which is clearly decreasing in θ. Therefore, the monotonicity of g follows from Lemma 2.3. The inequality follows by the monotonicity of g and l'Hôpital's Rule immediately.
(3) It is easy to prove by direct calculation.
Now we are in a position to give a short proof of Theorem 1.4.
Proof of Theorem 1.4.
It is trivial for a = 0, therefore, we only need to consider a = 0. Since j-metric is invariant under orthogonal transformations and by Lemma 3.1, for x, y, a ∈ B n , we have
where σ a (x) is an inversion in the sphere S n−1 (a * , |a| −2 − 1) orthogonal to S n−1 . Thus, it suffices to estimate the expression
Let r = max{|x|, |y|} and suppose |σ a (x)| ≥ |σ a (y)|. Then by (2.2), we have
We first prove the right-hand side of inequality. By Lemma 3.2, we get Therefore, we get
The sharpness of the upper bound 1 + |a| is already proved in [KVZ] . For the left-hand side of inequality, we note that
, here σ a (x) and A are as above. Since A is an orthogonal matrix and so is A −1 . Then by the above proof, for x, y ∈ B n , we get
Therefore, we have
This completes the proof.
3.6. Proof of Theorem 1.5. A Möbius transformation satisfying the condition in Theorem 1.5 is of the form f (z) = e iα z − a z −ā and hence f −1 (z) = a −āe −iα z 1 − e −iα z , where α is a real constant. Since j-metric is invariant under translations, strecthings of H 2 onto itself and rotations of B 2 onto itself, we can assume that a = i and α = 0. Then we have f (z) = z − i z + i and f −1 (z) = i 1 + z 1 − z .
By Theorem 2.4 and Theorem 2.5, we get the results immediately.
3.7. Proof of Theorem 1.6 Let r = max{|x|, |y|} and suppose that |f (x)| ≥ |f (y)|. Then j B 2 (x, y) = log(1 + |x − y| 1 − r ) and j B 2 (f (x), f (y)) = log(1 + |f (x) − f (y)| 1 − |f (x)| ).
Similarly to the proof of Theorem 2.14 Case 1, we have |f (x) − f (y)| = |x − y|| Therefore, j B 2 (f (x), f (y)) ≤ log(1 + |x − y| 1 − |x| ) ≤ j B 2 (x, y).
For the sharpness of the inequality let a p = 1, a i = 0, i = p, i.e., f (z) = z p ( p ∈ N). For s, t ∈ (0, 1) and s < t, we have Therefore the inequality is sharp and the sharpness also clearly holds for identity.
Conjecture 3.8. Let a ∈ B 2 and f : B 2 \ {0} → B 2 \ {a} be a Möbius transformation with f (0) = a. Then for x, y ∈ B 2 \ {0} j B 2 \{a} (f (x), f (y)) ≤ C(a)j B 2 \{0} (x, y),
where the constant C(a) = 1 + (log 2+|a| 2−|a| )/ log 3 is best possible.
