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The physical mechanisms and predictability associated with extreme daily rainfall in South
East South America (SESA) are investigated for the December-February season. Through
a k -mean analysis, a robust set of daily circulation regimes is identified and then it is
used to link the frequency of rainfall extreme events with large-scale potential predictors
at subseasonal-to-seasonal scales. This basic set of daily circulation regimes is related to
the continental and oceanic phases of the South Atlantic Convergence Zone (SACZ) and
wave train patterns superimposed on the Southern Hemisphere Polar Jet. Some of these
recurrent synoptic circulation types are conducive to extreme rainfall events in the region
through synoptic control of different meso-scale physical features and, at the same time, are
influenced by climate phenomena that could be used as sources of potential predictability.
Extremely high rainfall (as measured by the 95th- and 99th-percentiles) is preferentially
associated with two of these weather types, which are characterized by moisture advection
intrusions from lower latitudes and the Pacific; another three weather types, characterized
by above-normal moisture advection toward lower latitudes or the Andes, are preferentially
associated with dry days (days with no rain). The analysis permits the identification of
several subseasonal-to-seasonal scale potential predictors that modulate the occurrence of
circulation regimes conducive to extreme rainfall events in SESA. It is conjectured that a
cross-timescale interference between the different climate drivers improves the predictive
skill of extreme precipitation in the region.
The potential and real predictive skill of the frequency of extreme rainfall is then eval-
uated, finding evidence indicating that mechanisms of climate variability at one timescale
contribute to the predictability at another scale, i.e., taking into account the interference of
different potential sources of predictability at different timescales increases the predictive
skill. This fact is in agreement with the Cross-timescale Interference Conjecture proposed
in the first part of the thesis. At seasonal scale, a combination of those weather types
tends to outperform all the other potential predictors explored, i.e., sea surface tempera-
ture patterns, phases of the Madden-Julian Oscillation, and combinations of both. Spatially
averaged Kendall’s τ improvements of 43% for the potential predictability and 23% for re-
altime predictions are attained with respect to standard models considering sea-surface
temperature fields alone.
A new subseasonal-to-seasonal predictive methodology for extreme rainfall events is
proposed, based on probability forecasts of seasonal sequences of these weather types. The
cross-validated realtime skill of the new probabilistic approach, as measured by the Hit
Score and the Heidke Skill Score, is on the order of twice that associated with climatological
values. The approach is designed to offer useful subseasonal-to-seasonal climate information
to decision-makers interested not only in how many extreme events will happen in the season,
but also in how, when and where those events will probably occur.
In order to gain further understanding about how the cross-timescale interference oc-
curs, an externally-forced Lorenz model is used to explore the impact of different kind of
forcings, at inter-annual and decadal scales, in the establishment of constructive interac-
tions associated with the simulated “extreme events”. Using a wavelet analysis, it is shown
that this simple model is capable of reproducing the same kind of cross-timescale structures
observed in the wavelet power spectrum of the Niño3.4 index only when it is externally
forced by both inter-annual and decadal signals: the annual cycle and a decadal forcing
associated with the natural solar variability. The nature of this interaction is non-linear,
and it impacts both mean and extreme values in the time series. No predictive power was
found when using metrics like standard deviation and auto-correlation. Nonetheless, it was
proposed that an early warning signal for occurrence of extreme rainfall in SESA may be
possible via a continuous monitoring of relative phases between the cross-timescale leading
components.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
Extreme rainfall events are of key socio-economic importance for South East South America
(SESA), located to the east of the Andes roughly between 25oS and 36oS, as shown in the
box in Figure 1.1. Floods and droughts impact the infrastructure and a variety of activities
in this densely populated region: agriculture, livestock and hydroelectric power production
are exceedingly vulnerable to (though sometimes reliant upon) extreme precipitation events
(Bettolli et al., 2009; Carvalho et al., 2002; Mechoso et al., 2001).
Current thinking suggests that austral-summer extreme rainfall events in SESA are
produced by mesoscale convective complexes (MCCs) (Ferreira et al., 2003; Velasco and
Fritsch, 1987), extratropical cyclones (e.g., strong baroclinic fronts (Seluchi et al., 2006)),
heat and moisture transport, especially by the South American Low Level Jet (SALLJ,
Marengo et al. (2004), Salio et al. (2002), and Salio et al. (2007)), and also by atmospheric
rivers, which have been reported to play an important role to the west of SESA in terms
of moisture availability in relation to extreme rainfall events (Viale and Nuñez, 2011). In
this region, MCCs are frequently large in size and intensity, and account for 60% of the
yearly precipitation (Mo and Paegle, 2001; Salio et al., 2007; Silva Dias et al., 2002; Velasco
and Fritsch, 1987). These features tend to be closely related, and since particular synoptic
systems cause extreme rainfall in SESA (Alessandro, 1996; Bettolli et al., 2009; Labraga et
al., 2002; Minetti et al., 1993), it is reasonable to hypothesize that the mechanisms involved
are represented in the daily atmospheric circulation regimes. Therefore an analysis of these
recurrent circulation types and their seasonal and sub-seasonal frequency of occurrence
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Figure 1.1: Location of southeastern South America (SESA, yellow box).
provides useful information about both occurrence of extreme rainfall and about which
large-scale climate drivers are most conducive to those extreme events. This relationship
between the frequency of occurrence of synoptic circulation patterns, extreme events and
potential large-scale climate predictors is at the core of the framework discussed in this
paper.
Previous work examined the relationship between synoptic circulation and daily rainfall
statistics (Bettolli et al., 2009), soybean yield variability (Bettolli et al., 2010) and extreme
temperatures (Penalba et al., 2013). These studies found circulation regimes that discrimi-
nate between the occurrence and non-occurrence of rainfall and extreme temperature events
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and the inter-annual variability of soybean (yields) in SESA. They suggested that the iden-
tified circulation structures could be used as a primary element for monitoring, as well as
short- to mid-range forecasting in the region. Nonetheless, to the best of our knowledge,
the present work is the first study that links extreme rainfall events in SESA to large-
scale climate drivers using recurrent synoptic circulation regimes, and which then builds a
predictive model that integrates both sub-seasonal and seasonal potential predictors.
Multiple timescales seem to be involved in the occurrence of extreme rainfall in SESA.
At sub-seasonal time scale, tropical and extra-tropical phenomena like the Madden-Julian
Oscillations (MJO) and South Atlantic Convergence Zone (SACZ, a part of the South
American Monsoon System-SAMS) have been found to strongly modulate extreme rainfall
via circulation anomalies and MCC activity (Carvalho et al., 2002, 2004, 2010; Cazes-Boezio
et al., 2003; Jones and Carvalho, 2002; Muza et al., 2009; Petersen et al., 2003). These
and other climatic features are also modulated during the seasonal-scale by interannual
perturbations of the Walker and Hadley circulations and the triggering of Rossby waves that
takes place during the warm phase of El Niño-Southern Oscillation (ENSO) episodes (see
(Carvalho et al., 2004; Grimm and Tedeschi, 2009; Muza et al., 2009; Velasco and Fritsch,
1987) and references therein). However, the precise relationship between ENSO episodes
and extreme rainfall events has not been extensively studied for South America (Grimm
and Tedeschi, 2009). Although these features are affected by ENSO teleconnections, they
are also present during ENSO-neutral years; a predictability study should therefore consider
other potential predictors, like the Southern Annular Mode (SAM) (Marshall, 2003), the
South Atlantic Dipole (SAD) (Nnamchi et al., 2011) and the Atlantic Meridional Mode
(AMM) (Foltz and McPhaden, 2010), and possible interactions with sub-seasonal drivers.
The skill of seasonal forecasts has improved remarkably during the last decades (Barn-
ston and Tippett, 2014; Barnston et al., 2012; Goddard et al., 2003; Stockdale et al., 2011);
however, the subseasonal-to-seasonal prediction of regimes that lead to extreme events is
still under development (WMO, 2013). It is important to better understand the physi-
cal mechanisms underlying extreme precipitation events, how their frequency of occurrence
and intensity are modulated by synoptic control, and what are the potential sources of
predictability at seasonal and sub-seasonal scale. The predictive skill of models considering
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both seasonal and sub-seasonal predictors must be explored for SESA and other regions
of the world. Moreover, since the circulation regimes are a filtered version of the whole
circulation field, it is possible that they show a higher predictive skill if used as predictors
of extreme rainfall events, by capturing more efficiently the effects of the large-scale climate
drivers.
This research uses a weather type (WT) approach (e.g. Robertson and Ghil (1999); and
for a recent review see Huth et al. (2010) and Jolliffe and Philipp (2010) and references
therein) to explore the role of daily synoptic circulation regimes and related large-scale
climate drivers in the prediction of the frequency of occurrence of extreme rainfall events over
SESA during the December-February season. In order to set the stage for the predictability
study that is developed in the second part of the research, the first part identifies a robust set
of circulation patterns that typify the available synoptic states, or, in other words, identify
the letters of an alphabet that could be used to articulate all the different synoptic events
that may occur in SESA, extremes or not. The WTs, or letters, are then related to extreme
rainfall events, and to the associated large-scale climate drivers, permitting the identification
of potential predictors and their possible (two-way) interactions at subseasonal-to-seasonal
timescales.
Quantitative predictive models and their predictive skill for extreme rainfall in SESA
are discussed in the second part of the thesis. Rainfall seasonal skill in this part of the
planet benefits from the influence of sea-surface temperature (SST) patterns present in
both the Pacific and the Atlantic (Barros and Silvestri, 2002; Diaz et al., 1998; Grimm
et al., 1998, 2000; Munoz et al., 2015; Nogués-Paegle and Mo, 1997; Pisciottano et al.,
1994). Nonetheless, the predictive skill for the austral summer (December-February, or
DJF) is considerably lower than for other seasons (Almeira and Scian, 2006; Pisciottano et
al., 1994), in part because of a weaker influence from El Niño-Southern Oscillation (ENSO)
teleconnections (Cazes-Boezio et al., 2003) in the region.
The frequencies and sequencing of the WTs identified in the first part of the thesis (see
also Munoz et al. (2015)) are sensitive to cross-timescale interferences between the differ-
ent climate drivers, and therefore are themselves potential predictors for extreme rainfall.
More generally, the interactions between different potential sources of predictability at dif-
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ferent timescales should increase the predictive skill of extreme events in the region, and
may also increase the skill for mean rainfall values. This proposition, referred to as the
Cross-timescale Interference Conjecture1, is based on the idea that mechanisms of climate
variability at one timescale contribute to predictability at another.
For decades, statistical and dynamical climate models have focused on ENSO as the
main, and often the only, predictor at seasonal scale, and little work has been done on the
simultaneous role of climate drivers at different timescales (see Hoskins (2013) and references
therein). If the Conjecture is right, it not only allows for the possibility of more skillful
forecasts, but it would also facilitate the delivery of information at different stages, as in
the Ready-Set-Go! approach (Braman et al., 2013; Goddard et al., 2014). In a multi-stage
prediction system, the seasonal forecast provides a background signal2 that is successively
updated as forecasts at shorter timescales become available. In today’s prediction systems,
this adding-up or interference of signals is not implemented “seamlessly”, in part because
sub-seasonal forecasts are still under development (WMO, 2013) and most of them are not
skillful enough for lead times longer than a couple of weeks (there are some exceptions, see
for example Li and Robertson (2015) and Vitart (2014)). Considering methodologies that
may advance “seamless” prediction systems is thus needed.
The approach discussed in the first part of the thesis identifies several potential sources
of predictability conducive to extreme rainfall events, i.e., ENSO, the Atlantic Meridional
Mode (AMM), the Southern Atlantic Dipole (SAD) and the Southern Annular Mode (SAM)
at seasonal scale, and the Madden-Julian Oscillation (MJO) and the South Atlantic Con-
vergence Zone (SACZ) at sub-seasonal scale. For practical purposes of realtime prediction,
particular combinations (or “predictive state vectors”) of a representative subset of these
drivers are used to build the quantitative predictive models.
Since, as indicated above, the WTs can be understood as a realization of the only
physically available states of the system, they represent a sort of “alphabet” to describe
all possible synoptic states in SESA, and particular sequences (or “words”) may be built
1Formally speaking, a conjecture is a conclusion or proposition which appears to be correct based on
incomplete information, but for which no mathematical proof has been found.
2Note that the background signal should also consider decadal and long-term signals.
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from that alphabet to indicate the likely occurrence of extremes. A way to represent those
sequences is through a Klee diagram (Munoz et al., 2015): a simple matrix plot that
explicitly shows the daily evolution of weather types both at sub-seasonal and inter-annual
scales. In the second part of the research Klee diagrams are the basis to build subseasonal-
to-seasonal (s2s) states as representative daily sequences of atmospheric circulation regimes.
Overall, the main goal of the second part of the thesis is to explore whether or not fore-
casts at one timescale can be improved by considering information from other timescales,
analyzing the associated predictive skill in the context of extreme rainfall seasonal fore-
casts for SESA (i.e., seasonal forecasts of weather statistics), and exploring some of its
consequences at shorter timescales through the use of a new methodology to produce
subseasonal-to-seasonal extreme rainfall scenarios (i.e., probable intra-seasonal evolution
of weather statistics). The word “scenario” is used here because these are not forecasts
by definition, but a description of what could happen in the coming three-month season in
terms of extreme rainfall distributions; it is important to remark that these have nothing
to do with climate change scenarios.
From a dynamic systems perspective (Palmer, 1999), extreme rainfall in SESA and its
predictability may be ruled by the effect of a linear or non-linear superposition of non-
interacting or interacting climate drivers. The third part of the thesis is devoted to further
understanding cross-timescale interference using a simple numerical model to study the
role of linear and non-linear superposition of potential predictors (introduced as external
forcings). The predictability in the context of a related externally-forced model has been
studied by Palmer (1993), who found that even for weak forcing the associated climatic
response is predictable (Slingo and Palmer, 2011); furthermore, the number and spatial
configuration of the model’s regimes remain the same under varying strength of the forcing,
but the frequency of occurrence is changed. As an extension of these studies, the third part
of the thesis pays special attention to the presence or not of cross-timescale interference
produced by external forcings, exploring some of its consequences. For example, due to
the non-linear character of the events, these cross-timescale interactions are expected to be
more important in predicting extremes than mean states of climate variables, but no formal
study has been performed yet to assess the validity of this assumption.
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Presently, the two most common approaches to the prediction of climate extreme events
involve the use of state-of-the-art dynamical models and statistical/empirical models of
varying complexity. Dynamical models are computationally expensive, and there is still
room for improvement in their representation of extreme events characteristics. A typical
approach with statistical models, on the other hand, is to use only predictors at the same
timescale as the intended predictions (e.g., El Niño-Southern Oscillation at seasonal scale;
Madden-Julian Oscillation at sub-seasonal scale). Recent work suggests (Munoz and God-
dard, 2014) that dynamical models reproducing key aspects of cross-timescale interactions
are expected to better represent the characteristics of extreme events. An analysis of the
reproducibility of these interactions could be performed through a timescale decomposi-
tion of key climate variables (Greene et al., 2011) or a wavelet coherence analysis (Ng and
Chan, 2013; Torrence and Compo, 1998). The third part of the thesis also explores the use
of wavelet analysis in the context of cross-timescale interference and extreme events (for
an example of the use of the timescale decomposition approach, see Munoz and Goddard
(2014)).
Besides its purely scientific interest, the analysis of cross-timescale interference is being
proven to be useful for societal applications (Munoz et al., sub-judice). New methodologies
involving the ideas discussed in this research can be quickly assimilated by climate services
in several parts of the world (e.g., Zebiak et al. (2015); for Latin America see (Munoz et al.,









This chapter identifies a set of weather types (WTs) conducive to extreme rainfall in SESA,
and that are also physically related to large-scale climate drivers at different timescales.
Both the set of weather types and the “cross-timescale climate drivers” are suggested to be
potential predictors of the frequency of extreme precipitation in SESA. The Cross-timescale
Interference Conjecture is proposed and discussed.
2.1 Rationale
The provision of skillful predictions of extreme rainfall events is still a difficult task for
most part of the planet, and SESA is not an exception. This is due to different reasons.
For example, the seasonal rainfall predictability for this region decreases during DJF; this
is attributed (Cazes-Boezio et al., 2003) to a weaker influence of Tropical Pacific SSTs
during January and February. Furthermore, as discussed later in this chapter, ENSO’s
influence is not capable of explaining the occurrence of all the extreme rainfall events in
SESA. Additional potential predictors need to be identified, and a better understanding of
the physical processes conducive to extreme precipitation is key to this goal.
One way to explore the physical mechanisms producing extreme rainfall in a region is
to study the available states of the system related to such extreme events. In this research,
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weather types are used as a representation of those states, and they permit not only a better
understanding of the related physical processes, but also to identify potential predictors that
could be used in realtime seasonal forecasts.
The chapter is organized as follows. Section 2.2 summarizes the datasets and methodol-
ogy. An analysis of the WTs and extreme event characteristics, as well as the link between
WTs and extreme event is discussed in Section 2.3. Section 2.4 investigates the link be-
tween WTs and climate drivers, both at sub-seasonal and seasonal scale, and identifies
potential predictors. Section 2.5 is devoted to the discussion of the results, introducing a
cross-timescale predictive approach for SESA. Concluding remarks are presented in section
2.6.
2.2 Data and Methodology
2.2.1 Datasets
The datasets considered in this study involve variables for daily rainfall, daily atmospheric
circulation, monthly sea-surface temperature anomalies (SSTa) and indices for SAM, AMM,
SAD, MJO and SACZ. The time period for all the datasets is the December to February
(DJF), 1979-2010.
The rainfall fields were computed using the NOAA-NCEP-CPC Unified Precipitation
gridded dataset (Chen et al., 2008). This product has daily temporal resolution and a
spatial resolution of 1 degree. An analysis of daily circulation variability over SESA (see
the small square in Figure 1.1) was used, derived from the NCEP-NCAR Reanalysis Project
(version 2) 850 hPa geopotential data on a 2.5-degree grid (Kalnay et al., 1996; Kistler et
al., 1999), for the DJF season. The Extended Reconstructed SST dataset (2 degrees grid,
version 3b) (Smith et al., 2008) was used for sea-surface temperature. The Niño3.4 index
is defined by the 3-month running average for the SST anomalies averaged over the area:
5o S-5o N, 120o W-170o W.
Finally, index datasets for SAM (Marshall, 2003), AMM (Foltz and McPhaden, 2010),
SAD (Nnamchi et al., 2011), MJO (Wheeler and Hendon, 2004) and SACZ (Carvalho et al.,
2010) correspond to those in the respective reference. These indices use principal component
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analysis of certain variables (or sets of variables) in order to describe the variability of the
corresponding climate mode.
2.2.2 Methodology
As mentioned in the previous section, this paper explores the role of particular daily circu-
lation regimes in the occurrence of extreme rainfall events in SESA, through the identifi-
cation of large-scale drivers at subseasonal-to-seasonal scales that are associated with WTs
conducive to such extreme events. This subsection deals with the methodological aspects
related to the definition of extremes, the determination of a set of WTs that represent
physically available states of the system, and how to link a subset of these regimes to both
the occurrence of extreme precipitation events and their potential predictors.
The general methodology could be summarized as follows:
1. characterize the frequency of occurrence of extreme events;
2. find and analyze a robust set of circulation regimes that represent the available syn-
optic states of the system (WTs);
3. identify the link between WTs and extreme events; and,
4. identify the link between WTs and climate drivers at different timescales.
This process permits one to define a set of potential predictors based on physical inter-
actions ranging from large-scale drivers to synoptic features to mesoscale mechanism related
to extremes, which then could be used to design a statistical forecast model.
In this analysis, the frequency of extreme events was considered instead of total precipi-
tation amounts due to the relative higher potential predictability of this parameter (Moron
et al., 2007). On a grid box basis, the number of dry days (precipitation < 1 mm) and the
number of extremely wet days, exceeding the 95th (dR95p) and 99th (dR99p) percentiles,
were computed for all days in each season. The total number of events per grid box (f) was
counted, summed over the SESA box (Figure 1.1) and normalized by the number of cells
(N = 506) to define the mean (1979-2010) seasonal frequency of extreme events for each
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Figure 2.1: Mean seasonal frequency of extreme rainfall events per grid box for the peak
rainy season (DJF) in SESA, defined in terms of the (top) 95th (R95p) and (middle) 99th
percentiles (R99p), and (bottom) no rain (dry days). The solid blue lines represent the
total regional mean anomaly (mm). Black lines show the long-term mean for each extreme
index. December corresponds to the previous year indicated in the axis. Several strong (S),
moderate (M), and weak (W) El Niño (EN) and La Niña (LN) years are indicated at the
bottom of the figure (strength indicated by the superscripts). Two particular neutral (N)








where i and j runs for the number of gridboxes and years, respectively (Figure 2.1).
The circulation regimes were determined using a k -means analysis (e.g. Robertson and
Ghil (1999)). This is a partitioning method that classifies all days into a predefined number
of clusters, minimizing the sum of squared Euclidian distances within the set of clusters.
Besides projecting the daily geopotential data onto its three leading empirical orthogonal
functions, which account for 95% of the variance, no additional time filtering was applied to
the data, thus retaining the annual seasonal cycle, inter-annual, sub-seasonal and synoptic
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weather time scales that may be connected to the extreme rainfall over SESA.
The k -means 6-cluster solution was found to yield a near-maximum classifiability index
(CI ∼ 0.9; see Michelangeli et al. (1995)) and very similar values with respect to solutions
with k > 4, within the range of k = 2 − 10; therefore it was selected for further analysis.
The CI measures the similarity of partitions of the data, obtained from 1000 different initial
random seeds of the algorithm; the single partition that matches most closely the remaining
ones is then selected. This set of clusters can be interpreted as a set of geopotential regimes
that typify the daily variability. Other solutions were explored, verifying that the general
features of the circulation regimes presented below are robust and sufficient for the purposes
of this study. The WTs analyzed here are qualitatively similar to the ones discussed by
Bettolli et al. (2010), which suggests additional robustness in the results.
In principle, not every WT is associated with extreme rainfall events. In order to identify
which WTs are more frequently associated with extreme events a non-parametric statistical
test was used, involving resampling the time series 2500 times, each time with an additional
lag of one day in order to maintain the transition probabilities. Precipitation, vertically
integrated moisture flux, and SST anomaly composites were computed for the selected k-
mean solution, employing the NCEP-NCAR reanalysis, precipitation and SST anomalies,
respectively. All anomalies are computed with respect to the long-term DJF average.






where g is the gravitational acceleration, V is the horizontal velocity vector, q is the specific
humidity and p the atmospheric pressure.
The low-level (up to 850 mb) moisture flux divergence was computed as usual:




Tests for statistically significant transitions between WTs, and for sub-seasonal fre-
quency of occurrence of WTs were performed comparing with respect to a random dis-
tribution of the events (Vautard, 1990). Statistical significance tests for compositing SST
for each cluster were performed using a hyper-geometric cumulative distribution function;
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the hyper-geometric model is used for each gridbox to compute the cumulative probability
that at least m successes (positive or negative anomalies) are obtained in n trials (years
in which the seasonal frequency of each WT exceeded the 80th percentile of the frequency
distribution) from a finite population of size M (the 31 seasons considered in the study).
The tests for Spearman correlations between WTs and climate drivers involved the use of
a bootstrap resampling method in which the time series were randomized 1000 times.
Finally, tables of contingency between the MJO and SACZ and each WT were computed
following (Cassou, 2008): for each MJO and SACZ phase the anomalous percentage of
occurrence of a given regime was plotted as a function of the lead time in days (with WTs
lagging MJO and SACZ phases). In these plots, values of 0% indicate no discrimination of
the particular phase for the WT whose occurrence is climatological, a 100% value means
that the WT occurs twice as frequently as its climatological value, and -100% means no
occurrence at all of this WT.
2.3 Weather Types and Extreme Rainfall
This section presents a characterization of the extreme events and WTs, and discusses the
link between them.
2.3.1 Extreme Rainfall
Although no long-term linear trend is found in the frequency of wet extreme events (Figure
2.1), the dry extremes present a statistically significant linear trend (p < 0.01 for an F-test
of a linear model compared to a constant model); these results require further analysis and
will be treated elsewhere. ENSO appears to play an important role in modulating rainfall;
strong (e.g., 1997-1998) and moderate (e.g., 1991-1992, 2002-2003, 2009-2010) El Nio events
show a higher frequency of days with extremely high rainfall, while strong (e.g., 1988-1989)
and even weak (e.g., 1984-1985) La Nia events exhibit a lower frequency of occurrence of
extremely high rainfall. In spite of this, ENSO does not seem to be the only factor explaining
the inter-annual variability of frequency of extreme precipitation events in the region. For
example, some ENSO-neutral years (e.g., 1980-1981, 1989-1990) show similar frequency of
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extremely high rainfall events as moderate El Nio years; and in particular the number of
extremes during the weak La Nia event of 1983-1984 compares to the strong El Nio event of
1982-1983. Moreover, the frequency of dry days is not in general related to ENSO, except
in particular cases like 1997-1998 or 1984-1985. Other climate drivers need to be explored
in order to explain all these cases.
Statistically significant (p < 0.01) correlations exist between the mean precipitation
anomaly and the frequency of both wet and dry extremes (not shown). Linear and non-
linear regression models indicate that the mean rainfall anomaly could be explored as a
predictor for dR95p. The results are not that encouraging for dR99p and dry days (for
similar results see (Moron et al., 2006; Robertson et al., 2009)).
2.3.2 Weather types: characteristics and link to extremes
Visual inspection of the geopotential height anomaly clusters (Figure 3) suggests that cir-
culation regimes 3 and 6 may be related to the continental and oceanic phases of the South
American Convergence Zone (SACZ) (Carvalho et al., 2002, 2004), respectively. Other
WTs show synoptic-scale extratropical wave trains superimposed on the Southern Hemi-
sphere Polar Jet, and possibly involve stationary Rossby waves meridionally propagating
from tropical heat sources, as discussed by Cazes-Boezio et al. (2003). Overall the WTs are
similar to the first three EOF of the 850 mb geopotential anomaly field, and WT1-WT3
and WT4-WT6 seem quasi-inverse phases of each other, respectively (see Figure 2.2). The
fact that the WT pairs are not exactly mirror images of each other , however, may indicate
the importance of non-linear processes. Rainfall anomaly composites (Figure 2.3) connect
WTs 4, 5 and 6 to positive precipitation anomalies over SESA, showing very specific spatial
distributions: WT 4 yields higher anomalies on the western half of SESA; WT 5 locates
them on the Southwestern quadrant; and WT 6 shows high rainfall basically over the whole
SESA.
The total frequency of occupancy, which refers to the number of days that a particular
synoptic configuration took place in a given period, ranges from 319 days for cluster 4 (∼ 10
days/season on average) to 639 days for cluster 5 (∼ 21 days/season). In terms of their
time evolution, an important advantage of the methodology that is being used is that it is
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Figure 2.2: The k -means solution for k = 6, showing geopotential height anomalies at 850
hPa, plotted over the Southern Hemisphere to highlight larger-scale aspects. Contour lines
sketch the geopotential height anomalies (gpm), and shaded regions indicate statistically
significant (p < 0.05) anomalies. Panel titles give the number of days in DJF assigned to
each cluster.
possible to compute seasonal and intra-seasonal statistics related to the circulation patterns,
including their transition probabilities (Figure 2.4).
A way to analyze the temporal evolution of WTs is through Klee diagrams (Figure
2.4a). These diagrams have been used in other fields (Sirovich et al., 2009) to visualize
large genomic datasets, but are used here as a simple way to visualize the daily evolution
of the WTs at both sub-seasonal and inter-interannual scales. The Klee diagram is also
the starting point to compute plots of frequency of occurrence of WTs at sub-seasonal
and inter-annual scales, and also the transition matrices. They could also be thought as a
collection of letters from which a successful decryption algorithm could find sequences of
WTs conducive to extreme events. Although this approach is out of the scope of the present
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Figure 2.3: Rainfall anomaly composites for the six-cluster k -means solution. Contour lines
sketch the rainfall anomalies (mm), and shaded regions indicate statistically significant
(p < 0.05) anomalies. The black box shows the location of SESA. Panel titles give the
number of days in DJF assigned to each cluster.
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work, it will be briefly addressed later in this paper.
Analysis of the daily sequence of WTs within a season from year to year (Figure 2.4a,
Table 2.1) indicates that transitions typically occur on a daily basis, although it is more
common for WT3, WT5 and WT6 to last for 2-3 days than the other regimes. WT2 and
WT6 are the only types that do not persist beyond 6 days, and none persist more than 10
days. The Klee diagram shows that some atmospheric regimes tend to be more frequent in
a particular set of years. For example, WT4 and its spells tend to be more frequent between
the end of the 1980s and the beginning of the 2000s.
Table 2.1: Mean duration (days) and frequency of spells lasting at least 3 and 5 days
WT1 WT2 WT3 WT4 WT5 WT6
Weighted mean duration 1.4 1.3 1.5 1.4 1.7 1.6
Spells ≥ 3 days 27 25 41 32 61 48
Spells ≥ 5 days 6 4 5 4 13 3
The most sub-seasonally varying regimes are WT1 and WT4 (Figure 2.4b). WT1 tends
to be more frequent at the end of the DJF season than at the beginning, while the opposite
is true for WT4; these are considered here transition configurations between seasons, that
could be related to quasi-stationary synoptic features linked to the seasonal migration of the
location of maximum solar radiation. WT5 and WT6 dominate the occupation frequency
along the season; WT5 starts the season with a local minimum on the middle of December,
and then peaks around the beginning of January and again at the end of February, decreas-
ing around the middle of January, which is when WT6 presents prevalence. WT2 and WT3
are fairly constant along the season (their standard deviations are both 0.8, the minimum
value of the set; see Figure 2.4b).
In terms of the interannual evolution of the frequency of occupation of the regimes,
WT 6, 5 and 3 are the most prevalent for the period under study (Figure 2.4c). There
seems to be some relationship between ENSO and the frequency of occurrence of certain
WTs. For example, regime 4 tends to have a very low seasonal frequency in certain weak





















Figure 2.4: (a) Klee diagram sketching the daily distribution of WT (see color bar at
left) for DJF 1979-2010; calendar days correspond to 1 Dec-28 Feb. (b) Mean occupation
frequency within season (days) for each WT, smoothed with an 11-day moving average;
the standard deviation for WTs 1-6 is 1.7, 0.8, 0.8, 1.4, 1.1, and 0.8 days, respectively. (c)
Occupation frequency by season (days). (d) Matrix of daily transition probabilities (%)
between the initial (vertical axis) and final WT (horizontal axis); darker tones correspond
to lower probabilities (see color bar), and asterisks indicate statistically significant (p < 0.1)
transitions.
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La Nia events, as seen in 1984-1985, 2005-2006 and 2008-2009. Further analysis confirms
this relationship later in this chapter.
The daily-transition probability matrix, which represents the probabilities that a certain
WT persists or makes a transition to another WT, (Figure 2.4d) indicates persistence
probabilities ranging from 48% (WT1) to 37% (WT6). The strongest non self-transitions
suggest the circuit 5→ 6→ 4 (all related to positive rainfall anomaly regimes) → 2→ 3→
5. As explained before, transitions WT4→ WT2 tend to happen faster (∼ 1 day) than the
others (1-3 days), and the fastest circuit will typically take around 6-7 days, in agreement
with the characteristic times of synoptic-scale propagating disturbances.
Finally, an analysis of the relation between the circulation regimes and extreme seasonal
rainfall anomalies was performed for the relative frequency of occurrence of days with rain-
fall exceeding dR95p, dR99p and dry days by WT (Figure 2.5). Extremely wet days are
preferentially associated with WT4 and WT6, while WT1-WT3 tend to be more frequent
on dry days. WT5, on the other hand, has a more complex role; although it is not directly
related to the occurrence of any of the extreme rainfall events considered in this study,
transitions of WT5 into WT6 (Figure 2.4d) are significantly more probable (∼30%) than
into any other WT (<14%), except into itself (44%). Since WT5 is frequently a precursor
of WT6, which is statistically related to extremely wet events, and on average it tends to be
associated to positive rainfall anomalies (Figure 2.3), it is kept along the other circulation
regimes for further analysis.
2.3.3 Examples of synoptic control
As stated before, extreme rainfall events in SESA are regionally associated with the occur-
rence of three features: baroclinic fronts, heat and moisture advection episodes, and MCCs.
From a large-scale perspective, different factors can modulate the occurrence and intensity
of these local processes. In this subsection it is shown that synoptic control of extreme
rainfall events by circulation regimes (i.e., that certain WTs are physically conducive to ex-
treme events) is consistent with the known physical mechanisms reported in the literature.
No attempt is made here to relate a particular WT to the occurrence of any single one of
these three features, or to use them as potential predictors.
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Figure 2.5: Relative frequency of occurrence of each WT for days with rainfall exceeding
the (left) 95th and (center) 99th percentile, and (right) for dry days. The lines indicate the
corresponding climatological expected value; a double (single) asterisk indicates frequencies
considered statistically different than the climatological expected value at p < 0.01 (p <
0.05).
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Located at a transition zone between the tropics and the extra-tropics, SESAs precipi-
tation is mainly of convective nature. Convection requires low-level moisture, an unstable
atmosphere and an initial lifting force. These conditions could be achieved by the transit of
baroclinic fronts (Seluchi et al., 2006) and moisture transport into SESA, especially by the
SALLJ (Salio et al., 2002). Extreme rainfall can also take place in SESA by migrating MCCs
(Ferreira et al., 2003; Velasco and Fritsch, 1987). Long-lived MCCs can develop in sizable
areas of the region (Durkee et al., 2009), for example during SALLJ events (Nicolini et al.,
2002; Salio et al., 2007). Inhibition of these mechanisms produces lack of precipitation, or
dry days. The hypothesis is that the aforementioned mechanisms have a representation in
the daily atmospheric circulation patterns of the region, or a combination of them.
As discussed, WT1-WT3 are preferentially related to the occurrence of dry days (see
Figures 2.3 and 2.5), while WT4 and WT6 tend to occur more frequently on extremely
wet days. WT1 is regionally associated with a positive geopotential height anomaly, whose
maximum is located to the south of SESA (Figure 2.6a); this anomaly promotes stability
and transports moisture out of SESA toward lower latitudes, especially along the north-
northeastern corner. WT2 and WT3 (Figures 2.6b and 2.6c, respectively) are associated
with a dipolar configuration with a clear low-pressure system centered about 35oS to the
east of the region of interest; the positive poles centroid appears in Figure 2.2 to the west
of the Andes for WT2 and to the southwest of SESA for WT3. An analysis of the low-level
moisture flux divergence indicates that these circulation regimes advect more moisture out
of SESA on average than into it, promoting rainfall inhibition.
On the other hand, WT4 and WT6 (Figures 2.6d and 2.6f) set favorable conditions
for precipitation, and in some cases extremely high rainfall, through wet intrusions mainly
from lower latitudes into SESA and through atmospheric instability linked to low-pressure
systems. It is possible to visually identify the SALLJ pattern, which is especially intense
in WT4. As discussed by Salio et al. (2002) and Nicolini et al. (2002), SALLJ events
require certain conditions to occur , and therefore not every occurrence of WT4 (or WT6)
occurs leads to a SALLJ event. Another possible source of moisture for the region are
atmospheric rivers. It has been shown recently (Viale and Nuñez, 2011) that horizontal
water vapor transport tends to be more frequent between 32oS-40oS, where the height
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Figure 2.6: Geopotential height anomalies for each WT, and their composite vertically
integrated moisture flux anomalies (vectors are only shown for statistically significant fluxes,
p < 0.05). Contour lines sketch the corresponding 850-hPa geopotential height anomalies
(interval: 5 gpm). The black box shows the location of SESA.
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of the Andes Cordillera is generally less than 3,000 m. These events are characterized
by regional negative geopotential anomalies (Viale and Nuñez, 2011), in agreement with
the patterns present during WT4 and WT6. Due to the known relationship between the
SALLJ and MCCs (Salio et al., 2007), organized meso-scale convective activity takes place
preferentially in the northeastern quadrant of SESA in events modulated by WT4. The
associated cyclonic vorticity induces a northeastward moisture transport (Figure 2.6d) and
promotes precipitation in that sector (Figure 2.3). This tends to occur over the whole SESA
region in the case of WT6 (Figures fig-regimefluxesf and 2.3). Extremely wet days are also
seen without the presence of MCCs, but the conditions for convection mentioned above will
still be modulated, on average, by the processes associated with WT4 and WT6.
Although not directly related to extreme rainfall events, WT5 is characterized by a
high-pressure system inducing an anticyclonic circulation in the region and enhanced mois-
ture convergence, especially toward the southwestern corner of SESA (Figure 2.6e), where
positive precipitation anomalies are more frequent. As discussed before, WT5 preferentially
persists (44%), or is a precursor of WT6 ( 30%). While WT5 persists, moisture converges
over SESA, which creates favorable conditions for precipitation events synoptically con-
trolled by WT6.
The dipolar geopotential anomaly configurations and circulation patterns visible in both
WT3 and WT6 are consistent with those associated with the continental and oceanic phases
of SACZ, respectively. Several studies (Carvalho et al., 2002, 2004; Muza et al., 2009)
indicate that an anomalous circulation, likely related to an enhancement of the upper-level
subtropical jet and its displacement toward the western subtropical Atlantic, appears to
be associated with the intensification of WT6 (Figure 2.6e). Moreover, the geopotential
height anomaly patterns for these regimes (Figures 2.2c and 2.2f) are consistent with the
propagation of mid-latitude Rossby waves modulating the activity of SACZ, in agreement
with previous studies (Ambrizzi and Hoskins, 1997; Carvalho et al., 2002; Kiladis and
Weickmann, 1997; Liebmann et al., 1999; Wiel et al., 2015).
The presence of extratropical cyclones is also evident in Figures 2.2, 2.3 and 2.6. As
stated before, the transition matrix (Figure 2.4d) suggests the circuit 5 → 6 → 4 → 2 →
3 → 5, which is consistent with migration of baroclinic fronts. Seluchi et al. (2006) have
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shown that the transit of postfrontal anticyclones in the region (WT5 → WT6) produces
a poleward-pointing pressure gradient configuration. That induces geostrophic easterly
flow at low levels to the west of the Andes, which is blocked by the mountains and in
consequence creates a small zonal component close to the slopes (Garreaud et al. 2002)
(WT6 → WT4). Upward motions and cooling compensate the convergence of the zonal
winds on the east side of the Andes. The geostrophic balance is broken near the Andes and
southerly winds develop, increasing cold advection (WT2→WT3). This, in turn, cools the
lower troposphere, promoting the northward propagation of the front.
It is expected that the different features related to extreme precipitation in SESA could
interact with each other, at least some of the time. Indeed, Salio et al. (2002) have discussed
the relationship between SACZ and the SALLJ, which seems to be a frequent component
of the southern flow visible both in WT4 and WT6. All of this suggests that extreme
precipitation is not only linked to the daily occurrence of a particular circulation patterns,
but may also be related to a sequence of WTs: joining the synoptic letters into words.
A study of extreme events in terms of circulation regimes and their evolution in time and
space indeed provides a better understanding of the physical mechanisms, including how
and when they are related to each other. To explore the potential predictability of these
events, it is necessary to analyze the additional relationship between these atmospheric
circulation regimes and potential sources of predictability in the large-scale climate.
2.4 Weather types and climate drivers
The role of large-scale climate drivers is discussed in this section, both at seasonal and
sub-seasonal scales.
2.4.1 Seasonal scale
Previous studies (Almeira and Scian, 2006; Barreiro, 2009; Carvalho et al., 2004; Cazes-
Boezio et al., 2003; Muza et al., 2009) have shown that extreme rainfall events at seasonal
scale tend to be more frequent during persistent SST anomaly patterns, both in the Pacific
and the Atlantic. On the other hand, at hemispheric scale the WTs show circumpolar atmo-
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Figure 2.7: Composites of SST anomalies (oC) for austral summers in which regime fre-
quency exceeds the 80th percentile of the 31-season frequency distribution. The number of
summers obtained for each regime is given in parentheses. Areas in white are not statisti-
cally significant at p < 0.05 (hypergeometric test).
spheric wave-like patterns with an imprint of zonal wavenumbers 2-3 (Figure 2.2), typical
of the SAM. This equivalent barotropic mode is the most important mode of variability in
the high latitudes of the Southern Hemispheres atmospheric circulation (Marshall, 2003),
and it is known to impact SESAs precipitation all year around and even modulate ENSOs
signal on rainfall in the region (Silvestri and Vera, 2003). The question that rises is how
these SST patterns and planetary waves are related to each WT, and if it is possible to
exploit these relations as robust sources of potential predictability.
A first step is to identify which SSTa spatial patterns are associated with each circulation
regime. Composites of SST anomalies (Figure 2.7) for the austral summer seasons in which
each particular circulation regime frequency exceeds the 80th percentile of the 31-season
frequency distribution, show El Niño-like SSTa signatures for WT2, WT4 and WT6, while
La Niña-like SSTa configurations appear for WT3 and WT5. High-frequency of occurrence
of WT1 appears to be related to the positive phase of the AMM and a tri-polar SSTa
configuration in the Pacific. An AMM SSTa pattern also appears to be present for years
with high frequency of occurrence of WT3. SAD-like SSTa patterns, in turn, tend to be
related to WT2, WT4 and WT6.
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More generally, in order to explore the role of large-scale physical drivers in the pre-
dictability of extreme events in SESA through the modulation by the different WTs,
anomaly lag-correlations (0 to 2 months before November) were computed between the
frequency of occurrence of each regime and four different indices: Niño3.4, AMM, SAD and
SAM.
The highest values of significant correlations for several potential predictors were found
for lead time 0 (November, see Figure 2.8). The results for the lead times considered are
summarized in Table 2.2, which provides potential seasonal predictors for all the WTs.
Table 2.2: Some sources of potential predictability at subseasonal-to-seasonal scales for the
frequency of occurrence of each WT. The exponent indicates the phase of the index (positive
and negative phases denoted by the plus and minus signs, respectively, and phase number
for MJO), while the subscript values indicate, in decreasing order, the larger lead times of
the maximum signal found (in months previous to November for ENSO, AMM, SAD, and
SAM; in days previous to the occurrence of the WT for MJO and SACZ). A colon is used
to indicate sequences of days ranging between the specified lags.
WT1 WT2 WT3 WT4 WT5 WT6















































It was found that WT1 significantly correlates with the positive phase of AMM for lead
times -2, -1 and 0 and the positive phase of SAM for lead time -1. The positive phases of
both SAM and SAD are good predictors for higher seasonal frequency of WT2. The WT3
was found to be the circulation pattern with the highest number of predictors at multiple
lead times: significant correlations were found for La Nia and the positive phases of AMM,
SAD and SAM. Higher frequency of WT4, in turn, is only linked to negative phases of SAM.
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Something similar happens with WT5, but only for Decembers values of SAM, during the
negative phase. Finally, the frequency of WT6 was found to be significantly correlated to
El Niño and negative phases of AMM, SAD and SAM. WT3 was found to be significantly
correlated to La Niña and positive phases of AMM, SAD and SAM.
Overall, there is no clear distinction between the predictors in terms of lead times, but
there is consistency between the quasi-inverse phases of the WT and the phase inversion in
the associated seasonal predictors: it is clear that positive phases of AMM, SAD and SAM
are preferentially associated with higher frequency of occurrence of WT1 to WT3, while
the negative phases of the same climate drivers tend to increase the frequencies of WT4 to
WT6. The fact that ENSO has an impact on the seasonal frequency of circulation regimes
WT3 and WT6 is also consistent with the discussion presented in Section 2.3, and with
the results reported in the literature on modulation of extreme events (Almeira and Scian,
2006; Barreiro, 2009; Carvalho et al., 2004; Cazes-Boezio et al., 2003; Muza et al., 2009).
For potential predictability analises, it is useful that the circulation patterns are ascribed
to climate phenomena because that means that, in the best-case scenario, several sources
could be used simultaneously to forecast the frequency of extreme events, even if some of the
drivers are in their neutral or weak phase. In particular, in neutral ENSO years, AMM and
SAD could still be potential sources, because although ENSO could modulate them, their
own variability has a significant impact (e.g., Muza et al. (2009)). Conversely, considering
only one predictor may provide only a partially successful forecast, especially when other
drivers act simultaneously in a reinforcing or attenuating way (see for example Barreiro
(2009), Cazes-Boezio et al. (2003), and Silvestri and Vera (2003)).
2.4.2 Sub-seasonal scale
To determine associations between circulation regime frequencies and sub-seasonal scale
drivers, the relative frequency of WT occurrence was computed during both the eight phases
of MJO as defined by Wheeler and Hendon (2004) (Figure 2.9) and the positive and negative
phases of the 10-100 days band filtered SACZ index (Carvalho et al., 2004, 2010) (Figure
2.10). Relationships with a South American Monsoon index (LISAM (Carvalho et al.,
2010)) were also explored, but the results were not statistically significant. These figures






Figure 2.8: Anomaly correlation between the number of days in each cluster (WT) in each
DJF season, and the value of the (a) El Niño-3.4 index, (b) AMM, (c) SAM, and (d)
SAD, for November. Two asterisks denote statistical significance at the two-sided p < 0.05
confidence level, calculated using a bootstrap resampling method in which the time series
were randomized 1000 times.
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Figure 2.9: Anomalous percentage of occurrence (see color bar) of each WT for each phase
of the MJO (DJF 1979-2010). The ordinate gives the number of days that the MJO phase
precedes each WT, from 0 (simultaneous) to 14 days. Colored tiles are significant at p < 0.05
confidence level, obtained using a bootstrapping method resampling 1000 times.
permit to identify phases and lead times in the potential predictors that could be used in
statistical prediction models; the attention is focused in the sections of the plots with the
darker red colors (see the methodology section of this chapter for details).
The analysis performed on the MJO (Figure 2.9) suggests some potential predictability
for dry days at intra-seasonal scale, as the MJO phases 6-7, when convection is enhanced over
the Western Pacific, significantly lead WT3 by up to 14 days in advance. The relationship
between MJO and the other WTs is not as clear as in the WT3, but some information can
be deduced from this analysis. For example, MJO phases 2-3, related to convection over the
CHAPTER 2. CROSS-TIMESCALE INTERFERENCE AND POTENTIAL
PREDICTORS 31
Figure 2.10: As in Figure 2.9, but for the positive and negative phases of the SACZ index.
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Indian Ocean, lead WT6 by up to 8 days in advance, suggesting potential predictability for
extremely wet days associated with moisture fluxes from the Tropics into SESA, typically
via the SALLJ.
On the other hand, there seems to be a strong relation between the SACZ phase and all
the WTs (Figure 2.10), but it is especially clear for WT3, WT5 and WT6. The longest lead
time (∼13-14 days) was found for the negative phase of SACZ and WT1. Its positive phase
presents a continuous signal for WT3 with lead times of approximately one week (Figure
2.10). This suggests predictability for dry days in SESA with short (0-7 days, positive
phase) to intermediate (13-14 days, negative phase) lead times. The fact that WT3 shows a
clear relation to SACZ is consistent with its precipitation patterns (Figure 2.3), where the
typical dipolar rainfall configuration associated with SACZ (Carvalho et al., 2004) is visible
for this regime.
In contrast, weather types related to extremely wet days are associated with the neg-
ative phase of SACZ up to a week before the occurrence of the WT, with lead times of
approximately 3-6 days for WT6 and 2-8 days for its precursor, WT5 (Figure 2.10). The
positive phase of SACZ also tends to lead WT4 by ∼10-11 days. As discussed before, SACZ
and the SALLJ are related to each other, and this is consistent with the behavior of the
moisture fluxes (Figure 2.6) and the precipitation patterns (Figure 2.3). The lead times
sketched in Figure 2.10 for WT5 and WT6 are also coherent with the transition probability
matrix (Figure 2.4d): WT5 tend to persist or to be followed by WT6.
Again, predictability results are summarized in Table 2.2. In the next section these
results are summarized and discussed.
2.5 Discussion
The picture that arises from the analysis performed in the previous sections indicates that,
at seasonal scale, planetary waves and persistent SST configurations are statistically related
to synoptic control of occurrence of extreme events. At seasonal scale and based on their
mean phases for November, the climate drivers show a differential impact on how many
WTs they influence. SAM has an impact on all the synoptic circulation types studied, its
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positive phase being associated with WTs that are frequently linked to dry extreme events
(WT1-WT3), while wet ones (WT4-WT6) tend to be more frequent when SAM is in its
negative phase. The most important Atlantic SST modes found to affect the circulation
regimes over SESA at seasonal scales are the trans-equatorial (AMM) and the southern
zonal (SAD) modes. It was also found that positive phases of AMM are linked to dry
extreme events (WT1 and WT3), and negative phases to extremely wet days (WT6). The
same relationship is exhibited by SAD for days with extremely high rainfall, and its positive
phase, associate with dry days, was shown to be statistically linked to circulation regimes
related to low-pressure systems to the east of SESA (WT2 and WT3). ENSO, in turn,
modulates dry spells through WT3 during La Niña and wet extreme events through WT6
during El Niño.
At sub-seasonal scale MJO phases associated with enhanced convection in the Western
Pacific tend to be present between up to ∼14 days in advance to the dry events (WT3) in
SESA, while phases related to enhanced convection over the Indian Ocean tend to occur
between 5-8 days in advance to extremely wet events (WT6). Similarly, SACZ has a ten-
dency to be in its positive phase up to one week before days with no precipitation happen
(WT2-WT3) and in its negative phase up to a week before extremely wet days (WT4-WT6).
The opposite phases tend to be present for lead times of ∼10-14 days: negative for dry days
(WT1) and positive for change for wet days (WT4).
Physically, all these large-scale climate drivers control the occurrence of extreme rainfall
through modulation of the passage of cyclonic baroclinic systems (extratropical cyclones)
and the associated circulation anomalies, modifying the moisture transport, convergence
and presence of MCCs over SESA, in agreement with previous studies already referenced
in this work. The different mechanisms in the local picture cannot, in general, be traced
to an independent larger-scale climate driver acting on its own, but rather to a complex
interaction between them. It is known (Mo and Paegle, 2001) that during El Niño episodes
meridionally propagating Rossby waves originating from tropical heat sources are deflected
in high latitudes, modulating SAM (Silvestri and Vera, 2003), causing anomalous circula-
tions along Southern South America, and even modifying SSTa patterns in the Atlantic
through wind-evaporation-SST feedbacks (Zhou and Carton, 1998). It has also been shown
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that there exists an interaction between ENSO and AMM, modulated by wind-forced equa-
torial Kelvin waves and a delayed negative feedback from western boundary reflections of
wind-forced Rossby waves (Foltz and McPhaden, 2010). Moreover, the Matsuno-Gill-type
baroclinic structure associated with AMM has been proposed to be related to meridionally
propagating Rossby waves extending into the extratropical South Atlantic, forcing reverse
SST anomalies through changes in evaporation due to anomalous circulation at the surface
(Trzaska et al., 2007), and inducing a counterclockwise migration of SSTa in the Atlantic
basin that is consistent with SAD (Nnamchi et al., 2011). At sub-seasonal scale, MJO and
SACZ also interact with each other and with the larger-scale seasonal drivers as the ones
mentioned above (Carvalho et al., 2010; Muza et al., 2009).
2.5.1 Cross-timescale interactions
The big picture just described suggests that although a strong “background signal” may be
established by a climate driver (e.g., ENSO), interactions with signals from other drivers
even at different time scales, may amplify or attenuate that signal. Since extreme rainfall
events are very sensitive to what may happen over short timescales (i.e., a few hours to a
few days), it is especially important to address the constructive or destructive interference
as in elementary wave physics- that the sub-seasonal signals may add to the background
seasonal signal. As an example, consider the case of favorable conditions for extremely wet
events set by constructive interference of seasonal-scale drivers, and then on top of that
assume that MJO or SACZ (or both) are in a phase conducive to no rain (see Table 3) for
a particular set of days within DJF. The most likely result is a decrease (or even absence,
depending on the relative intensity of the synoptic control) in the frequency of extremely
wet days for the set of days of interest.
This discussion leads to conjecture that in the most general case, the modulation of
extreme rainfall events by recurrent synoptic circulation regimes takes place by means of
simultaneous or time-lagged interference of all the different potential predictors. Each has
its own specific weight, spatial and temporal scale of impact. This will be referred to
as “cross-timescale interference”. In consequence, an optimal set of multi-scale predictors
should be considered in order to provide more accurate information to decision-makers.
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Table 2.3: “Constructive” seasonal (SON) and subseasonal (days before the occurrence of
the WT) conditions for occurrence of wet and dry extreme events during DJF. Note that
the actual lead times are different for different indices (see Table 2.2).
One way to provide a simple illustration of the cross-timescale interference is to compute
the conditional probabilities of occurrence of WTs given particular phases of potential pre-
dictors at different timescales. It will be shown in the next chapter that some probabilities
of WT occurrence as a function of MJO phases, significantly differ between El Niño and La
Niña years.
2.5.2 Setting the stage for a prediction model: predictive state vectors
Following the previous discussion, it is useful to summarize the “constructive” seasonal
conditions, mostly expressed here in terms of mean phases for each mode of variability, that
will enhance the likelihood for a high frequency of occurrence of extreme rainfall events in
SESA. For SON, the negative phase for all AMM, SAD and SAM modes and the positive
phase of ENSO is favorable for extremely wet days. The opposite would be the case for
extremely dry days. “Constructive” here means that if all the analyzed climate drivers
fulfilled these necessary conditions in their corresponding time window, considering their
different lead times, then an extremely wet or extremely dry season would be likely in
DJF. Although these constructive configurations are extreme conditions, both in the sense
that (a) they are opposites in the spectrum of possible combinations of states conducive to
extreme rainfall, and (b) they occur only once in the entire period considered here, their
analysis is important to understand the more common “intermediate” states (see below).
As presented in Table 2.3 only the phases of the climate drivers are used, but it is possible
to generalize these raw “predictive state vectors” to include index magnitudes.
This idea of predictive state vectors is consistent with prediction methodologies involving
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principal component regressions and canonical correlation analysis (Jolliffe et al., 2012;
Mason and Baddour, 2008). It could also be used as a rudimentary early warning system
for extreme rainfall events in SESA. However, unless magnitudes are considered in addition
to phases, such a system supplies no information about intensities; it only discerns if there
will be higher-than-normal wet or dry events in a particular DJF season.
Indeed, the analysis of the seasonal component of these state vectors for several years
(Table 4) reveals that seasons ’91-’92 and ’08-’09 are concrete examples of the “constructive”
conditions discussed earlier for seasons characterized by a higher-than-normal number of
extremely wet and dry days (Figure 2.1), respectively, providing the expected outcome.
In intermediate states (all other years) the interaction is more complex, but the selection
rule for the outcome seems to be defined by the agreement of at least two signals with the
conditions discussed earlier (Table 2.3), especially if these two climate drivers are ENSO and
AMM, and considering that in weak ENSO years the other signals seem to have a higher
relative weight in the final output (e.g., ’80-’81,’83-’84,’04-’05) than in moderate-to-strong
ENSO years, as one should expect.
Although the conjecture of multi-scale interference indicates that the climate drivers
affecting a region are always interacting with each other, in the example above higher-
frequency climate drivers were not considered in order to explain the occurrence of extreme
rainfall in SESA. Withal, there is a special case in the list of events considered (Table
2.4) in which the sub-seasonal component of the potential predictor set plays a key role.
The seasonal component of the predictive vector state for the season ’89-’90 is (following a
typical quantum mechanics notation and with the phases appearing in the same order than
the indices in Table 2.3)
|1990 >seasonal= |N,+,+,+ > (2.4)
Based purely on the seasonal conditions and the selection rules discussed earlier, the
expected outcome would be “higher-than-normal frequency of extreme dry days” - but that
is not what happened (Figure 2.1). An analysis of the phases of both sub-seasonal potential
predictors for the corresponding DJF season shows that there were a large number of days
in the period in which MJO presented conditions conducive to extremely wet days (phases
2 and 3 were present from Dec 21-Jan 11 and from Feb 18-Feb 26; phases 6 and 7 only
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Table 2.4: Mean SON phases (or raw predictive state vectors) of the seasonal drivers con-
sidered in this study and most frequent extreme events (MFE) observed for several DJF
seasons. Phases are indicated with a positive or a negative sign for the SON season. For
ENSO, “N” indicates a neutral year, and “S”, “M”, and “W” indicate strong, moderate, and
weak events, respectively. Boldfaced years show ideal conditions for occurrence of extremely
wet and dry events (Table 2.3).
Season MFE ENSO AMM SAD SAM
1980/1981 Wet N + - -
1982/1983 Wet +S - + -
1983/1984 Wet -W - - +
1987/1988 None +S + + +
1989/1990 Wet N + + +
1991/1992 Wet +M - - -
1997/1998 Wet +S - + -
2004/2005 Dry +W + + -
2007/2008 Dry -M + + -
2008/2009 Dry -W + + +
2009/2010 Dry/wet +M + - -
from Dec 5-8 and Jan 24-Feb 2); moreover, SACZ remained in negative phase for a total
of 73 days (out of 90) in the season, mostly continuous. This is a clear example about how
the sub-seasonal drivers can interfere with the seasonal signal and why it is important to
consider the whole set of multi-scale potential predictors. It can also be shown that season
’09-’10 had a higher-than-normal frequency of both dry and wet extreme rainfall events
for similar reasons: favorable conditions for wet days associated with the phases of ENSO,
SAD, SAM and SACZ, and conditions for dry days related to AMM and MJO.
A simple conceptual model using only the phases of the potential predictors to repre-
sent the complexities of the multi-scale interferences that take place between them is not
adequate to make accurate predictions. More complex models using the principle of cross-
timescale interference must be explored. As indicated earlier, such models could also be
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used to build indicators for early warning systems that could be easily implemented by local
or regional climate service providers (see for example Munoz et al. (2010, 2012)). For ex-
ample, a complete sub-seasonal-to-seasonal predictive state vector conducive to extremely
wet days for a certain period within a particular season DJF in SESA is (Table 2.3)
|DJF >s2s= |+,−,−,−, (2, 3),− > (2.5)
2.6 Summary
Subseasonal-to-seasonal scale climate drivers interact to modulate the occurrence of the cir-
culation regimes that are conducive to extreme rainfall events in SESA, via their imposed
synoptic control on meso-scale physical features (Table 2.2). The circulation regimes repre-
sent the daily realization of regional and local physical mechanisms, some of them directly
involved in the occurrence of extreme rainfall through the transit of extratropical cyclones,
heat and moisture advection, and convective meso-scale complexes. The analysis of the
relationship between the circulation regimes and climate drivers indicate that the seasonal
frequency of extreme events in DJF is modulated by the phases and particular configurations
of ENSO, AMM, SAD and SAM in the preceding months (September, October, November),
and further modulated by the phases of MJO and SACZ, generally during the previous 3-14
days (Table 2.3). Moreover, MJO/SACZ can sometimes dominate the interannual signal.
It was proposed that considering cross-timescale potential predictors increases the skill the
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Chapter 3
Impact of Cross-timescale
Interference on Potential and
Realtime Skill
This chapter analyzes the potential and realtime predictive skill of DJF’s seasonal fore-
casts of frequency of extreme rainfall in SESA. The skill associated with “cross-timescale
predictors” is compared to more traditional predictors. A new methodology to produce
subseasonal-to-seasonal extreme rainfall scenarios is presented and discussed.
3.1 Rationale
The previous chapter suggested that the use of potential predictors at multiple timescales
provides better forecasts of extreme rainfall events in SESA, but no quantitative statistical
or dynamical model was used to evaluate this proposition, nor was any formal assessment
of skill was performed. This chapter addresses these issues, analyzing the impact of cross-
timescale interference on the predictability of seasonal weather characteristics (frequency
of extreme events) and explores some of its consequences, especially in terms of the sub-
seasonal evolution of the weather characteristics.
The chapter is organized as follows: the next section describes the datasets and summa-
rizes the methods; then the potential and realtime seasonal predictive skill of frequency of
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extremely wet days are studied in section 3.3, using both empirical and dynamical (Mason
and Baddour, 2008) subseasonal-to-seasonal predictors. Since it is important for decision-
makers to know not just the total amount of (extreme) precipitation or the frequency of
(extremely) wet days, but also the probable temporal distribution of these days along the
target period, the new forecast methodology using s2s states is discussed in section 3.4. The
reader interested in a few concrete practical aspects of the experimental forecast system de-
scribed in this paper, should refer to section 3.5. The concluding remarks are presented in
section 3.6.
3.2 Data and methodologies
This section summarizes information about the datasets and methods used in the study.
3.2.1 Datasets
This study uses SST fields, the phases of MJO and the frequency of occurrence of a set
of weather types as potential predictors. Observations and dynamical model output are
considered when analyzing the predictive skill. The observations involve SST fields, MJO
phases and weather type frequencies for DJF. The dynamical forecast data involve SST
field for DJF, 32-day forecasts of MJO phases (started on Nov 13th, see details below) and
weather type frequencies for DJF.
Observed datasets are the same as in the previous chapter: the Extended Reconstructed
SST version 3b (2o grid; Smith et al. (2008)) is used for sea-surface temperatures on the
domain defined by 43oN-60oS and 128oE-20oE, while the phases the Realtime Multivariate
MJO modes (Wheeler and Hendon, 2004) –RMM1 and RMM2– are directly available from
the Centre for Australian Weather and Climate Research1. The set of 6 weather types are
those studied in the previous chapter, computed using a k -means analysis of the NCEP-
NCAR Reanalysis Project version 2 (NNRPv2; Kalnay et al. (1996) and Kistler et al. (1999))
for geopotential anomaly height at 850 mb. In order to assess the maximum potential skill,
all available 28 DJF seasons for the 1982-2010 period are considered. Hereafter, the datasets
1http://cawcr.gov.au/staff/mwheeler/maproom/RMM/RMM1RMM2.74toRealtime.txt
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described in the present paragraph are referred to as “observations”.
Hindcasts, or retrospective forecasts, produced by the Climate Forecast System version 2
(CFSv2; (Saha et al., 2014)) are used for SST and to compute the CFSv2’s realizations of the
observed set of weather types mentioned above; the methodology explained in the previous
chapter is followed, though 10 ensemble members are concatenated before performing the k -
mean analysis. The CFSv2 forecasts are available at monthly and daily temporal resolutions
(respectively), and at 0.937o spatial resolution (Saha et al., 2014).
The European Centre for Medium-Range Weather Forecasts’ (ECMWF) MJO ensemble
forecast (Vitart, 2014) is used here for predictions of the MJO phases (typically, ECMWF
MJO forecasts are skillful up to about one month, compared to around two weeks for
CFSv2). The 5-member ensemble of 32-day integrations involve a sophisticated coupled
model at approximately 1o grid resolution (see Vitart (2014) and references therein), whose
MJO predictions have improved dramatically since 2002, with an average gain of about
1 day of prediction skill per year (i.e., the system is now capable of providing skillful
MJO forecasts for the next 32 days, compared to skillful forecasts for about two weeks in
2002). The forecasted MJO phases are computed from the two principal components (PCs),
beginning in 1994, provided by ECMWF for this research.
In order to have a common period of forecasts for the dynamical model outputs, and
for consistency with the constraints of a realtime prediction system (see section 3.5), only
the products that are available in mid November are used for both CFSv2 (initialized in
October; see Saha and Tripp (2011) for details) and ECMWF (available on November
13th), for the 16 DJF seasons of the 1994-2010 period. As indicated above, the CFSv2 SST
forecasts and geopotential height anomalies at 850 mb correspond to the DJF season.
In all experiments reported here, the predictand corresponds to the observed frequency of
days with rainfall amounts exceeding the 95th-percentile (dR95p), using the NOAA-NCEP-
CPC unified precipitation gridded dataset (1o grid; Chen et al. (2008)) for the SESA domain
(36oS-25.5oS, 65oW-53.5oW). The frequency of extreme events is used instead of intensity
or rainfall amount due to its higher predictability (see the previous chapter).
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3.2.2 Methodologies
Although the predictions of future conditions at different timescales exhibit some common
features, different methodologies are used to evaluate the predictive skill of seasonal forecasts
and s2s scenarios. Unless otherwise indicated, anomalies are always computed with respect
to the long-term mean of the period under consideration, and tests for statistical significance
are performed using a bootstrapping method, resampling 1000 times.
Seasonal forecasts
In this study, seasonal forecasts are produced using Canonical Correlation Analysis (CCA).
CCA is a multi-variate statistical method commonly used by the climate forecasting com-
munity (Mason and Baddour, 2008) that calculates linear combinations of Empirical Or-
thogonal Functions (EOFs) of a set of potential predictors and predictands, identifying
pairs of combinations, i.e., canonical variates or modes, such that the correlations between
their time series are maximized. This method permits the identification of the actual pre-
dictors from the set of potential predictors (which do not need to be independent a priori):
the canonical modes describe the preferred coupled spatial patterns relating predictors and
predictands and are presumed to be physically meaningful. In this study, CCA is con-
ducted using IRI’s Climate Predictability Tool version 15.2.1 (CPT; available online from
http://iri.columbia.edu/our-expertise/climate/tools/cpt/), which first performs
supervised modal truncation of the potential predictors and the predictand. CPT provides
information that diagnoses the underlying coupled patterns, and also cross-validated fore-
cast skill metrics that allow the assessment of the associated predictability. Once the best
model has been identified by maximizing Kendall’s τ , it is possible, for each grid box, to
validate the model for the historical training period and to make forecasts for future seasons.
Deterministic cross-validated forecasts were computed for the frequency of days with
rainfall exceeding the 95th-percentile (dR95p) . Since the frequency of extreme rainfall in
the region does not exhibit a Gaussian distribution, it was transformed before building the
models. For CCA models that use a combination of different type of predictors (e.g., SST
and MJO), the modes were computed using the variance-covariance matrix after a unitary
variance normalization was performed.
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To avoid artificial skill, CPT verifies the skill of the resulting predictions using cross-
validation (Barnston and Dool, 1993). Here, a cross-validation window of 5 years is used,
meaning that the central year of the 5-year window held out from the time series is predicted
and the forecast is then compared to the observed values, as a simulated independent case
outside of the training sample (e.g., Barnston and Dool (1993), Jolliffe et al. (2012), and
Mason and Stephenson (2008)). This process is repeated such that each year in the dataset
is forecasted with the climatological data redefined each time a new cross-validation window
is withheld. After processing all years, the mean values of the skill metrics are provided.
The following metrics are used to evaluate the cross-validated skill of the deterministic
forecasts: Kendall’s τ , Spearman correlation coefficient, and the area of Relative Operating
Characteristics (ROC) (Jolliffe et al., 2012; Mason and Stephenson, 2008). Additional
details are discussed in section 3.3. Spatial maps of these metrics were produced using
CPT. The information gained from each measure will be indicated as it is examined.
Subseasonal-to-seasonal scenarios
The methodology used to produce s2s scenarios is discussed in more detail in section 3.4,
but it is summarized in six steps in this subsection. It consists of two parts.
The diagnostic part (steps 1-4) involves the identification of weather types and clusters
of sequences of weather types conducive to particular s2s extreme rainfall scenarios. The
prognostic part (steps 5-6) builds and cross-validates the associated probabilistic forecast
model. The steps are the following:
1. Compute the weather types from observations, and build the weather type daily se-
quences for each available season, i.e., the Klee diagram (see the previous chapter for
details).
2. Identify clusters of weather type sequences present in the Klee diagram (e.g., using
the k -medoids algorithm). Each one of these new categorical clusters is a “typical”
representation of the intra-seasonal distribution of synoptic circulation regimes that
are present in a particular season of the year (DJF, in this case). These categorical
clusters are also referred to as s2s states.
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3. Verify the physical consistency between the new categorical clusters and observed
phenomenology (weather types’ occurrence, phases of potential predictors, extreme
rainfall occurrence).
4. Compute the mean s2s rainfall scenarios. For each categorical cluster of weather
type’s sequences, compute the associated spatial and temporal distribution of extreme
rainfall via a composite analysis. This step provides information about when to expect
extreme rainfall within a “typical” season of the categorical cluster under consideration
and the spatial distribution of that rainfall.
5. Build the cross-validated probabilistic forecast model and analyze its predictive skill.
Compute probabilities for each s2s state, i.e., for each predictand. There are different
ways to do this. For statistical models this could be done, for example, via a multi-
nomial logistic regression (see for example Moron et al. (2015)) using combinations
of SST and MJO as predictors. For dynamical model outputs this could be done
computing first the model’s weather types and then linking corresponding categorical
clusters to the observed ones; here a multinomial logistic model using frequencies of
occurrence of modeled weather types is used to forecast the observed s2s states.
6. Produce the s2s forecast scenarios for extreme rainfall events. Using the cross-
validated forecast model, compute the probabilities for each one of the categorical
clusters for the target season, and then use the corresponding s2s scenario identified
in step (4). Note that it is then possible to associate the same probabilities to the
occurrence of extreme rainfall events at sub-seasonal scale (e.g., weeks 3 and 4 or the
entire middle month), as they correspond to the complete sequence of weather types
typified by the categorial clusters.
These steps present a basic methodology for producing s2s scenarios; more sophisticated
ones will be explored elsewhere, as more complex models may be used, for example in
steps (5) and (6), if necessary. In this approach the s2s states are being forecasted and
not the rainfall itself. In this approach multiple timescale predictors are used and, when
“entangled”, seasonal and sub-seasonal timescales cannot be addressed independently. The
Cross-timescale Interference Conjecture postulates that this approach leads to better quality
CHAPTER 3. IMPACT OF CROSS-TIMESCALE INTERFERENCE ON POTENTIAL
AND REALTIME SKILL 46
and higher skill information of the seasonal climate and its subseasonal characteristics than
using predictive information on either timescale alone. The concept of entanglement is
borrowed from quantum mechanics, referring to groups of particle/waves that interact in
such a way that their states cannot be described independently, though it is possible to
define a state for the system as a whole.
To illustrate the approach, only CFSv2’s weather type combinations are used here as pre-
dictors (1982/1983-2009/2010), with a cross-validation window of 3 years, as the maximum
likelihood estimator did not converge in several iterations of the cross-validation process
when 5 years was tried. In step (5), the probabilities are rounded to the closest integer,
ensuring that the total probability is always 100%; to decide how to round the probabilities,
the values leading to the best ignorance score (Jolliffe et al., 2012; Mason et al., 2016) are
selected. More details about the methodology are discussed in section 3.4.
The k -medoids algorithm (Park and Jun, 2009) is used here to compute the s2s states.
It is a partitioning method, similar to k -mean, commonly used in problems requiring ro-
bustness to outliers, arbitrary distance metrics, or when the mean or median does not have
a clear definition. Most importantly, it works well with categorical data like the weather
types. All the experiments reported here used the MATLAB implementation of the algo-
rithm, with the Hamming distance function and 10 replications. The Hamming distance
is an appropriate distance metric for categorical data, representing the percentage of the
vector components that differ. After several experiments and comparison of how well the
algorithm classifies the weather type sequences, the number of categorical clusters (i.e.,
medoids) was selected to be 5. Although other values are statistically and physically plausi-
ble, increasing the number of clusters, and thus their actual similarity to the Klee diagram,
reduces the sample available to compute the extreme rainfall s2s scenarios; on the other
hand, using too few medoids tends to cluster states that have different characteristics.
The forecast models used in this approach are built using multinomial logistic regres-
sions. This same type of model has been used recently by Moron et al. (2015) for similar
purposes. For details, see Appendix.
The quantification of the predictive skill of this new s2s scenario methodology is not
straightforward, as it involves the cross-validation of both the weather types’ categorical
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clusters and the s2s extreme rainfall scenarios. For the purposes of this study, the Hit Score,
Hit Skill Score and Kendall’s τ (Jolliffe et al., 2012; Mason and Stephenson, 2008) are used
as exploratory skill metrics for the models forecasting s2s states. In the present case the goal
is not to forecast precise quantities (e.g., how many mm of rain), but to forecast most-likely
distribution of days with extreme precipitation (scenarios).
3.3 Impact of cross-timescale interference on extreme rain-
fall skill
This section explores the predictive skill of seasonal forecasts of weather statistics for SESA,
in particular extreme rainfall frequency as measured by dR95p, comparing the use of pre-
dictors acting at multiple timescales against those acting at only one timescale. The next
section discusses the sub-seasonal evolution of these weather statistics.
Although adding additional predictors is expected to increase the model’s goodness of
fit, this is not necessarily true when evaluating forecast performance. Furthermore, it has
not yet been demonstrated how many or what kind of climate drivers are necessary and
sufficient to increase the predictive skill. Since the skill does not add up linearly, in part
because the different climate drivers are not completely independent, it is also possible that
the increase is so small that there is very little added value.
In a recent paper, Moron et al. (2015) studied the problem of retrospectively forecasting
the frequency of weather types for the Maritime Continent, given perfect knowledge of three
regional climate drivers, namely, the annual cycle, the Niño3.4 index and MJO phases. They
found that indeed the predictive skill was higher when they considered a model with all
these predictors simultaneously. Although their results add evidence to support the Cross-
timescale Interference Conjecture, more research is required, for example, to analyze these
interferences in Global Circulation Models.
A common assumption is that dynamical models consider these cross-timescale interac-
tions in a “natural” way. However, several Global Circulation Models are not representing
well key observed interferences, and dynamical downscaling does not necessarily improve
the situation (Munoz and Goddard, 2014).
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In this section, the predictive skill is analyzed for both the observed behavior of the
selected potential predictors (potential skill) and for the case of actual forecasts (realtime
skill). For the latter the output of two dynamical models, CFSv2 and the ECMWF, are
used as predictors; for details see section 3.2.
Chapter 2 identified a set of predictive state vectors or potential predictors that could be
used to forecast extreme rainfall in SESA for the DJF season. Part of the idea of this paper
is to offer forecast methodologies that could be easily put to work in National Weather
Services in developing countries, where computational resources or highly trained personnel
may be scarce. Since not all of the potential predictors suggested in the previous chapter are
directly available in an operational way (at least to date), the predictive skill is evaluated
here using the following list of potential predictors:
1. SST: the PCs of the first 8 EOFs of the SST field for the domain defined by 43oN-60oS
and 128oE-20oE,
2. MJO: the frequency of occurrence of the 8 phases of the Madden-Julian Oscillation,
3. SST+MJO: combinations of (a) and (b), and
4. weather types: the frequency of occurrence of the 6 circulation regimes identified in
the previous chapter.
This set, when compared to the list proposed in Chapter 2, is only missing two potential
predictors, i.e., the SAM and SACZ indices; nonetheless, it still represents most part of the
observed variability2.
A large number of statistical models was built using CCA for each one of the sets
of potential predictors indicated above, producing retrospective deterministic forecasts of
frequency of extreme rainfall (dR95p) for the corresponding training period. CCA auto-
matically computes orthogonal modes, the actual predictors, from the corresponding set of
potential predictors. The best models were selected by maximizing the spatially averaged
2Actually, in terms of the SST potential predictors, the 8 PCs considered here provided slightly better
results than the SST indices used in Chapter 2.
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Kendall’s τ ; the skill scores were then computed for these models for the potential and
realtime predictability experiments.
The skill metrics chosen are a measure of how good the forecasts are, but they char-
acterize different attributes, and since their values are different in different locations, they
are presented in terms of spatial maps (Fig. 3.1 and Fig. 3.2). The Spearman correlation
coefficient shows how in-phase are the observations and forecasts. Discrimination, or how
well a forecast distinguishes between the different categories, is an extremely important
attribute, because it indicates whether any potentially useful information is actually being
provided. ROC area maps (the areas under ROC curves compare proportion of hit rates
versus false alarms) are used here to show the spatial distribution of the model’s discrimi-
nation. Furthermore, the Kendall’s τ coefficient is used as an overall goodness index of the
prediction, a measure of each model’s mean extreme rainfall predictability over SESA. The
analysis of skill is presented in the following paragraphs at local (Fig. 3.1 and Fig. 3.2) and
regional scale (Table 3.1).
In general, when a particular model is considered, the spatial patterns exhibited in the
different skill metrics are very similar (Fig. 3.1 and Fig. 3.2), indicating that there are
certain locations in SESA where forecasts are both in phase with observations and show
good discrimination for the above-normal and below-normal categories. When the different
models are considered, it is noticeable that these regions tend to be confined to Argentina,
Northern Uruguay and Brazil in the SST or MJO models, but cross-timescale models (i.e.,
SST+MJO and weather types) exhibit wider areas with even higher skill than the others,
including almost all Uruguay and Southern Brazil. Overall, the lowest skill is found along
the northern and eastern boundaries of SESA.
Although the skill scores between the potential and realtime predictability experiments
cannot be directly compared due to different training periods (28 years and 16 years, respec-
tively), it is noticeable that the skill metrics for actual forecasts exhibit higher variability
(statistical range of the values): the forecasts tend to be very good in certain regions and
considerably bad in others. In the potential predictability experiments, the skill is more
spatially homogeneous: forecasts tend to be very good in most places and not particularly
good in a few. Models considering cross-timescale interferences (SST+MJO and weather
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Spearman correlation! ROC area (above normal)! ROC area (below normal)!
Figure 3.1: Comparison of different hindcast attributes for the potential predictability ex-
periments (observed predictors) shown in Table 3.1.
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Spearman correlation! ROC area (above normal)! ROC area (below normal)!
Figure 3.2: Comparison of different hindcast attributes for the realtime predictability ex-
periments (forecasted predictors) shown in Table 3.1.
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types, lower rows of Fig. 3.1 and Fig. 3.2) show the best skill scores for both potential
and realtime predictability experiments, in agreement with the Cross-timescale Interference
Conjecture. Although these two models show statistically significant Spearman correlation
coefficients (> 0.30 for p < 0.05) for a very large number of grid boxes, the weather types
model exhibits better skill for basically all Uruguay, and Southern Brazil and regions of
Argentina.
The ROC areas tend to be better for the above-normal category in the cross-timescale
models, except for the potential predictability SST+MJO model (Fig. 3.1), which exhibits
better discrimination for the below-normal category in a region of Argentina close to the
center of SESA. Although the differences between the cross-timescale models seem to be
mainly in the location and spatial extension of the regions with higher skill scores (Fig.
3.1 and Fig. 3.2), regional-wide averages of the metrics show slightly higher values for the
weather type model, as discussed in the next paragraph.
The differences between the models could also be studied at regional scale. Spatially-
averaged Kendall’s τ for the MJO model (potential and realtime hindcasts) is significantly
different but lower than the SST model (see upper rows of Table 3.1). For the realtime
case, the MJO and SST models’ difference in Kendall’s τ is lower than for the potential
predictability experiment. This relative increase of skill is attributed to the fact that the
MJO ensemble forecast product provided by ECMWF actually includes 121 past observed
days in addition to the 32 forecasted days.
The Kendall’s τ for the SST+MJO model exhibit higher and significantly different
values than the SST model (Table 3.1), as suggested by the Cross-timescale Interference
Conjecture. Note that the SST+MJO model uses a combination of CFSv2 DJF’s SSTs,
initialized in October, and ECMWF’s MJO phases from the November 13th forecast cycle.
The skill of the SST+MJO model is high, even when the MJO forecast is only for 32 days
from mid-November, and thus it does not cover the entire DJF season. This result suggests
that the observed frequency of MJO phases in the months previous to the target season
could be used as potential predictor for extreme rainfall in SESA, and it merits further
study.
Although at local scale the SST+MJO model tends to outperform all the others (bottom
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Table 3.1: Spatially-averaged potential (observed predictors, 28 years) and realtime (fore-
casted predictors, 16 years) skill for the different models selected. For each column, SST
models are used as reference to compute statistically significant differences (p ≤ 0.1, denoted
by ∗).




weather types (WTs) 0.249∗ 0.202∗
row of Fig. 3.1 and Fig. 3.2), the spatially-averaged Kendall’s τ of the model using weather
types is the highest (Table 3.1). The fact the regional skill is not significantly (p < 0.05)
different than the one associated with the SST+MJO model is consistent with what was
suggested in the previous chapter about the weather types being “especially sensitive” to
cross-timescale interactions. It is likely that these circulation regimes are not only capturing
these interferences at subseasonal-to-seasonal scales, but are also sensitive to interferences
of climate drivers at other timescales. Another way to explain that their predictability is
higher than the mono-scale models (SST and MJO) is related to the fact that the weather
types are (realizations of) the only physically available states of the subsystem associated
with distinctive atmospheric circulations in SESA. Hence, any extreme rainfall event could
be written only in terms of these weather types, i.e., they are a filtered version of the
physical field, that “naturally” increase the predictive skill (e.g., EOFs of SST fields or
MJO are not the only physically available states associated with extreme rainfall events in
SESA). If the weather types are a set of vector bases to describe the vector space of all
possible observations, and it is true that multiple timescale climate drivers interfere with
each other in order to produce these observations, then it is logical that the weather types
are sensitive to cross-timescale interactions.
Nothwithstanding that DJF’s mean and extreme rainfall are more difficult to forecast
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than other seasons (Almeira and Scian, 2006; Cazes-Boezio et al., 2003; Pisciottano et
al., 1994), there is a significant increase in potential and realtime predictability (Table 3.1)
when cross-timescale interactions are considered by statistical models. A CCA-based Model
Output Statistics (MOS) applied on a combination of CFSv2 and ECMWF outputs could
be used as element of an experimental forecast system for frequency of extreme events
in SESA for DJF, and probably for other seasons (and locations) too. For models using
weather types as predictors, the skill is expected to be even higher than the one reported
here when other methods are used instead of the CCA approach, as in Moron et al. (2010).
This idea will be analyzed elsewhere.
On the other hand, although the length of skillful MJO predictions associated with
CFSv2 is still considerably shorter than that for ECMWF, CFSv2 does a remarkable job
capturing observed cross-timescale interactions. The general spatial structures associated
with the observed weather types are reproduced by CFSv2 (Fig. 3.3), at least for the
DJF season, with no need to project the model’s fields into the observed EOF patterns.
Regarding the representation of the weather types’ temporal evolution, the skill scores
indicate also a good representation of the observed behavior, in spite of the fact that the
total proportion of occurrence of each circulation regime still requires some improvement
(cf. number of days in parenthesis for both observed and modeled weather types in Fig.
3.3). Further research is required to explore how well this and other dynamical models
reproduce weather types characteristics and their relation to cross-timescale interferences.
As discussed in the previous chapter, this analysis can indicate concrete improvements to
be performed on the global and regional climate models based on physical interactions.
The next section takes advantage of the high skill found in the weather type model to
build s2s extreme rainfall scenarios from 3-month daily sequences of CFSv2’s circulation
regimes.
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Figure 3.3: Observed (first two rows, designated as “NNRPv2”) and modeled (last two
rows, designated as “CFSv2”) weather types for the DJF season. Contour lines sketch
geopotential height anomalies (gpm), and shaded regions indicate statistically significant
(p ≤ 0.05, t-Student test) anomalies. Panel titles give the accumulated number of days
for all the DJF seasons assigned to each cluster. Note that the CFSv2 weather types were
computed after concatenating 10 members, and thus the total number of days is 10 times
the one observed.
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3.4 A forecast methodology for subseasonal-to-seasonal ex-
treme rainfall scenarios
The previous section provided evidence that the predictive skill for the occurrence of extreme
rainfall events in SESA is increased when the interactions of predictors at different timescales
are considered. This section discusses a predictive approach for the sub-seasonal evolution
of these extreme events.
It is possible that the increase of skill is produced just by involving additional indepen-
dent predictors, with no interference taking place between them. But even if the predictors
do not interact with each other, the rainfall field in the region under consideration could
still be explained by their interfering signals (this could be referred to as the “weak” version
of the Conjecture).
A second possible explanation is that, in addition to the case above, there is an increase
in the predictive skill because the (non-linear) interference of climate drivers is itself an
additional predictor (“strong” version of the Conjecture). In a way, it introduces some kind
of selection rules that increase predictive capacity: the interaction is reducing the vector
space of all possible forecasts for a particular target period, from the wide range of outcomes
associated with an El Niño event to, for example, the ones that involve simultaneously an
El Niño event and MJO locked in phase 3.
To explore these ideas, statistically significant (p ≤ 0.05) anomalous percentage of the
observed occurrences of weather types were computed for each MJO phase considering all
years, the five strongest El Niño on record, and the five strongest La Niña on record (Fig.
3.4a, 3.4b and 3.4c, respectively). Preferred occurrences of the weather types in relation to
the 8 phases of the MJO were found in each case, indicating that in general the associated
conditional probabilities are not equal (using Dirac’s notation to be consistent with the
previous chapter, and ENSO+ denoting El Niño, ENSO− La Niña and WT the set of
weather types):
|〈WT |MJO〉|2 6= |〈WT |MJO,ENSO(+,−)〉|2 (3.1)
|〈WT |MJO,ENSO+〉|2 6= |〈WT |MJO,ENSO−〉|2 (3.2)
and, since the previous chapter showed that the weather types do not tend to persist
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Figure 3.4: Anomalous percentage of occurrence (see color bar) of each weather type for
each phase of the MJO for all seasons (DJF 1982-2010, panel a), El Niño events (b) and La
Niña events (c). Colored tiles are significant at p ≤ 0.05 confidence level, obtained using a
bootstrapping method resampling 1000 times.
for many days (see Table 2.1 of the previous chapter) , equations (3.1) and (3.2) suggest
that particular weather types’ sequences may be more common in the presence of specific
interactions.
These results suggest that cross-timescale interferences produce distinctive pre-conditioning
or entanglements between the climate drivers whose impacts, e.g., on extreme rainfall, could
be represented in terms of typical s2s scenarios built using sequences of daily circulation
regimes (weather types). Since the previous section showed that those seasonal forecasts
for DJF are skillful, in what follows seasonal sequences, i.e., sequences over the 3-month
season, will be used to define “s2s states” (in principle, weekly or monthly sequences could
be used too, but no skill analysis has been performed here for those timescales).
Note that these ideas are in line with the approach to extract sub-seasonal scenarios
considered by Moron et al. (2013), although the methodology followed here is different:
while their sub-seasonal scenarios are built in terms of the rainfall field itself, the present
study uses seasonal sequences of weather types, which are more predictable than rainfall,
to identify states that are then related to subseasonal-to-seasonal scenarios of occurrence of
extreme precipitation. One may think of this approach as a type of analog method (Lorenz,
1969; Van Den Dool, 1994; Zorita and Storch, 1999) which uses the s2s states to identify the
analog years, but that provides the subseasonal-to-seasonal evolution of the extreme events.
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Further details about the present approach are discussed in the following subsections.
3.4.1 Subseasonal-to-seasonal states and extreme rainfall scenarios
The methodology has been summarized in section 3.2 and in Figure 3.5. Additional details
are described in this subsection.
First, the weather types and associated Klee diagram, showing the sequences of circu-
lation regimes for every day in all the DJF seasons under analysis, was computed following
the same methodology reported in the previous chapter (Fig 3.5a).
Then the s2s states were obtained via a categorical clustering algorithm (Fig 3.5b) of
the daily sequences of weather types along the entire season, for all years in the period.
In the present study, after several tests, a set of 5 clusters was considered adequate to
represent different entangled states conducive to specific distributions of occurrences of
extreme rainfall (dR95p index). As mentioned before, the hypothesis is that these s2s
states represent distinctive cross-timescale interactions and thus are not modulated by just
one climate driver. Although there are s2s states that are clearly preferred during different
ENSO phases (e.g., El Niño in state I, and La Niña events in state V), ENSO years tend
to appear in other clusters too (Table 3.2).
The next step involves the identification of the s2s rainfall scenarios via a composite
analysis of the dR95p fields associated with each s2s state. The highest frequency of extreme
precipitation events, or extremely wet “spells”3, tend to occur during specific calendar days
(Table 3.2, Fig 3.5c). Though these spells are often associated with sequences of weather
types involving weather type 4 and weather type 6 (see Chapter 2), this clearly is not
always the case; persistence, ordering and alternation of the different circulation regimes
are important to understand the presence or not of extreme precipitation events –similar to
how a particular set of letters in a word mean something different when they are rearranged.
For details, see Chapter 2.
The s2s rainfall scenarios are not only different with respect to the way spells are dis-
tributed along the season, but also in their seasonal average of days with extreme rainfall:
3Although these do not correspond to a formal definition of wet spells, the name has been adopted here
for the sake of simplicity.
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Klee diagram! s2s states!










Figure 3.5: Representation of the methodology followed to generate subseasonal-to-seasonal
(s2s) extreme rainfall scenarios. (a) Klee diagram showing all observed weather types –blue
tend to be related to negative rainfall anomalies, and red to positive rainfall anomalies; (b)
subseasonal-to-seasonal categorical clusters (or states) showing 90-day sequences of weather
types; (c) temporal evolution of each observed s2s extreme rainfall scenario, showing the
associated frequencies of occurrence of extremely wet days, and the average value for each
scenario; (d) spatial distributions of the s2s extreme rainfall scenarios.
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scenarios I and V have the highest (∼ 40 days) and lowest (∼ 14 days) frequencies of
events, and scenarios III, IV and II are intermediate ones (∼ 36 days, 27 days and 19 days,
respectively).
Additional information for each scenario could be obtained in terms of the spatial dis-
tribution of (extreme) rainfall for a particular temporal window (Fig 3.5d), e.g., days 20-30,
the middle month or the entire season. This approach allows for the identification of pos-
sible locations where preparatory actions may be implemented before the occurrence of the
extreme events.
The same methodology could be used for different percentiles of precipitation (and
other variables), although an evaluation of its performance for these other cases must still
be explored.
3.4.2 Forecast skill
There are different ways to produce forecasts using this methodology. To illustrate the
approach adopted here, only one set of predictors was used: combinations of weather type’s
forecasted by CFSv2 (i.e., this subsection deals with analysis of realtime predictive skill).
These are the same combinations of weather types used in the predictability experiments
reported in section 3.3, which already provided statistically significant cross-validated skill.
The forecast model is built fitting the coefficients that appear in equation (A.2) via
a maximum likelihood estimator, and computing the probabilities for each scenario using
equations (A.3) and (A.4). As indicated in section 3.2, a cross-validation window of 3 years
was used to assess the predictive skill. It is important to bear in mind that in this approach
the s2s states (the categorical clusters) are the ones being forecasted, and not directly the
temporal or spatial distribution of extreme rainfall. The validation metrics considered in
this section were computed to evaluate discrimination, reliability and resolution (Jolliffe et
al., 2012; Mason and Stephenson, 2008) of the categorical forecasts of sequences of weather
types. The joint validation of both the s2s states and scenarios will be considered elsewhere.
In spite of the fact that the best-guess multinomial logistic model exhibits hits for only
half of the forecasts (Table 3.3), it is still a relatively high frequency of hits when compared
to the climatological one (0.2 if equiprobability is assumed true for this case, 0.14-0.28
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if more precise values are computed from the samples indicated in Table 3.2). Further
analysis revealed statistically significant (p < 0.05; bootstrapping method resampling 1000
times) values of the scores under consideration: Hit Score (0.5), Hit Skill Score (0.375) and
Kendall’s τ (0.338). The last one is considerably higher than the corresponding potential
skill value obtained in section 3.3 for the seasonal frequency of extremely wet days (see
Table 3.1; note that the present results use the same number of years as the potential skill
experiments).
Additional characteristics of the predictive model could be summarized with a contin-
gency table (or confusion matrix, Table 3.4). The model’s forecasts are better for state
I (18% of all years), followed by states II and III (both with 10.7%). The worst forecast
occurs for state V (3.6%), with a tendency to be “confused” only by state II. Note that
the latter is similar to state V, having the second minimum average frequency of days with
extreme rainfall in the entire season. State IV (7.1%) tends to be equally confused with
states II, III and V, but not with state I (see Table 3.4).
The method is promising, although the present version does not provide specific forecasts
of the expected extreme rainfall distribution, but a composite analysis involving similar years
in the historical record. Indeed, that is why the outputs have been called here “scenarios”.
Nonetheless, it is argued that the information provided is useful for decision-makers, as each
s2s extreme rainfall scenario involves only a handful of real historical cases that stakeholders
directly know or have indirect experience with. For instance, to suggest that DJF 2015/2016
could be classified as state I, with an extreme rainfall scenario similar to the one presented
at the top of Figure 3.5c, provides information about the typical distribution of extremes
(e.g., mainly at the end of December and during the second half of February), and also
indicates that it belongs to a particular set of years that, in the most part, were moderate
and strong El Niño events. Policy-makers can then refer to past experience to understand
and project possible impacts.
Finally, note that the best forecasted category, state I, is one of the most impactful, as
it is associated with the highest seasonal frequency of extreme rainfall events. It is also one
of the most common categories, and thus the society may be more used to deal with the
associated hazard under its present vulnerabilities. Those two facts give additional value
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Table 3.3: Cross-validated forecasted probabilities (in %) for each s2s state, and observed
category. Results are shown for the best-guess multinomial logistic model. Probabilities
have been rounded to the closest integer leading to the best expected ignorance score (see
section 3.2 for details).
Year I II III IV V Observed Hit(H)/Miss(M)
1983 1 53 41 4 1 III M
1984 1 8 60 30 1 IV M
1985 1 31 57 11 1 III H
1986 96 1 1 1 1 I H
1987 1 33 43 21 1 IV M
1988 1 9 24 65 1 III M
1989 1 50 44 4 1 II H
1990 1 29 49 20 1 III H
1991 1 2 1 1 95 II M
1992 1 9 25 64 1 IV H
1993 82 1 15 1 1 III M
1994 1 15 66 17 1 III H
1995 1 44 17 36 1 II H
1996 58 18 21 2 1 I H
1997 1 18 36 44 1 II M
1998 96 1 1 1 1 I H
1999 1 1 1 1 96 V H
2000 18 1 10 38 33 V M
2001 96 1 1 1 1 V M
2002 1 67 1 2 28 V M
2003 96 1 1 1 1 I H
2004 1 31 13 54 1 IV H
2005 66 11 19 3 1 III M
2006 1 4 7 1 87 II M
2007 96 1 1 1 1 I H
2008 1 94 1 2 1 II H
2009 25 18 37 3 17 I M
2010 1 56 38 5 1 I M
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to the use of this methodology to produce subseasonal-to-seasonal scenarios.
Table 3.4: Contingency table (in % of the total number of years) for the hindcasts reported
in Table 3.3.
Forecasted / Observed I II III IV V
I 18 0 7.1 0 3.6
II 3.6 10.7 3.6 0 3.6
III 3.6 0 10.7 7.1 0
IV 0 3.6 3.6 7.1 3.6
V 0 7.1 0 0 3.6
3.5 Realtime forecast constraints
This section briefly describes some operational aspects of an experimental forecasts system
for s2s extreme rainfall scenarios in SESA.
It is recommended to use the best predictors found in the present study, i.e., SST+MJO
and weather types. As indicated, the required forecasts involve both the ECMWF (MJO)
and CFSv2 (SST and weather types) models. In consequence, the availability of their
outputs define when to start the system’s processes.
The analysis performed in the present study involved data made available each year
around Nov 15th for CFSv2 (initialized in October, see details in Saha and Tripp (2011)) and
around Nov 13th for ECMWF. This means that the operational forecasts could start on Nov
15th, and thus use all the required fields. An alternative is to use October’s observed SST
fields, made available around Nov 5th, (or even CFSv2 output made available in October,
initialized in September) and the ECMWF MJO forecasts made available on Nov 6th, which
means that the start date for the operational forecast in this case could be Nov 6th (note
that the skill for this alternative has not been analyzed in this paper). The predictand,
dR95p, is the same discussed in this work.
As explained in section 3.2, the CFSv2’s forecasts required are SST anomalies (DJF,
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monthly resolution) and geopotential height anomalies at 850 mb (DJF, daily resolution),
from which the frequency of occurrence of the set of six weather types can be easily obtained
(see previous chapter and section 3.2 for details). In the case of the ECMWF, the ensemble
forecast for the two PCs is used to compute the frequency of occurrence of MJO phases.
Their 5-member ensemble contains a total of 153 days (121 past observations + 32 actual
days of forecast), which are to be used without subtracting any subset.
With these datasets, it is possible to produce both seasonal forecasts of occurrence of
extreme rainfall and s2s extreme rainfall scenarios, following the methodology discussed in
the previous pages. Automating the process will decrease the probability of mistakes and
guarantee that the products will be issued on time; while the details are out of the scope
of the present paper, it will only be mentioned here that both type of products could be
run automatically using scripts for the Linux version of CPT and MATLAB, providing also
updated cross-validated skill metrics.
3.6 Summary
The forecast skill of extreme rainfall frequency in South East South America for the DJF
season is improved when predictors at different timescales are considered. This is attributed
to mechanisms of climate variability acting at one timescale that contribute to predictability
at other timescales, in support of the Cross-timescale Interference Conjecture. Seasonal
forecasts of frequency of daily rainfall exceeding the 95th-percentile are, at regional scale,
significantly more skillful when cross-timescale predictors are used, compared to models em-
ploying SST fields alone. A new subseasonal-to-seasonal predictive approach was developed,
based on the conjecture that the cross-timescale interactions produce a preconditioning or
entanglement between the different climate predictors that makes certain climate driver con-
figurations to occur more often in a particular season.
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A Simple Model to Study
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Chapter 4
Cross-timescale Interference in an
Externally Forced Lorenz Model
The present chapter further explores cross-timescale interferences using a simple numerical
model that considers weather noise, inter-annual and decadal climate signals, both inde-
pendently and with interference. A discussion is presented about the non-linear character
of the interactions, and about the predictability of extreme events in this model. It is sug-
gested that early-warning systems in SESA should consider the relative phases between the
leading components of interfering signals as an index of occurrence of extreme events.
4.1 Rationale
The previous two chapters made a point of showing that cross-timescale interference is a
complex process that occurs in nature and that is necessary to explain certain kind and
characteristics (e.g., changes in frequency) of extreme events. Although specific physical
mechanisms were analyzed for SESA, the general nature and characteristics of these inter-
ferences need to be better understood. Several questions remain unanswered; for example:
are the interactions between the different predictors best modeled as a linear or as a non-
linear superposition? what is the relative impact (or dominance) of a particular timescale
over others? does cross-timescale interference impact only extreme events or also mean
values? is it possible to use cross-timescale interference as part of an early warning system
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for extreme rainfall events in SESA?
In order to explore answers to these questions, a simple model is used to reproduce
some important features of cross-timescale interference. In the next section the model and
methodological details and discussed. Section 4.3 analyzes the results of the simulations.
A general discussion an applications to real rainfall data for SESA is presented in Section
4.4, and the main conclusions are summarized in Section 4.5.
4.2 Methodology
4.2.1 Simulations
In order to understand better the conditions leading to critical transitions associated with
climate extreme events in real-world dynamical systems, it is important to step back and
explore these issues in a simplified dynamical model. It is easy to show that even relatively
simple linear models forced by inter-annual and decadal signals present cross-timescale
interference. In this chapter, a generalization of a Lorenz model (Lorenz, 1964) is used; it
considers a general external forcing Fn term:
Xn+1 = aXn(1−Xn) + Fn (4.1)
Two different mathematical expressions for the forcings are explored,
Fn = Ai cos(ωin) +Ad cos(ωdn) (4.2)
and
Fn = Ai cos(ωin)[1 +Ad cos(ωdn)] (4.3)
where -as in the Lorenz system- n corresponds to the iteration index (e.g., monthly time
step), a is the internal system parameter (1 < a < 4), and decadal (d) and inter-annual
(i) frequencies and amplitudes of the climate signals are represented by ωd and ωi, and
Ad and Ai, respectively. In this chapter, equations (4.2) and (4.3) will be referred to as
“additive” and “multiplicative” external forcings. These mathematical expressions were
chosen to explore the effect of linear versus non-linear superposition of external forcings
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Figure 4.1: Wavelet analysis for the Niño3.4 time series (upper panel, in standard devi-
ation units), using a Morlet wavelet (middle panels). The wavelet power spectrum and
global wavelet spectrum are presented in the lower left and lower right panels, respectively
(lower right panel: Fourier transform in blue, and wavelet transform in gray, while the red
line sketches the red-noise spectrum used to compute statistically significant values of the
spectrum). Periods are shown in years. For details see Torrence and Compo (1998).
into the system. Different functional forms were tested before choosing equations (4.2)
and (4.3), which were able to reproduce the general characteristics of the wavelet power
spectrum observed for El Niño3.4 index (see Figure 4.1 and Torrence and Compo (1998))
and at the same time offered a simple interpretation.
The model was numerically integrated for a total of 24,000 months (2,000 years) for each
experiment; longer integrations did not provide further insight in the behavior of the system.
The annual and decadal frequencies were kept constant along all simulations, corresponding
to scales of 1 and 11 years. Multiple amplitudes were explored in different simulations, and
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for the present study experiments with either Ai,d = 0 or Ai,d = 0.8 were selected.
Table 4.1: Numerical experiments selected for this study.
Experiment Forcing a Ai Ad Name
A none 3.56 0 0 No forcings
B multiplicative 0 0.8 0.8 Only forcings
C multiplicative/additive 3.56 0.8 0 No decadal
D multiplicative 3.56 0.8 0.8 Both forcings
E additive 3.56 0 0.8 No inter-annual
F additive 3.56 0.8 0.8 Both forcings
In order to study the behavior of the system, a wavelet power spectrum and coherence
analysis (Ng and Chan, 2013; Torrence and Compo, 1998) was performed for all the exper-
iments. This helped to choose an adequate subset of cases for further analysis, representing
the variety of interferences (or lack thereof) to be studied. Table 4.1 presents the final six
numerical experiments chosen for the present research.
Experiments with only an additive expression for forcings (a = 0) did not present any
cross-timescale interference, the wavelet spectrum just showing significant power in the 1-
and 11-year bands. Note that the “no decadal” forcing experiment (Ad = 0) is the same
for both types of forcings, and therefore appears in Table 4.1 only once (experiment C).
To avoid problems related with the spin-up period of the model, and also to decrease the
impact of the beginning and the end of the time series in the wavelet analysis, the study
was focused only on the central 8,000 months of the total simulated period.
To analyze the impact of cross-timescale interference in mean and extreme values, two
sections of the time series corresponding to Experiment F were selected (Figure 4.3 and
Figure 4.3); these sections correspond to periods where more cross-timescale interference
events were present (months 1,000-2,000) than the long-term normal, and where fewer
cross-timescale interference events were visible (months 3,000-4,000) than the normal, re-
spectively. For this experiment, the normalized histogram (Figure 4.5) consider the size of
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the bins (50), and the statistical difference test involves a bootstrap resampling method in
which the time series were randomized 1000 times.
Time series of the evolution of the standard deviation and auto-correlation were com-
puted for each one of the selected experiments, and were used to explore predictability of
extreme events (Scheffer et al., 2009). The standard deviation time series uses a 20-month
running window to compute the instantaneous value.
4.2.2 Observed rainfall and SST datasets
In order to explore the potential use of wavelet tools with real-world data, observed rain-
fall and SST indices were computed using the Climate Research Unit gridded precipitation
dataset version 3.21 (CRUTS3.21, Harris et al. (2014)) and the gridded sea-surface temper-
ature Kaplan Extended dataset version 2 (Kaplan et al., 1998).
Monthly rainfall data was spatially averaged for SESA (36oS-25.5oS, 65oW-53.5oW). The
Niño3.4 was computed using the usual domain (120oW-170oW and 5oS- 5oN). The Atlantic
Multidecadal Oscillation (Schlesinger and Ramankutty, 1994) index was computed using
the domain defined by 0o-60oN, 80oW-0o and, to be able to analyze multiple timescales, no
filtering or smoothing was used. All datasets consider December-February (DJF) anoma-
lies for the period 1902-2010, the first December corresponding to 1901. Anomalies were
computed with respect to the long-term mean.
All datasets were standardized normalizing with respect to their respective standard de-
viations, and then transformed so their probability density functions are Gaussians. Cross-
wavelet and wavelet coherence spectra (Grinsted et al., 2004; Ng and Chan, 2013; Torrence
and Compo, 1998) were computed using the MATLAB codes provided by Grinsted et al.
(2004). As in the case of the simulations, significance tests in the wavelet spectra were
computed with respect to red noise.
4.3 Results
In this section the main results are discussed. The first part presents the wavelet spectrum
analysis of the selected experiments, and the second part focus on the relationship between
CHAPTER 4. CROSS-TIMESCALE INTERFERENCE IN AN EXTERNALLY
FORCED LORENZ MODEL 72
extreme events and cross-timescale interference in one of the experiments.
4.3.1 The Power Spectrum of Cross-timescale Interferences
Torrence and Compo (1998) have performed a wavelet analysis of the Niño3.4 index. Figure
4.1 shows that El Niño-Southern Oscillation (ENSO) events tend to occur between 2-7 years,
a well known fact. There are structures present in the wavelet power spectrum (lower left
panel of Figure 4.1), sketching signals that are not confined only to one timescale, but
that spans several frequencies. In this research, these particular structures are suggested
to be a manifestation of cross-timescale interferences. Extreme values in the time series,
for example those exceeding 1.5 standard deviations, tend to occur simultaneously or just
after these cross-timescale interferences. It is hypothesized that the harmonics and sub-
harmonics in the signals present in the time series interact with each other to produce
these extreme events, in a way similar to a constructive interference in standard non-linear
oscillatory theory.
One of the goals of this chapter is to better understand how these cross-timescale pat-
terns are formed, and if it is possible to reproduce their main features with a simple model.
In order to understand the specific impact of each one of the terms in the model (4.1) on the
occurrence of cross-timescale interference, the wavelet power spectra of the six experiments
presented in Table 4.1 are analyzed (see Figure 4.2).
The classical Lorenz model, equation (4.1) with no forcing, does not show any cross-
timescale interference at inter-annual or decadal timescales (Figure 4.2A). In the wavelet
spectrum, all the power is confined to periodicities lower than 0.5 years. If only the inter-
annual and decadal forcings are considered, i.e., a = 0 in equation (4.1), then the power is
confined to the annual band in the case of a multiplicative forcing (Figure 4.2B), and to two
separated and well defined bands at 1- and 11-year for the additive forcing (not shown), as
one should expect. In the case of multiplicative forcing and no decadal signal (Figure 4.2C),
again the power spectrum is confined to high-frequency bands (≤∼1-year band). Besides
no interannual-to-decadal cross-timescale interference in these experiments, an important
feature is that the bands do not tend to present temporal discontinuities for the chosen time
resolutions of the wavelet power spectrum.
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Patterns that are similar to the ones observed for the Niño3.4 index (Figure 4.1), and
that present high power along continuous timescale sections, are present when both inter-
annual and decadal external forcing are considered in equation (4.3), as seen in Figure 4.2D.
Cross-timescale interference in Experiment D produces spectral structures that are present
at lower frequencies too (periods > 11-year band).
If the additive forcing is considered, equation (4.2), and no external inter-annual signal
is in play, the cross-timescale interference between the classical Lorenz map and the 11-year
signal produces spectral structures that are only present at high frequencies (Figure 4.2E):
no signal for periods > 11-year band. This suggests that only when both the inter-annual
and decadal external forcings are interacting with a non-linear generator as the logistic map,
their harmonics and sub-harmonics produce the type of multi-scale spectral structures that
are present in the observations. Indeed, this is shown in Experiment F, which considers
the additive expression for the forcing component, equation (4.2), and both inter-annual
and decadal forcings (Figure 4.2F). It was not possible to reproduce these cross-timescale
interference spectral features in the wavelet power spectrum if only one of the external
forcings was used, at least not with the set of parameters chosen.
4.3.2 Extreme events and Cross-timescale Interference
Given that Experiment F presents the spectral features of interest, it was chosen for further
analysis. Its wavelet power spectrum shows (see Figure 4.3) that there are periods with
relatively stronger and more frequent cross-timescale interference (e.g., months 1,000-2,000,
or 7,000-8,000 in Figure 4.3) and others with less intense and less frequent interferences
(e.g., months 3,000-4,000, or 5,500-7,000).
The time series for the section between months 1,000 and 2,000 is presented in the
upper panel of Figure 4.4. Extreme events are defined here in terms of values exceeding 2
standard deviations. This experiment tends to have more extreme events happening below
the normal than above it (Figure 4.4). Values exceeding −2.5 standard deviations tend to
be related to cross-timescale interference. As expected, the occurrence of these extreme
events is not trivially related with the linear superposition of the inter-annual and decadal
forcings (Figure 4.4): even a relatively simple non-linear model like equation (4.1) involves
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Figure 4.2: Wavelet power spectra for each one of the experiments presented in Table 4.1.
Units in colorbar are normalized with respect to the model’s variance, and only significant
(p < 0.1) values are shown (computed with respect to red noise). Periods are in years.
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events that cannot be explained by a first order approximation via a linear superposition.
Indeed, both Experiments F and D exhibit cross-timescale interference patterns in their
wavelet power spectra, but the way the superposition of the external forcings is imposed is
very different: linear (Experiment F) and non-linear (Experiment D). This suggests that the
source of the non-linear character of the interference is related to the interaction between
the external forcings and the chaotic logistic kernel of the model, and not (only) to the way
the external forcings are superimposed.
F 
Figure 4.3: Time series (upper panel, in standard deviation units) and wavelet power spectra
(lower panel) for Experiment F. Units in colorbar are normalized with respect to the model’s
variance, and only significant (p < 0.1) values are shown (computed with respect to red
noise). Periods are in years.
Cross-timescale interference has an impact not only in terms of shifting the tails toward
more extreme values, but also modifying the mean values (see Figure 4.5). Normalized
histograms for months 1,000-2,000 (exhibiting more cross-timescale interference events) and
3,000-4,000 (exhibiting less cross-timescale interference events) show significantly different
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Figure 4.4: Time series section for Experiment F (in blue), between months 1,000 and 2,000.
The time series in yellow (upper panel) is just the linear superposition of the inter-annual
(green) and decadal (red) signals visible in the lower panel. The units in the upper panel
are standard deviations, while the amplitudes in the lower panel are dimensionless.
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Figure 4.5: Normalized histograms for two distinctive periods with more (green) and less
(red) cross-timescale interference events than normal in the Experiment F. The abscissa
shows standard deviations.
values (p < 0.1) . The general shape of the distribution does not change, though, suggesting
that it is model-dependent.
The predictability in these simulations was addressed in a simple way. Time series of the
evolution of the standard deviation and auto-correlation were computed for each one of the
selected experiments. Scheffer et al. (2009) have shown that these metrics tend to provide
useful information about the occurrence of critical transitions in certain dynamical systems,
and that could be used as generic early-warning signals that the system is approaching
a critical threshold. No clear evidence was found (Figure 4.6) supporting the idea that
monitoring the auto-correlation function or the temporal evolution of the standard deviation
could potentially predict extreme events or transitions from mean to extreme values. There
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tend to be significant changes in the magnitudes of both the standard deviation and the
auto-correlation functions after the occurrence of extreme events (see, for example, the
event around month 1,110 in Figure 4.6), but not before.
It is proposed here, however, that considering the relative phases between the cross-
timescale leading components of the interfering signals can be useful as a potential predictor
for extremes produced by cross-timescale interference. The idea is explored in the next
section.




































Figure 4.6: Time series for Experiment F (in blue), section between months 1,000 and
1,200; units are standard deviations. The time series in yellow (upper panel) is just the
linear superposition of the inter-annual and decadal signals visible in the lower panel of
Figure 4.4. The auto-correlation function (red, middle panel) and standard deviation, STD
(green, lower panel) are also presented.
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4.4 On Real Wavelet Spectra and Early-Warning Signals
Extreme events in the simulated time series tend to occur when the external forcings are
phase-locked (e.g. Figures 4.4 and 4.6), but that is not a necessary and sufficient condition.
As discussed above, the non-linear interaction between the external forcings and the purely
logistic kernel of the model is responsible for the cross-timescale interference extreme events.
Due to the lack of long-term predictability of the chaotic logistic kernel, it is difficult to
forecast when these extreme events will happen.
A way to deal with this lack of predictability is to continuously monitor the cross-
wavelet and wavelet coherence spectra (e.g., Grinsted et al. (2004) and references therein)
of observed rainfall and potential predictors as the ones discussed in Parts I and II of
this thesis. If there is a relation between potential predictors and the predictand (extreme
rainfall in SESA, in this case), the relative phase between them should not exhibit a random
behavior. The hypothesis is that the analysis of the variability of the relative phases of
predictor-predictand pairs (e.g., extreme rainfall-interannual predictor, extreme rainfall-
decadal predictor) provides useful information about when these extreme events tend to
occur.
Real systems, of course, are more complex than the simple model (4.1), and they can
exhibit extreme events when the potential predictors (similar to the external forcings in the
model (4.1)) are in phase and also out-of-phase1.
For example, the author recently suggested (see Stewart-Ibarra et al. (2014)) that a
constructive interference between minimum temperature and precipitation signals, inter-
acting at different timescales, contributed to the dengue epidemics that took place in 2010
in coastal Ecuador (Figure 4.7). Cross-wavelet spectra, indicating regions in the time-
frequency space where time series show high common power, exhibit nearly in-phase signals
at different time scales only around 2010 (Figure 4.7; see arrows pointing to the right in
the 1-yr band for dengue-minimum temperature spectrum, and in the 2-yr band in the
dengue-rainfall spectrum).
On the other hand, rainfall in SESA is related to climate drivers that do not need to act
1Certainly, simplified models could also be built to reproduce this behavior.
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Figure 4.7: Normalized weekly time series (upper panel) of dengue cases (blue), rainfall
(green) and minimum temperature (red) for coastal Ecuador; the black box indicates weeks
1-15 in 2010, when 75% of the cases from the epidemic were reported. The cross-wavelet
spectrum for dengue and rainfall (middle panel) and dengue and minimum temperature
(lower panel) show arrows indicating the relative phase between the corresponding signals;
arrows pointing horizontally to the right indicate that the two variables are in phase. Black
contour show significant (p < 0.1) levels. Periods are shown in years. (After Stewart-Ibarra
et al. (2014))
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necessarily in phase. As discussed in Part I (see Table 2.4), interference between seasonal
negative SSTs anomalies in the Equatorial Pacific and certain positive SSTs patterns in the
Atlantic are conducive to extremely high rainfall anomalies in SESA. At longer timescales,
Seager et al. (2010) showed that the Atlantic Multidecadal Oscillation (AMO) plays an im-
portant role modulating decadal scale rainfall in South Eastern South America via vorticity
balance: cold tropical Atlantic SST patterns induce upper-level convergence and southerly
flow toward SESA, advecting absolute vorticity and requiring vortex stretching and ascent,
which in turn causes increased precipitation. Hence, depending on the case, the different
potential predictors could be in phase or anti-phase (or even in phases in between) and be
conducive to extreme events.
As stated before, knowing the relationship between the relative phases between rainfall
episodes and their potential predictors, early-warning signals could be stablished. To illus-
trate the approach and to be consistent with the discussion presented in the previous section
about inter-annual and decadal forcings, in what follows only the Niño3.4 and AMO indices
will be considered. Their DJF average evolution is analyzed along with rainfall anomaly for
the period 1902-2010 (Figure 4.8A).
Rainfall in SESA covaries at different timescales with the selected indices (Figure 4.8; a
wavelet coherence could be thought as a localized correlation coefficient in time-frequency
space (Grinsted et al., 2004)). The relative phases between rainfall and the SST indices are
different for different periods of time; the arrows in Figure 4.8 indicate such phases: arrows
pointing to the right correspond to the variables being in phase, while those pointing to the
left indicate anti-phase. Similarly, arrows pointing upward and downward correspond to a
lag of 90o between the variables2.
As it is well known, rainfall in SESA tends to be in phase with ENSO (arrows tend to
be pointing to the right in Figure 4.8B), although that is not always the case. The wavelet
coherence is stronger during certain periods and timescales (∼4-12 yrs for 1910-1955, and
2When analyzing phases, the order of the variables (e.g., X and Y) is important. Arrows pointing
downward indicate that X is leading Y by 90o, while Y leading X by 90o corresponds to arrows pointing
upwards. Notice that 90o (or any value different than 0o) means different lags in years, as it is a function of
the timescale in the wavelet spectrum (y-coordinate).
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∼2-7 yrs for 1985-2010). The phase relationship between SESA’s rainfall and Atlantic SSTs
is more complex, as two spectral bands seem to interfere at the end of the past century.
At the 8-12 yr band the AMO led rainfall by 90o (∼2.5 yrs) during the first few decades
of the 20th century and from 1985 to present; nonetheless, the variables were in anti-phase
between 1940 and 1970. The relative phases are less variable in the 18-25 yr band, which
became strong around 1950s and shows the Atlantic SST signal lagging rainfall in SESA by
around 90o (∼5 yrs)3.
Early-warning signs are based on these relations and relative phases. Of course, the
relative phases do not provide information about the actual phase or sign of the anomaly of
the predictor (Figure 4.8A), which needs to be known in order to understand the wavelet
coherence diagram. The use of wavelet coherence spectra such as shown in Figure 4.8, indi-
cates that extreme rainfall events after 1990s occurred through cross-timescale interference
of at least ENSO and AMO signals, the latter involving two different spectral bands until
around 2005 (as reported in Parts I and II, other potential predictors also have a role in
the occurrence and characteristics of rainfall extremes for the region). These spectra also
show the relative phases present during extreme rainfall events. Although this information
is partially useful, as it does provide “necessary conditions”, it does not give a clear sign
about when or how intense the extreme events will be: all extreme events after 1990 show
similar spectral patterns (Figures 4.8B and 4.8C). An additional coherence spectrum may
be useful to discriminate between events.
ENSO and AMO tend to covary along the 2-4 yr band (the signal is especially strong
after the 1970s, but seems to be present at least since the 1930s) and along the 16-yr
band. Each band exhibits a particular relative phase, that is kept approximately constant.
Extreme rainfall events in SESA tend to occur and be more intense when the relative
phases are kept constant across timescales within well defined bands. For example, consider
1988-1989, a strong La Niña, or 1997-1998, a strong El Niño. The ENSO-AMO wavelet
coherence spectrum shows (Figure 4.8D) a cross-timescale enhancement of the inter-annual
band during those years, with their relative phases kept approximately constant along the
3A lead of 90o can also be interpreted as a lag of 270o or a lag of 90o relative to the anti-phase (opposite
sign).
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B. Wavelet Coherence Spectrum: Rainfall - Niño3.4








C. Wavelet Coherence Spectrum: Rainfall - AMO








D. Wavelet Coherence Spectrum: Niño3.4 - AMO



















Figure 4.8: Time series for DJF’s rainfall in SESA, Niño3.4 and AMO indices (in standard
deviations, panel A). Squared wavelet coherence (see colorbar) between the standardized
rainfall and Niño3.4 index (B), AMO (C), and between Niño3.4 and AMO indices (D).
Significant (p < 0.1) levels are shown inside a thick contour. Arrows show relative phase
(see text). Periods are shown in years.
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different scales involved in that spectral band. The case is slightly different for the 1991-
1992 event: the cross-timescale enhancement exists during that year, but the relative phases
are not consistent along the different scales within the band (that event corresponds to a
moderate El Niño instead of a strong one).
This empirical early-warning indicator is based on observed relations between the pre-
dictors and the predictand at different timescales, and thus it requires to consider all the
information provided by Figure 4.8 (and to consider other potential predictors). For ex-
ample, if only the Niño3.4-AMO coherence spectrum is used to explain the occurrence of
a possible extreme event in 1975-1976, the indicator fails. This failure happens because
although the inter-annual band has significant levels and the phases are kept relatively
constant along the different scales within the band, no significant spectral patterns can be
detected in the rainfall-Niño and rainfall-AMO spectra (see event 1975-1976 in Figures 4.8B
and 4.8C).
This approach deserves further investigation, and it is not a predictive system. It is an
attempt to identify, using cross-timescale interference, suitable metrics (i.e., relative phases
and signals within spectral bands) that may indicate the occurrence of extreme rainfall. In
the best case scenario it is an empirical guide to help identify necessary conditions conducive
to extreme rainfall events in SESA and probably in other parts of the world.
The wavelet decomposition employed here could also help to identify statistically sig-
nificant signals in the wavelet spectrum that could work as additional potential predictors
or potential predictors providing higher skill (because they represent filtered versions of the
original index). For instance, it is possible to explore the interannual-to-decadal scale pre-
dictability of rainfall in SESA using simultaneously different spectral bands in the Niño3.4
and AMO indices, or even co-variability modes exhibited in the Niño3.4-AMO coherence
spectrum. This idea will be explored elsewhere.
4.5 Summary
The main spectral characteristics of observed time series (e.g., Niño3.4 index) are repro-
ducible using an externally-forced Lorenz (logistic) model. It is not possible to reproduce the
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observed cross-timescale spectral features in the simulated wavelet power spectrum if only
one of the external forcings (inter-annual or decadal) was considered. The nature of cross-
timescale interference is non-linear, but extreme events appear even when a linear superpo-
sition of inter-annual and decadal signals are considered. This suggests that the non-linear
character of the system is produced via interactions with the chaotic high-frequency signals
(original logistic model without external forcings). Cross-timescale interference tends to im-
pact both mean and extreme values in the time series. No predictive power was found when
using metrics like standard deviation and auto-correlation, although these metrics have been
proposed to detect precursors of critical transition in certain dynamical systems. However,
an early warning signal for occurrence of extreme rainfall in SESA may be possible via a
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Chapter 5
Conclusions
With a focus on the Southeastern South America region for DJF, a season known to be
more complex than others in terms of rainfall predictability in the region (Barreiro, 2009;
Cazes-Boezio et al., 2003), the first part of this thesis analyzed recurrent synoptic weather
types, extreme events, and climate drivers to identify relationships associated with both wet
and dry extreme rainfall events for DJF. The results indicate that subseasonal-to-seasonal
scale climate drivers interact to modulate the occurrence of the circulation regimes that
are conducive to extreme rainfall events in SESA, via their imposed synoptic control on
meso-scale physical features (Table 2.2).
The circulation regimes represent the daily realization of regional and local physical
mechanisms, some of them directly involved in the occurrence of extreme rainfall through
the transit of extratropical cyclones, heat and moisture advection, and convective meso-scale
complexes. The analysis of the relationship between the circulation regimes and climate
drivers indicate that the seasonal frequency of extreme events is modulated by the phases
and particular configurations of ENSO, AMM, SAD and SAM in the preceding months
(September, October, November), and further modulated by the phases of MJO and SACZ,
generally during the previous 3-14 days (Table 2.3). Moreover, MJO/SACZ can sometimes
dominate the interannual signal.
An integrated cross-timescale approach is proposed for extreme event prediction, the
first of its kind for the region. The rationale is that since different climate drivers have
their own imprint on extreme rainfall characteristics (e.g., frequency, intensity, location)
CHAPTER 5. CONCLUSIONS 88
and since they also tend to interact with each other, considering an extended set of the
required predictors leads to superior diagnostic and forecast information. The idea of using
cross-scale interference between climate drivers for prediction of extreme events, although
not new (see for example (Goddard et al., 2014; Greene et al., 2011; Meehl et al., 2009), has
been explored more at longer time scales, and it is not yet common in statistical prediction of
subseasonal-to-seasonal events. Modern dynamical models, by their own nature, incorporare
an integrated approach, but their present skill for extreme rainfall events and even the
representation of large-scale climate drivers still has room for improvement.
The Weather Type approach used in this work presents several advantages with respect
to other methods. First, it helps to better understand the cross-timescale physical processes
behind the occurrence of extreme events by linking large-scale climate drivers with particular
daily synoptic configurations that are conducive to those extremes. It permits one to identify
potential sources of predictability at different timescales. And most importantly, since the
weather types are a realization of the available states of the system, they represent a near
complete set of potential predictors, thus simplifying the task of identifying all the possible
potential predictors. In other words, the WTs constitute a particular alphabet to describe
all possible synoptic states in the region, and the particular sequences of this alphabet (i.e.
words) may be related to the occurrence of extremes. The use of cryptographic algorithms
to decipher these relationships could be worth pursuing, in some kind of “atmospheric
cryptography” approach.
At subseasonal scale, the WT approach also provides a coherent weather generator
method to produce daily sequences of precipitation (Racsko et al., 1991; Richardson, 1981)
in a way that is physically consistent with the observed behavior of the circulation regimes
and how these are modulated by the climate drivers. This increases the relevance of the
predictions to sectors like agriculture and water resource management.
Since dynamical models generally do a better job representing atmospheric circulation
than precipitation patterns and characteristics of extreme rainfall events, the study of sim-
ulated WTs can shed light on the particular aspects of the dynamical models that must
be improved in order to increase their performance in representing and predicting extreme
events. Simulated weather types could also be used as potential predictors for extreme
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rainfall events in statistical models, via a Model Output Statistics (MOS) approach. Since
the WTs represent a filtered version of the physical field used to define them (e.g., 850 mb
geopotential height anomalies), the predictive skill is a priori expected to be higher.
The methodology employed is general and can be used for other regions not only to
better understand the mechanisms associated with extreme rainfall events, but also to
analyze the association of these structures with regional and large-scale physical features
at play in these other regions, thus helping to identify potential sources of predictability at
different scales.
The second part of the thesis showed that the forecast skill of extreme rainfall frequency
in South East South America for the DJF season is improved when the interference of
predictors at different timescales is considered. This is attributed to the role of mechanisms
of climate variability acting at one timescale that contribute to the predictability at other
timescales. Two different but complementary forecast approaches were used to reach this
conclusion.
Seasonal forecasts of frequency of daily rainfall exceeding the 95th-percentile are, at
regional scale, significantly more skillful when cross-timescale predictors are used, compared
to models employing SST fields alone (e.g., Kendall’s τ increases ∼ 23% - 43%). This
improvement allows for the provision of skillful forecasts to decision-makers in the region
as a whole, so they have a sense of what to expect in terms of seasonal probabilities of
occurrence of extreme rainfall events for the three traditional categories: above-, below-
and normal. Nonetheless, at local scale (i.e., for a particular grid box) the use of cross-
timescale predictors may not always increase the skill, possibly due to local noise patterns
that are filtered out when a regional average is performed.
Since additional climate information at shorter timescales, e.g., the particular evolution
of the extreme events within the season, is widely desired by decision-makers, a “seamless”
subseasonal-to-seasonal forecast methodology was developed and tested.
The new predictive approach is based on the conjecture that the cross-timescale inter-
actions produce a preconditioning or entanglement between the different climate predictors
that makes certain weather types (or combination of climate drivers like particular phases
of ENSO and MJO) to occur more often in a particular season.
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These configurations provide an opportunity to exploit the seasonal predictability of
weather statistics (extreme rainfall frequency in this case) to produce sub-seasonal scale
climate information about the evolution of such weather statistics through the season. The
approach allows for the probabilities to be computed for each of the (five, in the case
analyzed here) states that describe seasonal sequences of daily circulation regimes conducive
to particular extreme rainfall distributions. These scenarios are associated with distinctive
periods of time and frequencies of occurrence of “extremely wet spells”, e.g., during the first
20 days of the season or along the entire month of February (like in scenario III). Although
these rainfall scenarios are not forecasts per se (that is, the subseasonal-to-seasonal states
are the ones being forecasted), the approach offers useful information to decision-makers
interested not only in how many extreme events will happen in the season, but also in how,
when and where those events are likely to occur.
Besides exploiting seasonal predictability to provide information at sub-seasonal scale,
the subseasonal-to-seasonal states have the advantage of being more predictable than rainfall
scenarios, because the atmospheric circulation patterns are in general more predictable than
rainfall regimes. Moreover, the approach provides consistent results when applied to other
parts of the world, and it also seems to increase the skill of mean seasonal values (i.e., not
only extremes).
The particular ways in which cross-timescale interference increases forecast skill in dif-
ferent parts of the planet is not well understood. Although the role of weather types and
their relationship to different physical mechanisms was discussed in Part I to explain the
occurrence of extreme rainfall events in SESA, further research is required in order to bet-
ter understand how the cross-timescale interactions produce the subseasonal-to-seasonal
states associated with specific intra-seasonal evolution of extremes. The physical mecha-
nisms behind sequences of weather types (or “words”) are more complex than just adding
up the processes associated with daily events, i.e., the memory of the system is important,
underscoring the non-linear nature of the interferences.
Indeed, from a system dynamics perspective (Palmer, 1999), extreme rainfall in SESA
and its predictability may be ruled by the effect of a linear or non-linear superposition
of non-interacting or interacting climate drivers. Which one is the case for SESA? The
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Cross-timescale Interference Conjecture discussed in this study suggests that the climate
drivers’ entanglement is evidence of their non-linear interactions. Studies in other parts
of the world have found similar results when studying interactions between climate drivers
(see for example Krishnamurthy and Shukla (2007) and Yoo et al. (2010) and references
therein).
From the Conjecture’s perspective, the non-linearity of the interferences, the seasonal
weather statistics, and the sub-seasonal evolution are all related. Once the entangled state
is stablished, in addition to modulation of the total seasonal frequency of extreme events,
the cross-timescale interactions take place such that the intra-seasonal evolution of extreme
rainfall does not happen randomly along the season, but in a more organized way. For
example, the subseasonal-to-seasonal state I (Figure 3.5), which tends to occur during El
Niño events and thus with the presence of frequent meridionally-propagating Rossby waves
affecting SESA (see discussion in Chapter 2), is not only associated with the highest seasonal
frequency of extreme rainfall events, but these tend to happen during the end of December
and the middle of February.
On the other hand, a simple version of the subseasonal-to-seasonal scenario approach
was discussed in the second part of the thesis. It is recommended to explore extensions of
the method, for example, involving conditional probabilities on the occurrence of particular
extreme rainfall distributions given a forecast with a dominant probability for one of the
subseasonal-to-seasonal states.
The third part of the thesis considered a forced logistic model to explore the extent
to which cross-timescale interferences exhibited by this dynamical system could provide a
more in-depth understanding of the occurrence and intensity of extreme events and their
potential predictability. From a set of numerical experiments with different configurations,
a representative sub-set of six experiments (Table 4.1) was selected and analyzed.
A wavelet analysis approach is useful to describe cross-timescale interferences, which
could be defined in the wavelet power spectrum in terms of connected cross-scale regions
with significant power levels. It was found that it is possible to reproduce the main spectral
characteristics of observed time series (e.g., Niño3.4 index) using an externally-forced Lorenz
(logistic) model that considers inter-annual and decadal signals. Moreover, it was not
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possible to reproduce the observed cross-timescale spectral features in the simulated wavelet
power spectrum if only one of the external forcings (inter-annual or decadal) was considered.
As expected, the nature of cross-timescale interference is non-linear, and it tends to
impact both mean and extreme values in the time series. However, the spectral signatures
identified with cross-timescale interference appear both when non-linear (multiplicative) and
linear (additive) superposition between the inter-annual and decadal signals are considered,
suggesting that the chaotic weather signal plays an important role in the non-linear nature
of these cross-timescale interactions.
No predictive power was found when using metrics like standard deviation and auto-
correlation. These metrics were suggested by Scheffer et al. (2009) as adequate to detect
critical transitions that could be related to extreme events in certain dynamical systems.
Hence, either the system studied here is not exhibiting these critical transitions or these
metrics are not always good indices for such events. Nonetheless, it was proposed that
there may be potential for prediction of the occurrence of extremes events if relative phases
between the cross-timescale leading components are considered ahead of time.
A few ideas explored in the last part of the thesis require further investigation. The
wavelet decomposition employed could help to identify additional potential predictors us-
ing simultaneously different spectral bands in the Niño3.4 and AMO indices, or even co-
variability modes exhibited in the Niño3.4-AMO coherence spectrum (see Figure 4.8D).
Cross-timescale interference involves bidirectional causal structures that could be stud-
ied through convergent cross-mapping (Sugihara et al., 2012). The identification of the
different states of the system and the role of noise or external forcing associated with sig-
nals at different time-scales may help to understand better how non-linearity may increase
variability and the occurrence of critical transitions in systems with strong cross-timescale
interference. It may also be illustrative to explore power-law relationships between inten-
sity and frequency of extremes in this context. From a realtime forecast point of view, the
most important idea to further explore is if relative phases between the cross-timescale lead-
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Appendix A
Multinomial Logistic Models
This study employs multinomial logistic models, as mentioned in step (5) of section 3.2, to
forecast the s2s states using the chosen set of predictors.
If πi denotes the conditional probability associated with the i
th s2s state (categorical
cluster Yi, ∀ i = 1...n), given a predictive state vector X, i.e., a combination of p predictors
(Xj , ∀ j = 1...p), then –using Dirac’s notation to be consistent with Part I–
πi = |〈Yi|X〉|2 = P (Yi|X) (A.1)




= αi + βijXj (A.2)
where the Einstein summation convention is used, π̃ denotes the probability of the n − 1
reference category logits, αi is a constant associated with the i
th s2s state and the βij are
the coefficients of each predictor Xj , representing the effects of the predictor variables on
the relative risk or log-odds of being in one category versus the reference category.
From equation (A.2) it is possible to write ∀ i = 1, ..., n− 1
πi =
exp (αi + βijXj)




1 + [exp (αk + βkjXj)]k
(A.4)
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with k = 1..n − 1 a summation index. The reference category is arbitrary, and thus it
was chosen to be the last one: π̃ = πn. The MATLAB implementation of the maximum
likelihood estimator was used to determine the coefficients βij for this model (via the mnrfit
function).
