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本研究ではFPGAを搭載したタブレット型のヘテロジニアスコンピューティングデバイスを試
作し，評価を行った． 
近年，携帯端末の普及と利用方法の多様化により，アプリケーションから要求されるスペック
や機能が増加し，携帯端末の汎用プロセッサでは処理しきれない部分も増えてきている．プロセ
ッサには動画デコードや暗号化回路など頻繁に利用される処理向けに専用回路がハードウェアで
組み込まれていることも多いが，すべての処理に対して専用回路を静的に用意することは現実的
ではない．そこで，本研究では FPGA を用いてアプリケーション毎に回路を書き換えることで，
個別の静的な専用回路が無くても専用回路並みの性能が期待できることを示すため，FPGA を用
いたシステムを試作した．モバイル端末での利用を前提として，Android OS のタブレット形状
にし，いくつかの数値演算専用アプリや外部 IO アプリを実装した．Android アプリから FPGA
資源を Partial Reconfiguration（動的再構成）により利用するための APIを実装し，CPUと演
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 本研究で作成したアプリは，(1)アルゴン粒子の 2次元分子動力学シミュレーション，(2)大きな
データに対する固定ビットパターンのマッチング，(3)外部 IO を使用した LED 発光回路の 3 つ
である．アプリ上の実行で，(1)の回路では CPUによる処理速度に対して約 345倍，(2)の回路で
は約 180 倍の高速化が行えた．また，(3)の回路により Android アプリから外付けハードウェア
を簡単に操作できることが示せた． 
 また，作成したタブレット端末に使用した外装は 3DCAD により設計し，3D プリンタによっ
て出力することで作成した． 
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概要 
 
 
本研究では FPGA を搭載したタブレット型のヘテロジニアスコンピューティングデ
バイスを試作し，評価を行った． 
近年，携帯端末の普及と利用方法の多様化により，アプリケーションから要求される
スペックや機能が増加し，携帯端末の汎用プロセッサでは処理しきれない部分も増えて
きている．プロセッサには動画デコードや暗号化回路など頻繁に利用される処理向けに
専用回路がハードウェアで組み込まれていることも多いが，すべての処理に対して専用
回路を静的に用意することは現実的ではない．そこで，本研究では FPGA を用いてア
プリケーション毎に回路を書き換えることで，個別の静的な専用回路が無くても専用回
路並みの性能が期待できることを示すため，FPGA を用いたシステムを試作した．モバ
イル端末での利用を前提として，Android OS のタブレット形状にし，いくつかの数値
演算専用アプリや外部 IO アプリを実装した．AndroidアプリからFPGA資源をPartial 
Reconfiguration（動的再構成）により利用するための API を実装し，CPU と演算性能
を比較した． 
 本研究で作成したアプリは，(1)アルゴン粒子の 2次元分子動力学シミュレーション，
(2)大きなデータに対する固定ビットパターンのマッチング，(3)外部 IO を使用した
LED 発光回路の 3 つである．アプリ上の実行で，(1)の回路では CPU による処理速度
に対して約 345 倍，(2)の回路では約 180 倍の高速化が行えた．また，(3)の回路により
Android アプリから外付けハードウェアを簡単に操作できることが示せた． 
 また，作成したタブレット端末に使用した外装は 3DCAD により設計し，3D プリン
タによって出力することで作成した． 
  
2 
 
目次 
1 はじめに ................................................................................................................ 4 
1.1 研究背景 .......................................................................................................... 4 
1.2 研究目的 .......................................................................................................... 4 
1.3 論文の構成 ...................................................................................................... 5 
2 FPGA..................................................................................................................... 6 
2.1 FPGA とは ...................................................................................................... 6 
2.2 部分再構成とは ............................................................................................... 7 
2.3 FPGA を用いたタブレットの有効性 ............................................................... 7 
3 既存研究 ................................................................................................................ 8 
3.1 PC-FPGA 複合クラスタにおける部分再構成とその応用 ................................ 8 
3.2 Android における Java アプリケーションの FPGA アクセラレーション ....... 8 
3.3 Software Radio and Dynamic Reconfiguration on a DSP/FPGA Platform ... 9 
4 システム概要 ....................................................................................................... 11 
4.1 システム構成 ................................................................................................. 11 
4.2 OS ................................................................................................................. 12 
4.3 OS 使用メモリ .............................................................................................. 13 
4.4 ドライバ ........................................................................................................ 13 
4.5 API ............................................................................................................... 14 
4.6 回路設計 ........................................................................................................ 16 
4.7 差分回路（Partial Bit ファイル）の作成 ...................................................... 19 
5 デバイス .............................................................................................................. 21 
5.1 メインボード ................................................................................................. 21 
5.2 タッチパネルディスプレイ ........................................................................... 21 
5.3 WiFi .............................................................................................................. 22 
5.4 バッテリ ........................................................................................................ 24 
5.5 電源回路 ........................................................................................................ 24 
5.6 外部 IO .......................................................................................................... 25 
5.7 3D プリンタによるケースの設計と出力 ........................................................ 25 
5.8 完成したデバイス .......................................................................................... 29 
6 アプリの作成と評価 ............................................................................................. 33 
6.1 固定ビットパターンのカウント .................................................................... 33 
6.1.1 アプリの設計 .......................................................................................... 33 
6.1.2 回路の設計 ............................................................................................. 34 
6.1.3 性能評価 ................................................................................................. 36 
3 
 
6.2 アルゴン分子の 2 次元分子動力学シミュレーション .................................... 37 
6.2.1 アプリの設計 .......................................................................................... 37 
6.2.2 回路の設計 ............................................................................................. 42 
6.2.3 性能評価 ................................................................................................. 44 
6.3 外部 IO 操作 .................................................................................................. 49 
6.3.1 アプリの設計 .......................................................................................... 49 
6.3.2 回路の設計 ............................................................................................. 50 
6.3.3 性能評価 ................................................................................................. 51 
7 ソフトウェア無線 ................................................................................................ 52 
7.1 使用したアンテナ .......................................................................................... 52 
7.2 回路のインプリメント................................................................................... 52 
7.3 ソフトウェア無線の可能性 ........................................................................... 53 
8 まとめ .................................................................................................................. 54 
8.1 本研究の成果 ................................................................................................. 54 
8.2 本研究の問題点 ............................................................................................. 54 
 
  
4 
 
1 はじめに 
1.1 研究背景 
 
 近年では，携帯端末の普及と利用方法の多様化により，アプリケーションから要求さ
れるスペックや機能が増加している．これは専用の周辺回路やモジュール，チップを搭
載することである程度解消されるが，携帯端末のプロセッサには電力や放熱の問題によ
りそれらの要求に応えるには限度がある．また，ほかのアプリケーションを使用してい
る場合など，他の処理を実行している場合では，専用の回路はまったくの無駄となって
しまう．また，すべてのアプリケーションに対してそれぞれの回路を用意することはコ
スト的に現実的ではないし，後から出現したアプリケーションに対してはまったく適用
することができない． 
これに対して，ヘテロジーニアスコンピューティング[1]と呼ばれる手法が注目され
ている．異種のプロセッサを協調動作させることでより広い種類の処理に対して処理効
率を上げるものである．  
 
1.2 研究目的 
 
本研究では，FPGA(Field-Programmable Gate Array)と CPU(Central Processing 
Unit)を組み合わせたヘテロシステムを想定し，アプリケーションに必要な回路を動的
に入れ替えて使用することで上記の問題を解消することを目標とする．アプリケーショ
ン毎に回路を書き換えられれば，個別の静的な専用回路が無くても専用回路並みの性能
が期待できる． 
本研究の目的は，FPGA と CPU を組み合わせたヘテロシステムを使用して，モバイ
ルOS(Operating System)及びそのアプリからFPGAを使用して高速化するためのAPI
を整備し，実際にアプリを作成することで，その可能性を示し，同時に，実際に携帯可
能なタブレットデバイスとして作成することで実現可能性を示すことにある． 
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1.3 論文の構成 
  
以下に本論文の構成を示す． 
１． はじめに 
 本研究における背景と目的を述べる． 
２． FPGA  
 FPGA と部分再構成について説明し，本研究で開発するデバイスの位置づけを考察
する． 
３． 既存研究 
 本研究に関連した技術的要素などの既存研究を紹介する． 
４． システム概要 
 本研究で開発するシステムの構成を示し，システムの各要素について説明する． 
５． デバイス 
 本研究で開発するデバイスの構成と使用した各部品について説明する． 
６． アプリの作成と評価 
 本研究で開発したシステムを用いて作成されたアプリについて，それぞれ設計と性
能評価を行う． 
７． ソフトウェア無線 
 ソフトウェア無線についての説明と，本研究で開発したデバイスへ適用した際の可
能性を述べる． 
８． まとめ 
 本研究で開発したデバイスとアプリについて成果と問題を考察し，将来への課題を
述べる． 
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2 FPGA 
2.1 FPGA とは 
 
 FPGA はプログラマブルロジックデバイスの一種で，製造後に回路の構成を設定でき
ることが特徴的な集積回路である．FPGA の構成は VHDL や Verilog などに代表され
るハードウェア記述言語(Hardware Description Language)を使用して論理回路を設
定することができる．何度でも再構成可能であるため，ASIC 設計の試作や頻繁に回路
を変更する必要のある製品などに使用されている． 
 FPGA の仕組み[2]としてはプログラム可能な論理コンポーネントを多数備えており，
それら論理ブロック間を相互接続するための再構成可能な配線階層を用意することで
複雑な論理回路を構成することも可能となっている(図 2.1.1)．よく使われるようなフリ
ップフロップやブロックメモリ，算術回路などはあらかじめプリミティブとして利用可
能となっているため多くの機能を実装することができる． 
 本研究で使用する FPGA は Xilinx 製の Zynq7020 である．この FPGA では，デュア
ルコア ARM CPU コア，85K 個のロジックセル，560KB の Block RAM，220 個の DSP
スライスを利用することができる． 
 
 
図 2.1.1 FPGA の仕組み(参考文献[2]の図１) 
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2.2 部分再構成とは 
 
 部分再構成(Partial Reconfiguration)[3]とは，FPGA の回路を部分的に書き換える技
術である．通常 FPGA の回路を書き換える場合は，全体を構成しなおす必要があった．
しかし，部分再構成を用いることで FPGA の一部のみを動的に書き換えることが可能
になる．ここでいう動的にとは，FPGA で構成した回路を動作させたまま，一部分だけ
書き換えが可能であるという意味である． 
 
2.3 FPGA を用いたタブレットの有効性 
 
 最近は小型で低価格なコンピュータとして様々な製品が存在する．Arduino，
PocketDuino，Raspberry Pi 等の小型ボード，Intel Edison，一般的なスマートフォン
やタブレットなどである．Arduino では，小型組込み系の制御やセンサーノードといっ
た低性能の分野において使用可能である．PocketDuino は既存の Android 端末に接続
して使うもので，端末の拡張キットである．このため，端末単体では機能を拡張できな
い．Raspberry Pi 等の小型コンピュータボードの利用可能性は幅広く，組込みからサ
ーバーまでその利用用途は幅広い．しかし，専用回路並みの性能は期待できない．Intel 
Edison は x86 プロセッサや WiFi を搭載しているが，IoT(Internet of Things)を意識し
た作りとなっている．ただし，処理能力はそれほど高くない．スマートフォンやタブレ
ットといった携帯端末は消費者のニーズに合わせて高性能化してきているが，同時に高
コスト高消費電力になりつつある．負荷の高い処理をさせると消費電力が大きくなると
いう問題がある． 
本研究で開発するデバイスは，携帯端末としての利便性が高いタブレット形状とし，
FPGA による専用回路を作ることで，高性能かつ低消費電力が期待できる．また，回路
を再構成できるという特徴をもち，特殊な用途への転用も可能であるため，単なる携帯
端末にとどまらず，業務用の制御端末など他の用途としても可能性が大いに考えられる． 
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3 既存研究 
3.1 PC-FPGA 複合クラスタにおける部分再構成とその応用 
 
尾崎らは FPGA を搭載した PC を FPGA 側のネットワーク回路を通して複数つなぐ
ことで PC-FPGA の複合クラスタ[4]を構築している(図 3.2.1)．PC から FPGA の回路
を書き換えることで，専用回路を使用した処理をネットワーク越しに行うことが可能と
なる．しかしながら，ネットワークへの接続は FPGA の回路を通しており，FPGA 中
にはネットワークに用いる回路と PC から利用する回路が混在しており，FPGA 内部を
すべて書き換えるとネットワークを中断させてしまうことになる．そこで，FPGA の部
分再構成を利用して書き込むことでネットワーク回路を動作させたままPCから利用す
る回路を書き込んでいる．また，この研究では利用する回路を変えることで，カメラか
ら取り込む画像の処理を変更するという応用例を示している．本研究では，
Programmable SoC を使用することでモバイル向けシステムを開発する点が異なる． 
 
3.2 Android における Java アプリケーションの FPGA アクセラレーション 
 
 小池らは FPGA と CPU(x86 系 Intel Atom)を搭載した評価ボード上に Android を動
作させ Android アプリの一部処理を FPGA で行うことで高速化する Reconfigurable 
Android[5]を提案している．このシステムは，DMA(Direct Memory Access)転送を使
用することで回路へデータを転送し FPGA で処理を肩代わりさせるという点で本研究
と類似しているが，FPGA への再構成をあらかじめ行うことを前提としており，OS 起
動中にアプリを切り替えることを想定していない．本研究ではアプリ自身が回路を再構
成するため OS を起動したまま異なる専用回路に切り替えることが可能である． 
 
図 3.2.1 PC-FPGA 複合クラスタ(参考文献[4]の図 1） 
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図 3.2.1 Reconfiguration Android の評価構成(参考文献[5]の図 3) 
 
3.3 Software Radio and Dynamic Reconfiguration on a DSP/FPGA Platform 
 
 J. P. Delahaye らはプログラマブルロジックデバイスと CPU とのヘテロジニアスな
プラットフォームにおいてソフトウェア無線を使用するシステムを構築した[6]．この
システムにおいて，動的再構成(Dynamic Reconfiguration)を行った場合，動的部分再
構成(Partial Dynamic Reconfiguration)を使用することで従来の動的再構成と比較し
てビットストリーム(回路データ)のサイズを 45％削減することができ，それに伴い再構
成に要する時間も 45%削減することができたと述べている(図 3.3.1)． 
 本研究では部分再構成を利用してアプリの利用する回路を書き込むが，前述の通り部
分的に書き込むために全体を書き込む場合と比べて再構成に要する時間が少なくすむ
ため，アプリの立ち上げ時間への影響が少なくすむという利点もあることがわかる．本
研究ではモバイルデバイスで実現している所が異なる． 
10 
 
 
 
図 3.3.1 回路規模と再構成時間の比較(参考文献[6]の Table 3) 
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4 システム概要 
4.1 システム構成 
 
 本研究で開発するシステムは，ハードウェア及びソフトウェア，ソフトハードから成
っている(図 4.1.1)．ソフトハードとは FPGA 等の再構成可能回路のことを意味する． 
 ハードウェアは，電源部分，制御部分，表示部分，入力部分，無線部分，外装部分に
分けられる．電源部分ではモバイルバッテリを電源とし 5V を表示部分，入力部分へ供
給する．また，これを昇圧し，12V を制御部分へ供給する．制御部分は FPGA 及び ARM
コアを搭載し，OS が動作する．表示部分は OS からの映像信号を 10 インチ液晶パネ
ルで表示する．入力部分は，タッチパネルからの信号を，制御部を介して OS へ送る．
無線部分は無線 LAN を使用して OS をネットワークへ接続する．外装部分は，デバイ
スのほかの部分を固定して一つの形にする．外装は 3D プリンタを使用して製作する． 
 ソフトウェアは，OS 部分，ドライバ部分，API 部分，アプリ部分に分けられる．OS
にはモバイル OS である Android を使用する．これはソースコードが容易に入手可能で
改変もしやすいためである．ドライバ部分は，FPGA への回路書き込みやその回路との
通信，メモリ操作を行う．API 部分は，ドライバをアプリから利用するためのライブラ
リである．ライブラリは C と Java を用いて記述され，Android NDK(Native 
Development Kit)[7]と Android SDK(Software Development Kit)[8]によってコンパ
イルされる．アプリ部分は，実際のアプリケーションが記述され，API を通して FPGA
へのアクセスを行う．また，アプリは通常の Android アプリと同じように Android SDK
を用いて Java の記述で作成可能であるが，書き込む回路データは別の方法で作成する． 
 ソフトハードは，FPGA 上の OS 使用部分とアプリ使用部分に分けられる．OS 使用
部分には，OS からの画面データを HDMI(High-Definition Multimedia Interface)信号
へと変換し出力する回路及び，音声を出力するための回路がある．アプリ使用部分には，
データをやり取りするための DMA とグローバルクロックを使用するための回路，外部
IO を使用するための回路がある．さらに，アプリから回路を書き込む領域がある． 
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図 4.1.1 システムの構成図 
 
4.2 OS 
 
 OS には Android 4.1.2 を使用した．ZedBoard 上で動くように変更されたバージョン
である ZynqAndroid4.1[9] を元に動作の安定化を図った．具体的な修正項目を次に記
述する．より詳細な方法は成見研究室 wiki[10]を参照されたし． 
 .mk ファイルの修正 
 Font に関するデータがビルド時にコピーされない設定になっており，起動時にエラ
ーとなってしまうので Font ファイルが適切にコピーされるようにする．具体的には，
ビルド時に次の mk ファイルが読み込まれるように修正した． 
 frameworks/base/data/fonts/fonts.mk 
 frameworks/base/data/keyboards/keyboards.mk 
 external/cibu-fonts/fonts.mk 
 external/lohit-fonts/fonts.mk 
 
 プロパティの修正 
 ネットワークへ接続する際に，DNS が設定されておらず，名前解決エラーによりネ
ットワークへ接続できない．そのため DNS が登録されるように buildinfo.sh に DNS
設定を加えた．アプリの使用するヒープ領域のサイズがデフォルトでは小さいため，す
ぐにアプリが落ちてしまう問題があった．そこで，init.rc の dalvik.vm.heapsize プロ
パティを 128M とすることで解決した． 
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 SurfaceFlinger.cpp の修正 
 オーバーレイ表示があった場合に，のこりの隠れている部分を描画しない処理が 946
行目付近に存在する．しかしながら，この処理によって大半の UI が正常に描画されな
いという問題が発生したため無効化することで解決した． 
 
 autosuspend.c の修正 
 サスペンド処理を行う際に OS が落ちる問題があったため，サスペンド状態へは入ら
ずに何もせず戻るようにすることで解決した． 
 
 BatteryService.java の修正 
 バッテリは OSとは関係のないところで動いているためにOS からバッテリが見えず，
充電率 0%，非充電中となってしまう．この状態を解消するためにあたかも充電があり，
充電中であるかのように偽装した．update()メソッドおよび，processValues()メソッド
を変更した． 
 
 drm_fb_helper.c の修正 
 一定時間がたつと画面への出力がなくなる問題があったため，drm_fb_helper_blank
関数を変更し，画面が消える処理をコメントアウトすることで解決した． 
 
4.3 OS 使用メモリ 
 
 ZedBoard には 512MB のメモリが実装されている．本システムでは回路データや，
回路へ送るためのデータをメモリ上に配置する必要がある．しかし，OS の管理下にあ
るメモリ領域に配置することはシステムの停止につながりかねず危険であり，さらにカ
ーネル領域やユーザ領域のメモリは断片化されているために使いづらい問題がある．そ
こで，OS から使用するメモリ領域を制限することで，OS 管理外のメモリ領域を作り
出し使用することにした．OS から使用するメモリを 448MB，非管理領域を 64MB と
した．これはアドレスで，0x00000000～0x0x1BFFFFFF および，0x1C000000～
0x1FFFFFFF となり，きりが良いためである．使用メモリ領域の制限はカーネルへの
bootargs の指定によって行った． 
 
4.4 ドライバ 
 
 本システムで使用するドライバは 3 つである．(1)FPGA への回路書き込みを行うド
ライバ，(2)DMA 操作を行うドライバ，(3)メモリ操作を行うドライバである． 
 (1)FPGA への書き込みを行うドライバはあらかじめ用意されている
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xilinx_devcfg.c[11]を修正して使用した．このドライバでは，xdevcfg_write 関数で回路
データをメモリ上に読み込む際に，dma_alloc_coherent 関数によって連続したメモリ
領域をカーネル領域に確保している．しかし，回路データは 1MB 程度と大きく，メモ
リ内の断片化につれて，連続したメモリ領域が確保できない場合が多くなってしまい，
確保できなかった場合はエラーとなってしまう．そこで，dma_alloc_coherent 関数の
代わりに ioremap 関数を使用して，回路データのメモリを OS 管理外の領域に確保す
ることでエラーを回避するように修正を行った． 
 (2)DMA は通常の CPU 内部の DMA ではなく，FPGA 上に構成されている High 
Performance AXI バスによりメモリコントローラに接続された AXI DMA Engine を使
用する．この DMA は CPU とも General Purpose AXI バスで接続されておりこちらの
バスを使用して DMA を操作する．ドライバは Memory-Mapped IO を操作することで
AXI DMA Engine へ命令の送信や読み書きアドレスのセットを行うことができる．
Xilinx のドキュメント pg021_axi_dma [12] を参考にして操作するためのドライバを
作成した．DMA のモードはシンプルモードを使用した． 
 (3)AndroidアプリはJavaによって記述されておりこのためにネイティブメモリへの
アクセスを直接行うことができない．そのため，アプリからメモリへアクセスするため
のドライバを作成した．ドライバでは指定されたメモリ領域を ioremapにより確保し，
32bit 整数あるいはその配列の書き込み，読み込みを行うことができる． 
 
4.5 API 
 
 API は C と Java によって実装した．ドライバを使用するコードを C で記述し，
JNI(Java Native Interface)[13] を通して Java から呼び出す仕組みである．実装した
API クラスは 3 つあり，それぞれのクラスの説明と，そのクラスのもつメソッドの説
明は以下のようになる． 
 
 PartialReconfiguration 
 この API クラスでは回路データを FPGA へ書き込むためのメソッドが用意されてい
る．FPGA への書き込みには devcfg ドライバを使用し，Partial な回路として書き込み
を行っている． 
 changeLogic(byte[] data):void 
 引数のデータを FPGA へ書き込む． 
 changeLogicFromResource(String name, Resource res):void 
 引数の名前のファイルを引数のリソースから取得して FPGA へ書き込む． 
 
 SimpleDMA 
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 この API クラスでは DMA を操作するためのメソッドが用意されている． 
 Constructor(long baseaddr, long txaddr, long rxaddr) 
 コンストラクタ．DMA のアドレスと送受信するデータのアドレスを引数に指定
する． 
 initialize():boolean 
 DMA の初期化を行う．初期化に失敗した場合は false が返る． 
 cleanUp():void 
 DMA の後始末を行う． 
 set/getBaseAddr():long 
 DMA のアドレスを設定または取得する． 
 set/getRxAddr():long 
 受信データのアドレスを設定または取得する． 
 set/getTxAddr():long 
 送信データのアドレスを設定または取得する． 
 isRxBusy():boolean 
 受信中かどうかを取得する． 
 isTxBusy():boolean 
 送信中かどうかを取得する． 
 makeTransferToDevice(long offset, long len, boolean wait):boolean 
 引数で指定したオフセットと長さをメモリから回路へ送信する．wait引数を true
にすることで送信処理が終わるまで待つ．失敗した場合は false が返る． 
 makeTransferToDMA(long offset, long len, boolean wait):boolean 
 引数で指定したオフセットと長さのデータを回路へ要求する．wait 引数を true
にすることで受信処理が終わるまで待つ．失敗した場合は false が返る． 
 
 MemoryAccess 
 この API クラスではメモリの確保・書き込み・読み出しを行うためのメソッドが用
意されている．整数，整数配列，単精度浮動小数点数，単精度浮動小数点数配列を扱う
ことができる． 
 Constructor(long addr, long size) 
 コンストラクタ．引数のアドレスとサイズでメモリ領域を確保する． 
 map(long addr, long size):void 
 引数のアドレスとサイズでメモリ領域を確保する． 
 unmap():void 
 確保したメモリ領域を開放する． 
 read(long offset):int 
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 引数で指定したオフセットから 32bit を整数として読み出す． 
 readArray(long offset, int[] dest, long length):void 
 引数で指定したオフセットと長さにあるデータを整数型配列として dest に格納
する． 
 readf(long offset):float 
 引数で指定したオフセットから 32bit を浮動小数点数として読み出す． 
 readArrayf(long offset, float[] dest, long length):void 
 引数で指定したオフセットと長さにあるデータを浮動小数点数の配列として
dest に格納する． 
 write(long offset, int value):void 
 引数で指定したオフセットに引数で指定した値を 32bit 整数として書き込む． 
 writeArray(long offset, int[] value):void 
 引数で指定したオフセットに引数で指定した配列を 32bit整数の配列として書き
込む． 
 writef(long offset, float value):void 
 引数で指定したオフセットに引数で指定した値を 32bit浮動小数点数として書き
込む． 
 writeArrayf(long offset, float[] value):void 
 引数で指定したオフセットに引数で指定した配列を 32bit浮動小数点数の配列と
して書き込む． 
 
4.6 回路設計 
 
 OS から映像を出力するための回路が FPGA に必要となる(図 4.6.1)．この回路には，
映像データの転送のための Video DMA，映像データを HDMI へ出力する回路，音声デ
ータの転送のための DMA，音声データを HDMI へ出力する回路，ディスプレイとの
通信を行うための回路が含まれる． 
 アプリから使用する回路は 3 つに分けられる(図 4.6.2)．(1)アプリが使用する処理回
路，(2)(1)の回路へデータを転送する回路，(3)グローバルクロックを利用するための迂
回回路である． 
 (1)アプリが使用する処理回路の部分はアプリごとに書き換えて使う部分である．こ
れには Partial Reconfiguration 技術を利用する．また，書き換える領域は図 4.6.3 の
pblock_applogic と記された長方形の部分である．この部分を選択した理由は使用する
FPGA 上で確保できる資源が，試行した中でもっとも大きかったためである．この領域
で利用可能な資源は表 4.6.1 の通りである． 
 (2)(1)の回路へデータを転送するために DMA を使用する．使用する DMA は AXI 
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DMA Engine であり，High Performance AXI Bus を通して使用する．バス幅は 64bit
で，100Mhz の動作周波数で駆動する． 
 (3)書き換え領域にはグローバルクロックのためのプリミティブ(BUFG 等)が存在せ
ず，また，Partial Reconfiguration の制限として BUFG 等を含めることができない．
そこで，処理回路内部でグローバルクロックを生成して利用したい場合に備えて，シグ
ナルを BUFG へ入れた後で出力のクロックを返す回路を作成した(図 4.6.4)．またこの
回路では DMA と処理回路のリセット信号を生成する機能も有している． 
 
表 4.6.1 書き換え領域で利用可能な資源(単位：個) 
LUT 14400 
FD_LD 28800 
SLICEL 2100 
SLICEM 1500 
DSP48E1 120 
FIFO18E1 60 
RAMB18E1 60 
RAMBFIFO36E1 60 
 
 
図 4.6.1 OS が映像出力に使用する回路のブロック図 
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図 4.6.2 アプリから使用する回路のブロック図 
 
 
図 4.6.3 FPGA 上の書き換え領域 
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図 4.6.4 グローバルクロックの迂回回路 
 
4.7 差分回路（Partial Bit ファイル）の作成 
 
 Partial Reconfiguration によって書き込む回路データは通常とは異なる方法で作成
する必要がある．基本的な考え方としては基本となる回路と新しく作成した回路での差
分を出すことで得ることができる(図 4.7.1)．実際には，書き換え領域以外の部分は両方
とも同一である必要があるし，書き換え領域への信号線が一致している必要もある． 
 本研究での差分回路の作成には PlanAhead を使用し，Xilinx Wiki[14]を参考に行っ
た．PlanAhead を使用した場合の差分回路の作成方法は大まかに以下の手順で行う．
ここでは基本となる回路を回路 A とし，そこへ書き込む回路を回路 B とする．また，
書き換え領域を使用する回路を書き換えモジュールと呼ぶことにする． 
 
1. 基本となる回路 A と書き込む回路 B のネットリストを作成してそれぞれ
の書き換えモジュールのネットリストを分けておく． 
2. 書き換えモジュールを除いたネットリストを読み込み，書き換えモジュー
ルの部分を Reconfigurable として設定する． 
3. 1 で作成した書き換えモジュールのネットリストを Reconfigurable 
Module として登録する． 
4. それぞれのReconfigurable Moduleに対してインプリメンテーションを実
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行して Partial Bit ファイルを得る． 
5. 作成した Partial Bit ファイルに対し promgen を実行して書き込み可能な
ファイル(bin)に変換する． 
 
 
図 4.7.1 差分回路の生成 
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5 デバイス 
5.1 メインボード 
 
 本研究で開発したデバイスに使用したチップは Xilinx 社製 Zynq7020 であり，これ
を搭載する評価ボードである ZedBoard[15]を使用した．ZedBoard の構成は図 5.1.1 の
ようになっており，このうち，HDMI 出力，USB OTG，PMOD IO，SD カードスロ
ット，電源端子をデバイスで使用した．ケースに入れてしまうと電源スイッチへのアク
セスができなくなるため電源スイッチは常に ON の状態にして使用した． 
 
5.2 タッチパネルディスプレイ 
 
 本研究で開発したデバイスには静電容量方式を用いたタッチパネルを搭載するモバ
イルディスプレイを表示に使用した．使用した製品は OnLap1002[16]で，仕様は表
5.2.1 に示す．このディスプレイの液晶パネルおよびタッチパネルモジュールを製品か
ら取り外して使用した（図 5.2.1）．また，液晶パネルおよびタッチパネルモジュールに
はコントローラ基盤があり，これも使用した．また，メインボードである ZedBoard と
は HDMI による映像出力と USB によるタッチパネルデバイスとで接続した． 
図 5.1.1 ZedBoard の構成 
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表 5.2.1 OnLap1002 の仕様 
画面サイズ 10 インチ 
画面解像度 1280x800 
入力 HDMI，VGA，電源 USB 
出力 USB, ステレオジャック 
マルチタッチ 10 点 
 
 
図 5.2.1 液晶パネルとタッチパネルモジュール 
 
5.3 WiFi 
 
 本研究で開発したデバイスにはネット接続用に「WiFi モジュール」（図 5.3.1）を装
備した．この WiFi モジュールの仕様は表 5.3.1 の通りである．このモジュールは暗号
化方式として WPA2 が使用可能であるが，カーネルから使用する，便宜上本研究で開
発したデバイスでは WEP を暗号化方式として使用している． 
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表 5.3.1 WiFi モジュールの仕様 
型番 WLI-UC-GNM2[17] 
通信規格 IEEE 802.11b/g/n 
インターフェイス USB 2.0 
最大消費電力 最大 2.5W 
 
 
図 5.3.1 WiFi モジュールの写真 
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表 5.4.1 モバイルバッテリの仕様 
型番 DE-M01L-5230WH[18] 
容量 5200mAh 
給電電圧 5V 
給電電流 3A (1 ポート最大 2A) 
出力ポート数 2 
5.4 バッテリ 
 
 本研究で開発したデバイスの電源としてモバイルバッテリを使用した．使用したモバ
イルバッテリの仕様は表 5.4.1 の通りである．このモバイルバッテリは多くのモバイル
バッテリに見られるような給電ボタンがなく，出力端子に USB が接続されていれば給
電が自動で開始されるようになっている．これはケースに格納する仕様上，給電が自動
であるのは有効であるが，常に USB をさしている状態にある場合，バッテリ内部の電
源回路へ常に電力が供給されることになり，バッテリを消費してしまう問題が発生した．
このバッテリへの充電は入力端子に接続された USB ケーブルをケース外へ引っ張り出
し，給電可能な USB 端子へ接続することで行う． 
 
5.5 電源回路 
 
 ZedBoard の電源電圧は 12V であるのでモバイルバッテリの出力電圧 5V を昇圧して
12V にする必要がある．そこで，本研究で開発したデバイスでは昇圧回路として
LM2735 を搭載したモジュール使用した(図 5.5.1)．この回路の仕様は表 5.5.1 の通りで
ある． 
 
 
 
 
図 5.5.1 昇圧回路 
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表 5.5.1 昇圧回路の仕様 
品番 LM2735y[19] 
方式 ブーストコンバータ 
入力電圧 2.7V～5.5V 
出力電圧 5.0V～20V 可変型 
出力 12V 入力 5V での出力電流 600mA (7.2W) 
 
 
図 5.6.1 PMOD の端子配置 
 
5.6 外部 IO 
 
 外部 IO として ZedBoard 上の PMOD を 2 つ使用した．入力用に JA，出力用に JB
を使用した．それぞれの PMOD は VCC×2，GND×2，IO× 8を持っている(図 5.6.1)．
このうち VCC は 3.3V で，GND は接地である． 
 
5.7 3D プリンタによるケースの設計と出力 
 
タブレットの形にし，前述の部品を収納するためのケースを MakerBot 製 3D プリン
タである Replicator 2X[20] (図 5.7.1)を使用して出力した．ケースデータは RS コンポ
ーネンツ製 CAD ソフトである DesignSpark Mechanical[21] を使用して設計した．3D
プリンタで使用したエレメントは ABS 樹脂である．ABS 樹脂は加熱とともに溶けて成
形可能となるが，冷却とともに固まる際に高温時と比べて縮んでしまう特性がある．そ
のため，設計時の物体のサイズと実際に出力される物体のサイズにはずれが生じてしま
う．そこで本研究では，設計時に実際の大きさよりも端を 0.5mm 大きく設計して出力
した．フレーム部分の組み合わせ機構ではぴったりのサイズで設計した場合にうまくは
まらないという問題が発生した．そこで，この部分では 0.5mm の遊びを設けることで
解決した． 
設計した初期型ケースの 3D データを図 5.7.2 に示す．今回の設計では，ZedBoard
を支える台座となるパーツ（台座パーツ）と台座と画面をつなぐための壁となるパーツ
（フレームパーツ）に分けて設計した．ここで，台座パーツのサイズは使用する 3D プ
リンタでは出力できないサイズだったので 2 つに分割して出力した．分割した台座パー
26 
 
ツは X の形をした補助パーツをねじ止めすることで接続した（図 5.7.3 及び図 5.7.4）．
台座パーツには ZedBoard をネジ止めするための穴のほかに，X 形補助パーツのネジ止
め穴，タッチディスプレイのコントローラ取り付け穴，フレームパーツを固定するため
のネジ穴を配置した．フレームパーツは 2 つの設計を行った．初期の設計となる図 5.7.5
のものは，台座パーツ同様にフレームパーツを 2 つに分割する方法であったが，出力の
際に壁部分を積層すると歪む問題が発生したため，新型の設計となる図 5.7.6 のものを
設計した．新型の設計ではパーツを細かく分けて，できるだけ壁となる部分を水平に出
力できるように工夫した．また，パーツ同士の接続にはジョイントパーツを使用するこ
とで接続可能とした．四方に設置したジョイントパーツは柱の役割も果たしており，柱
の頂上に平らな天井部分を設け，また，角のジョイントパーツは組み立てることで図
5.7.7 のようになる．ここにディスプレイを設置する．  
 設計したケースを出力する際の 3D プリンタの設定を表 5.7.1 に示す．また，プラッ
トホームとノズルの間は紙一枚分に調整する必要があり，付属の名刺を使用して調整し
た．ABS 樹脂は MakerBot 製のものを使用した． 
 
表 5.7.1 使用した 3D プリンタの設定 
ノズル温度 230℃ 
プラットホーム温度 120℃ 
積層解像度 0.3mm 
ラフト なし 
 
 
図 5.7.1 MakerBot Replicator 2X 
27 
 
 
図 5.7.2 CAD で作成した初期型 3D データ 
 
図 5.7.3 分割した台座パーツ 
 
図 5.7.4 X 形補助パーツ 
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図 5.7.5 初期型のフレームパーツ 
 
 
図 5.7.6 新型のフレームパーツ 
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図 5.7.7 角パーツを組み立てたところ 
 
5.8 完成したデバイス 
 
 完成したデバイスの写真を図 5.8.1～5.8.6 に示す． 
 
図 5.8.1 完成したデバイス 正面 
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図 5.8.2 完成したデバイス 背面 
 
 
図 5.8.3 完成したデバイス 下側面 
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図 5.8.4 完成したデバイス 左側面 
 
 
図 5.8.5 完成したデバイス 右側面 
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図 5.8.6 完成したデバイス 上側面 
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6 アプリの作成と評価 
6.1 固定ビットパターンのカウント 
6.1.1 アプリの設計 
 
固定ビットパターンが対象のデータ中にいくつ存在するかを探索しカウントするア
プリである．パターンの比較にはビット単位での操作が必要であり CPU の苦手とする
処理のひとつと考えられる． 
 アプリを設計する上で必要な要素として，(1)探索対象のデータ，(2)探索ビットパタ
ーンおよびパターン長，(3)探索処理の 3 つがある． 
(1)の探索対象のデータは int 型配列で要素数 1048576(32Mbit)として実装した．要
素数をこの値よりも大きくしたところ制限値を超えてしまう旨のエラーが実行時に発
生したためこの値を設定した．また，このデータをアプリ GUI 上で表示する場合に，
テキストでは長さ制限により表示できなかったため，1024x1024 ピクセルのビットマ
ップとしてデータを描画して GUI 上に表示した． 
 (2)の探索ビットパターンには int 型の変数として実装した．また，パターン長も int
型である．パターンデータは GUI 上のテキストボックスから 16 進数の形式で入力し，
これを int 型へパースしてパターン長分のみを探索ビットパターンから使用する． 
 (3)の探索処理はデータの先頭から 32ビットを 1ビットずつずらして比較する方法を
用いた．この処理の Java による実装は図 6.1.1.1 である． 
 GUI の設計としては，図 6.1.1.2 に示すようにパターン長のスライダー，パターンの
テキストボックス，CPU 実行用および FPGA 実行用のボタン，結果表示用のラベルを
配置した． 
 
 
図 6.1.1.1 探索処理の Java による実装 
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図 6.1.1.2 ビットパターン探索アプリの GUI 
 
6.1.2 回路の設計 
 
 回路ブロック図は図 6.1.2.1 の通りである．ビットパターンの比較処理は DMA から
送られてくるデータに対してストリーミングの形で処理を行う．DMA は 64 ビット単
位でデータを送ってくるので，ひとつのデータブロックに対して 64 個の比較回路を並
列に適用する．パターンデータは 32 ビットなので，前回送られてきたデータ 64 ビッ
トと今回送られてきたデータのうち前半 31 ビットを用いて 95 ビットのデータとして
比較に用いる(図 6.1.2.2)．各比較回路は一致していれば 1，していなければ 0 を出力し，
この出力を足し合わせることで一致数とする．この一致数はカウントのためのレジスタ
に足されて最終的なカウント値となる．DMA からのデータをすべて処理した後，カウ
ントの値をメモリへ書き戻して回路は初期状態へ戻る． 
 比較回路および足し合わせ部分の回路の Verilog によるコードは図 6.1.2.3 のように
なった． 
 
図 6.1.2.1 回路のブロック図 
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図 6.1.2.2 比較対象のデータの構造 
 
 
図 6.1.2.3 比較回路およびカウント足し合わせ回路の Verilog コード(一部) 
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6.1.3 性能評価 
 
 アプリ上での処理時間をそれぞれ 100 回測定して平均を出した(表 6.1.3.1)．FPGA
での処理は CPU に比べて約 180 倍高速であることがわかった． 
 同様にして，C によるネイティブプログラムでの計測も行った(表 6.1.3.2)．こちらで
は FPGA での処理は CPU に比べて約 120 倍高速であることがわかった．アプリ上で
の実行とネイティブでの実行で，FPGA での処理時間が 2.6 倍違う結果となったが，こ
れはアプリから DMA を使用する場合に一度メモリ内部でコピーを行っており，データ
量が大きいため時間がかかっていたものと考えられる． 
 
 
表 6.1.3.1 アプリ上での処理時間の比較 
 CPU FPGA 
処理時間(ms) 2528.15 14.08 
相対時間 179.56 1 
 
表 6.1.3.2 ネイティブプログラムでの処理時間の比較 
 CPU FPGA 
処理時間(ms) 650.03 5.382 
相対時間 120.77 1 
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6.2 アルゴン分子の 2 次元分子動力学シミュレーション 
6.2.1 アプリの設計 
アルゴン分子間の力の相互作用をそれぞれの分子で計算して分子の動きを表示する
アプリである．分子動力学シミュレーションは GPU を使用した高速化[22]の他，専用
計算機[23][24]を使用した高速化を行うほど盛んである．分子の動き及び計算は 2 次元
で行った．このシミュレーションでは，それぞれの粒子がほかの粒子から受ける力を計
算し足し合わせることでその粒子に働く合力を計算している．すべての粒子の力の計算
にはO(N2)の計算量が必要である．粒子ごとに計算を並列化可能であるが，本研究での
開発したデバイスで搭載されている CPU のコア数である 2 コアでは最大で 2 倍となる
ため現実的な高速化は期待できない． 
 アプリを設計する上で必要な要素として，(1)各粒子のデータ，(2)GUI 上での表示，
(3)描画と処理の仕方，(4)力の計算と適用方法の 4 つがある． 
(1)各粒子のデータについて，各粒子が持つ情報は位置，速度，力の 3 つである．そ
れぞれが(x, y)成分を持つので 6 つの変数が必要になるが，データを回路へ流す都合上，
それぞれをひとつの配列に実装した．つまり， 
 
data[i × 2] = 粒子 i の x 座標 
data[i × 2 + 1] = 粒子 i の y 座標 
datav[i × 2] = 粒子 i の x 速度 
datav[i × 2 + 1] = 粒子 i の y 速度 
force[i × 2] = 粒子 i の受ける x 方向の力 
force[i × 2 + 1] = 粒子 i の受ける y 方向の力 
 
となる．これらはすべて 32 ビット浮動小数点数である．また，粒子データを BRAM へ
格納する都合上粒子数N = 1024を最大とした．これより大きい数の粒子数を扱う場合
は BRAM を拡張する必要がある． 
 (2)GUI 上での表示は，各粒子の座標にスケール変数を掛けた座標に点を表示するこ
とで各粒子を表現する．また，各粒子の持つ速度を線で表すことで視覚的にわかりやす
く工夫を行った． 
 (3)計算処理と描画処理ではこれを分けて処理する必要がある．それは，計算処理と
描画処理を逐次に実行した場合，描画処理の時間だけ計算処理がとまってしまうことを
意味しており，どれだけ計算処理が早くても 1 ステップの処理速度は描画処理に依存し
てしまうからである．二つの処理を分けて処理する方法として，マルチスレッディング
を使用した．計算処理を別のスレッドで行うことで，描画処理の速度に依存せずにステ
ップを進めることができる．計算処理が 1 ステップ終わるたびに描画可能フラグを立て，
UI スレッドで行われている描画処理は処理可能なタイミングで画面を描画する．これ
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によって，描画処理は非同期処理となり，画面の更新タイミングにかかわらず計算処理
は続行可能となる． 
 (4)力の計算を行ううえで周期境界条件を設ける．この条件は，実際にデータとして
ある範囲が周期的に無限に現れるということを前提とするものである(図 6.2.1.1)．この
条件下では，ある粒子へ相互作用を及ぼす粒子は周期的に現れるエリアの中から一番近
いものとなる．また，力の計算は各粒子について，ほかの粒子から受ける力をすべて足
し合わせることで行う．力の計算に用いる数式は以下のようになる． 
 
d
𝑑𝑟
𝜙 = 4(12𝑟−14 − 6𝑟−8) 
これを変形して， 
d
dr
𝜙 = 24𝑟−14(2 − 𝑟6) 
 
を実際には計算している． 
力の計算の Java による実装は図 6.2.1.2 のようになる．また，時間積分にはベルレ法
を用いる．ベルレ法[25]による時間積分は以下の数式によって行う．αnは n ステップ目
の粒子に働く加速度であり，質量を 1 と仮定しているので力と同じである． 
 
vn = 𝑣𝑛−1 +
1
2
(𝑎𝑛 + 𝑎𝑛−1)Δ𝑡 
x𝑛 = 𝑥𝑛−1 + 𝑣𝑛−1Δ𝑡 +
1
2
𝑎𝑛−1(Δ𝑡)
2 
 
時間積分の Java による実装は図 6.2.1.3 のようになる． 
 GUI の設計として図 6.2.1.4 に示すように，制御用のボタン，パラメータ用のテキス
トボックス，粒子を表示するエリア，情報を表示するエリアを配置した． 
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図 6.2.1.1 周期境界条件のイメージ 
 
40 
 
 
図 6.2.1.2 力の計算の Java による実装 
 
 
図 6.2.1.3 ベルレ法による時間積分の Java による実装 
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図 6.2.1.4 分子動力学シミュレーションアプリの GUI 
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6.2.2 回路の設計 
 
 回路ブロック図は図 6.2.2.1 の通りである．粒子の力の計算ステップは以下のように
行う． 
１． DMA エンジンからのデータを BRAM に格納する． 
２． i = 0に初期化する． 
３． それぞれのパイプラインにi + p番目の粒子データを配布する．(p はパイ
プラインの番号，p ≥ 0) 
４． すべてのパイプラインに 0 から N までの粒子データを流す，(N は粒子数) 
５． すべてのパイプラインがビジー状態でなくなるまで待つ． 
６． それぞれのパイプラインから計算結果を回収して BRAM のi + p番目へ格
納する． 
７． i = i + Np を行い，i < Nならばステップ 3 へ，そうでなければ次のステッ
プへ．(Np はパイプラインの数) 
８． 結果の BRAM から DMA エンジンへ結果を送る． 
９． 1 へ戻り待機する． 
 
 各パイプラインでは力の計算を行う．パイプラインの流れを図 6.2.2.2 に示す．この
パイプラインによって前述の力の計算の式を実装している．ただし，FPGA に組み込ま
れている(プリミティブな)DSP のビット幅に合わせる都合上，25 ビット浮動小数点数
として計算している．25 ビットの内訳は符号 1 ビット，指数部 8 ビット，仮数部 16
ビットである．また，パイプラインの本数は回路規模の都合で 2 本とした． 
逆数の計算にはあらかじめ計算した表を用いたニュートン法による計算を使用した．
表のサイズは 4bit×14bit である．また，ニュートン法の適用回数は 1 回なので，式は
以下のようになる． 
 
x = 2x0 − Ax0
2 
 
ここで，A は1/Aとなる求めたい逆数の分母で，x0は表から得られた初期値である． 
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図 6.2.2.1 回路のブロック図 
 
 
図 6.2.2.2 力の計算パイプラインの流れ 
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6.2.3 性能評価 
 
 アプリ上で力の計算を CPU と FPGA による処理の二通りの方法で 100 回行い計測
時間を平均した(表 6.2.3.1)．また，力の計算と時間積分両方を行った場合の計測時間を
表 6.2.3.2 に示す．図 6.2.3.1 に(CPU による計算時間)÷(FPGA による計算時間)とした
ときの加速率のグラフを示す．図 6.2.3.1 のグラフによれば，FPGA による計算は CPU
による計算よりも約 340 倍高速であることがわかった．図 6.2.3.2 に CPU による計算
時間のグラフ，図 6.2.3.3 に FPGA による計算時間のグラフを示す．二つのグラフの形
は類似しており，計算量的には同じ増え方であるようにみえる．しかし，表 6.2.3.3 に
示すように CPU での計算時間が，粒子数が２倍になると計算時間も約４倍になってい
るのに対し，FPGA では同じ倍率では増えていないことがわかった．粒子数が増えるに
つれて，FPGA による計算時間の増え方は４倍に近づいている(図 6.2.3.4)．これは転送
時間の占める割合が計算時間に対して小さくなっているためだと考えられる．つまり，
FPGA での計算にはデータの転送時間が含まれており，オーバーヘッドとして存在する
ために，少ない粒子数では計算時間の増え方が同じではないということが考えられる． 
 同様にして，C によって記述したネイティブプログラムによる性能も計測した(表
6.2.3.4)．FPGA での計算結果はメモリ内でコピーが発生しない分が高速になっている
ことがわかるが，CPU での実行結果が Java による計算よりも 1.6 倍高速で，高速化率
は 220 倍にとどまった(図 6.2.3.5)．計算時間の増え方はアプリ上での実行と同様であっ
た(表 6.2.3.5)．  
 
 
 
 
 
 
 
表 6.2.3.1 アプリ上での力の計算時間 
粒子数 FPGA (ms) CPU (ms) 倍率(CPU/FPGA) 
32 0.098 1.838 18.76 
64 0.114 7.500 65.79 
128 0.246 30.336 123.32 
256 0.514 121.627 236.63 
512 1.568 491.026 313.15 
1024 5.701 1968.180 345.23 
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表 6.2.3.2 アプリ上での力と時間積分の計算時間 
粒子数 FPGA (ms) CPU (ms) 倍率(CPU/FPGA) 
32 0.115 1.932 16.80 
64 0.146 7.772 53.23 
128 0.318 31.039 97.61 
256 0.688 124.416 180.84 
512 1.902 498.344 262.01 
1024 6.289 1994.893 317.20 
 
表 6.2.3.3 アプリでの計算時間の増え方 
 FPGA CPU 
32->64 x1.16  x4.08  
64->128 x2.16  x4.04  
128->256 x2.09  x4.01  
256->512 x3.05  x4.04  
512->1024 x3.64  x4.01  
 
表 6.2.3.4 ネイティブプログラムでの力の計算時間 
粒子数 FPGA (ms) CPU (ms) 倍率(CPU/FPGA) 
32 0.058 1.031 17.820 
64 0.077 4.434 57.820 
128 0.149 18.454 123.754 
256 0.429 75.761 176.647 
512 1.506 305.472 202.890 
1024 5.581 1229.164 220.248 
 
表 6.2.3.5 ネイティブプログラムでの計算時間の増え方 
 FPGA CPU 
32->64 x1.33  x4.30  
64->128 x1.94  x4.16  
128->256 x2.88  x4.11  
256->512 x3.51  x4.03  
512->1024 x3.71  x4.02  
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図 6.2.3.1 FPGA の計算時間に対する CPU の計算時間のグラフ 
 
 
図 6.2.3.2 CPU による計算時間のグラフ 
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図 6.2.3.3 FPGA による計算時間のグラフ 
 
 
図 6.2.3.4 粒子数による計算時間の増え方 
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図 6.2.3.5 ネイティブでの FPGA の計算時間に対する CPU の計算時間のグラフ 
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6.3 外部 IO 操作 
6.3.1 アプリの設計 
 
 デバイス外部にある PMOD を使用した出力をソフトウェアから操作するアプリであ
る．CPU は即時性が求められる処理に不向きであるため，外部との通信には専用の回
路やプロセッサを用いたほうが安定すると考えられる．出力先には LED を取り付けて
視覚的にわかりやすいようにした(図 6.3.1)． 
 アプリに必要な要素としては外部への出力をコントロールするための GUI のみであ
るので，図 6.3.1.1 に示すようにトグルボタンを横に 8 つ並べた．動作はトグルボタン
の状態変化をイベントで検知し，回路へ現在の状態情報を送信して出力を変化させると
いうものである． 
 
 
図 6.3.1 外部 IO に取り付けた LED モジュール 
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図 6.3.1.1 外部 IO 操作アプリの GUI 
 
6.3.2 回路の設計 
 
 回路では，出力と入力の 2 つの動作を行う．出力の動作は，DMA から送られてきた
データを出力レジスタへ格納し待機状態へ戻るというものである．入力の動作は DMA
からのデータ要求があった際に PMOD からの入力を送信し，待機状態へ戻るというも
のである．回路のブロック図としては図 6.3.2.1 のようになる． 
 
 
図 6.3.2.1 外部 IO 操作の回路ブロック図 
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6.3.3 性能評価 
 
 実際にアプリから外部 IO が操作できていることを確認できた(図 6.3.3.1)． 
 
 
図 6.3.3.1 外部 IO を操作している様子 
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7 ソフトウェア無線 
7.1 使用したアンテナ 
 
 ZedBoard に搭載可能なアンテナとして AD-FMCOMMS2-EBZ[26](図 7.1.1)を使用
した．このアンテナには AD コンバータとして AD9361 が搭載されており，70MHz～
6.0GHz の周波数帯に対して同調可能である．また，チャンネル幅は<200kHz～56MHz
まで利用できる．ボード部分は FMC コネクタを使用して ZedBoard と接続できる． 
 
7.2 回路のインプリメント 
 
 このデバイスで使用可能なデザインは ANALOG DEVICES[27]から入手可能である．
本研究では cf_ad9361_zed を使用した．しかし，インプリメントに必要な IP コア
(Intellectual Property Core)が不完全であり，そのままではインプリメントができなか
った．問題となったのは，ad_dds_1 および ad_dcfilter_1 のモジュールである．ここで，
ad_dds_1 については付属の ad_dds_1.xco ファイルを IP コアの設定ファイルとして読
み込むことで生成できた．しかし，付属の ad_dcfilter_1.xco ファイルについては IP が
図 7.1.1 AD－FMCOMMS2－EBZ の写真 
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Virtex6 向けのものであり，ZedBoard に搭載された Zynq7020 の Artix7 シリーズには
対応していなかった．そのため，DSP48E 用の ad_dcfilter を用意し使用することで解
決した．また，サンプルには chipscope 関連のモジュールが組み込まれており，これが
原因のエラーが発生してしまうので chipscope も削除した．以上の作業により
cf_ad9361_zed のインプリメントに成功した．動作の様子を図 7.2.1 に示す． 
 
7.3 ソフトウェア無線の可能性 
 
 ソフトウェア無線を本研究で開発したデバイスへ装備することの意義と可能性を考
える．アプリ回路からソフトウェア無線を利用可能となることで，アプリはアンテナと
AD チップがサポートする任意の周波数において無線機能を利用可能となる．これによ
ってアプリが実現できる機能は拡大し，様々な場所への応用が期待できる．また，アプ
リのみならず，本体の通信に利用する可能性も考えられる．昨今では様々な移動体通信
網が発達しており，すべてのプロトコルに対して対応するには多くのコストがかかって
しまう．そこで，必要なプロトコルに対応した無線モジュールを動的に再構成して利用
することでコストを削減できるだけでなく，未知のプロトコルにも対応できる可能性が
ある． 
 
 
図 7.2.1 ソフトウェア無線が動作している様子 
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8 まとめ 
8.1 本研究の成果 
 
 JavaからのFPGAを利用する方法としてJNIを使用する方法はすでに示されている
[28]が，本研究では，モバイルでの利用を考え，Android OS の動く FPGA タブレット
を開発した．FPGA と CPU をひとつのチップにまとめたヘテロジニアスなデバイス上
で OS を動作させ，アプリから FPGA の利用を可能にするためのドライバ及び API を
整備・実装した．また，このプラットホーム上で実際にアプリを作成して性能を評価し，
高速化が可能であることを示した． 
 さらに，タブレット形状にするために 3D プリンタによるフレームの出力や無線化，
バッテリ駆動化を行った．携帯端末としてのFPGAの利用可能性を示すことができた． 
 実際に組み込むことはできなかったが，ソフトウェア無線による機能拡張の可能性に
ついて言及した． 
 
8.2 本研究の問題点 
 
 本研究で開発したデバイスは荒削りの部分が多い．Android OS の移植が不完全であ
るため，利用できる機能に制限がある点や，カーネルにおいて無線化を実現したために，
Android OS から無線 LAN の設定ができないなどの問題がある．また，バッテリ駆動
化に使用したモバイルバッテリは通電していない状態でもコネクタがつながっていれ
ば昇圧回路に電流が流れ，電力を消費してしまう問題がある．現状では，アプリから回
路へのデータ転送にはメモリ内でのデータコピーが発生してしまうため，性能の低下に
つながっており，アプリから直接メモリを操作するための解決策が必要である．アプリ
から使用する回路の設計はアプリ開発者が行う必要があり，これには HDL による記述
が必須であるため，開発者の負担が大きい．このためこの負担を軽減する解決策が期待
される． 
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