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ABSTRACT
Various aspects of high performance computing (HPC) are addressed in this thesis. The main
focus is on analyzing and suggesting novel ideas to improve an application’s performance and
scalability on HPC systems and to make the most out of the available computational resources.
The choice of inter-process communication is one of the main factors that can influence an
application’s performance. This study investigates other computational paradigms, such as one-
sided communication, that was known to improve the efficiency of current implementation methods.
We compare the performance and scalability of the SHMEM and corresponding MPI-3 routines for
five different benchmark tests using a Cray XC30. The performance of the MPI-3 get and put
operations was evaluated using fence synchronization and also using lock-unlock synchronization.
The five tests used communication patterns ranging from light to heavy data traffic: accessing
distant messages, circular right shift, gather, broadcast and all-to-all. Each implementation was run
using message sizes of 8 bytes, 10 Kbytes and 1 Mbyte and up to 768 processes. For nearly all tests,
the SHMEM get and put implementations outperformed the MPI-3 get and put implementations.
We noticed significant performance increase using MPI-3 instead of MPI-2 when compared with
performance results from previous studies. One can use this performance and scalability analysis
to choose the implementation method best suited for a particular application to run on a specific
HPC machine.
Today’s HPC machines are complex and constantly evolving, making it important to be able to
easily evaluate the performance and scalability of HPC applications on both existing and new HPC
computers. The evaluation of the performance of applications can be time consuming and tedious.
HPC–Bench is a general purpose tool used to optimize benchmarking workflow for HPC to aid in the
efficient evaluation of performance using multiple applications on an HPC machine with only a “click
of a button”. HPC–Bench allows multiple applications written in different languages, with multiple
xv
parallel versions, using multiple numbers of processes/threads to be evaluated. Performance results
are put into a database, which is then queried for the desired performance data, and then the R
statistical software package is used to generate the desired graphs and tables. The use of HPC–
Bench is illustrated with complex applications that were run on the National Energy Research
Scientific Computing Center’s (NERSC) Edison Cray XC30 HPC computer.
With the advancement of HPC machines, one needs efficient algorithms and new tools to make
the most out of available computational resources. This work also discusses a novel application of
deep learning to a nuclear physics application. In recent years, several successful applications of the
artificial neural networks (ANNs) have emerged in nuclear physics and high-energy physics, as well
as in biology, chemistry, meteorology, and other fields of science. A major goal of nuclear theory is to
predict nuclear structure and nuclear reactions from the underlying theory of the strong interactions,
Quantum Chromodynamics (QCD). The nuclear quantum many-body problem is a computationally
hard problem to solve. With access to powerful HPC systems, several ab initio approaches, such as
the No-Core Shell Model (NCSM), have been developed for approximately solving finite nuclei with
realistic strong interactions. However, to accurately solve for the properties of atomic nuclei, one
faces immense theoretical and computational challenges. To obtain the nuclear physics observables
as close as possible to the exact results, one seeks NCSM solutions in the largest feasible basis spaces.
These results obtained in a finite basis, are then used to extrapolate to the infinite basis space limit
and thus, obtain results corresponding to the complete basis within evaluated uncertainties. Each
observable requires a separate extrapolation and most observables have no proven extrapolation
method. We propose a feed-forward ANN method as an extrapolation tool to obtain the ground
state energy and the ground state point-proton root-mean-square (rms) radius along with their
extrapolation uncertainties. The designed ANNs are sufficient to produce results for these two
very different observables in 6Li from the ab initio NCSM results in small basis spaces that satisfy
the following theoretical physics condition: independence of basis space parameters in the limit of
extremely large matrices. Comparisons of the ANN results with other extrapolation methods are
also provided.
1CHAPTER 1. GENERAL INTRODUCTION
1.1 Introduction and Background
High performance computing (HPC) applications are designed to take advantage of the paral-
lelism in HPC systems. Algorithmically designed to take advantage of high performance architec-
ture, these applications can be run on an HPC machine. Many factors affect how an application
will perform, for example, the choice of inter-process communication. Experiments can be run to
determine the difference in performance achieved using various inter-process communication meth-
ods (routines from SHMEM and MPI-3 libraries). One can use this information to choose the
implementation method best suited for a particular application to run on a specific HPC machine.
Today’s HPC machines are complex and constantly evolving, making it important to be able to
easily evaluate the performance and scalability of HPC applications on both existing and new HPC
computers. The evaluation of the performance of applications can be time consuming and tedious,
thus special tools have been designed to optimize the HPC workflow needed for this process.
With access to powerful HPC systems, the application of computer simulations in nuclear
physics has been steadily increasing in the last two decades. A major long-term goal of nuclear
theory is to understand how low-energy nuclear properties arise from strongly interacting nucleons.
The inter-nucleon interaction is a strong interaction which is complex and not completely under-
stood at the present time. The inter-nucleon interaction is theoretically derived from first principles
and can consist of two-body terms, three-body terms, and higher-order terms.
Ab initio approaches solve the nuclear non-relativistic quantum many-body problem as a large
sparse matrix eigenvalue problem in a truncated basis space using a realistic inter-nucleon interac-
tion. The physics goals require results to be as close to the convergence as possible to minimize
extrapolation uncertainties. This implies the need to use the largest basis possible for solving
2the many-body problem. However, the dimension of the matrix grows nearly exponentially with
well-established cutoffs of the basis space and with the particle number of the nucleus.
The nuclear quantum many-body problem is a computationally hard problem to solve. Ad-
ditionally, the nearly exponential growth in the matrix dimension along with the inclusion of the
higher-order terms in the inter-nucleon interaction drive up the amount of computational resources
required to solve the many-body problem. As a result, efficient algorithms and new tools for ex-
trapolation are needed to make the most out of available computational resources. This leads us
to explore machine learning techniques as extrapolation tools to obtain the nuclear physics results
at ultra-large basis spaces using ab initio calculation results of the NCSM at smaller basis spaces.
It also leads us to investigate other computational paradigms, such as one-sided communication,
that improve the efficiency of current implementation methods.
This section gives background information and explains the concepts used in this thesis. More
discussions on high performance computing, machine learning, and nuclear physics are presented
in each subsection.
1.1.1 High Performance Computing
HPC refers to computing using very large, powerful computers. HPC machines have many,
sometimes hundreds of thousands, compute nodes interconnected via a high speed communication
network to allow for fast sending of messages between compute nodes. A file server is also needed
to store the large amounts of data usually required when running applications. Normally, data is
stored on several file systems that provide different levels of disk storage and I/O performance. For
example, the NFS and GPFS file systems are used for permanent data storage, while the Lustre
file system is used for temporary data storage and for parallel I/O. Currently, the Infiniband com-
munication network is often used by many HPC machines, but there are also other communication
networks, e.g., Cray’s Aries interconnect, Intel’s Omni-Path network, Fuzitzu’s Torus Fusion net-
work, etc. Interconnect technology is an active area of research since it is a critical component of all
HPC machines. Special programs called resource managers, workload managers, or job schedulers
3are used to allocate compute nodes to users’ jobs; typically, the Slurm workload manager is used
for this purpose.
Compute nodes are usually shared memory with Cache Coherent Non-Uniform Memory Access
(CC-NUMA) architecture containing two processors/sockets with each processor having several
cores. Each processor/socket on a node has its own memory and memory access from one socket to
the memory of the other socket takes longer. For example, compute nodes on the student cluster
at Iowa State University have two processors with each processor having 8 cores, see Figure 1.1.
Figure 1.1: The topology of a compute node on the student cluster at Iowa State University.
The National Energy Research Scientific Computing Center (NERSC) provides large-scale HPC
machines for running scientific applications [1]. For this study, NERSC’s “Edison” Cray XC30
supercomputer was used. “Edison” was named after U.S. inventor and businessman Thomas Alva
Edison and has 5,586 computes nodes, 134,064 cores in total. There are 30 cabinets and each
cabinet has 3 chassis, each chassis has 16 compute blades, and each compute blade has 4 dual
socket nodes. Hence, each cabinet consists of 192 compute nodes. Cabinets are interconnected
using Cray’s Aries interconnect with Dragonfly topology with 2 cabinets in a single group. Routers
4are connected to other routers in the chassis via a backplane. Chassis are connected together to
form a two-cabinet group (a total of 6 chassis) using copper cables. Network connections outside
the two-cabinet group require a global link. Optical cables are used for all global links. All two-
cabinet groups are directly connected to each other with these optical cables. See Figure 1.2 [1]
for the interconnection network on “Edison”. Each compute node has 64 GB of 1866 MHz DDR3
memory (four 8 GB DIMMs per socket) and two 2.4 GHz Intel Xeon E5-2695v2 processors for a
total of 24 processor cores, see Figure 1.3 [1].
Cache memory, also called CPU memory, is high-speed static random access memory (SRAM)
that can be accessed much faster than the regular random access memory (RAM) but is expensive.
Traditionally, the cache memory is categorized as “levels” that describe its closeness and accessibil-
ity to the core process. This memory is typically integrated directly into the core chip or placed on
a separate chip that has a separate bus interconnect with the core. The purpose of cache memory is
to store program instructions and data that are used repeatedly in the program. The core process
can access this information quickly from the cache rather than having to get it from the shared
memory. Fast access to these instructions and data increases the overall speed of the program. On
“Edison” each core has its own L1 and L2 caches, with 64 KB (32 KB instruction cache, 32 KB
data) and 256 KB, respectively. A 30-MB L3 cache is shared between 12 cores on each processor.
Figure 1.4 [1] shows more details, such as cache memory structure of a compute node on “Edison”.
See [1] for more detailed discussions on the configuration of “Edison” and other systems.
HPC is a critical technology since it allows applications to use many processes during execu-
tion so that answers are available quickly. For example, financial organizations and investment
companies require HPC machines for high speed trading and for running complex simulations for
stock and bond trading. To be successful, these organizations try to have answers before their
competitors have them. Aerospace companies use HPC machines for designing planes, rockets and
jet engines. Car manufactures use HPC for crash test simulations, car design, and engine design.
Research at universities and government laboratories use HPC machines extensively.
5Figure 1.2: The Dragonfly topology for the interconnection network for NERSC’s “Edison” Cray
XC30. Image courtesy of NERSC [1].
To use HPC machines, applications must be written to using parallel programming techniques.
Typically, this means using SHared MEMory (SHMEM), the Message Passing Interface (MPI)
and/or Open Multi-Processing (OpenMP) and using the Fortran or C/C++ programming lan-
guages. OpenMP is used for parallelization of shared memory computers and MPI for parallelization
of distributed (and shared) memory computers. Since memory is shared on a node, one can paral-
lelize with OpenMP within nodes and MPI between nodes. One could specify 1 MPI process per
node and use number of cores/node OpenMP threads to parallelize within a node. However, since
6Figure 1.3: The topology of a compute node for NERSC’s “Edison” Cray XC30. Image courtesy
of NERSC [1].
there are two processors/sockets per node and since each processor has memory physically close
to it, it is generally recommended to use 2 MPI processes per node and use number of cores/pro-
cessor OpenMP threads. OpenMP parallelization requires the insertion of directives/pragmas into
a program and then compiled with the special compiler option for these directives/pragmas. One
can increase performance of an HPC machine by adding accelerators, e.g., Graphical Processing
Units (GPUs). To write programs for GPUs one must use Compute Unified Device Architecture
(CUDA), CUDA Fortran or use Open Accelerators (OpenACC) with Fortran or C. CUDA is an ex-
tension of the C programming language and was created by Nvidia. OpenACC is a directive-based
programming model like OpenMP developed by Cray, CAPS, Nvidia and PGI. Like OpenMP 4.0
and newer, OpenACC can be used on both the CPU and GPU architectures.
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81.1.1.1 One-sided communication
One-sided communication, also known as Remote Memory Access (RMA), is often used in areas
such as bioinformatics, computational physics, and computational chemistry to achieve greater per-
formance. In 1993 Cray introduced their SHared MEMory (SHMEM) library for parallelization on
their Cray T3D, which had hardware support for Remote Direct Memory Access (RDMA) opera-
tions. The SHMEM library consists of the one-sided SHMEM get and put operations, atomic update
operations, synchronization routines and the broadcast, collect, reduction and alltoall collective op-
erations. In 1994 Message Passing Interface (MPI) 1.0 was introduced. It defined point-to-point
and collective operations but did not include one-sided routines. In 1998 the one-sided MPI rou-
tines, also known as RMA routines, were introduced with MPI-2 [2]. MPI-2’s conservative memory
model limited its ability to efficiently utilize hardware capabilities, such as cache-coherency and
RDMA operations.
In 2012 MPI-3 [3] extended the RMA interface to include new features to improve the usability,
versatility and performance potential of MPI RMA one-sided routines. The Cray XC30 supports
MPI-3 and utilizes its Distributed Memory Applications (DMAPP) communication library in their
implementation of the MPI-3 one-sided routines. From the programmer’s point of view, the differ-
ence between SHMEM and MPI one-sided routines is that the SHMEM one-sided routines require
remotely accessible objects to be located in the ‘symmetric memory’, which excludes stack mem-
ory, while the MPI one-sided routines can access any data on a remote process. However, the MPI
one-sided operations require the creation of a special ‘window’ and use of special synchronization
routines. More details on MPI and SHMEM one-sided communication are presented below.
The RMA interface in MPI allows one process to specify all communication parameters, both
for the ‘sending’ side and for the ‘receiving’ side. The one-sided MPI communications perform
RMA operations. MPI must be informed what parts of a ‘process’ memory will be used with
RMA operations and which other processes may access that memory. A window object identi-
fies the memory and processes that one-sided operations may act on. MPI-3 provides four dif-
ferent types of windows: mpi win create (traditional windows), mpi win allocate (allocated win-
9dows), mpi win create dynamic (dynamic windows) and mpi win allocate shared (shared memory
windows). The traditional windows expose existing memory to remote processes. Each process can
specify an arbitrary local base address for the window and all remote accesses are relative to this
address. The allocated windows differ from the traditional windows in that the user does not pass
allocated memory. The allocated windows allow the MPI library to allocate symmetric window
memory, where the base addresses on all processes are the same. By allocating memory instead of
allowing the user to pass in an arbitrary local base address, this call can improve the performance
for systems which support RMA operations. For this study, the window identifying the memory
is created with a call to the new MPI-3 function, mpi win allocate with ‘same size’ ‘info’ key set
to true. The ‘info’ argument provides optimization hints to the runtime about the usage of the
window. When ‘same size’ is set to true, the implementation may assume that the argument size is
identical on all processes. Mpi win allocate is a collective call executed by all processes in the group
and it returns the window object that can be used by these processes to perform RMA operations.
The memory contained in the window can be accessed by MPI get and put functions, mpi get
and mpi put. Mpi get function retrieves data from remote memory into local memory and mpi put
moves data from local memory to remote memory. Figure 1.5 illustrates the data movement when
using MPI get and put operations. The green rectangle represents the window containing the
memory to be accessed on each process and the pink square represents the symmetric memory
region. Each process has also its private memory which can only be accessed by the process itself
represented by a blue rectangle. The window containing the memory to be accessed on each process
is created in the symmetric region using mpi win allocate function and exposes its memory to RMA
operations by other processes in a communicator. When using an MPI put operation, a process can
‘put’ data from its window memory or from its private local memory into a remote ‘process’ window.
When using an MPI get operation, a process can ‘get’ data from the window of a remote process
into its window memory or into its private local memory. Both the rank and position of the memory
location can be specified when using MPI get and put functions so that individual elements can be
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accessed. These data movement operations are non-blocking and subsequent synchronization on
window object is needed to ensure an operation has completed.
MPI provides three synchronization mechanisms: fence, post-start-complete-wait, and lock-
unlock. Figure 1.6 illustrates the use of MPI get and put operations, mpi get and mpi put. For
ease of exposition, we assume the one-sided communication is between rank i, rank j and rank k
processes, where i 6= j 6= k. In our study we used fence and lock-unlock synchronizations. The
first call to mpi win fence is required to begin the synchronization epoch for RMA operations. The
next call to mpi win fence completes the one-sided operations issued by this process as well as the
operations targeted at this process by other processes, see Figure 1.6a. In the lock-unlock synchro-
nization method, the origin process calls mpi win lock to obtain either shared or exclusive access to
the window on the target, as shown in Figure 1.6c. After issuing the one-sided operations, it calls
mpi win unlock. The target does not make any synchronization call. When mpi win unlock returns,
the one-sided operations are guaranteed to be completed at the origin and the target. Mpi win lock
is not required to block until the lock is acquired, except when the origin and target are one and
the same process. Mpi win free is a collective call executed by all processes in the group that
frees the window object and returns a null handle. The memory associated with windows created
by a call to mpi win create may be freed after the call returns. If the window was created with
mpi win allocate, mpi win free will free the window memory that was allocated in mpi win allocate.
This can be called by a process only after it has completed its RMA operations, e.g. the process has
called mpi win fence for fence synchronization or mpi win unlock for lock-unlock synchronization.
Mpi win free requires a barrier synchronization with an exception to this rule if setting ‘no locks’
‘info’ key to true when creating the window. In this case, an MPI implementation may free the
local window without barrier synchronization.
The SHMEM library provides inter-process communication using one-sided communication,
e.g., get and put library calls. Data objects can be stored in a private local memory address or
in a remotely accessible memory address space. Objects in the private address space can only be
accessed by the processing element (PE) itself and these data objects cannot be accessed by other
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PEs via SHMEM routines. Remotely accessible objects, however, can be accessed by remote PEs
using SHMEM routines. Remotely accessible data objects are also known as symmetric objects.
Symmetric objects have the same size, type and relative address on all other PEs. Examples of
symmetric objects are local static and global variables in C and C++ and variables in common
blocks as well as variables with a SAVE attribute in Fortran. Special SHMEM routines allow
creation of dynamically allocated symmetric objects. These objects are created in a special memory
region called the symmetric heap, which is created during execution at locations determined by
the implementation. Symmetric data objects are dynamically allocated in C and C++ using the
SHMEM call shmalloc and in Fortran using the SHMEM call shpalloc. Each PE is able to access
symmetric variables (Global Address Space), but each PE has its own view of symmetric variables
(Partitioned Global Address Space). See Figure 1.7 for an example of how Symmetric Memory
Objects may be arranged in memory. The pink square represents the symmetric heap memory
region and the red rectangle represents a symmetric object. The private memory which can only
be accessed by the PE itself is represented by a blue rectangle.
Figure 1.8 illustrates the data movement when using SHMEM get and put operations and is
similar to the Figure 1.5 for MPI. In Figure 1.8 a symmetric object is created statically on the
stack or allocated dynamically in the symmetric heap region as described above. Similarly to MPI,
when using a SHMEM put operation, a PE can ‘put’ data from its remotely accessible memory or
from its private local memory into a symmetric object on a remote PE. When using a SHMEM get
operation, a PE can ‘get’ data from a symmetric object of a remote PE into its remotely accessible
memory or into its private local memory.
Figures 1.9 and 1.10 illustrate the use of SHMEM get and put operations, shmem get and
shmem put. For ease of exposition, we assume the one-sided communication is between PE 0
and PE i, where i is not equal to 0. Both the PE number and position of the memory location
need to be specified when using SHMEM get and put functions so that individual elements can
be accessed. The shmem get operation is blocking but the shmem put operation is non-blocking
making program development more challenging when using shmem put. As seen in Figure 1.9, there
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is no need for a synchronization between PE 0 and PE i when using shmem get routine because
shmem get routines return when the data has been copied from the remote PE into the local PE.
However, if the program on PE i may need to change A, then PE i needs to know when PE 0
has copied A from its memory so that it is safe to change A. In this case synchronization between
the two processes: PE 0 and PE i is needed and should be done in a similar manner as shown for
shmem put by using shmem fence with shmem wait until presented below.
Figure 1.10 illustrates how PE i ‘puts’ the data on PE 0. Since shmem put routines return when
the data has been copied out of the local PE, but not necessarily before the data has been delivered
to the remote data object, subsequent synchronization is needed to ensure the put operation has
completed. Synchronization between PE i and PE 0 is achieved by calling the library functions
shmem fence and shmem wait until. The shmem fence routine insures that all prior put operations
issued to a particular destination PE are written to the symmetric memory of that destination
PE, before any following put operations to that same destination PE are written to the symmetric
memory of that destination PE. PE i issues a shmem fence after issuing a shmem put on process
0 and then issues a shmem integer put of a synchronization variable, sync, on PE 0. PE 0 waits
for the sync variable to be updated to 0 by the PE i (the sender PE) by issuing shmem wait until.
After the shmem wait until returns, it is safe to use the array B on PE 0 with values from the
remote put operation issued by PE i. Comparing Figure 1.9 with Figure 1.10 one can see that
using shmem put routine is more challenging than using shmem get routine since it requires the
use of a synchronization variable, sync, in addition to the shmem fence routine. For applications
where global synchronization is required, synchronization is achieved by calling the library function
shmem barrier all.
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rank 0 rank 1
rank 2 rank 3
Get
Put
Get
Put
address space
Symmetric Heap Symmetric Heap
Symmetric Heap Symmetric Heap
window window
window window
address space
address space address space
same
address
space
call mpi_get (..., 1, ...)
call mpi_get (..., 1, ...)
call mpi_put (..., 2, ...)
call mpi_put (..., 3, ...)
Private Memory
Private Memory
Figure 1.5: A schematic diagram of remote memory access using a window object created with
mpi win allocate for MPI get and put.
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Process i Process j
MPI_Win_fence (win)
MPI_Put (j)
MPI_Get (j)
MPI_Win_fence (win)
MPI_Win_fence (win)
MPI_Put (i)
MPI_Get (i)
MPI_Win_fence (win)
(a) Fence synchronization
Process i
MPI_Win_start (j)
MPI_Put (j)
MPI_Get (j)
MPI_Win_complete (j)
Process k
MPI_Win_start (j)
MPI_Put (j)
MPI_Get (j)
MPI_Win_complete (j)
Process j
MPI_Win_post (i, k)
MPI_Win_wait (i, k)
(b) Post-start-complete-wait synchronization
Process i
MPI_Win_allocate (win)
MPI_Win_lock (shared, j)
MPI_Put (j)
MPI_Get (j)
MPI_Win_unlock (j)
MPI_Win_free (win)
Process j
MPI_Win_allocate (win)
MPI_Win_free (win)
Process k
MPI_Win_allocate (win)
MPI_Win_lock (shared, j)
MPI_Put (j)
MPI_Get (j)
MPI_Win_unlock (j)
MPI_Win_free (win)
(c) Lock-unlock synchronization
Figure 1.6: The three synchronization mechanisms for one-sided communication in MPI. The ar-
guments indicate the target rank, where i 6= j 6= k.
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Figure 1.7: A schematic diagram of symmetric objects for SHMEM.
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call shmem_get (..., 1)
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Figure 1.8: A schematic diagram of remote memory access using a symmetric object for SHMEM
get and put.
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PE 0 PE i
real*8 A(1), B(1)
pointer (addrA, A)
pointer (addrB, B)
Symmetric Heap
call shmem_get8 (B(1), A(1), n, i)
....
Symmetric Heap
call shpalloc (addrB, n*2, err, abort)
call shpalloc (addrA, n*2, err, abort)
B(1:n)
A(1:n)
real*8 A(1), B(1)
pointer (addrA, A)
pointer (addrB, B)
Get
call shpalloc (addrA, n*2, err, abort)
call shpalloc (addrB, n*2, err, abort)
Figure 1.9: PE 0 ‘gets’ a message from PE i, where i 6= 0 using the shmem get routine.
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PE 0 PE i
real*8 A(1), B(1)
pointer (addrA, A)
pointer (addrB, B)
Symmetric Heap
call shpalloc (addrA, n*2, err, abort)
call shmem_wait_until (sync, &
                          shmem_cmp_eq, 0)
....
Symmetric Heap
real*8 A(1), B(1)
pointer (addrA, A)
pointer (addrB, B)
call shpalloc (addrB, n*2, err, abort)
call shpalloc (addrA, n*2, err, abort)
call shpalloc (addrB, n*2, err, abort)
....
Remotely 
Accessible
Memory
integer sync
Remotely 
Accessible
Memory
integer sync
call shmem_put8 (B(1), A(1), n, 0)
call shmem_fence() 
call shmem_integer_put (sync, &
                                          sync, 1, 0)
sync
sync
sync = 1 sync = 0
B(1:n)
A(1:n)
Put
Put
Figure 1.10: PE i ‘puts’ a message on PE 0, where i 6= 0 using the shmem put routine.
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1.1.1.2 HPC workflow optimization
A simple definition of a workflow is the repetition of a series of activities or tasks that are
necessary to obtain a result. The HPC workflow can be defined as the flow of tasks that need to be
executed to compute on HPC machines and process the results. Tasks within the HPC workflow
can be jobs that run on HPC resources or auxiliary assignments that run outside of HPC resources.
Example tasks include writing scripts and configuration files, uploading the input files (input data,
source codes, scripts and configuration files) to an HPC machine, submitting a job and performing
an analysis. Figure 1.11 shows a typical example for the HPC workflow diagram.
The HPC workflows are a means by which scientists can model their analysis. With the evolution
of HPC systems, it important to facilitate scientists to be able to easily rerun their analysis on
both existing and new HPC computers. Tools are designed to optimize the HPC workflow. An
HPC workflow optimization tool offers functionality in several areas: workflow orchestration, HPC
machine provisioning, job submission and data analysis.
To orchestrate these tasks, the tool uses a workbench with task execution engine, such as the
Cyclone Database Implementation Workbench (CyDIW) developed at Iowa State University [4, 5].
For HPC machine provisioning, the tool writes the configuration files, which match the size and
characteristics of an HPC machine to the HPC workflow. The tool also writes the scripts needed
for the job submission and it provides access to HPC resources through job schedulers. These
schedulers add jobs to a queue until processors and memory become available. Next, the tool
suspends execution and waits for the job to finish. Once the job is completed, it collects the output
data, copies the data to the local machine and performs the data analysis, such as generating tables
and graphs for visualization.
To conclude, an HPC workflow optimization tool will automatically write appropriate config-
uration files and scripts and submit them to the job scheduler, collect the output data for each
application and then perform a data analysis, such as generating various tables and graphs.
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In this work, we implemented the HPC–Bench tool using CyDIW, which optimizes the HPC
benchmarking workflow and saves time in analyzing performance results by automatically generat-
ing performance graphs and tables.
prepare source codes 
write scripts and 
configuration files
copy the input files
to the HPC machine
submit the scripts
to the job scheduler
Process 0
application 1
...
application n
Process 1
application 1
...
application n
Process p-1
application 1
...
application n
......
output 1
output 2
...
output n
copy the output files to 
the local machine
process the output files 
to generate 
tables and graphs
share the results
Figure 1.11: An example for the HPC workflow using n applications that are run on p processes.
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1.1.2 Machine Learning
Professor Andrew Ng from Stanford University gives a nice introduction to machine learning
along with its applications in the “Machine Learning” online open course [6]. Following is a sum-
mary of his introduction.
Machine learning is one of the most exciting fields of computing today and has become a part
of everyday life. We are using machine learning many times a day without even knowing it. For
example, web searching engines, such as Google and Bing use machine learning software to rank
pages. When a photo application recognizes people in the pictures, that’s also machine learning.
Another example is an email anti-spam filter, which has learned to distinguish spam from non-spam
emails. The recommendations for the books we buy, the movies we watch, the music we listen to,
the sports we follow, the driving directions we need are also driven by machine learning algorithms.
Machine learning is a field that had grown out of the field of artificial intelligence (AI). AI is
used to build intelligent machines, however, there are just a few basic things that one could program
a machine to do, such as finding the shortest path from A to B. People don’t know how to write AI
programs for web searching or photo tagging or email anti-spam. The only way to do these things
is to have a machine learn to do it by itself.
Let us try to answer the following question: “What is machine learning?”. Arthur Samuel
defined machine learning as “the field of study that gives computers the ability to learn without
being explicitly programmed.” In 1950 Samuel wrote a checkers playing program by programming
tens of thousands of games against himself. By watching what sorts of board positions tended to
lead to wins and what sort of board positions tended to lead to losses, the checkers playing program
learned over time what are good board positions and what are bad board positions. Eventually, it
learned to play checkers better than Arthur Samuel. Because a computer has the patience to play
tens of thousands of games, it was able to get more checkers playing experience than a human. Tom
Mitchell provides a more modern definition of machine learning: “A computer program is said to
learn from experience E with respect to some class of tasks T and performance measure P , if its
performance at tasks in T , as measured by P , improves with experience E.” Taking the example
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above of playing checkers, E is the experience of playing many games of checkers, T is the task of
playing checkers, and P is the probability that the program will win the next game.
Autonomous vehicles or helicopters are similar examples of machine learning applications. There
are no AI computer programs to make a helicopter fly by itself or a car drive by itself. The
solution is having a computer learn by itself how to fly the helicopter or drive the car. Actually,
most of computer vision today is applied machine learning, e.g., autonomous robotics, handwriting
recognition and natural language processing.
In recent years, machine learning touched many domains of industry and science. One of the
reasons machine learning has grown in popularity lately is the growth of data and, along with that,
the growth of automation. One application of machine learning in industry is database mining.
Many Silicon Valley companies are collecting web click data or clickstream data and are trying to
use machine learning algorithms to mine this data to understand the users in order to serve them
better. All fields of science have larger and larger datasets that can be understood using machine
learning algorithms. For example, machine learning uses electronic medical records data and turn
it into knowledge, which enables one to understand diseases better. It is worthy mentioning the
application of machine learning in computational biology as well. With automation, biologists are
collecting lots of data about gene sequences, DNA sequences, etc. Machine learning algorithms use
this data to provide a better understanding of the human genome, and what it means to be human.
The AI dream is to build truly intelligent machines, i.e., as intelligent as humans. For example,
build robots that tidy up the house. First have the robot watch a human demonstrate the task and
then learn from that. The robot will watch what objects the human picks up and where the human
puts them and then try to do the same thing by itself. We’re a long way away from that goal,
but many scientists think the best way to make progress on this is through learning algorithms,
inspired by the structure and function of the human brain, called artificial neural networks. More
details are provided below.
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1.1.2.1 Artificial neural networks
Dr. Robert Hecht-Nielsen defined an artificial neural network (ANN) as “a computing system
made up of a number of simple, highly interconnected processing elements, which process informa-
tion by their dynamic state response to external inputs” [7]. ANNs were inspired by the structure
and function of the human brain with complex tasks, such as learning, memorizing and generalizing.
ANNs started to be very widely used throughout the 1980’s and 1990’s, but their popularity
diminished in the late 1990’s. However, with the advancement of computers and better algorithms,
ANNs have had a major resurgence in the last decade. Today they are known as the state-of-the-art
technique for many applications.
ANNs are typically organized in layers. This arrangement gives a class of ANN called multi-
layer ANN. ANNs are composed of an input layer, one or more hidden layers and an output layer.
Layers are made up of a number of highly interconnected processing units, called artificial neurons
(ANs). The ANs contain an activation function and are connected with each other via adaptive
synaptic weights. The AN collects all the input signals and calculates a net signal as the weighted
sum of all input signals. Next, the AN calculates and transmits an output signal by applying the
activation function to the net signal. Input data are presented to the network via the input layer,
which communicates to one or more hidden layers, where the actual processing is done via the
weighted connections. The hidden layers then link to the output layer, which gives the results.
The type of ANN, which propagates the input through all the layers and has no feed-back loops is
called a feed-forward multi-layer ANN, see Figure 1.12. For this study, we adopt and work with a
feed-forward three-layer ANN.
For function approximation, a sigmoid or sigmoid–like and linear activation functions are usu-
ally used for the neurons in the hidden and output layer, respectively.
The development of an ANN is a two-step process with training and testing stages. In the
training stage, the ANN adjusts its weights until an acceptable error level between desired and
predicted outputs is obtained. The difference between desired and predicted outputs is measured
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Figure 1.12: An example of a feed-forward multi-layer ANN [8].
by the error function, also called the performance function. A common choice for the error function
is mean square error (MSE).
There are various training algorithms for feed-forward ANNs. The training algorithms use the
gradient of the error function to determine how to adjust the weights to minimize the error function.
The gradient is determined using a technique called back-propagation [9], which involves performing
computations backwards through the network. The back-propagation computation is derived using
the chain rule of calculus.
The back-propagation algorithm minimizes the error function as a function of the weights. The
error surface is a hyperparaboloid in the weights’ vector space, but it is rarely ‘smooth’. There
are many variations of the back-propagation algorithm. The simplest implementation of back-
propagation learning updates the network’s weights in the direction in which the error function
decreases most rapidly, i.e., the negative of the gradient. This is known as the gradient descent
method. For example, for the first hidden layer, one iteration of this algorithm can be written as:
wn+1 = wn + β × δn × x, (1.1)
where wn is the vector of current weights associated with the input connection links, δn is the
current gradient, β is the learning rate, and x is the vector of input signals. See Figure 1.13 for a
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schematic representation for the weights’ update associated with the input connections of a given
neuron. Learning rate controls the change in the weight from one iteration to another. As a general
rule, smaller learning rates are considered as stable but cause slower learning. On the other hand,
higher learning rates can be unstable causing oscillations and numerical errors but speed up the
learning.
Figure 1.13: Weights’ update using the back-propagation algorithm [8].
Figure 1.14 shows the gradient descent implementation of the back-propagation algorithm which
goes towards the global minimum along the steepest vector of the error surface. The global minimum
is the theoretical solution with the lowest possible error. In most problems, the solution space is
quite irregular with several local minima, which can cause the algorithm to find a local minimum
instead of the global minimum. Since the nature of the error space can not be known a priori, many
individual runs of the training algorithm are needed to determine the best solution. Furthermore,
since the training of the network depends on the initial starting solution, it is important to train
the network several times using different starting points.
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The gradient descent with momentum implementation of the back-propagation algorithm pro-
vides inertia to escape local minima. The idea of gradient descent with momentum is to simply
add a certain fraction of the previous weight update to the current one, to avoid being stuck in
local minima. This fraction represents the momentum rate parameter. Equation 1.1 becomes:
wn+1 = wn + β × δn × x+ α× (wn − wn−1), (1.2)
where α is the momentum rate.
Figure 1.14: The gradient descent back-propagation algorithm updates the network’s weights in the
direction of the negative gradient of the error function [8].
There are two different ways in which the gradient descent algorithm can be implemented:
incremental mode and batch mode. In the incremental mode, the gradient is computed and the
weights are updated after each input is applied to the network. In the batch mode all of the inputs
are applied to the network before the weights are updated. The back-propagation training algorithm
in batch mode performs the following steps:
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• Select a network architecture.
• Initialize the weights to small random values.
• Present the network with all the training examples from training set.
• Forward pass: compute the net activations and outputs of each neuron in the network with
the current value of the weights.
• Backward pass: compute the errors for each neuron in the network.
• Update weights as a function of the back-propagated errors, e.g., Equations 1.1 and 1.2.
• If the stopping criterion is satisfied, then stop:
– maximum number of epochs
– a minimum value of the error function evaluated for the training data set
– the over–fitting point
The gradient descent and gradient descent with momentum algorithms are too slow for prac-
tical problems. There are several high performance algorithms, which operate in the batch mode,
that can converge from ten to one hundred times faster than than gradient descent algorithms.
Heuristic techniques were developed from an analysis of the performance of the standard steepest
descent algorithm, such as variable learning rate back-propagation and resilient back-propagation.
Some standard numerical optimization techniques are: conjugate gradient, quasi-Newton [10] and
Levenberg-Marquardt [9, 11]. For this study, Levenberg-Marquardt algorithm was used along with
Bayesian regularization of David MacKay [12] to improve ANN performance.
Once an ANN is trained, it can be used as an analytical tool on new data that were not used in
the training process. This is the testing stage of the ANN. The predicted output from the new input
data can then be used for further analysis and interpretation. For further and general background
on the ANN refer to [13, 14].
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1.1.3 Nuclear Physics
Before describing the models of nuclear structure, it is useful to make a short comparison of
the characteristics of atoms and nuclei. The nuclear structure is more complex than the atomic
structure. Atoms have a center of attraction for all the electrons and inter-electronic forces generally
play a small role. The predominant force (Coulomb) is well understood. Nuclei, on the other hand,
have no center of attraction. A nucleus is made up of positively charged protons and neutral (no
charge) neutrons, which are called nucleons. The nucleons are held together by their inter-nucleon
interactions which are much more complicated than Coulomb interactions. There is a very strong
and short-range (∼ 1 fm or 1× 10−15 meters) force that pulls nucleons toward each other, and an
even stronger repulsive force at even shorter distances that keeps them from overlapping each other.
This is why a nucleus, in a classical sense, may be viewed as a closely packed set of spheres that
are almost touching one another as seen in example from Figure 1.15 for 7Li [15]. Natural lithium
is made up of two isotopes: 7Li (92.5%) and 6Li (7.5%). In this work, we studied the ground state
(gs) energy and proton root-mean-square (rms) radius of 6Li, which has 3 protons and 3 neutrons,
and a mass number of 6.
Figure 1.15: Schematic diagram of the 7Li nucleus, which has 3 protons and 4 neutrons, giving it
a total mass number of 7 [15].
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Furthermore, all atomic electrons are alike, whereas there are two species of nucleons: protons
and neutrons. This allows a richer variety of structures for nuclei than for atoms. Notice that there
are approximately 100 types of atoms, but an estimated 7,000 nuclei produced in nature. Neither
atomic nor nuclear structures can be understood without quantum mechanics which significantly
enhances the computational complexity.
Many models were proposed to study the nuclear structure and reactions. Liquid Drop Model
was the first model proposed by George Gamow. According to this model, the atomic nucleus
behaves like the molecules in a drop of liquid. This model does not explain all the properties of the
nucleus, but describes very well the nuclear binding energies. Based on Liquid Drop Model, the
nuclear binding energy was given as a function of the mass number A and the number of protons
Z. This represents the Weizsa¨cker formula, also called the semi-empirical mass formula, that was
published in 1935 by German physicist Carl Friedrich von Weizsa¨cker.
Later came the Nuclear Shell Model which was first proposed in 1948 by Maria Goeppert-Mayer,
the second woman to win a Nobel Prize in physics, after Marie Curie. The Nuclear Shell Model
deals with the features of energy levels. A shell is the energy level where particles of same energy
can reside. The Nuclear Shell Model describes the arrangement of the nucleons in the different
shells of the nuclei. For general background on nuclear physics, see [16, 17, 18].
In the Nuclear Shell Model, a nucleus consisting of A-nucleons with N neutrons and Z protons
(A = N + Z) is described by the quantum Hamiltonian with kinetic energy (Trel) and interaction
(V ) terms
HA = Trel + V
=
1
A
∑
i<j
(~pi − ~pj)2
2m
+
A∑
i<j
Vij +
A∑
i<j<k
Vijk + . . . .
(1.3)
Here, m is the nucleon mass (taken as the average of the neutron and proton mass), ~pi is the
momentum of the i-th nucleon, Vij is the nucleon-nucleon (NN) interaction including the Coulomb
interaction between protons, Vijk is the three-nucleon interaction and the interaction sums run over
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all pairs and triplets of nucleons, respectively. Higher-body (up to A-body) interactions are also
allowed and signified by the three dots.
One can not solve the nuclear quantum many-body problem exactly or accurately describe
nuclear structure even when good precision is achieved for the lightest nuclei. One main limitation,
which actually motivates computational nuclear structure investigations, arises because the NN
interaction is not known precisely from the underlying theory of the strong interaction, called
Quantum Chromodynamics (QCD). However, there have been successful attempts to evaluate the
NN interaction in the last two decades. The NN interaction was derived as a realistic interaction
that fulfills the symmetries required by QCD and describes well the properties of light nuclei,
e.g., Daejeon16 [19]. When interactions that describe NN scattering data with high accuracy are
employed, the approach is considered to be a first principles or ab initio method. No-Core Shell
Model (NCSM) [20] is an ab initio approach in which all nucleons are dynamically involved in the
interaction and are treated on an equal footing.
The NCSM casts the non-relativistic quantum many-body problem as a finite Hamiltonian
matrix eigenvalue problem expressed in a chosen, but truncated, basis space. A popular choice of
basis representation is the three-dimensional harmonic-oscillator (HO) basis that we employ in this
work. The HO basis is characterized by two parameters: the HO energy, h¯Ω, and the many-body
basis space cutoff, Nmax.
The first parameter, h¯Ω, is the HO energy, and represents the spacing between major shells.
Each shell is labeled uniquely by the HO quanta of its orbits, N = 2n + l (n and l are the radial
and orbital angular momentum quantum numbers, respectively), which begins with 0 for the lowest
shell and increments in steps of unity. Orbits are specified by the set of quantum numbers nljmj ,
where j is the total angular momentum quantum number, and mj is the total angular momentum
projection along the z-axis quantum number. Due to the spin-orbit (SO) interaction, the energies
of states of the same orbital angular momentum, l, but with different j can not be identical. This
arises from the fact that when the orbital angular momentum vector is parallel to the spin vector,
the SO interaction energy is attractive. In this case, j = l + s = l + 1/2, where s is the spin
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quantum number. When the orbital angular momentum vector is opposite to the spin vector, the
SO interaction energy is repulsive. In this case, j = l − s = l − 1/2. Moreover, each unique
arrangement of fermions (neutrons and protons) within the available HO orbits must satisfy the
Pauli principle. The Pauli principle states that the number of nucleons (fermions) needed to fill
each orbital is 2, similar to the electrons in atomic orbitals. Hence, according to the Pauli principle
a maximum of two neutrons or protons are allowed into each orbital.
Let us take 6Li to illustrate an example of shell model filling. First, place the three protons
into the lowest available orbitals. The protons in the 0s1/2 state must be paired according to
the Pauli principle. This results in the following configuration for the protons: (0s1/2)
2(0p3/2)
1.
Similarly, place the three neutrons into their lowest available orbitals. The neutron configuration
is: (0s1/2)
2(0p3/2)
1.
The second parameter, Nmax, is the many-body basis space cutoff. Nmax is defined as the
maximum number of the total HO quanta allowed in the many-body basis space above the minimum
HO configuration for the specific nucleus needed to satisfy the Pauli principle. Its use allows one to
preserve Galilean invariance–to factorize all eigenfunctions solutions into a product of intrinsic and
center-of-mass motion (CM) components. Because Nmax is the maximum of the total HO quanta
above the minimal HO configuration, it is possible to have at most one nucleon in the highest HO
single-particle state consistent with Nmax.
Figure 1.16 shows an example for the proton (right) and neutron (left) energy level distributions
in 6Li, where one unit HO quanta, N , is one unit of quantity (2n+ l). The unperturbed gs (the HO
configuration with the minimum HO energy) is defined to be the Nmax = 0 configuration, shown
as Min(Nmax) = 0. Note, the configuration shown in Figure 1.16 has four excitation HO quanta
for neutrons and two excitation HO quanta for protons above the minimum configuration. This
is referred to as “Nmax = 6” configuration or “6h¯Ω” configuration in the ab initio NCSM. The
remaining states allowed with an Nmax = 6 cutoff consist of all possible arrangements of the six
nucleons in HO orbits leading to six quanta of excitation or fewer. Therefore, the basis is limited
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to many-body basis states with total many-body HO quanta, Ntot =
A∑
i=1
Ni ≤ N0 +Nmax, where
N0 is the minimal number of quanta for that nucleus, which is 2 for
6Li.
Figure 1.16: 6Li proton and neutron energy level distributions in NCSM at Nmax = 6 using an HO
potential.
Each unique arrangement of fermions (neutrons and protons) within the available HO orbits,
consistent with the Pauli principle, constitutes a many-body HO basis state. The many-body HO
basis states are employed to evaluate the Hamiltonian, H. Nmax limits the total number of HO
quanta allowed in the many-body basis states and, thus, limits the dimension, D, of the Hamiltonian
matrix in that basis space. These Hamiltonian matrices are sparse, the number of non-vanishing
matrix elements follows an approximate scaling rule of D3/2. For these large and sparse Hamiltonian
matrices, the Lanczos method is one possible choice to find the extreme eigenvalues [21]. Usually,
the basis includes either only many-body states with even values of Ntot (and respectively Nmax),
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which correspond to states with the same (positive for 6Li) parity as the unperturbed gs, and are
called the “natural” parity states, or only with odd values of Ntot (and respectively Nmax), which
correspond to states with “unnatural” (negative for 6Li) parity.
The ab initio NCSM calculations are performed with the MFDn code [22, 23, 24], a hybrid
MPI/OpenMP code for ab initio nuclear structure calculations. Due to the strong short-range
correlations of nucleons in a nucleus, a large basis space is required to achieve convergence in this
2-dimensional parameter space (h¯Ω, Nmax), where convergence is defined as independence of both
parameters within evaluated uncertainties. The requirement to simulate the exponential tail of a
quantum bound state with HO wave functions possessing Gaussian tails places additional demands
on the size of the basis space. However, one faces major challenges to approach convergence since,
as the size of the space increases, the demands on computational resources grow rapidly. To obtain
the nuclear observables as close as possible to the exact results, one seeks solutions in the largest
feasible basis spaces. These results are then used in attempts to extrapolate to the infinite basis
space using various extrapolation techniques [25, 26, 27].
Using such extrapolation methods, one investigates the convergence pattern with increasing
basis space dimensions and thus obtains, to within quantifiable uncertainties, results corresponding
to the complete basis. In this work, we implement a feed-forward artificial neural network (ANN)
method as an extrapolation tool to obtain results along with their extrapolation uncertainties and
compare with results from other extrapolation methods.
1.2 Thesis Organization
This thesis presents three papers that have been refereed and accepted for publication and one
posted online and submitted for publication. Each paper addresses a different aspect of high per-
formance computing (HPC). The first paper (Chapter 2) compares the performance and scalability
of MPI and SHMEM with emphasis on the one-sided communication routines.
Chapter 3 presents the HPC–Bench tool, which can be used to optimize HPC workflow. Today’s
high performance computers are complex and constantly evolving making it important to be able
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to easily evaluate the performance and scalability of parallel applications on both existing and new
HPC machines. The evaluation of the performance of applications can be time consuming and
tedious. To optimize this process, the authors developed a tool, HPC–Bench, using the Cyclone
Database Implementation Workbench (CyDIW) developed at Iowa State University [4, 5]. HPC–
Bench integrates the workflow into CyDIW as a plain text file and encapsulates the specified
commands for multiple client systems. By clicking the “Run All” button in CyDIW’s graphical
user interface (GUI), HPC–Bench will automatically write appropriate scripts and submit them to
the job scheduler, automatically collect the output data for each application and then automatically
generate performance tables and graphs. Use of HPC–Bench is illustrated with several MPI and
SHMEM applications [3], which were run on the National Energy Research Scientific Computing
Center’s (NERSC) Edison Cray XC30 HPC computer for different problem sizes and for different
number of MPI processes/SHMEM processing elements (PEs) to measure their performance and
scalability. Chapter 3 describes the design of HPC–Bench and gives illustrative examples using
complex applications [28] on a NERSC’s Cray XC30 HPC machine.
Chapters 4 and 5 discuss a novel application of machine learning to a nuclear physics application.
Chapter 5 is a continuation of the research presented in Chapter 4. A feed-forward ANN method
is used as an extrapolation tool to obtain the ground state (gs) energy and the ground state (gs)
point-proton root-mean-square (rms) radius. Chapter 5 extends the work presented in Chapter 4
and presents results using multiple datasets, which consist of data through a succession of cutoffs:
Nmax = 10, 12, 14, 16 and 18. The work in Chapter 4 considered only one dataset up through Nmax
= 10. Furthermore, the work in Chapter 5 is the first to report uncertainty assessments of the
ANN results.
Chapter 6 presents the conclusions and future research. The designed ANNs presented in
Chapters 4 and 5 are sufficient to produce good results for these two very different nuclear physics
observables in 6Li from the ab initio NCSM results and thus save large amounts of computer time
on state-of-the-art HPC machines.
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Abstract
In this paper the authors compare the performance and scalability of the SHMEM and corre-
sponding MPI-3 routines for five different benchmark tests using a Cray XC30. The performance
of the MPI-3 get and put operations was evaluated using fence synchronization and also using lock-
unlock synchronization. The five tests used communication patterns ranging from light to heavy
data traffic: accessing distant messages, circular right shift, gather, broadcast and all-to-all. Each
implementation was run using message sizes of 8 bytes, 10 Kbytes and 1 Mbyte and up to 768
processes. For nearly all tests, the SHMEM get and put implementations outperformed the MPI-3
get and put implementations. The authors noticed significant performance increase using MPI-3
instead of MPI-2 when compared with performance results from previous studies.
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2.1 Introduction
One-sided communication (also known as Remote Memory Access or RMA) is now often used
in areas such as bioinformatics, computational physics and computational chemistry to achieve
greater performance. In 1993 Cray introduced their SHared MEMory (SHMEM) library [1, 2]
for parallelization on their Cray T3D which had hardware support for Remote Direct Memory
Access (RDMA) operations. The SHMEM library consists of the one-sided SHMEM get and put
operations, atomic update operations, synchronization routines and the broadcast, collect, reduction
and alltoall collective operations. In 1994 Message Passing Interface (MPI) 1.0 was introduced. It
defined point-to-point and collective operations but did not include one-sided routines. In 1998 the
one-sided MPI routines, also known as Remote Memory Access (RMA) routines, were introduced
with MPI-2 [3]. MPI-2’s conservative memory model limited its ability to efficiently utilize hardware
capabilities, such as cache-coherency and RDMA operations.
In 2012 MPI-3 [4] extended the RMA interface to include new features to improve the usability,
versatility and performance potential of MPI RMA one-sided routines. The Cray XC30 supports
MPI-3 and utilizes its Distributed Memory Applications (DMAPP) communication library in their
implementation of the MPI-3 one-sided routines. From the programmer’s point of view, the differ-
ence between SHMEM and MPI one-sided routines is that the SHMEM one-sided routines require
remotely accessible objects to be located in the ‘symmetric memory’ which excludes stack memory
while the MPI one-sided routines can access any data on a remote process. However, the MPI
one-sided operations require the creation of a special ‘window’ and use of special synchroniza-
tion routines. For this study, windows were created using the new MPI-3 mpi win allocate with
“same size” in its “info” argument.
In 1998, 2000 and 2004 [5, 6, 7] the performance and scalability of the MPI-2 and SHMEM
one-sided routines was assessed. These papers showed that the MPI-2 one-sided routines gave sig-
nificantly poorer performance than the SHMEM one-sided routines. This difference in performance
may have been due to poor early implementations of the MPI one-sided routines. In addition, these
papers only assessed the performance of the MPI and SHMEM get routines. In this paper the au-
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thors significantly expand the performance assessment by adding implementations using MPI-3
put, blocking and non-blocking sends/receives, gather, broadcast and alltoall routines as well as the
SHMEM put, broadcast and alltoall routines.
D. K. Panda has developed extensive latency and bandwidth tests for the MPI and SHMEM
one-sided operations, see [8]. The HPCTools Group at the University of Houston has implemented
many of the Numerical Aerodynamic Simulation (NAS) Parallel Benchmarks using OpenSHMEM
(NPB3.2-SHMEM), see [9]. R. Gerstenberger compares the performance of the MPI-3 one-sided
routines to the performance of Unified Parallel C (UPC) and Fortran Coarrays one-sided commu-
nication [10].
In 2012, the performance comparison of one-sided MPI-2 and Cray SHMEM on a Cray XE6
was reported in [11] for a distributed hash table application. It was determined that the one-sided
MPI-2 routines performed poorly and had poor scaling behavior compared with SHMEM routines.
Besides Cray’s SHMEM, other SHMEM library implementations have been developed over the
years. OpenSHMEM [12, 13] is an effort to bring together a variety of SHMEM and SHMEM-like
implementations into an open standard. This study was done using a Cray XC30 with Cray’s
SHMEM since OpenSHMEM was not available on the Cray XC30 at the time this study was made.
However, Cray’s SHMEM is nearly the same as OpenSHMEM.
For this study, the NERSC’s “Edison” Cray XC30 with the Aries interconnect was used. Each
compute node has 64 GB of 1866 MHz DDR3 memory and two 2.4 GHz Intel Xeon E5-2695v2
processors for a total of 24 processor cores. There are 30 cabinets and each cabinet has 3 chassis,
each chassis has 16 compute blades and each compute blade has 4 dual socket nodes. Hence, each
cabinet consists of 192 compute nodes. Cabinets are interconnected using the Dragonfly topology
with 2 cabinets in a single group. All tests were run with 2 cabinets in a single group exclusively
reserved for our tests to minimize interference from other jobs.
Tests were run with 2, 4, 8, 16, 32, 64, 128, 256, 384, 512, 640 and 768 MPI processes using two
MPI processes per node (one MPI process per socket). We chose 384 and 768 processes because
these numbers correspond to using one and two cabinets respectively in this setup. We chose to
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run only two MPI processes per node because the focus of this study is to evaluate the performance
of the communication between nodes. All tests were run 256 times using 8 bytes, 10 Kbytes and
1 Mbyte messages. Times were measured by first flushing caches and median times were used to
filter out occasional spikes in measured times. Details of the timing methodology can be found in
Appendix 2.A.
Edison was running the CLE-5.2.UP02 operating system. Cray Fortran compiler version 8.3.7,
Cray SHMEM version 7.2.1 and Cray MPI (derived from Argonne National Laboratory (ANL)’s
MPICH) version 7.2.1 were used to compile and run the tests. The tests were run with the en-
vironment variable MPICH RMA OVER DMAPP=1 and linking the libdmapp library into the
application, which improves MPI-3 one-sided performance on XC systems. This optimization is
disabled by default and it can be enabled by setting MPICH RMA OVER DMAPP=1.
The benchmark tests used for this paper were chosen to represent commonly used communica-
tion patterns ranging from light to heavy communication traffic:
• Test 1: accessing distant messages with 9 different implementations.
• Test 2: circular right shift with 11 different implementations.
• Test 3: gather with 7 different implementations.
• Test 4: broadcast with 8 different implementations.
• Test 5: all-to-all with 8 different implementations.
All tests were written in Fortran.
2.2 Communication Tests and Performance Results
This paper compares the performance and scalability of the SHMEM and corresponding MPI-3
routines for five different benchmark tests: accessing distant messages, circular right shift, gather,
broadcast, and all-to-all. Each test has several implementations which use: MPI get, put, blocking
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and non-blocking sends/receives, gather, broadcast and alltoall routines as well as the SHMEM get,
put, broadcast and alltoall routines.
The synchronization mechanisms, although necessary when using one-sided communication,
add overhead to an implementation. In our study we used fence and lock-unlock synchronizations
for the MPI one-sided implementations since the passive target communication paradigm is closest
to the SHMEM shared memory model. Moreoever, the lock-unlock synchronization mechanism
would give less overhead than the post-start-complete-wait synchronization mechanism (active target
synchronization), since the target process is not involved in the synchronization when using the
former.
We report experiments that we ran on a Cray XC30 to determine the difference in performance
achieved with SHMEM and MPI-3 implementations. One can use this information to choose the
implementation method best suited for a particular application that runs on a Linux cluster.
Throughout the paper, my pe/rank is the rank of the executing process, n is the message
size, win is the memory window created on the remote process, dp stands for mpi real8, and disp
represents the displacement from the beginning of window win. For the first two tests: test 1
(accessing distant messages) and test 2 (circular right shift) we provide two timing data when using
the lock-unlock synchronization method in MPI: one timing data includes the lock-unlock calls and
the second excludes the lock-unlock calls. In the implementations that use fence synchronization,
timing data always includes the call to mpi win fence.
2.2.1 Test 1: Accessing Distant Messages
The purpose of this test is to determine the performance differences of ‘sending’ messages
between ‘close’ processes and ‘distant’ processes using SHMEM and MPI routines. In a ‘perfectly
scalable’ computer no difference would occur. For the ‘accessing distant messages’ operation process
0 ‘gets’ data from process i for i = 1, p− 1.
We have the following implementations of this test: the SHMEM and MPI get and put imple-
mentations, as well as the MPI send/receive implementation (ping-pong operation). When using
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the lock-unlock synchronization method in MPI, we provide two timing data: one timing data
includes the lock-unlock calls and the second excludes the lock-unlock calls.
For this test, process 0 ‘gets’ a message of size n from process i. The array A is the message on
process i sent into the array B on process 0.
Below we list the code segments that were timed for some of the implementations. The MPI
get implementation using the lock-unlock synchronization method is as follows:
1 if (rank == 0) then
2 call mpi_win_lock(mpi_lock_exclusive,i, mpi_mode_nocheck, win, ierr)
3 call mpi_get(B(1), n, dp, i, disp, n, dp, win, ierr)
4 call mpi_win_unlock(i, win, ierr)
5 end if
The SHMEM put implementation is as follows:
1 if (my_pe == i) then
2 call shmem_put8(B(1), A(1), n, 0)
3 call shmem_fence() ! insures completion of all prior puts
4 ! indicates A has been received into B on ’receiver’ PE 0
5 call shmem_integer_put(sync, sync, 1, 0)
6 else if (my_pe == 0) then
7 ! waits for the ‘sync’ = 0 value from the ‘sender’ PE
8 call shmem_wait_until(sync, shmem_cmp_eq, 0)
9 ! one can now use B with values from the remote put.
10 end if
The test written with shmem put is slightly different from the shmem get version since shmem put
routines return when the data has been copied out of the source array on the local process, but not
necessarily before the data has been delivered to the remote data object. Once process i ‘puts’ the
data on process 0, one must check that the put operation has completed before notifying the target
process to start using the data. Synchronization between process i and process 0 was implemented
using the shmem fence and shmem wait until routines. Notice that using shmem put routine was
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more challenging than using shmem get routine since it required the use of a synchronization vari-
able, sync, in addition to the shmem fence routine.
The MPI put implementation using the lock-unlock synchronization method is as follows:
1 if (rank == i) then
2 call mpi_win_lock(mpi_lock_exclusive, 0, mpi_mode_nocheck, win, ierr)
3 call mpi_put(A(1), n, dp, 0, disp, n, dp, win, ierr)
4 call mpi_win_unlock(0, win, ierr)
5 end if
In the MPI send/receive ping-pong operation between process 0 and process i the total time is
divided by 2 to get the time to ‘send’ a message one way. Process 0 issues an mpi send followed by
an mpi recv while process i issues an mpi recv followed by mpi send. For this case, only process 0
is timing the ping-pong operation and we take that time divided by two for our timing results.
The performance data for this test can be found in Table 2.1 and in Figure 2.1. Table 2.1
shows the average over all ranks of the median times in milliseconds (ms) for the ‘accessing distant
messages’ test with 8-byte, 10-Kbyte and 1-Mbyte messages. Ratio1 is the ratio of MPI get results
using the lock-unlock synchronization method (get (locks) column) and SHMEM get results. Ratio2
is the ratio of MPI put results using the lock-unlock synchronization method (put (locks) column)
and SHMEM put results. Ratio3 is the ratio of MPI send&recv results and SHMEM get results. We
refer to “(locks)* ” when excluding the lock-unlock calls from our timing results for the lock-unlock
synchronization method in MPI.
Notice the poor performance of MPI get (fence) and put (fence) for 8-byte and 10-Kbyte
messages. SHMEM get provided the best overall performance and outperformed the MPI get by
a factor of 5.75 for 8-byte messages, 3.80 for 10-Kbyte messages and 1.18 for 1-Mbyte messages.
SHMEM put outperformed MPI put by a factor of 3.19 for 8-byte messages, 2.56 for 10-Kbyte
messages and 1.15 for 1-Mbyte messages. From Table 2.1, one can calculate that SHMEM get was
2.06, 1.66 times faster than SHMEM put for 8-byte and 10-Kbyte messages, respectively. SHMEM
get performed about the same as SHMEM put for 1-Mbyte messages. Also notice that SHMEM
get performed 1.45, 2.68, 1.07 faster than the standard MPI send/receive ping-pong operation for
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8-byte, 10-Kbyte and 1-Mbyte messages, respectively. One can see from Figure 2.1 that times to
access messages within a group of two cabinets on this Cray XC30 were nearly constant, showing
the good design of the machine.
Table 2.1: Average over all ranks of the median times in milliseconds (ms) for the ‘accessing distant
messages’ test.
SHMEM MPI MPI MPI ratio1 SHMEM MPI MPI MPI ratio2 MPI ratio3
get get (fence) get (locks) get (locks)* put put (fence) put (locks) put (locks)* send&recv
8-byte 0.0034 0.0616 0.0194 0.0051 5.7497 0.0070 0.0608 0.0224 0.0055 3.1902 0.0049 1.4458
10-Kbyte 0.0059 0.0616 0.0226 0.0071 3.8043 0.0098 0.0613 0.0251 0.0081 2.5644 0.0159 2.6812
1-Mbyte 0.1286 0.1656 0.1515 0.1341 1.1780 0.1315 0.1628 0.1508 0.1320 1.1468 0.1378 1.0713
2.2.2 Test 2: Circular Right Shift
The purpose of this test is to compare the performance and scalability of SHMEM and MPI
routines for the ‘circular right shift’ operation. Since these operations can be done concurrently, one
would expect the execution time for this test to be independent of the number of processes used.
There are seven implementations of this test: four using get and put operations and three using the
two-sided blocking and non-blocking MPI routines. When using the lock-unlock synchronization
method in MPI, we provide two timing data: one timing data includes the lock-unlock calls and the
second excludes the lock-unlock calls. Below we list some of the code segments that were timed for
the different implementations of this test.
The SHMEM get implementation doesn’t need additional synchronization, while the SHMEM
put and both MPI implementations require additional synchronization. The MPI get implementa-
tion using the lock-unlock synchronization method is as follows:
1 call mpi_win_lock(mpi_lock_exclusive, modulo(rank-1, p), mpi_mode_nocheck, win, ierr)
2 call mpi_get(B(1), n, dp, modulo(rank-1, p), disp, n, dp, win, ierr)
3 call mpi_win_unlock(modulo(rank-1, p), win, ierr)
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The SHMEM put implementation is as follows:
1 call shmem_put8(B(1), A(1), n, modulo(my_pe+1, n_pes))
2 call shmem_fence() ! insures completion of all prior puts
3 call shmem_integer_put(sync, my_pe, 1, modulo(my_pe+1, n_pes))
4 ! waits for ‘sync’ = my_pe-1 value from the ‘sender’ PE
5 call shmem_wait_until(sync, shmem_cmp_eq, modulo(my_pe-1, n_pes))
6 ! one can now use B with values from the remote put
Synchronization between the executing process and its ‘right’ neighbor is required when using
shmem put routine and this is implemented using the shmem fence and shmem wait until routines.
The MPI put implementation using the lock-unlock synchronization method is as follows:
1 call mpi_win_lock(mpi_lock_exclusive, modulo(rank+1, p), mpi_mode_nocheck, win, ierr)
2 call mpi_put(A(1), n, dp, modulo(rank+1, p), disp, n, dp, win, ierr)
3 call mpi_win_unlock(modulo(rank+1, p), win, ierr)
The performance data for this test can be found in Figure 2.2. Notice that SHMEM get
provided the best overall performance for 8-byte and 10-Kbyte messages and outperformed the
MPI get by a factor of 2.18 to 35.25 for 8-byte messages and 2.07 to 6.26 for 10-Kbyte messages.
For 1-Mbyte messages SHMEM put was the fastest, followed in performance by MPI put. SHMEM
put outperformed MPI put by factors of 1.56 to 10.05 for 8-byte messages, 1.37 to 6.38 for 10-Kbyte
messages and 1.05 to 1.20 for 1-Mbyte messages.
All MPI two-sided implementations performed about the same for 8-byte and 10-Kbyte mes-
sages. These MPI implementations were about 1.63 to 7.92 times slower than the SHMEM get
implementation for 8-byte and 10-Kbyte messages, respectively. For 1-Mbyte messages, the MPI
sendrecv and non-blocking implementations were about the same as the SHMEM get implementa-
tion, while the MPI send/receive was about 1.8 times slower than the SHMEM get implementation.
Hence, for 1-Mbyte messages the MPI send/receive implementation gave significantly poorer per-
formance than the MPI sendrecv and non-blocking implementations.
Figure 2.2 shows the poor performance of the MPI get and put implementations when using the
fence synchronization method for 8-byte, 10-Kbyte messages for all processes compared with all
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the other implementations. However, for 1-Mbyte messages SHMEM put was the fastest followed
in performance by MPI put (locks), MPI put (fence), SHMEM get, MPI isend/irecv and MPI
sendrecv. The MPI send/receive and MPI get fence performed the worst for 1-Mbyte messages.
One can see from Figure 2.2 that all implementations scaled well with the number of processes for
all message sizes.
2.2.3 Test 3: Gather
The purpose of this test is to compare the performance and scalability of the gather operation
using ‘naive’ SHMEM and MPI get and put implementations and to compare their performance
and scalability with the MPI gather operation. For the MPI gather operation process 0 ‘gathers’
data from all the processes. Since in the get implementations process 0 cannot perform the get
operations concurrently, one would expect the execution time of these implementations to grow
linearly as the number of processes increases. On the other hand, in the put implementations
multiple processes can ‘put’ data on process 0 concurrently. However this is not the case for the
MPI put implementation that uses the lock-unlock synchronization mechanism. For the gather test,
we compare 7 implementations: SHMEM get, MPI get (fence), MPI get (locks), SHMEM put, MPI
put (fence), MPI put (locks) and MPI gather. There is no SHMEM gather routine to compare with
MPI gather. Below we list the code segments that were timed for the various implementations of
this test.
The SHMEM get implementation is as follows:
1 if (my_pe == 0) then
2 B(1:n) = A(1:n)
3 do i = 1, n_pes - 1
4 call shmem_get8(B(n*i+1), A(1), n, i)
5 end do
6 end if
The MPI get implementation using the fence synchronization method is as follows:
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1 if (rank == 0) then
2 B(1:n) = A(1:n)
3 do i = 1, p - 1
4 call mpi_get(B(n*i+1), n, dp,i, disp, n, dp, win, ierr)
5 end do
6 end if
7 call mpi_win_fence(0, win, ierr)
The MPI get implementation using the lock-unlock synchronization method is as follows:
1 if (rank == 0) then
2 call mpi_win_lock_all(mpi_mode_nocheck, win, ierr)
3 B(1:n) = A(1:n)
4 do i = 1, p - 1
5 call mpi_get(B(n*i+1), n, dp,i, disp, n, dp, win, ierr)
6 end do
7 call mpi_win_unlock_all(win, ierr)
8 end if
The SHMEM put implementation is as follows:
1 if (my_pe == 0) then
2 B(1:n) = A(1:n)
3 else
4 call shmem_put8(B(n*my_pe+1), A(1), n, 0)
5 end if
6 call shmem_barrier_all()
The MPI put implementation using the fence synchronization method is as follows:
1 if (rank == 0) then
2 B(1:n) = A(1:n)
3 else
4 call mpi_put(A(1), n, dp, 0, disp, n, dp, win, ierr)
5 end if
6 call mpi_win_fence(0, win, ierr)
50
The MPI put implementation using the lock-unlock synchronization method is as follows:
1 if (rank == 0) then
2 B(1:n) = A(1:n)
3 else
4 call mpi_win_lock(mpi_lock_shared, 0, mpi_mode_nocheck, win, ierr)
5 call mpi_put(A(1), n, dp, 0, disp, n, dp, win, ierr)
6 call mpi_win_unlock(0, win, ierr)
7 end if
The performance data for this test are shown in Figure 2.3. Performance results comparing
MPI gets and puts with SHMEM gets and puts were mixed. As expected, the SHMEM put
implementation performed best for all message sizes and number of PEs. However, MPI put (fence)
performed well only for the 8-byte message size. Notice that for 8-byte and 10-Kbyte messages
MPI get (fence) was two times faster than SHMEM get which significantly outperformed MPI get
(locks). However, for 1-Mbyte messages all three performed about the same. The MPI gather
routine performed sightly worse than SHMEM put.
2.2.4 Test 4: Broadcast
The purpose of this test is to compare the performance and scalability of the broadcast operation
using ‘naive’ SHMEM and MPI get and put implementations and to compare their performance
and scalability with the MPI and SHMEM broadcast routines. Since, in the put implementations,
process 0 cannot perform the put operations concurrently, one would expect the execution time of
these implementations to grow linearly as the number of processes increases. On the other hand,
in the get implementations multiple processes can ‘get’ data from process 0 concurrently. However
this is not the case for the MPI get implementation that uses the lock-unlock synchronization
mechanism.
For the broadcast test, there are 8 implementations: SHMEM get, MPI get (fence), MPI get
(locks), SHMEM put, MPI put (fence), MPI put (locks), SHMEM broadcast and MPI bcast. Below
we list the code segments that were timed for the various implementations of this test.
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The SHMEM get implementation is as follows:
1 if (my_pe > 0) call shmem_get8(A(1), A(1), n, 0)
The MPI get implementation using the fence synchronization method is as follows:
1 if (rank > 0) call mpi_get(A(1),n,dp,0,disp,n,dp,win,ierr)
2 call mpi_win_fence(0, win, ierr)
The MPI get implementation using the lock-unlock synchronization method is as follows:
1 if (rank > 0) then
2 call mpi_win_lock(mpi_lock_shared, 0, mpi_mode_nocheck, win, ierr)
3 call mpi_get(A(1), n, dp, 0, disp, n, dp, win, ierr)
4 call mpi_win_unlock(0, win, ierr)
5 end if
The SHMEM put implementation is as follows:
1 if (my_pe == 0) then
2 do i = 1, n_pes-1
3 call shmem_put8(A(1), A(1), n, i)
4 end do
5 end if
6 call shmem_barrier_all()
The MPI put implementation using the fence synchronization method is as follows:
1 if (rank == 0) then
2 do i = 1, p-1
3 call mpi_put(A(1), n, dp, i, disp, n, dp, win, ierr)
4 end do
5 end if
6 call mpi_win_fence(0, win, ierr)
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The MPI put implementation using the lock-unlock synchronization method is as follows:
1 if (rank == 0) then
2 call mpi_win_lock_all(mpi_mode_nocheck, win, ierr)
3 do i = 1, p-1
4 call mpi_put(A(1), n, dp, i, disp, n, dp, win, ierr)
5 end do
6 call mpi_win_unlock_all(win, ierr)
7 end if
The performance data for this test are shown in Figure 2.4. For all message sizes, the SHMEM
and MPI broadcast routines performed and scaled well. However for small number of processes the
SHMEM get ‘naive’ implementation outperformed SHMEM and MPI broadcast routines.
Note that SHMEM get outperformed MPI get. On the other hand in most cases MPI put
(fence) outperformed SHMEM put. Unexpectedly, for 1-Mbyte message, put implementations out-
performed get implementations.
2.2.5 Test 5: All-to-all
The all-to-all operation is commonly used in fast Fourier transform (FFT) implementations.
The purpose of this test is to compare the performance and scalability of the all-to-all operation
using ‘naive’ SHMEM and MPI get and put implementations and to compare their performance
and scalability with the MPI and SHMEM alltoall collective operations.
To avoid contention [6, 7], our SHMEM get implementation is as follows:
1 B(my_pe*n+1:my_pe*n+n) = A(my_pe*n+1:my_pe*n+n)
2 do j = 1, n_pes-1
3 i = modulo(my_pe-j, n_pes)
4 call shmem_get8(B(n*i+1), A(n*my_pe+1), n, i)
5 end do
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Similarly, the MPI get implementation of this test using the fence synchronization method is
as follows:
1 B(rank*n+1:rank*n+n) = A(rank*n+1:rank*n+n)
2 do j = 1, p-1
3 i = modulo(rank-j, p)
4 call mpi_get(B(n*i+1), n, dp, i, disp, n, dp, win, ierr)
5 end do
6 call mpi_win_fence(0, win, ierr)
The MPI get implementation using the lock-unlock synchronization method is as follows:
1 call mpi_win_lock_all(mpi_mode_nocheck, win, ierr)
2 B(rank*n+1:rank*n+n) = A(rank*n+1:rank*n+n)
3 do j = 1, p-1
4 i = modulo(rank-j, p)
5 call mpi_get(B(n*i+1), n, dp, i, disp, n, dp, win, ierr)
6 end do
7 call mpi_win_unlock_all(win, ierr)
The SHMEM put implementation is as follows:
1 B(my_pe*n+1:my_pe*n+n) = A(my_pe*n+1:my_pe*n+n)
2 do j = 1, n_pes-1
3 i = modulo(my_pe-j, n_pes)
4 call shmem_put8(B(n*my_pe+1), A(n*i+1), n, i)
5 end do
6 call shmem_barrier_all()
The MPI put implementation using the fence synchronization method is as follows:
1 B(rank*n+1:rank*n+n) = A(rank*n+1:rank*n+n)
2 do j = 1, p-1
3 i = modulo(rank-j, p)
4 call mpi_put(A(n*i+1), n, dp, i, disp, n, dp, win, ierr)
5 end do
6 call mpi_win_fence(0, win, ierr)
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The MPI put implementation using the lock-unlock synchronization method is as follows:
1 call mpi_win_lock_all(mpi_mode_nocheck, win, ierr)
2 B(rank*n+1:rank*n+n) = A(rank*n+1:rank*n+n)
3 do j = 1, p-1
4 i = modulo(rank-j, p)
5 call mpi_put(A(n*i+1), n, dp, i, disp, n, dp, win, ierr)
6 end do ! end loop on ranks
7 call mpi_win_unlock_all(win, ierr)
Graphs of performance results are shown in Figure 2.5. The authors were surprised that the
performance of the MPI and SHMEM alltoall collective routines was not the same. Notice that
the ‘naive’ get and put implementations outperformed the MPI alltoall collective routine in some
cases. The SHMEM get and put implementations outperformed the corresponding MPI get and put
implementations for 8-byte and 10-Kbyte messages. For 1-Mbyte messages the SHMEM get and put
implementations performed about the same as the corresponding MPI get and put implementations.
2.3 Summary and Conclusions
In this paper the authors compare the performance and scalability of the SHMEM and corre-
sponding MPI-3 routines for five different benchmark tests using a Cray XC30. The performance
of the MPI-3 get and put operations was evaluated using fence synchronization and also using
lock-unlock synchronization. The five tests used communication patterns ranging from light to
heavy data traffic. These tests were: accessing distant messages (test 1), circular right shift (test
2), gather (test 3), broadcast (test 4) and all-to-all (test 5). Each test had 7 to 11 implementations.
Each implementation was run with 2, 4, 8, 16, 32, 64, 128, 256, 384, 512, 640 and 768 processes,
using a full two-cabinet group. Within each job 8-byte, 10-Kbyte and 1-Mbyte messages were sent.
For tests 1 and 2, the MPI implementations using lock-unlock synchronization performed better
than when using the fence synchronization, while for tests 3, 4 and 5 (gather, broadcast and alltoall
collective operations) the performance was reversed. For nearly all tests, the SHMEM get and put
implementations outperformed the MPI-3 get and put implementations using fence or lock-unlock
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synchronization. The relative performance of the SHMEM and MPI-3 broadcast and alltoall collec-
tive routines was mixed depending on the message size and the number of processes used. Authors
noticed significant performance increase using MPI-3 instead of MPI-2 when compared with per-
formance results from previous studies.
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Figure 2.1: Median time in milliseconds (ms) for the ‘accessing distant messages’ test with 8-byte,
10-Kbyte and 1-Mbyte messages. In the legend, (locks) refers to the timing data which includes
the lock-unlock calls, while (locks* ) refers to the timing data which excludes the lock-unlock calls
when using the lock-unlock synchronization method in MPI.
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Figure 2.2: Median time in milliseconds (ms) for the ‘circular right shift’ test with 8-byte, 10-Kbyte
and 1-Mbyte messages. In the legend, (locks) refers to the timing data which includes the lock-unlock
calls, while (locks* ) refers to the timing data which excludes the lock-unlock calls when using the
lock-unlock synchronization method in MPI.
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Figure 2.3: Median time in milliseconds (ms) for the ‘gather’ test.
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Figure 2.4: Median time in milliseconds (ms) for the ‘broadcast’ test with 8-byte, 10-Kbyte and
1-Mbyte messages.
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Figure 2.5: Median time in milliseconds (ms) for the ‘all-to-all’ test with 8-byte, 10-Kbyte and
1-Mbyte messages.
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2.A Additional Material
This appendix contains detailed information about how the timings were measured. The
flush(1:ncache) array was used to flush all caches prior to measuring times, where ncache was
chosen to be large enough so the 30 Mbyte level 3 cache was flushed.
The codes for timing all the SHMEM and MPI tests are presented below. The first call to
shmem barrier all or mpi barrier guarantees that all processes reach this point before they each
call the wall-clock timer, system clock. The second call to a synchronization barrier is to ensure that
no process starts the next iteration (flushing the cache) until all processes have completed executing
the ‘SHMEM/MPI code to be timed’. The first call to mpi win fence in MPI code is required to
begin the synchronization epoch for RMA operations. There is a second call to mpi win fence inside
‘MPI code to be timed’ which is needed to ensure the completion of all RMA calls in the window
win since the previous call to mpi win fence. To prevent the compiler’s optimizer from removing
the cache flushing from the k -loop or from splitting the loop by taking the flushing outside of the
timing loop in SHMEM/MPI code, the lines A(1 : n) = A(1 : n) + 0.1d0 ∗ dble(k)/dble(ntrial) and
flush(1 : ncache) = flush(1 : ncache) + 0.01d0 ∗A(1) were added, where A is an array involved in
the communication.
Tests are executed ntrial number of times and the values of the differences in times on each par-
ticipating process are stored in the pe time array. The call to shmem real8 max to all/mpi reduce
calculates the maximum of pe time(k) over all participating processes for each fixed k and places
this maximum in time(k) for all values of k. Thus, time(k) is the time to execute the test for
the k th trial. The print statements for the flush array, flush, and for the arrays involved in the
communication, A and B, are added to ensure that the compiler does not consider the timing loop
to be ‘dead code’ and does not remove it.
The first measured time was usually larger than most of the subsequent times and it was always
discarded. This larger time is likely due to startup overheads. Taking ntrial = 256 (the first timing
was always thrown away), provided sufficient trials for data analysis. Median times were used to
filter out occasional spikes in measured times.
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All the SHMEM tests were timed using the following code:
1 program time_shmem
2 implicit none
3 include ’mpp/shmem.fh’
4 integer, parameter :: nmax = 1024*1024/8, l3cache = 30*1024 ! l3cache is the size of L3
cache (30 MB on Edison) in KB
5 ! The flush(1:ncache) array is used to flush all caches and is taken to be the size of
the L3 cache.
6 ! The size of the L3 cache = l3cache*1024 bytes. Therefore, ncache = l3cache*1024/8.
7 integer, parameter :: ncache = l3cache*1024/8
8 integer, parameter :: ntrial = 256 ! take ntrial = 256 at Edison
9 real*8 :: flush(1:ncache) = 0.0d0
10 integer :: n, k, isize, nsize(3)
11 integer*8 :: it1, it2, sc_rate, sc_max
12 integer*8 :: ticks(0:ntrial)
13 real*8, save :: time(0:ntrial), pe_time(0:ntrial)
14 real*8 :: standard, median, average
15 real*8 :: A(1), B(1)
16 pointer (addrA, A)
17 pointer (addrB, B)
18 real :: rdefault
19 integer :: my_pe, n_pes, rbytes
20 real*8, save :: pWrk(max((ntrial+1)/2+1, shmem_reduce_min_wrkdata_size))
21 integer, save :: pSync(shmem_reduce_sync_size)
22 data pSync /shmem_reduce_sync_size*shmem_sync_value/
23 integer :: errcode, abort = 0
24 call shmem_init()
25 ! the message size, n = 1(8bytes), 10*1024/8(10Kbytes), 1024*1024/8(1Mbyte)
26 nsize(1) = 1 ! 8 bytes
27 nsize(2) = 10*1024/8 ! 10 Kbytes
28 nsize(3) = 1024*1024/8 ! 1024 Kbytes = 1 Mbyte
29 n_pes = shmem_n_pes()
30 my_pe = shmem_my_pe()
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31 rbytes = kind(rdefault)
32 call system_clock(count_rate=sc_rate, count_max=sc_max)
33 call shpalloc (addrA, nsize(3)*8/rbytes, errcode, abort)
34 call shpalloc (addrB, nsize(3)*8/rbytes, errcode, abort)
35 do isize = 1, 3
36 n = nsize(isize)
37 A(1:n) = dble(my_pe)/dble(n_pes-1)
38 B(1:n) = 0.d0
39 flush(1:ncache) = 0.d0
40 do k = 0, ntrial
41 A(1:n) = A(1:n) + 0.1d0*dble(k)/dble(ntrial)
42 flush(1:ncache) = flush(1:ncache) + 0.01d0*A(1)
43 call shmem_barrier_all()
44 call system_clock(count=it1, count_rate=sc_rate)
45
46 ... SHMEM code to be timed ...
47
48 call system_clock(count=it2, count_rate=sc_rate)
49 ticks(k) = calc_ticks(it1, it2, sc_max) ! time in ticks
50 pe_time(k) = dble(ticks(k))/dble(sc_rate) ! time in seconds
51 call shmem_barrier_all()
52 end do
53 pe_time = pe_time*1.d3 ! convert from seconds to milliseconds
54 if (my_pe == 0) then
55 print *, ’maxval(flush) = ’, maxval(flush(1:ncache)), ’maxval(A) = ’, &
56 maxval(A(1:n)), ’maxval(B) = ’, maxval(B(1:n))
57 print *, ’A = ’, A(1:n), ’B = ’, B(1:n)
58 end if
59 call shmem_barrier_all()
60 call shmem_real8_max_to_all(time(0), pe_time(0), ntrial+1, 0, 0, n_pes, pWrk, pSync)
61 ...
62 call shmem_barrier_all()
63 end do
65
64 call shpdeallc(addrA,errcode,abort)
65 call shpdeallc(addrB,errcode,abort)
66 call shmem_finalize()
67
68 contains
69 function calc_ticks(t1, t2, sc_max) ! returns the number of ticks
70 integer*8 :: t1, t2, sc_max, calc_ticks
71 calc_ticks = t2 - t1
72 if (calc_ticks .lt. 0) then
73 calc_ticks = calc_ticks + sc_max
74 end if
75 return
76 end function calc_ticks
77 end program time_shmem
All the MPI tests were timed using the following code:
1 program time_mpi
2 use mpi
3 implicit none
4 integer, parameter :: nmax = 1024*1024/8, l3cache = 30*1024 ! l3cache is the size of L3
cache (30 MB on Edison) in KB
5 ! The flush(1:ncache) array is used to flush all caches and is taken to be the size of
the L3 cache.
6 ! The size of the L3 cache = l3cache*1024 bytes. Therefore, ncache = l3cache*1024/8.
7 integer, parameter :: ncache = l3cache*1024/8
8 integer, parameter :: ntrial = 256 ! take ntrial = 256 at Edison
9 real*8 :: flush(1:ncache) = 0.0d0
10 integer :: n, k, isize, nsize(3)
11 integer*8 :: it1, it2, sc_rate, sc_max
12 integer*8 :: ticks(0:ntrial)
13 real*8, save :: time(0:ntrial), pe_time(0:ntrial)
14 real*8 :: standard, median, average
15 real*8 :: A(1), B(1)
16 pointer (addrA, A)
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17 pointer (addrB, B)
18 integer, parameter :: comm = mpi_comm_world
19 integer :: p, rank, info, ierror, win, windisp
20 character(*), parameter :: key1 = "no_locks", key2 = "same_size"
21 integer(kind=mpi_address_kind) :: lb, sizeofreal, maxsize, winsize, pedisp
22 call mpi_init(ierror)
23 call mpi_comm_size(comm, p, ierror)
24 call mpi_comm_rank(comm, rank, ierror)
25 call mpi_info_create(info, ierror)
26 call mpi_info_set(info, key1, "true", ierror)
27 call mpi_info_set(info, key2, "true", ierror)
28 ! the message size, n = 1(8bytes), 10*1024/8(10Kbytes), 1024*1024/8(1Mbyte)
29 nsize(1) = 1 ! 8 bytes
30 nsize(2) = 10*1024/8 ! 10 Kbytes
31 nsize(3) = 1024*1024/8 ! 1024 Kbytes = 1 Mbyte
32 call system_clock(count_rate=sc_rate, count_max=sc_max)
33 call mpi_type_get_extent(mpi_real8, lb, sizeofreal, ierror)
34 maxsize = sizeofreal*nsize(3)
35 call mpi_alloc_mem(maxsize, mpi_info_null, addrB, ierror)
36 do isize = 1, 3
37 n = nsize(isize)
38 winsize = n*sizeofreal
39 windisp = sizeofreal
40 call mpi_win_allocate(winsize, windisp, info, comm, addrA, win, ierror)
41 call mpi_win_fence(0, win, ierror)
42 A(1:n) = dble(rank)/dble(p-1)
43 B(1:n) = 5.d0
44 flush(1:ncache) = 0.d0
45 pedisp = 0
46 do k = 0, ntrial
47 A(1:n) = A(1:n) + 0.1d0*dble(k)/dble(ntrial)
48 flush(1:ncache) = flush(1:ncache) + 0.01d0*A(1)
49 call mpi_barrier(comm, ierror)
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50 call system_clock(count=it1, count_rate=sc_rate)
51
52 ... MPI code to be timed ...
53
54 call system_clock(count=it2, count_rate=sc_rate)
55 ticks(k) = calc_ticks(it1, it2, sc_max) ! time in ticks
56 pe_time(k) = dble(ticks(k))/dble(sc_rate) ! time in seconds
57 call mpi_barrier(comm, ierror)
58 end do
59 pe_time = pe_time*1.d3 ! convert from seconds to milliseconds
60 if (rank == 0) then
61 print *, ’maxval(flush) = ’, maxval(flush(1:ncache)), ’maxval(A) = ’, &
62 maxval(A(1:n)), ’maxval(B) = ’, maxval(B(1:n))
63 print *, ’A = ’, A(1:n), ’B = ’, B(1:n)
64 end if
65 call mpi_barrier(comm, ierror)
66 call mpi_reduce(pe_time(0), time(0), ntrial+1, mpi_real8, &
67 mpi_max, 0, comm, ierror)
68 call mpi_win_free(win, ierror)
69 ...
70 call mpi_barrier(comm, ierror)
71 end do
72 call mpi_free_mem(B, ierror)
73 call mpi_info_free(info, ierror)
74 call mpi_finalize(ierror)
75
76 contains
77 function calc_ticks(t1, t2, sc_max) ! returns the number of ticks
78 integer*8 :: t1, t2, sc_max, calc_ticks
79 calc_ticks = t2 - t1
80 if (calc_ticks .lt. 0) then
81 calc_ticks = calc_ticks + sc_max
82 end if
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83 return
84 end function calc_ticks
85 end program time_mpi
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CHAPTER 3. HPC–BENCH: A TOOL TO OPTIMIZE BENCHMARKING
WORKFLOW FOR HIGH PERFORMANCE COMPUTING
A paper0 published in Proceedings of the Ninth International Conference on Computational
Logics, Algebras, Programming, Tools, and Benchmarking (COMPUTATION TOOLS 2018)
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Abstract
HPC–Bench is a general purpose tool to optimize benchmarking workflow for high performance
computing (HPC) to aid in the efficient evaluation of performance using multiple applications
on an HPC machine with only a “click of a button”. HPC–Bench allows multiple applications
written in different languages, multiple parallel versions, multiple numbers of processes/threads to
be evaluated. Performance results are put into a database, which is then queried for the desired
performance data, and then the R statistical software package is used to generate the desired
graphs and tables. The use of HPC–Bench is illustrated with complex applications that were run
on the National Energy Research Scientific Computing Center’s (NERSC) Edison Cray XC30 HPC
computer.
Keywords–HPC; benchmarking tools; workflow optimization.
3.1 Introduction
Today’s high performance computers (HPC) are complex and constantly evolving making it
important to be able to easily evaluate the performance and scalability of parallel applications on
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both existing and new HPC computers. The evaluation of the performance of applications can
be long and tedious. To optimize the workflow needed for this process, we have developed a tool,
HPC–Bench, using the Cyclone Database Implementation Workbench (CyDIW) developed at Iowa
State University [1, 2]. HPC–Bench integrates the workflow into CyDIW as a plain text file and
encapsulates the specified commands for multiple client systems. By clicking the “Run All” button
in CyDIW’s graphical user interface (GUI) HPC–Bench will automatically write appropriate scripts
and submit them to the job scheduler, collect the output data for each application and then generate
performance tables and graphs. Using HPC–Bench optimizes the benchmarking workflow and saves
time in analyzing performance results by automatically generating performance graphs and tables.
Use of HPC–Bench is illustrated with multiple MPI and SHMEM applications [3], which were run
on the National Energy Research Scientific Computing Center’s (NERSC) Edison Cray XC30 HPC
computer for different problem sizes and for different number of MPI processes/SHMEM processing
elements (PEs) to measure their performance and scalability.
There are tools similar to HPC–Bench, but each of these tools has been designed to only
run specific applications and measure their performance. For example, ClusterNumbers [4] is a
public domain tool developed in 2011 that automates the processor benchmarking HPC clusters
by automatically analyzing the hardware of the cluster and configuring specialized benchmarks
(HPC Challenge [5], IOzone [6], Netperf [7]). ClusterNumbers, the NAS Parallel Benchmarks [8]
and the other benchmarking software are designed to only run and give performance numbers for
particular benchmarks, whereas HPC–Bench is designed for easy use with any HPC application
and to automatically generate performance tables and graphs. PerfExpert [9] is a tool developed
to detect performance problems in applications running on HPC machines. Since it is designed to
detect performance problems, PerfExpert is different from HPC–Bench.
The objective of this work is to develop an HPC benchmarking tool, HPC–Bench, as described
above and then demonstrate its usefulness for a complex example run on NERSC’s Edison Cray
XC30. This paper is structured as follows: Section 3.2 describes the design of the HPC–Bench
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tool, which is divided in five Parts. Section 3.3 describes the complex example mentioned above.
Section 3.4 contains our conclusions.
3.2 Tool Design
A simple definition of a workflow is the repetition of a series of activities or steps that are
necessary to complete a task. The scientific HPC workflow takes in inputs, e.g., input data, source
codes, scripts and configuration files, runs the applications on an HPC cluster and produces outputs
that might include visualizations such as tables and graphs. Figure 3.1 shows a typical example
for the scientific HPC workflow diagram.
Scientific HPC workflows are a means by which scientists can model and rerun their analysis.
HPC–Bench was designed to optimize the evaluation of the performance of multiple applications.
HPC–Bench was implemented using the public domain workbench called Cyclone Database Im-
plementation Workbench (CyDIW). CyDIW was used to develop HPC–Bench for the following
reasons:
• It is easy-to-use, portable (Mac OS, Linux, Windows platforms) and freely available [2].
• It has existing command-based systems registered as clients. The clients used for HPC–Bench
are the OS, the open source R environment and the Saxon XQuery engine.
• It has its own scripting language, which includes variables, conditional and loop structures,
as well as comments used for documentation, instructions and execution suppression.
• It has a simple and easy-to-use GUI that acts as an editor and a launchpad for execution of
batches of CyDIW and client commands.
HPC–Bench uses CyDIW’s GUI and database capabilities for managing performance data and
contains about 1,000 lines of code. HPC–Bench consists of the following five Parts with illustrations
taken from the example described in Section 3.3:
Part 1: XML schema design. An XML schema, known as an XML Schema Definition (XSD),
describes the structure of an XML document, i.e., rules for data content. Elements are the main
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building blocks that contain data, other elements and attributes. Each element definition within
the XSD must have a ‘name’ and a ‘type’ property. Valid data values for an element in the XML do-
cument can be further constrained using the ‘default’ and the ‘fixed’ properties. XSD also dictates
which subelements an element can contain, the number of instances an element can appear in an
XML document, the name, the type and the use of an attribute, etc. The graphical XML schema
for this work was created and edited using Altova XMLSpy, see Figure 3.2. Note the element
‘HPC EXP’ contains a sequence of unlimited ‘Test’ elements, each ‘Test’ element contains a se-
quence of 3 ‘Message’ elements, each ‘Message’ element contains a sequence of 12 ‘Implementation’
elements, each ‘Implementation’ element contains a choice of unlimited number of ‘Process Rank’
elements or 9 ‘Num Processes’ elements. Each ‘Process Rank’ and ‘Num Processes’ elements con-
tain a sequence of ‘avg’, ‘max’, ‘median’, ‘min’ and ‘standard deviation’ elements. When using a
‘sequence’ compositor in XSD, the child elements in the XML document must appear in the order
declared in XSD. When using a ‘choice’ compositor in XSD, only one of the child elements can ap-
pear in the XML document. In this work, ‘Process Rank’ element will appear in the XML document
for the first ‘Test’ element and ‘Num Processes’ otherwise. ‘Test’ elements stand for applications,
‘Message’ elements stand for problem sizes, ‘Implementation’ elements stand for parallel versions,
‘Process Rank’ elements stand for process’ rank, ‘Num Processes’ elements stand for number of
MPI processes/SHMEM PEs, while ‘avg’, ‘max’, ‘median’, ‘min’ and ‘standard deviation’ elements
stand for statistical timing, respectively.
Part 2: A password-less login to the HPC cluster was implemented. Next, HPC–Bench writes
scripts for the submission of the batch jobs. One script is created for each application in a loop
and a master script. The master script sets up the environment variables and calls the scripts for
each application. This is accomplished by doing the following:
• Use CyDIW’s loop structure, foreach, to loop through each application.
• Use CyDIW’s build-in functions: createtxt, open, append, appendln, appendfile and close to
create scripts as text files.
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• Use the OS client system registered in CyDIW to copy the files to the HPC cluster.
Part 3: HPC–Bench submits the batch job for execution on the HPC cluster and waits for the
job to finish. Suspending the HPC–Bench execution is accomplished by doing the following:
• Launch the job.
• Store its id in a variable.
• Sleep until the ‘qstat’ command fails, by simply checking the exit status of the ‘qstat’ com-
mand. Once the job is completed, it is no longer displayed by the ‘qstat’ command.
HPC–Bench next copies the output text files from the HPC cluster to the local machine and converts
them to a single written XML file (shown in Figure 3.3) that follows the XML schema design from
Figure 3.2. An ‘awk’ script parses the output text files, then a ‘shell’ script uses the parsed data
to create and write the XML file. The XML file is then validated against the XML schema. For
example, the ‘type’ property for an element in XSD must correspond to the correct format of its
value in the XML document, otherwise this will cause a validation error when a validating parser
attempts to parse the data from the XML document.
Part 4: HPC–Bench then queries the XML file for the desired performance data using the
XQuery language to generate
• performance tables
and
• the XML input files to the R statistical package that will be used to generate various graphs.
Queries were declared as string variables in CyDIW and then run. Nested foreach command was
used to iterate through applications 2 to 5 and through different problem/message sizes. Each
output generated by the queries was directed to an XML file, see Figure 3.4. For the first
application, we queried the average of the median times over all the ranks for each problem/message
size and for each parallel version/implementation. See Figure 3.5 for generating a performance
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table for application 1. For the other applications we queried the median times for each run
(specified by the number of processes used) for each problem/message size and for each parallel
version/implementation. See Figure 3.6 for producing performance tables for applications 2 to 5.
The database was then queried for the data needed to generate the performance graphs. Fig-
ure 3.7 shows the query that gives the median times for all the parallel versions/implementations
for 8-byte messages for application 2. The XML file containing the performance data obtained by
this query is shown in Figure 3.8.
Part 5: HPC–Bench uses R to generate the performance graphs. This is accomplished by first
converting the XML files generated by the queries for graphs from Part 4 (see Figure 3.8 as an
example) to R dataframes and then setting up the plotting environment, e.g., the size of the graphs,
the style of the X and Y axes, graph labels, colors, legends, etc.
The first step for generating the performance graphs is to install the “XML”, “plyr”, “gg-
plot2”, “gridExtra” and “reshape2” R packages and load them in R. The “plyr” package is used
to convert the XML file to a dataframe. Next, HPC–Bench reads the XML file into an R tree,
i.e., R-level XML node objects using the xmlTreeParse() function. Then HPC–Bench uses the
xmlApply() function for traversing the nodes (applies the same function to each child of an XML
node). function(node) xmlSApply(node, xmlV alue) does the initial processing of an individual
Num Processes node, where xmlValue() returns the text content within an XML node. This func-
tion must be called on the first child of the root node, e.g., xmlSApply(doc[[1]], xmlV alue). All
the Num Processes nodes are processed with the command:
xmlSApply(doc[[1]], function(x) xmlSApply(x, xmlV alue)). The result is a character matrix whose
rows are variables and whose columns are records. After transposing this matrix, it is converted to
a dataframe. As an example, see Figure 3.9 that generates the dataframe shown in Table 3.1 for
application 2. This completes working with XML files and the rest is R programming.
After obtaining the R dataframes, HPC–Bench sets up the plotting environment as follows:
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Table 3.1: The R dataframe generated with the code from Figure 3.9 for 8-byte message size for
application 2.
Num shmem mpi shmem mpi mpi mpi mpi
Proc get get put put send- isend send
-recv irecv recv
1 2 0.0005 0.0113 0.0013 0.0096 0.0026 0.0037 0.0054
2 4 0.0051 0.0169 0.0070 0.0155 0.0093 0.0076 0.0084
3 8 0.0046 0.0178 0.0084 0.0171 0.0118 0.0106 0.0125
4 16 0.0056 0.0246 0.0088 0.0250 0.0124 0.0115 0.0137
5 32 0.0048 0.0289 0.0088 0.0269 0.0142 0.0126 0.0113
6 64 0.0053 0.0357 0.0112 0.0329 0.0144 0.0134 0.0160
7 128 0.0054 0.0494 0.0122 0.0378 0.0165 0.0190 0.0215
8 256 0.0057 0.0518 0.0120 0.0502 0.0207 0.0225 0.0232
9 384 0.0093 0.0584 0.0198 0.0540 0.0223 0.0224 0.0247
• Use the “ggplot2”,“gridExtra” and “reshape2” R packages to create graphs and put multiple
graphs on one panel.
• Write a function to create minor ticks and then write another function to mirror both axes
with ticks.
• Set and update a personalized theme: theme set(theme bw()), theme update(. . . ).
• For each application, plot the dataframe for each problem/message size using the ggplot()
function with personalized options. See Figure 3.10.
For each application and for each problem/message size, HPC–Bench plots the desired timing
data for all versions/implementations. Next, for each application, HPC–Bench places the three
plots for different problem/message sizes (p1, p2 and p3) into one panel using gtable to generate
a graph, that is then printed to PDF format, see Figure 3.11. At the end of the HPC–Bench
execution, performance graphs are displayed for all applications in popup windows. Figures 3.14
and 3.15 illustrate this.
Figure 3.12 shows the HPC workflow diagram for HPC–Bench. The blue boxes are components
of the HPC workflow, which include input data and output data to manage, as well as source
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codes, scripts and configuration files for the system. The red boxes show the portions of the HPC
workflow controlled by HPC–Bench.
Since the output processing part cannot begin until all the runs are complete, HPC–Bench
suspends execution until all the output data is available. HPC–Bench then puts the output data
into a database and queries it for the desired results.
3.3 Example Using HPC–Bench
In this section, we illustrate how HPC–Bench can be used in a complex benchmarking environ-
ment. The example and the benchmarking environment information come from [3]. The benchmark
tests used for this example were: accessing distant messages, circular right shift, gather, broad-
cast, and all-to-all. Each test has several parallel versions, which use: MPI get, put, blocking and
non-blocking sends/receives, gather, broadcast and alltoall routines as well as the SHMEM get, put,
broadcast and alltoall routines.
The NERSC’s Edison Cray XC30 with the Aries interconnect was used for benchmarking.
Edison has 5576 XC30 nodes with 2 Intel Xeon E5-2695v2 12-chip processor for a total of 24 cores
per node. There are 30 cabinets and each cabinet consists of 192 nodes. Cabinets are interconnected
using the Dragonfly topology with 2 cabinets in a single group.
For this example, 2 cabinets in a single group (2x192 nodes) were reserved. Each application
was run with 2 MPI processes/SHMEM PEs per node using message sizes of 8 bytes, 10 Kbytes
and 1 Mbyte and 2 to 384 MPI processes/SHMEM PEs.
Use of HPC–Bench is illustrated via CyDIW’s GUI, shown in Figure 3.13. The GUI is intention-
ally designed to be as simple as possible for ease-of-use: it has a “Commands Pane”, an “Output
Pane” and a “Console”. The “Commands Pane” acts as an editor and a launch-pad for execution
of batches of commands, written as text files. The output can be shown in the “Output Pane”,
directed to files, or displayed in popup windows. The “Output Pane” is an html viewer, but it
can display plain text as well. For example, a user can see an html table computed by an XQuery
query displayed in the “Output Pane”. The html code or the display in an html browser can be
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viewed without having to get out of the GUI in order to use a text editor or an html browser. The
“Console” displays the status and error messages for the commands.
In CyDIW’s GUI, click “Open” and then browse to the HPC–Bench file to open HPC–Bench.
One can run all the applications from scratch and produce the performance tables and graphs in a
“click of a button” by clicking the “Run All” button. HPC–Bench displays one three-panel graph
for each application in a popup window. See Figures 3.14 and 3.15 as examples for performance
graphs produced by HPC–Bench.
Figure 3.14 shows the median time in milliseconds (ms) versus the process’ rank for the accessing
distant messages test with 8-byte, 10-Kbyte and 1-Mbyte messages. The purpose of this test is to
determine the performance differences of ‘sending’ messages between ‘close’ processes and ‘distant’
processes using SHMEM and MPI routines. The curves represent various implementations of this
test using the SHMEM and MPI get and put routines, as well as the MPI send/receive routines
as shown in the legend. Figure 3.14 shows that times to access messages within a group of two
cabinets on NERSC’s Edison Cray XC30 were nearly constant for each implementation, showing
the good design of the machine.
Figure 3.15 shows the median time in milliseconds (ms) versus the number of processes for the
circular right shift test with 8-byte, 10-Kbyte and 1-Mbyte messages. In this test, each process
‘sends’ a message to the right process and ‘receives’ a message from the left process. The curves
represent various implementations of this test using the SHMEM and MPI get and put routines,
as well as the MPI two-sided routines, e.g., send/receive, isend/ireceive and sendrecv as shown in
the legend. Figure 3.15 shows that all implementations scaled well with the number of processes
for all message sizes.
HPC–Bench can be easily modified by clicking the “Edit” button to run only selected appli-
cations or to change the number of processes, library version or configuration to run on, as well
as to add more queries to do a different performance analysis. Alternatively, one can run parts
of HPC–Bench selecting which parts to run and then clicking the “Run Selected” button. This
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is useful when one would like to produce additional tables and graphs from existing output data
without having to rerun the applications.
3.4 Conclusion
HPC–Bench is a general purpose tool to minimize the workflow time needed to evaluate the
performance of multiple applications on an HPC machine at the “click of a button”. HPC–Bench
can be used for performance evaluation for multiple applications using multiple MPI processes,
Cray SHMEM PEs, threads and written in Fortran, Coarray Fortran, C/C++, UPC, OpenMP,
OpenACC, CUDA, etc. Moreover, HPC–Bench can be run on any client machine where R and
the CyDIW workbench have been installed. CyDIW is preconfigured and ready to be used on a
Windows, Mac OS or Linux system where Java is supported. The usefulness of HPC–Bench was
demonstrated using complex applications on a NERSC’s Cray XC30 HPC machine.
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1 <HPC_EXP xsi:noNamespaceSchemaLocation="HPCExp.SKG.02.xsd" xmlns:xsi="http://www.w3.org
/2001/XMLSchema-instance">
2 <Test Name="Accessing Distant Messages" Trials="256" testNum="1">
3 <Message messageSize="8 bytes" arraySize="1">
4 <Implementation Name="shmem_get">
5 <Process_Rank rank="1">
6 <avg>7.23570582569762599E-4</avg>
7 <max>9.7059558517284452E-3</max>
8 <median>6.10370678883798406E-4</median>
9 <min>4.41066222407330286E-4</min>
10 <standard_deviation>8.63328421202984395E-4</standard_deviation>
11 </Process_Rank>
12 <Process_Rank rank="2">
13 <avg>3.37445823354852112E-3</avg>
14 <max>1.40903790087463562E-2</max>
15 <median>3.11745106205747616E-3</median>
16 <min>2.52269887546855472E-3</min>
17 <standard_deviation>1.407381050750595E-3</standard_deviation>
18 </Process_Rank>
19 ... data for other ranks, implementations and messages...
20 </Implementation>
21 </Message>
22 </Test>
23 <Test Name="Circular Right Shift" Trials="256" testNum="2">
24 <Message messageSize="8 bytes" arraySize="1">
25 <Implementation Name="shmem_get">
26 <Num_Processes num="2">
27 <avg>7.08220533111203585E-4</avg>
28 <max>1.12190753852561432E-2</max>
29 <median>6.09745939192003327E-4</median>
30 <min>4.19825072886297339E-4</min>
31 <standard_deviation>9.3970636331058724E-4</standard_deviation>
32 </Num_Processes>
33 ... data for other number of processes, implementations,
34 messages and Tests ...
35 </Test>
36 </HPC_EXP>
Figure 3.3: The XML file containing the output data validated against the XSD from Figure 3.2.
1 $CyDB:> foreach $$j in [2, 5]
2 {
3 // Loop through each message size: 8 bytes, 10 Kbytes and 1 Mbyte;
4 $CyDB:> foreach $$k in [1, 3] {
5 $CyDB:> set $$queryRatioTest$$j[$$k] := ...
6 $CyDB:> run $Saxon $$queryRatioTest$$j[$$k] out >> output_tableRatio_Test$$j_$$
messageSize2[$$k].xml;
7 }
8 }
Figure 3.4: Example setting the queries as variables and running the queries.
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1 $Saxon:>
2 <Test1TABLE1Ratios xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
3 <table border="1" >
4 {
5 let $a := doc("ComS363/Final_Project/input.MPI3.xml")//Test[@testNum="1"]
6 return
7 <tr> <td>Message Size</td>
8 <td >{$a/Message[@messageSize="8 bytes"]/Implementation[@Name="shmem_get"
]/@Name/string()}</td>
9 <td >{$a/Message[@messageSize="8 bytes"]/Implementation[@Name="mpi_get"]/
@Name/string()}</td>
10 <td >ratio1</td>
11 <td >{$a/Message[@messageSize="8 bytes"]/Implementation[@Name="shmem_put"
]/@Name/string()}</td>
12 <td >{$a/Message[@messageSize="8 bytes"]/Implementation[@Name="mpi_put"]/
@Name/string()}</td>
13 <td >ratio2</td>
14 <td >{$a/Message[@messageSize="8 bytes"]/Implementation[@Name="
mpi_send_recv"]/@Name/string()}</td>
15 <td >ratio3</td>
16 </tr>
17 }
18 {
19 let $a := doc("ComS363/Final_Project/input.MPI3.xml")//Test[@testNum="1"]
20 for $x in $a//@messageSize
21 let $i := $a/Message[@messageSize=$x]/Implementation[@Name=’shmem_get’]//
median
22 let $j := $a/Message[@messageSize=$x]/Implementation[@Name=’mpi_get’]//median
23 let $k := $a/Message[@messageSize=$x]/Implementation[@Name=’shmem_put’]//
median
24 let $l := $a/Message[@messageSize=$x]/Implementation[@Name=’mpi_put’]//median
25 let $m := $a/Message[@messageSize=$x]/Implementation[@Name=’mpi_send_recv’]//
median
26 return
27 <tr>
28 <td> {$x/string()} </td>
29 <td>{ round(avg($i) * 10000) div 10000.0} </td>
30 <td>{ round(avg($j) * 10000) div 10000.0} </td>
31 <td >{round(avg($j) div avg($i) * 100) div 100.0}</td>
32 <td>{ round(avg($k) * 10000) div 10000.0} </td>
33 <td>{ round(avg($l) * 10000) div 10000.0} </td>
34 <td >{round(avg($l) div avg($k) * 100) div 100.0}</td>
35 <td>{ round(avg($m) * 10000) div 10000.0} </td>
36 <td >{round(avg($m) div avg($i) * 100) div 100.0}</td>
37 </tr>
38 }
39 </table>
40 </Test1TABLE1Ratios>;
Figure 3.5: Query that gives a performance table for application 1.
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1 $CyDB:> foreach $$j in [2, 5] // Loop through each Test from 2-5;
2 {
3 $CyDB:> set $$queryRatio_8bytes[$$j] :=
4 <Test$$j_TABLE$$j_Ratios_8bytes $$namespace>
5 <table border="1" >
6 {
7 let $a := $$xmldoc//Test[@testNum="$$j"]/Message[@messageSize="8 bytes"]
8 return
9 <tr> <td >Message Size</td > <td >8 bytes </td >
10 <tr> Number of Processes </tr>
11 <td >{$a/Implementation[@Name="shmem_get"]/@Name/string()}</td>
12 <td >{$a/Implementation[@Name="mpi_get"]/@Name/string()}</td>
13 <td >ratio1</td>
14 <td >{$a/Implementation[@Name="shmem_put"]/@Name/string()}</td>
15 <td >{$a/Implementation[@Name="mpi_put"]/@Name/string()}</td>
16 <td >ratio2</td>
17 $$implementationRatioString1[$$j]
18 </tr>
19
20 }
21 {
22 let $a := $$xmldoc//Test[@testNum="$$j"]/Message[@messageSize="8 bytes"]
23 for $x in $a/Implementation[@Name=’shmem_get’]//@num
24 let $i := $a/Implementation[@Name=’shmem_get’]/Num_Processes[@num=$x]/median
25 let $j := $a/Implementation[@Name=’mpi_get’]/Num_Processes[@num=$x]/median
26 let $k := $a/Implementation[@Name=’shmem_put’]/Num_Processes[@num=$x]/median
27 let $l := $a/Implementation[@Name=’mpi_put’]/Num_Processes[@num=$x]/median
28 return
29 <tr>
30 <td> {$x/string()} </td>
31 <td>{ round($i * 10000) div 10000.0} </td>
32 <td>{ round($j * 10000) div 10000.0} </td>
33 <td>{ round($j div $i * 100) div 100.0} </td>
34 <td>{ round($k * 10000) div 10000.0} </td>
35 <td>{ round($l * 10000) div 10000.0} </td>
36 <td>{ round($l div $k * 100) div 100.0} </td>
37 $$implementationRatioString2[$$j]
38 </tr>
39 }
40 </table>
41 </Test$$j_TABLE$$j_Ratios_8bytes>;
42 $CyDB:> set $$queryRatio_10Kbytes[$$j] :=....
43 ...
44 $CyDB:> set $$queryRatio_1Mbyte[$$j] :=....
45 }
46 $CyDB:> foreach $$j in [2, 5]
47 {
48 $CyDB:> run $$prefix $$queryRatio_8bytes[$$j] out >> output_tableRatio_Test$$j_8bytes.xml;
49 $CyDB:> run $$prefix $$queryRatio_10Kbytes[$$j] out >> output_tableRatio_Test$$j_10Kbytes.
xml;
50 $CyDB:> run $$prefix $$queryRatio_1Mbyte[$$j] out >> output_tableRatio_Test$$j_1Mbyte.xml;
51 }
Figure 3.6: Query that gives performance tables for applications 2 to 5.
84
1 $CyDB:> set $$query_plot_8bytes[2] :=
2 <Test$$j_plot$$j_8bytes $$namespace>
3 {
4 let $a := $$xmldoc//Test[@testNum="$$j"]/Message[@messageSize="8 bytes"]
5 for $x in $a/Implementation[@Name=’shmem_get’]//@num
6 return
7 <Num_Processes>
8 {
9 <num_pes> {$x/string()} </num_pes>,
10 <shmem_get> { round($a/Implementation[@Name=’shmem_get’]/Num_Processes[@num=$x]/
median * 10000) div 10000.0} </shmem_get>,
11 <mpi_get>{ round($a/Implementation[@Name=’mpi_get’]/Num_Processes[@num=$x]/median
* 10000) div 10000.0} </mpi_get>,
12 <shmem_put>{ round($a/Implementation[@Name=’shmem_put’]/Num_Processes[@num=$x]/
median * 10000) div 10000.0} </shmem_put>,
13 <mpi_put>{ round($a/Implementation[@Name=’mpi_put’]/Num_Processes[@num=$x]/median
* 10000) div 10000.0} </mpi_put>,
14 $$implementationString[$$j]
15 }
16 </Num_Processes>
17 }
18 </Test$$j_plot$$j_8bytes>
19 ;
20 $CyDB:> run $Saxon $$query_plot_8bytes[2] out >> output_plot_Test2_8bytes.xml;
Figure 3.7: Query that gives the performance data needed to generate the performance graph for
8-byte messages for application 2.
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1 <Root>
2 <Test2_plot2_8bytes xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
3 <Num_Processes>
4 <num_pes>2</num_pes>
5 <shmem_get>0.0005</shmem_get>
6 <mpi_get>0.0113</mpi_get>
7 <shmem_put>0.0013</shmem_put>
8 <mpi_put>0.0096</mpi_put>
9 <mpi_sendrecv>0.0026</mpi_sendrecv>
10 <mpi_isend_irecv>0.0037</mpi_isend_irecv>
11 <mpi_send_recv>0.0054</mpi_send_recv>
12 </Num_Processes>
13 <Num_Processes>
14 <num_pes>4</num_pes>
15 <shmem_get>0.0051</shmem_get>
16 <mpi_get>0.0169</mpi_get>
17 <shmem_put>0.007</shmem_put>
18 <mpi_put>0.0155</mpi_put>
19 <mpi_sendrecv>0.0093</mpi_sendrecv>
20 <mpi_isend_irecv>0.0076</mpi_isend_irecv>
21 <mpi_send_recv>0.0084</mpi_send_recv>
22 </Num_Processes>
23 .......
24 </Test2_plot2_8bytes>
25 </Root>
Figure 3.8: The XML file generated by the query above for application 2.
1 # Nodes traversing function
2 function(node) xmlSApply(node, xmlValue)
3 doc = xmlRoot(xmlTreeParse(inputFile.xml)
4 numLoop = xmlSize(doc[[1]])
5 tmp = xmlSApply(doc[[1]], function(x) xmlSApply(x, xmlValue))
6 tmp = t(tmp) # transpose matrix
7 df = as.data.frame(matrix(as.numeric(tmp), numLoop))
8 names(df)<- c("Number Processes", "shmem_get", "mpi_get", "shmem_put", "mpi_put", "
mpi_sendrecv", "mpi_isend_irecv", "mpi_send_recv")
Figure 3.9: Code to convert an XML file to an R dataframe.
1 p <- p + geom_line(aes(linetype=variable)) + geom_point(fill = "white", size = 2.5)
2 p <- p + geom_line(aes(linetype=variable)) + geom_point(fill = "white", size = 2.5)
3 p <- p + scale_colour_manual(messageSize[c(i)], values=c("red", "red", "blue", "blue", "
brown4", "darkgreen", "green"), labels=c("SHMEM get", "MPI get","SHMEM put", "MPI put
", "MPI sendrecv", "MPI isend&irecv", "MPI send&recv"))
Figure 3.10: Code that generates a plot using the df dataframe.
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1 g <- gtable:::rbind_gtable(ge, p3, "first")
2 grid.newpage()
3 # grid.draw(ge) # draw 2 figures
4 grid.draw(g) # draw 3 figures, show the plot
5 # Print to pdf using pdf and plot
6 pdf(outputFile)
7 plot(g)
8 dev.off()
Figure 3.11: Code that places 3 plots into one panel.
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Figure 3.12: HPC workflow diagram for HPC–Bench.
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Figure 3.14: An example of a graph generated by HPC–Bench for application 1, accessing distant
messages test.
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Abstract
In recent years, several successful applications of the Artificial Neural Networks (ANNs) have
emerged in nuclear physics and high-energy physics, as well as in biology, chemistry, meteorology,
and other fields of science. A major goal of nuclear theory is to predict nuclear structure and nuclear
reactions from the underlying theory of the strong interactions, Quantum Chromodynamics (QCD).
With access to powerful High Performance Computing (HPC) systems, several ab initio approaches,
such as the No-Core Shell Model (NCSM), have been developed to calculate the properties of
atomic nuclei. However, to accurately solve for the properties of atomic nuclei, one faces immense
theoretical and computational challenges. The present study proposes a feed-forward ANN method
for predicting the properties of atomic nuclei like ground state energy and ground state point proton
root-mean-square (rms) radius based on NCSM results in computationally accessible basis spaces.
The designed ANNs are sufficient to produce results for these two very different observables in 6Li
from the ab initio NCSM results in small basis spaces that satisfy the theoretical physics condition:
independence of basis space parameters in the limit of extremely large matrices. We also provide
comparisons of the results from ANNs with established methods of estimating the results in the
infinite matrix limit.
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proton root-mean-square radius; artificial neural network.
4.1 Introduction
Nuclei are complicated quantum many-body systems, whose inter-nucleon interactions are not
known precisely. The goal of ab initio nuclear theory is to accurately describe nuclei from the first
principles as systems of nucleons that interact by fundamental interactions. With sufficiently precise
many-body tools, we learn important features of these interactions, such as the fact that three-
nucleon (NNN) interactions are critical for understanding the anomalous long lifetime of 14C [1].
With access to powerful High Performance Computing (HPC) systems, several ab initio approaches
have been developed to study nuclear structure and reactions, such as the No-Core Shell Model
(NCSM) [2], the Green’s Function Monte Carlo (GFMC) [3], the Coupled-Cluster Theory (CC) [4],
the Hyperspherical expansion method [5], the Nuclear Lattice Effective Field Theory [6][7], the No-
Core Shell Model with Continuum [2] and the NCSM-SS-HORSE approach [8]. These approaches
have proven to be successful in reproducing the experimental nuclear spectra for a small fraction
of the estimated 7000 nuclei produced in nature.
The ab initio theory may employ a high-quality realistic nucleon-nucleon (NN) interaction,
which gives an accurate description of NN scattering data and predictions for binding energies,
spectra and other observables in light nuclei. Daejeon16 is a NN interaction [9] based on Chiral Ef-
fective Field Theory (χEFT), a promising theoretical approach to obtain a quantitative description
of the nuclear force from the first principles [10]. This interaction has been designed to describe
light nuclei without explicit use of NNN interactions, which require a significant increase of com-
0Best Paper Award, IARIA, ISSN: 2308-4170, ISBN: 978-1-61208-613-2, February 18–22, 2018, Barcelona, Spain
1Department of Computer Science, Iowa State University, Ames, IA
2Horia Hulubei National Institute for Physics and Nuclear Engineering, Bucharest-Magurele, Romania
3Department of Mathematics, Iowa State University, Ames, IA
4Department of Physics and Astronomy, Iowa State University, Ames, IA
5Skobeltsyn Institute of Nuclear Physics, Moscow State University, Moscow, Russia
6Department of Physics, Pacific National University, Khabarovsk, Russia
7Rare Isotope Science Project, Institute for Basic Science, Daejeon, Korea
8Computational Research Division, Lawrence Berkeley National Laboratory, Berkeley, CA
93
putational resources. It has also been shown that this interaction provides good convergence of
many-body ab initio NCSM calculations [9].
Properties of 6Li and other nuclei, such as 3H, 3He, 4He, 6He, 8He, 10B, 12C and 16O, were
investigated using the ab initio NCSM approach with the Daejeon16 NN interaction and compared
with JISP16 [11] results. The results showed that Daejeon16 provides both improved convergence
and better agreement with data than JISP16. These calculations were performed with the code
MFDn [12, 13, 14], a hybrid MPI/OpenMP code for ab initio nuclear structure calculations. How-
ever, one faces major challenges to approach convergence since, as the basis space increases, the
demands on computational resources grow very rapidly.
The present work proposes a feed-forward Artificial Neural Network (ANN) method as a different
approach for obtaining the properties of atomic nuclei such as the ground state (gs) energy and the
ground state (gs) point proton root-mean-square (rms) radius based on results from readily-solved
basis spaces. Feed-forward ANNs can be viewed as universal non-linear function approximators
[15]. Moreover, ANNs can find solution when algorithmic methods are computationally intensive
or do not exist. For this reason, ANNs are considered a more powerful modeling method for
mapping complex non-linear input-output problems. The output values of ANNs are obtained
by simulating the human learning process from the set of learning examples of the input-output
association provided to the network. Additional information about ANNs can be found in [16][17].
Although the gs energy and the gs point proton rms radius are ultimately determined by
complicated many-body interactions between the nucleons, the variation of the NCSM calculation
results appears to be smooth with respect to the two basis space parameters, h¯Ω and Nmax, where
h¯Ω is the harmonic oscillator (HO) energy and Nmax is the basis truncation parameter. In practice,
these calculations are limited and one can not calculate the gs energy or the gs point proton rms
radius for very large Nmax. To obtain the gs energy and the gs point proton rms radius as close
as possible to the exact results, the results are extrapolated to the infinite model space. However,
it is difficult to construct a simple function with a few parameters to model this type of variation
and extrapolate the results to the infinite matrix limit. The advantage of ANN is that it does not
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need an explicit analytical expression to model the variation of the gs energy or the gs point proton
rms radius with respect to h¯Ω and Nmax. The feed-forward ANN method is very useful to find the
converged result at very large Nmax.
In recent years, ANNs have been used in many areas of nuclear physics and high-energy physics.
In nuclear physics, ANN models have been developed for constructing a model for the nuclear charge
radii [18], determination of one and two proton separation energies [19], developing nuclear mass
systematics [20], identification of impact parameter in heavy-ion collisions [21, 22, 23], estimating
beta decay half-lives [24] and obtaining potential energy curves [25]. In high-energy physics, ANNs
are used routinely in experiments for both online triggers and oﬄine data analysis due to an
increased complexity of the data and the physics processes investigated. Both the DIRAC [26] and
the H1 [27] experiments used ANNs for triggers. For oﬄine data analysis, ANNs were used or tested
for a variety of tasks, such as track and vertex reconstruction (DELPHI experiment [28]), particle
identification and discrimination (decay of the Z0 boson [29]), calorimeter energy estimation and
jet tagging. Tevatron experiments used ANNs for the direct measurement of the top quark mass
[30] or leptoquark searches [31]. In terms of types of ANNs, the vast majority of applications in
nuclear physics and high-energy physics were based on feed-forward ANNs, other types of ANNs
remaining almost unexplored. An exception is the DELPHI experiment, which used a recurrent
ANN for tracking reconstruction [28].
This research presents results for two very different physical observables for 6Li, gs energy and
gs point proton rms radius, produced with the feed-forward ANN method. Theoretical data for 6Li
are available from the ab initio NCSM calculations with the MFDn code using the Daejeon16 NN
interaction and HO basis spaces up through the cutoff Nmax = 18. This cutoff is defined for
6Li as
the maximum total HO quanta allowed in the Slater determinants forming the basis space less 2
quanta. The dimension of the resulting many-body Hamiltonian matrix is about 2.8 billion at this
cutoff. We return to discussing the many-body HO basis shortly. However, for the training stage of
ANN, data up through Nmax = 10 was used, where the Hamiltonian matrix dimension for
6Li is only
about 9.7 million. Comparisons of the results from feed-forward ANNs with established methods
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of estimating the results in the infinite matrix limit are also provided. The paper is organized as
follows: In Section 5.2, short introductions to the ab initio NCSM method and ANN’s formalism
are given. In Section 4.3, our ANN’s architecture is presented. Section 5.4 presents the results and
discussions of this work. Section 5.5 contains our conclusion and future work.
4.2 Theoretical Framework
The NCSM is an ab initio approach to the nuclear many-body problem for light nuclei, which
solves for the properties of nuclei for an arbitrary NN interaction, preserving all the symmetries.
Naturally, the results obtained with this method are limited to the largest computationally feasible
basis space. We will show that the ANN method is useful to make predictions at ultra-large basis
spaces using available data from NCSM calculations at smaller basis spaces. More discussions on
these two methods are presented in each subsection.
4.2.1 Ab Initio NCSM Method
In the NCSM method, the neutrons and protons (separate species of nucleons) interact in-
dependently with each other. The Hamiltonian of A nucleons contains kinetic energy (Trel) and
interaction (V ) terms
HA = Trel + V
=
1
A
∑
i<j
(~pi − ~pj)2
2m
+
A∑
i<j
Vij +
A∑
i<j<k
Vijk + . . . ,
(4.1)
where m is the nucleon mass, ~pi is the momentum of the i-th nucleon, Vij is the NN interaction
including the Coulomb interaction between protons and Vijk is the NNN interaction. Higher-
body interactions are also allowed and signified by the three dots. The HO center-of-mass (CM)
Hamiltonian with a Lagrange multiplier is added to the Hamiltonian above to force the many-body
eigenstates to factorize into a CM component times an intrinsic component as in [32]. This way,
the spurious CM excited states are pushed up above the physically relevant states, which have the
lowest eigenstate of the HO for CM motion.
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With the nuclear Hamiltonian specified above in (5.1), the NCSM solves the A-body Schro¨dinger
equation using a matrix formulation
HAΨA(~r1, ~r2, . . . , ~rA) = EΨA(~r1, ~r2, . . . , ~rA), (4.2)
where the A-body wave function is given by a linear combination of Slater determinants φi
ΨA(~r1, ~r2, . . . , ~rA) =
k∑
i=0
ciφi(~r1, ~r2, . . . , ~rA), (4.3)
and where k is the number of many-body basis states, configurations, in the system. To obtain
the exact A-body wave function one has to consider infinite number of configurations, k = ∞.
However, in practice, the sum is limited to a finite number of configurations determined by Nmax.
The Slater determinant φi is the antisymmetrized product of single particle wave functions φα(~r),
where α stands for the quantum numbers of a single particle state. A common choice for the single
particle wave functions is the HO basis functions. The matrix elements of the Hamiltonian in the
many-body HO basis is given by Hij = 〈φi|Hˆ|φj〉. For these large and sparse Hamiltonian matrices,
the Lanczos method is one possible choice to find the extreme eigenvalues [33].
To be more specific, our limited many-body HO basis is characterized by two basis space
parameters: h¯Ω and Nmax, where h¯Ω is the HO energy and Nmax is the basis truncation parameter.
In this approach, all possible configurations with Nmax excitations above the unperturbed gs (the
HO configuration with the minimum HO energy defined to be the Nmax = 0 configuration) are
considered. Even values of Nmax correspond to states with the same parity as the unperturbed
gs and are called the “natural” parity states, while odd values of Nmax correspond to states with
“unnatural” parity.
Due to the strong short-range correlations of nucleons in a nucleus, a large basis space, or model
space, one that is often not feasible, is required to achieve convergence. To obtain the gs energy
and other observables as close as possible to the exact results one has to choose the largest feasible
basis spaces. Next, if numerical convergence is not achieved, which is often the case, the results are
extrapolated to the infinite model space. To take the infinite matrix limit, several extrapolation
methods have been developed (see, for example, [34]).
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4.2.2 Artificial Neural Networks
ANNs are powerful tools that can be used for function approximation, classification and pat-
tern recognition, such as finding clusters or regularities in the data. The goal of ANNs is to find
a solution efficiently when algorithmic methods are computationally intensive or do not exist. An
important advantage of ANNs is the ability to detect complex non-linear input-output relation-
ships. For this reason, ANNs can be viewed as universal non-linear function approximators [15].
Employing ANNs for mapping complex non-linear input-output problems offers a significant ad-
vantage over conventional techniques, such as regression techniques, because ANNs do not require
explicit mathematical functions.
ANNs are defined as computer algorithms that mimic the human brain, being inspired by
biological neural systems. Similar to the human brain, ANNs can perform complex tasks, such as
learning, memorization and generalization. They are capable of learning from experience, storing
knowledge and then applying this knowledge to make predictions.
A biological neuron has a cell body, a nucleus, dendrites and an axon. Dendrites act as inputs,
the axon propagates the signal and the interaction between neurons takes place at synapses. Each
synapse has an associated weight. When a neuron ‘fires’, it sends an output through the axon
and the synapse to another neuron. Each neuron then collects all the inputs coming from linked
neurons and produces an output.
The artificial neuron (AN) is a model of the biological neuron. Figure 4.1 shows a representation
of an AN. Similarly, the AN receives a set of input signals (x1, x2, ..., xn) from an external source
or from another AN. A weight wi (i = 1, ..., n) is associated with each input signal xi (i = 1, ..., n).
Additionally, each AN that is not in the input layer has another input signal called the bias with
value 1 and its associated weight b. The AN collects all the input signals and calculates a net signal
as the weighted sum of all input signals as
net =
n+1∑
i=1
wixi, (4.4)
where xn+1 = 1 and wn+1 = b.
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Next, the AN calculates and transmits an output signal, y. The output signal is calculated
using a function called an activation or transfer function, which depends on the value of the net
signal, y = f(net).
. . .
x
1
x
2
x
n
1
input signals
xw
1
xw
2
xw
n
xb
weights
f(net)
output signal
y
Figure 4.1: An artificial neuron.
ANNs consist of a number of highly interconnected ANs which are processing units. One simple
way to organize ANs is in layers, which gives a class of ANN called multi-layer ANN. ANNs are
composed of an input layer, one or more hidden layers and an output layer. The neurons in
the input layer receive the data from outside and transmit the data via weighted connections to
the neurons in the hidden layer, which, in turn, transmit the data to the next layer. Each layer
transmits the data to the next layer. Finally, the neurons in the output layer give the results. The
type of ANN, which propagates the input through all the layers and has no feed-back loops is called
a feed-forward multi-layer ANN. For simplicity, throughout this paper we adopt and work with a
feed-forward ANN. For other types of ANN, see [16][17].
Figure 4.2 shows an example of a feed-forward three-layer ANN. It contains one input layer,
one hidden layer and one output layer. The input layer has n ANs, the hidden layer has m ANs
and the output layer has p ANs. The connections between the neurons are weighted as follows:
vji are the weights between the input layer and the hidden layer, and wkj are the weights between
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the hidden layer and the output layer, where (i = 1, ..., n), (j = 1, ...,m) and (k = 1, ..., p). In this
example, the input layer has no activation function, the hidden layer has activation function f and
the output layer has activation function g. It is also possible to have a different activation function
for each individual neuron.
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output layer
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Figure 4.2: A three-layer ANN.
The activation function in the hidden layer, f , is different from the activation function in the
output layer, g. For function approximation, a common choice for the activation function for the
neurons in the hidden layer is a sigmoid or sigmoid–like function, while the neurons in the output
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layer have a linear function:
f(x) =
1
1 + e−ax
, (4.5)
where a is the slope parameter of the sigmoid function and
g(x) = x. (4.6)
The neurons with non-linear activation functions allow the ANN to learn non-linear and linear
relationships between input and output vectors. Therefore, sufficient neurons should be used in the
hidden layer in order to get a good function approximation.
In the example shown in Figure 4.2 and with the notations mentioned above, the network
propagates the external signal through the layers producing the output signal zk at neuron k in the
output layer
zk = g(netzk) = g(
m+1∑
j=1
wkjf(netyj ))
= g(
m+1∑
j=1
wkjf(
n+1∑
i=1
vjixi)).
(4.7)
The use of an ANN is a two-step process, training and testing stages. In the training stage, the
ANN adjusts its weights until an acceptable error level between desired and predicted outputs is
obtained. The difference between desired and predicted outputs is measured by the error function,
also called the performance function. A common choice for the error function is mean square error
(MSE).
There are multiple training algorithms based on various implementations of the back-propagation
algorithm [35], an efficient method for computing the gradient of error functions. These algorithms
compute the net signals and outputs of each neuron in the network every time the weights are
adjusted as in (4.7), the operation being called the forward pass operation. Next, in the backward
pass operation, the errors for each neuron in the network are computed and the weights of the
network are updated as a function of the errors until the stopping criterion is satisfied. In the
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testing stage, the trained ANN is tested over new data that was not used in the training process.
The predicted output is calculated using (4.7).
One of the known problems for ANN is overfitting: the error on the training set is within the
acceptable limits, but when new data is presented to the network the error is large. In this case,
ANN has memorized the training examples, but it has not learned to generalize to new data. This
problem can be prevented using several techniques, such as early stopping, regularization, weight
decay, hold-out method, m-fold cross-validation and others.
Early stopping is widely used. In this technique the available data is divided into three subsets:
the training set, the validation set and the test set. The training set is used for computing the
gradient and updating the network weights and biases. The error on the validation set is monitored
during the training process. When the validation error increases for a specified number of iterations,
the training is stopped, and the weights and biases at the minimum of the validation error are
returned. The test set error is not used during training, but it is used as a further check that the
network generalizes well and to compare different ANN models.
Regularization modifies the performance function by adding a term that consists of the mean
of the sum of squares of the network weights and biases. However, the problem with regularization
is that it is difficult to determine the optimum value for the performance ratio parameter. It is
desirable to determine the optimal regularization parameters automatically. One approach to this
process is the Bayesian regularization of David MacKay [36]. The Bayesian regularization algorithm
updates the weight and bias values according to Levenberg-Marquardt [35][37] optimization. It
minimizes a linear combination of squared errors and weights and it also modifies the regularization
parameters of the linear combination to generate a network that generalizes well. See [36][38] for
more detailed discussions of Bayesian regularization.
For further and general background on the ANN and how to prevent overfitting and improve
generalization refer to [16][17].
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4.3 ANN Design
The topological structure of ANNs used in this study is presented in Figure 5.1. The designed
ANNs contain one input layer with two neurons, one hidden layer with eight neurons and one
output layer with one neuron. The inputs were the basis space parameters: the HO energy, h¯Ω,
and the basis truncation parameter, Nmax, described in Section 5.2. The desired outputs were the
gs energy and the gs point proton rms radius of 6Li. An ANN was designed for each desired output:
one ANN for gs energy and another ANN for gs point proton rms radius. The optimum number of
neurons in the hidden layer was obtained according to a trial and error process.
The activation function employed for the hidden layer was a widely-used form, the hyperbolic
tangent sigmoid function
f(x) = tansig(x) =
2
(1 + e−2x)
− 1, (4.8)
where x is the input value of the hidden neuron and f(x) is the output of the hidden neuron. tansig
is mathematically equivalent to the hyperbolic tangent function, tanh, but it improves network
functionality because it runs faster than tanh. It has been proven that one hidden layer and
sigmoid -like activation function in this layer are sufficient to approximate any continuous real
function, given sufficient number of neurons in the hidden layer [39].
MATLAB software v9.2.0 (R2017a) with Neural Network Toolbox was used for the implemen-
tation of this work. As mentioned before in Section 5.1, the data set for 6Li was taken from the ab
initio NCSM calculations with the MFDn code using the Daejeon16 NN interaction [9] and basis
spaces up through Nmax = 18. However, only the data with even Nmax values corresponding to
“natural” parity states and up through Nmax = 10 was used for the training stage of the ANN. The
training data was limited to Nmax = 10 and below since future applications to heavier nuclei will
likely not have data at higher Nmax values due to exponential increase in the matrix dimension.
This Nmax ≤ 10 data set was randomly divided into two separate sets using the dividerand function
in MATLAB: 85% for the training set and 15% for the testing set. A back-propagation algorithm
with Bayesian regularization with MSE performance function was used for ANN training. Bayesian
regularization does not require a validation data set.
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Figure 4.3: Topological structure of the designed ANN.
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For function approximation, Bayesian regularization provides better generalization performance
than early stopping in most cases, but it takes longer to converge. The performance improvement
is more noticeable when the data set is small because Bayesian regularization does not require a
validation data set, leaving more data for training. In MATLAB, Bayesian regularization has been
implemented in the function trainbr. When using trainbr, it is important to train the network until
it reaches convergence. In this study, the training process is stopped if: (1) it reaches the maximum
number of iterations, 1000; (2) the performance has an acceptable level; (3) the estimation error
is below the target; or (4) the Levenberg-Marquardt adjustment parameter µ becomes larger than
1010. A good typical indication for convergence is when the maximum value of µ has been reached.
During training, one can choose to show the Neural Network Training tool (nntraintool) GUI in
MATLAB to monitor the training progress. Figure 4.4 illustrates a training example as it appears
in nntraintool.
Note the ANN architecture view and the training stopping parameters with their ranges.
4.4 Results and Discussions
Every ANN creation and initialization function starts with different initial conditions, such as
initial weights and biases, and different division of the training, validation, and test data sets. These
different initial conditions can lead to very different solutions for the same problem. Moreover, it is
also possible to fail in obtaining realistic solutions with ANNs for certain initial conditions. For this
reason, it is a good idea to train several networks to ensure that a network with good generalization
is found. Furthermore, by retraining each network, one can verify a robust network performance.
Figure 4.5 shows the training procedure of 100 ANNs with architecture mentioned in Section 4.3
using the trainbr function for Bayesian regularization. Each ANN is trained starting from different
initial weights and biases, and with different division for the training and test data sets. To ensure
good generalization, each ANN is retrained 5 times.
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Figure 4.4: Neural Network Training tool (nntraintool) in MATLAB.
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1 net = fitnet(8, ’trainbr’);
2 net.performFcn = ’mse’;
3 numNN = 100;
4 numNNr = 5;
5 NN = cell(numNNr, numNN);
6 trace = cell(numNNr, numNN);
7 perfs = zeros(numNNr, numNN);
8 % train numNN ANNs
9 for i = 1:numNN
10 % retrain each ANN numNNr times
11 for j = 1:numNNr
12 [NN{j}{i},trace{j}{i}] = train(net, x, t);
13 y2 = NN{j}{i}(x2);
14 perfs(j, i) = perform(NN{j}{i}, t2, y2);
15 net = NN{j}{i};
16 end
17 % reinitialize initial weights and biases
18 net = init(net);
19 end
20 minPerf = min(perfs(:))
21 [rowMin, colMin] = find(perfs == minPerf)
22 net = NN{rowMin}{colMin};
23 tr = trace{rowMin}{colMin};
Figure 4.5: Training 100 ANNs and retraining each ANN 5 times to find the best generalization.
The performance function, such as MSE, measures how well ANN can predict data, i.e., how
well ANN can be generalized to new data. The test data sets are a good measure of generalization
for ANNs since they are not used in training. A small performance function on the test data
set indicates an ANN with good performance was found. In this work, the ANN with the lowest
performance on the test data set is chosen to make future predictions.
Using the methodology described above, two ANNs are chosen to predict the gs energy and the
gs point proton rms radius. The ANN prediction results for the gs energies and gs proton rms radii
of 6Li are presented in detail in this section. Comparison with the ab initio NCSM calculation
results is also provided for the available data at Nmax = 12− 18.
Figure 4.6 presents the gs energy of 6Li as a function of the HO energy, h¯Ω, at selected values
of the basis truncation parameter, Nmax. The dashed curves connect the NCSM calculation results
using the Daejeon16 NN interaction for Nmax = 2 − 10, in increments of 2 units, used for ANN
training and testing. The solid curves link the ANN prediction results for Nmax = 12 − 70. The
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sequence from Nmax = 12−30 is in increments of 2 units, while the sequence from Nmax = 30−70 is
in increments of 10 units. The lowest horizontal line corresponds to Nmax = 70 and represents the
nearly converged result predicted by ANN. Convergence is defined as independence of both basis
space parameters, h¯Ω and Nmax. The convergence pattern shows a reduction in the spacing between
successive curves and flattening of the curves as Nmax increases. The gs energy provided by the ANN
decreases monotonically with increasing Nmax at all values of h¯Ω. This demonstrates that the ANN
is successfully simulating what is expected from theoretical physics. That is, in theoretical physics
the energy variational principle requires that the gs energy behaves as a non-increasing function
of increasing matrix dimensionality at fixed h¯Ω and, furthermore, matrix dimension increases with
increasing Nmax.
Figure 4.6: Calculated and predicted gs energy of 6Li as a function of h¯Ω at selected Nmax values.
To illustrate the ANN prediction accuracy, the NCSM calculation results and the corresponding
ANN prediction results of the gs energy of 6Li are presented in Figure 4.7 as a function of h¯Ω
at Nmax = 12, 14, 16, and 18. The dashed curves connect the NCSM calculation results using
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the Daejeon16 NN interaction and the solid curves link the ANN prediction results. The nearly
converged result predicted by ANN is also shown above the horizontal axis at Nmax = 70. Figure 4.7
shows good agreement between the calculated NCSM results and the ANN predictions up through
Nmax = 18. Actual NCSM results always converged from above towards the exact result and
become increasingly independent of the basis space parameters, h¯Ω and Nmax. That the ANN
result is essentially a flat line at Nmax = 70 and that the curves preceding it form an increasingly
dense pattern approaching Nmax = 70 both provide indications that the ANN is producing a valid
estimate of the converged gs energy.
Figure 4.7: Comparison of the NCSM calculated and the corresponding ANN predicted gs energy
values of 6Li as a function of h¯Ω at Nmax = 12, 14, 16, and 18. The lowest horizontal line corresponds
to the ANN nearly converged result at Nmax = 70.
The gs rms radii provide a very different quantity from NCSM results as they are found to be
more slowly convergent than the gs energies and they are not monotonic. Figure 4.8 presents the
calculated gs point proton rms radius of 6Li as a function of h¯Ω at selected values of Nmax. The
dashed curves connect the NCSM calculation results using the Daejeon16 NN interaction up through
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Nmax = 10, while the solid curves link the ANN prediction results above Nmax = 10. The highest
curve corresponds to Nmax = 90 and successively lower curves are obtained with Nmax decreased
by 10 units until the Nmax = 30 curve and then by 2 units for each lower Nmax curve. The rms
radius converges monotonically from below for most of the h¯Ω range shown. More importantly, the
rms radius shows the anticipated convergence to a flat line accompanied by an increasing density
of lines with increasing Nmax. These are the signals of convergence that we anticipate based on
experience in limited basis spaces and on general theoretical physics grounds.
Figure 4.8: Calculated and predicted gs point proton rms radius of 6Li as a function of h¯Ω at
selected Nmax values.
The NCSM calculated values and the corresponding prediction values of the gs point proton
rms radius of 6Li are presented in Figure 4.9 for Nmax = 12, 14, 16, and 18. The dashed curves link
the NCSM calculation results using the Daejeon16 NN interaction and the solid curves connect the
ANN prediction results. As seen in this figure, the ANN predictions are in good agreement with
the NCSM calculations, showing the efficacy of the ANN method.
110
Figure 4.9: Comparison of the NCSM calculated and the corresponding ANN predicted gs point
proton rms radius values of 6Li as a function of h¯Ω for Nmax = 12, 14, 16, and 18. The highest
curve corresponds to the ANN nearly converged result at Nmax = 90.
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Table 4.1 presents the nearly converged ANN predicted results for the gs energy and the gs point
proton rms radius of 6Li. As a comparison, the gs energy results from the current best theoretical
upper bounds at Nmax = 10 and Nmax = 18 and from the Extrapolation B (Extrap B) method [34]
at Nmax ≤ 10 are provided. Similar to the ANN prediction, the Extrap B result arises when using
all available results through Nmax = 10. The ANN prediction for the gs energy is below the best
upper bound, found at Nmax = 18, which is about 85 KeV lower than the Extrap B result.
There is no extrapolation available for the rms radius, but we quote in Table 4.1 the estimated
result by the crossover-point method [40] to be ∼ 2.40 fm. The crossover-point method takes the
value at h¯Ω in the table of rms radii results through Nmax = 10, which produces an rms radius
result that is roughly independent of Nmax.
Table 4.1: Comparison of the ANN predicted results with results from the current best upper
bounds and from other estimation methods.
Observable Upper Bound Upper Bound Estimationa ANN
Nmax = 10 Nmax = 18 Nmax ≤ 10 Nmax ≤ 10
gs energy (MeV ) -31.688 -31.977 -31.892 -32.024
gs rms radius (fm) – – 2.40 2.49
a The Extrap B method [34] for the gs energy
and the crossover-point method [40] for the gs point proton rms radius
It is clearly seen from Figures 4.7 and 4.9 above that the ANN method results are consistent
with the NCSM calculation results using the Daejeon16 NN interaction at Nmax = 12, 14, 16, and
18. Table 4.1 also shows that ANN’s results are consistent with the best available upper bound
in the case of the gs energy. The ANN’s prediction for the converged rms radius is slightly larger
than the result from the crossover-point method and more consistent with the trends visible in
Figure 4.9 at the higher Nmax values. To measure the performance of ANNs, MSE for the training
subsets up through Nmax = 10, as well as on the second test set for data at Nmax = 12, 14, 16, and
18, are provided in Table 4.2.
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Table 4.2: The MSE performance function values on the training and testing data sets and on the
Nmax = 12, 14, 16, and 18 data set.
Data Set Whole Set Training Set Testing Set1 Testing Set2
Nmax ≤ 10 Nmax ≤ 10 Nmax ≤ 10 Nmax = 12− 18
gs energy (MeV ) 4.86× 10−4 5.04× 10−4 3.80× 10−4 0.0072
gs rms radius (fm) 7.88× 10−7 4.49× 10−7 2.74× 10−6 9.24× 10−7
The small values of the performance function in Table 4.2 above indicate that ANNs with good
generalizations were found to predict the results.
4.5 Conclusion and Future Work
Feed-forward ANNs were used to predict the properties of the 6Li nucleus such as the gs energy
and the gs point proton rms radius. The advantage of the ANN method is that it does not need any
mathematical relationship between input and output data. The architecture of ANNs consisted of
three layers: two neurons in the input layer, eight neurons in the hidden layer and one neuron in
the output layer. An ANN was designed for each output.
The data set from the ab initio NCSM calculations using the Daejeon16 NN interaction and
basis spaces up through Nmax = 10 was divided into two subsets: 85% for the training set and 15%
for the testing set. Bayesian regularization was used for training and doesn’t require a validation
set.
The designed ANNs were sufficient to produce results for these two very different observables
in 6Li from the ab initio NCSM. The gs energy and the gs point proton rms radius showed good
convergence patterns and satisfy the theoretical physics condition, independence of basis space
parameters in the limit of extremely large matrices. Comparisons of the results from ANNs with
established methods of estimating the results in the infinite matrix limit are also provided. By these
measures, ANNs are seen to be successful for predicting the results of ultra-large basis spaces, spaces
too large for direct many-body calculations.
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As future work, more Li isotopes such as 7Li, 8Li and 9Li will be investigated using the ANN
method and the results will be compared with results from improved extrapolation methods cur-
rently under development.
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Abstract
Ab initio approaches in nuclear theory, such as the No-Core Shell Model (NCSM), have been
developed for approximately solving finite nuclei with realistic strong interactions. The NCSM
and other approaches require an extrapolation of the results obtained in a finite basis space to the
infinite basis space limit and assessment of the uncertainty of those extrapolations. Each observable
requires a separate extrapolation and most observables have no proven extrapolation method. We
propose a feed-forward artificial neural network (ANN) method as an extrapolation tool to obtain
the ground state energy and the ground state point-proton root-mean-square (rms) radius along
with their extrapolation uncertainties. The designed ANNs are sufficient to produce results for
these two very different observables in 6Li from the ab initio NCSM results in small basis spaces
that satisfy the following theoretical physics condition: independence of basis space parameters in
the limit of extremely large matrices. Comparisons of the ANN results with other extrapolation
methods are also provided.
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5.1 Introduction
A major long-term goal of nuclear theory is to understand how low-energy nuclear properties
arise from strongly interacting nucleons. When interactions that describe nucleon-nucleon (NN)
scattering data with high accuracy are employed, the approach is considered to be a first principles
or ab initio method. This challenging quantum many-body problem requires a non-perturbative
computational approach for quantitative predictions.
With access to powerful High Performance Computing (HPC) systems, several ab initio ap-
proaches have been developed to study nuclear structure and reactions. The No-Core Shell Model
(NCSM) [1] is one of these approaches that falls into the class of configuration interaction methods.
Ab initio theories, such as the NCSM, traditionally employ realistic inter-nucleon interactions and
provide predictions for binding energies, spectra and other observables in light nuclei.
The NCSM casts the non-relativistic quantum many-body problem as a finite Hamiltonian
matrix eigenvalue problem expressed in a chosen, but truncated, basis space. A popular choice of
basis representation is the three-dimensional harmonic-oscillator (HO) basis that we employ here.
This basis is characterized by the HO energy, h¯Ω, and the many-body basis space cutoff, Nmax.
The Nmax cutoff for the configurations to be included in the basis space is defined as the maximum
of the sum over all nucleons of their HO quanta (twice the radial quantum number plus the orbital
quantum number) above the minimum needed to satisfy the Pauli principle. Due to the strong
short-range correlations of nucleons in a nucleus, a large basis space (model space) is required
to achieve convergence in this 2-dimensional parameter space (h¯Ω, Nmax), where convergence is
defined as independence of both parameters within evaluated uncertainties. However, one faces
major challenges to approach convergence since, as the size of the space increases, the demands
on computational resources grow rapidly. In practice these calculations are limited and one can
not directly calculate, for example, the ground state (gs) energy or the gs point-proton root-mean-
square (rms) radius for a sufficiently large Nmax that would provide good approximations to the
converged result in most nuclei of interest [2, 3, 4, 5]. We focus on these two observables in the
current investigation.
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To obtain the gs energy and the gs point-proton rms radius as close as possible to the exact
results, the NCSM and other ab initio approaches require an extrapolation of the results obtained
in a finite basis space to the infinite basis space limit and assessment of the uncertainty of those
extrapolations [3, 4, 6]. Each observable requires a separate extrapolation and most observables
have no proposed extrapolation method at the present time.
Deep Learning is a subfield of machine learning concerned with algorithms inspired by the
structure and function of the brain called artificial neural networks (ANNs). In recent years, deep
learning became a tool for solving challenging data analysis problems in a number of domains. For
example, several successful applications of the ANNs have emerged in nuclear physics, high-energy
physics, astrophysics, as well as in biology, chemistry, meteorology, geosciences, and other fields of
science. Applications of ANNs to quantum many-body systems have involved multiple disciplines
and have been under development for many years [7]. An ambitious application of ANNs for
extrapolating nuclear binding energies is also noteworthy [8].
The present work proposes a feed-forward ANN method as an extrapolation tool to obtain the gs
energy and the gs point-proton rms radius and their extrapolation uncertainties based upon NCSM
results in readily-solved basis spaces. The advantage of ANN is that it does not need an explicit
analytical expression to model the variation of the gs energy or the gs point-proton rms radius with
respect to h¯Ω and Nmax. We will demonstrate that the feed-forward ANN method is very useful
for estimating the converged result at very large Nmax through demonstration applications in
6Li.
We have generated theoretical data for 6Li by performing ab initio NCSM calculations with the
MFDn code [9, 10, 11], a hybrid MPI/OpenMP code for ab initio nuclear structure calculations,
using the Daejeon16 NN interaction [12] and HO basis spaces up through the cutoff Nmax = 18.
The dimension of the resulting many-body Hamiltonian matrix is about 2.8 billion at this cutoff.
This research extends the work presented in [13] where we initially considered the gs energy and
gs point-proton rms radius for 6Li produced with the feed-forward ANN method. In particular, the
current work presents results using multiple datasets, which consist of data through a succession of
cutoffs: Nmax = 10, 12, 14, 16 and 18. The previous work considered only one dataset up through
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Nmax = 10. Furthermore, the current work is the first to report uncertainty assessments of the
results. Comparisons of the ANN results and their uncertainties with other extrapolation methods
are also provided.
The paper is organized as follows: In Section 5.2, short introductions to the ab initio NCSM
method and ANN’s formalism are given. In Section 5.3, our ANN’s architecture and filtering are
presented. Section 5.4 presents the results and discussions of this work. Section 5.5 contains our
conclusion and future work.
5.2 Theoretical Framework
The NCSM is an ab initio approach to the nuclear many-body problem, which solves for the
properties of nuclei for an arbitrary inter-nucleon interaction, preserving all the symmetries. The
inter-nucleon interaction can consist of both NN components and three-nucleon forces but we omit
the latter in the current effort since they are not expected to be essential to the main thrust of the
current ANN application. We will show that the ANN method is useful to make predictions for the
gs energy and the gs point-proton rms radius and their extrapolation uncertainties at ultra-large
basis spaces using available data from NCSM calculations at smaller basis spaces. More discussions
on the NCSM and the ANN are presented in each subsection.
5.2.1 Ab Initio NCSM Method
In the NCSM method, a nucleus consisting of A-nucleons with N neutrons and Z protons
(A = N + Z) is described by the quantum Hamiltonian with kinetic energy (Trel) and interaction
(V ) terms
HA = Trel + V
=
1
A
∑
i<j
(~pi − ~pj)2
2m
+
A∑
i<j
Vij +
A∑
i<j<k
Vijk + . . . .
(5.1)
Here, m is the nucleon mass (taken as the average of the neutron and proton mass), ~pi is the
momentum of the i-th nucleon, Vij is the NN interaction including the Coulomb interaction between
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protons, Vijk is the three-nucleon interaction and the interaction sums run over all pairs and triplets
of nucleons, respectively. Higher-body (up to A-body) interactions are also allowed and signified by
the three dots. As mentioned, we retain only the NN interaction for which we select the Daejeon16
interaction [12] in the present work.
Our chosen NN interaction, Daejeon16 [12], is developed from an initial Chiral NN interaction at
the next-to-next-to-next-to leading order (N3LO) [14, 15] by a process of Similarity Renormalization
Group evolution and phase-equivalent transformations (PETs) [16, 17, 18]. The PETs are chosen
so that Daejeon16 describes well the properties of light nuclei without explicit use of three-nucleon
or higher-body interactions which, if retained, would require a significant increase of computational
resources.
With the nuclear Hamiltonian (5.1), the NCSM solves the A-body Schro¨dinger equation
HAΨA(~r1, ~r2, . . . , ~rA) = EΨA(~r1, ~r2, . . . , ~rA), (5.2)
using a matrix formulation, where the A-body wave function is given by a linear combination of
Slater determinants Φk
ΨA(~r1, ~r2, . . . , ~rA) =
nb∑
k=0
ciΦk(~r1, ~r2, . . . , ~rA), (5.3)
and where nb is the number of many-body basis states, configurations, in the system. The Slater
determinant Φk is the antisymmetrized product of single-particle wave functions
Φk(~r1, ~r2, . . . , ~rA) = A
[
A∏
i=1
φnilijimi(~ri)
]
, (5.4)
where φnilijimi(~ri) is the single-particle wave function for the i-th nucleon and A is the anti-
symmetrization operator. Although we adopt a common choice for the single-particle wave func-
tions, the HO basis functions, one can extend this approach to a more general single-particle
basis [19, 20, 21, 22]. The single-particle wave functions are labeled by the quantum numbers
nilijimi, where ni and li are the radial and orbital HO quantum numbers (with Ni = 2ni + li the
number of HO quanta for a single-particle state), ji is the total single-particle angular momentum,
and mi its projection along the z-axis.
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We employ the “m-scheme” where each HO single-particle state has its orbital and spin angular
momenta coupled to good total angular momentum, ji, and magnetic projection, mi. The many-
body basis states Φk have well-defined parity and total angular momentum projection, M =
A∑
i=1
mi,
but they do not have a well-defined total angular momentum J . The matrix elements of the
Hamiltonian in the many-body HO basis are given byHij = 〈Φi|Hˆ|Φj〉. These Hamiltonian matrices
are sparse, the number of non-vanishing matrix elements follows an approximate scaling rule ofD3/2,
where D is the dimension of the matrix [2]. For these large and sparse Hamiltonian matrices, the
Lanczos method is one possible choice to find the extreme eigenvalues [23].
We adopt the Lipkin-Lawson method [24, 25] to enforce the factorization of the center-of-mass
(CM) and intrinsic components of the many-body eigenstates. In this method, a Lagrange multiplier
term, λ(HCM − 32 h¯Ω), is added to the Hamiltonian above, where HCM is the HO Hamiltonian for
the CM motion. With λ chosen positive (10 is a typical value), one separates the states of lowest
CM motion from the states with excited CM motion by a scale factor of order λh¯Ω.
In our Nmax truncation approach, all possible configurations with Nmax excitations above the
unperturbed gs (the HO configuration with the minimum HO energy defined to be the Nmax = 0
configuration) are considered. The basis is limited to many-body basis states with total many-
body HO quanta, Ntot =
A∑
i=1
Ni ≤ N0 +Nmax, where N0 is the minimal number of quanta for that
nucleus, which is 2 for 6Li. Note that this truncation, along with the Lipkin-Lawson approach
described above, leads to an exact factorization of the single-particle wave functions into the CM
and intrinsic components. Usually, the basis includes either only many-body states with even values
of Ntot (and respectively Nmax), which correspond to states with the same (positive for
6Li) parity
as the unperturbed gs, and are called the “natural” parity states, or only with odd values of Ntot
(and respectively Nmax), which correspond to states with “unnatural” (negative for
6Li) parity.
As it was already mentioned, the NCSM calculations are performed with the code MFDn [9,
10, 11]. Due to the strong short-range correlations of nucleons in a nucleus, a large basis space is
required to achieve convergence. The requirement to simulate the exponential tail of a quantum
bound state with HO wave functions possessing Gaussian tails places additional demands on the
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size of the basis space. The calculations that achieve the desired convergence are often not feasible
due to the nearly exponential growth in matrix dimension with increasing Nmax. To obtain the
gs energy and other observables as close as possible to the exact results one seeks solutions in
the largest feasible basis spaces. These results are sometimes used in attempts to extrapolate
to the infinite basis space. To take the infinite matrix limit, several extrapolation methods have
been developed, such as “Extrapolation B” [3, 4], “Extrapolation A5”, “Extrapolation A3” and
“Extrapolation based on Leff” [6], which are extensions of techniques developed in [26, 27, 28, 29].
Using such extrapolation methods, one investigates the convergence pattern with increasing basis
space dimensions and thus obtains, to within quantifiable uncertainties, results corresponding to
the complete basis. We will employ these extrapolation methods to compare with results from
ANNs.
5.2.2 Artificial Neural Networks
ANNs are powerful tools that can be used for function approximation, classification, and pat-
tern recognition, such as finding clusters or regularities in the data. The goal of ANNs is to find
a solution efficiently when algorithmic methods are computationally intensive or do not exist. An
important advantage of ANNs is the ability to detect complex non-linear input-output relation-
ships. For this reason, ANNs can be viewed as universal non-linear function approximators [30].
Employing ANNs for mapping complex non-linear input-output problems offers a significant ad-
vantage over conventional techniques, such as regression techniques, because ANNs do not require
explicit mathematical functions.
ANNs are computer algorithms inspired by the structure and function of the brain. Similar to
the human brain, ANNs can perform complex tasks, such as learning, memorizing, and generalizing.
They are capable of learning from experience, storing knowledge, and then applying this knowledge
to make predictions.
ANNs consist of a number of highly interconnected artificial neurons (ANs) which are processing
units. The ANs are connected with each other via adaptive synaptic weights. The AN collects all
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the input signals and calculates a net signal as the weighted sum of all input signals. Next, the AN
calculates and transmits an output signal, y. The output signal is calculated using a function called
an activation or transfer function, f , which depends on the value of the net signal, y = f(net).
One simple way to organize ANs is in layers, which gives a class of ANN called multi-layer ANN.
ANNs are composed of an input layer, one or more hidden layers, and an output layer. The neurons
in the input layer receive the data from outside and transmit the data via weighted connections
to the neurons in the first hidden layer, which, in turn, transmit the data to the next layer. Each
layer transmits the data to the next layer. Finally, the neurons in the output layer give the results.
The type of ANN, which propagates the input through all the layers and has no feed-back loops is
called a feed-forward multi-layer ANN. For simplicity, throughout this paper we adopt and work
with a feed-forward ANN. For other types of ANN, see [31, 32].
For function approximation, a sigmoid or sigmoid–like and linear activation functions are usu-
ally used for the neurons in the hidden and output layer, respectively. There is no activation
function for the input layer. The neurons with non-linear activation functions allow the ANN to
learn non-linear and linear relationships between input and output vectors. Therefore, sufficient
neurons should be used in the hidden layer in order to get a good function approximation.
In our terminology, an ANN is defined by its architecture, the specific values for its weights
and biases, and by the chosen activation function. For the purposes of our statistical analysis, we
create an ensemble of ANNs.
The development of an ANN is a two-step process with training and testing stages. In the
training stage, the ANN adjusts its weights until an acceptable error level between desired and
predicted outputs is obtained. The difference between desired and predicted outputs is measured
by the error function, also called the performance function. A common choice for the error function
is mean square error (MSE), which we adopt here.
There are multiple training algorithms based on various implementations of the back-propagation
algorithm [33], an efficient method for computing the gradient of error functions. These algorithms
compute the net signals and outputs of each neuron in the network every time the weights are
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adjusted, the operation being called the forward pass operation. Next, in the backward pass oper-
ation, the errors for each neuron in the network are computed and the weights of the network are
updated as a function of the errors until the stopping criterion is satisfied. In the testing stage, the
trained ANN is tested over new data that were not used in the training process.
One of the known problems for ANN is overfitting: the error on the training set is within
the acceptable limits, but when new data is presented to the network the error is large. In this
case, ANN has memorized the training examples, but it has not learned to generalize to new
data. This problem can be prevented using several techniques, such as early stopping and different
regularization techniques [31, 32].
Early stopping is widely used. In this technique the available data is divided into three subsets:
the training set, the validation set and the test set. The training set is used for computing the
gradient and updating the network weights and biases. The error on the validation set is monitored
during the training process. When the validation error increases for a specified number of iterations,
the training is stopped, and the weights and biases at the minimum of the validation error are
returned. The test set error is not used during training, but it is used as a further check that the
network generalizes well and to compare different ANN models.
Regularization modifies the performance function by adding a term that consists of the mean
of the sum of squares of the network weights and biases. However, the problem with regularization
is that it is difficult to determine the optimum value for the performance ratio parameter. It is
desirable to determine the optimal regularization parameters automatically. One approach to this
process is the Bayesian regularization of David MacKay [34] that we adopt here as an improvement
on early stopping. The Bayesian regularization algorithm updates the weight and bias values ac-
cording to Levenberg-Marquardt [33, 35] optimization. It minimizes a linear combination of squared
errors and weights and it also modifies the regularization parameters of the linear combination to
generate a network that generalizes well. See [34, 36] for more detailed discussions of Bayesian
regularization. For further and general background on the ANN and how to prevent overfitting and
improve generalization refer to [31, 32].
128
5.3 ANN Design and Filtering
The topological structure of ANNs used in this study is presented in Figure 5.1. The designed
ANNs contain one input layer with two neurons, one hidden layer with eight neurons and one
output layer with one neuron. The inputs were the basis space parameters: the HO energy, h¯Ω,
and the basis truncation parameter, Nmax, described in Section 5.2.1. The desired outputs were the
gs energy and the gs point-proton rms radius. Separate ANNs were designed for each output. The
optimum number of neurons in the hidden layer was obtained according to a trial and error process.
The activation function employed for the hidden layer was a widely-used form, the hyperbolic
tangent sigmoid function
f(x) = tansig(x) =
2
(1 + e−2x)
− 1. (5.5)
It has been proven that one hidden layer and sigmoid -like activation function in this layer are
sufficient to approximate any continuous real function, given sufficient number of neurons in the
hidden layer [37].
Every ANN creation and initialization function starts with different initial conditions, such as
initial weights and biases and different division of the training, validation, and test datasets. These
different initial conditions can lead to very different solutions for the same problem. Moreover,
it is also possible to fail to obtain realistic solutions with ANNs for certain initial conditions.
For this reason, it is a good idea to train many networks and choose the networks with best
performance function values to make further predictions. The performance function, the MSE in
our case, measures how well ANN can predict data, i.e., how well ANN can be generalized to new
data. The test datasets are a good measure of generalization for ANNs since they are not used in
training. A small value on the performance function on the test dataset indicates an ANN with
good performance was found. However, every time the training function is called, the network gets
a different division of the training, validation, and test datasets. That is why, the test sets selected
by the training function are a good measure of predictive capabilities for each respective network,
but not for all the networks.
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Figure 5.1: Topological structure of the designed ANN.
MATLAB software v9.4.0 (R2018a) with Neural Network Toolbox was used for the implementa-
tion of this work. As mentioned before in Section 5.1, the application here is the 6Li nucleus. The
dataset was generated with the ab initio NCSM calculations using the MFDn code with the Dae-
jeon16 NN interaction [12] and a sequence of basis spaces up through Nmax = 18. The Nmax = 18
basis space corresponds to our largest matrix diagonalized using the ab initio NCSM approach for
6Li with dimension of about 2.8 billion. Only the “natural” parity states, which have even Nmax
values for 6Li, were considered in this work.
For our application here, we choose to compare the performance for all the networks by taking
the original dataset and dividing it into a design set and a test set. The design (test) set consists
of 16/19 (3/19) of the original dataset. The design set is further randomly divided by the train
function into a training set and another test set. This training (test) set comprises 90% (10%) of
the design set.
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For each design set, we train 100 ANNs with the above architecture and with each ANN starting
from different initial weights and biases. To ensure good generalization, each ANN is retrained 10
times, during which we sequentially evolve the weights and biases. A back-propagation algorithm
with Bayesian regularization with MSE performance function was used for ANN training. Bayesian
regularization does not require a validation dataset.
For function approximation, Bayesian regularization provides better generalization performance
than early stopping in most cases, but it takes longer to converge to the desired performance ratio.
The performance improvement is more noticeable when the dataset is small because Bayesian
regularization does not require a validation dataset, leaving more data for training. In MATLAB,
Bayesian regularization has been implemented in the function trainbr. When using trainbr, it is
important to train the network until it reaches convergence. In this study, the training process
is stopped if: (1) it reaches the maximum number of iterations, 1000; (2) the performance has
an acceptable level; (3) the estimation error is below the target; or (4) the Levenberg-Marquardt
adjustment parameter µ becomes larger than 1010. A typical indication for convergence is when
the maximum value of µ has been reached.
In order to develop confidence in our ANNs, we organize a sequence of challenges consisting
of choosing original datasets that have successively improved information originating from NCSM
calculations. That is, we define an “original dataset” to consist of NCSM results at 19 selected
values of h¯Ω = 8, 9, 10 MeV and then in 2.5 MeV increments covering 10 to 50 MeV for all Nmax
values up through, for example, 10 (our first original dataset). We define our second original dataset
to consist of NCSM results at the same values of h¯Ω but for all Nmax values up through 12. We
continue to define additional original datasets until we have exhausted available NCSM results at
Nmax = 18.
To split each original dataset (defined by its cutoff Nmax value) into 16/19 and 3/19 subsets we
randomly choose 3 points for each Nmax value within the cutoff Nmax value. The resulting 3/19
set is our test set used to subselect optimum networks from these 100 ANNs. Figure 5.2 shows the
general procedure for selecting the ANNs used to make predictions for nuclear physics observables,
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where “test1” is the 3/19 test set described above. We retain only those networks which have a
MSE on the 3/19 test set below 0.002 MeV (5.0 × 10−6 fm) for the gs energy (gs point-proton
rms radius). We then cycle through this entire procedure with a specific original dataset 400 times
in order to obtain an estimated 50 ANNs that would satisfy additional screening criteria. That is,
the retained networks are further filtered based on the following criteria:
• the networks must have a MSE on their design set below 0.0002 MeV (5.0 × 10−7 fm) for
the gs energy (gs point-proton rms radius);
• for the gs energy, the networks’ predictions should satisfy the theoretical physics upper-
bound (variational) condition for all increments in Nmax up to Nmax = 70. That is the
ANNs predictions for the gs energy should decrease uniformly with increasing Nmax up to
Nmax = 70. All ANNs at this stage of filtering were found to satisfy this criteria so no ANNs
were rejected according to this condition;
• pick the best 50 networks based on their performance on the design set which satisfy a three-
sigma rule: the predictions at Nmax = 70 (Nmax = 90) for the gs energy (gs point-proton rms
radius) produced by these 50 networks are required to lie within three standard deviations
(three-sigma) of their mean. Thus, predictions lying outside three-sigma are discarded as
outliers. This is an iterative method since a revised standard deviation could lead to the
identification of additional outliers. The three-sigma method was initially proposed in [38]
and then implemented by the Granada group for analysis of NN scattering data [39].
If, at this stage, we obtained less than 50 networks in our statistical sample we go through the
entire procedure with that specific original dataset an additional 400 times. In no case did we find
it necessary to run more than 1200 cycles.
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1 for each observable do
2 for each original dataset do
3 repeat
4 for trial=1:400 do
5 initialize test1
6 initialize design = original\test1
7 for each network of 100 networks do
8 initialize network
9 for i=1:10 do
10 train network
11 if i == 1 then
12 smallest = MSE(test1)
13 if MSE(test1) > val1 then
14 break
15 end if
16 else
17 if MSE(test1) < smallest
18 smallest = MSE(test1)
19 end if
20 end if
21 end for
22 if i 6= 1 then
23 save network with MSE(test1) = smallest into saved_networks1
24 end if
25 end for
26 end for
27 % networks further filtering
28 for each network in saved_networks1 do
29 if MSE(design) ≤ val2 then
30 save network in saved_networks2
31 if observable == gs energy then
32 check variational principle
33 if not(variational principle) then
34 remove network from saved_networks2
35 end if
36 end if
37 end if
38 end for
39 sort saved_networks2 based on MSE(design)
40 numel = min(50, length(saved_networks2))
41 networks_to_predict = saved_networks2(1:numel)
42 % discard elements lying outside three-sigma of their mean
43 apply three-sigma rule to networks_to_predict
44 if numel == 50 and length(networks_to_predict) < 50 then
45 repeat
46 add next element from saved_networks2 to networks_to_predict
47 apply three-sigma rule to networks_to_predict
48 until not(exist) elements in saved_networks2 or length(networks_to_predict) ==
50
49 end if
50 until length(networks_to_predict) == 50
51 end for
52 end for
Figure 5.2: General procedure for selecting ANNs used to make predictions for nuclear physics
observables.
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5.4 Results and Discussions
This section presents 6Li results along with their estimated uncertainties for the gs energy and
point-proton rms radius using the feed-forward ANN method. Comparison with results from other
extrapolation methods is also provided. Preliminary results of this study were presented in [13].
The results of this work extend the preliminary results as follows: multiple original datasets up
through a succession of cutoffs: Nmax = 10, 12, 14, 16 and 18 are used to design, train and test the
networks; for each original dataset, 50 best networks are selected using the methodology described
in Section 5.3 and the distribution of the results is presented as input for the uncertainty assessment.
The 50 selected ANNs for each original dataset were used to predict the gs energy at Nmax = 70
and the gs point-proton rms radius at Nmax = 90 for 19 aforementioned values of h¯Ω = 8−50 MeV.
These ANN predictions were found to be approximately independent of h¯Ω. The ANN estimate
of the converged result, i.e., the result from an infinite matrix, was taken to be the median of the
predicted results at Nmax = 70 (Nmax = 90) over the 19 selected values of h¯Ω for each original
dataset.
In order to obtain the uncertainty assessments of the results, we constructed a histogram with
a normal (Gaussian) distribution fit to the results predicted by the 50 selected ANNs for each
original dataset and for each observable. Figure 5.3 presents these histograms along with their
corresponding Gaussian fits. The cutoff value of Nmax in each original dataset used to design,
train and test the networks is indicated on each plot along with the parameters used in fitting: the
mean (µ = Egs or rp) and the quantified uncertainty (σ) indicated in parenthesis as the amount
of uncertainty in the least significant figures quoted. The mean values (µ = Egs or rp) represent
the extrapolates obtained using the feed-forward ANN method. It is evident from the Gaussian
fits in Figure 5.3 that, as we successively expand the original dataset to include more information
originating from NCSM calculations by increasing the cutoff value of Nmax in the dataset, the
uncertainty generally decreases. Furthermore, there is apparent consistency with increasing cutoff
Nmax since successive extrapolates are consistent with previous extrapolates within the assigned
uncertainties for each observable. An exception is the gs point-proton rms radius when using the
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original dataset with cutoff Nmax = 14. In this case, note the single Gaussian distribution exhibits
an uncertainly much bigger than the case with cutoff Nmax = 12. The histogram for rp at cutoff
Nmax = 14 shows a hint of multiple peaks which could indicate multiple local minima within the
limited sample of 50 ANNs.
It is worth noting that the widths of the Gaussian fits to the histograms suggest that there is
a larger relative uncertainty of the point-proton radius extrapolation than that of the gs energy
extrapolation produced by the ANNs. In other words, as one proceeds down the 5 panels in
Figure 5.3 from the top, the uncertainty in the gs energy decreases significantly faster than the
uncertainty in the point-proton radius. This reflects the well-known feature of NCSM results in a
HO basis where long-range observables, such as rp, are more sensitive than the gs energy to the
slowly converging asymptotic tails of the nuclear wave function.
Figure 5.4 presents the sequence of extrapolated results for the gs energy using the feed-forward
ANN method in comparison with results from “Extrapolation A5” [6] and “Extrapolation B” [3, 4]
methods. Uncertainties are indicated as error bars and are quantified using the rules from the
respective procedures. The experimental result is also shown by the black horizontal solid line [40].
The “Extrapolation B” method adopts a three-parameter extrapolation function that contains
a term that is exponential in Nmax. The “Extrapolation A5” method adopts a five-parameter
extrapolation function that contains a term that is exponential in
√
Nmax in addition to the single
exponential in Nmax used in the “Extrapolation B” method. Note in Figure 5.4 the convergence
pattern for the gs energy with increasing cutoff Nmax values. All extrapolation methods provide
their respective error bars which generally decrease with increasing cutoff Nmax. Also note the
visible upward trend for the extrapolated energies when using the feed-forward ANN method while
there is a downward trend for the “Extrapolation A5” and “Extrapolation B” methods. While
these smooth trends in the extrapolated results of Figure 5.4 may suggest systematic errors are
present in each method, the quoted uncertainties are large enough to nearly cover the systematic
trends displayed.
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Figure 5.3: Statistical distributions of the predicted gs energy (left) and gs point-proton rms
radius (right) of 6Li produced by ANNs trained with NCSM simulation data at increasing levels
of truncation up to Nmax = 18. The ANN predicted gs energy (gs point-proton rms radius) is
obtained at Nmax = 70 (90). The extrapolates are quoted for each plot along with the uncertainty
indicated in parenthesis as the amount of uncertainty in the least significant figures quoted.
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Figure 5.4: (Color online) Extrapolated gs energies of 6Li with Daejeon16 using the feed-forward
ANN method (green), the “Extrapolation A5” [6] method (blue) and the “Extrapolation B” [3, 4]
method (red) as a function of the cutoff value of Nmax in each dataset. Error bars represent the
uncertainties in the extrapolations. The experimental result is also shown by the black horizontal
solid line [40].
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Figure 5.5 presents the sequence of extrapolated results for the gs point-proton rms radius using
the feed-forward ANN method in comparison with results from “Extrapolation A3” [6] method.
The “Extrapolation A3” method adopts a different three-parameter extrapolation function than
the “Extrapolation A5” method used for the gs energy. For the gs point-proton rms radius there is
mainly a systematic upward trend in the extrapolations and the uncertainties are only decreasing
slowly with cutoff Nmax when using the “Extrapolation A3” method. However, when using the feed-
forward ANN method, the predicted rms radius increases until cutoff Nmax = 16 and then decreases
again. The experimental result is shown by the bold black horizontal line and its error band is
shown by the thin black lines above and below the experimental line. We quote the experimental
value for the gs point-proton rms radius that has been extracted from the measured charge radius
by applying established electromagnetic corrections [41].
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Figure 5.5: (Color online) Extrapolated gs point-proton rms radii of 6Li with Daejeon16 using the
feed-forward ANN method (green) and the “Extrapolation A3” [6] method (blue) as a function of
the cutoff value ofNmax in each dataset. Error bars represent the uncertainties in the extrapolations.
The experimental result and its uncertainty are also shown by the horizontal lines [41].
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The extrapolated results along with their uncertainty estimations for the gs energy and the gs
point-proton rms radius of 6Li and the variational upper bounds for the gs energy are also quoted
in Table 5.1. The extrapolation arises when using all available results up through the cutoff Nmax
values shown in the table. All the extrapolated energies were below their respective variational
upper bounds. Our current results, taking into consideration our assessed uncertainties, appear
to be reasonably consistent with the results of the single ANN using the dataset up through the
cutoff Nmax = 10 developed in [13]. Also note the feed-forward ANN method produces smaller
uncertainty estimations than the other extrapolation methods. In addition, as seen in Figures 5.4
and 5.5, the ANN predictions imply that Daejeon16 provides converged results slightly further from
experiment than the other extrapolation methods.
Table 5.1: Comparison of the ANN predicted results with results from the current best upper bounds
and from other extrapolation methods, such as Extrapolation Aa [6] and Extrapolation B [3, 4],
with their uncertainties. The experimental gs energy is taken from [40]. The experimental point-
proton rms radius is obtained from the measured charge radius by the application of electromagnetic
corrections [41]. Energies are given in units of MeV and radii are in units of femtometers (fm).
Observable Experiment Nmax Upper Bound Extrapolation A
a Extrapolation B ANN
gs energy -31.995 10 -31.688 -31.787(60) -31.892(46) -32.131(43)
12 -31.837 -31.915(60) -31.939(47) -32.093(21)
14 -31.914 -31.951(44) -31.983(16) -32.066(11)
16 -31.954 -31.974(44) -31.998(15) -32.060(10)
18 -31.977 -31.990(20) -32.007(9) -32.061(4)
gs point-proton rms radius 2.38(3) 10 – 2.339(111) – 2.481(37)
12 – 2.360(114) – 2.517(27)
14 – 2.376(107) – 2.530(49)
16 – 2.390(95) – 2.546(23)
18 – 2.427(82) – 2.518(19)
a The “Extrapolation A5” method for the gs energy and the “Extrapolation A3” method
for the gs point-proton rms radius
To illustrate a convergence example, the network with the lowest performance function, i.e.,
the lowest MSE, using the original dataset at Nmax ≤ 10 is selected from among the 50 networks
to predict the gs energy (gs point-proton rms radius) for 6Li at Nmax = 12, 14, 16, 18 and 70 (90).
Figure 5.6 presents these ANN predicted results of the gs energy and point-proton rms radius and
the corresponding NCSM calculation results at the available succession of cutoffs: Nmax = 12, 14,
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16 and 18 for comparison as a function of h¯Ω. The solid curves are smooth curves drawn through
100 data points of the ANN predictions and the individual symbols represent the NCSM calculation
results. The nearly converged result predicted by the best ANN and its uncertainty estimation,
obtained as described in the text above, are also shown by the shaded area at Nmax = 70 and
Nmax = 70 for the gs energy and the gs point-proton rms radius, respectively. Figure 5.6 shows
good agreement between the ANN predictions and the calculated NCSM results at Nmax = 12−18.
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Figure 5.6: Comparison of the best ANN predictions based on dataset with Nmax ≤ 10 and the
corresponding NCSM calculated gs energy and gs point-proton rms radius values of 6Li as a function
of h¯Ω at Nmax = 12, 14, 16, and 18. The shaded area corresponds to the ANN nearly converged
result at Nmax = 70 (gs energy) and Nmax = 90 (gs point-proton rms radius) along with its
uncertainty estimation quantified as described in the text.
Predictions of the gs energy by the best 50 ANNs converged uniformly with increasing Nmax
down towards the final result. In addition, these predictions became increasingly independent of
the basis space parameters, h¯Ω and Nmax. The ANN is successfully simulating what is expected
from the many-body theory applied in a configuration interaction approach. That is, the energy
variational principle requires that the gs energy behaves as a non-increasing function of increasing
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matrix dimensionality at fixed h¯Ω (basis space dimension increases with increasing Nmax). That
the ANN result for the gs energy is essentially a flat line at Nmax = 70 provides a good indication
that the ANN is producing a valuable estimate of the converged gs energy.
The gs point-proton rms radii provide a dependence on the basis size and h¯Ω which is distinctly
different from the gs energy in the NCSM. In particular, these radii are not monotonic with increas-
ing Nmax at fixed h¯Ω and they are more slowly convergent with increasing basis size. However, the
gs point-proton rms radius converges monotonically from below for most of the h¯Ω range shown.
More importantly, the gs point-proton rms radius also shows the anticipated convergence to a flat
line when using the ANN predictions at Nmax = 90.
5.5 Conclusion and Future Work
We used NCSM computational results to train feed-forward ANNs to predict the properties of
the 6Li nucleus, in particular the converged gs energy and the converged point-proton rms radius
along with their quantified uncertainties. The advantage of the ANN method is that it does not
need any mathematical relationship between input and output data as opposed to other available
extrapolation methods. The architecture of ANNs consisted of three layers: two neurons in the
input layer, eight neurons in the hidden layer and one neuron in the output layer. Separate ANNs
were designed for each output.
We have generated theoretical data for 6Li by performing ab initio NCSM calculations with
the MFDn code using the Daejeon16 NN interaction and HO basis spaces up through the cutoff
Nmax = 18.
To improve the fidelity of our predictions, we use an ensemble of ANNs obtained from multiple
trainings to make predictions for the quantities of interest. This involved developing a sequence of
applications using multiple datasets up through a succession of cutoffs. That is, we adopt cutoffs
of Nmax = 10, 12, 14, 16 and 18 at 19 selected values of h¯Ω = 8 − 50 MeV to train and test the
networks.
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We introduced a method for quantifying uncertainties using the feed-forward ANN method by
constructed a histogram with a normal (Gaussian) distribution fit to the converged results predicted
by the best performing 50 ANNs. The ANN estimate of the converged result (i.e. the result from
an infinite matrix) was taken to be the median of the predicted results at Nmax = 70 (90) over the
19 selected values of h¯Ω for the gs energy (gs point-proton rms radius). The parameters used in
fitting the normal distribution were the mean, which represents the extrapolate, and the quantified
uncertainty, σ.
The designed ANNs were sufficient to produce results for these two very different observables in
6Li from the ab initio NCSM. Through our tests, the ANN predicted results were in agreement with
the available ab initio NCSM results. The gs energy and the gs point-proton rms radius showed
good convergence patterns and satisfied the theoretical physics condition, independence of basis
space parameters in the limit of extremely large matrices.
Comparisons of the ANN results with other extrapolation methods of estimating the results in
the infinite matrix limit were also provided along with their quantified uncertainties. The results
for ultra-large basis spaces were in approximate agreement with each other. Table 5.1 presents a
summary of our results, performed with the feed-forward ANN method introduced here, as well as
performed with the “Extrapolations A” and “Extrapolation B” methods, introduced earlier.
By these measures, ANNs are seen to be successful for predicting the results of ultra-large basis
spaces, spaces too large for direct many-body calculations. It is our hope that ANNs will help reap
the full benefits of HPC investments.
As future work, additional Li isotopes such as 7Li, 8Li and 9Li, then heavier nuclei, will be
investigated using the ANN method and the results will be compared with results from other
extrapolation methods. Moreover, this method will be applied to other observables like magnetic
moment, quadruple transition rates, etc.
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CHAPTER 6. GENERAL CONCLUSIONS
This thesis suggested some novel ideas to improve applications’ performance and scalability on
HPC systems and to make the most out of the available computational resources.
In Chapter 2 a comparison analysis of the performance and scalability of the SHMEM [1, 2]
and corresponding MPI-3 [3] routines for five different benchmark tests, using a NERSC’s Cray
XC30 HPC machine [4], was provided. The performance of the MPI-3 get and put operations was
evaluated using fence synchronization and also using lock-unlock synchronization. The five tests
used communication patterns ranging from light to heavy data traffic. These tests were: accessing
distant messages (test 1), circular right shift (test 2), gather (test 3), broadcast (test 4) and all-to-all
(test 5). Each test had 7 to 11 implementations. Each implementation was run with 2, 4, 8, 16,
32, 64, 128, 256, 384, 512, 640 and 768 processes, using a full two-cabinet group. Within each job
8-byte, 10-Kbyte and 1-Mbyte messages were sent.
For tests 1 and 2, the MPI implementations using lock-unlock synchronization performed better
than when using the fence synchronization, while for tests 3, 4 and 5 (gather, broadcast and alltoall
collective operations) the performance was reversed. For nearly all tests, the SHMEM get and put
implementations outperformed the MPI-3 get and put implementations using fence or lock-unlock
synchronization. The relative performance of the SHMEM and MPI-3 broadcast and alltoall col-
lective routines was mixed depending on the message size and the number of processes used. There
was a significant performance increase using MPI-3 instead of MPI-2 [5] when compared with
performance results from previous studies.
In Chapter 3 a general purpose tool, called HPC–Bench, was implemented to minimize the
workflow time needed to evaluate the performance of multiple applications on an HPC machine at
the “click of a button”. HPC–Bench can be used for performance evaluation for multiple applica-
tions using multiple MPI processes, Cray SHMEM PEs, threads and written in Fortran, Coarray
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Fortran, C/C++, UPC, OpenMP, OpenACC, CUDA, etc. Moreover, HPC–Bench can be run on
any client machine where R and the CyDIW [6, 7] workbench have been installed. CyDIW is pre-
configured and ready to be used on a Windows, Mac OS or Linux system where Java is supported.
The usefulness of HPC–Bench was demonstrated using complex applications [8] on a NERSC’s
Cray XC30 HPC machine.
Chapters 4 and 5 discussed a novel application of deep learning to a nuclear physics application.
NCSM [9] computational results were used to train feed-forward ANNs to predict the properties of
the 6Li nucleus, in particular the converged gs energy and the converged point-proton rms radius
along with their quantified uncertainties. The advantage of the ANN method is that it does not
need any mathematical relationship between input and output data as opposed to other available
extrapolation methods. The architecture of ANNs consisted of three layers: two neurons in the
input layer, eight neurons in the hidden layer and one neuron in the output layer. Separate ANNs
were designed for each output.
Theoretical data for 6Li were generated by performing ab initio NCSM calculations with the
MFDn code [10, 11, 12] using the Daejeon16 NN interaction [13] and HO basis spaces up through
the cutoff Nmax = 18.
To improve the fidelity of our predictions, we use an ensemble of ANNs obtained from multiple
trainings to make predictions for the quantities of interest. This involved developing a sequence of
applications using multiple datasets up through a succession of cutoffs. That is, we adopt cutoffs
of Nmax = 10, 12, 14, 16 and 18 at 19 selected values of h¯Ω = 8 − 50 MeV to train and test the
networks. The original dataset was divided into a test set, by choosing 3 random points for each
Nmax, and a design set. Therefore, the design (test) set consisted of 16/19 (3/19) of the original
dataset. The design set was further randomly divided by the train function into a training set and
another test set. This training (test) set comprised 90% (10%) of the design set.
For each design set, we trained an ensemble of 100 ANNs with each ANN starting from different
initial weights and biases. To ensure good generalization, each ANN was retrained 10 times. A
back-propagation algorithm with Bayesian regularization [14] with MSE performance function was
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used for ANN training. The test set was used to subselect optimum networks from the 100 ANNs.
We then went through this entire procedure with a specific original dataset until we obtained 50
ANNs that satisfied the filtering criteria presented in Section 5.3. The 50 selected ANNs were
used to predict the gs energy at selected values of Nmax = 12 − 70 and the gs point-proton rms
radius at selected values of Nmax = 12− 90 for 19 selected values of h¯Ω = 8− 50 MeV . The ANN
nearly converged result was obtained at Nmax = 70 and Nmax = 90 for the gs energy and the gs
point-proton rms radius, respectively, when the ANN prediction results were roughly independent
of h¯Ω.
We introduced a method for quantifying uncertainties using the feed-forward ANN method by
constructed a histogram with a normal (Gaussian) distribution fit to the converged results predicted
by the best performing 50 ANNs. The ANN estimate of the converged result (i.e. the result from
an infinite matrix) was taken to be the median of the predicted results at Nmax = 70 (90) over the
19 selected values of h¯Ω for the gs energy (gs point-proton rms radius). The parameters used in
fitting the normal distribution were the mean, which represents the extrapolate, and the quantified
uncertainty, σ.
The designed ANNs were sufficient to produce results for these two very different observables in
6Li from the ab initio NCSM. Through our tests, the ANN predicted results were in agreement with
the available ab initio NCSM results. The gs energy and the gs point-proton rms radius showed
good convergence patterns and satisfied the theoretical physics condition, independence of basis
space parameters in the limit of extremely large matrices.
Comparisons of the ANN results with other extrapolation methods of estimating the results in
the infinite matrix limit were also provided along with their quantified uncertainties. The results
for ultra-large basis spaces were in approximate agreement with each other. Table 5.1 presents a
summary of our results, performed with the feed-forward ANN method introduced here, as well as
performed with the “Extrapolations A” [15] and “Extrapolation B” [16, 17] methods, introduced
earlier.
151
By these measures, ANNs are seen to be successful for predicting the results of ultra-large basis
spaces, spaces too large for direct many-body calculations even on the largest HPC systems in the
world. It is our hope that ANNs will help reap the full benefits of HPC investments.
As future work, additional Li isotopes such as 7Li, 8Li and 9Li, then heavier nuclei, will be
investigated using the ANN method and the results will be compared with results from other
extrapolation methods. Moreover, this method will be applied to other observables like magnetic
moment, quadruple transition rates, etc.
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