We present evidence for the detection of low radial order ( ) acoustic modes of low angular degree, n ! 10 , in the 759 day long Global Oscillations at Low Frequency and Michelson Doppler Imager time series. l = 0-2 We used Random-Lag Singular Cross-Spectrum Analysis, which searches for simultaneous oscillatory components in two or more time series. We have determined 11 modes in the range , of which eight modes confirm n = 3-9 the previous measurements by Toutain et al. and three modes of and , 5, and 6 are reliably measured l = 0 n = 3 for the first time. The errors of frequency determination are also significantly reduced for several previously identified modes. New sound speed inversion results suggest that the effect of inhomogeneous initial composition of the Sun should be included in the standard solar model.
INTRODUCTION
Low radial order solar acoustic modes of low angular degree are very difficult to observe from the ground as a result of the combination of their low amplitude and high incoherent solar signal and terrestrial noise in the frequency range of these modes below 1.5 mHz. Observations from space eliminate the problems related to terrestrial noise and provide stable and continuous data acquisition with a significant improvement in the sensitivity limit and spectral cleanliness. The Solar and Heliospheric Observatory (SOHO) space mission includes three helioseismology instruments that have unique and complementary capabilities for detecting low-frequency solar modes. The Global Oscillations at Low Frequency (GOLF; Gabriel et al. 1995) and the Michelson Doppler Imager (MDI; Scherrer et al. 1995) are two of these instruments.
We use 759 days of calibrated disk-averaged velocity signals provided by these two instruments from 1996 May 25 to 1998 June 22. The raw GOLF count rate data were converted to a velocity signal by applying the S-method described in Ulrich et al. (1998) . Disk-averaged MDI velocity signals from the calibrated level-1.4 MDI Doppler images were obtained using integrated spatially weighted masks . Power spectra obtained from these time series have been previously investigated in Bertello et al. (2000) using classical spectral estimations based on Fourier transforms. In that work, we were able to obtain accurate frequency determination for acoustic modes of low angular degree ( ) with frequencies l ! 4 above 1.4 mHz. However, as a result of the poor signal-tonoise ratio at lower frequencies, the identification of lower radial order acoustic modes was inconclusive. The listings of possible modes in this l and n range derived from GOLF data alone using several techniques were given by Régulo et al. (1998) and, using Fourier transforms, by García et al. (2000) . 1 Also at Institute of Geophysics and Planetary Physics, UCLA, Los Angeles, CA 90095-1567.
The new approach used in this work to identify modes is called Random-Lag Singular Cross-Spectrum Analysis (RLSCSA; Varadi et al. 2000) .
DATA ANALYSIS
The properties of the data used in this work are discussed in Bertello et al. (2000) . In order to efficiently apply RLSCSA, we reduced the number of points of the time series and restricted the spectrum to frequencies below 1.5 mHz by subsampling the time series to 300 and 600 s. The 600 s sampling is used for investigating the modes with frequencies below 0.8 mHz, and the 300 s sampling is used for those with frequencies above 0.8 mHz. This task is accomplished by applying a low-pass digital filter to the original time series with a cutoff frequency, which is the Nyquist frequency corresponding to the final sampling. The application of the filter before the subsampling is necessary to ensure that signal distortion due to aliasing is negligible. A high-pass filter with cutoff at 0.1 mHz is used to eliminate spectral leakage from the very low frequency range.
The time series analysis was carried out by RLSCSA (Varadi et al. 2000) . This technique searches for oscillations in noise by the eigenvalue-eigenvector decomposition of crosscorrelation matrices. Patterns of oscillations simultaneously present in two time series are detected when their corresponding eigenvalues and correlation coefficients are large. The actual patterns, their frequencies and relative phases, are measured by examining the spectral response of linear filters derived from the eigenvectors. Since RLSCSA is designed to detect oscillations in nearly white noise data, linear filters were applied to the subsampled GOLF and MDI time series to whiten their spectra. Relative phases between GOLF and MDI are important and had to be preserved by the whitening. Infinite impulse response (autoregressive) filters usually alter phases, and hence we used finite impulse filters. These filters were determined by multitapering (Percival & Walden 1993 ) and fitting of low- degree polynomials to smoothed power spectra. The inverse Fourier transforms of the polynomials and tapering in the time domain then provided the filters that whitened the given time series without changing phases. Each time series was whitened independently of others.
RLSCSA was applied to both the 300 and 600 s subsampled and whitened GOLF and MDI time series. In the case of the 300 s samples, each time series has about 200,000 points. For these, the maximum lag was 110,000 points and the number of lags was 3500; four sets of random lags were used (see Varadi et al. 2000 for the meaning of these numbers). A larger maximum lag favors the detection of weakly damped modes, whereas a smaller one favors more strongly damped modes. Of the 3500 components (eigenvalues), 100 were kept. In the case of 600 s sampling, each time series has about 100,000 points; the same parameters were used for RLSCSA except for maximum lag, which was 55,000 points. These parameter choices for RLSCSA were based on our experience and also on analyzing simulated noise. The analysis was carried out for various pairings of GOLF and MDI data and also for cases when the two time series were identical. The spectral responses of RLSCSA filters were oversampled by about 4 times as compared to the resolution corresponding to the length of the original time series.
Once the spectra are obtained from the above analysis, standard procedures to fit the modes can be used. The strategy adopted in this work is described in Bertello et al. (2000) . In short, each multiplet is fit by an asymmetrical line profilefitting formula over a frequency range of ‫2ע‬ mHz around its central frequency. The fitting is performed over an appropriate set of statistically independent frequency bins by the maximum likelihood method described in Duvall & Harvey (1986) and Anderson, Duvall, & Jefferies (1990) . The application of this method is justified by the fact that the power distribution obtained from RLSCSA, in a small frequency range around a mode, is nearly a negative exponential distribution. Furthermore, the adopted model used in this work represents well the spectral profile obtained from RLSCSA.
3. RESULTS Figure 1 shows an example of the results we obtained from the analysis described in the previous section. Here we compare a portion of the spectrum obtained using a plain fast Fourier transform (FFT) with the corresponding one from RLSCSA. The top spectrum is the FFT result based on the original 759 day GOLF time series. The middle plot shows the power spectrum obtained from RLSCSA when applied to the GOLF data only. The bottom spectrum is also from RLSCSA and was obtained using the cross-analysis between the 600 s sampling GOLF data and the GOLF_sim MDI signal . The large peak at ∼535.7 mHz in the two RLSCSA spectra is believed to be the signature of the acoustic mode , . Figure 1 clearly shows the advantage of using l = 0 n = 3 RLSCSA in producing a clean mode profile. In this special case, the application of RLSCSA to the two data sets, GOLF and GOLF_sim, turned out to be very effective for the identification of this particular mode. Other combinations of GOLF and MDI time series confirm this result. In general, RLSCSA applied to GOLF and MDI provides cleaner spectra than the same analysis performed on either data set alone. This result emphasizes the importance of using independent data sets.
In order to strengthen a mode identification, the following criteria were adopted. First, we searched for peaks in the RLSCSA spectra within ‫5.0ע‬ mHz from the predicted value obtained from a solar model. In this work we used adiabatic eigenfrequencies calculated for model S by ChristensenDalsgaard et al. (1996) . Second, a peak is considered to be a candidate if it is present in spectra from at least three different time series pairs. Finally, we considered only peaks with a confidence level above 0.8. At the present there is no completely satisfactory significance test of RLSCSA results. However, the following very simple test can be performed based on the distribution of peaks. This test checks for the null hypothesis, that is, all the peaks in RLSCSA spectra are noise and they are distributed uniformly in frequency. This hypothesis essentially assumes that a spectral peak close to a predicted mode is pure coincidence. In a relatively large frequency range ‫ע‬R/2 around a candidate peak, if there are k peaks larger than a certain critical amplitude A, the probability that a noise peak is in a frequency range ‫ע‬r/2 around the predicted mode can be computed as . In this work we use k p = 1 Ϫ (1 Ϫ r/R) r = mHz for the uncertainty in the predicted frequency from the 1 solar model and mHz for the larger frequency interval R = 100 containing only one mode candidate. The critical amplitude A is chosen to be 80% of the amplitude of the candidate peak. As an example, for the , candidate at 535.7 mHz l = 0 n = 3 there is only one peak above the threshold ( ); therefore, k = 1 . This result means that we have 99% confidence that p = 0.01 the candidate is not noise.
The analysis of all the spectra obtained from RLSCSA provided a short list of 11 candidates below 1.5 mHz that met the above criteria. Table 1 shows the frequency values obtained from the fit of these modes and the corresponding statistical 1 j errors obtained from the inverse of the Hessian matrix associated with each fit (e.g., Anderson et al. 1990 ). The confidence level for all these modes is above 0.93, with the exception of the mode , , which has a significance value l = 0 n = 5 of 0.8. In addition to the previous analysis, we performed the following power-based rank test for the three lowest l = 0 modes. First, we resampled the spectrum to 0.5 mHz and se- Table 1 , combined with those from previous analyses (see text). The location and size of the deuterium pre-main-sequence shell and the 12 C pre-main-sequence convective core in the present Sun are also indicated. The left panel shows the result obtained from the inversion by excluding the three low radial order modes. l = 0 lected the maximum power in each frequency bin. Only the frequency range 200-1000 mHz was considered in this analysis, which makes the total number of bins 1600. Second, a numerical and percentile rank was given to each frequency bin according to its power, starting with the one with the largest power. For the three p-modes, , 5, 6, the numerical and n = 3 percentile ranks were first, 0.065%; 66th, 4.1%; and second, 0.13%, respectively, in their corresponding power spectra. This result again indicates that the peaks we have identified as candidate modes below 1000 mHz are particularly prominent.
All listed frequencies are systematically lower than those predicted by model S by less than 0.3 mHz. We have compared the frequencies in Table 1 with those given by Toutain et al. (1998) , Chaplin et al. (1999) , and Fossat et al. (1999) . The first two works use an asymmetric formula to fit the modes, whereas the last one uses the traditional Lorentzian formalism. However, because of the narrow nature of the peaks in this frequency range, the assumed formalism has little influence on the estimated frequencies. The paper by Toutain et al. (1998) includes a table of frequencies obtained from 679 day MDI time series. There are eight modes that are common between the two tables. Of the eight normalized frequency differences (differences divided by the combined uncertainties), half are below the 1 j level and the others are below the 2 j level. The same analysis applied to the table published by Fossat et al. (1999) , based on 7 years of International Research on the Interior of the Sun (IRIS) data, shows that the normalized frequency differences of the four common modes are at the 1 j level. Finally, there is also a good agreement between Table 1 and the results obtained from 32 months of BiSON data (Chaplin et al. 1999) . In this case, the two tables share three modes and the differences are significant at 3 j or more. What makes Table 1 different from previously published lists is that it contains the three modes below 1000 mHz, which have not been positively l = 0 identified before, and the error of frequency determination is smaller than before.
Two of the three modes (at 535.743 and 972.611 mHz) identified here have been found on other lists of suggested identifications by Régulo et al. (1998 ), Henney (1999 , and García et al. (2000) . These other lists included the above modes along with additional suggested identifications, all with similar error estimates. These other suggested identifications are not confirmed here. The work by García et al. (2000) shows that the GOLF data set extended to 1290 days continues to yield these peaks within the same error bars.
IMPLICATIONS FOR THE SOLAR INTERIOR STRUCTURE
The identification of the three modes below 1000 mHz l = 0 is expected to have a significant impact in our understanding of the internal properties of the Sun. In fact, while the number of these additional frequencies is small, their high precision and different eigenmode structure when combined with previously detected frequencies produces a noticeable improvement in the quality of the deduced interior structure. The frequencies listed in Table 1 were combined with those obtained from the GOLF instrument (Table 3 in Bertello et al. 2000) and the frequencies of obtained by Rhodes et al. l = 3-300 (1997) from the MDI medium-l data, estimated by fitting Lorentzian profiles. In order to determine the hydrostatic structure of the Sun, we used a version of the optimally localized averaging inversion method (e.g., Kosovichev 1999) . The plots of Figure 2 show the relative difference between the square of the sound speed in the Sun and the standard solar model S of Christensen-Dalsgaard et al. (1996) . The left and right plots show the results we obtain from our frequencies list, without and with the three modes below 1000 mHz. l = 0 In this comparison we have used model S, which has served as the reference model for a number of helioseismic inversion studies. provide details of the uncertainties in the models due to nuclear reaction rates, opacities, and the equation of state as applied to the question of helioseismic inference. They also present a comparison of different current solar models. Some of the features shown in Figure 2 in the core regions are also visible using the most recent models (see García et al. 2000) . It is clear that a signature is beginning to emerge in the core, which may be associated with the treatment of heavy elements (Turck-Chièze 1998; Turcotte & Christensen-Dalsgaard 1998). We caution, however, that opacity and nuclear reaction rates can influence the sound speed (Turck-Chièze 1998).
The extension of the seismic determination of the Sun's structure toward the point in previous inversions has r = 0 produced a trend line where both the error of determination and the systematic deviation from the model increase inward. By comparison, the pattern of sound speed change we find using our reduced frequency errors and using the newly identified modes as shown in the right panel of Figure 2 is improved in two respects: first, with or without the newly identified modes and with the improved frequency errors, the dip at r = is well resolved; and second, with the new modes there 0.2 R , is a general trend line that appears to be approaching a stationary central value.
Our deduced pattern of sound speed, especially the dip, is not reproduced by standard models and is suggestive of effects that might have been produced during the early evolution of the Sun. In particular, the distribution of elements through the Sun's interior need not have been uniform when the Sun first arrived onto the main sequence. As described by Stahler (1994) , the Sun most probably was formed from the inside outward with a core in hydrostatic equilibrium accreting new material from the protosolar nebula as a gradual process. As long as the hydrostatic portion of the already-formed Sun is stable against convection, abundance gradients caused by element segregation when matter flows from the protosolar cloud onto the static core will remain as additional matter is added. During main-sequence evolution, mixing due to processes related to Eddington-Sweet currents or meridional circulation is inhibited because of the gradient in mean particle weight produced by the conversion of hydrogen to helium (Sweet 1950) . During the pre-main-sequence period of contraction, the calculations by Stahler, Shu, & Taam (1980) show that the conversion of 2 D to 3 He involves the formation of a convective shell between 0.03 and 0.2 M , . Just prior to the arrival onto the main sequence the calculations by Iben (1965) show that the conversion of 12 C to 14 N produces a convective core extending between the center of the model and a mass of 0.11 M , . When each of these two convective zones were in existence, they would have homogenized the composition and erased any preexisting composition gradients. The radii of the corresponding mass fractions in the present Sun are at 0.069 and 0.151 R , for the deuterium shell and 0.0 and 0.116 R , for the 12 C shell. The locations of these early convective zones in the present Sun are indicated in the right panel of Figure 2 .
We point out that a transitional accretion disk provides an opportunity for the separation of volatile and refractory components. Dust grains from the cold molecular cloud may not have been evaporated as they passed through the accretion disk while the components like molecular hydrogen, helium, and the carbon-nitrogen-oxygen molecules would have been present primarily in a gas phase. This raises the possibility that such elements as Fe, Mg, Si, Al, Ca, Ni, and other less abundant species could have remained in a solid phase and been separated from the gaseous phase. The mechanism of sedimentation discussed by Flannery & Krook (1978) might operate to further separate the elements inside a dusty disk. The mass fraction of refractory elements is of the order , and in a mineral Ϫ3 3 # 10 form there would have been some oxygen included in the solid phase. Evaporation from the accretion disk could separate the refractory elements from the gas phase elements leading to an associated change in the mean particle weight m of the order .
Ϫ3
(3-6) # 10 Our new sound speed results, including both the improved errors and the newly identified modes, suggest changes from a standard model that could be explained by an inhomogeneous initial composition of the refractory elements with an amplitude of one-third of the total abundance of these elements. Such a rearrangement of abundance could possibly be attributed to processes occurring in the accretion disk at the earliest stages of the Sun's formation. Since an excess of refractory elements increases the value of m, a zone where the abundance of these elements is enhanced is a zone with reduced sound speed. Thus, the overall negative deviation in toward the model center 2 dc could have been caused by this refractory element settling. Such a process no doubt could vary in effectiveness as a function of hydrostatic core mass and lead to the trend line and dip that we have found. We caution, however, that the detailed deviation pattern depends on the comparison model.
CONCLUSIONS
In this Letter we described the results obtained using a new technique that searches for simultaneous oscillatory components in two time series. We applied this technique to 759 days of calibrated disk-averaged velocity signals provided by the GOLF and MDI instruments aboard the SOHO satellite. The ability of this technique to produce clean mode profiles resulted in the positive identification of three modes below 1000 l = 0 mHz for the first time. The implications for the solar interior structure has also been discussed in this Letter. In particular, new sound speed inversion results suggest changes in the standard solar model to include the effect of an inhomogeneous initial composition of the heavy elements.
