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Abstract
The theme of this thesis was to quantify possible sources of adenosine triphosphate
(ATP) hydrolysis in the human red blood cell (RBC). Understanding the consumption of
ATP in RBCs provides insight into its energy demands, and those of other cell types and
the body as a whole. The main sources of ATP hydrolysis investigated included: (i) the
Na+,K+-ATPase (NKA); and (ii) cell membrane flickering (CMF) of RBCs.
In addition to these studies, we developed mathematical models of RBC systems and
the experimental techniques used. Many of these models described spectral characteristics
of NMR spectra, including: (i) chemical shift differences induced by shift reagents (SRs);
(ii) dynamic nuclear polarisation (DNP) NMR; and (iii) z -spectra of quadrupolar nuclei
contained in stretched hydrogels. In each of these cases, experimental data were acquired,
and methods were then developed to estimate model parameter values.
Chapter 3 describes the NMR experiments that examined the chemical shift differences
induced on 23Na+ by the SR, thulium 1,4,7,10-tetraazacyclododecane-1,4,7,10-tetrakis
(methylenephosphonate), as functions of Na+ and other competing ions. We developed a
mathematical model that successfully matched the experimental dependencies, and esti-
mated various model parameters. In Chapter 4, we mathematically described the decay of
magnetisation of hyperpolarised nuclei (achieved using DNP) as observed using 13C NMR
spectroscopy. It was found that the longitudinal relaxation time constant, T1, estimated
using a regularly timed pulse sequence was artefactually reduced. We proposed a irregu-
larly timed pulse sequence, which enabled correct estimates of the longitudinal relaxation
rate constant, T1, and α, the NMR pulse angle. This approach was applied to exper-
imental sequences obtained on hyperpolarised 13C-urea, and parameter estimates were
consistent with those independently obtained by an ‘inversion-recovery’ pulse sequence.
Chapter 5 describes the application of Bayesian analysis and Markov chain Monte Carlo
(MCMC) methods to estimate the myriad relaxation rate constants that describe the
shape and features of the z -spectra of quadrupolar nuclei contained in stretched gels.
This approach proved successful in obtaining model fits and parameter estimates to ex-
perimental z -spectra of 23Na+ and 7Li+ in stretched hydrogels.
iii
Chapter 6 examines the stoichiometric relationship between the rate at which Na+
ions are transported across the RBC membrane by the NKA to its indirect consumption
rate of glucose. We performed experimental NMR time courses on suspensions of RBCs,
and determined that this stoichiometric ratio was close to that theoretically predicted. It
was determined that the NKA was very efficient at consuming ATP and glucose, and not
an explanation for “missing” ATP turnover in the RBC. Last, for Chapter 7 I explored the
origin of CMF in human RBCs; this was done in two ways: (i) CMF was mathematically
modelled as a constrained random walk (CRW); and (ii) experimental DIC recordings
of RBC CMF were acquired in the presence of various effectors, and analysed using the
CRW model. We found that the model had the frequency characteristics and stochastic
behaviour seen with CMF. It was observed that effectors of the cytoskeleton and mem-
brane flexibility could significantly affect the amplitude of CMF. Furthermore, we found
that previous studies that claimed a dependence of CMF on ATP were misleading, as
they ignored that the cytoskeleton was alkylated under the same experimental conditions
used.
Overall, this work ruled out a number of potential sources of ATP hydrolysis in the
RBC, and provided several model frameworks that describe metabolic systems in the
human RBC, and various NMR spectral characteristics.
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Chapter1
Introduction
1.1 Motivation
The human erythrocyte or red blood cell (RBC) is a relatively simple cell despite its impor-
tant function of oxygen distribution to a wide range of tissues. Its lack of organelles makes
it ideal for research, reducing the complexity of the system. Furthermore, its metabolism
occurs via anaerobic glycolysis, in which each molecule of glucose is broken down into two
molecules of lactate, and in the process two molecules of adenosine diphosphate (ADP)
are phosphorylated into adenosine triphosphate (ATP)1. Anaerobic glycolysis is relatively
simpler to study than aerobic glycolysis, as it involves fewer intermediate metabolites and
enzymatic reactions. Furthermore, it produces a maximum of 2 molecules of ATP per
glucose molecule, significantly less than that which occurs via aerobic glycolysis (30–32
molecules). The use of anaerobic instead of aerobic glycolysis suggests that the energy
demands of the RBC are less than that of others cell types, e.g., white cells consume
glucose ∼100 times faster than RBCs [Grimes, 1980]. Accounting for the sources of ATP
hydrolysis in the RBC is an important first step in accounting for them in more complex
cells (e.g., neurons) and understanding energy expenditure in the body as a whole.
RBC glycolysis consumes 1.7 mmol of glucose per hour per L of RBCs [Puckeridge
et al., 2013a], and produces ATP, lactate, and many other glycolytic intermediates. Ap-
1The hydrolysis of ATP is required to drive various, otherwise energetically-unfavourable, reactions
in the cell. Thus, it is thought of as the major energy currency of cells including in RBCs.
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proximately 40% of the ATP production2 in the RBC is consumed by the Na+,K+-ATPase
(NKA): thus, it is currently considered to be the primary consumer of ATP in the RBC,
and indeed in the body as a whole. Furthermore, it is estimated that 10% of ATP is
consumed by the Ca2+-ATPase, and during glutathione synthesis [Kuchel, 2004]. Further
research into the sources of the remaining 50% of ATP hydrolysis is essential to fully
understanding the energy expenditure of RBCs; especially as there may exist currently
unknown processes that hydrolyse ATP at significant rates, and that these processes may
exist in other cell types.
Thus, the motivation for my studies was to investigate further sources of ATP hydroly-
sis in the human RBC. To assist this investigation, I used an array of physical techniques
including nuclear magnetic resonance (NMR) spectroscopy and differential interference
contrast (DIC) light microscopy. Furthermore, I employed mathematical modelling and
data analysis, to describe data on RBC behaviour and estimate model parameter values
from the data.
1.2 Aims
The primary aim of this work was to quantify possible sources of ATP hydrolysis in the
human RBC. To achieve this, I used a combination of NMR spectroscopy, DIC microscopy,
and mathematical modelling.
Specific objectives were to:
1. Model the 23Na NMR chemical shift difference induced on 23Na+ ions in the presence
of TmDOTP, a so-called ‘shift reagent’ (Chapter 3).
2. Model the decay of the net magnetisation of hyperpolarised nuclear populations
produced by dynamic nuclear polarisation (DNP) and then followed using NMR
spectroscopy (Chapter 4).
3. Estimate values of the model parameters that describe the NMR z-spectra of quadrupo-
2The concentration of ATP remains constant with time, as such ATP consumption balances its pro-
duction via glycolysis.
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lar ions that are guests in stretched hydrogels (Chapter 5).
4. Investigate the coupling of glycolysis to that of the NKA, and whether there was a
source of inefficiency that could explain some of the unaccounted ATP hydrolysis
in the RBC (Chapter 6).
5. Examine the phenomenon of cell membrane flickering (CMF) in RBCs (Chapter 7),
as this process was closely linked to membrane shape, and recently suggested to
have an ATP concentration dependence [Betz et al., 2009; Boss et al., 2012; Gov
and Safran, 2005; Levin and Korenstein, 1991; Tuvia et al., 1997].
3
Chapter2
Theory of Methods
2.1 NMR spectroscopy
NMR spectroscopy is an experimental technique that is capable of distinguishing nuclei
of specific isotopes contained within different local chemical environments [Ernst et al.,
1987; Levitt, 2001], e.g., chemical bonding, surrounding molecules or ionic composition,
and pH. In addition, it is a quantitative and non-destructive technique, useful for studying
intact cells with varying compositions [Moon and Richards, 1973; Brown et al., 1977;
Mulquiney et al., 1999]. Its main drawbacks are that only certain isotopes give high
signal-to-noise ratios, and that some chemical elements have no NMR receptive isotope.
NMR spectroscopy is primarily used on solutions, however, it can also be applied to solid
and gas state samples, although more complicated spectral features may arise [Levitt,
2001].
The technique of NMR spectroscopy exploits the magnetic dipoles of nuclei that have
non-zero spin, I. Quantum spin is related to spin in classical bodies of mass, as it has an
associated angular momentum, but is not thought of as undergoing the sort of rotation
associated with macroscopic bodies. The magnetic dipole of a nucleus can be represented
in vector form [Ernst et al., 1987; Levitt, 2001]:
µ = γI , (2.1)
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where γ is the magnetogyric ratio of the isotope, and I is the angular momentum vector.
The vector I has a magnitude h¯
√
I(I + 1), and z-component Iz = mh¯, where m is the so
called magnetic quantum number, and h¯ is Planck’s constant h divided by 2pi [Sakurai,
1994]. The nuclei have quantised m states: there exist 2I + 1 stationary states, with m
ranging from +I to -I and conditionally separated by ±1 (e.g., for I= 3/2, m can take
on the values: +3/2, +1/2, -1/2, and -3/2).
NMR samples are placed in a constant external magnetic field of fixed direction, B0,
designated as the +z-direction. The interaction energy, E, of the magnetic dipole of a
nucleus and this magnetic field is [Ernst et al., 1987; Levitt, 2001]
E = −µ ·B0 (2.2)
= −γmh¯B0 , (2.3)
where B0 is the magnitude of the magnetic induction, B0. The energy gap between
adjacent1 magnetic quantum number states is therefore ∆E = γh¯B0.
It is possible to force nuclei to undergo transitions2 between ‘m states’ by applying
electromagnetic radiation to the sample at the resonance frequency, ν, the so called Larmor
frequency, at which the energy of the transition and the photon are equal. It follows that
∆E = hν = h¯γB0 , (2.4)
then
ν =
γB0
2pi
. (2.5)
Hence, the Larmor frequency depends on the magnetogyric ratio and the magnitude of
B0. E.g., the NMR spectrometer used in my studies had B0 = 9.4 T, and
1H nuclei have
γ = 26.8 × 107 T−1 rad s−1, thus, ν = 400 MHz for 1H nuclei on this particular NMR
spectrometer.
To acquire an NMR spectrum [Ernst et al., 1987; Levitt, 2001], the sample is first
1∆m = ±1.
2Technically the nuclei are in superpositions of the ‘m states’ and thus the transition is reflected in
changes of the relative compositions of each stationary ‘m state’ [Sakurai, 1994].
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irradiated with a narrow range of electromagnetic frequencies (RF; radiofrequency) close
to the Larmor frequency, ν, of the target nuclei. This alters the distribution of spin pop-
ulations away from thermodynamic equilibrium, polarising the distribution of spin states
and increasing net magnetisation in the +y-direction. Thus, when the electromagnetic
radiation is removed, the nuclei relax back to their original Boltzmann distribution of ‘m
states’. Two features stand out during the relaxation [Ernst et al., 1987; Levitt, 2001]: (i)
the expectation value of Iz decays to its resting value at an exponential rate with rate
constant 1/T1, i.e., longitudinal relaxation; and (ii) precession occurs in the x, y-plane
with Ix and Iy oscillating at the Larmor frequency, out of phase from one another by
pi/2, and with their combined magnitude,
√
I2x + I
2
y , exponentially decaying with rate
constant 1/T2, i.e., transverse relaxation. The precession in the x, y-plane produces a net
rotating magnetic field at the Larmor frequency, which induces a current in a correctly
placed coil in the spectrometer. This current, called the free induction decay (FID), is
the summation of the many currents generated by each of the populations of the target
nuclei, and therefore is a superposition of different resonance frequency signals, with each
possibly having differing decay time constants, T1 and T2. Thus, the FID is generally
Fourier transformed into an NMR frequency spectrum to resolve the multiple frequencies
that may be present within it.
The effects of differing chemical environments for subpopulations of the nuclei are
important to consider when interpreting the spectrum, as they each impose small but
different deviations of the local magnetic field strength in the sample [Ernst et al., 1987;
Levitt, 2001]. The deviation differs from the external field B0 by order of parts per million
(ppm)3. Thus, the Larmor frequencies, which are proportionally effected, are represented
by the dimensionless parameter δ defined as
δ =
106(ν − νref)
νref
, (2.6)
where νref was the reference frequency used as the specified zero point (depending on
the standard used for that isotope); and δ is the chemical shift and is expressed in units
31 ppm = 10−6 % difference.
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of ppm. The ppm unit is not specific to the magnetic field strength of the spectrometer
used, whereas the Larmor frequency is. In addition to the chemical shift, nuclei in differing
molecules or chemical environments may have different values of T1 and T2, and thus are
also valuable in the analysis of NMR spectra.
2.1.1 RBC preparation for NMR spectroscopy
For my studies of RBCs involving the use of NMR spectroscopy, we prepared RBC sus-
pensions that had haematocrits (cell densities) of 70% (Ht = 0.70). This was higher than
the normal physiological range of Ht = 0.45 – 0.50 in adult humans, but this prevented the
suspensions from separating into separate layers of cells and supernatant, due to gravity
and their differing mass densities, which would otherwise occur over the long acquisition
periods used in our studies (1 – 5 h). Furthermore, the suspensions were bubbled with
CO(g), which converted haemoglobin in its paramagnetic deoxyhaemoglobin form
4 into
diamagnetic carbonmonoxyhaemoglobin.
The standard preparation of RBC suspensions for the NMR spectrometer was as
follows. First, 20 – 50 mL of whole blood was taken by venipuncture in the cubital fossa
and rinsed with the anticoagulant, heparin (60 µL, 1000 units mL−1). The buffy coat,
which contains white blood cells and platelets, was removed by vacuum aspiration. This
step was important as white blood cells metabolise glucose 100 times faster than RBCs
(see Sec. 1.1 and [Grimes, 1980]). The suspensions were then centrifugally rinsed5 three
times with saline, at 10,000 × g. Then they were bubbled with CO(g) for 10 min, and had
their Ht adjusted to 0.70. This was achieved by first centrifuging the suspension, and then
separating the supernatant and packed cells. The Ht of the packed cell suspension was
measured (designated as x) using a Micro Haematocrit centrifuge (Clements, North Ryde,
NSW, Australia). Then 2.1/x mL of packed cells and (3.0 − 2.1/x) mL of supernatant
were added to each NMR tube (ensuring a combined Ht of 0.70 and volume 3.0 mL)
and then were kept at 276 K. Samples were then warmed up to 310 K prior to their
4Paramagnetic haemoglobin creates magnetic field inhomeogenities that lower the signal-to-noise ratio
of NMR spectra.
5Each suspension was centrifuged, then they had their supernatant removed by aspiration, and were
finally rinsed with the required solution.
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introduction into the NMR spectrometer.
2.1.2 Shift reagents
In the 1980s, researchers [Gupta and Gupta, 1982; Chu et al., 1984; Sherry et al., 1988]
were searching for chemicals which simultaneously: (i) could change the NMR chemical
shift of selected ions such as 23Na+ in their presence; (ii) were unable to enter the cell,
i.e., they were highly charged at physiological pH (7.4); and (iii) did not interfere with
cellular function or cause lysis. Chemicals with these properties are termed shift reagents
(SRs), and selectively give rise to NMR chemical shift differences of nuclei relative to
their chemical shifts in the absence of the SR. SRs were particularly useful for studies
of ion transport, as they could separate intra- and extracellular resonances of that ion
in NMR spectra obtained on suspensions of cells [Puckeridge et al., 2013a; Riddell and
Hayer, 1985]. This was achieved as extracellular ions in NMR spectra had the SR-affected
chemical shift but intracellular ions did not, as the SRs were confined to the extracellular
space6.
10 5 0
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Figure 2.1: 23Na (105.84 MHz) NMR spectrum of a suspension of human RBCs (Ht =
0.70) rinsed with saline consisting of 154 mM Na+, 5 mM glucose, 5 mM TmDOTP5−
and pH 7.4.
6Most SRs that were discovered are highly charged and prevented from crossing the membrane.
8
Chapter 2. Theory of Methods 2.1. NMR spectroscopy
For my own 23Na NMR studies, RBC suspensions contained the SR thulium DOTP
(TmDOTP5−), where DOTP is a macrocyclic compound with chemical name: 1,4,7,10-
tetraazacyclododecane-1,4,7,10-tetrakis (methylenephosphonate). At the physiological
pH of the RBC (7.4), TmDOTP has a charge of 5 e−, and gave significant extracellu-
lar chemical shift differences of 23Na+ and other ions, e.g., see Fig. 2.1. Concentrations of
greater than 10 mM TmDOTP were found to form a precipitate; therefore, concentrations
of 5 mM TmDOTP were used.
2.1.3 Hyperpolarised NMR
A recent development in NMR spectroscopy was to be able to induce a short-lived hy-
perpolarised (HP) state in selected molecules of interest, e.g., a metabolite or drug. The
method, known as DNP NMR spectroscopy, polarises the population distribution of spin
states, which significantly increases the net magnetisation during NMR based techniques
[Ardenkjær-Larsen et al., 2003]. Consequently, the signal-to-noise ratio in an acquired
NMR spectrum could be improved by ∼10,000 × fold using DNP, see Fig. 2.2. Alterna-
tively, a rapid acquisition period of ∼1 min using DNP NMR spectroscopy could achieve
the same signal-to-noise ratio as that acquired over many hours using conventional NMR
spectroscopy.
The technique is of particular interest in magnetic resonance imaging (MRI), in which
HP chemicals are injected into patients and then followed by sampling the magnetisation
of HP nuclei [Brindle et al., 2011; Golman et al., 2006]. The relatively long (∼1 min)
longitudinal relaxation time constant (T1) of HP
13C nuclei assisted the capture of long
acquisition MRI images. Furthermore, it can detect variations in the metabolic rates of
the HP metabolite between different tissues and may be able to highlight the presence of
cancer cells. Alternatively, metabolites or drugs may bind to sites, such as in the brain,
and thus allow more detailed imaging of the fine structure of this and other organs. Last,
HP metabolites can be added to a suspension of cells, and used to capture fast kinetic
reactions unobtainable when using conventional NMR spectroscopy, e.g., that of urea
membrane exchange in human RBCs [Page`s et al., 2013].
9
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Figure 2.2: 13C NMR spectra of 59.6 mM urea (natural 13C abundance) acquired us-
ing: A DNP NMR (acquisition time 1 s); and B conventional NMR spectroscopy (acqui-
sition time 65 h). Taken from Ardenkjær-Larsen et al. [2003].
Figure 2.3: Schematic diagram of the rapid dissolution DNP polariser and parts. 1,
DNP polariser; 2, vacuum pump; 3, variable temperature insert; 4, microwave source; 5,
pressure transducer; 6, sample port; 7, microwave container; 8, sample holder; 9, sample
container; and 10, dissolution wand. Taken from Ardenkjær-Larsen et al. [2003].
HP is achieved by cooling the target mixture to 4 K in a strong magnetic field, along
with a free radical that contained unpaired electrons [Ardenkjær-Larsen et al., 2003]; the
10
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experimental setup is shown in Fig. 2.3. Then, the sample is irradiated with microwaves
tuned to the frequency difference between the Larmor frequencies of the electrons and
the target nuclei. At 4 K, the electrons exist in a HP state and the microwave irradiation
trigger the polarisation of the unpaired electrons, to be spontaneously transferred to the
nuclear spins in the glassy sample. Thus, the target nuclei become HP and thereby
enhanced the net magnetisation, and total signal intensity of the FID signal and NMR
spectrum (see Fig. 2.4).
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Figure 2.4: Hyperpolarisation scheme. A The sample and free radical agent were cooled
to 4 K and then irradiated with microwaves. Absorption of the radiation triggers spin
flips; however, coupling between the nuclei and radicals exist such that both are flipped
at the same time but in opposite directions. An equilibrium state is generated after ∼1
h at which time the sample nuclei are hyperpolarised. B The hyperpolarised nuclei are
then heated to the desired experimental temperature, and added to a biological sample
such as RBCs. Hyperpolarisation signal decays upon heating, with a half-life in the order
of seconds. RF pulses are then used to sample the remaining hyperpolarisation; however,
some of the HP is lost in the process.
The nuclear spins of the HP sample then relax to their Boltzmann distribution of states
(1-min time scale). The relaxation is characterised by the longitudinal relaxation time-
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constant, T1, the value of which varies with the chemical and physical environments of the
nuclei. Estimating the value of T1 was required when quantifying reaction time courses
(estimating concentrations) using hyperpolarised nuclear spins in 13C-labeled metabo-
lites. In conventional solution-state NMR spectroscopy, T1 was measured by using the
‘inversion-recovery’ RF pulse sequence [Ernst et al., 1987]. This involves the application
of an RF pulse that imparted a nutation (flip) angle pi (a so called ‘pi pulse’) to the mag-
netisation Mz; and the relaxation of Mz back to equilibrium is sampled by a pi/2 pulse,
after the variable time, tmix. A delay of ∼5 × T1 is conventionally used to allow the spin
populations to virtually (>99%) recover to thermal equilibrium before repeating the pulse
sequence for a range of tmix values. The recovery time-course can be fully sampled, and is
monotonically strictly increasing with tmix and it’s mathematically described by a rising
exponential with relaxation rate constant 1/T1.
The estimation of T1 with HP samples was not made by the classical inversion-recovery
method because repeated hyperpolarisations would be too time consuming and costly.
Instead the measurement of T1 was done with the sample being hyperpolarised once at
the beginning of the experiment and then subjecting it to multiple small angle pulses
in quick (relative to T1) succession. The problem with this approach is that each RF
pulse irreversibly subtracts some of the magnetisation from the sample (Fig. 2.4 B).
Repeated sampling of small amounts of the magnetisation at regular time intervals yields
an exponentially decaying signal (even if longitudinal relaxation were not operating) in
such a way that the relaxation time that characterises the exponential decay is in general
smaller than that of the intrinsic T1 (Chapter 4).
2.1.4 z -Spectra
RF irradiation at selective offset frequencies can be applied to samples prior to normal
NMR acquisition (pi/2 pulse, and FID) and alters the spin populations in such a way that
resonances in NMR spectra can be suppressed. A so called z -spectrum is formed by fol-
lowing the dependence of total signal intensity on the RF offset frequency. Chapman et al.
[2010] found that the z -spectra of quadrupolar ions in stretched hydrogels had features
12
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specifically determined by the relaxation rate constants (Rijs) of the multiple quantum
order states. This is a consequence of the resonance peak splitting that arises from in-
teractions between the electric quadrupole moment of the ions and the net electric field
gradient tensor that arises from the partial alignment of the polymers in the gel after it
was stretched. The z -spectra (Fig. 2.5) show that the total signal intensity is suppressed
at frequencies at which a resonance is present in the control NMR spectrum; but in ad-
dition, suppression also occurs at the midpoint between the components of the multiplet.
The size and shape of the suppression troughs in the z -spectra are uniquely determined
by the quantum relaxation rate constants of the various spin states (see Sec. 5.1.1).
Hydrogels were created [Kuchel et al., 2011; Puckeridge et al., 2012] using gelatin or ι-
carragennen C1138 in solutions of 800 mM CsCl, 874 mM LiCl or 154 mM NaCl containing
varying proportions of H2O and D2O. The mixtures were heated to temperatures of 330
– 350 K and drawn into silicone rubber tubes made to fit 10-mm NMR tubes, and then
sealed with a plug at one end. Each tube was then inserted into a glass pipe (10-mm
o.d.) so that when setting of the gel occurred below 300 K, the gel could be stretched
with the silicone tube, and then held extended by a thumb-screw that was pos itioned at
the upper end of the outer glass pipe (see Fig. 2.6).
For the acquisition of z -spectra using NMR spectroscopy [Kuchel et al., 2011; Puck-
eridge et al., 2012], a ‘saturation transfer’ RF pulse sequence was used in which a period
of low-power variable-offset irradiation was followed by a phase-cycled pi/2 pulse, then
the FID was acquired. The value of the power-attenuation factor was initially adjusted
empirically to achieve full suppression of the signal in the un-stretched state of the sample.
The irradiation frequencies were varied in small steps across the whole spectrum, from
high to low frequency of the centre, beginning and ending where there was no apparent
peak suppression. The spectra were then deconvoluted, and the total integral was plotted
as a fraction of that of the corresponding non-irradiated spectrum, i.e., it was normalised
to the control spectrum. An example series of z -spectra is shown in Fig. 2.5.
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Figure 2.5: 23Na NMR (105.4 MHz) pulse-and-acquire spectra, and z -spectra of 23Na+
in stretched gelatin gel. Above A and D are the normal NMR spectra acquired in the
absence of the selective RF radiation. Figures A – F show the z -spectra, i.e., plots of the
total signal intensity of the NMR spectra as a function of the selective RF offset frequency
ranging from ±2400 Hz. The symbols indicate spectral integrals and together they make
up the z -spectra. The black lines are the results of the model fit of the function described
in [Chapman et al., 2010]. The fitted RF amplitudes (Hz) were: A, purple squares, 165; B,
blue inverted triangles, 145; C, cyan upright triangles, 140; D, green discs, 113; E, orange
discs, 98; and F red diamonds, 80. The inset shows all six model fits, where the colours
of the lines correspond to the corresponding colours of the symbols in the respective data
sets. Taken from Chapman et al. [2010].
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Figure 2.6: Stretch gel experimental set up used to perform NMR spectroscopy and
obtain z -spectra. Taken from Kuchel et al. [2006].
2.2 Microscopy
2.2.1 Phase contrast microscopy
Phase contrast (PC) microscopy was a revolutionary technique that could observe phase-
shifts of light, gained when they passed through a sample, as variations in light intensity
when viewed on a microscope [Zernike, 1942]. The phase-shift gained by the light af-
ter passing through the sample was related to the optical path length (thickness) and
refractive index of the medium (constitution). To construct the image, unaltered phase-
shifted light was subtracted (using a pi phase-shift) from the light that passed through
the sample, producing light at the eyepiece with its intensity related to the phase-shift
difference. Thus, dark areas of the image corresponded to small phase-shifts, and brighter
areas indicated larger phase-shifts.
The detail of structures, such as the organelles of cells, which were traditionally trans-
parent using bright-field microscopy were now visible using PC microscopy. Furthermore,
it was possible to estimate the thickness of cells assuming the refractive index of the
medium was known. The inventor of PC microscopy, Frits Zernike [Zernike, 1955], was
15
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awarded the Nobel Prize in Physics in 1953 for this discovery.
2.2.2 DIC microscopy
One variant of PC microscopy is DIC microscopy [Allen et al., 1969; Pluta, 1994]. It
also visualises phase-shifts as light intensity changes, however, it accomplishes this quite
differently. First, polarised light is obtained by passing unpolarised light through a polar-
ising filter, and then through a Nomarski-modified Wollaston prism. The prism is made
from two bifringent crystal wedges, which split the light into two orthogonal polarised
beams (polarised at angles ±45◦ relative to the initial polarisation of the light prior to
the prism), these are the so called ordinary and extraordinary waves. The prism sends
these two polarised beams along different paths through the sample, and so they each gain
a slightly different phase-shift. Afterwards, when the beams are recombined, the phase
difference between the two beams is obtained, see Fig. 2.7.
Thus, unlike traditional PC microscopy, the intensity of observed light is related to
phase-shift differences between the paths, rather than their absolute phase-shifts. There-
fore the technique highlights thickness, or refractive index gradients, across the plane of
the specimen. This has the advantage of contrasting the contours, shape, and structure
of cells, e.g., see Figs 2.8 and 2.9.
2.2.3 RBC morphology
Figure 2.9 shows various RBC morphologies that are observed using DIC microscopy.
The discocyte (Fig. 2.9 A) is considered to be the natural shape of the RBC. It is not
well understood why the RBC adopts this form. Generally speaking, a sphere is the
most energetically favourable shape as it minimises the surface area (and thus surface
tension) for a fixed volume. Hence, the discocyte membrane must not only rearrange its
shape to minimise surface tension, but for an additional requirement as well; specifically,
it is thought that the discocyte adopts its shape to minimise its total curvature over
the membrane as well [Canham, 1970; Deuling and Helfrich, 1976; Mukhopadhyay et al.,
2002].
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Sample
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Objective
Condenser
Nomarski prism
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Semicoherent
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Focal plane
Figure 2.7: Schematic of a typical DIC microscope. Polarised light is split into two
orthogonally polarised beams, indicated in red and blue, upon contact with a Nomarski
modified Wollaston prism: each beam then proceeds through the sample. Later, the
beams are recombined using another Nomarski prism and this creates an image of the
specimen. The light intensity is proportional to the difference in phase between the two
beams that pass through the sample. The method provides contrast based on variations
in thickness, or differences in refractive index. The arrows and dot (representing into
the plane) within the Nomarski prisms on the figure indicate the directions of the optical
axes (the imaginary line that defines the path along which light propagates through the
system) of the two prisms that combine to form the Nomarski prism. Adapted from Allen
et al. [1969].
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Mitochondria
Vacuoles Chromosomes
Vacuoles
Figure 2.8: Endosperm cell of Haemanthus katherinae, Zeiss/Nomarski differential in-
terference equipment 100/1.25; bias retardation adjusted so as to darken maximally the
lower right edge of the cell. The arrow indicates the direction of shear. Adapted from
Allen et al. [1969].
A B C
Figure 2.9: Images of a A discocyte; B echinocyte; and C stomatocyte acquired using
DIC microscopy, according to the method described in Paper VII.
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In addition to the discocyte, there exist several other RBC morphologies including
the spherical spherocyte (not shown). This form of RBC is considered to be its stage
prior to lysis or death [Grimes, 1980]. Between this form and the discocyte exist several
other morphological forms [Blowers et al., 1951; Grimes, 1980; Wong, 1999]. Echinocytes
(Fig. 2.9 B) are spheres with 30 – 50 protruding spikes that are related to the underlying
cytoskeletal network [Grimes, 1980]. They arise under basic conditions, or in the presence
of metabolic poisons. Finally, there is the stomatocyte (Fig. 2.9 C), which is ‘cup-like’
with a deep central crater on one face only. They form under acidic conditions or in
hypertonic media. It is possible that the regulation of RBC shape is dependent on ATP;
in fact, the connectivity of the underlying cytoskeleton is regulated by protein kinases and
protein phosphatases [Bennett and Baines, 2001; Boivin, 1988]. The transitions between
shapes under various conditions are shown in Fig. 2.10.
Figure 2.10: Transitions of RBC morphology depending on the presence of various
effectors. The extent of CMF is shown in parentheses. Adapted from Blowers et al.
[1951].
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2.3 Deduction and logic
2.3.1 Probability theory
Data analysis was first developed in the 18th century, and was primarily divided into
two disciplines [Jaynes and Bretthorst, 2003]: (i) probability theory; and (ii) statistics.
Pierre-Simon Laplace (1749 – 1827), an important astrophysicist of that era, was largely
responsible for the development of data analysis, which he applied to his studies of celestial
motion. The underlying principles involved calculating the probabilities of errors, partic-
ularly their conditional probabilities, and thus required Bayes’ Theorem (see below). Also
emerging from this work was statistics, which is more concerned with large population
samples and the frequencies at which certain events occur. Furthermore, model parameter
fitting is achieved by minimising the residuals between a model’s prediction and experi-
mental data, viz., nonlinear regression. The success of statistics in data analysis and its
relative computational simplicity resulted in Bayesian (probability based) analysis being
overlooked until recently [Jaynes and Bretthorst, 2003]. However, there exist a number of
benefits to using a Bayesian approach over a statistical one; and modern computing has
enabled the probability approaches to become a more common and preferred treatment
of data.
Probability theory is centred on relatively and quantitatively comparing multiple hy-
potheses which may explain a given observation [Jaynes and Bretthorst, 2003; Sivia and
Skilling, 2006]. With statistics, the concept of a hypothesis does not come into the anal-
ysis, but rather depends on searching for trends within data sets. A major failing of con-
ventional statistics is coping with an incomplete data set, as trends may not be present
in the case of only a few data points. Bayesian analysis, on the other hand, uses all
available evidence for or against each hypothesis. The term Bayesian derives from the
English mathematician, the Reverend Thomas Bayes (1702 – 1761), who provided the first
insight into probabilistic data analysis by introducing the concept of inverse probability;
i.e., deducing the probability of a hypothesis being true given that an observation has
occurred, as opposed to the probability that an observation will occur given that a hy-
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pothesis is true (the normal framework of probabilities). Bayes determined that these two
probabilities are interrelated, by the equation now called Bayes’ Theorem. It is derived
from conditional probability, i.e., the probability of A and B being true simultaneously,
prob(A,B), depends on prob(A), the probability that A is true independent of whether
B is true or false, and prob(A|B), the probability of A being true given B is true. In
probability notation all propositions are in uppercase, the “,” represents and, and the “|”
represents given. Hence,
prob(A,B) = prob(A)prob(A|B) = prob(B)prob(B|A) . (2.7)
Bayes realised that the probability of a hypothesis, H, given a set of data, D, and
background information, I, could be inferred by rearranging Eq. (2.7). Bayes’ Theorem
is [Jaynes and Bretthorst, 2003; Sivia and Skilling, 2006]:
prob(H|D, I) = prob(D|H, I)prob(H|I)
prob(D|I) . (2.8)
Each term in Eq. (2.8) has its own name and interpretation. On the left, prob(H|D, I), is
known as the posterior probability and corresponds to the probability of a hypothesis being
true, taking into account the data and background information. The term prob(D|H, I) is
called the likelihood of the data and depends on how well the hypothesis predicts the data.
Prob(H|I) is the prior or prior knowledge, and is the probability of the hypothesis being
true before the data were acquired, allowing certain assumptions or previous experiments
to be taken into consideration. Last, prob(D|I) is a normalisation factor, such that the
probability of the union of all hypotheses is equal to 1, i.e., one of the hypotheses must
be true (at least as far as we know).
Clearly, the number and suitability of hypotheses is dependent on the researcher,
and the real explanation of an observation may not be necessarily included in the set of
hypotheses tested. All that a Bayesian analysis can do is compare the hypotheses proposed
relative to one another, and use the information provided. In this sense it is regarded
as subjective. Yet many attempts to apply statistics to the problem of hypothesis-and-
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model comparison often comes down to the same subjectivity of the researcher. In short,
no inference can be made without some explicit assumptions or worse, unacknowledged
implicit ones.
2.3.2 Practical Bayesian analysis
In this section I consider an example of Bayesian analysis on 6 data points that define a
Michaelis-Menten type of curve. A common experiment in enzyme kinetics is to measure
the initial reaction rate of the enzyme, at various starting concentrations of the substrate.
Typically, this reaction rate is measured indirectly by determining the consumption rate
of substrate. Michaelis and Menten [1913] first showed that the initial velocity of an
enzyme, v0, is dependent on the substrate concentration [X] as follows,
v0([X]) =
Vmax[X]
[X] +Km
, (2.9)
where Vmax is the maximal velocity of the reaction (corresponding to substrate saturation),
and Km is the substrate concentration at which velocity is half maximal. These two
parameters and the equation characterise the shape of the curve. Equation (2.9) is a good
representation of enzyme kinetics when the enzyme only depends on a single substrate
and has no inhibitors present.
Assume that an experiment measures the velocities at substrate concentrations [X] =
{0.5, 1, 2, 4, 6, 8} mM, and observed the following initial velocities, v0 = {0.68, 1.17, 1.85,
2.31, 2.36, 2.42} mM s−1, respectively. Then the goal of data analysis is to determine
which parameter values in the model are the most probable. It is possible to approach this
problem by considering a number of hypotheses that may explain the data. For instance,
one hypothesis proposes that the data follow Eq. (2.9), with a particular combination of
parameter values plus a certain amount of Gaussian noise. Therefore, infinite hypotheses
exist using the single mathematical model of Eq. (2.9) but with different combinations of
parameter values.
To determine which hypothesis is most probable it is necessary to calculate prob(θ|D, I),
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the posterior probability of θ, where θ = {a, b} is the proposition that the model based
on Eq. (2.9) using parameter values Vmax = a and Km = b is true. Furthermore, rather
than having a discrete set of hypotheses we have a continuous set of hypotheses and
therefore can use probability distributions rather than discrete probability values, i.e.,
prob(θ|D, I) = f(Vmax, Km), where f is the posterior probability distribution. To cal-
culate f we need a distribution representing the priors and another representing the
likelihood of the data.
Assume that an overview of the literature found Vmax = 3.0 ± 0.2 mM s−1 and Km =
1 ± 1 mM; this would be the background information I. Then a number of different prior
distributions could be used (depending on how the researcher wants to represent their
state of knowledge). For instance, they could assume that the model parameter values
must lie within these error ranges, and that it would be impossible to be otherwise. Thus,
a uniform prior distribution could be used:
prob(θ|I) = g(Vmax, Km) = C[H(Vmax − 2.8)−H(3.2− Vmax)][H(Km)−H(2−Km)] ,
(2.10)
where C = 5/4 is a normalisation constant, and H(x) is the Heaviside step function, i.e.,
equals 0 when x < 0 and 1 otherwise.
In many Bayesian analyses, a uniform prior distribution is chosen to represent the
background knowledge, I, simply because it is less informative, i.e., parameters values
with equal probability values can be considered equally plausible [Jaynes and Bretthorst,
2003]. A curvy distribution will have some parameter values with a relatively larger
probability density, and therefore consider these values more plausible than others. Al-
ternatively a normal distribution could have been used to represent I or a myriad of other
distributions including those that give equal weightings based on parameter magnitudes,
or that maximise entropy [Jaynes and Bretthorst, 2003]. In fact, it is highly subjective as
to which distribution best represents the state of knowledge.
The likelihood function, prob(D|θ, I), depends solely on the hypothesis, the model
chosen, and its ‘fit’ to the data. It represents the probability of observing each data, by
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assuming the measured values are shifted from the model predictions because of errors. If
these errors are assumed to be Gaussian, then the relationship between the model output
v0([Xi]), the model parameter values θ, and the data vi is thus:
vi = v0([Xi],θ) + ei , (2.11)
where v0([X]) is the function defined in Eq. (2.9), and ei is a randomly drawn Gaussian
number with average zero, and variance σ2. The probability of any one error having a
particular value, ei, is:
prob(ei|θ, I) = (2piσ2)−1/2 exp
(
− e
2
i
2σ2
)
(2.12)
= (2piσ2)−1/2 exp
(
− [vi − v0([Xi],θ)]
2
2σ2
)
. (2.13)
The likelihood of observing the data set D is equal to the probability of observing errors
e1, e2, ..., and e6. As each error is drawn independently, their probabilities are simply
multiplied together, hence:
prob(D|θ, I) = h(Vmax, Km) = (2piσ2)−N/2 exp
(
−
∑N
i=1[vi − v0([Xi],θ)]2
2σ2
)
, (2.14)
where N = 6 for this data set.
It follows from Eq. (2.8), Bayes’ theorem, that the posterior distribution is:
prob(θ|D, I) = f(Vmax, Km) = g(Vmax, Km)h(Vmax, Km)/prob(D|I) , (2.15)
where prob(D|I) is a normalisation factor (a constant) given by:
prob(D|I) =
∫ ∞
−∞
∫ ∞
−∞
g(Vmax, Km)h(Vmax, Km) dVmax dKm . (2.16)
Figure 2.11 B shows a contour plot of the posterior distribution, f(Vmax, Km) when
assuming σ = 0.1. Outside the range shown in the figure the probability is zero, because
of the Heaviside functions of the prior distribution. There is a region of parameter values
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at which the probability is largest (darkest shade), corresponding to the most probable
hypothesis considered.
The maximum occurs at θ0 = {2.95, 1.40}, and could be deduced by solving:
d2f
dθ2i
∣∣∣∣
θ0
= 0 ∀ i . (2.17)
Alternatively, it can be shown that maximising Eq. (2.15) is the same as minimising the
sum of squares:
S =
N∑
i=1
[vi − v0([Xi],θ)]2 , (2.18)
and thus may produce a similar best fit to a statistical approach. The difference between
a Bayesian and statistical analysis will depend on the prior distribution chosen, and how
informative it is. For instance, were the prior a Gaussian distribution, then the maximum
of the posterior would not be the sum of least squares, but a modified sum of least squares:
S =
N∑
i=1
[vi − v0([Xi],θ)]2 + c1(Vmax − V ∗max)2 + c2(Km −K∗m)2 , (2.19)
where V ∗max and K
∗
m are the prior distribution averages for Km and Vmax, respectively, and
c1 and c2 are weighting terms inversely related to the prior distribution variances. Hence,
broad Gaussian prior distributions, which are flatter in probability density, have less of an
impact on the ‘fit’. Where as narrow Gaussian prior distributions can change the position
of the maxima in parameter space from that of the maximum likelihood.
It is also worth noting that any local maxima, located at θ = θ0, can be approximated
[Sivia and Skilling, 2006] as a multivariate Gaussian distribution of the form:
prob(θ|D, I) ≈ L(θ0) exp
[
1
2
(θ − θ0)TH(θ − θ0)
]
, (2.20)
where
H =∇∇L(θ0) , (2.21)
is a symmetric matrix of second derivatives, whose ijth element is ∂2L/(∂θi∂θj), and
T
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Figure 2.11: Bayesian analysis of Michaelis-Menten data. A Fit of the Michaelis-Menten
Equation, Eq. (2.9), to a data set of 6 points. B Contour plot of the posterior distribution
of θ, given in Eq. (2.15). Darker shades of grey correspond to greater probability values
for that parameter value combination.
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represents the transpose. Then it can be shown that the covariance matrix which defines
the spread of parameter values is described by
Λ = − [∇∇L(θ0)]−1 . (2.22)
Of particular interest to the analysis are the diagonal elements of this matrix at which i
= j; these correspond to the marginal (averaged over the other parameters distributions)
variances of each parameter. Thus, the error bar or uncertainty of the parameter value
is the square root of this variance. The off diagonal entries (i 6= j) relate to correlation
between parameters [Sivia and Skilling, 2006].
2.3.3 MCMC sampling
The difficulties in using a probability approach are two fold. First, is the high dimension-
ality of parameter space, i.e., a large number of parameters that may or may not largely
influence the distribution. Second, probability distributions may be sharp or skewed with
respect to a parameter’s value; e.g., a probability peak in the distribution may be flat far
away from its centre, giving no information when sampled around the peak position in
parameter space. Thus, when there’s no prior information about reasonable parameter
values, it is quite possible to overlook the presence of local maxima in the probability
distribution. These maxima, when encountered, indicate the most probable hypotheses
that are consistent between theory and experiment. The key aspiration is to locate them
in parameter space with the least computational cost (time and resources necessary).
A approach to sampling a probability distribution is to use a Markov chain Monte
Carlo (MCMC) algorithm [Kuchel et al., 2011; Puckeridge et al., 2012]. This algorithm
preferentially draws sets of parameter values (i.e., a set for each parameter in the distri-
bution) according to their probability in the distribution. It is an iterative algorithm, in
which each new parameter set that is drawn, is added to a ‘chain’ containing previously
drawn parameter sets. In other words, the algorithm generates a sample of each param-
eter value as if it were randomly drawn from the sample distribution. From these lists
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of values, the mean and various statistical moments (e.g., variance) can be calculated.
In most cases, a local maximum of a probability distribution can be approximated by a
Gaussian multivariate distribution [see Eq. (2.20)]. Therefore, the mean and standard
deviation are deemed to be reasonable descriptions of the distribution on each parameter.
There are several variants of the MCMC algorithm, and the version I used is that
of Metropolis and Hastings [Metropolis et al., 1953; Hastings, 1970], which operates as
follows. First, a set of the initial guesses of parameter values is labelled and stored
in the chain as, θ0, and the number of chain sets, i, is set to 1. Then another set of
values is generated randomly and stored as θtrial. Each parameter value in θtrial is drawn
from a Gaussian distribution centred at the parameter value in θi−1 (the previous chain
parameter set), and with a predefined variance. The next step in the process is specific to
the Metropolis-Hastings algorithm: the ratio of the prob(θtrial)/prob(θi−1) is calculated. If
this ratio is greater or equal to unity, then the trial parameter value set is an equal or more
plausible hypothesis than the previous iteration parameter value set and is accepted into
the chain, i.e., θi = θtrial. If the ratio is less than 1, then a random number drawn from
a uniform probability distribution over the range [0, 1] is drawn. If the random number
is less than the ratio, then θi = θtrial, otherwise, θi = θi−1. Then, i is incremented by 1,
and the process is then repeated multiple times. This iterative process forms a chain of
parameter value sets. The chain of each parameter is extracted from the chain, plotted
in a histogram, and its mean and standard deviation determined.
The ability of MCMC to take on lower probability parameter value sets allows it
to escape local maxima and potentially reach the absolute maximum. In the limit of
MCMC with a large number of iterations, the percentage of iterations the chain spends
in a given volume of parameter space is proportional to the integral of the probability
distribution over that volume. Hence, to a good approximation, the MCMC samples are
representative of the sampled probability distribution. However, the chain tends towards
parameter value combinations that maximise the distribution and therefore it does not
waste computational effort in sampling low probability density parameter value regions.
Hence, MCMCs are valuable tools in determining consistent model parameter values in
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systems in which no prior knowledge is known about their values. For Chapter 5, the
z -spectra were analysed in this way, as for many of the quadrupolar ions examined we
had little prior knowledge about the values of the relaxation time constants of the various
quantum ranks and orders .
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Shift Reagents
3.1 Introduction
In this Chapter, I describe experiments and quantitative modelling of the 23Na NMR
chemical shift induced by TmDOTP, δ (see Sec. 2.1.2). I measured the value of δ for
solutions containing Na+ and TmDOTP, with and without the presence of competing
ions, i.e., K+, PO3−4 , Ca
2+ and H+. This competition was mathematically described, and
simulations agreed with the experimental trends observed as the concentration of Na+ or
competing ions were varied. Model parameter values were estimated using Bayesian anal-
ysis (see Sec. 2.3.2). This work was used in the interpretation of Na-TmDOTP chemical
shifts described in Chapter 6.
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3.2 Paper I
Puckeridge M., Chapman B. E., Conigrave A. D., and Kuchel
P. W. (2012). Quantitative model of NMR chemical shifts of
23Na+ induced by TmDOTP: applications in studies of Na+ trans-
port in human erythrocytes. J. Inorg. Biochem., 115: 211–219.
Contribution: This work was motivated by the need to account for changes in the
transmembrane NMR chemical shift of 23Na+ signals brought about by changes in cell
volume in a suspension of RBCs. The work was submitted in response to an invitation
to write a paper for the special “Hans Freeman” Tribute edition of J. Inorg. Biochem..
Following preliminary work done on the Na+ to glucose stoichiometry explored in Paper
V, I modelled the chemical shift changes of NaTmDOTP as the concentration of Na+ and
other ions were varied. All experimental work and design was done by me, with initial
help in optimising the NMR acquisition settings by BEC. The manuscript was drafted by
me. The analysis of data in Mathematica and the figures were my work. PWK revised
the manuscript for submission.
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The change in the NMR chemical shift of 23Na+ induced by the shift reagent TmDOTP was examined under
various experimental conditions typical of cells, including changed Na+, K+, PO43−, and Ca2+ concentrations,
pH and temperature. A mathematical model was developed relating these factors to the observed chemical
shift change relative to a capillary-sphere reference. This enabled cation concentrations to be deduced quan-
titatively from experimental chemical shifts, including those observed during biological time courses with
cell suspensions containing TmDOTP (DOTP, dioctyl terephthalate). The model was applied to a 23Na NMR
time course in which monensin, a sodium ionophore, was introduced to human erythrocytes, changing the
concentration of cations which may bind TmDOTP, and also resulting in cell volume changes. Using the
model with experimentally determined conditions, the chemical shift was predicted and closely followed
the experimental values over time. In addition to the model, parameter ﬁtting was achieved by calculating
the likelihood distribution of parameters, and seeking the maximum likelihood with a Bayesian type of
analysis.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Shift reagents (SRs) are frequently used in NMR spectroscopy to gen-
erate split/resolved peaks for nuclei that are separated compartmentally.
For example, the extra- and intracellular peaks can be resolved in a 23Na
NMR spectrum recorded from a red blood cell (RBC) suspension [1]. The
ﬁrst widely used aqueous SR for cations was reported by Gupta and
Gupta [1], who had searched for compounds that both created a change
in chemical shift and for which the cell membrane was impermeable.
They succeeded with dysprosium tripolyphosphate Dy(PPP), and their
discovery was followed by many other lanthanide-based compounds
[2,3]. Subsequently, SRs have been used for many different applications
including the study of ion transport [4–7] andmetabolism [8], the mea-
surement of temperature and pH [9,10], the enantioselectivity ratio of a
substance [11,12], and the encapsulation efﬁciency of liposomes [13].
Shift reagents play a major role in biological research, as they enable
quantitative measurement of both extra- and intracellular amounts of
Na+, K+ or Li+ in a non-invasive way. Furthermore, the use of SRs in
NMR spectroscopy allows the recording of time courses including the re-
sponse of cells to ischaemia reperfusion [6,14], hypoxia/acidiﬁcation [15],
inhibitors [7] or ionophores [4,16,17].
The relatively new SR (1990), TmDOTP, not only gives resolved peaks
with superior chemical shifts but they are achieved at a lower concentra-
tion than dysprosium(III) complexes [18,19]. These properties have
made TmDOTP (DOTP, dioctyl terephthalate) the currently most widely
reported SR in the literature for biological research. Its structure involves
a four-fold symmetry about its centre, and includes several binding sites
apart from that for the central lanthanide [20–22]. Sherry et al. [21,23]
showed that TmDOTP binds to both monovalent cations including Na+,
K+, Li+, Cs+, and NH4+, and divalent cations including Ca2+ and Mg2+
[24,25]. Furthermore, the changes in chemical shifts it induces are sensi-
tive to pH [9,21,23] as well as temperature (primarily 1H shifts) [9,10].
Thus, it appears that extracting quantitative information on biological
systems from the magnitude of the chemical shifts is a challenging task,
as there are myriad complicating factors. The beneﬁt of analysing the
chemical shift is that it is related to the total Na+ concentration, while
the peak area is proportional to Na+ in mol amounts. Thus, following
both allows volume changes in cells in a suspension to be inferred,
whichmay occur duringmetabolic time courses; this is an important at-
tribute as volume is not directly measurable by NMR.
We aimed to model the 23Na NMR chemical shift change induced
by TmDOTP (hereby referred to as δ) as a function of Na+, K+, Ca2+
and PO43− concentrations; studying ions that are typically found in
the intra- and extracellular water of cells. Our task was primarily
aimed at human RBCs in suspensions; however, the model is invari-
ant with regard to cell type and depends only on the ionic composi-
tion of the cells and medium. The extracellular environment of
human RBCs, like most cells, is normally dominated by Na+ at
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~154 mM, followed by K+ at ~5 mM. The intracellular space, howev-
er, contains a number of other species including PO43− ~1 mM, Mg2+
~2 mM, and Ca2+ ~3 mM (total concentration of bound and free), al-
though the greater majority of these ions are already bound to metab-
olites and membrane-associated molecules like phospholipids and
proteins.
We also examined the effect of pH and temperature, which have
typical physiological values of 7.4 and 37 °C, respectively. Using a
minimum number of equilibrium and conservation of mass condi-
tions, we were able to solve δ as a function of the concentration of
Na+ and other ions in the sample. Furthermore, we were able to de-
scribe approximations which could reduce the degree of polynomial
necessary to be solved to determine δ. Then, using a probability ap-
proach we estimated the parameter values of the model, which
when used in the model produced close ﬁts to the data.
Themodelwas then applied to a time course of a suspension of RBCs
after the addition of monensin, an ionophore that selectively binds to
Na+ and to a lesser extent K+ [16]. This results in signiﬁcant Na+ inﬂux
andK+ efﬂux, thus changing the ionic concentration gradient across the
membrane; consequently, this creates osmotic differences and hence
changes in cell volume. Thus, a 23Na+ NMR time course was acquired
from a suspension of RBCs after the addition of monensin, and δ and
the 23NaNMRpeak areasweremeasured. In addition to theNMR exper-
iments, multiple measurements on the RBC supernatants weremade at
various times after the addition of monensin, and the extracellular
[Na+], [K+], and pH determined. Using this information, the time de-
pendencies of these concentrations, pH and cell volume were estimat-
ed, and in turn, δ as a function of time. The model estimates agreed
well with the experimentally measured δ.
2. Experimental
2.1. NMR spectroscopy
23Na NMR spectra were recorded at 105.4 MHz, using a 10-mm
broadband probe, on a Bruker Avance III 400 MHz spectrometer
(Bruker, Karlsruhe, Germany) with an Oxford Instruments (Oxford,
UK) 9.4T, vertical, wide-bore magnet. Spectra were acquired using a
π/2 pulse of 24 μs and a relaxation delay of 1 s. This resulted in
“fully relaxed” spectra as the relaxation times of 23Na ions in aqueous
solution are of the order of 120 ms and even less in the presence of ei-
ther RBCs or SR. For aqueous samples, a spectral width of up to
8000 Hz was used and 16 free induction decays were averaged into
2048 points, zero ﬁlled, and Fourier transformed into spectra using
8192 data points giving a digital resolution of 0.98 Hz per point. For
RBC suspensions 128 free induction decays were averaged using a
spectral width of 4000 Hz giving a digital resolution of 0.49 Hz.
2.2. Chemical shift measurements
Stock solutions of 1.54 M NaCl, 1.0 M KCl, 200 mM CaCl2, and
1.0 M NaH2PO4 were prepared individually. Also, a stock solution of
TmDOTP was made by mixing 7.5 mM thulium(III) chloride (Sigma-
Aldrich, St Louis, MO, USA) with 7.5 mM dioctyl terephthalate
(Macrocylics, Dallas, TX, USA) while keeping the pH basic using
NaOH (~200 mM); the Na+ of this stock solution was measured pre-
cisely by using a ﬂame photometer (Instrumentation Laboratory,
Milan, Italy) measurements. Concentrations greater than ~10 mM of
TmDOTP were not studied as it precipitates beyond this concentra-
tion. Furthermore to this point, the addition of Mg2+ caused precipi-
tation, even at mM concentrations of Mg2+ and TmDOTP; thus the
Mg2+ dependence was not explored. The stock solutions were com-
bined in calculated volumes to reach a combined volume of 3.0 mL.
Each sample was added to a 10-mm (outer diameter) round-bottom
glass NMR tube (Wilmad, Buena, NJ, USA), and incubated at 25 °C, un-
less otherwise stated.
A capillary-sphere (cs) assembly (illustrated in Fig. 1) was placed
in the sample containing 1.0 M NaCl to be used as the chemical shift
reference (nominally set to 0.000 ppm), as schematically represented
in Fig. 1. The spherical chamber at the bottom of the cs completely
compensates for any inhomogeneities in the magnetic ﬁeld that
arise from the glass-solution boundary and via the “sphere of Lorentz
effect” has a magnetic ﬁeld at the Na+ nuclei that is independent of
the magnetic susceptibility of the external medium, as explained in
detail by Chu et al. [26] and Kuchel et al. [27]; this effect can be ob-
served in the NMR spectrum (Fig. 1A) as there was a clear chemical
shift difference between the resonance from 23Na+ in the stem and
the spherical part of the cs assembly. The value of δ was taken to be
the difference in chemical shift between the resonance for Na+ in
the spherical part of the cs assembly, and the Na+ in the TmDOTP
mixture (e.g., Rsphere and S in Fig. 1A).
2.3. RBC 23Na+ Time course after the addition of monensin
Human blood (~10 mL) was obtained from healthy donors by
venipuncture in the cubital fossa and was transferred into heparin
(60 μL, 1000 units mL−1), and immediately centrifuged at 4 °C for
10 min at 3000 ×g. The plasma and buffy coat were removed by
aspiration and the RBCs were again centrifugally washed three
times with ‘saline’/SR solution (154 mM NaCl, 10 mM KCl, 5 mM
TmDOTP, and 10 mM glucose). The blood was bubbled with CO
for 10 min to convert paramagnetic deoxyhaemoglobin into dia-
magnetic carbonmonoxyhaemoglobin. The RBC suspension was
adjusted to have a haematocrit (Ht) of 0.70. Then 3.0 mL of the sus-
pension was added to a 10-mm (outer diameter) round-bottom
glass NMR tube (Wilmad), and the cs assembly containing 1.0 M
R
S
10 8 6 4 2 0 -2
S
R
Chemical Shift (ppm)
Rstem
sphere
S
R
Se i
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Chemical Shift (ppm)
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Fig. 1. (Left) Schematic representation of a glass capillary-sphere (cs) assembly inside
an NMR tube. Solution R resides inside the cs assembly and contains 1.0 M Na+ that
was used as the zero reference for chemical shift. The sample S resides inside between
the NMR tube and the cs assembly, and contains TmDOTP, Na+ and, depending on the
experiment, other ions. The use of the cs assembly removes effects of inhomogeneities
in the magnetic ﬁeld that arise from the shape of the glass-solution boundary [26,27].
The shaded region denotes the volume of sample which is contained within the region
of the receiever coils, and hence the part of the sample examined. (A) The 23Na NMR
spectrum of an RBC supernatant using the set up described above. Two reference
peaks are evident, as the stem Rstem has a different average magnetic ﬁeld within its
boundary from that of the sphere Rsphere, leading to different resonance frequencies.
The Na+ in the sample S is shifted paramagnetically, via a change in the bulk magnetic
susceptibility by the presence of 5 mM TmDOTP. (B) The 23Na NMR spectrum of a sus-
pension of RBCs in the presence of 5 mM TmDOTP and the cs assembly containing
1.0 M NaCl as the Na+ reference. The intra- and extracellular resonances of 23Na are la-
beled Si and Se, respectively, while that of the cs assembly is denoted by R.
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NaCl was placed in the sample as described above. Before the addi-
tion of monensin, 23Na NMR spectra were taken of the RBC
suspension with (Fig. 1B) and without the cs reference. These mea-
surements were used to calibrate the total amount of Na+ in the
region sampled by the RF coils in the NMR probe. The extracellular
Na+ concentration was 144.8±0.5 mM, as indicated by a mea-
surement of the RBC supernatant made using the ﬂame photome-
ter. Thus the relative peak areas found in the 23Na NMR spectra
suggested an intracellular Na+ concentration of 9.5 mM.
After the addition of monensin (3 μL, 60 μM) to an RBC suspen-
sion, the sample was mixed thoroughly for 2 min, then 23Na NMR
spectra were acquired every 136 s over a period of ~2.5 h. The value
of δ was taken as the difference of chemical shift between the signal
from the spherical part of the cs assembly, and the signal from the ex-
tracellular Na+ that was in the presence of TmDOTP (e.g., R and Se in
Fig. 1B) unlike intracellular Na+.
3. Results
Fig. 2 shows the Na+ concentration dependence of δ. As the Na+
concentration was increased, δ fell non‐linearly with an almost 1/
([Na+]+KN) dependence [see Eq. (10) and Fig. S1 in the Supporting
Material]. Then, the total TmDOTP concentration dependence of δ was
explored, and is shown in Fig. 3. It was noticed that there was a linear
relationship with increasing [TmDOTP]; it also fell to zero when no
TmDOTP was present, as expected. The pH dependence of δ is shown
in Fig. 4. It resembles a typical pH titration curve with an equivalence
point (pH which produces half the maximal δ) at pH=6.73±0.02.
The concentration dependence of K+ on δ is shown in Fig. 5, showing
a similar decrease in δ with an increasing concentration of Na+. There
was a similar trend for the divalent cation Ca2+ as seen in Fig. 6; how-
ever δ fell sharply at a much lower concentration.
Next, the dependence of δ on NaH2PO4 was examined; for this
study both Na+ and PO43− were increased simultaneously in a 1:1
stoichiometry. The range of concentrations tested were limited by
the phosphate acting as a buffer (reducing the pH and undesirably
lowering the shift), and thus a maximum concentration of 50 mM
was tested at which the sample pH was in excess of 11.0. Just like
the Na+ dependence, δ decreased as the concentration of NaH2PO4
increased. Without further analysis, it was difﬁcult to judge whether
phosphate bound to the SR; any binding would be very low.
Last, the effect of temperature was studied and the results are
shown in Fig. 8. It was seen that increasing the temperature de-
creased δ. This effect was less pronounced compared to changing
the ion concentrations as seen above; the slope of the least squares
linear ﬁt in Fig. 8 was −9.82±0.07 Hz K−1, thus the difference in δ
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Fig. 3. Dependence of the chemical shift on TmDOTP concentration in the presence of
154 mM Na+ at 25 °C and pH 12.0 in a 23Na NMR spectrum, relative to the reference
as speciﬁed in Fig. 1. The experimental data points are indicated by the markers,
while the model output given by Eqs (6) and (8) is also shown with the line using
δ0=45,800 Hz (433 ppm), and KN=2.9 mM.
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Fig. 4. pH dependence on the chemical shift induced by 3.75 mM TmDOTP in the pres-
ence of 42.5 mM Na+ at 25 °C in a 23Na NMR spectrum, relative to the reference as
speciﬁed in Fig. 1. The experimental data points are indicated by the markers, while
the model output given by Eqs (15) and (8) is also shown with the line using
pKa=7.92 and δ0=41,900 Hz (396 ppm).
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Fig. 5. Dependence of the chemical shift on the concentration of K+. The shift was in-
duced by 3.75 mM TmDOTP in the presence of 85 mM Na+ at 25 °C and pH 12.0 in a
23Na NMR spectrum, relative to the reference as speciﬁed in Fig. 1. The experimental
data points are indicated by the markers, while the model output given by Eqs (6)
and (8) is also shown with the line using KK=2.8 mM and δ0=41,200 Hz (389 ppm).
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Fig. 2. Na+ concentration dependence of the chemical shift induced by 3.75 mM
TmDOTP at 25 °C and pH 12.0 in a 23Na NMR spectrum, relative to the reference as
speciﬁed in Fig. 1. The experimental data points are indicated by the markers, while
the model output given by Eqs (6) and (8) is also shown with the line using
KN=2.9 mM and δ0=41,600 Hz (393 ppm).
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between 25 °C and 37 °C was ~120 Hz at 3.75 mM TmDOTP and
85 mM Na+. The Na+ concentration dependence was also explored
at 37 °C, and is shown in Fig. S2.
Fig. 9 shows the 23Na NMR spectra obtained from RBCs after the
addition of monensin, recorded over a period of 2.5 h. Both δ and
the 23Na NMR peak integrals for extra- and intracellular Na+ changed
with time. The rate of Na+ inﬂux was generally constant after an ini-
tial mixing period (~15 min). It was found that δ initially fell
(10–20 min), however after this time it steadily increased. Further-
more, three samples were taken of the RBC supernatant; one at the
beginning and end of the time course, and another 10–20 min after
the addition of monensin to another RBC sample not examined by
NMR spectroscopy. The extracellular concentrations of Na+ and K+
were determined by ﬂame photometry, and the pH measured
(Table S2 and Fig. 11). They indicated that extracellular Na+ de-
creased while K+ increased, as expected. The 23Na NMR peak inte-
grals allow the molar amount of extracellular Na+ to be traced, thus
estimates of the cell volume could be made (bymaking use of concen-
trations and number of moles) as shown in Table S3.
4. Theory
The value of δwas affected by the presence of competing ions that
bind to TmDOTP as well as Na+. Here, a model of this competition is
presented. It was assumed that only a single ion may bind TmDOTP at
a given time, and that there is only one binding site available. This
simpliﬁcation, differs from the model of Ren and Sherry [21] which
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Fig. 6. Dependence of the chemical shift on the concentration of Ca2+, induced by
3.75 mM TmDOTP in the presence of 85 mM Na+ at 25 °C and pH 12.0 in a 23Na NMR
spectrum, relative to the reference as speciﬁed in Fig. 1. The experimental data points
are indicated by the markers, while the model output given by Eqs (6) and (8) is also
shown with the line using KCa=21 μM and δ0=46,800 Hz (442 ppm).
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Fig. 7. Dependence of the shift on the concentration of NaH2PO4, induced by
3.75 mM TmDOTP in the presence of 42.5 mM Na+ at 25 °C and pH 12.0 in a 23Na
NMR spectrum, relative to the reference as speciﬁed in Fig. 1. The experimental
data points are indicated by the markers, while the model output given by Eqs (6)
and (8) is also shown with the line using KN=2.9 mM, KPO=70 mM, and
δ0=42,800 Hz (405 ppm).
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Fig. 8. Temperature dependence of the chemical shift induced by 3.75 mM TmDOTP in
the presence of 85 mM Na+ at pH 12.0 in a 23Na NMR spectrum, relative to the refer-
ence as speciﬁed in Fig. 1. The experimental data points are indicated by the markers,
while a linear (sum of least squares) ﬁt is also shown with the line. The slope was de-
termined to be −9.82±0.07 Hz K−1 across the temperature range tested.
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Fig. 9. (A) Chemical shift and (B) amount of Na+ estimated from 23Na NMR spectra
obtained from a sample of human RBCs (Ht=0.70) at 37 °C after the addition of 60
nM of monensin (ﬁnal concentration), a Na+ and K+ ionophore. The RBCs were pre-
pared in 154 mM NaCl, 10 mM KCl, 10 mM glucose and 5 mM TmDOTP, and had
pH ~7.4.
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included this additional feature. However, they neglected to conserve
the total concentration of ions and SR, assuming the unbound concen-
tration of cations and SR were assumed to be equal to their total con-
centrations. Incorporating both multiple ions bound to TmDOTP and
conservation of mass relations complicates the mathematics and pa-
rameter ﬁtting of the model.
It was found that modelling TmDOTP with only a single binding
site was sufﬁcient to quantitatively describe δ (the motivation for
this work). Adding the possibility of additional binding sites, or all-
owing TmDOTP to bind to a mixture of different ions (including mul-
tiple binding of the same ion), was found not to increase the
“goodness of ﬁt” of the model to the data. Thus, the model with the
fewest parameters was chosen.
4.1. Generalised model of TmDOTP with ions X
For each ion, Xj+ (with positive charge j), the reaction scheme of
its binding to TmDOTP is represented by
TmDOTPþ Xjþ⇌ XTmDOTP: ð1Þ
This reaction has a characteristic dissociation constant, KX de-
ﬁned by
KX ¼ TmDOTP½  Xjþ
h i
= XTmDOTP½ : ð2Þ
Furthermore, the number of mol of each ion must be conserved,
thus,
Xjþ
h i
þ XTmDOTP½  ¼ Xjþ
h i
T
; ð3Þ
where [Xj+]T is the total concentration of the ion. Combining Eqs (2)
and (3) by eliminating [Xj+] produces the following expression for
the concentration of the complex:
XTmDOTP½  ¼ Xjþ
h i
T
TmDOTP½ = TmDOTP½  þ KXð Þ: ð4Þ
The conservation of mass condition for TmDOTP, including all var-
ious ions bound to TmDOTP, is
TmDOTP½ T ¼ TmDOTP½  þ∑
X
XTmDOTP½ ; ð5Þ
where the sum is done over all ions, X, present in the sample that may
bind to TmDOTP including Na+. Substituting Eq. (4) into Eq. (5) gives
the requirement of a solution:
TmDOTP½ T ¼ TmDOTP½  1þ∑
X
Xjþ
h i
T
= TmDOTP½  þ KXð Þ
 
: ð6Þ
This expression, is a polynomial of degree k+1 in [TmDOTP],
where k is the number of unique species in the sample that may
bind to TmDOTP. The solution of Eq. (6) gives [TmDOTP], the concen-
tration of unbound TmDOTP, which may then be substituted into
Eq. (4) to determine the concentration of XTmDOTP for each X.
The chemical shift of 23Na+ induced by TmDOTP is then calculat-
ed. The fast exchange of Na+ into and out of the NaTmDOTP complex
results in their two corresponding resonances being merged into one
(the NMR fast exchange regime), with a chemical shift δ that is a
weighted average of the chemical shifts of TmDOTP-bound to un-
bound Na+, hence,
δ ¼ δ0 NaTmDOTP½  þ δ1 Naþ
h i 
= Naþ
h i
T
; ð7Þ
where δ0 and δ1 are the shifts of [NaTmDOTP] and [Na+], respectively.
By deﬁnition, δ1=0, as it is the chemical shift reference for Na+. By
using X=Na+ in Eq. (4), the chemical shift of Na+ brought about
by TmDOTP simpliﬁes to the expression:
δ ¼ δ0 TmDOTP½ = TmDOTP½  þ KNð Þ: ð8Þ
In order to estimate δ for any given mixture of ions, the value of
[TmDOTP] must be found by solving Eq. (6), and then substituting
this value into Eq. (8).
4.2. Binary mixture of Na+ and TmDOTP
The simplest mixture to examine, is that containing only Na+ and
TmDOTP. In this case, Eq. (6) is a quadratic equation with two solu-
tions, only one of which contains real positive concentrations. This so-
lution is
TmDOTP½  ¼ −ϕþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ϕ2 þ A
q 
=2; ð9Þ
where ϕ=KN+[Na+]T− [TmDOTP]T, and A=4KN[TmDOTP]T. The
resulting value of δ can then be estimated via Eq. (8).
In this simplest of forms, an approximation can be made using the
assumption that ϕ2/A≫1; subsequently, this was found to be true for
the concentrations of Na+ and TmDOTP used for Fig. 2. Using this as-
sumption,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ϕ2 þ A
q
≈ϕ 1þ A= 2ϕ2
 n o
, [TmDOTP]≈A/(4ϕ), and ap-
proximately
δ ¼ δ0 TmDOTP½ T= KN þ Naþ
h i
T
 
: ð10Þ
This approximation has the correct form to describe the data for
the [Na+] dependence of δ (Fig. 2). Furthermore, the experimental
data showed the correct linear dependence when [Na+]T was plotted
against 1/δ, shown in Fig. S1, with parameter values of KN and δ0 that
agreed with those in Table 1.
4.3. Complicated mixture of ions and TmDOTP
For a more complicated mixture of ions that bind TmDOTP, it may
be conceptually beneﬁcial to deﬁne an ‘effective’ Na+ concentration,
[Na+]eff. It represents the equivalent concentration of Na+ necessary
to solely (without any other types of ion present) generate the same
value of δ as the mixture. By analysing Eq. (6), it can be seen that
Naþ
h i
eff
= TmDOTP½  þ KNð Þ ¼∑
X
Xjþ
h i
T
= TmDOTP½  þ KXð Þ: ð11Þ
Hence,
Naþ
h i
eff
¼∑
X
αX X
jþh i
T
; ð12Þ
where
αX ¼ TmDOTP½  þ KNð Þ= TmDOTP½  þ KXð Þ ð13Þ
Table 1
Values of parameters and their standard deviations, estimated from the likelihood dis-
tribution of the concentration curves shown in Figs 2–5, and 7.
Ion and temperature δ0 (kHz) KX (mM)
Na+ at 25 °C 41.6±0.2 2.9±0.3
Na+ at 37 °C 39.7±0.2 3.9±0.7
K+ at 25 °C 41.2±0.4 2.8±0.1
Ca2+ at 25 °C 46.8±0.9 0.021±0.002
PO43− at 25 °C 42.8±0.2 ≥70
TmDOTP at 25 °C 45.8±0.2 –
pH at 25 °C 41.9±0.4 pKa=7.92±0.02
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is the weighting factor that depends on the KX of the other ion, and
the concentration of unbound TmDOTP. The parameter αX represents
the equivalent number of mol of Na+ added for every mol of Xj+; in
the case of Na+, αX is 1.
There are some approximations that could be made for the
mixture of ions and TmDOTP; e.g., if KX≫ [TmDOTP], then KX+
[TmDOTP]≈KX. The value of KN presented in Table 1, satisﬁes this
condition for the concentrations of [TmDOTP] tested. If KX also
meets this criterion, then αX≈KN/KX for that ion. Thus, depending
on the relative dissociation constants of Xj+ to Na+, it is possible
that 1 mol of Xj+ may be equivalent to more (KXbKN) or less
(KX>KN) than 1 mol of Na+. For KX≤ [TmDOTP]T, however, αX≈KN/
([TmDOTP]+KX)>KN/([TmDOTP]T+KX)≳KN/[TmDOTP]T≫1. Thus,
as a general rule, the smaller the value of KX/KN the greater is the
number to which Xj+ is equivalent.
A mixture made solely from salts with ions for which KX≫
[TmDOTP], after using the approximation above, has the expression
for [Na+]eff as independent of [TmDOTP], the concentration of free
TmDOTP. The solution of Eq. (6) for such a mixture using these ap-
proximations, is the same as Eq. (9) with the following transforma-
tion: [Na+]→ [Na+]eff. Unfortunately, the same approach cannot be
used if a single ion in a mixture has KX≤ [TmDOTP], as the expression
for [Na+]eff thereby becomes dependent on [TmDOTP]. However, if
there exist some j ions with KX≫ [TmDOTP], and m ions with
KX≤ [TmDOTP], and the approximations are used for the j ions,
Eq. (6) reduces from a polynomial of degree m+ j+1 in [TmDOTP]
to m+1, making the mathematical problem less computationally de-
manding. Table S1 shows an example of the analysis for a mixture of
ions, at typical concentrations found in RBCs; and the calculated
values of [TmDOTP], δ, and each αX. It was found that for the majority
of ions tested, with the exception of Ca2+, αX≈KN/KX.
4.4. Dependence of chemical shift on pH
Protons also bind to TmDOTP, and the model above applies simi-
larly to them. However, unlike the other ions in which Xj+ must be
added to the mixture, H+ are already present in the solution. The
key difference from other ions in the analysis, is that the value of
[H+] is known (from the pH) and it is not necessary to determine
this value from [H+]T; unlike the other cations in which [Xj+]T is usu-
ally known, but [Xj+] is unknown and determined using Eq. (3). Thus,
the concentration of H+-bound to TmDOTP is described by
HTmDOTP½  ¼ Hþ
h i
TmDOTP½ =KH: ð14Þ
Formixtures inwhichH+ ions are chemical shift effectors (pH≤10),
Eq. (6) is modiﬁed to
TmDOTP½ T ¼ TmDOTP½  1þ Hþ
h i
=KH þ∑
X
Xjþ
h i
T
= TmDOTP½  þ KXð Þ
 
:
ð15Þ
Furthermore, [H+] can be used in the expression for [Na+]eff,
Eq. (12), using
αH ¼ KN þ TmDOTP½ ð Þ=KH≈KN=KH: ð16Þ
As its value for αX is independent of [TmDOTP], H+ ions can be in-
cluded with the other j ions in Eq. (12); this reduces by one the de-
gree of the polynomial in [TmDOTP], in Eq. (6).
4.5. Fitting model parameter values
In order to estimate the values of δ0 and the dissociation constants
KX for each ion, we used a probability analysis and calculated the like-
lihood distribution of the values [28]. Given our model M, which is a
function of the set of model parameters θ, the probability of obtaining
a particular data set D, is p(D|Mθ) or the likelihood function. The data
point yi in the data set (from i=1 to n) is equal to the true value of
that point plus error ei. Thus, if our model mi matches the true
value of the chemical shift, it is easy to see that ei=yi−mi. We as-
sume that these errors have moments bei>=0, and bei2>=σN2, and
given that we know nothing else about their distribution of values it
is reasonable to assume a Gaussian distribution of values that maxi-
mises the information-entropy [28]. Thus, the likelihood function is
the probability of obtaining a particular set of errors:
p Dð jMθ Þ ¼ 2πσ2N
 −n=2
Exp −
Xn
i¼1
eið Þ2= 2σ2N
 " #
¼ 2πσ2N
 −n=2
Exp −
Xn
i¼1
yi−mið Þ2= 2σ2N
 " #
: ð17Þ
This function, when plotted versus the values of θwill have at least
one local maximum, with the most probable maximum referred to as
the maximum likelihood. The parameter values that give the most
likely maximum, θmax, produce the best ﬁt to data set D (in terms of
minimizing the residuals; a condition which is not necessarily true
but gives the case most likely to generate the observed data). Further-
more, the likelihood function gives the distribution of θ values includ-
ing their mean and standard deviation. The value of σN has no effect
on the value of θmax but only affects the standard deviation of the dis-
tribution [28]. Thus, in the ﬁtting algorithm σN was initially arbitrary,
the values in θmax deduced, and then from this ﬁt the values of bei2>
were determined. Then an estimate of σN was calculated, which was
then used to estimate the standard deviation of each parameter.
Fig. 10 shows the contour plot of the likelihood distribution as a func-
tion of the values of KN and δ0 when using the data set shown in Fig. 2,
where [Na+] was increased. It can be seen that there was only one max-
imum in the likelihood function, and that the probability fell non-linearly
with displacement (in parameter space) from this maximum. For each
parameter (KN and δ0) the distribution was approximately Gaussian.
However, there also appeared to be a correlation between the values of
KN and δ0 in the goodness-of-ﬁt analysis. This was not unexpected, as
the chemical shift model could be expressed to ﬁrst order at low [Na+]
as δ=δ0[TmDOTP]T(1/KN−[Na+]/KN2). For this functional form, a best
estimate of the slope would be more certain in the neighbourhood of
the value of δ0/KN2 but less certain in the neighbourhood of the parame-
ters individually. The intercept gave further information that allowed
KN and δ0 to be constrained individually, but was usually more prone
to error than the slope. Thismay explainwhy therewas some correlation
between the values of these two parameters.
In order to estimate the uncertainty of each parameter, the mar-
ginal probability of that parameter was calculated; e.g., the probabil-
ity of a particular value of δ0 is calculated using p(δ0)=∑KX p(δ0|KX),
where the sum is done over all possible values of KX and this was
achieved using numerical integration. From this marginal probability,
the standard deviation and mean of parameter values were calculated
from the ﬁrst and second moments of the distribution.
Similar likelihood functions were found for the other concentra-
tion dependencies (Figs 3–7), and are shown in Fig. S3. The [TmDOTP]
dependence presented in Fig. 3 was ﬁtted only for δ0 using the value
of KN provided in Table 1. Similarly, in ﬁtting the [NaH2PO4] depen-
dence shown in Fig. 7 this value of KN was used, however, both KPO
and δ0 were estimated. It is interesting to note with the phosphate de-
pendence that the likelihood distribution of KPO was not Gaussian as
for the other ions (Fig. S4). This is because the ﬁtting cannot distin-
guish between KPO=70 mM and KPO=10 M; both are weak dissoci-
ation constants. In other words, the data suggest phosphates binds
extremely weakly (KPO=70 mM was the maximum likelihood
value) or not at all. The mean and standard deviation of parameter
values found from the likelihood distribution, are listed in Table 1.
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The mean values (which also corresponded to the maximum likeli-
hood values) were used for all the plots of model predictions used
in this work.
4.6. RBC time course analysis
Using the values listed in Tables S2 and S3, we estimated that the
pH, molar amounts of extracellular K+, and cell volume exponentially
decayed with time to an equilibrium value. The exponential time con-
stant, starting value and equilibrium value used are listed in Table S4;
and were found to be consistent with the three measurements listed
in Table S2. Using these time dependencies, plus that of the molar
amounts of extracellular Na+ found from the 23Na NMR peak inte-
grals (Fig. 9A), the cation concentrations were determined for each
time point in the RBC time course (Fig. 10A–D). This enabled an esti-
mate of δ to be made using the model, which is shown in Fig. 10E
compared to the experimental values.
5. Discussion
From Table 1, it can be seen that the divalent cation Ca2+had amuch
smaller dissociation constant (higher afﬁnity) for TmDOTP than the
monovalent cations Na+ and K+. In general, the divalent cations bound
tightest, which is unsurprising given the large number of negative char-
ges on TmDOTP. In all cases, adding additional cations Xj+ to the solu-
tions (Figs 2, 4–7) were found to reduce the chemical shift in a similar
way to adding extra Na+ (Fig. 2). This can be explained by the ions de-
creasing the amount of available unbound TmDOTP and thus reducing
the amount of NaTmDOTP relative to the total Na+. This also applies to
the H3O+ concentration, which was described in terms of pH and its
pKa. It was found from model ﬁtting that TmDOTP had a pKa of 7.92±
0.02,whichwas slightly higher than the equivalence point in the titration
curve, viz., pH=6.94±0.02 (Fig. 4) at which point [H+]=[HTmDOTP].
This is likely to be a consequence of the competition between Na+ and
H3O+. Our model ﬁtting suggested that in the absence of Na+ the equiv-
alence point should indicate pKa ~7.92; however in the presence of
85 mM Na+ its apparent value was somewhat lower.
Unlike the other ions used here, which decreased δwhen added to
solutions of the shift reagent, there was an increase in δwith increas-
ing TmDOTP concentration (Fig. 3). This was largely due to TmDOTP
being the limiting reagent in forming Na-bound TmDOTP. It can be
seen that the linear dependence of [TmDOTP] on δ predicted by the
model [see Eq. (10)] agreed with the experimental data. The effect
of temperature is presented in Fig. 8 and that by raising the tempera-
ture, δwas reduced. The model ﬁtting gave insight into this effect; KN
increased and δ0 decreased between 25 °C and 37 °C (Table 1 and Fig.
S1), both of which lowered δ.
After our initial studies we proceeded to analyse a full NMR time
course of Na+ exchange in a suspension of RBCs (Fig. 9). It involved
the addition of monensin to the RBCs, thereby carrying Na+ inside the
cells. This was observed in the 23Na NMR time course as the relative in-
tensity of intra- to extracellular Na+ increased. The value of δ increased
with time, except for the initial 10–15 min in which there was a sudden
fall. The increase in δ is consistent with extracellular Na+ decreasing as
expected from inﬂux. The initial fall in δ, however, appeared to be the
result of a fall in pH as supported by the supernatant measurements
given in Table S2. As the pKa was close to the pH of this experiment,
the chemical shift was very sensitive to pH changes. The fall in pH
may be explained by the Donnan effect; namely that protons cross the
membrane in order to balance the membrane impermeable negative
charge added by TmDOTP. Furthermore, the Na+/H+ antiporter may
play some part in this increase in extracellular pH (Fig. 11D).
The model prediction of δ (Fig. 11F) was based on several assump-
tions and scarce data about the Na+ and K+ concentrations at a few
critical time points. Despite this, themodel output predicted the initial
fall in δ found at 10 min, and the steady (and straight) increase with
time thereafter. While the model and experimental values deviated
by up to 300 Hz towards the end of the time course, this may be
accounted for by an extracellular increase in other competing ions in-
cluding Ca2+ and Mg2+ (which binds with an approximately similar
afﬁnity to Ca2+ being also divalent). Based on Table S3, the extracellu-
lar water fell to 70% of its volume thus increasing the concentration of
ions by 50% before even considering ion ﬂux across the membrane. It
would take only 1.3 mM of Ca2+ to correct this deviation. Unfortu-
nately, without having experimental data on the concentration of
each cation in real time, it is hard to judge what exactly was causing
the deviation except that it is some other competitive cation than
Na+ itself.
6. Conclusions
Overall, the model describing the multiple equilibria in solutions
of cations, anions, and the NMR shift reagent TmDOTP was found to
successfully match the values of δ found experimentally, when Na+,
K+, PO43−, and Ca2+ concentrations, pH and temperature were chan-
ged. Our ﬁndings can be potentially used to extract information about
these effectors of δ in a 23Na NMR spectrum when TmDOTP interacts
with extracellular Na+. We have shown that our model predictions of
δ closely matched the experimental values, especially for qualitative
trends (such as the decline in chemical shift that occurred with a de-
crease in pH). Furthermore, by examining the model output decisions
could be made about which ions have crossed the membrane and
which have not; for instance, the deviation of the model prediction
from the experimental values of δ were considerably larger when
K+ efﬂux was left unaccounted for.
The analysis could be extended by examining the effect of other
charged species that may or may not bind to the shift reagent, includ-
ing metabolites, or other inorganic ions not considered here. Clearly,
our approach applies to any other SR. It would be worthwhile to
apply this model to other biological time courses; this would be
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Fig. 10. Likelihood function for the data set in Fig. 2 (dependence of δ by [Na+] at
25 °C), as a function of model parameters KN and δ0. The colour scale indicates the
probability of a particular set of parameter values, with the greatest probability (and
hence best ﬁt) being indicated by the darkest black, and the least probability with
the lightest grey. The positions of those parameters that gave the maximum likelihood
are indicated by the intersection of the two straight lines.
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especially useful for studies of ion transport in cell studies of how
shape or volume changes affect this transport. However, as we have
found here, the cell is a much more complex and dynamic mixture
of cations than any of the idealised situations in which we calibrated
the model here. However, the sensitivity of the DOTP-induced 23Na+
NMR shift to a wide range of cations is also a great beneﬁt, as not only
can shift reagents such as TmDOTP make it possible to split intra- and
extracellular 23Na+ NMR resonances, but may give insight into the
movements of ions across the membrane.
Hans Freeman, brief recollections by Philip Kuchel
The lasting impression of my ﬁrst ‘sighting’ of Professor Hans Free-
man was of him surrounded by a group of research students at an
out-door bar in Sydney. His ‘cool’ relaxed style and the obvious cama-
raderie in his group conﬁrmed in me that he was an inﬂuential per-
son! I had learnt of his work in X-ray crystallography and the fact
that he and his group were the ﬁrst in Australia to solve the structure
of a protein (plastocyanin). My sighting was in 1980 just after I had
joined the University of Sydney; my own department, the Biochemis-
try Department, was on the other side of City Road from the School of
Chemistry. And the School of Chemistry was a powerhouse of scien-
tiﬁc activity (and still is), and how it operated served as a guide to
me, quite unashamedly, as I strove to make our Department as good
in all academic respects; in education, research and outreach to the
community. I soon realised that Hans was a personal friend of Linus
Pauling and many other leading international chemists. He moved
in inﬂuential business circles and was a friend of (later Honorary
Dr) Alex Boden the industrial chemist whose philanthropy had al-
ready beneﬁtted our Department (with Hans’ and Linus’ suggestions)
with a Human Nutrition Unit and the Boden Professorship in Human
Nutrition. The Foundation for Inorganic Chemistry that Hans set up
had inputs both ﬁnancial and in terms of direction setting from
these and other eminent scholars. When Hans approached 65 y, and
according to tradition would move out of his academic home, I
suggested to him that he might relocate to the Department of Bio-
chemistry and continue his still very active research programme
there. To my lasting delight his reply was a swift and decisive “Yes
thank you!”. I was surprised at the time that I could have “pulled
off” this arrangement and set about accommodating Hans in a man-
ner similar to what we had done for Professor Noel Hush; here was
another highly decorated chemist who had retired out of the School
of Chemistry and who was doing a lot of biologically relevant chemi-
cal research, and still does to this day. It transpired that the School of
Chemistry did not wish to stay in the ﬁeld of macromolecular struc-
ture determination, at that stage in its evolution. We all recognised
that X-ray crystallography had matured sufﬁciently as a scientiﬁc dis-
cipline for the sophisticated technology, with its high level of automa-
tion and well-worked-out methods, to be put in the hands of those
with the biological questions, in a Biochemistry Department.
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Fig. 11. Estimated (A) extracellular Na+ concentration; (B) extracellular K+ concentration; (C) extracelular TmDOTP concentration; (D) extracellular pH; (E) RBC volume; and (F) δ,
as described by Eqs (6) and (8). For comparison, the experimental values are provided indicated by the markers, while the solid lines indicate model estimates.
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The time Hans spent in the Biochemistry Department (later to
evolve into the School of Biomedical Science, taking in the Human
Nutrition Unit and the Department of Microbiology as equal partners)
was one of great change in academic governance but scientiﬁc pro-
gress was not impeded, it accelerated for most of us. As an Emeritus
Professor, Hans still exercised a lot of inﬂuence over academic affairs
in the University. His role as Secretary of the University of Sydney As-
sociation of Professors, and his continuing involvement in ‘his’ Foun-
dation are two examples; and scientiﬁcally he travelled the world
doing his own experiments at various synchrotrons. We became
very good friends, busy at work.
His rapid medical decline in the end was a surprise and sad to me,
and us all. It was an honour for me to preside over the Memorial Ser-
vice to Professor Hans Freeman AM FAA, held in the Great Hall of the
University of Sydney on a bright sunny November day in 2008, with
drinks and vibrant conversations about this remarkable man and sci-
entist, on the lawns of the Main Quad afterwards. It is a privilege to
have known him.
Abbreviations
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NMR nuclear magnetic resonance
RBC red blood cell
SR shift reagent
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Corrigendum
Corrigendum to “Quantitative model of NMR chemical shifts of 23Na+ induced by
TmDOTP: Applications in studies of Na+ transport in human erythrocytes”
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Supporting Material
S1. Multiple binding sites
We examined the model with two independent binding sites A and B, at which
Na+ can bind; here we consider the simpliest case of Na+ being the only cation
present. Thus, the conservation of Na+, Eq. (3), becomes
[Na+] + [NaTmDOTPA] + [NaTmDOTPB] = [Na
+]T , (S1)
and the disscociation constant of sites A and B follow
KA = [Na
+][TmDOTP]/[[NaTmDOTPA] , (S2)
and
KB = [Na
+][TmDOTP]/[[NaTmDOTPB] , (S3)
respectively. Combining Eqs (S1) – (S3), gives
[Na+] = [Na+]TK
′
N/(K
′
N + [TmDOTP]) , (S4)
where
1/K ′N = 1/KA + 1/KB . (S5)
The concentration of Na-bound TmDOTP is thus:
[NaTmDOTPA,B] = [Na
+]TK
′
N/(KA,B{K ′N + [TmDOTP]}) , (S6)
The conservation of TmDOTP, Eq. (5), becomes
[TmDOTP] + [NaTmDOTPA] + [NaTmDOTPB] = [TmDOTP]T , (S7)
which when using Eq. (S6) becomes
[TmDOTP](1 + [Na+]T/(K
′
N + [TmDOTP])] = [TmDOTP]T . (S8)
The solution of this equation for [TmDOTP] is the same as Eq. (9) with the
transformation KN → K ′N. The chemical shift, Eq. (7) is now,
δ = (δA[NaTmDOTPA] + δB[NaTmDOTPB])/[Na
+]T , (S9)
where δA and δB are the chemical shifts for pure [NaTmDOTPA] and
[NaTmDOTPB], respectively. Using Eq. (S6), results in Eq. (S9) reducing to
δ = δ′0[TmDOTP]/([TmDOTP] +K
′
N) , (S10)
where
δ′0 = (δAKB + δBKA)/(KA +KB) . (S11)
Thus, the mathematical solution to the two binding site system is the same as
the single binding site system, in which Eqs (6) and (8) are solved, however, in
the two binding site case KN → K ′N and δ0 → δ′0.
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Table S1: Physiological concentrations of ions and pH of human erythrocytes. For a
mixture containing all these ions at their physiological concentrations and 5 mM TmDOTP
the chemical shift was estimated to be 700 Hz (6.6 ppm) at a magnetic field strength of
9.4 T. The concentration of unbound TmDOTP was estimated to be 50 µM by solving
Eq. (6). Furthermore, the value of αX is given for each ion in this mixture, using the
mathematical solution. The concentration of TmDOTP in the mixture is given for each
ion, determined by using Eq. (4).
Physiological Value Ref. αX KN/KX [XTmDOTP]
[Na+] 154 mM [26] 1.0 1.0 2.59 mM
[K+] 5 mM [26] 1.04 1.04 84 µM
[PO3−4 ] 0.5 mM [25] 0.04 0.04 0.4 µM
[Ca2+] 3 mM [26] 41.8 138 2.11 mM
pH 7.4 [26] 2.5 × 105 2.4 × 105 160 µM
3.2. Paper I: supporting material Chapter 3. Shift Reagents
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Table S2: Extracellular concentrations, pH and Na+ molar amounts (nae) based on mea-
surements done on the RBC sample and its supernatant at various times after the addition
of monesnin.
Time (min) [Na+e ] (mM) [K
+
e ] (mM) pH nae (µmol)
0 145 ± 2 10.4 ± 0.5 7.75 ± 0.05 130.5 ± 1.3
15 134 ± 2 19 ± 0.5 7.65 ± 0.05 127 ± 1.3
160 108 ± 2 53 ± 0.5 7.45 ± 0.05 67.7 ± 1.3
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Table S3: Estimates of the extracellular water volume (Ve), RBC volume or extracellular
K+ molar amounts (ke) using the values given in Table S2. Also, an estimate of the
chemical shift for these extracellular concentrations was found by solving Eqs (6) and (8).
Time (min) Ve (mL) RBC volume (fL) ke (µmol) δ (Hz)
0 0.90± 0.02 86 ± 1 9.4 ± 0.1 1165 ± 20
15 0.95± 0.02 84 ± 1 18.0 ± 0.2 1110 ± 20
160 0.63± 0.02 97 ± 1 33.2 ± 0.3 1563 ± 20
3.2. Paper I: supporting material Chapter 3. Shift Reagents
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Table S4: Values of pH, RBC volume, and molar amounts of extracellular K+ (ke) were
modeled in time as approaching an equilbrium value using an exponential decay, i.e., y(t)
= b+ (a− b) exp[−t/τ ]. The parameter values used are listed below and the values were
consistent with the experimental values given in Tables S2 and S3, respectively.
Variable Initial value (a) Equilbrium value (b) Time constant (τ)
pH 7.75 7.45 38 min
RBC Volume 86.0 fL 98.1 fL 67 min
ke 9.4 µmol 33.4 µmol 33 min
Chapter 3. Shift Reagents 3.2. Paper I: supporting material
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Figure S1: Experimental data from Fig. 1, except that δ−1 is plotted against the total
Na+ concentration. A linear fit (least squares) was achieved that gave a slope of 6.45
± 0.02 kHz−1 M−1 and intercept = 0.011 ± 0.05 kHz−1. These values suggest KN =
1.6 ± 0.7 mM and δ0 = 41.3 ± 0.1 kHz. The reason why these values differ somewhat
(despite being the same data set) from those listed in Table 1 is that the approach used
here minimised the sum of least squares between experimental and model values of δ−1
where else the probability approach (main text) minimises the sum of square of differences
between experimental and model values of δ.
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Figure S2: Na+ concentration dependence of the chemical shift induced by 3.75 mM
TmDOTP at 37◦C and pH 12.0 in a 23Na NMR spectrum, relative to the reference as
specified in Fig. 1. The experimental data points are indicated by the markers, while the
model output given by Eqs (6) and (8) are also shown with the line using KN = 3.9 mM
and δ0 = 39,700 Hz (375 ppm).
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Figure S3: Likelihood function for the data set showing the δ dependence of (A) [Tm-
DOTP]; (B) pH; (C) [Na+] at 37◦C; (D) [Ca2+]; (E) [NaH2PO4]; and (F) [K+] as
functions of the model parameters KX and δ0. The colour scale indicates the probabil-
ity of a particular set of parameter values, with the greatest probability (and hence best
fit) being indicated by the darkest black, and the least probability with the lightest grey.
The positions of those parameters that gave the maximum likelihood are indicated by the
intersection of the two straight lines.
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Figure S4: The marginal likelihood distribution of KPO based on the [NaH2PO4] data in
Fig. 6.
Chapter 3. Shift Reagents 3.2. Paper I: supporting material
51
Chapter4
Hyperpolarised NMR Spectroscopy
4.1 Introduction
This Chapter mathematically describes the decay of hyperpolarisation of nuclei after un-
dergoing DNP (see Sec. 2.1.3), and the subsequent sampling of hyperpolarisation achieved
by using RF pulses of short duration. We found that applying RF pulses separated in time
by regular intervals removed hyperpolarisation in an exponential way, such that it was
impossible to resolve the RF pulse’s effect from that of longitudinal, T1, relaxation back
to thermal equilibrium. As such the value of T1 estimated by conventional analysis would
be artefactually decreased, and the extent of this would depend on the RF pulse angle α.
Thus, I proposed an irregularly timed RF pulse sequence based on a geometric sequence,
which resolved the values of the parameters that characterise the two effects experimen-
tally. When using such a geometric sequence, α and T1 can be estimated independently,
from the same experiment time sequence.
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4.2 Paper II
Puckeridge M., Page`s G., and Kuchel P. W. (2012). Simul-
taneous estimation of T1 and the flip angle in hyperpolarized
NMR experiments using acquisition at non-regular time inter-
vals. J. Magn. Reson., 222: 68–73.
Contribution: This work was motivated by the known reduction of apparent T1 of
a hyperpolarised sample as the RF pulse angle used was increased. PWK asked me
to determine whether it was possible to account for the angle and get a corrected T1. I
determined that this was not possible if the pulses were regularly timed, however suggested
geometric sequence pulse timing would allow us to resolve the influence of pulse angle on
T1. GP experimentally trialled this on hyperpolarised
13C-urea. A mathematical model
describing the decay and RF pulses was developed by myself, and found to agree with
the data. The manuscript was drafted by me, including the figures. PWK revised the
manuscript for submission.
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a b s t r a c t
In NMR spectroscopy of the liquid state T1 is typically measured using an inversion recovery pulse
sequence; but with hyperpolarized spins use is made of a sequence of multiple small radiofrequency
(RF) induced nutations, a. Depending on the values of a and s, the time interval between the pulses,
the estimate of T1 can be artifactually smaller than the real value; so without knowing the value of a
the estimate of T1 can be incorrect. Thus, we propose a method that involves a series of pulses with timing
governed by a geometric sequence (or in general, any mathematically speciﬁed non-uniformly spaced
sequence). This approach enables the simultaneous estimation of both the intrinsic T1 value and a. The
method was successfully applied to obtain T1 = (44.9 ± 0.3) s and a = (4.0 ± 0.2) (n = 3) for a sample of
hyperpolarized 13C-urea in solution, matching with the inversion recovery pulse sequence estimate of
T1 = 44 ± 2 s using non-hyperpolarized
13C-urea in solution.
 2012 Elsevier Inc. All rights reserved.
1. Introduction
NMR spectroscopy of hyperpolarized (HP) nuclear spins [1,2] is
attracting increased attention in studies of metabolic systems, due
to the massive enhancement of signal-to-noise ratio available in
the spectra of low-c nuclei such as 13C and 15N. Thus metabolic
reactions can be measured on the 1-s time-scale; or the detection
of a solute of very low concentration can become feasible. Hyper-
polarization by dynamic nuclear polarization (DNP) [3–6] is
achieved by freezing the sample, that also contains a radical with
an unpaired electron, to 1 K, in a strong magnetic ﬁeld. This is fol-
lowed by irradiation with microwaves tuned to the difference be-
tween Larmor frequencies of the electrons and the nuclei, and the
polarization of the unpaired electrons is spontaneously transferred
to the nuclear spins in the glassy sample. Through electron-nuclear
dipolar interaction the perturbation of the Boltzmann distributions
enhances the net magnetization 10,000 fold [6]. To date, DNP has
been used to characterize inorganic compounds [7,8], study phar-
macokinetics [9], and determine structures of solid materials
[10–14], solvents [15,16], polypeptides [17,18], lipids [19,20], and
to monitor the biodistribution or metabolism of urea [6,21–23],
pyruvate [22,24–27], and other even more complex metabolites
[28,29].
After hyperpolarization, the nuclear spins relax to a Boltzmann-
distribution of states. The relaxation is characterized by the longitu-
dinal relaxation time-constant, T1, that can vary with the chemical
and physical environments [31]. Thus estimating the value of T1 is
required when quantifying reaction time courses (estimating con-
centrations) using hyperpolarized nuclear spins in 13C-labeled
metabolites. In conventional solution-state NMR spectroscopy T1
is measured via the ‘inversion-recovery’ radio-frequency (RF) pulse
sequence [30]; this involves application of an RF pulse that imparts
a nutation (‘ﬂip’) angle p (a so called ‘p pulse’) to the magnetization
Mz; and the relaxation ofMz back to equilibrium is sampled by a p/2
pulse, after the variable time, tmix. This creates the observable trans-
verse-plane magnetization that is recorded as a free induction de-
cay (FID), the Fourier transform of which gives a resonance (peak)
of intensity proportional toMz. A delay of 5  T1 is conventionally
used to allow the spin populations to virtually (>99%) recover to
thermal equilibrium before repeating the pulse sequence for a
range of tmix values. Thus the recovery time-course can be fully
sampled. It is typically monotonically increasing and mathemati-
cally described by a rising exponential with relaxation rate constant
1/T1.
Again, the value of T1 reﬂects the dynamics of the molecule that
contains the nuclear spin(s) [31] and this is also true for HP
1090-7807/$ - see front matter  2012 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jmr.2012.06.006
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samples. For low-sensitivity nuclei the estimation of T1 with hyper-
polarized samples is not made by the classical inversion-recovery
method because repeated hyperpolarizations would be too time
consuming and costly. Instead the measurement of T1 is done with
the sample hyperpolarized once at the beginning of the experiment
and then subjecting it to multiple small angle pulses in quick (rel-
ative to T1) succession. Thus we acquire a series of FIDs that are
Fourier transformed to give the respective spectra. The problem
with this approach is that each RF pulse irreversibly subtracts
some of the magnetization from the sample. Repeated sampling
of small amounts of the magnetization at regular time intervals
yields an exponentially decaying signal (even if longitudinal
relaxation were not operating) in such a way that the relaxation
time that characterizes the exponential decay is in general smaller
than that of the intrinsic T1. The latter can be estimated for the
sample in its non-HP state using the inversion-recovery pulse
sequence.
An early general method proposed for estimating T1 is the ‘sin-
gle-scan Fourier transform’ (SSFT) pulse sequence of Look and
Locker [32,33] that was developed further by Kaptein et al. [34];
and it turns out (see below) to have relevance in estimating T1 in
modern DNP experiments. A single p pulse is ﬁrst applied to invert
Mz, and this is followed by a series of equally spaced (s) small-ﬂip-
angle pulses, a. Thus the pulse sequence samples the recovery of
magnetization towards equilibrium. The SSFT experiment has the
advantage of requiring less time than for a conventional inver-
sion-recovery RF sequence; but since each short RF pulse removes
a fraction of the magnetization, the extraction of the estimate of
the intrinsic (‘‘true’’) T1 from the data is not straightforward.
Depending on the values of s and a the magnetization appears to
relax to equilibriummore rapidly than expected for a given T1. Spe-
ciﬁcally, the apparent relaxation time T1 is related to T1 by the
expression [30,34]:
1=T1 ¼ 1=Ta þ 1=T1; ð1Þ
where
Ta ¼ s=logeðcosaÞ: ð2Þ
A similar approach to SSFT is used for DNP NMR analysis [35–
39]. However, instead of the p pulse making Mz different from its
thermal equilibrium value, it is the HP state that makesMz substan-
tially different. In the former case Mzð0Þ ¼  Meq while for DNP
experiments Mz can be many orders of magnitude greater than
Meq, where the latter denotes the Boltzmann-equilibriummagneti-
zation at ambient temperature. For HP samples, a series of RF
pulses of ﬂip angle a, equally spaced by s are used. In the same
way as for the SSFT data, T1 is reinterpreted to give the estimate
of T1 by using Eq. (1).
An alternative signal-acquisition scheme has been proposed for
DNP studies [35,39] in which the a pulses are equally spaced with
time, but for which each value of a is different. The motivation for
this approach is to achieve more uniform signal amplitudes after
each a pulse, while the estimation of the value of the intrinsic T1
is not paramount.
In the present work, we propose a new approach in which a is of
ﬁxed duration but the time intervals s between pulses follow a
geometric sequence rather than being constant. We show analyti-
cally that this resolves the loss of magnetization into two ‘statisti-
cally orthogonal’ (non-correlated) components within one
experiment, namely that due to the sampling pulse duration a,
and that due to longitudinal relaxation. We show that the method
performs experimentally as predicted, yielding an estimate of T1
that was the same within experimental error as that obtained with
the inversion recovery method carried out on the sample after the
hyperpolarized state no longer existed, plus an estimate of the va-
lue of a. Knowledge of the latter values usefully reduce by two the
number of degrees of freedom in parameter space in the analysis of
reactions kinetics from DNP data.
2. Experimental
All chemicals were obtained from Sigma–Aldrich (Singapore)
with the exception of the radical Ox063Me that was obtained
from Oxford Instruments (Oxford, UK). The hyperpolarizer was a
HyperSense from Oxford Instruments, equipped with a 3.35 T
magnet and a 100 mW microwave source. 13C NMR spectra were
recorded at 100.3 MHz, on a Bruker UltraShield 400 MHz spec-
trometer equipped with an Avance III console (Bruker, Karlsruhe,
Germany). A 10-mm broadband observe (BBO) probe was used to
record the NMR spectra. The temperature was calibrated using an
ethylene glycol sample and set to 310 K inside the NMR tube. A
10-mm o.d. NMR tube was introduced inside the spectrometer
and connected to a Teﬂon line and syringe, allowing the addition
or removal of solutions while the tube was seated inside the spec-
trometer. The magnetic ﬁeld homogeneity was adjusted
(‘shimmed’) using phosphate buffered saline (PBS) as the sample.
Then 35 lL of a solution containing 8 M 13C-urea, 15 mM
Ox063Me and 0.8 mM GdCl3 was introduced into the hyperpolar-
izer and cooled to 1.4 K. The microwave frequency used for
polarization was set to 94.113 GHz. After 1 h, the sample under-
went dissolution using 4.2 mL of PBS buffer (pH 7.4,
283 mOsm kg1). Then 2 mL of the solution of hyperpolarized
13C-urea was rapidly injected into the NMR tube containing
2 mL of PBS, and spectral acquisition was begun in < 5 s from
the start of the injection.
To assess thermal stabilization, hyperpolarized solution was
added to samples already in the NMR probe. First, a dummy-disso-
lution (no hyperpolarized solution in the HyperSense magnet) was
run, then the solvent was either transferred into an empty con-
tainer at room temperature or into a container with 12 mL of
4-mm-diameter glass spheres heated to 310 K in a heater block.
No signiﬁcant differences were observed in either the 1H lineshape
or chemical shift evolution of 1H2O with time (over 120 s). Thus we
concluded that any (slight) temperature variations did not inﬂu-
ence the T1 estimates signiﬁcantly, and we performed all experi-
ments using the simplest apparatus, with the receptacle for the
DNP-solution being at room temperature.
The pulse sequence consisted of a single 1 ls or 4 ls ‘hard’ pulse
at 66 W on the 13C channel. A 2 ms ‘spoil’ gradient was applied dur-
ing the relaxation delay (d1) to eliminate residual transverse mag-
netization. 16 k complex data points were recorded in 164 ms (aq).
The recycle time (d1 + aq) was set to 4.1 s (for ﬁxed s), or incre-
mented using a variable delay list derived from the formula given
in Eq. (12) in which s = 0.2 s. This was chosen such that the exper-
imental duration, and number of data points were the same for
each scheme (164 s and 40, respectively). Furthermore, a second
(more rapidly acquired) linear sampling experiment was done with
the recycle time set to 1.0 s, with 128 data points. Each of these
spectral series were acquired in a pseudo-2D experiment.
The inversion-recovery experiment was setup with d1 = 250 s,
16 transients per s delay and 12 s increments from 1 ms to
250 s. This experiment, however, was carried out using a 10-mm
o.d. NMR tube containing 1 mL of solution with a Teﬂon vortex
plug at the meniscus of the sample to improve magnetic ﬁeld
homogeneity. All NMR data were processed using TopSpin 3.0
(Bruker) and the ﬁtting was done in Mathematica 8.0 (Wolfram,
Champaign, IL). The experiments using nonlinear sampling, with
a pulse of 1 ls duration (angle of 3) were done in triplicate to re-
ﬂect the magnitude of inter-experimental errors. All the other er-
rors reported in the manuscript are intra-experimental and were
estimated by the data-ﬁtting algorithm.
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3. Theory
3.1. Normalized intensity for a given RF pulse train on HP samples
According to the Bloch equations, in the absence of an RF pulse,
the z-magnetization, Mz, decays exponentially back to its thermal
equilibrium value, Meq, according to the differential equation:
dðMz MeqÞ=dt ¼ ðMz MeqÞ=T1; ð3Þ
with longitudinal relaxation time T1. Given the large magnetization
produced by DNP,Mz»Meq, thus over any time interval t e [ta, tb] the
solution of Eq. (3) is:
MzðtbÞ ¼ MzðtaÞexp½ðtb  taÞ=T1: ð4Þ
Hence if an RF pulse is applied at tb, the sampled signal intensity is
proportional to the remaining magnetization, so the action of sam-
pling Mz lowers the main magnetization to cos a times its original
value. Thus for a given RF pulse train, after the kth pulse Mz is re-
lated to the previous post-pulse magnetization by,
MzðtkÞ ¼ Mzðtk1Þexp½ðtk  tk1Þ=T1cos a; ð5Þ
hence
MzðtkÞ ¼ M0ðcos aÞk
Yk
n¼1
exp½ðtn  tn1Þ=T1 ð6Þ
¼ M0ðcos aÞkexp½ðtk  t0Þ=T1; ð7Þ
where t0 is the time at which the sample was completely hyperpo-
larized with magnetizationM0. The signal intensity measured in the
transverse plane (proportional to Mxy), for any sequence of RF
pulses after the kth pulse is:
Ik ¼ I0 sinaðcosaÞk1exp½ðtk  t0Þ=T1; ð8Þ
where I0 is the observable intensity that would occur for a p/2 pulse
at t0; this would essentially deplete the hyperpolarization Mz in the
sample. Hence the value of I0 is not directly estimable, and therefore
we introduce a new normalized intensity, Nk, as follows:
Nk ¼ Ik=I1 ¼ ðcosaÞk1exp½ðtk  t1Þ=T1: ð9Þ
3.2. RF pulse sequence – regular time-intervals
For an RF pulse train in which a is ﬁxed and separated by a ﬁxed
s, Eq. (9) becomes:
Nk ¼ ðcosaÞk1exp½sðk 1Þ=T1 ð10Þ
¼ exp½flogeðcosaÞ  s=T1gðk 1Þ: ð11Þ
This functional form for the intensity is that of an exponential decay
that depends not only on the intrinsic relaxation time-constant T1
but a and s. This outcome agrees with the SSFT theory [30,34].
Fig. 1a shows the behavior of this function for ﬁxed I0, s, and T1,
with various values of a. It is evident that the apparent value of
T1 is reduced nonlinearly (trigonometrically) with increasing a. It
can be shown using Eq. (11) that the estimate of T1 obtained by ﬁt-
ting an exponential decay to the data conforms to Eq. (1) as pre-
dicted for the SSFT experiment [30,34].
Fig. 1b shows the relationship between the apparent value of T1
ðT1Þ, and a, and s. It is evident that it is impossible to constrain the
actual value of T1 (only a lower bound is known) from a given time-
series of NMR spectra obtained using the RF-pulse sequence, with-
out knowing precisely the value of a; and an accurate estimate of a
may not be available from independent measurements. Further-
more, for the same time-series of spectra, only an upper bound is
known for the magnitude of a, corresponding to the solution,
T1 ¼ Ta. In addition, the veracity of the estimate of the intrinsic
(true) value T1 is improved by using smaller and smaller values
of a, but the size of Ik is concomitantly reduced, so the spectra have
increasingly poorer signal-to-noise thus increasing the uncertainty
in the estimate of T1. To circumvent this problem we developed the
following approach.
3.3. RF pulse sequence at non-regular time-intervals
From Eq. (9) it can be seen that the exponential is a function of
tkwhile the (cos a)k1 term can also be expressed as an exponential
that is a function of k. For the regularly timed sequenced, tk = s k
[Eq. (10)], so the product of these two exponential terms can be re-
solved an inﬁnite number of ways into two numbers that when
multiplied together yield the same product. Thus unique values
of a and T1 are not resolvable in a statistical analysis of the data.
But by making tk nonlinear in k this becomes possible. To
achieve this mathematical construction we considered a sequence
of pulses in which the duration a is ﬁxed, but the time interval be-
tween pulses increases monotonically according to the formula
(the geometric sequence):
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Fig. 1. Nuclear hyperpolarization in the sample decays exponentially without
external magnetic inﬂuence as spin populations return to their Boltzmann
distribution of populations at thermal equilibrium. The magnitude of the remaining
hyperpolarization is ‘‘sampled’’ by using an RF pulse of ﬂip angle a. This
measurement reduces the remaining hyperpolarization by a factor of (1cos a),
thereby creating an intensity series that appears to fall in signal at a higher rate
than without the external inﬂuence of the RF pulses. (a) When the magnetization is
sampled at regular time intervals with ﬂip angle a, the signal appears to drop at an
exponential decay with a time-constant smaller than the intrinsic T1; the larger the
value of a the smaller is the apparent value of T1. (b) The apparent value of T1 as a
function of a and the period between these measurements, s; shown as percentage
of the ‘real’ intrinsic T1 as indicated between the relative contour lines.
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tk ¼ tk1 þ ks; ð12Þ
for kP 2, where s = t1. It can be shown that the cumulative sum of
this geometric sequence is a polynomial of degree 2 in k:
tk ¼ skðkþ 1Þ=2: ð13Þ
Thus Eq. (9) is modiﬁed to include this sequence (recalling t1 = s):
Nk ¼ Ik=I1 ¼ ðcosaÞk1exp½skðkþ 1Þ=2T1exp½s=T1 ð14Þ
¼ exp½flogeðcosaÞ  sðkþ 2Þ=ð2T1Þgðk 1Þ: ð15Þ
The functional form of Eq. (15) unlike Eq. (11) is not a simple expo-
nential decay in ks, because the ﬁrst exponent contains k2. This
characteristic feature allows the independent estimation of both
the values of T1 and a. How this comes about is shown next.
3.4. Determining T1 from the available data
The value of T1 can be estimated from data acquired using an RF
pulse sequence with ﬁxed time-intervals between sampling ﬂip
pulses by ﬁtting (nonlinear regression) a decaying exponential
function to them. One way of visualizing the ‘goodness’ of the ﬁt
is to plot loge(Nk) versus (k1). The result should be a line passing
through the origin with a slope of loge(cos a)  s/T1. This value is
constant for a given a, s, and T1; but the data do not contain sufﬁ-
cient information to independently solve for the values of each of
these. On the other hand since the value of s is chosen by the
experimentalist, if a is known, T1 can be calculated and vise versa;
but one of these values must be known before the other can be
estimated.
The fact that both a and T1 can be estimated independently of
one another via the new acquisition scheme and Eq. (12) is clariﬁed
by plotting the data as loge(Nk)/(k1) versus (k + 2). A linear rela-
tionship will be seen, with the ordinate intercept loge(cos a) and
slope s/(2 T1), thus resolving the two parameters. Only the value
of s is necessary to solve for T1 and of course this value is speciﬁed
in the experimental set-up while the estimate of the value of a is
statistically not correlated (mathematically independent) with
the value of s in the data-ﬁtting process. While the above approach
(plotting the data as a line) could be used to estimate a and T1,
unbiased estimates were obtained by using Eqs (11) and (14) with
a nonlinear ﬁtting algorithm (see below).
4. Results and discussion
Fig. 2a shows the normalized peak intensity Nk as a function of
time when the magnetization of hyperpolarized 13C-urea was sam-
pled at a regular time interval of 1 s. The series of resonance (peak)
intensities were ﬁtted closely by a decaying exponential function
yielding a rate constant of (23.9 ± 0.1)  103 s1, implying a T1 va-
lue of (41.7 ± 0.1) s (parameter uncertainty was estimated by non-
linear regression). However, according to Eq. (1), this estimate is
less than or equal to the true value of T1. Similarly, an upper bound
applies to the estimate of a; its magnitude was 6 12.5. Both these
limits are evident from the asymptotes in Fig. 2c that shows the
parametric curve described by Eq. (1).
The intrinsic T1 can be estimated by assuming that the pulse an-
gle is well known. From a conventional pulse-calibration proce-
dure a dependence of pulse angle on duration was found to be
3 ls1; however, from the nonlinear sampling spectra the angle
was estimated to be 4 ls1. The corrected T1 estimates, assuming
a = 3 and 4were T1 = (44.3 ± 0.1) s and (46.5 ± 0.1) s, respectively.
The inset in Fig. 2c shows the effect of assumed values of a on the
estimates of T1. Incorrectly estimating the pulse angle by even 0.5
can change the estimate of T1 by more than 10%.
A second experiment based on linear sampling was performed
with a repetition-time of 4.1 s. The total time of the experiment
as well as the number of RF pulses were the same as for the non-
linear sampling experiment. It was found that T1 ¼ ð45:6 0:4Þ s
and T1 = (46.3 ± 0.4) s and (46.9 ± 0.4) s for a = 3 and 4, respec-
tively. Based on the Eq. (1), T1 values must be smaller than the real
T1 (as a is nonzero); however, for small a values they will be of the
same order of magnitude and thus only a small correction to the T1
value is required.
Subsequently a sample of hyperpolarized 13C-urea was studied
by using the nonlinear RF pulse scheme speciﬁed by Eq. (12).
Fig. 3a and b show the value of Nk as a function of t and k (pulse
number), respectively. Close examination shows that the curve in
Fig. 3a is not a simple exponential decay, agreeing with the func-
tional form of Eq. (15) In addition, the data were described by a
straight line when loge(Nk)/(k1) was plotted versus (k + 2). Using
regression analysis in Mathematica it was estimated that
T1 = (44.9 ± 0.3) s and a = (4.0 ± 0.2) from three replicates.
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Fig. 2. 100.3 MHz 13C NMR signal intensity of hyperpolarized urea at 310 K was
sampled at regular time intervals (s = 1 s) and the data were analysed as follows. (a)
Normalized intensity Nk plotted as a function of time. A ﬁt is also shown of the solid
line using the value of T1 found by non-linear regression (see text), and Eq. (11). (b)
Plot of loge(Nk) versus (k1) shows the correct linear response as predicted by the
theory. A regression line, (solid line) gave T1 ¼ 41:7 0:1 s; however, this was
surmised to be smaller than the real T1 for urea (see text). (c) Relationship between
the possible values of T1 and a based on Eq. (1), and the estimate found in b above.
The dotted lines denote asymptotes including one horizontal: T1 = 41.7 s, and one
vertical: a = ± arccos(exp[s/T1]) = ± 12.5.
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The inversion recovery pulse sequence was used on a sample of
non-hyperpolarized 13C-urea in solution. The value of T1 was esti-
mated to be (44 ± 2) s. The measurement was performed overnight
and showed a typical magnitude of the standard deviation for such
an experiment of several hours duration. Thus, the value estimated
using the nonlinear pulse sequence was in close agreement with
that of the inversion recovery method that is regularly used in con-
ventional NMR usage. We ﬁnd that while a regularly timed ap-
proach also provided a T1 estimate that was close to that
obtained with the inversion recovery method, it required the value
of a to be accurately known; its adependence is shown in the in-
set of Fig. 2c.
Increasing the RF pulse angle with linear sampling decreased
the estimate of T1 as expected from the relation given in Eq. (1).
For a given pulse duration of 4 ls with sampling every 1.0 or
4.1 s, the apparent T1 was estimated to be (17.8 ± 0.2) s or
(33.4 ± 0.3) s, respectively. These apparent T1 values are signiﬁ-
cantly smaller than the T1 estimate made via inversion recovery;
this highlights the need to correct for the apparent relaxation-ef-
fect of the pulse sequence. Assuming a = 12 (based on pulse-cali-
bration) the corrected T1 estimates were T1 = (29.5 ± 0.7) s or
(40.7 ± 0.4) s, while assuming a = 16 gave T1 = (61 ± 3) s or
(49.2 ± 0.6) s. In general, large pulse angles led to poor T1 esti-
mates; this was largely due to the sensitivity of Eq. (1) to the value
of a, but also because of the rapid loss of hyperpolarization-signal.
As may be expected from Fig. 1 less-frequent sampling of magne-
tization, for the same pulse angle, gave an estimate of T1 that was
close to the real value. This outcome was simply because more
hyperpolarization was lost due to relaxation and less to the sam-
pling of the magnetization via the RF pulses.
Thus, the choice of the domain of pulse angles is of great impor-
tance for accurate estimates of T1; and this applied also to the non-
linear sampling scheme. While the important aspect of the new
method is the generation of a non-exponential signal attenuation
that allows the ﬁtting of both a and T1, larger pulse angles caused
the shape of the decay curve to become more like a pure exponen-
tial, losing its sigmoidal character. E.g., Fig. 4 shows the signal atten-
uation of hyperpolarized 13C-urea using the nonlinear sampling
method with pulse lengths of 1 ls and 4 ls. It is clear that for the
shorter RF pulse the sigmoidal shape was well deﬁned; but this
was not the case for the longer pulse length. In the latter case the de-
cay of the 13C-NMR signal was mostly driven by the sampling of the
magnetization and consequently there was limited information
about the value of T1 in the data. Thus, care must be taken to chose
a pulse angle in a domain of values that are small enough to avoid
the loss of sigmoidal shape but large enough to ensure sufﬁcient sig-
nal-to-noise ratio of the hyperpolarized 13C compound.
The theory described here pertains to single substances in iso-
lated spin systems. Chemical mixtures, including those found in
biology, can involve reactions in which the hyperpolarization state
is passed from one substance to another, so this new approach to
estimating T1 and a will not necessarily apply in its current simple
form; but it is clear that varying time intervals between the sam-
pling pulses will be required for kinetic analysis of evolving sys-
tems, and this is an exciting area for future studies.
5. Conclusions
We present a novel pulse-timing protocol for hyperpolarized
samples that is speciﬁed by a geometric sequence. It allows the
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Fig. 3. 100.3 MHz 13C NMR signal intensity of hyperpolarized urea at 310 K was
sampled at times speciﬁed by the geometric sequence given in Eq. (12) with
s = 0.2 s as follows. (a) Normalized intensity Nk plotted as a function of time. The
solid line was drawn using the values of T1 and a found by regression of the line
speciﬁed in c (below) and Eqs (9) and (13). (b) Nk plotted as a function of k. The solid
line was that obtained by regression of Eq. (15) onto the data using the values of T1
and a found in c. (c) Plot of loge(Nk)/(k1) versus (k + 2) and the linear ‘best’ ﬁt,
shown by the solid line. For this single experiment, nonlinear regression estimated
T1 = 45.2 ± 0.5 s and a = (3.8 ± 0.4).
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Fig. 4. 13C NMR signal intensity of hyperpolarized 13C urea at 310 K in spectra
acquired at times speciﬁed by the geometric sequence given in Eq. (12), with
s = 0.2 s and a pulse duration of 1 ls (red), and 4 ls (blue), corresponding to an
expected pulse angle of 4 and 16, respectively; but these values would be
subsequently estimated in the regression analysis. With the larger pulse duration
the signal attenuation was mostly driven by the sampling of the magnetization so
lost its sigmoidal character. The solid lines were ﬁts obtained by nonlinear
regression of Eq. (15) onto the data: thus the estimates were T1 = (45.2 ± 0.5) s and
a = (3.8 ± 0.4) for the spectral series with 1 ls RF pulses, while T1 = (86 ± 3) s and
a = (18.8 ± 0.1) for the spectral series with 4 ls RF pulses. The latter estimates of a
and T1 were, clearly, artifactually high as a result of the lack of ‘‘features’’ in the
decay curve. (For interpretation of the references to color in this ﬁgure legend, the
reader is referred to the web version of this article.)
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simultaneous estimation of both T1 and the RF pulse angle a. We
successfully applied the approach to hyperpolarized 13C-urea and
showed that by using the conventional regularly timed spectral
acquisition the estimate of T1 was smaller than the true value of
T1 and it was required to know the RF pulse angle accurately to cor-
rect for this reduction. On the other hand, the newly proposed var-
iably timed spectral acquisition achieved a T1 value (44.9 ± 0.3) s
(n = 3) that was within experimental error of that found using
the inversion recovery experiment (44 ± 2) s. The new approach
is no more computationally cumbersome than the conventional
one; and yet we posit that it should become the preferred method
for estimating the values of T1 of a wide range of hyperpolarizable
substances given that computational complexity is of diminishing
concern because of the ready availability of programs like MATLAB
and Mathematica.
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Chapter5
z -Spectra
5.1 Introduction
The aim of this work was to determine an efficient and reliable ‘fitting algorithm’ that
could estimate the values of the relaxation time constants (Rijs) of the spin states of
various rank and orders, and other experimental parameters that determine the shape
of z -spectra. Eliav et al. [2009] were the first to develop the mathematical model used
to describe the z -spectra of quadrupolar nuclei in stretched hydrogels; and an overview
of their model is presented in Sec. 5.1.1. Initial fitting of this model to experimental
z -spectra was achieved visually or by limiting the analysis to three or fewer parameters
[Eliav et al., 2009; Chapman et al., 2010], and these were possibly not always the optimal
fits.
Following on from this situation, I examined the use of Bayesian analysis and MCMC
sampling of parameter space (see Sec. 5.1.2) to estimate the values of model parameters
from sets of z -spectra acquired using various compositions of stretched hydrogels with
a range of quadrupolar ions. This new (in the context) approach was first applied to
the z -spectra from 7Li+ and 23Na+ ions in stretched hydrogels (Paper III; Sec. 5.2),
and it successfully estimated each of the relaxation rate constants that compared well
with independently determined estimates obtained by using multiple-quantum-filter pulse
sequences. Next, we re-examined the z -spectra of 7Li+ in stretched hydrogels in greater
depth than hitherto (Paper IV; Sec. 5.3). Finally, in Sec. 5.4, I present a 133Cs z -spectrum
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for which the ‘fitting’ was of significantly increased complexity due to the > 32 model
parameters.
5.1.1 Quantum mechanical description
The mathematical expressions that describe the z -spectra were based on the formation
of high-rank, high-order irreducible spherical tensors under conditions of steady-state RF
irradiation [Eliav et al., 2009; Chapman et al., 2010]. The tensors [Mueller, 2011; Sanc-
tuary, 1976] are denoted by Tl,p, where l and p are the rank and order of the irreducible
spherical tensor, respectively. These tensors form a mathematically convenient basis set1
to describe the spin states of the quadrupolar nuclei.
The density operator2, ρˆ, contains all the information about the spin system; and was
described by the Liouville-von-Neumann equation [Hore et al., 2000]:
dρˆ
dt
= −i[Hˆ, ρˆ] , (5.1)
where Hˆ is the Hamiltonian operator, i =
√−1, and [aˆ, bˆ] = aˆbˆ− bˆaˆ is the commutation
relation [Sakurai, 1994]. However, Eq. (5.1) is modified to include relaxation and becomes,
dρˆ
dt
= −i[Hˆ, ρˆ] + ˆˆR(ρˆ− ρˆeq) , (5.2)
where
ˆˆ
R is the Redfield relaxation superoperator3 that acts on ρˆ, and ρˆeq is the density
matrix at magnetisation equilibrium. The Hamiltonian [Eliav et al., 2009; Chapman et al.,
2010] for quadrupolar nuclei is dependent on the quantum spin number I (Sec. 2.1):
Hˆ = ω1Iˆx − ωQ
3
[3Iˆ2z − I(I + 1)] + δωIˆz , (5.3)
1For nuclei with spin I, l can take on integer values from 0 to 2I, and p can take on integer values
from -l to l, and thus there exist (2I + 1)2 irreducible spherical tensors for a complete basis set for the
spin states. T00 is the identity operator [Mueller, 2011; Sanctuary, 1976], and therefore was not included
in the basis set.
2The caret, ,ˆ is used to designate an operator [Sakurai, 1994].
3Superoperators are operators that act upon another operator rather than on a state, and are identified
by double carets.
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where ω1 is the magnitude in frequency units of the magnetic field of the RF irradiation,
ωQ is the residual quadrupolar coupling constant, δω is the frequency offset of the RF
irradiation, and Iˆx and Iˆz are the spin operators [Sakurai, 1994] in the x and z directions,
respectively.
The commutator in Eq. (5.2) can be represented as a superoperator called the Liou-
villian,
ˆˆ
L, that acts on ρˆ (i.e.,
ˆˆ
Lρˆ = [Hˆ, ρˆ]). Thus, Eq. (5.2) is rearranged to give
dρˆ
dt
=− i ˆˆLρˆ− ˆˆR (ρˆ− ρˆeq) , (5.4)
=−
(
i
ˆˆ
L+
ˆˆ
R
)[
ρˆ−
(
i
ˆˆ
L+
ˆˆ
R
)−1 ˆˆ
R ρˆeq
]
. (5.5)
The solution of Eq. (5.5) is an exponential decay, and the steady-state solution of ρˆ is:
ρˆss =
(
i
ˆˆ
L+
ˆˆ
R
)−1 ˆˆ
R ρˆeq . (5.6)
The steady-state spin density matrix, ρˆss, has elements that describe the distribution of
spin states, using the basis set of irreducible spherical tensors, Ti,j. The expected spin den-
sity of tensor Ti,j in the spin density matrix is calculated with the expression: 〈Ti,j|ρˆss|Ti,j〉
4. During the acquisition of z -spectra, we measure Mz, the z-component of the magneti-
sation vector, which is proportional to Iˆz and the expected spin density component of
spherical tensor T1,0 [Mueller, 2011; Sanctuary, 1976]. Thus, the value of 〈T1,0|ρˆss|T1,0〉,
or the (2,2) matrix entry in our representation of ρˆss, is related to the total signal intensity
of the NMR spectrum.
Thus, to calculate the z -spectrum, we first need to calculate ρˆss as a function of δω,
the offset frequency of the RF radiation. The calculation of ρˆss requires the calculation
of
ˆˆ
L and
ˆˆ
R [see Eq. (5.6)], and
ˆˆ
L depends on Hˆ, which includes the δω dependence and
the interaction energy between quadrupolar nuclei and the electric field gradient of the
stretched gels.
4This notation is known as Dirac ‘bra-ket’ notation [Sakurai, 1994].
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Both
ˆˆ
L and
ˆˆ
R are (2I + 1)2 × (2I + 1)2 matrices. The calculation of ˆˆL is as follows:
ˆˆ
Lij = 〈Oˆi| ˆˆL|Oˆj〉 = tr(OˆTi ˆˆLOˆj) , (5.7)
where Oˆi are basis tensor operators organised into a column vector, and
T denotes the
conjugate transpose. The choice of basis set (spherical tensors) becomes useful in describ-
ing relaxation, as
ˆˆ
R is represented as a purely diagonal matrix containing the relaxation
rate constants:
ˆˆ
Rij = 〈Oˆi| ˆˆR|Oˆj〉 = δijRi , (5.8)
where δij is the Dirac delta function that is equal to 1 if i = j, and is 0 otherwise. It
is assumed that the relaxation constant Rij is the same for Ti,j and Ti,−j, and therefore
there exist (I + 1)(2I + 1)5 unique parameters that characterise relaxation for nuclei with
spin I. The matrix i
ˆˆ
L+
ˆˆ
R for the 2H quadrupolar nucleus (I = 1) is shown in Table 5.1.
Computing the z -spectrum involved first inverting i
ˆˆ
L+
ˆˆ
R, which can be a slow process,
especially for high spin quadrupolar nuclei such as 133Cs (I = 7/2; 63 × 63 matrix), see
Sec. (5.4). Then, ρˆss is calculated using Eq. (5.6), and the (2,2) entry corresponding to
〈T1,0|ρˆss|T1,0〉 is extracted. This tensor is theoretically proportional to the total signal
intensity observed in the NMR spectrum as a function of the offset frequencies. As with
the experimental z -spectra, the model simulations were normalised to the total integral
of the spectrum obtained when the RF irradiation caused no peak suppression.
5.1.2 Approach to parameter estimation
Using the above theory, the total signal intensity from NMR spectra of quadrupolar
nuclei were calculated as a function of δω, the offset frequency of the RF radiation, and
a z -spectrum was formed. Experimental data were acquired for > 50 different offset
frequencies per z -spectrum, and when using a range of different RF irradiation power
values; this is reflected in the parameter ω1, the amplitude of the RF irradiation. Thus,
5R00 related to the identity matrix [Mueller, 2011; Sanctuary, 1976], T00, and was ignored, such that
we estimated (I + 1)(2I + 1)− 1 relaxation parameters.
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in addition to estimating the (I + 1)(2I + 1) relaxation rate constants, there were the ω1
values for each z -spectrum, and ωQ that characterises the quadrupolar coupling and is
related to the extent of gel stretching.
MCMC and Bayesian analysis were applied to the experimental data to estimate the
large set of parameter values listed above. It was assumed that experimental noise in the
z -spectra was Gaussian, and therefore a similar approach to Sec. 2.3.2 could be used. The
total signal intensity of data point j, Ij, was acquired at RF offset δωj; and we know the
model function, m(δω,θ), where θ is the set of parameter values represented in vector
form. Thus,
Ij = m(δωj,θ) + ej , (5.9)
where ej = N (0, σ2) is a random number drawn from a Gaussian distribution with mean
zero, and variance σ2. Therefore [see Sec. 2.3.2 for justification; Eqs (2.12)–(2.14)],
prob(ej|θ, I) = (2piσ2)−1/2 exp
(
− e
2
j
2σ2
)
(5.10)
= (2piσ2)−1/2 exp
(
− [Ij −m(δωj,θ)]
2
2σ2
)
, and (5.11)
prob(D|θ, I) = (2piσ2)−N/2 exp
(
−
∑N
j=1[Ij −m(δωj,θ)]2
2σ2
)
, (5.12)
where N is the number of data points across all the z -spectra.
The MCMC algorithm was then used to sample the probability distribution described
by Eq. (5.12). The MCMC method requires an initial-estimate parameter vector, θ0 (see
Sec. 2.3.3). Trial values of the relaxation rate constants (Rijs) were used to simulate z -
spectra, and these were compared to the experimental z -spectra. Parameter values that
gave the correct general envelope of the z -spectrum were used in θ0. The initial estimates
of ωQ and ω1 could be based on experimental z -spectra characteristics; ωQ is related
to the frequency difference between the split resonances in the z -spectra, and ω1 could
be calculated, based on the power attenuation used [Kuchel et al., 2011]. In addition to
providing θ0, a number of MCMC-related parameters were required; these determined the
flexibility and length of the Markov chain (see Sec. 2.3.3). These include M the number of
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chain iterations, σ the estimated noise of the data, and ∆θ, a vector of randomly drawn
Gaussian numbers, in which each parameter in vector θ has its own defined standard
deviation. The MCMC algorithm proceeds as follows:
(i) The value of prob(θ0) is calculated, and i (the current step number) was set to zero.
(ii) A trial vector, θtrial, is generated from θi−1, by the relation,
θtrial = θi−1 + ∆θ . (5.13)
(iii) The value of prob(θtrial) is then calculated.
(iv) A random number, r is generated from a uniform number generator, where r ∈ [0, 1].
(v) Then,
θi =
θtrial, for r ≤
prob(θtrial)
prob(θi−1)
(5.14)
θi−1, otherwise . (5.15)
(vi) Then, i is incremented by +1.
(vii) Steps (ii) – (vi) are repeated M − 1 more times.
(viii) The means and standard deviations of each parameter in θ are determined.
The values of σ and the standard deviations of ∆θ are chosen by using the following
two criteria: (1)
σ2 =
∑N
i=1 [Ij −m(δωj,θ0)]2
N
, (5.16)
and (2) the standard deviations of ∆θ were set to θ0/100, i.e., the trial step sizes have
a standard deviation of 1% of the initial guess values. This allows a first investigative
set of MCMC iterations in which the chain quickly approaches θ values that give higher
prob(θ) values than that of θ0. Then, the mean vector of θ is averaged across the chain
6
6First, a number of vectors in the beginning of the chain are removed, the so-called “burn-in”, where
the trial parameters are mostly accepted (≥ 90%) as the chain is yet to reach the maximum probability
location in parameter space (see Fig. 1 in Kuchel et al. [2011]; Paper III). Upon reaching a maxima, the
desirable acceptance rate of trial parameter vectors should be between 25 – 50%.
67
5.1. Introduction Chapter 5. z-Spectra
and used as the new θ0 vector for another set of MCMC iterations, with more iterations
than before, and using smaller step sizes (the standard deviations of ∆θ were θ0/1000).
This allows the chain to fully map out the probability distribution around its maximum.
Typically, this longer MCMC is used for greater than 10,000 iterations. From this chain of
values, the average and standard deviation of each parameter is extracted. The relaxation
time constants7 were then compared with experimental values obtained by using multiple-
quantum-filter pulse sequences (Papers III and IV).
7Our analysis involved estimating relaxation rate constants, however, we presented them as relaxation
time constants, i.e., Tij = 1/Rij .
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5.2 Paper III
Kuchel P. W., Naumann C., Puckeridge M., Chapman B. E.,
and Szekely D. (2011). Relaxation times of spin states of all
ranks and orders of quadrupolar nuclei estimated from NMR z -
spectra: Markov chain Monte Carlo analysis applied to 7Li+ and
23Na+ stretched hydrogels. J. Magn. Reson., 212: 40–46.
Contribution: I was primarily tasked with the fitting of values of parameters of the
z -spectra for 7Li+ and 23Na+. The idea of using MCMC in this context, and its imple-
mentation in Mathematica was done by me. The values of the relaxation rate constants
given in Table 1 under the column labelled “MCMC-fitted value” for 7Li+ were estimated
by me using the MCMC analysis. Experimental data were acquired by CN and BEC.
Using my code, PWK estimated the relaxation rate constants for 23Na+, given in Figure
3 and Table 2. PWK largely wrote the manuscript; and I generated Figures 1 and 2.
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a b s t r a c t
The NMR z-spectra of 7Li+ and 23Na+ in stretched hydrogels contain ﬁve minima, or critical values, with a
sharp ‘‘dagger’’ on the central dip. The mathematical representation of such z-spectra from spin-3/2
nuclei contains nine distinct (the total is 15 but there is redundancy of the ± order-numbers) relaxation
rate constants that are unique for each of the spin states, up to rank 3, order 3.
We present an approach to multiple-parameter-value estimation that exploits the high level of sepa-
rability of the effects of each of the relaxation rate constants on the features of the z-spectrum. The Mar-
kov chain Monte Carlo (MCMC) method is computationally demanding but it yielded statistically robust
estimates (low coefﬁcients of variation) of the parameter values. We describe the implementation of the
MCMC analysis (in the present context) and posit that it can obviate the need for using multiple-quantum
ﬁltered RF-pulse sequences to estimate all relaxation rate constants/times under experimentally favor-
able, but readily achievable, circumstances.
Crown Copyright  2011 Published by Elsevier Inc. All rights reserved.
1. Introduction
The NMR ‘z-spectrum’ is a variant of the outcome of the satura-
tion transfer experiment [1]: radio-frequency (RF) radiation is ap-
plied at frequency offsets across the whole NMR spectrum, and the
total spectral integral is graphed as a function of the off-set fre-
quency (e.g., [2]). For quadrupolar nuclei such as 2H in HOD
(spin-1; where D denotes deuterium) [2] and 23Na+ (spin-3/2) [3]
these nuclei in a hydrogel of gelatin or carrageenan, that is held
stretched [4,5], show spectra with well-resolved residual quadru-
polar couplings. The corresponding z-spectrum contains dips (min-
ima) at frequencies that do not all correspond to the main Zeeman
transitions of the simple pulse-and-acquire spectrum [2,3]. While
the primary focus of the present paper is on a method of spectral
analysis we also use the opportunity to present the z-spectrum
of another spin-3/2 nucleus, 7Li. These data were used to estimate
the values of relaxation rate constants of the various spin states of
both 7Li+ and 23Na+ in a way that appears to be novel (in the pres-
ent context).
Whereas single quantum spectra of 7Li and 23Na contain three
transitions in a 3:4:3 ratio, the z-spectra of 7Li+ and 23Na+ in
stretched gelatin gel have ﬁve minima, or critical values, with a
sharp ‘‘dagger’’ on the central dip. A mathematical representation
of such z-spectra arises from the solution of the Liouville–von-
Neumann equation that is modiﬁed by the addition of nuclear-
magnetic relaxation [2,3,6,7]. Using the irreducible spherical
tensor basis set [8,9], the form of the solution is a ratio of polyno-
mials of high degree (degree 6 for spin-1 [2] and 12 for spin-3/2
[3]) in the off-set frequency of the partially saturating radiation;
and the mathematical solution contains the nine relaxation rate
constants (the total is 15 but there is redundancy of the ± order-
numbers) that are unique for each of the spin states up to rank 3,
order 3 [3].
Conventionally, the values of the relaxation rate constants of a
spin-3/2 nucleus are estimated by using various multiple-
quantum-ﬁlter RF pulse sequences, to select particular spin states
and hence their relaxation time courses (e.g., [3]). Here, we address
the task of estimating all nine relaxation rate constants
(R1,0, R1,1, . . . , R3,3; where Rl,p is the relaxation rate-constant for
the tensor Tl,p) and the value of the residual quadruple coupling
constant, mQ, from a family of 3–10 z-spectra. Optimism that this
would be possible was based on the previous observation that
1090-7807/$ - see front matter Crown Copyright  2011 Published by Elsevier Inc. All rights reserved.
doi:10.1016/j.jmr.2011.06.006
Abbreviations: FID, free induction decay; MCMC, Markov chain Monte Carlo;
PGSE, pulsed ﬁeld gradient spin-echo; RF, radio frequency.
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the features of z-spectra of HOD in 2H NMR [2], and 23Na+ [3] are
almost separately ascribable to each of the respective spin states,
so that the values of the relaxation rate constants affect each fea-
ture in a distinct and almost unique way. This feature is akin to
shimming the magnetic ﬁeld of an NMR magnet with a set of ‘‘al-
most-orthogonal’’ magnetic ﬁeld-gradient coils. E.g., we have
shown that the central dagger in the z-spectrum is assignable to
T2,2 for I = 1 [2], and T3,3 for I = 3/2 [3], so in simulating the latter
data, increasing the value of R3,3 decreases the depth of the dagger
and nothing else in the z-spectrum; conversely, the values of no
other relaxation rate constants affect the depth of the dagger [3].
In our previous ﬁtting of z-spectra we used nonlinear regression
to estimate the values of the relaxation rate constants of the spher-
ical tensors, T1,0, T1,±1, . . . , T3,±3 pertinent to 23Na+ in a stretched
gelatin gel. The ﬁtting was only achieved in a practical time (sev-
eral minutes) by iterating the regression process through small sets
of the parameters (inMathematica using the Levenberg, Marquardt,
Morrison algorithm [10]) usually ‘ﬂoating’ three at a time. More
elaborate algorithms have recently been described to handle mul-
ti-parameter problems; and they perform well with the ﬁtting of
certain types of model [11]. However, a much more direct ap-
proach that has become feasible with the greatly improved speed
of laptop and desktop computers is the Markov chain Monte Carlo
(MCMC) algorithm. The insights for this type of work are provided
in the book by Jaynes [12] (completed posthumously by Bretthorst)
and described recently in series of three lucid papers [13–15].
The outcome from the statistical analysis was a consistent set of
estimates of the values of relaxation rate constants. Thus it may be
experimentally valuable to discover that a particular spin-state
with a special characteristic (e.g., large value) could be selected
to interpret the physical environment of a group of spin-bearing
ions or molecules. However, this aspect is not dealt with here as
we concentrate on data-analysis: e.g., see other references for the
use of long-lived states (that could ﬁrst be revealed by the present
method) for probing soft and hard material structures, by using
pulsed ﬁeld gradient spin-echo (PGSE) NMR spectroscopy [16,17].
2. Materials and methods
2.1. Theory of methods
The mathematical expression for a z-spectrum is derived by
solving the equations of motion of the density operator (the caret
denotes an operator) in Hilbert space as described previously
[2,3]. This is given by the Liouville–von-Neumann equation [6–9],
dq^
dt
¼ i½bH; q^ ð1Þ
where q^ is the density operator, and bH is the Hamiltonian. When
relaxation is included in the system of equations, Eq. (1) becomes:
dq^
dt
¼ i½bH; q^  ^^Rðq^ q^eqÞ ð2Þ
wherebbR is the Redﬁeld relaxation superoperator that acts on q^.
When the RF ﬁeld is applied continuously for sufﬁciently long
before acquiring the free induction decay (FID), the energy of the
spin system reaches a steady state in which energy input from
the RF ﬁeld is balanced by losses via relaxation to the ‘lattice’. Thus,
the derivative on the left-hand side of Eq. (2) becomes 0. By rear-
ranging this equation, we obtain the expression for the steady-
state density operator, ^^qss, which in the case of spin-3/2 nuclei is
a 15  15 matrix [3].
The matrix was programmed in Mathematica [10] and was in-
verted and multiplied by the column vector (0, R1,0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0)t, where t denotes the transpose of this row vec-
tor, to give the z-spectrum. This spectrum was normalized to the
largest value for subsequent plotting and comparison with other
such spectra. While an analytical expression can be obtained this
way, as was done for the 8  8 element matrix for HDO in 2H
NMR, using the function Inverse [2,3] in Mathematica [10], its size
and complexity for spin-3/2 made its evaluation best done
numerically.
2.2. NMR methods
2.2.1. Spectrometer and data processing
7Li and 23Na NMR spectra were recorded at 155.51 and
105.4 MHz, respectively on a Bruker DRX 400 spectrometer
(Bruker, Karlsruhe, Germany) with an Oxford Instruments (Oxford,
UK) 9.4 T, vertical, wide-bore magnet.
Gaussian–Lorentzian deconvolution (Bruker, TopSpin 2) or
manual integration were used, as relevant, to extract the relative
areas of resonances in 1-dimensional (1D) spectra.
2.2.2. Pulse sequences
2.2.2.1. z-Spectra. For the z-spectra a ‘saturation transfer’ RF pulse
sequence was used in which a period of low-power variable offset
irradiation was followed by a phase-cycled p/2 pulse, then the FID
was acquired. For 7L+ the selective partially saturating irradiation
was achieved with a pulse of 10.0 s (12.0 s for 100% D2O sample)
duration (ﬁve times the longest anticipated relaxation time)
using a power-attenuation of 69–87 dB from a standard Bruker
300W decoupling ampliﬁer. The value of the attenuation factor
was initially adjusted empirically to achieve full suppression of
the signal in the un-stretched state of the sample. The acquisition
time, aq, was 2 s; and the p/2 pulse duration, tp, was 15.8 ls giving
the Larmor frequency in the B1 ﬁeld, v1, derived from the formula
p/2 = c B1 tp = 2pv1 tp, of 15822.8 rad s1. The irradiation frequen-
cies were varied in small steps across the whole spectrum, from
high to low frequency of the centre, beginning and ending where
there was no apparent peak suppression. For the 23Na+ z-spectra
the procedure was the same but the RF-pulse conditions were as
described in [3], with tp = 19.5 ls for the i-carrageenan samples.
Following standard 1D processing all spectra were deconvoluted.
Each total integral was plotted as a fraction of that of the corre-
sponding non-irradiated spectrum; i.e., it was normalized to the
control spectrum.
2.2.2.2. Estimate of R2,0. This estimate was made using the Jeener-
Broekaert pulse sequence [18], as described in [3].
2.2.2.3. Estimates of R1,0 and R3,0. For these estimates a triple-quan-
tum ﬁlter was used after a conventional inversion recovery pulse
sequence, as described in [3]. The data were ﬁtted by nonlinear
regression analysis in Mathematica [10] to the function,
Signal ¼ Ases=T1;s  Af es=T1;f where the pre-exponential As denote
the amplitudes of the two components of the Signal (that is pro-
portional to magnetization), and the subscripts, s and f, denote
slow and fast, respectively.
2.2.2.4. Estimates of R1,1, R2,1 and R3,1 of the respective one-quantum
tensors. The relaxation times of the one-quantum irreducible
spherical tensors were estimated from data acquired with a quad-
rupolar-echo RF pulse sequence as described in [3] with phase cy-
cles as described by Halle and Furo [19], and Eliav and Navon [20].
Both sequences gave data that yielded, by nonlinear regression
using Mathematica [10], different values for the relaxation rate
constants for the centre peak and the two satellites.
2.2.2.5. Estimates of R2,2 and R3,2 of the, respective, double quantum
tensors. The pulse sequence employed a double-quantum ﬁlter
with a ﬂip angle of 109.5 (cos 109.5 = 1/3). There was no refo-
P.W. Kuchel et al. / Journal of Magnetic Resonance 212 (2011) 40–46 41
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cusing 180 pulse hence during the quadrupolar evolution time the
frequency offset was set to that of the centre peak of the 7Li+ triplet
[3].
This pulse sequence yielded a magnetization time course that
when ﬁtted by a single exponential yielded an estimate of R2,2
and R3,2.
2.2.2.6. Estimates of R3,3 of the triple-quantum tensor. The value of
R3,3 was estimated from data obtained with a triple-quantum-ﬁlter
pulse sequence [3,9].
2.3. Markov chain Monte Carlo algorithm
Fig. 1 shows the logic-ﬂow diagram for the MCMC algorithm; it
involved the use of a random number generator (hence the name
Monte Carlo) to incrementally increase or decrease the value of
each element of a vector of parameter values, evaluate the func-
tion, and subtract the outcome from the previous value, thus yield-
ing a ‘residual’. If the summed square of residuals was less than
that from the previous iteration, a secondary ‘probability ﬁlter’
caused the new vector to become the next or ‘new’ vector; if not
the ‘old’ vector was used in the next iteration. The process was iter-
ated a speciﬁed number of times, commonly 1000. It was possible
to follow graphically the progress of the minimization of the sum
of squares of the residuals, and to terminate the computation once
a plateau in parameter values was evident. It was also possible to
calculate the standard deviation of each parameter estimate using
the accumulated chain of vectors (hence the term Markov chain)
once the process had settled into a ‘plateau’ of function values, al-
beit with random ﬂuctuations around a mean value.
2.4. Materials
2.4.1. Gels
For the 7Li+ samples, gelatin (Gelita, Brisbane, QLD, grade 20N)
solution (63%w/v in1%D2O, 99%H2O; or 100%D2O) in its liquid state
(usually at 60–80 C) and containing 874 mM LiCl was drawn into a
silicone rubber tube (for 10-mmNMR tubes Silastic laboratory tub-
ing from Dow Corning Corporation) that was sealed with a plug at
one end, as previously described [2,3]. This tube was then inserted
into a glass pipe (10-mmo.d.) so thatwhen ‘setting’ occurred (at less
than 30 C) the gel could be stretched with the silicone tube, and
thus held extended by a thumb-screw that was positioned at the
upper end of the outer glass pipe [2,3]. For the 23Na+ samples in gel-
atin theprocedurewas the sameexcept the gelatin solution (30–50%
w/v in 100% D2O) contained 154 mMNaCl. For the 23Na+ samples in
carrageenan, the i-carrageenan C1138 was from Sigma–Aldrich (St.
Louis, MO) and contained 154 mM NaCl.
3. Results
3.1. 7Li+ spectra – H2O
Fig. 2 shows a family of 10 7Li NMR (155.51 MHz) z-spectra
acquired from LiCl in gelatin-gel constituted in H2O and set in a
silicone-rubber tube that was stretched to twice its original length
and held ﬁrmly in this state. From the top spectrum (orange) to the
bottom (red) the power was varied with an attenuation of the RF
ampliﬁer (300 W) of 69–85 dB corresponding to power factors
of (104) (3.5, 2.8, 2.2, 1.8, 1.4, 1.1, 0.89, 0.70, 0.56, 0.44). While
it might be expected that the values of m1 used would be able to
be calculated from the experimentally measured duration, tp, of a
p/2 pulse (p/2 = cB1tp = 2pv1tp and the attenuation factor is equal
to 10a/20 where a is the value of the attenuation in dB) it tran-
spired that the most satisfactory ﬁtting was achieved when these
values were ‘ﬂoated’ in the process; and the original calculated val-
ues of m1 were only used as starting values.
From Fig. 2 it was also seen that for the particular gelatin con-
centration used, and chosen extent of stretching, that the value of
the residual quadrupolar coupling constant, mQ, was close to
10.8 Hz. Again, the best ﬁts (lowest standard deviations) were ob-
tained when this was only used as a starting value that was appli-
cable to each z-spectrum and it was ﬂoated in the ﬁtting
procedure. Thus, the whole set of 10 z-spectra were ﬁtted simulta-
neously with the initial values being set for mQ, 10 different values
of m1, and the nine relaxation rate constants giving a total of 20
parameter values to be estimated.
The initial estimates of the relaxation rate constants deter-
mined as described in the Methods section are given in Table 1.
The values are all less by 2 orders of magnitude than the corre-
sponding values for 23Na+ [3]; in other words the relaxation times
of 7Li+ were in the neighborhood of 1 s as opposed to 1–10 ms for
23Na+. The values of the relaxation times estimated by the MCMC
method, and the various multiple-quantum ﬁlter experiments
were similar but the estimates of the standard deviations were less
with the new approach.
3.2. 7Li+ relaxation times – D2O
The values of the relaxation times of 7Li+ were estimated from a
gel constituted in D2O; these are the bottom numbers in each cell
in the second column of Table 1. The basis for differences from
those obtained in H2O is of relevance to an explanation of the
mechanism of relaxation of the various spin-states. However, it is
readily apparent that the pairs of values were all very similar ex-
cept for T1,0 and T3,0; on the other hand the relaxation times of
all three of the second rank tensors were the same within the
experimental error (overlap of mean values + or – two standard
deviations) and the values of T3,2 and T3,3 were almost identical.
3.3. 23Na+ spectra – previously reported data
Fig. 2 revealed systematic deviations of the lower three ﬁtted
curves from the experimental data but ﬁtting to the central dagger
was well captured by the algorithm. Based on the previous insights
from ‘visual’ ﬁtting of z-spectra [3] this was deemed to be impor-
tant as the depth of the dagger closely reﬂects the value of R3,3.
On the other hand the value estimated by the previous approach
was relatively low (last row of Table 1); and when this value was
used in z-spectral simulations it was readily seen to be erroneous.
In order to assess the veracity of this ﬁnding and to explore poten-
tial systematic errors in the MCMC approach we reanalyzed the
data from [3].
Column 2 in Table 2 lists the previous [3] estimates of the relax-
ation times of the various tensors; and Column 3 shows the values
that were estimates by ﬁtting iteratively in groups of three param-
eters using conventional nonlinear least-squares regression [3].
The top number in each cell of Column 4 shows the ﬁnal MCMC
ﬁt. The ﬁrst entries in Columns 1–3, row 1 are all similar implying
that the zero-order, longitudinal relaxation time was estimated
‘‘robustly’’ (similar values) by all three approaches and notably
by the MCMC method. The three estimates each of T2,0, and T2,1
were all similar and yet in the previous regression analysis [3]
the estimate of T3,2 was larger by a factor of two while with the
MCMC method it was less. The most notable difference between
the estimates made by using the multiple-quantum ﬁlter method
and nonlinear regression analysis of the z-spectra was the estimate
of T3,3. Since the value of T3,3 is the almost exclusive determinant of
the depth of the central dagger in the z-spectrum it was concluded
that the multiple-quantum ﬁlter method was in error; the larger
estimate was reconﬁrmed in the MCMC analysis, which returned
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a value close to (12.4 ms versus 15.0 ms) that from the nonlinear
regression analysis.
3.4. 23Na+ spectra-from i-carrageenan gel
Based on work with carrageenan gels with their high concentra-
tion of charged sulfate groups [21] but low overall gel concentra-
tion (as compared to gelatin gels) it was expected that the
relaxation times of the various tensors would differ from those
estimated from gelatin gels. Three 23Na+ NMR z-spectra obtained
from i-carrageenan gels are shown in Fig. 3. MCMC analysis was
performed on this small set and the very close ﬁt of the z-spectrum
function is evident, with special note of the central dagger. The
estimate of T3,3 was the largest of all the relaxation times, as was
the case for gelatin. Indeed it was higher than the value for gelatin,
as were T2,1, T2,2, T3,1, and T3,2. The only markedly lower value than
for gelatin was T1,1.
4. Discussion
4.1. MCMC performance
On searching for a global minimum when applying the MCMC
algorithm to z-spectral data it was essential to have initial
Initial parameter vector x0
Repeated loop n times?
Create a trial parameter vector
chosen by a random step:
x* = xk +  (0, σ 2)
Calculate the ratio, r =
q(x*)
q(xk)
whereq(x) = exp (datai − model i )
2
using model parameter values from x
Generate a random number p [0, 1]
If
p ≤ r
xk+1 = x*
Else
xk+1 = xk
Remove initial “burn in” phase
Mean and SD of each parameter
can be estimated from the chain values
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Fig. 1. Flow diagram of the MCMC algorithm. The input vector of initial estimates of the parameter values is denoted x0. The random number chosen from a normal
distribution is denotedN(0, r2) where r2 is the variance of a gaussian distribution, centred on 0; inMathematica [10] such random numbers are based on Rule 30 of a 3-unit
cellular automaton. The value of r is computed as indicated in the third box on the left and its value is tested against a ‘probability factor’ whose value is chosen empirically so
that 20% of the ‘new’ values of the vector x are used in the next iteration of the loop. An initial phase of the total number of iterations is called the ‘burn in’ phase and the
values of x before this phase are discarded, while the remainder are used to construct a histogram and to calculate the standard deviation of each of the elements of x.
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estimates that were within and order of magnitude of the ‘true’ va-
lue. For this reason preliminary multiple-quantum ﬁltered-based
estimates were valuable. Then a series of runs were performed
with a number of iterations around 1000 and a choice of increment
values that were 1/100 to 1/1000 the initial estimate of each
parameter value. Finally having observed that the parameter esti-
mates each approached a plateau value the set of estimates was
concluded to be at the local minimum of the multi-dimensional
parameter space. Re-running the algorithm using these values as
starting values led to estimates of standard deviations obtained
from the respective distribution of values around the mean that
approached zero. This is clearly incorrect: so to obtain an estimate
of the standard deviation of parameter estimates it was necessary
to increase the value of the decrement to 1/100th of the mean va-
lue. By doing this, random variations in the set of parameter values
causes all values to vary signiﬁcantly and thus ‘map out’ a large
neighborhood of the local minimum over the iteration time course;
thus over the ﬁtting trajectories all parameters take on a distribu-
tion of values from which a standard deviation can be estimated.
This process is tantamount to a ‘sensitivity analysis’ that is used
in studying the dependence of the output of a mathematical model
on the values of its parameters, say of a metabolic system whose
kinetics are described by an array of nonlinear differential equa-
tions [22].
The MCMCmethod of regression analysis led to objective ﬁtting
of families of z-spectra. Of particular note was the extent to which
the ﬁtting readily captured the details of the central dagger and
hence allowed the estimate of T3,3. This value was less reliably esti-
mated by using the approach with multiple-quantum ﬁltered
spectra.
4.2. Variations between types of hydrogel
The estimated values of the relaxation times of 23Na+ in i-carra-
geenan gels were in most cases higher than for gelatin. i-Carra-
geenan is a poly-sulfated carbohydrate polymer so it is likely
that the sulfate groups bind and thus sequester paramagnetic ions;
this decreases the rate of relaxation of various spin states that
would otherwise interact with paramagnetic ions. On the other
hand the value of T2,1, which is equivalent to the conventional T2,
was shorter. This can be ascribed to the rapid exchange of the
23Na+ ions on and off the sulfate groups [21]. A detailed analysis
of the mechanistic basis of the different relaxation times, however,
was not the focus of the present work and will be dealt with
elsewhere.
4.3. Systematic deviations in parameter estimates
The differences in mean values of relaxation rate constants esti-
mated by the standard approach and the MCMC method (Tables 1
and 2) begs an explanation. Possible errors in the theory, or their
application in computer programs, of the multiple-quantum ﬁlter
Fig. 2. 7Li NMR (155.51 MHz) z-spectra (steady-state irradiation envelopes;
normalized to the control spectrum) of 7Li+ in stretched (by a factor of 2) gelatin
gel. The family of 10 z-spectra were acquired with the partially saturating RF ﬁeld
delivered at the indicated offset frequencies and of the following power-attenuation
factors (see Section 2) (in dB), respectively: red 87; maroon 85; purple 83; violet 81;
blue 79; aquamarine 77; light green 75; dark green 73; yellow 71; and orange 69. A
saturation transfer RF sequence was used with an RF ﬂip angle of 90 invoked with a
pulse of 15.6 ls, a repetition time of 12.0 s, and with 8 transients per spectrum. A
line-broadening factor of 0.5 Hz was applied prior to Fourier transformation of the
FID. The sample was thermostatted in the NMR probe at 15 C. (For interpretation of
the references to colour in this ﬁgure legend, the reader is referred to the web
version of this article.)
Table 1
Relaxation times of the nine spin states of different rank and order that corresponded to the irreducible spherical tensors of 7Li+ in stretched gelatin gel in H2Oa and D2Ob. The
subscripts refer to the corresponding tensor. The relaxation times with a right-hand zero subscript are longitudinal relaxation times; those with 1 in this position are the
‘conventional’ R2 times (1/T2); while those with 2 or 3 in this position describe transverse relaxation of two- and three-quantum states, respectively.
Relaxation times Experimental value
(1/R; s)
Experiment type and
ﬁtting function
MCMC-ﬁtted value
(1/R; s)
T1,0 = 1/R1,0 3.03 ± 0.04a Biexponential ﬁt for T3,0, and T1,0 8.6 ± <0.01c
3.57 ± 0.12b
T1,1 = 1/R1,1 0.47 ± 0.02 Single exponential ﬁt; same value as T3,1 0.80
0.30 ± 0.02
T2,0 = 1/R2,0 1.02 ± 0.08 Jeener–Broekart and single exponential ﬁt 4.6
1.20 ± 0.09
T2,1 = 1/R2,1 0.62 ± 0.04 Single exponential ﬁt 0.43
0.61 ± 0.05
T2,2 = 1/R2,2 0.26 ± 0.03 dAverage of values for three peaks; could not ﬁt a biexponential;
should give two values, one each for T2,2 and T3,2
0.11
0.25 ± 0.04
T3,0 = 1/R3,0 0.59 ± 0.06 Biexponential ﬁt gives T3,0, and T1,0 3.0
0.86 ± 0.07
T3,1 = 1/R3,1 0.47 ± 0.02 Single exponential ﬁt; same value as T1,1 0.56
0.30 ± 0.02
T3,2 = 1/R3,2 0.26 ± 0.03 dSee above 0.11
0.25 ± 0.04
T3,3 = 1/R3,3 0.21 ± 0.03 Single exponential ﬁt 0.18
0.20 ± 0.02
a The upper number in each cell in this column is the value estimated with 7LiCl and gelatin dissolved in H2O.
b The lower number in each cell in this column is the value estimated with 7LiCl and gelatin dissolved in D2O.
c All standard deviations were less than 0.001.
44 P.W. Kuchel et al. / Journal of Magnetic Resonance 212 (2011) 40–46
Chapter 5. z-Spectra 5.2. Paper III: MCMC
75
approach, or the Liouvillian theory used here, appear to be unlikely
as several authors have independently performed simulations
using their own algorithms. So the most likely explanation is found
in the experimental set up. Obtaining hydrogel samples that give
reproducible NMR spectral responses demands careful attention
to the source of the gel and its batch number. This potential varia-
tion was eliminated in the present work by using replicate mea-
surements on the same batch of gel that gave results that were
the same within experimental error. This leaves two other sources
of discrepancy, namely the calibration of RF pulse durations with
nutation angle (or magnetization), and avoidance of the effect of
‘progressive saturation of magnetization’ when averaging FIDs. In
the present work the former was assiduously addressed. However,
the latter effect is the likely explanation for the differences in
parameter estimates that are shown especially in Table 1.
With the conventional inversion recovery RF pulse sequence,
that is used to estimate the value of T1, the failure to record the sig-
nal after a sufﬁciently long delay means that the signal is mistak-
enly taken to have plateauxed before the spin system has fully
relaxed. Therefore, when ﬁtting a rising exponential function to
the data the estimated relaxation rate constant is larger (‘faster’)
than the ‘true’ value. In other words the method underestimates
the value of T1.
When z-spectra are generated, RF irradiation is applied to the
sample for sufﬁciently long so that a true steady-state is set up be-
tween the energy input from the RF ﬁeld and that dissipated by the
spin-system to the surroundings (lattice). It is conventional prac-
tice when performing these experiments, and in fact for the mea-
surement of all relaxation times, to use inter-transient delays of
at least ﬁve times the longest relaxation time (usually T1). For
z-spectra the theory embodied by Eq. (2) assumes that the time
derivative of the density operator is zero, but if the system has
not reached a steady state before each FID is recorded then the
power delivered will be less than is calculated using the arguments
given in Section 2.2.2.1. The fact that it was not possible to obtain
‘reasonable’ MCMC ﬁts to the z-spectra in the present work, using
the calculated m1 values (but we used these as starting values in the
MCMC ﬁtting), is consistent with the system not having been in a
‘true’ steady state.
The intellectual challenge is to ascertain if this situation leads to
an under- or an over-estimate of the various relaxations times. We
posit that at least for T1,0 (1/R1,0) it is over estimated, in contrast to
the situation with the simple inversion recovery method. If a stea-
dy state of RF-input energy is not attained, then the effective value
of m1 will be less than calculated (Section 2.2.2.1). In Figs. 2 and 3
(and in the top right, inset of Fig. 1 in [3]) it is seen that increasing
the value of m1 increases the overall depth of the z-spectrum; in
other words the various features (minima) are ‘deepened’ as v1 is
increased. If the effective value of m1 is less than calculated then
the z-spectrum will be less deep than expected. On the other hand,
Table 2
Comparison of previous estimates reported in [3] (Columns 1–3), of the nine relaxation times that correspond to the irreducible spherical tensors of 23Na+ in stretched gelatin gel
in D2O, with the same data subjected to MCMC analysis (Column 4). The parameter names are the same as in Tables 1 and 2; and the new values estimated for 23Na+ in stretched
i-carrageenan gel (Column 5).
Column 1 Column 2 Column 3 Column 4 Column 5
Relaxation parameter Previous [1] experimental
estimate (1/R; ms) (gelatin)
Previous [1] piecewise regression
estimate (1/R; ms) (gelatin)
MCMC-ﬁtted estimate
(1/R; ms) (gelatin)
MCMC-ﬁtted estimate
(1/R; ms) (carrageenan)
T1,0 = 1/R1,0 11.2 ± 1.2 10.0 12.4 ± 0.001a 7.7 ± <0.001c
11.8 ± 1.0 10.6 ± 0.02b
T1,1 = 1/R1,1 8.0 ± 0.3 7.0 10.5 ± 0.2 2.3
9.4 ± 0.07
T2,0 = 1/R2,0 5.3 ± 1.0 5.0 5.6 ± 0.02 4.2
3.3 ± 0.11 4.9 ± 0.02
T2,1 = 1/R2,1 1.9 ± 0.1 3.5 2.05 ± 0.01 8.5
2.0 ± 0.004
T2,2 = 1/R2,2 2.1 ± 0.06 3.0 7.1 ± 0.06 11.9
6.9 ± 0.02
T3,0 = 1/R3,0 4.4 ± 0.5 4.0 7.7 ± 0.04 4.8
6.4 ± 0.02
T3,1 = 1/R3,1 8.3 ± 0.3 2.0 7.3 ± 0.05 11.9
6.3 ± 0.01
T3,2 = 1/R3,2 2.1 ± 0.06 5.0 1.1 ± 0.003 7.3
1.2 ± 0.01
T3,3 = 1/R3,3 7.7 ± 0.1 15.0 12.4 ± 0.1 19.1
8.3 ± 0.04
a The upper number in each cell in this column is the ﬁnal estimate after plateaux of trajectories of values in the 4000 iterations of the MCMC analysis with increments on
the Rl,p values of Rl,p/200, on the m1,i values of m1,i /500, and on mQ of mQ/1000.
b The lower number in each cell in this column is the estimate after 4000 iterations of the MCMC analysis with increments on the Rl,p values of Rl,p/500, on the m1,i values of
m1,i/500, and on mQ of mQ/1000. Plateaux were not achieved in the trajectories, for the three values m1,i, i = 1, . . . , 3, R3,2, and R3,3.
c In this column the data set (shown in Fig. 3) consisted of three z-spectra with different m1,i values, with increments on the Rl,p values of Rl,p/200, on the m1,i values of m1,i/
200, and on mQ of mQ/500. The standard deviations were all less than 0.001.
Fig. 3. 23Na NMR (105.4 MHz) z-spectra from 23Na+ in stretched i-carrageenan gel.
The three z-spectra were acquired with the partially saturating RF ﬁeld delivered at
the indicated offset frequencies and using the following power-attenuation factors
(see Section 2) (in dB), respectively: red 55; green 53; blue 51. A saturation transfer
RF pulse sequence was used with an RF ﬂip angle of 90 invoked with a pulse of
19.5 ls, a repetition time of 10.0 s, and with 8 transients per spectrum. A line-
broadening factor of 0.5 Hz was applied prior to Fourier transformation of the FID.
The sample was thermostatted in the NMR probe at 15 C. (For interpretation of the
references to colour in this ﬁgure legend, the reader is referred to the web version of
this article.)
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in the top left panel of Fig. 2 in [3], it is seen that for a given value
of m1, increasing the value of T1,0 (1/R1,0) deepens the z-spectrum.
Thus in a situation in which a true steady state does not exist be-
tween the energy input via the partially saturating RF ﬁeld and the
dissipation by the spin-system to the surroundings, the experi-
mental z-spectrum will only be able to be realistically simulated
(by using the theory), if a larger value (than is the ‘true’ one) is cho-
sen for T1,0 (1/R1,0). In other words, in a simulation, the lower effec-
tive m1 is compensated for by choosing (ﬁtting) a larger value of
T1,0.
Overall this means that a common error in the implementation
of the z-spectrum experiment, namely failing to apply the partially
saturating RF irradiation for sufﬁciently long, will lead to an over-
estimate of T1,0. The situation regarding the other relaxation times
is more complex to understand at an intuitive level, and this will
require future theoretical and experimental studies.
5. Conclusions
In conclusion, the MCMC approach to multiple parameter-value
estimation performed well with sets of z-spectra from both 7Li+
and 23Na+. These spin-3/2 nuclei with relaxation times in very dif-
ferent time scales (different by a factor of 100) nevertheless
yielded z-spectra that readily revealed a global minimum in multi-
dimensional (10 + the number of z-spectra) parameter space. The
apparent separability of the effects of the parameter values on
the features of the z-spectra meant that the MCMC algorithm per-
formed well in spite of the very large dimensionality of the param-
eter space. This property of z-spectra makes them a useful form of
spectral analysis for probing properties of materials than can be in-
ferred from the different relaxation times of tensors of different
ranks and orders; and MCMC analysis provides a systematic way
of estimating all relaxation times including those that report on
particular physico-chemical features of a sample (e.g., [23]) pro-
vided the caveats alluded to in Section 4.3 are heeded.
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NMR quadrupolar splitting in stretched hydrogels: developments
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Contribution: I improved upon the MCMC code used in Paper III, and re-examined the
z -spectra of 7Li+ in hydrogels of gelatin containing either H2O or D2O. Experimental data
were acquired solely by BEC, including the quantum-filtered estimates of the relaxation
time constants. The relaxation time constants given in Table 1, with the exception of
those in the experimental quantum filter column, were estimated by myself using my
MCMC code. The section headed with “Parameter values in the equation describing the
z -spectrum” was written by me, and I generated Figures 1 and 2. PWK composed the
manuscript.
80
7Li+ NMR quadrupolar splitting in stretched
hydrogels: developments in relaxation time
estimation from z-spectra
Max Puckeridge,a Bogdan E. Chapmana and Philip W. Kuchela,b*
ABSTRACT: 7Li NMR z-spectra were recorded from the cation constituted in gelatin gels that were held stretched. The system
has been studied previously, but we revisited the disparity that was noted between estimates of some of the relaxation
times of spin-states of various ranks and orders made using a global data-ﬁtting strategy and estimates made from data
acquired by using multiple-quantum-ﬁlter pulse sequences. The global data ﬁtting was performed with a probability
approach along with the Markov chain Monte Carlo (MCMC) method applied to z-spectra from 7Li+ dissolved in 1H2O using
more reﬁned experimental methods than hitherto. We also present a more extensive explanation of the MCMC method as it
applies in the present NMR context. We achieved much closer agreement between the estimates of relaxation times made
by using the two methods of analysis and attribute the previous discrepancies to spectral drift and z-spectrum asymmetry.
Copyright © 2012 John Wiley & Sons, Ltd.
Keywords: NMR; 7Li; gelatin gel; Markov chain Monte Carlo; residual quadrupolar coupling; stretched gel; z-spectrum
Introduction
When gelatin and carrageenan hydrogels are formed inside
silicone rubber tubing and then held stretched, guest molecules
and ions yield spectra that display dipolar and/or quadrupolar
splittings.[1–3] Irradiation of the sample at a sequence of offset
frequencies across the spectral domain and then plotting the
spectral integrals as a function of these frequencies generates
a so-called z-spectrum. z-Spectra of 7Li+ and 23Na+ in stretched
hydrogels show prominent shape changes with variations of
the power of the partially saturating radiofrequency (RF) ﬁeld.
It has been shown previously that the features of these z-spectra
of the spin-3/2 23Na+ nucleus[4] are separately attributable to
well-deﬁned combinations of the relaxation times of the 15 spin
states (described by nine irreducible spherical tensors) of the
nuclei. Thus, it was deemed likely that it would be possible to
estimate the values of all nine of the characteristic relaxation
times or their reciprocals the rate constants (R10, R11, . . ., R33;
where Rlp is the relaxation constant of the tensor Tlp; note the
use of plain type T for tensors and italics for the corresponding
relaxation time) from a family of z-spectra. Thus, we ﬁtted a
family of 10 z-spectra obtained with different partially saturating
RF ﬁelds and compared the estimates with those obtained via
various multiple-quantum-ﬁlter pulse sequences.
The latter comparison[5] was favourable for 23Na+, but for 7Li+ it
was necessary to ‘ﬂoat’ the magnitudes of the partially saturating
RF ﬁelds, and the residual quadrupolar coupling constant, to
obtain a ‘reasonable’ ﬁt to the family of z-spectra. In addition, it
was necessary to obtain reproducible results to shift (by a few Hz)
some of the z-spectra to align the sharp ‘dagger’ feature of the
central dip, before attempting the ﬁtting process. Estimates of
the values of the relaxation times, especially for the zero-order
states, did not agree well with those obtained from data acquired
with multiple-quantum-ﬁlter pulse sequences.
The previous z-spectra were acquired without using a ﬁeld-
frequency lock, so magnetic ﬁeld drift caused a shift of the
1D-spectra; consequently, the frequency of the partially saturating
RF ﬁeld was not necessarily at the expected spectral position. For
1-D 23Na+ spectra, the width-at-half-height of the central peak
was typically 35–40 and 90–100 Hz for the two satellite peaks,
with a peak separation of 450–600 Hz. For 7Li+ spectra, the peak
width-at-half-height was typically only 1–1.5 Hz for the central
peak, and 2–3 Hz for the outer two, with a peak separation of
20–26Hz. Hence, a drift of the underlying spectrum relative to the
frequency of the RF ﬁeld, of a few Hz, did not have an appreciable
effect on the z-spectra of 23Na+, but the drift had a serious effect
(as revealed here) on the shape of 7Li+ z-spectra if they were
recorded over several hours.
For this paper, we revisited the 7Li+ experiments, using a
ﬁeld-frequency lock while recording the spectra, and we reﬁned
the MCMC analysis, making it more formally rigorous. We found
improved accuracy in the estimates of the nine relaxation times
from the MCMC analysis of the z-spectra because the frequency
offset and power of the partially saturating RF ﬁeld, and the
residual quadrupolar coupling constant(s), were stable. This has
been a useful development for studies of the environments of
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(SBIC), Agency for Science Technology and Research (A*STAR), 11 Biopolis
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Abbreviations: FID, free induction decay; o.d., outside diameter; RF, radio-fre-
quency; MCMC, Markov chain Monte Carlo
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7Li+ ions around macromolecules and cells in biological systems
because the relaxation times of the different ranks and orders of
spin states variously report on the motional dynamics in such
heterogeneous systems.[6]
Materials and Methods
Gels
The hydrogel samples were prepared by dissolving 6.3 g of
gelatin (Gelita, Brisbane, Qld, grade 20N) in 10mL of 1H2O
containing 875mM LiCl. The heated gelatin solution in its liquid
state was drawn into a silicone rubber tube (Silastic laboratory
tubing, Dow Corning Corporation, Midland, MI, USA), with an
outside diameter (o.d.) that was suitable for insertion into a
5-mm o.d. glass tube, then sealed with a plug at one end as
previously described.[1] After the gel had set (by cooling to 4 C)
the silicone rubber tube was stretched to ~100% of the length of
the glass tube and held extended by a thumbscrew positioned
at the upper end of the glass tube. D2O was dispensed into the
space between the glass and silicone rubber tube to provide a
deuterium-based ﬁeld-frequency lock. The external D2O thus
formed a cylinder around the silicone rubber tube; although it
was suitable for ﬁeld-frequency locking, it was not suitable for
shimming the sample. To obtain the highest spectral resolution
by shimming, this was performed manually by reﬁning the proton
spectrum of 1H2O from the gel compartment. This process was
followed by maximising the amplitude and reﬁning the symmetrical
shape of the 7Li+ resonance.
NMR methods
7Li NMR spectra were recorded at 155.51MHz on a Bruker Avance
III 400MHz spectrometer (Bruker, Karlsruhe, Germany) with an
Oxford Instruments (Oxford, UK) 9.4 T vertical bore magnet.
Experiments were conducted with the sample temperature set
to 15 C to maintain the gels in a stable and reproducible elastic
state. A spectral width of 500Hz was used for each spectrum, and
the free induction decays (FIDs) were Fourier transformed into
spectra using 8192 data points, giving a digital resolution of
0.061Hz per point. The p/2 pulse duration was 25.5ms for 1H2O
using a ‘power setting’ of 4 dB (standard Bruker 300W decoupling
ampliﬁer). A relaxation delay of 20 s that was greater than 5  T1
was applied before each transient.
Pulse sequences
z-Spectra
For z-spectra, partially saturating RF pulses of 20 s duration were
applied at 105 different offset frequencies spaced symmetrically
about the central 7Li+ peak, extending to 150Hz on either side
of it. For each constituent spectrum, the 20-s RF pulse was
followed by a phase-cycled p/2 pulse and then acquisition of
the FID; a total of four transients were averaged per spectrum.
In all, 10 z-spectra were recorded at RF powers (the B1 ﬁeld)
achieved with attenuations of 66–84 dB and incremented by
2 dB between each z-spectrum. The amplitude (Hz) of the B1 ﬁeld
of the p/2 pulse [denoted by B1(Hz)90] was given by B1(Hz)90 = 1/
4PW90 where PW90 is the p/2 pulse width (duration); this gave
a value of 9804 Hz for the 1H2O gel. The amplitude n1 of the B1
ﬁeld was calculated by using the relationship 20 log10(n1/B1
(Hz)90) = (satdB-PW90dB) where satdB denotes the partially
saturating RF power expressed in dB, and PW90dB denotes
the power-attenuation factor used for the p/2 pulse, which, in
these experiments, was 4 dB. These calculations gave values of
the amplitude of the B1 ﬁeld of (7.79, 6.19, 4.91, 3.90, 3.10, 2.46,
1.96, 1.55, 1.23, and 0.98Hz). Each total integral of a spectrum
was plotted as a fraction of the integral of the corresponding
spectrum obtained without the B1 ﬁeld.
Estimates of T10 and T30
A triple quantum ﬁlter was applied after a conventional inversion
recovery pulse sequence.[7] The data were ﬁtted by non-linear
regression in Origin (OriginLab, Northampton, MA, USA) or TopSpin
(Bruker) to the bi-exponential function Integral =As exp(t/T1,s) - Af
exp(t/T1,f) where the pre-exponential A terms specify the
amplitude of the exponential component, and the subscripts s
and f denote slow and fast, respectively.
Estimate of T20
This measurement was made using the Jeener–Broekaert pulse
sequence.[8]
Estimates of T11, T21 and T31
Estimates of the relaxation times for the three ﬁrst-order spin
states were made using the quadrupolar echo pulse sequence
of Halle and Furo[9] and the sequences of Eliav and Navon[10]
incorporating double-quantum and triple-quantum ﬁlters.
Estimates of T22 and T32
The pulse sequence used a double-quantum ﬁlter with a ﬂip
angle of 109.5o for the refocusing pulse, to refocus the residual
quadrupolar interaction during the quadrupolar evolution time.[4]
The pulse sequence yielded similar magnetisation time courses
for each of the three peaks that were ﬁtted without systematic
errors by a single exponential function. Attempts to ﬁt a unique
parameter set in a bi-exponential function were unsuccessful,
so the estimates of T22 and T32 were concluded to be ‘effectively’
the same.
Estimate of T33
The value of T33 was estimated from spectra acquired with a
triple-quantum-ﬁlter pulse sequence.[7]
Parameter values in the equation describing the z-spectrum
We now describe the background to, and theoretical basis of,
estimating relaxation times from z-specta: The functional form
of a z-spectrum is dictated by the mathematical expression given
in, for example, Ref 1, but it is the values of the relaxation times,
RF irradiation power (amplitude of the B1 ﬁeld), and residual
quadrupolar coupling constant that determine the depth and
distinctness of the various troughs and spikes. The values of the
various parameters are usually unique for a given gel-sample,
its extent of stretching, and the nucleus under study. The
relaxation times for each nucleus reﬂect different molecular-scale
features like the structural anisotropy, viscosity, and electric ﬁeld
gradient tensor of a polymer or gel environment.[6]
The RF irradiation power (strictly the energy expressed in
frequency units) and residual quadrupolar coupling constant
are dictated by each experimental setup and are therefore
known. Thus, we set out to estimate only the relaxation times
(Tij = 1/Rij) for
7Li+ in stretched gels composed in 1H2O, from a
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series of z-spectra. Although the experimental methods and data
analysis for the 7Li+ z-spectra were the same as used previously,[5]
we take this opportunity to describe the analysis in greater detail.
Thus, we acquire a particular data set D 2{d1, d2, . . ., dN} of N
points, sampled at the discrete frequencies {n1, n2, . . ., nN}, and
we specify the model M by the function m(ni, θ), that depends
on both ni and the set of Tij values denoted by the vector θ. We
treat the model M with each separate vector θ as a ‘competing
model’, or ‘hypothesis’, which ‘explains’ the data set D, more or
less well. Thus, the challenge is to determine which of these
models best reproduces the experimental data and which is the
most ‘plausible’ (likely) of the models. The ‘probability of the
model’ with parameter set θ, given that the data are deemed to
be ‘true’, follows Bayes’ theorem:[11,12]
p θð jD;M; IÞ ¼ p θð jM; IÞp Dð jM;θ; IÞ=p D M; Ij Þ;ð (1)
where p(a, b|c, d) is the probability of a and b, given c and d. So
if I is the ‘prior’ information on the response of the system, then
p(θ |M, I) is the ‘prior probability’ of θ, before the data are
analysed, and p(D|M,θ, Ι) is the ‘likelihood’ of the data assuming
that the hypothesis is true or ‘correct’; and p(D|M, I) is operationally
a ‘normalisation factor’ that ensures that the probabilities over all
possible hypotheses add up to unity.
The ‘likelihood function’ generates a value that is the probability
of obtaining a particular data set from the system. In any real
experimental situation, the ‘model output’ invariably deviates from
the actual data, so the deviations are attributed to noise for the
model to be considered to be ‘true’. Thus, for a given model, there
exists a set of ‘errors’ (or deviations) that are associated with each
data point, and this is described by the equation ei = di – m(ni,θ).
Assuming these errors to be normally distributed, the probability
of a particular set of errors, given the model and a particular θ, is
described by the expression:
p Dð jM; θ; I Þ ¼ p e1; e2; . . . ; eNð jM; θ; IÞ
¼ 2psð ÞN=2 Σi Exp  di m ni;θð Þf g2= 2 s2
 h i
;
(2)
where s is effectively another ‘model parameter’ that determines
the expected magnitude of the noise.
The ‘prior probability’ p(θ |M, I) describes the state of knowl-
edge of the values of θ before the experiment is carried out
(e.g., other experimental evidence that restricts the domain of
values of a parameter). In the present work, the only prior
knowledge that was assumed about the values of each Tij was
that it would be real and positive. Thus, we treated the ‘priors’
as being independent of θ, such that all hypotheses containing
positive and real parameter values were deemed to be equally
probable in which cases p(θ |M, I) = constant. Hypotheses
with negative or zero parameter values were considered to be
impossible in which case p(θ |M, I) = 0.
The ‘normalisation factor’ p(D|M, I) was also assumed to be
constant, that is, independent of θ. Thus, it can be shown that
the ‘posterior probability’ p(θ |D, M, I) in Eqn (1) is proportional
to the likelihood function, given by Eqn (2) for positive-parameter
vectors, and zero otherwise (if any of the Tijs have a negative or
zero value). Given that we seek the characteristics of the posterior
probability distributions, such as the means and standard devia-
tions, a constant of proportionality makes no relative difference
to these properties.
Overall, the task of determining which hypothesis (the values
of θ that must be used in the model to best simulate the data)
is merely a matter of evaluating the ‘likelihood distribution’ given
by Eqn (2), which is a function of θ and s. Given the large number
of parameters in the mathematical expression for a z-spectrum
(nine Tijs), the task of evaluating all possible combinations of
parameter values is computationally taxing. Fortunately, the
Markov chain Monte Carlo (MCMC) method[13] is one that involves
sampling a series of probability distributions in a rapid and
relatively computationally non-demanding way.
The particular MCMC algorithm that we used incorporated
the Hasting-Metropolis MCMC ‘acceptance criterion’:[13–15]
speciﬁcally, the initial vector θ0 used in ‘the chain’ was taken
to have relaxation times with the same relative values as those
obtained experimentally for 23Na+ acquired by using an inver-
sion recovery pulse sequence. Speciﬁcally the T1 for
23Na+ in
H2O gel (Table 1 in the previous paper
[4]) was 10.2ms, whereas
that for 7Li+ was 2.8 s. Thus, the initial Tij values were those of
23Na+[4] scaled up by the ratio 2800/10.2 as given in Table 1.
The proposed distribution used to specify the next θ vector in
the ‘chain’ of iterations was a Gaussian centred on the previous
value, with a standard deviation of sstep. Initially, 15 000 iterations
were executed, beginning with θ0, with sstep = 10ms, and s= 6 
10-4 to provide a better (higher probability) initial estimate of θ
that was labelled θ *. Then, the main MCMC sequence of 50 000
iterations was begun with θ *, using sstep = θ
* /200 and s=3 
10-2. The value of s was chosen to be the standard deviation of
the estimated errors in the data using the model with θ*. The
computational evaluation of Eqn (2) for a single parameter set
θ required 3.4 s using Mathematica on an iMac computer with a
Table 1. Estimates of relaxation times made by ﬁtting z-spectra with the model and by using multiple-quantum-ﬁlter spectra obtained from 7Li+ in
stretched gelatin gel
Parameter Experimental quantum
ﬁlters (s)
Estimates from whole
z-spectrum (s)
Data with negative offsets
only (s)
Data with positive offsets
only (s)
MCMC starting
values (s)
T10 2.75 0.05 2.14 0.12 2.35 0.28 2.61 0.51 2.9
T20 1.04 0.06 1.10 0.08 1.36 0.18 1.26 0.30 0.9
T30 0.84 0.08 0.78 0.05 0.90 0.18 0.88 0.18 1.2
T11 0.45 0.03 0.30 0.02 0.43 0.07 0.28 0.05 2.2
T21 0.31 0.04 0.19 0.02 0.21 0.02 0.24 0.02 0.5
T31 0.45 0.03 0.22 0.02 0.31 0.06 0.29 0.11 1.6
T22 0.21 0.04 0.07 0.01 0.07 0.01 0.07 0.01 0.6
T32 0.21 0.04 0.71 0.29 0.92 0.26 0.54 0.18 0.6
T33 0.20 0.03 0.08 0.01 0.15 0.04 0.07 0.02 2.0
7Li+ NMR MCMC analysis of z-spectra
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3.06GHz Intel Core 2 Duo and 4GB random access memory
(RAM); ~24 h of computing time was required for 50 000 itera-
tions of the z-spectra data sets.
The ﬁrst 5000 iterations of the main sequence were discarded
(the so-called ‘burn in’ period), and then, the distributions of each
of the parameter values in θ were extracted from the ‘chain’.
From these distributions, the mean value and standard deviation
of each parameter were extracted (Table 1). The mean values
in most cases gave the ‘most probable’ parameter values to
represent the experimental data; that is, the distribution of each
parameter resembled a Gaussian function in which the mean
value was considered to be the value of ‘maximum probability’.
Therefore, using the mean values shown in Table 1, the model
output was graphed on the experimental data (Fig. 1).
Results
Stability of spectra
Ten 7Li NMR z-spectra were recorded in 24 h using an automated
experiment. 1-D spectra were recorded before and after each
z-spectrum. The frequency of the central 7Li+ peak moved by a
maximum of 0.1 Hz, and the splitting between the central and
outer peaks increased by ~0.15 Hz during this time. It was
observed that for a gel for which the ﬁeld-frequency lock was
not activated, the central peak drifted by 4Hz over 16 h. The
width-at-half-height of the central peak measured on the Fourier
transformed FID with no exponential line broadening was 1.04Hz,
whereas it was 1.75 Hz for the outer peaks. The separation
between the central and outer peaks was 26Hz. With the narrow
peaks and small residual quadrupolar coupling constants,
spectral shifts of the order of a few Hz during acquisition of
z-spectra could have had serious effects on the ﬁnal shape of
the z-spectrum. Using a D2O lock led to stable spectra and,
thus, obviated the possibility that the frequency of the partially
saturating RF radiation was not at the expected position in
the spectrum.
Relaxation times from multiple-quantum-ﬁltered spectra
There were close similarities between the estimates of all the
relaxation time for 7Li+ in 1H2O in the stretched gel (Table 1)
and those reported previously under similar experimental
conditions.[5] The two largest discrepancies were in T10 being
3.03 0.04 s (upper value with lowest SD, in the previous
Table 1) and 2.72 0.05 s in the present work and T21 that was
half the previous value, being 0.31 0.04 s. On the other hand,
the values of T20 and T30, and T11 (second value in the previous
data), T22, T31, T32, and T33 were remarkably similar.
Relaxation times from z-spectra
Figure 1A shows the family of 10 z-spectra obtained from 7Li+ in
stretched gelatin gel with a range of powers of the partially satu-
rating RF ﬁeld. The coloured lines were simulations made using
the mathematical expression for the spectra.[4] It was agreed that
by visual inspection alone, the ﬁt was ‘quite compelling’ and
certainly suggestive of close conformity of the simulations to
the experimental data. Figure 2B shows the result of reﬁnement
of the ﬁt by the MCMC method, and numerical values in the third
column of Table 1 are the ‘most probable’ (mean) estimates of
the nine relaxation times. In overview, the values are seen to be
all within the same order of magnitude of their counterparts in
column 1. The major disparity between the two sets of estimates
are in the relaxation times of the high-rank-high order spin states
T32, and T33 (Table 1, columns 2 and 3, last two rows). However,
inspection of Figs 1A and 1B (same data set) reveals a signiﬁcant
asymmetry in the data that are most noticeable in the lowest
(purple) points and ﬁtted curve; the trough on the low-frequency
side is deeper than that on the high-frequency side. This asymmetry
was not evident in the previous data sets (Fig. 2 in[5]) because the
data there had been symmetrised (averaged across the centre).
In addition, the ﬁtted curves in Figs 1A and 1B are displaced
systematically to high frequency on the high-frequency side of
the data set and to low frequency on the low-frequency side. This
was deemed to be statistically unsatisfactory, and it was surmised
to be the root cause of the different estimates made by using the
two NMR methods, and by symmetrising the data in the previous
work, a bias was introduced into the estimates of the relaxation
times. Therefore, the data to high frequency of the central
‘dagger’ and those to low frequency of it were ﬁtted separately
by the MCMC method. Figure 2 shows the results of this process.
The ﬁtted lines no longer displayed systematic deviation, except
for the red set (lowest power RF ﬁeld) at the top of the family of
data sets; but this systematic deviation was evident in all
attempts to ﬁt the family of z-spectra, so it did not form a discrim-
inating feature for judging the goodness of the overall ﬁt. On the
other hand, from previous work, it was known that the value
of T33 almost exclusively determines the depth of the central
‘dagger’, and T32 and T22 determine the depth of the
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Figure 1. z-Spectra of 7Li+ in 1H2O in stretched gelatin gel. The model
output is shown as the lines using Tij values estimated by the following:
(A) multiple-quantum-ﬁltered spectra; and (B) the probability analysis
sampled with the MCMC method.
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intermediate troughs (exactly half way between the central dip
and that corresponding to the satellites). Thus, systematic devia-
tion of the ﬁtted curve from the lower spectra was deemed to be
a feature demanding correction.
Fitting the data by the MCMC method in two groups, to high
and low frequency of the central ‘dagger’ obviously removed
the systematic deviation of the ﬁtted lines from the data (Fig. 2),
and the estimates of the relaxation times given in columns 4
and 5, respectively, showed much greater concordance with the
estimates in column 2 from the multiple-quantum ﬁlter data.
Discussion
Spectral stability
Because the NMR spectral lines from 7Li+ were so relatively sharp,
compared with 23Na+, the effect of magnetic ﬁeld drift and,
hence, imprecise localisation of the frequency of the partially
saturating RF irradiation, on the shape of the z-spectra was more
severe for 7Li+. Hence, the subsequent MCMC-based ﬁtting was
not of high ﬁdelity. In the present series, this ﬁeld drift was
remedied, and the resulting estimates were in much better
agreement (Table 1 columns 2 and 3) than in the previous case.[5]
Estimates made using multiple-quantum-ﬁlters
The estimates of the nine relaxation times (Table 1 column 2)
made by using the multiple-quantum ﬁlters were in close agree-
ment with values obtained on different samples but under the
same experimental conditions in previous work.[5] This reasserted
the ease of achieving reproducibility of a uniform nuclear
environment from a given batch of bovine gelatin, even when
stretched for many hours.
Markov chain Monte Carlo method and reﬁnements
The reﬁnement in the data analysis that most signiﬁcantly
brought the estimates of the relaxation times closer to those
obtained by conventional means was the separate ﬁtting of the
two halves of the data set. Because the depth of the intermediate
troughs in the z-spectra are very sensitive to the values of the re-
laxation times of the order-2 spherical tensors,[1,4] forcing the
data to be symmetrical distorts the relative depth of troughs
and spikes, thus inevitably yielding incorrect estimates of the
relaxation times.
The physical basis of the asymmetry of the z-spectrum data is
posited to be the frequency dependence of the relaxations
times across the wide resonance frequency domain of the
stretched-gel spectrum. Thus, on the high frequency side of the
spectrum, the transitions occur more rapidly. More rapid relaxation
leads to less suppression of the spectrum and, hence, a trough that
is less deep than on the other side of the z-spectrum. A quantita-
tive description of this effect will be the topic for further work,
but the immediate consequence of this observation is that the
z-spectrum data must be ﬁtted by using unsymmetrised data,
as was performed for Fig. 2.
Conclusions
Previously[5] using the z-spectra and the MCMC data-analysis,
the estimates of the relaxation times of the zero-order states
did not agree well with those made from the multiple-quantum
ﬁltered spectra. Using a ﬁeld-frequency lock eliminated the shift
(frequency drift) of the spectra during the 24-h experiment, and
this led to better agreement between the MCMC values and
those from the multiple-quantum ﬁltered spectra. However,
the major factor that brought about close agreement between
the two ﬁtting methods was to ﬁt separately each half of the
z-spectral data.
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Figure 2. z-Spectra of 7Li+ in 1H2O in stretched gelatin gel. The model
output is shown as the lines using Tij values estimated by the probability
analysis sampled with the MCMC method with separate Tij values for
positive and negative offsets.
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5.4. 133Cs+ z-spectra Chapter 5. z-Spectra
5.4 133Cs+ z -spectra
Figure 5.1 shows a z -spectrum acquired on 133Cs ions that were contained in stretched gels
of gelatin (800 mM CsCl; 63% gelatin dissolved in H2O). The mathematical model of Eliav
et al. [2009] was applied to 133Cs nuclei, which have spin I=7/2, to obtain the Liouvillian-
relaxation matrix (i
ˆˆ
L+
ˆˆ
R). I made this evaluation numerically, and inverted this matrix
to calculate the spin density matrix ρˆ according to Eq. (5.6). The spin density matrix is
a 63 × 63 matrix, and takes ∼7 s to evaluate the intensity using the mathematical model
for each data point8; using Mathematica on an iMac with 3.06 GHz Intel Core 2 Duo and
4 GB random access memory (RAM). As such the computational time of each MCMC
was ∼200 fold greater than that of the 23Na and 7Li z -spectra for the same number of
iterations. A preliminary fit to the data is shown by the solid line in Fig. 5.1, and it was
evident that there are 13 dips in the 133Cs z -spectrum. Future work will focus on writing
optimised computer code in a programming language such as C++.
8For comparison, the same core code was used on 7Li z -spectra in Paper IV, and it took 3.4 s to
compute hundreds of data points.
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Figure 5.1: 133Cs NMR (52.46 MHz) z -spectrum acquired of 133Cs+ in stretched (by
a factor of 1.75) gelatin gel (63% w/w). The spectrum was acquired with the partially
saturating RF field delivered at the indicated offset frequencies, and with a power attenu-
ation of 60 dB. The symbols represent the total signal intensity measured at the indicated
offset frequency, after the spectrum had been normalised to the total signal intensity of
the control (non-irradiated) spectrum. The solid lines indicate the preliminary fit using
the mathematical model and MCMC analysis. The experimental methods are described
in Sec. 2.1.4.
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Chapter6
Na+,K+-ATPase & Glycolysis Coupling
6.1 Introduction
In the following Chapter, I examine the coupling of NKA function to glycolytic energy
supply. The motivation of this work was to determine whether RBC glycolysis operated
at the theoretically maximum stoichiometry of 2 ATP molecules produced per molecule
of glucose, and whether the NKA operated at its maximum stoichiometry of 3 Na+ ions
transported per molecule of ATP. Thus, we sought to experimentally measure the ouabain1
sensitive Na+ influx and determine its rate relative to ouabain sensitive glucose consump-
tion by using NMR spectroscopy of RBC suspensions.
To assist in the analysis of the experimental results, we constructed a minimalist
mathematical model of the system and applied Bayesian analysis to estimate the model
parameter values. In turn, we revealed that the stoichiometry of Na+ ions transported
to glucose molecules consumed, varied in time during the experiment. The ratio was
found to be close to the maximum predicted value, i.e., between 1.0: 5.0 and 1.0: 6.0.
The significance of this finding is that it rules out inefficiencies in the generation and
consumption of ATP as a possible explanation for the unaccounted for 50% of ATP
turnover.
1Ouabain is the specific inhibitor of NKA
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6.2 Paper V
Puckeridge M., Chapman B. E., Conigrave A. D., Grieve S. M.,
Figtree G. A., and Kuchel P. W. (2013). Stoichiometric rela-
tionship between Na+ ions transported and glucose consumed
in human erythrocytes: Bayesian analysis of 23Na and 13C NMR
time course data. Biophys. J., 104: 1676–1684.
Contribution: This work was motivated by SMG, and initiated by PWK and BEC. The
experimental design was primarily done by PWK and BEC, but the reported experiments
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Consumed in Human Erythrocytes: Bayesian Analysis of 23Na and 13C NMR
Time Course Data
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ABSTRACT We examined the response of Naþ,Kþ-ATPase (NKA) to monensin, a Naþ ionophore, with and without ouabain,
an NKA inhibitor, in suspensions of human erythrocytes (red blood cells). A combination of 13C and 23Na NMR methods allowed
the recording of intra- and extracellular Naþ, and 13C-labeled glucose time courses. The net influx of Naþ and the consumption of
glucose were measured with and without NKA inhibited by ouabain. A Bayesian analysis was used to determine probability dis-
tributions of the parameter values of a minimalist mathematical model of the kinetics involved, and then used to infer the rates of
Naþ transported and glucose consumed. It was estimated that the numerical relationship between the number of Naþ ions trans-
ported by NKA per molecule of glucose consumed by a red blood cell was close to the ratio 6.0:1.0, agreeing with theoretical
prediction.
INTRODUCTION
Adenosine triphosphate (ATP) is the metabolic-energy cur-
rency in most cell types, and is hydrolyzed continually to
maintain cellular function and shape. The turnover of ATP
is of considerable interest, as it largely quantifies the energy
demand of the cell. For human erythrocytes (red blood cells,
RBCs), P-type ATPase pumps such as Naþ,Kþ-ATPase
(NKA), and Ca2þ-ATPase are the major consumers
(~40%) of ATP (1–3). These transmembrane proteins cata-
lyze the transfer of ions across the membrane, which in
turn maintains an electrochemical gradient that drives the
otherwise energetically unfavorable secondary active trans-
port of L-amino acids via Naþ-symporters (4) and contrib-
utes to regulating cell volume.
NKAwas the first ion pump to be discovered (5) and has
been the subject of many in-depth studies of its kinetic
mechanism (3,6–11). The reaction steps of the enzyme are
generally agreed to occur via the Albers-Post scheme
(3,6–11) that involves cycling between two conformations
in which either Naþ or Kþ are selectively bound on one
side of the plasma membrane or the other. NKA transports
three Naþ ions out of the cell for every two Kþ carried in,
hydrolyzing one ATP molecule in each turn of the reaction
cycle (6,9,12). Although this stoichiometry is the most
commonly reported, there are a number of less active ex-
change pathways, such as adenosine diphosphate (ADP)-
induced Naþ-Naþ and Kþ-Kþ exchange (7,13), and there
is some evidence that these pathways use little or no ATP
(13,14). In these modes, only a single net ion is transported
per ATP molecule (e.g., Naþ:Naþ transport entails three
Naþ ions transported out and two Naþ ions transported
in), and are therefore less efficient with respect to ATP
consumed per ion transported.
The steady-state concentration of ATP in RBCs is depen-
dent on its production via glycolysis and its hydrolysis via
ATPases (15–17), as well as its consumption in various
phosphotransfer reactions, and syntheses including that of
glutathione (18). Through glycolysis, each glucose mole-
cule phosphorylates a net of two ADP molecules into two
ATP molecules (19,20). However, there is variable/adjust-
able (depending on metabolic conditions) breaking of this
2:1 stoichiometric relationship because some of the
glucose-carbon flux occurs via the pentose phosphate
pathway (PPP) that loses one carbon atom as CO2 for
each pass through the shunt, and via the Rapoport-Lueber-
ing shunt (RLS) that bypasses the ADP phosphorylating
step at phosphoglycerate kinase (EC 2.7.2.3) (21,22). It
has been shown in our own work (23) that under physiolog-
ical conditions the flux through the RLS (2,3-bisphospho-
glycerate turnover) is 19% of the main glycolytic flux, and
that 10% of the carbon flux (glucose 6-phosphate turnover)
is via the PPP. Schematically, this is shown in Fig. S1 (in the
Supporting Material), and ultimately leads to, on average, a
1.57:1.00 stoichiometric ratio of ATPs phosphorylated per
glucose molecule under physiological conditions. Thus,
assuming NKA is entirely transported via Naþ: Kþ ex-
change, the theoretical stoichiometry of Naþ transported
to glucose consumed is expected under normal physiolog-
ical conditions to be 4.72:1.00.
In summary, there are three possible influences on the
stoichiometry:
1. Glucose-carbon flux via the PPP;
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2. The potential for increased flux via the RLS; and
3. Alternative activity of the NKA that entails Naþ: Naþ
and Kþ: Kþ exchange, which is less energy-efficient
(net transport of one ion per ATP hydrolyzed; however,
to date, direct measurement of this stoichiometric ratio
has not been reported.)
Further to this, despite our contemporary detailed under-
standing of the kinetics of human RBC glycolysis, the PPP
(and many enzyme-catalyzed reactions that are not directly
linked to glucose metabolism), and membrane transport pro-
cesses, ~50% of the ATP turnover in the human RBC is still
unaccounted for (22). To commence a detailed experimental
book-keeping of ATP turnover in the human RBC, and delve
further into the energy dependence and efficiency of NKA,
we set out to measure the rate of Naþ influx mediated by the
Naþ-ionophore, monensin (24); and to ascertain how this is
affected by inhibiting NKA with its specific inhibitor,
ouabain (3,8).
The amounts of intra- and extracellular Naþ were
quantified through the use of the 23Naþ shift-reagent
TmDOTP5 (thulium 1,4,7,10-tetraazacyclododecane-1,4,
7,10-tetrakis(methylenephosphonate)) that generates sepa-
rate intra- and extracellular Naþ resonances in a 23Na
NMR spectrum from a suspension of RBCs (25–28). The
consumption of glucose was followed using [1-13C]
D-glucose and 13C NMR. The experimental setup is summa-
rized by the scheme in Fig. 1.
Using models of Naþ influx and efflux, and glycolysis,
the rates of Naþ transport and glycolysis were estimated
for both experimental conditions, i.e., RBCs with monensin
in the presence, and in the absence, of ouabain. The addition
of monensin resulted in net Naþ influx, with the difference
between the rates in the presence and absence of ouabain be-
ing equal to NKA activity. Similarly, the inhibition of NKA
results in less ATP being consumed, and consequently less
glucose consumed. The difference in glycolytic rate in the
presence and absence of ouabain represented glucose that
was indirectly consumed by NKA, and thus allowed the
stoichiometry to be estimated.
The estimation of model-parameter values, Naþ fluxes,
glycolytic rates, stoichiometric ratios, and their uncer-
tainties were achieved using a Bayesian analysis. Bayesian
reasoning leads to quantifying the likelihood of multiple
given hypotheses (29–32), including subhypotheses such
as parameter values in a mathematical model (30,31). The
operational advantages of a Bayesian analysis, as opposed
to traditional statistics, are in its applicability to various
types of multiparameter problems and its ability to combine
evidence from multiple sources. In the case of parameter
estimation (30,31), a probability distribution of a parame-
ter’s value can be calculated from the data, and then proper-
ties of this distribution can be reported (e.g., mean, median,
maximum probability value, standard deviation (SD), and
confidence intervals).
In this work, time courses of Naþ and glucose were
modeled using the solution of a set of differential equations,
with parameter values that were either rate constants or
initial amounts of a given substance. Our Bayesian analysis
yielded probability distributions of the parameter values,
then using the corresponding distributions, we estimated
the fluxes of Naþ and glucose and thence the apparent stoi-
chiometric ratio. We found that the probability distribution
of the stoichiometric ratio varied as each time course pro-
ceeded; and the stoichiometric ratio of maximum probabil-
ity varied from between 1.0:5.0 and 1.0:6.0.
MATERIALS AND METHODS
Solutions and cell preparation
Isotonic thulium saline solution was prepared from 5 mM TmDOTP5
(Macrocyclics, Dallas, TX), with 5 mM thuliumIII chloride (Sigma-Aldrich,
St. Louis,MO), 12mM[1-13C] D-glucose (Aldrich,Milwaukee,WI), 20mM
HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) (ICN Bio-
medicals, Aurora, OH), 70% v/v D2O, and overall ionic concentrations of
5 mM Kþ, 154 mM Naþ, and 159 mM Cl. The solution was adjusted to
pH 7.4 and the osmolality was measured to be 298 mOsmol kg1 using a va-
por pressure osmometer (Wescor, South Logan, UT).
Human blood samples (~30–50 mL) were obtained from healthy
donors by venipuncture, transferred to centrifuge tubes containing
Na+ Na+-Tm(DOTP)5-
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FIGURE 1 Schematic diagram of the key pathways examined in the
RBCs. The cell phosphorylates ADP to ATP using free energy from glucose
via glycolysis. Under normal conditions and like those used in this work,
some (~10%) of the carbon flux is via the pentose phosphate pathway
(PPP). Because in this pathway one carbon atom is lost as CO2 per glucose
molecule, less ADP is phosphorylated per carbon atom than if the glucose
flowed directly into the glycolytic pathway. The Naþ,Kþ-ATPase (NKA)
hydrolyzes an ATP molecule to transport three Naþ ions outside and two
Kþ ions inside against their concentration gradients, resulting in low Naþ
and high Kþ intracellular concentrations relative to the extracellular con-
centrations. NKA is continually active and it offsets leakage of ions, which
occur across the membrane, driven by the concentration gradients. In our
experiment monensin, a Naþ ionophore was added to suspensions of
RBCs. This caused extracellular Naþ to be carried inside at a greater rate
than normal, thus perturbing the steady-state concentrations of Naþ and
Kþ. We recorded the amounts of Naþ in each compartment, and the total
amount of glucose, using NMR spectroscopy after the addition of monen-
sin, with and without ouabain, as the specific inhibitor of NKA.
TmDOTP5, a chemical shift reagent, was added to the RBC suspensions
to resolve intra- and extracellular 23Naþ in the 23Na NMR spectra (Fig. 2
A). To monitor the glucose concentration using 13C NMR, the cells were
suspended in a medium that contained [1-13C] D-glucose.
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heparin (60 mL, 1000 units mL1), and promptly centrifuged at 4C
for 10 min at 3000g. The plasma and buffy coat were removed by
aspiration and the RBCs were washed twice by centrifugation with
buffered saline (154 mM NaCl, 5 mM KCl, 20 mM HEPES, and pH 7.4)
and then once more with thulium saline solution. The RBC suspensions
were bubbled with carbon monoxide for 10 min to convert the hemoglobin
to the stable form of diamagnetic carbon monoxyhemoglobin. The
suspension was then adjusted to a hematocrit (Ht) of 0.70 and 3 mL was
added to a 10-mm (outer diameter) round-bottom glass NMR tube (Wilmad,
Buena, NJ).
Due to the number of samples and duration of experiments, the experi-
ments were done in batches over 2 days. Blood was collected and rinsed
at the beginning of each day, which led to some variance in initial solute
and ion concentrations. To estimate this variation, samples of supernatant
from the RBC suspensions were collected before adjusting the Ht to 0.7
and tested using a model No. 912 Chemistry Analyzer (Boehringer-Man-
nheim-Hitachi, Indianapolis, IN) to determine the total (labeled and unla-
beled) concentration of glucose. From the same supernatant sample, the
concentrations of Naþ and Kþ were determined using a model No. IL-
943 Flame Photometer (Instrumentation Laboratory, Milan, Italy). Thus
for the first day’s preparation, the supernatant was found to contain 8.58
5 0.02 mM glucose, 161.9 5 0.5 mM Naþ, and 5.46 5 0.01 mM Kþ.
For the second day’s preparation, the supernatant contained 8.78 5
0.03 mM glucose, 163.4 5 0.5 mM Naþ, and 5.29 5 0.01 mM Kþ. 13C
and 23Na NMR spectra were acquired of each supernatant sample and
used to calibrate peak area to mmol of glucose and Naþ in each sample,
respectively.
NMR spectroscopy
NMR spectra were recorded on an Avance III 400 MHz spectrometer
(Bruker, Karlsruhe, Germany) with a 9.4 T wide vertical-bore magnet
(Oxford Instruments, Oxford, UK). A 10-mm broadband probe was used
with the outer coil tuned to the resonance frequency of 1H, and the
inner coil tuned to 13C, 23Na, or 31P, as required. Broadband 1H
decoupling was not used as this additionally heats the sample. The probe
temperature was set to 37C for all experiments. Time courses were initi-
ated by direct addition of monensin (final concentration 60 nM). Ouabain
(final concentration 1 mM) was added 15 min before the beginning of the
time course, and incubated at 37C. The concentration of monensin was
chosen such that the Naþ influx would occur over a period of several
hours. At concentrations of 1 mM ouabain, NKAwas completely inhibited
(33,34).
13C NMR spectra were acquired at 100.61 MHz every 9.5 min over a 2 h
period, whereas 23Na NMR spectra were acquired at 105.84 MHz every
136 s over a period of 72 min.
31P NMR spectra were acquired once at the beginning and then at the end
of the 13C time course for each condition (i.e., with or without ouabain) at
161.98 MHz, over a period of 20 min.
RESULTS
Typical 13C and 23Na NMR spectra from the RBC samples
are shown in Fig. 2. The chemical shift separation between
the intra- and extracellular 23Naþ resonances (Fig. 2 A) was
achieved with the paramagnetic macrocyclic complex,
TmDOTP5, which was partitioned in the extracellular
solution. Fig. 2 B shows an example of a 13C NMR spectrum
of an RBC sample: it has four resonances corresponding to
[1-13C] D-glucose, two for each of the a- and b-anomers of
the molecule, as labeled on the figure. The combined peak
areas of all four peaks were used to quantify the amount
of labeled glucose present. The resonances of [1-13C]
L-lactate and 13CO2 were not resolved in any of the
13C
NMR spectra by 120 min.
Figs. 3 and 4 show the time dependencies of Naþ and
glucose concentrations after the addition of monensin,
with and without ouabain. Evidently, Naþ influx increased
and glucose consumption decreased when NKA was in-
hibited by ouabain. However, as Fig. S2 shows, there was
no apparent change in the amount of ATP over 2 h, regard-
less of the presence or absence of ouabain. This is a conse-
quence of ATP being regulated via glycolysis and the PPP,
such that demand and production are matched equally.
Thus, despite the reduction of ATP consumption, ATP levels
do not rise, but rather glucose consumption drops accord-
ingly, as shown in Fig. 4.
The stoichiometry of Naþ transported to glucose con-
sumed by NKA is given by the difference in the rate of
Naþ influx divided by the difference in the rate of glucose
consumption when ouabain is present and when it is absent.
If ATP amounts did change, this would not necessarily be
the case.
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FIGURE 2 23Na (105.84 MHz) and 13C (100.61 MHz) NMR spectra of a
suspension of RBCs (Ht ¼ 0.70) containing 5 mM TmDOTP5, 20 mM
HEPES, 5 mM Kþ, 70% D2O v/v, ~160 mM Na
þ, and ~8 mM [1-13C]
D-glucose, incubated at 37C. (A) 23Na NMR spectrum showing separate
intra- and extracellular Naþ resonances in the presence of TmDOTP5.
(Inset) Progressive 23Na NMR spectra after the addition of monensin at
t ¼ 0, with the central time of acquisition of each spectrum indicated on
the figure. (B) 13C NMR spectrum showing four resonances of [1-13C]
D-glucose (two for each anomer, a and b, of glucose; the splitting is due
to J-coupling to the attached H atom). (Inset) Spectrum zoomed in on the
glucose resonances. (Red solid line) Cumulative integral over its frequency
range. (Dashed red line) Designated baseline. There were no observable
resonances for [1-13C] L-lactate of 13CO2 in any of the
13C time-course
spectra.
Biophysical Journal 104(8) 1676–1684
1678 Puckeridge et al.
Chapter 6. Na+,K+-ATPase & Glycolysis Coupling 6.2. Paper V: Na+,K+-ATPase
93
MODEL AND ANALYSIS
Model overview
The mathematical model used to represent the experimental
system (Figs. 3 and 4) was most conveniently described by
time-dependent variations in mole amounts rather than con-
centrations, because NMR intensity is proportional to the
number of nuclei in the sensitive volume of the sample.
Furthermore, due to the influx of Naþ and the ensuing
changes to osmolarity, the cell volume could not be assumed
to remain constant. Therefore, unlike many other NMR
studies, signal intensity was not strictly proportional to con-
centration in a given compartment over the duration of data
acquisition.
The mathematical models used to predict Naþ and
glucose NMR time courses can be described in terms of dif-
ferential equations. For Naþ, we considered the intra- and
extracellular water to be in the two compartments between
which Naþ exchanges, according to the amount of Naþ in
each and a unitary rate constant. The simplest model is
d
dt

neðtÞ
niðtÞ

¼
knf þknr
þknf knr

neðtÞ
niðtÞ

; (1)
where ni(t) and ne(t) are the molar amounts of intra- and
extracellular Naþ in the sample, respectively, and knf and
knr are the forward and reverse rate constants (where
‘‘forward’’ refers to influx), respectively, and t is the time
after the addition of monensin. To solve the differential
equations, initial conditions, in the form of initial amounts
of intra- and extracellular Naþ are required, i.e., ni0 and
ne0. The mathematical solutions (see Eqs. S1–S8 in the Sup-
porting Material) for ne(t) and ni(t) are straightforward to
obtain, given the linearity of the differential equations (35).
Glucose was assumed to reside within a single com-
partment. This is justified by its very rapid facilitated trans-
membrane exchange via GLUT1 (36), resulting in its
concentration being equalized across the membrane on
less than a 10-s timescale (37). We modeled the conversion
of glucose into lactate via glycolysis, the PPP, and the RLS,
using a single-step irreversible reaction that proceeds at a
constant rate and that depends only on the energy demands
in the RBC. This is a realistic model as hexokinase (EC
2.7.1.1) is the main site of flux-regulation in the human
RBC. Hence the overall glycolytic flux in response to
glucose concentration is well described by a Michaelis-
Menten expression with an apparent Km of 24 mM (23),
and when the glucose concentration exceeds this value by
more than fivefold the metabolic flux is virtually at the
maximal velocity. In other words, it is independent of the
glucose concentration. As ADP concentration is not
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FIGURE 3 Triplicate time courses of the mole amounts of Naþ outside
and inside human RBCs in suspensions, based on the 23Na NMR spectra
acquired after the addition of monensin (final concentration 60 nM,
t ¼ 0 min) either without (A) or with (B) the addition of ouabain (final con-
centration 1 mM, t ¼ 15 min), incubated at 37C. Mole amounts (mmol)
were estimated on the basis of the peak areas of the relevant NMR reso-
nances for Naþ (as shown in Fig. 2 A), and calibrated against a standard
(see Materials and Methods). (Solid lines) Model output (Eq. 1) using the
maximum-probability parameter values given in Table 1.
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FIGURE 4 Triplicate time courses of the mole amounts of glucose in
suspensions of human RBCs based on the 13C NMR spectra acquired after
the addition of monensin (final concentration 60 nM, t ¼ 0 min) either
without (A) or with (B) the addition of ouabain (final concentration
1 mM, t ¼ 15 min), incubated at 37C. Molecular amounts (mmol)
were estimated on the basis of the peak areas of the relevant NMR reso-
nances for glucose (as shown in Fig. 2 B), and calibrated against a standard
(see Materials and Methods). (Solid lines) Model output (Eq. 1) using the
maximum-probability parameter values given in Table 2. (Insets) Progres-
sive 13C NMR spectra after the addition of monensin with and without
ouabain as contained in their respective figures, with the central time of
acquisition of each spectrum indicated on the figure.
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explicitly represented in this model we specified that
glucose flux has different prescribed values of kg; this ac-
counts for the different glucose consumption rates in the
presence or absence of ouabain. In other words, we modeled
the glucose-amount time courses using
gðtÞ ¼ g0  kgt; (2)
where t is time, and g0 is the initial amount of glucose in the
sample.
Overview of data analysis
The computational challenge was to estimate the eight
parameter values (ne0, ni0, knf, knr, g0, kg, and the spectral-
noise variances sNa and sC) in the mathematical model
that was used to describe the data in Figs. 3 and 4. For
this we did not apply the frequently used nonlinear regres-
sion analysis, but the more advanced and statistically infor-
mative Bayesian analysis.
A brief overview of how we applied this analysis is given
here whereas the mathematical details are given in the
Appendices. The data analysis was carried out using a pro-
gram written in Mathematica (Wolfram Research, Cham-
paign, IL) and it is placed in the Supporting Material.
Bayes theorem (29–32) states that the probability of a
hypothesis (or parameter values in a model of a real system)
being true must be weighted by prior information/knowl-
edge, plus that of the new information provided by experi-
mental data. The prior knowledge in this case was that the
rate constants and the initial concentrations of reactants
were positive and nonzero. In addition, an impression of
the relative magnitudes of the values exists, e.g., initial
mole amounts (g0, ne0, and ni0) lie in the range 10–150
mmol; rate constants (knf, knr, and kg) lie in the range
0–3 h1; and variances in estimates of amounts of Naþ
and glucose based on noise in 23Na and 13C NMR spectra
(sNa and sC) are<10% of the estimate ~0–3 mmol. The vec-
tor that describes the list of parameters is
q ¼ ne0; ni0; knf ; knr; g0; kg; sNa; sC
and it was used in the theory given in the Appendices.
Tables 1 and 2 contain the results of the data analysis
including estimates of the SDs of the most likely parameter
values. The latter values are central to the subsequent calcu-
lation of the stoichiometric ratio Naþ-transported:glucose
consumed, and an expression of confidence that can be
placed in the estimates.
DISCUSSION
Using our particular Bayesian analysis, it was possible to
assign probability distributions to the parameter values of
the mathematical model (Eqs. 1 and 2) that were used to
explain the experimental data (Figs. 3 and 4). From the
parameter-value distributions, those values that gave maxi-
mal probabilities and their SDs were estimated (see Tables
1 and 2). The best estimates of the values of the rate constant
(in terms of maximizing the posterior probability) differed
significantly for RBCs in the presence and absence of
ouabain. E.g., the reverse (forward being the direction of
influx) rate constant knr for Na
þ was reduced. However, the
forward rate constant knf was relatively unchanged. This
was predicted because when NKA is inhibited the efflux
rate is reduced but influx remains essentially unaltered.
The rate of glucose consumption, denoted by kg in Eq. 2,
was decreased in the presence of ouabain (Table 2).
Assuming a 1.57:1.00 stoichiometry of ATP generated to
glucose consumed, then these values indicate a turnover of
(38 5 1)  103 ATP molecules cell1 s1 in the absence
of ouabain and (25 5 2)  103 ATP molecules cell1 s1
in its presence (1 mmol (L RBC)1 h1 ¼ 14.4  103
molecules cell1 s1). This revealed that the ouabain-sensi-
tive ATP consumption was ~34% of the total ATP produced
in the glucose-metabolizing cell when only monensin was
present.
Our mathematical model, although simplistic, matched
the data closely when using the maximal probability
TABLE 1 Parameter value estimates of the model of NaD
membrane exchange (Eq. 1) based on their Bayesian
probability distributions
Parameter Monensin Monensin þ ouabain
ne0
(1) 135.85 0.3 mmol 133.75 0.2 mmol
ne0
(2) 134.45 0.3 mmol 131.65 0.2 mmol
ne0
(3) 141.55 0.3 mmol 139.35 0.3 mmol
ni0
(1) 12.65 0.3 mmol 15.25 0.2 mmol
ni0
(2) 13.55 0.3 mmol 18.75 0.2 mmol
ni0
(3) 9.15 0.3 mmol 12.25 0.2 mmol
knf 0.465 0.01 h
1 0.505 0.01 h1
knr 0.265 0.02 h
1 0.085 0.01 h1
sNa 0.805 0.04 mmol 0.695 0.04 mmol
The parameter values shown were those that gave the maximum posterior
probability 5 SD as calculated by effective marginalization (31,38) of
the other parameter values (Eq. 8). The superscript numbers 1, 2, and 3 refer
to the particular three experimental data sets.
TABLE 2 Estimates of parameter values for the model of
glucose consumption (Eq. 2) based on their Bayesian
probability distributions
Parameter Monensin Monensin þ ouabain
g0
(1) 19.45 0.2 mmol 17.95 0.2 mmol
g0
(2) 18.35 0.2 mmol 15.55 0.2 mmol
g0
(3) 17.15 0.2 mmol 15.95 0.2 mmol
kg 1.705 0.06 mmol
(L RBC)1 h1
1.095 0.07 mmol
(L RBC)1 h1
sC 0.435 0.05 mmol 0.475 0.06 mmol
The parameter values shown were those that gave the maximum posterior
probability 5 SD as calculated by effective marginalization (31,38) of
the other parameter values (Eq. 8). The superscript numbers 1, 2, and 3 refer
to the particular three experimental data sets.
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parameter values (Figs. 3 and 4). A model with greater
complexity, and therefore more parameters may have
achieved an even closer fit. Conformity of the simulated
time courses with a much more complicated model
(15–17) was apparent, but using such a model for data anal-
ysis in this work would have meant the inclusion of
numerous hidden-parameter values. Furthermore, the
advantage of this model (in the particular experimental
context) is that it allowed the rate of Naþ influx and glucose
consumption to be described with relatively simple mathe-
matical expressions.
Using Eq. 9, it was possible to obtain probability distribu-
tions of the value of the fluxes of Naþ in the presence and
absence of ouabain (Fig. 5). Unlike model parameter values,
the values of the Naþ fluxes varied as a function of experi-
ment time. The net Naþ influx gradually decreased after the
addition of monensin and ouabain (Fig. 3). This trend is also
shown in Fig. 5 A, as the probability distribution of the value
of the net influx shifted, giving the maximum likelihood to a
lower flux value. The decline in net influx was likely to have
occurred as ion concentrations approached their new steady-
state value. The probability distribution of the rates of NKA
is shown in Fig. 5 B; the value was mostly constant over the
acquisition time, after a slight initial increase. It is possible
that this increase occurred in response to the influx of Naþ
due to the added monensin. The later decline in NKA activ-
ity may have been in response to the gradual decline in net
Naþ influx, shown in Fig. 5 A.
Last, we calculated the probability distribution of the
effective stoichiometry, i.e., the difference in rate of Naþ
influx divided by the difference in rate of glucose consump-
tion. The analytical expression for this distribution was
found (Eq. 14), and then evaluated. As with the rates of
Naþ flux, the distribution of the value of the stoichiometry
shifted as a function of the experiment time (Fig. 6).
Initially, at t ¼ 0 min, the maximum probability ratio was
~5.1:1.0; however, as seen in Fig. 6 A the distribution was
broad and did not convincingly rule out the possibility of
lower or higher values. After 60 min, however, the position
of the ratio with maximum probability increased (Fig. 6 A)
to ~6.0:1.0 and was narrower. Fig. 6 B shows the confidence
intervals of the probability distributions of values over the
whole 120 min of experiment time. It was found that the
probability of the stoichiometry being >~4.0:1.0 was
>95% and >~5.0:1.0 was >50% for the whole experiment.
Thus it is very unlikely that glycolysis was less than
optimally coupled to NKA, as indicated by the maximum
probability value being 6.0:1.0 for the majority of the time
in the experiment. It is possible that some relative increase
of glycolysis activity to that of the PPP was occurring,
thus explaining the initial rise in stoichiometry. Alterna-
tively, this may be a consequence of the larger uncertainty
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(taken from the difference in panel A) using a Bayesian analysis of the
experimental time-course data (Figs. 3 and 4). (In each figure, the solid
line indicates the position of maximum probability of the distribution of
parameter values, whereas the shaded region denotes two SDs about this
value and contains ~95% of the probability density.) Assuming an RBC vol-
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as described by Eq. 14. The values of a0(t), b0, s0(t), and sb were estimated
from the probability distributions of NKA activity (Fig. 5 B) and ouabain-
sensitive glycolytic rate (Table 2). (A) The change in the distribution of
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cated by the key, is shown. (B) Distribution of the values of the stoichiom-
etry ratio over the full duration of experiment is shown (solid red line
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darker the shade between the contours, the greater is the probability.)
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of the stoichiometry at the beginning and end of the time
course (due to fewer data points to extrapolate about);
indeed, they appear to be the only times at which the stoichi-
ometry was not at ~6.0:1.0.
CONCLUSIONS
Bayesian analysis allowed the estimation of the range of
model parameter values that were compatible with the
experimental data (Tables 1 and 2). Importantly, it delivered
the probability distributions of other parameter values that
were derived from the primary set of parameters. We
showed this for the estimates of absolute values of Naþ
influx and efflux, their differences (NKA activity), and the
main target parameter as the stoichiometry of the ouabain-
sensitive Naþ influx with respect to the rate of ouabain-
sensitive glucose metabolism (Figs. 5 and 6).
The stoichiometry lay between 5.0 and 6.0:1.0 with a
probability of 95%; this was close to the initial prediction
(based on previous less-direct studies) of 4.72:1.00. Our
finding indicates that the coupling of glycolysis to NKA
activity is tight and close to optimal, and the interactions
between NKA and glycolysis are not the basis of futile
cycling of ATP in the human RBC. Tantalizingly, the sink
for ~50% of the ATP generated in RBCs remains
undiscovered.
APPENDIX I: BAYESIAN PROBABILITY
Bayes theorem (29–32) posits that the probability of a hypothesis being
true must be weighted by prior knowledge of the system plus that of
the new information (the experimental data). As noted in the main
text, prior information on each of the elements in the model-parameter
vector
q ¼ ne0; ni0; knf ; knr; g0; kg; sNa; sC
was known. Quite commonly this information is described by a uniform
distribution, i.e., prob(qjI)¼ constant for the parameter values in q and their
priors I within the specified ranges and zero outside them.
The likelihood distribution, representing the experimental data, D,
embedded with Gaussian noise, s, is described in Refs. 29–32 as
probðDjq; IÞ ¼ 2ps2N=2 expSðqÞð2s2Þ

; (3)
where
SðqÞ ¼
XN
i¼ 1
½mðq; xiÞ  yi2 (4)
is the sum of squares and is purely determined by the model parameters, q;
the mathematical model that describes the output,m(q,xi); and the data, di¼
{xi, yi}, consisting of N data points.
The posterior distribution, i.e., p(q) ¼ prob(qjD,I), is the product of
the prior uniform distribution [prob(qjD,I)], the likelihood distribution
[prob(D jq,I)], and a normalization constant (29–32). In a Bayesian
analysis, it is often more convenient to deal with the log-probability
(30,31), thus:
LðqÞ ¼ loge½pðqÞ ¼ constant

N
2

loge

2ps2
 SðqÞð2s2Þ:
(5)
Note that the derivatives of L with respect to q are independent of the
value of this constant (log of the product of the prior and normalization
constants), and therefore it has no influence in determining the position
of local maxima or the moments of the distribution. Therefore, it can be
ignored when estimating parameter values. However, this constant is an
important factor when comparing multiple mathematical models that are
used to describe the same data (30,31,38), but this was deemed to be irrel-
evant to this study.
Many algorithms exist that can maximize a function by changing
the values of model parameters. In such a way, it was possible to
locate q0, the parameter values that gave the maximum probabilities of
p(q) and L(q). Furthermore, it has been shown that when p(q) closely
resembles a multivariate Gaussian distribution it can be approximated by
(30,31,38)
pðqÞf exp
"
ðq q0ÞTVVLðq0Þðq q0Þ
2
#
; (6)
where VVL(q0) is the Hessian matrix of L evaluated at q0, i.e., a symmetric
MM matrix of second derivatives, whose ijth element is v2L/(vqivqj).
Using this approximation, the covariance matrix—which characterizes
the orientation and shape of a multivariate Gaussian distribution—is related
to the Hessian matrix of L (30,31,38):
Lij ¼
ðqi  q0iÞqj  q0j	 ¼ ½VVLðq0Þ1ij : (7)
The diagonal terms of the covariance matrix,Lii, are the expected variances
for qi after marginalizing the other parameters qj for which js i. Thus, the
marginal probability distribution for each parameter value follows
probðqijD; IÞ ¼ ð2pLiiÞ1=2 exp
"
ðqi  q0iÞ2
ð2LiiÞ
#
: (8)
In the figures presented here (Figs. 4 and 5), we show the range of

q0i  2L1=2ii ; q0i þ 2L1=2ii

;
of which ~95% of the probability distribution is contained (again, assuming
the distribution to be Gaussian). In Tables 1 and 2 we present the parameter
estimates in the form q0i5L
1=2
ii .
APPENDIX II: ESTIMATION OF RATES AND
STOICHIOMETRY USING THE PROBABILITY
DISTRIBUTION OF PARAMETER VALUES
Once the posterior probability distribution was evaluated, the parameter
values that gave the maxima and the covariance matrix were readily deter-
mined (Tables 1 and 2). It was then possible to obtain a probability distri-
bution of the rates of net Naþ influx, and unidirectional (tracer) influx and
efflux.
In general, if we sought the probability distribution of j, a quantity or
parameter not included in the model, and if we knew its mathematical
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function of the original model parameters, f(q), then the distribution of j
would follow (29–31)
probðjÞ ¼
X
q
probðjjqÞ  probðqÞ: (9)
The sum in Eq. 9 for this situation should be replaced by an integral,
as q and j are continuous variables. Furthermore, the prob(jjq) term is
unity if f(q)¼ j and zero otherwise, thus it can be replaced by a Dirac delta
function, d,
probðjÞ ¼
Z
q
d½j f ðqÞprobðqÞdq: (10)
In practice, this integral may be difficult to evaluate depending on the
complexity of f(q). A brute force method of numerically integrating across
all parameter values can be used; however, it may take considerable compu-
tational time, especially when there are a large number of model parameters.
The approach we used was to transform one of the original model pa-
rameters into j. E.g., in the case of Naþ efflux, the transformation
i0/j exp

knr þ knf

t

knr
was applied to L(q) (see the Supporting Material for more details). Thus, as
j was a function of t, the probability distribution of its value changed with
time. The new probability distribution was thus solved for each step in time,
and had the same local maximum with all q0 values and the same probabil-
ity value, p, before the transformation, except for the replaced parameter
which had the value j0 ¼ f(q0). In general, depending on the mathematical
transformation, the distribution of j may be skewed about the maximum.
In the case of the Naþ influx, efflux, and net influx, their distribution of
values were close to Gaussian. Thus, the corresponding Hessian matrices
were evaluated, and Eq. 8 was then used to estimate the marginal distribu-
tions of their values (see Fig. S2 and Fig. 5 A) as functions of time. Then,
using Eq. 9 again, the distributions of the difference in rate between the two
time courses (i.e., with and without ouabain) were estimated (Fig. 5 B).
Last, we estimated the effective stoichiometry between net Naþ flux and
glucose consumption rate; this had a skewed probability distribution and
therefore a different approach had to be used when integrating Eq. 9.
Assuming the rate differences of glucose consumption and Naþ influx
had Gaussian probability distributions, and the function of the stoichiom-
etry is r ¼ a/b, then
probðrjtÞ ¼
ZZ
d
h
r  a
b
i
probðajtÞprobðbÞda db (11)
f
ZZ
d
h
r  a
b
i
exp
 
½a a0ðtÞ2
2saðtÞ2
  ½b b02½2s2b
!
da db (12)
f
Z
exp
 
½rb a0ðtÞ2
2saðtÞ2
  ½b b02½2s2b
!
db (13)
¼ 2psaðtÞ2 þ r2s2b1=2 exp
 
½rb0  a0ðtÞ2
2saðtÞ2 þ 2r2s2b

!
; (14)
where a is the ouabain-sensitive Naþ influx, which changed with time and
thus its probability distribution, prob(ajt), did as well (Fig. 5 B); b is the dif-
ference in glycolytic rate, which is considered constant with time in our
model; a0(t) and b0 are their respective maximal probability values; and
sa(t) and sa are their respective SDs. The probability distribution of r
is asymmetric because of the [sa(t)
2 þ r2sb2] term in the exponential of
Eq. 14. This distribution was multiplied by a uniform prior for the stoichi-
ometry ratio, such that ratios less than 1 or greater than 6 gave a probability
of zero. Then, the distribution was normalized by dividing it by its integral
over the range r ˛ [1,6], whereas the resulting distribution was plotted in
Fig. 6. Details of theMathematica program that achieve these computations
are given in the Supporting Material.
SUPPORTING MATERIAL
Eight equations and three figures are available at http://www.biophysj.org/
biophysj/supplemental/S0006-3495(13)00327-5.
All computer codewas written inMathematica, and a copy of these files can
be obtained from either M.P. or P.W.K.
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Supporting Material
S1 Solution of differential equations describ-
ing Na+ time courses
The general solution to Eq. (1) is
ni(t) =
knrni0(1− exp[−(knf + knr)t]) + ne0(knf exp[−(knf + knr)t] + knr)
knf + knr
,
(S1)
and
ne(t) =
knfne0(1− exp[−(knf + knr)t]) + ni0(knr exp[−(knf + knr)t] + knf )
knf + knr
.
(S2)
The rates of influx and eﬄux, and net rate are given by:
rinf (t) = ne0knf exp[−(knf + knr)t] , (S3)
reff (t) = ni0knr exp[−(knf + knr)t] , (S4)
and
rnet(t) = (ne0knf − ni0knr) exp[−(knf + knr)t] . (S5)
The transformations used to estimate these rates were the following:
ne0 → rinf/knf exp[(knf + knr)t] , (S6)
ni0 → reff/knr exp[(knf + knr)t] , (S7)
and
ne0 → (rnet exp[(knf + knr)t] + ni0knr)/knf , (S8)
respectively.
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S2 Flux pathway weightings in the human
RBC
3 Glc
 -3 ATP
 2 F6P + GAP + 3 CO2
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Figure S1: Schematic diagram of the relative fluxes (under physiological
conditions) of adenosine triphosphate (ATP) generation [phosphorylation
of adenosine diphosphate (ADP); +] and its dephosphorylation (-) during
the key steps of glycolysis, the pentose phosphate pathway (PPP) and the
Rapoport-Luebering Shunt (RLS). Through the PPP, 1 carbon atom per
glucose molecule is lost as a CO2 molecule, and thus for every 3 molecules
of glucose (Glc) only 5 molecules of glyceraldehyde 3-phosphate (GAP) are
produced instead of the 6 made via glycolysis. Then, GAP is converted to
lacate (Lac) over a number of steps, and passing via either phosphoglycerate
kinase (PGK) or the (RLS), which unlike (PGK) does not generate ATP. The
net result is that less ATP is generated per glucose molecule via the RLS and
PPP, than glycolysis which passes via PGK. Taking into account the relative
physiological fluxes, on average a net of ∼1.57 ATPs are phosphorylated per
glucose. F6P denotes fructose 6-phosphate, a glycolytic intermediate.
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S3 Stability of ATP concentration in human
RBCs
10 5 0 -5 -10 -15 -20
Chemical Shift (ppm)
R
el
at
iv
e 
In
te
ns
ity Before time course2 h Monensin
2 h Monensin & ouabain
ATP
2,3-BPG
2P3P
α
β
γ
Figure S2: 31P NMR spectra (161.98 MHz) from a suspension of human
RBCs (Ht = 0.70) containing 5 mM TmDOTP5−, 20 mM HEPES, 5 mM
K+, 70% D2O v/v, ∼160 mM Na+, and ∼8 mM [1-13C] d-glucose incubated
at 37◦C. The spectra were acquired either before or after a time course with
conditions indicated by the key. The dashed horizontal line indicates the
baseline at which the Fourier transformed intensity was designated to be
zero. The α, β, and γ refer to the phosphorous atoms of ATP.
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S4 Distribution of parameter values in the
model describing the data from the ex-
perimental system
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Figure S3: Probability distributions of the estimated (A) Na+ influx and (B)
eﬄux, with and without ouabain, as indicated by the key. Bayesian analysis
of the experimental time course data (Figs 3 and 4) was used to determine the
position of maximum probability (solid line) of the distribution of parameter
values. The shaded region represents two standard deviations about this
value and contains ∼95% of the probability density.
4
6.2. Paper V: supporting material Chapter 6. Na+,K+-ATPase & Glycolysis Coupling
104
Chapter7
Cell Membrane Flickering
7.1 Introduction
This Chapter presents our studies on CMF in RBCs. Recent evidence had suggested that
CMF in RBCs may be ATP dependent [Betz et al., 2009; Boss et al., 2012; Gov and
Safran, 2005; Levin and Korenstein, 1991; Tuvia et al., 1997], and thus may be partially
or solely driven by an ATPase. Potentially, some of the 50% missing ATP turnover could
be accounted for by such a process. Thus, we investigated the origins of CMF and sought
to discover the extent and influence of various effectors on it.
To achieve this, we: (i) developed a mathematical description of membrane fluctu-
ations (Paper VI); and (ii) analysed experimental DIC recordings of CMF in RBCs in
the presence of various effectors using this model (Paper VII). We determined that CMF
is unlikely to be directly driven by ATP hydrolysis, but rather the cytoskeleton, whose
state of association with the membrane is regulated by protein kinases and protein phos-
phatases, plays a significant role in RBC deformability, which if lacking may suppress
CMF.
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7.2 Paper VI
Puckeridge M., and Kuchel P. W. (2013). Membrane flickering
of the human erythrocyte: described by a constrained random
walk. Biophys. J., in preparation.
Contribution: This work was motivated by earlier work done by Szekely et al. [2009].
The new modelling approach of using a constrained random walk, and its links to the
collision-and-spring model were my own ideas. I also developed the Bayesian analysis, and
derived all the mathematical expressions. The manuscript was drafted by me, including
all the figures. PWK revised the manuscript for submission.
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Membrane Flickering of the Human Erythrocyte:
Described by a Constrained Random Walk
Max Puckeridge, and Philip W. Kuchel
School of Molecular Bioscience, G08, University of Sydney, Sydney, NSW 2006, Australia
Abstract
The involvement of adenosine triphosphate (ATP) in erythrocyte (red blood cell; RBC)
membrane flickering is of particular interest, as ATP turnover in the cell as a whole is not
yet fully accounted for. We sought the origins of flickering by deriving a mathematical
model of it, based upon the idea of thermally driven collisions of small molecules with
the membrane that responds like an over-dampened spring. The model gave simulated
responses that were similar to a constrained random walk (CRW) and displayed the same
frequency-spectral characteristics of membrane displacement as those recorded from RBCs
with differential interference contrast (DIC) light microscopy. Bayesian analysis was used
as the basis for parameter estimation from the experimental data. The analysis was used
in the accompanying article in which we explored the response of membrane flickering
to various effector molecules and physical-chemical conditions. These gave results that
implied only an indirect involvement of ATP in membrane flickering.
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Introduction
The low frequency (0.2–30 Hz) undulations [Browicz, 1890; Cabot, 1901; Krol et al., 1990]
of the human erythrocyte (red blood cell; RBC) membrane, also known as membrane
flickering, continue to attract interest because of their possible energy requirements [Betz
et al., 2009; Boss et al., 2012; Gov and Safran, 2005; Levin and Korenstein, 1991; Park
et al., 2010; Tuvia et al., 1997] and consumption of adenosine triphosphate (ATP). Cell
flexibility and mobility that are vital to the function of the RBC, and all other cell types,
are likely to be at least indirectly dependent on ATP. We aimed to construct a new
mathematical description of flickering that would serve in the analysis of our recently
acquired differential interference contrast (DIC) light microscopy data, under a range of
biochemical conditions [Puckeridge et al., 2013b].
To date ∼50% of ATP turnover in the human RBC is unaccounted for [Kuchel, 2004;
Puckeridge et al., 2013a]. And, the distinctive discocyte shape of the RBC is known to
be lost in the absence of ATP [Grimes, 1980; Nakao et al., 1961]. This suggests that the
involvement of ATP in RBC shape and/or flickering may explain some of the unaccounted-
for ATP turnover. Understanding the ATP economy in the RBC is a first step towards
doing the same for far more complex cells, such a neurons, and hence delineating the
energy cost of the maintenance of their shape and structural remodelling.
The first report of RBC flickering was by Browicz [1890]; and since then many studies
have sought a biochemical and biophysical explanation of the phenomenon, but many
conflicting conclusions have been reached. Decades later, Brochard and Lennon [1975]
used a mechanical/physical model to conclude that thermodynamics alone (and not an
active ATP-dependent process) suffices to explain the spatial and temporal features of
membrane flickering. The elasticity of the membrane, coupled with the frequent bom-
bardment of water molecules with the membrane, results in oscillatory behaviour; and a
frequency power law accounted for the experimental data. A quarter of a century later,
Levin and Korenstein [1991] showed that RBCs lysed and then resealed without ATP
present, flickered, but at reduced mean amplitude averaged over frequency. Since then,
several studies have found a fall in the mean amplitude of flickering when ATP is depleted
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by metabolic poisons [Betz et al., 2009; Gov and Safran, 2005; Park et al., 2010; Tuvia
et al., 1997], while others have seen no or a delayed effect of ATP depletion on flickering
[Boss et al., 2012; Evans et al., 2008; Szekely et al., 2009]. Thus, it is still unclear whether
ATP is directly involved in flickering, or if it exerts its effect(s) indirectly by changing the
elastic properties of the cytoskeleton.
In the present work, a mathematical description of flickering was based on two un-
derlying propositions: (i) random, thermally driven collisions of water and other small
molecules occur with the membrane; and (ii) each segment of membrane behaves as an
elastic dampened spring that restores it to its resting position after a displacement. The
classical physical descriptions of these processes were simplified until they were resolved
into an iterative function, similar in form to that of a random walk (RW). This new func-
tion, which we call a constrained random walk (CRW), closely mimicked our experimental
data. We then developed an analytical approach to estimating the values of the parame-
ters in the model from DIC microscopy data. Thus, it was possible to study the changes
in the model’s metrics in response to various biochemical treatments of the RBCs, and
address the motivating question of the involvement of ATP in flickering [Puckeridge et al.,
2013b].
Theory
Current flickering analysis
Since the development of phase-contrast microscopy, RBC flickering has been regularly
quantified by obtaining a power spectrum [Brochard and Lennon, 1975; Fricke and Sack-
mann, 1984; Krol et al., 1990; Szekely et al., 2009]. This is achieved by taking the Fourier
transform of the time course of the phase-shift, ψ(t), [Brochard and Lennon, 1975; Fricke
and Sackmann, 1984] of light traveling through the sample; while the membrane displace-
ment, d(t), is assumed to be proportional to ψ(t). The power spectrum [Bracewell, 1978],
111
7.2. Paper VI: Random walk model Chapter 7. Cell Membrane Flickering
P (ω), is the squared Fourier transform:
P (ω) =
∣∣∣∣∫ ∞−∞ d(t)eiωt dt
∣∣∣∣2 , (7.1)
where i =
√−1 and ω is angular frequency.
In many studies including our own [Brochard and Lennon, 1975; Evans et al., 2008;
Szekely et al., 2009] the power spectrum of membrane flickering is found to be closely
proportional to ω−γ, where γ is a non-zero positive constant. This relationship was used
by Brochard and Lennon [1975], who claimed that the theoretically predicted value of γ
= 4/3 is consistent with a flat bilayer model of the RBC membrane.
Another parameter of interest that characterises the power spectrum is the constant
of proportionality of the ω−γ term; we denote this by A. It corresponds to the amplitude
at ω = 1 rad s−1, but also determines of the amplitude of different frequency components.
Thus, the two parameters A and γ metrify RBC flickering.
Alternatively, flickering has been characterised by the root mean-squared displacement
[Betz et al., 2009; Evans et al., 2008; Peterson et al., 1992], 〈d(t)2〉, where 〈 〉 denotes the
average. This parameter only loosely indicates the magnitude of the flickering amplitude
averaged over all frequencies and the analysis lacks information on the relative frequency
composition of the flickering time sequence. Thus, it does not readily separate changes in
flickering spectra from changes in the background noise.
Stochastic model
We modelled RBC flickering as the response to small molecules (primarily water) bom-
barding the flexible bilayer membrane of the cell. The membrane then oscillates in a
dampened manner, until the next collision occurs. Such a model needs both stochastic
and deterministic terms. Relevant to this is Brownian motion that is the random path in
space of a particle in a fluid due to its bombardment by small molecules. Such an RW of
a single particle in one dimension is mathematically described by the iterative formula,
xi = xi−1 + δxi , (7.2)
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where xi is the position at step i, xi−1 is its previous position, and δxi is a random number
sampled from a normal distribution centred at x = 0 and with variance σ2; it is denoted
by δxi = N (0, σ2).
A segment of RBC membrane will be bombarded by small molecules from either side,
and the cytoskeleton that is tethered to it restricts its movement. Thus, unlike free
particles in Brownian motion, the membrane cannot be described by a simple RW. Thus
we propose the following modified version of the RW:
xi = αxi−1 + δxi , (7.3)
where xi now describes the position of a segment of the membrane relative to its resting
position at x = 0, and α is a positive constant that characterises the resistance of the
membrane to displacement after a collision. When 0 < α < 1, a sequence of positions
generated using the modified RW will regress towards x = 0 rather than away from it, so
it realistically represents the restriction of the motion of the membrane. Henceforth, we
refer to this modified RW as a constrained random walk (CRW).
[Aside: That Eq. (7.3) represents a persistent response (exponentially decaying over
many steps) to a random perturbation can be seen by letting α = 1−β . The equation can
be rearranged (omitting the random perturbation) to give xi−xi−1 = ∆xi = −βxi−1; and
taking each step in the random walk to be interpreted as a time increment, ∆t, the finite
difference equation becomes ∆xi/∆t = -βxi−1. This is a first order differential equation
in the limit of small ∆t and its solution is an exponential decay with rate constant β.]
The smaller the value of α, the more restricted the CRW will be; and the further the
membrane moves from rest the greater the pull it feels. This is interpreted as a much
greater chance of trending back to x = 0. Thus the restricted behaviour is illustrated in
Fig. 7.1 by the spread of trajectories in the 2D simulations obtained with various values of
α. Furthermore, Fig. 7.2 shows a typical CMF DIC intensity time sequence for a discocyte,
and how simulated CRW sequences appear visually similar to CMF ones providing α is
near unity.
Buimagaˇ-Iarinca [2008] and Morariu et al. [2010] showed that an autoregressive model
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Figure 7.1: Constrained random walks (CRW), as described by Eq. (7.3) for various
values of α. Each figure shows 100 superimposed trails of CRWs simulated (in 2D) from
the origin (central dot) for 5,000 steps with σ = 1 unit and α set to: A 0.0; B 0.9; C
0.99; D 0.999; E 1.0; and F 1.001. The circles have radii that are integer multiples of
the expected standard deviation, calculated from Eq. (7.6), which were 1.0, 2.3, 7, 22, 71,
and 3300 units, respectively.
of order 1, denoted by AR(1), simulates RBC flickering data sequences well, especially the
low frequency components. The mathematical form of AR(1) and Eq. (7.3) are the same
but we rationalise the expression by giving it the mechanistic basis of molecular collisions
that perturb a springy membrane.
Constrained RW
Figure 7.1 shows that as the value of α increases the CRW sequences on average stray
further from the central resting position (x = 0). This effect was explored by calculating
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Figure 7.2: Time sequence behaviour of simulated CRWs against A those recorded
using DIC microscopy, i.e., the time sequence of measured intensity of a pixel contained
within the surface of a discocyte (10,000 frames taken over 30 s). The simulations were
calculated using Eqs (7.3) and (7.13), and by setting µ = 1100,  = 8, σ = 23, and the
following value of α: B 0.95; C 0.90; D 0.50; and E 0.00.
the expected mean and variance. First, it follows from Eq. (7.3) that
xi = α
ix0 +
i∑
j=1
αi−jδxj , (7.4)
where x0 is relative to the resting position at the beginning of the sequence. Hence, xi
is simply a constant plus the sum of multiple random Gaussian terms (δxj) weighted by
αi−j. When random terms are independent of one another their means and variances can
be added together to specify a combined mean and variance [MacKay, 2003]. Thus,
〈xi〉 = αix0 +
i∑
j=1
αi−j〈δxj〉 = αix0 , and (7.5)
〈
(xi − 〈xi〉)2
〉
= σ2
(
1− α2i
1− α2
)
, (7.6)
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given that 〈δxi〉 = 0, and 〈δxiδxj〉 = σ2 (when i=j) = 0 (otherwise). [See Supporting
Material for the full derivation of Eq. (7.6).]
Equation (7.5), the mean of xi, expresses the fact that any perturbation from the
resting position will, on average relax back with a half-life of i1/2 = − loge(2)/ loge(α)
steps. Thus CRWs with α values close to unity will generally take longer to restore to
rest after each collision.
Equation (7.6), the variance of xi, increases with i such that the distribution of po-
tential x positions at step i is broadened. As the number of steps increases, the variance
approaches a maximum value of σ2/(1− α2). As α is increased towards unity the maxi-
mum value of the variance increases and the number of steps required to approach the true
estimate increases. It is worth noting that in the limit of α→ 1, the variance approaches
iσ2; this is the variance of a normal RW, which characterises diffusion (i.e., the spread of
a group of particles), for which the distribution of its position at step i widens linearly
with i, and is unbounded, unlike with a CRW.
These properties (longer half-life and greater spread of x values) suggest that α pa-
rameter values close to unity generate sequences that on Fourier transformation exhibit
apparently low frequency signals. Figure 7.3 A shows a log-log plot of a power spectrum
for CRWs at different α values. Simulated sequences using larger α values give a more
negative slope (Fig. 7.3 B), which indicates a greater content of low frequency components
in the motion.
The power spectrum for an AR(1) process [Morariu et al., 2010], which shares the
mathematical form of a CRW, is
P (ω) =
σ2
2pi[1 + α2 − 2α cos(ω)] , (7.7)
where ω is angular frequency. When α is close to unity, the power spectrum has an
approximately [1 - cos(ω)]−1 dependence on ω, which for small values of ω is proportional
to ω−2, giving γ = 2 and agreeing with Fig. 7.3 B. Furthermore, Eq. (7.7) gives P (ω) =
constant when α = 0, agreeing that random noise has a flat (feature-less) dependence on
ω with γ = 0.
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Figure 7.3: Frequency composition of the CRW sequences as the value of α was varied.
A Log-log plot of the power spectrum [see Eq. (7.1)] for simulated CRW sequences with
various α values: α = 0 (black); and α = 1.0 (red). For the simulations, 100,000 steps
were used, σ was set to 1, and the sampling interval was assumed to be 1 ms. Linear fits
were then made to the log-log data, and the slope (-γ) determined. B The dependence
of α on the value of γ. Larger γ values indicated sequences with more low frequency
components.
Collision-and-spring model of membrane flickering
We assumed that the collisions were random in velocity and direction, and that the
velocity transferred to the membrane in any given time interval can be approximated by
perturbations that have a Gaussian distribution of values centred on zero (as collisions
could occur from either side of the membrane and thus average to zero over time) with
a variance σ2. We assumed that each segment on the membrane behaves independently,
and that a collision with one segment is not passed to adjacent segments [Kuchel and
Benga, 2005]; this can be called a ‘soft boundary’ approximation.
Each segment of membrane is described by a position, x(t), and velocity, v(t), and the
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motion is mathematically described by a dampened spring:
d
dt
x(t)
v(t)
 =
 0 +1
−ω2 −2ωζ

x(t)
v(t)
 , (7.8)
where t is time, ω is the frequency of the motion, and ζ is the dampening constant that
determines how quickly the spring returns to rest [x(t) ≈ v(t) ≈ 0] after a perturbation.
The solution of Eq. (7.8) for any given time interval, t ∈ (t0, t0 + τ), is described in
Appendix I, and for its evaluation it requires estimates of the eigenvectors and eigenvalues
of the 2 × 2 matrix. This can be expressed in the form
x(ti)
v(ti)
 = M(τ)
x(ti−1)
v(ti−1)
 , (7.9)
where M(τ) is a 2 × 2 matrix given by
M(τ) = e−ψτ cosh(φτ)
+1 0
0 +1
+ e−ψτ sinh(φτ)/φ
+ψ +1
−ω2 −ψ
 , (7.10)
and where ψ = ωζ, and φ =
√
ψ2 − ω2.
Equation (7.10) illustrates that any perturbation in position and velocity will, on
average, return to zero with a half life of loge(2)/ψ. We assumed that the half-life of the
positional relaxation was ∼1 ms so ψ ≥ 700 Hz. Assuming that the motional frequencies
are in the range that is typical of flickering, 0.1–30 Hz [Krol et al., 1990], this specifies
that ζ > 20 and as such the spring is considered to be overdampened; in other words the
relaxation time constant is considerably less than the period of oscillation. Including the
Gaussian collision in Eq. (7.9), and assuming a sampling rate of 1/T and τ = T , and the
membrane’s position and velocity is described by the iterative function,
x(ti)
v(ti)
 = M(T )
x(ti−1)
v(ti−1)
+N (0, σ2)
 0
+1
 , (7.11)
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where i is the sampling number, and N (0, σ2) is a random number generated from a
Gaussian distribution with a mean of zero and variance σ2. Under certain biophysically
reasonable conditions, namely, ω = 15 Hz, ψ = 700 Hz and T = 3 ms,
M(τ) =
0.9999 0.0005
−0.12 0.25
 . (7.12)
The CRW form is apparent in this matrix, i.e., xi = 0.9999xi−1 + 0.0005vi−1, where
vi is very close to Gaussian noise. In fact, v itself is a CRW, but with a small α value
(0.25). Furthermore, the x dependence on v can be largely ignored as v/x  1. Thus,
vi ∼ 0.25vi−1 + N (0, σ2) which in turn is ∼ N (0, 4σ2/3) using Eq. (7.6). The effect of
these choices of parameter values is that α is close to unity and the membrane position
x, over time, is described well by a CRW.
Bayesian analysis and parameter estimation
Bayesian analysis was used to obtain distributions of parameter values for the model based
on experimental DIC time sequences. We assumed that the measured DIC intensity, yi,
for each membrane segment is described by
yi = µ+ xi + ei , (7.13)
where µ is the microscope-image intensity when the membrane segment is at rest, xi is the
membrane segment’s displacement from rest at measurement-time i, and ei = N (0, 2) is
the random noise in the measurement with variance 2. The latter noise term represents all
sources of experimental error including electronic, systematic microscope focus changes,
and table vibrations, and is assumed to be Gaussian. This is considered “reasonable”
provided it is symmetric and averages to be zero [Jaynes and Bretthorst, 2003].
The likelihood distribution [Jaynes and Bretthorst, 2003; Sivia and Skilling, 2006],
L(θ), is a multidimensional probability distribution of the all the model parameters,
θ = {α, µ, σ, }. It represents the probability of generating the observed data, D, given
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that the model and its parameter values, θ, are true and also given background (prior)
information, I:
L(θ) = prob(D|θ, I) = A1A2 exp[−(S1 + S2)/2] , (7.14)
where
S1 =
N∑
i=1
e2i
2
=
N∑
i=1
(yi − xi − µ)2
2
, (7.15)
S2 =
N−1∑
i=1
δx2i
σ2
=
N∑
i=1
(xi+1 − αxi)2
σ2
, (7.16)
A1 = (2pi
2)−N/2, and A2 = (2piσ2)−(N−1)/2. The xi values are also model parameters,
but are far too numerous to estimate. Thus, we considered that each data point, yi, is
described by
yi = µ+ ei +
i∑
j=1
δxjα
i−j , (7.17)
so
(yi+1 − µ)− α(yi − µ) = ei+1 − αei + δxi+1 , (7.18)
which eliminates the xi parameters, and has only Gaussian terms on the right hand side
of the equation.
Thus, an alternative likelihood function to Eq. (7.14) is:
L(θ) = prob(D|θ, I) = A3 exp[−S3/2] , (7.19)
where θ = {α, µ, λ}, A3 = (2piλ2)−(N−1)/2,
λ2 = (1 + α2)2 + σ2 , (7.20)
and
S3 =
N−1∑
i=1
(ei+1 − αei + δxi+1)2
λ2
=
N−1∑
i=1
[(yi+1 − µ)− α(yi − µ)]2
λ2
. (7.21)
The value of λ is the combined variance of the right-hand-side terms in Eq. (7.18),
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and is a nonlinear mixture of σ (CRW step-size) and  (measurement errors).
To carry out the Bayesian analysis, and make inferences about the parameter values of
α, µ, and λ, prior knowledge must be represented about their possible values, in the form
of a probability distribution of θ. In the context of membrane flickering, 0 < α < 1, and
, σ, λ, and µ are all > 0. Typically, a prior distribution is represented as a uniform one
with a constant probability between the lower and upper bound values (based on prior
knowledge) of each parameter, and a probability of zero outside these values.
Bayes’ Theorem [Jaynes and Bretthorst, 2003; Sivia and Skilling, 2006] states that the
posterior probability, that applies to the model assuming the parameter values to be true,
is proportional to the product of the likelihood and prior distributions. Given that the
prior distribution is uniform and not truncated in the region in which the likelihood is
of high probability density, the general shape and properties of the posterior distribution
(such as means and variances of parameter values) are identical to that of the likelihood
function.
The most probable set of parameter values are those that maximise the posterior
distribution, and hence the likelihood distribution. To achieve this, the simultaneous
solution of dL/dα = dL/dµ = dL/dλ = 0 must be determined (Supporting Material). The
solution was most conveniently presented by exploiting averages of y, the DIC intensity
time course, and the y+, the DIC intensity time course advanced in time by one data
point, i.e., y+j = yj+1.
Then maximum probability parameter values can be expressed by the equations,
α =
〈y+y〉 − 〈y〉〈y+〉
〈y2〉 − 〈y〉2 , (7.22)
µ =
〈y+〉 − α〈y〉
1− α , (7.23)
and
λ =
〈
[(y+ − µ)− α(y − µ)]2〉 , (7.24)
where 〈f〉 denotes an average of fj over j = [1, N−1].
Eqs (7.22)–(7.24) denote maximum likelihood parameter values for a given time se-
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quence. However, to determine the spread of consistent parameter values within the data,
such as confidence intervals or standard deviations, the posterior distribution needs to be
evaluated, e.g., by the use of a Markov chain Monte Carlo algorithm [Kuchel et al., 2011;
Puckeridge et al., 2012]. For this work, only the maximum likelihood values given by
Eqs (7.22)–(7.24) were calculated and used as estimators of the parameter values in the
model.
The maximum likelihood parameter values give the best estimates of α, µ, and λ,
however,  and σ are not estimated using these equations alone. This is because it is
not possible to solve the two parameters simultaneously using only one equation, i.e.,
Eq. (7.20). Fortunately, the value of  (experimental error) can be estimated by recording
background pixels (no sample), and is equal to the standard deviation of the background
pixel’s DIC intensity time course.
Thus, the following steps are done in the analysis of RBCs: (i) the estimates of α, µ,
and λ are found using Eqs (7.22)–(7.24) on RBC intensity time courses; (ii) the estimate of
 is made by calculating the standard deviation of background pixel intensity time courses;
(iii) the estimate of σ is then made by solving Eq. (7.20). This approach was used for
all RBC samples contained in our accompanying experimental CMF article [Puckeridge
et al., 2013b].
Interpretation of CRW parameter values
There are two key parameters that characterise CMF: α and . The other parameters, µ,
, and λ depend on the DIC setup, and describe the intensity of the lamp used and prism
orientation (µ) or experimental noise ( and λ).
The parameter α, describes whether the time course is more described by a RW (α =
1), white noise (α = 0), or in between. It also corresponds to the frequency composition
of the time course (see below). On the other hand, σ, represents the CRW step-size. This
can be interpreted as how large the membrane displacement is in response to a collision
by water and solute molecules.
Furthermore, the Fourier transform of DIC recordings, i.e., a power spectrum, is
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described by Eq. (7.7) which has a strong dependence on both α and σ. If α is increased
while σ is held constant, then the amplitude of low frequency signals increase while high
frequency amplitudes decrease. Conversely, if σ is increased while α is held constant,
then all frequencies increase in amplitude equally, such that the frequency composition is
not altered. Thus α most relates to the frequency composition of a time course, while σ
relates to the total signal power (integral of the power spectrum over ω).
Methods
Human RBCs (∼0.1 mL) were obtained by finger prick, and rinsed with saline solution
containing 154 mM NaCl (Ajax FineChem, Sydney, Australia), 5 mM KCl (Sigma, St
Louis, MO, USA), 10 mM d-Glucose (Aldrich, Milwaukee, WI, USA), 20 mM HEPES
(ICN Biomedicals, Aurora, OH, USA), 10% v/v bovine serum albumin (35 mg mL−1;
Sigma), and pH 7.4. The RBCs were diluted to a haematocrit (Ht) of 0.003 with the
saline solution.
Glass slides were coated with 0.5 mL of 30 µM poly-l-lysine (Sigma) and allowed to
dry in an oven at 45◦C for a minimum of 3 h. The slides were then rinsed with distilled
water, dried using compressed air, and 100 µL of the RBC suspension was added to each
slide.
The RBCs were examined using a Zeiss Axiovert 200M DIC microscope, and images
were recorded with a monochrome HSm digital camera (Zeiss, Jena, Germany). The
RBCs and their surrounding coverslips were maintained at 37◦C by a PeCon Tempcontrol
37-2 digital unit. Each cell image was recorded at a sampling rate of (∼333 Hz) over a
period of 30 s. Any recording was rejected from analysis if the cell moved more than a
pixel in any direction parallel to the glass coverslip, indicating that it had not adhered
to the glass by poly-l-lysine. On the other hand, some cells appeared to be distorted by
regions of concentrated poly-l-lysine and they too were excluded from the analysis. Only
images of discocytes were analysed in the present work.
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Results and discussion
Figure 7.4 shows the maximum likelihood estimates of α, µ, and λ for each pixel in the
image of a single RBC recorded over 30 s. Pixels corresponding to the RBC surface (and an
intervening prism of cytoplasm) had values of α close to unity suggesting that the motion
of the membrane in the direction perpendicular to the surface of the microscope slide
was well described by a CRW. On the other hand pixels in the background of the image
had α values that were nearly zero, confirming their white-noise character. The CRW
model and subsequent analysis were selective in ascertaining whether a pixel recording
was characteristic of flickering or simply background noise.
The value of µ was the mean intensity of the pixel shown in Fig. 7.4 B, and it was
the average DIC image intensity over the acquisition period. Clearly, this particular RBC
was a discocyte displaying the characteristic dimple. The DIC method records changes in
pathlength by means of a phase difference between light that passes through two adjacent
paths in a sample; as a result the phase difference is related to the gradient of sample
thickness rather than absolute thickness, as in other phase contrast methods [Pluta, 1994].
Thus, the highest intensity (large positive slope) lies on one side of the image of the
RBC while the lowest intensity (large negative slope) lies on the diametrically opposite
side. The gradient vector lies along a diagonal in the image due to the orientation of the
DIC-Nomarski prisms in our particular microscope. In the background, the pixels had an
average intensity of 800 (arbitrary) units and represented a phase-shift difference of zero.
Consequently, pixels from the RBC that had the same average intensity had a mean phase
shift of zero so they were geometrically flat (parallel to the glass slide) in the diagonal
direction.
The last parameter estimated here, λ, is shown in Fig. 7.4 C. It is a combined measure
of the RW step-size and background noise in the CRW. It is evident that the magnitude
of λ correlated with the mean pixel intensity (Fig. 7.4 B) that is the largest step-size
found generally at the centre of the RBC. Specifically, the λ values on the edges of the
RBC were significantly larger than at the centre; but this is most probably an artefact of
the DIC method because fluctuations in membrane thickness are amplified in DIC-image
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Figure 7.4: Analysis of a DIC image of a discocyte at 37◦C. The CRW model was used to
simulate the intensity time courses for each pixel in the image, and the model parameter
values were estimated accordingly with Eqs (7.22)–(7.24). The respective estimates for
A α, B µ, and C λ are shown.
intensity on the edge, due to the large refractive-index gradient there. The value of λ
estimated for the plain field of the image corresponds to , the background noise that is
associated with measurements rather than the RW steps. Relative to λ on the surface
of the RBC (∼20–40 intensity units), it was quite a lot smaller at ∼10 intensity units,
indicating an approximate value of σ, the RW step-size, of ∼10–30 units.
The applicability of the CRW model to DIC data was unaffected by the fact that
it measures membrane gradient rather than thickness. This was validated by consid-
ering two adjacent segments of membrane with nearly the same α, µ, σ, and  values,
and determining the difference of their independent CRWs (Appendix III). The intensity
recorded by the DIC microscope is the background intensity plus the phase difference of
light passing through each segment/pixel. The phase difference is the difference between
the two independent CRWs that can be shown to be another CRW, where the α value is
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Figure 7.5: Accuracy of the analysis to retrieve parameter values from simulated CRWs
for which the parameter values were known. Simulations were made with α = 0.95, µ =
1000,  = 15 at various σ values. We rescale the parameter, and thus use σ’= σ/27 for
this figure. The estimates of A σ’; and B α, as estimated using the Bayesian analysis
above. The red line in A indicates the position of the simulated σ’ value, and similarly,
for B indicates the position of the simulated α value.
the same, the σ and  values are multiplied by a factor of
√
2, and the value of µ is now
the difference between the two µ values, denoted by ∆µ, the gradient of the thickness.
Figure 7.5 shows that the Bayesian analysis was capable of returning the correct
estimates of α and σ based on simulations of CRWs. However, when σ   the estimate
of σ was increased and the α estimate decreased (this is explained in Appendix II). In
the next article we acquired DIC recordings of RBCs that had σ  , and therefore σ
estimates from experimental CMF would be accurate.
Conclusions
The CRW model successfully simulated sequences of DIC image intensity with the char-
acteristic frequency dependence that is seen in time courses of RBC flickering [Brochard
and Lennon, 1975; Evans et al., 2008; Szekely et al., 2009]. We note that such a model
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can be derived from a classical/mechanistic perspective of the membrane as a spring,
which undergoes thermally driven stochastic perturbations of position by water and other
small molecules. The following article describes work in which we applied a wide range of
biochemical and biophysical conditions to the RBCs to investigate whether any metrics
estimated from analysing that DIC data with the present model correlated with shape
and metabolic changes.
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Appendices
I. Deriving the collision-and-spring model solution
The eigenvectors and eigenvalues of the matrix in Eq. (7.8) are important for deriving
the expressions for x(t) and v(t). The two eigenvalues are λe = −ωζ ± ω
√
ζ2 − 1 with
eigenvectors v = (λe, ω
2)T.
The solution, as described by Strogatz [1994], is:
M(τ) = V exp(−λeτ)V −1 , (7.25)
where exp(−λeτ) is a diagonal 2 × 2 matrix with each diagonal element corresponding to
a different eigenvalue; and V is a 2 × 2 matrix with each ith column an eigenvector (v)
corresponding to the eigenvalue used in the ith diagonal element of exp(−λeτ). For the
spring model, the resultant matrix is given by Eq. (7.10).
II. Background noise artefactually lowers the estimate of α
Above, we showed that Eqs (7.22)–(7.24) minimised the sum of squares in Eq. (7.21), and
maximised the posterior distribution in Eq. (7.19). However, using simulated CRWs, it
was shown that the value of α recovered from this approach could be artefactually lowered
if the background noise was high relative to the RW step-size. This was not a consequence
of the model used, but was a limitation in the information content of such a recording; if
the background noise is raised sufficiently high, signals are lost.
Eq. (7.17) that includes a background noise term can be shown to give
〈y+y〉 = µ2 + ασ
2
1− α2 , (7.26)
〈y2〉 = µ2 + 2 + σ
2
1− α2 , (7.27)
and
〈y〉 = 〈y+〉 = µ . (7.28)
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Then, using these equations, Eq. (7.22) gives
αest
α0
=
1
(/σ)2(1− α20) + 1
, (7.29)
where αset is the estimate obtained by using Eq. (7.22), and α0 is the actual value of α.
Clearly, the estimate was artefactually reduced if , the background noise, was many fold
larger than the RW step-size, σ. This effect was increased when α0 was much smaller
than 1. The relationship shown in Eq. (7.29) was confirmed by their consistency with
CRW simulations; it potentially could be used to correct for this artefact, assuming the
background noise was sufficiently well defined.
III. Consequence of nonlinearity of DIC response
As mentioned in the Discussion, the recording using DIC microscopy will have a time
dependence of the intensity that is described by the difference in two independent CRWs
(representing the membrane displacements of two adjacent segments of membrane). As-
sume that the vertical displacements of the two segments are, gi and hi, respectively, and
are described by Eqs (7.4) and (7.13), so that
gi = µg + α
i(g0 − µg) +
i∑
j=1
αi−jδgj + egi , and (7.30)
hi = µh + α
i(h0 − µh) +
i∑
j=1
αi−jδhj + ehi , (7.31)
where µh and µg are the µ values, h0 and g0 are the initial displacements, δhj = N (0, σ2h),
and δgj = N (0, σ2g) are the CRW step sizes, while ehj = N (0, 2h) and egj = N (0, 2g) are
the background noise magnitudes for h and g, respectively, and α is assumed to be the
same for both CRWs.
Therefore, the difference in the displacements is described by another CRW:
hi− gi = (µh−µg) +αi[(h0− g0)− (µh−µg)] +
i∑
j=1
αi−j(δhj− δgj) + (ehi− egi) , (7.32)
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and the effective parameter values for the difference time course CRW are µeff = µh− µg,
σeff =
√
σ2h + σ
2
g , eff =
√
2h + 
2
g , and αeff = α.
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Expanded derivations of key equations
I. Eq. (7.6)
The aim of this section is to derive Eq. (7.6) in the main text. First we use the expressions
in Eqs (7.4) and (7.5), to show
〈(xi − 〈xi〉)2〉 =
〈(
i∑
j=1
αi−jδxj
)2〉
(7.33)
=
〈
i∑
j=1
i∑
k=1
α2i−j−kδxjδxk
〉
(7.34)
=
i∑
j=1
i∑
k=1
α2i−j−k 〈δxjδxk〉 . (7.35)
It is a property of independently drawn random Gaussian numbers to follow:
〈δxjδxk〉 =
σ
2, for i = j (7.36)
0, for i 6= j . (7.37)
Thus, Eq. (7.35) becomes
〈(xi − 〈xi〉)2〉 = σ2
i∑
j=1
α2i−2j (7.38)
= σ2α2i
i∑
j=1
(α−2)j . (7.39)
Equation (7.39) contains the sum of a geometric sequence, and thus, it can be simplified
into
〈(xi − 〈xi〉)2〉 = σ2α2iα−2
(
1− α−2i
1− α−2
)
(7.40)
= σ2
(
α2i − 1
α2 − 1
)
, (7.41)
which can be rearranged to give Eq. (7.6).
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II. Eqs (7.22)–(7.24)
The aim of this section is to derive Eqs (7.22)–(7.24) in the main text, and show that
these maximise Eq. (7.19), the likelihood function.
We begin by using the notation introduced in the main text, y+j = yj+1. Then,
Eq. (7.21) becomes:
S3 = λ
−2
N−1∑
i=1
[(y+i − µ)− α(yi − µ)]2 (7.42)
= λ−2
N−1∑
i=1
[µ2 − 2αµ2 + α2µ2 + 2αµyi − 2α2µyi + α2(yi)2 − 2µy+i + 2αµy+i − 2αyiy+i + (y+i )2]
= λ−2
N−1∑
i=1
[(α− 1)2µ2 − 2µ(1− α)(y+i − αyi) + (y+i )2 − 2αyiy+i + α2(yi)2]
= (N− 1)λ−2〈(α− 1)2µ2 − 2µ(1− α)(y+i − αyi) + (y+i )2 − 2αyiy+i + α2(yi)2〉
= (N− 1)λ−2[(α− 1)2µ2 − 2µ(1− α)(〈y+〉 − α〈y〉) + 〈(y+)2〉 − 2α〈yy+〉+ α2〈y2〉] .
(7.43)
The maximum of L(θ) occurs when dL/dµ = dL/dα = dL/dλ = 0, thus we seek the
values of µ0, α0 and λ0 which satisfy this relation. First, dL/dµ = dL/dα = 0 implies
dS3/dµ = dS3/dα = 0. Then
dS3/dµ = 2(N− 1)λ−20 [〈y+〉 − α0〈y〉 − µ0(1− α0)] = 0 , (7.44)
which implies
µ0 =
〈y+〉 − α0〈y〉
1− α0 . (7.45)
Furthermore,
dS3/dα = (N− 1)λ−2[(α0 − 1)µ20 + 2µ0(〈y+〉 − α0〈y〉) + 2µ0(1− α0)〈y〉 (7.46)
− 2〈yy+〉+ 2α0〈y2〉] = 0 ,
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which is simplified by using Eq. (7.45):
dS3/dα = (N− 1)λ−20 [α0(〈y2〉 − 〈y〉2)− (〈y+y〉 − 〈y〉〈y+〉)] , (7.47)
which implies
α0 =
〈y+y〉 − 〈y〉〈y+〉
〈y2〉 − 〈y〉2 . (7.48)
Last, there is the determination of λ0. From Eq. (7.19) it can be shown that
dL/dλ = −((N− 1)− S3)L/λ0 = 0 , (7.49)
which considering Eq. (7.42) implies
λ20 = 〈[(y+ − µ)− α(y − µ)]2〉 . (7.50)
Thus, Eqs (7.22)–(7.24) correspond to Eqs (7.48), (7.45), and (7.50), respectively.
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PWK suggested we examine the effects of okadaic acid and phobol 12,13-diacetate on
flickering. I proposed experiments to compare the various ATP depletion chemicals, in-
cluding the alternative alkylating agent, NEM. All DIC experiments were designed and
carried out by me. BEC assisted in the setting up of the NMR for 31P NMR. All data
analysis was carried out in Mathematica using the method contained in Paper VI. The
manuscript was drafted by me, including all the figures. PWK revised the manuscript for
submission.
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Membrane Flickering of the Human Erythrocyte:
Physical and Chemical Effectors
Max Puckeridge, Bogdan E. Chapman, Arthur D. Conigrave, and Philip W. Kuchel
School of Molecular Bioscience, G08, University of Sydney, Sydney, NSW 2006, Australia
Abstract
Recent studies suggest a link between ATP concentration and the amplitude of cell mem-
brane flickering (CMF) in the human erythrocyte (red blood cell; RBC). Potentially, the
origin of this phenomenon and the unique discocyte shape could be active processes that
account for some of the ATP turnover in the RBC. Active flickering could depend on
several factors, including pH, osmolality, enzymatic rates and metabolic fluxes. In the
present work we applied the data-analysis described in the previous article to study time
courses of flickering RBCs acquired using differential interference contrast (DIC) light
microscopy in the presence of selected effectors. We also recorded images of air bubbles
in aqueous detergent solutions, and oil droplets in water, both of which showed rapid
fluctuations in image intensity, the former showing the same type of spectral envelope
(relative frequency composition) to RBCs. We conclude that CMF is not directly an
active process; but that ATP affects the elastic properties of the membrane that flickers
in response to molecular bombardment in a manner that is described mathematically by
a constrained random walk (CRW).
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Introduction
Low frequency oscillations (0.1–30 Hz) of the cell membrane, termed cell membrane flick-
ering (CMF), are well characterised in a number of cell types [Browicz, 1890; Cabot, 1901;
Fricke and Sackmann, 1984; Krol et al., 1990; Park et al., 2010, 2001], particularly in the
human erythrocyte (red blood cell, RBC). Recent interest in CMF was sparked when
RBCs depleted of adenosine triphosphate (ATP) using iodoacetamide exhibited reduced
displacement amplitudes [Betz et al., 2009; Boss et al., 2012; Gov and Safran, 2005; Levin
and Korenstein, 1991; Tuvia et al., 1997]. The significance of this finding is twofold. First,
CMF was previously thought to be only driven by thermodynamic effects on the mem-
brane [Brochard and Lennon, 1975], and now a stronger explanation involving metabolism
was necessary [Betz et al., 2009]. Second, the full extent of the turnover of ATP in the
human RBC remains unaccounted for; specifically, over half the ATP generated in gly-
colysis is consumed by unknown processes [Kuchel, 2004; Puckeridge et al., 2013a], and
CMF may potentially consume ATP (i.e., be an active process) or be a manifestation of
such processes.
A possible explanation of the ATP dependence of CMF is centred on the tethering of
the cytoskeletal network to the phospholipid bilayer of the cell membrane [Bennett and
Baines, 2001; Betz et al., 2009; Grimes, 1980]. The cytoskeleton is composed of spectrin,
a long strand-like protein, which forms a network in a largely triangular tesselation linked
at junction points to several other proteins. Thus some spectrin strands bind to the
membrane via actin, ankyrin, protein 4.1R, to glycophorin and band 3 [Bennett and
Baines, 2001; Betz et al., 2009]. Protein kinase C (PKC) and other similar kinases catalyse
the phosphorylation of β-spectrin and these junction proteins, which then promotes the
weakening of the spectrin-membrane connections. As kinases use ATP, the depletion of
this substrate has been proposed to increase the number of spectrin-membrane connections
under steady state conditions and therefore stabilise the membrane against morphological
distortions [Bennett and Baines, 2001; Betz et al., 2009; Grimes, 1980]; in turn this could
impede CMF.
We aimed to study the consequences of this hypothesis by examining the effect of a
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wide range of influences on CMF. The effectors tested included pH, osmolality, selected
metabolic poisons, a PKC activator, a protein phosphatase inhibitor, and treatment at
elevated temperature (55◦C, 15 min) that is known to denature at least one metabolic
enzyme, transaldolase (EC 2.2.1.2) [McIntyre et al., 1989; Takeuchi et al., 1984].
Most of these effects have been examined previously (Table S1 in Supporting Material).
However, between studies there exist contradictions, possibly arising from the myriad of
microscopy techniques and parameters in mathematical models used to evaluate CMF.
In addition to biological effects, we recorded the rapid movements of the surface of air
bubbles in detergent solutions and oil droplets in water. Thus, we sought a complete and
more comprehensive study of CMF effectors than has been carried out hitherto. For this
we used differential interference contrast (DIC) light microscopy and analysed the data
in the context of the constrained random walk (CRW) model presented in the previous
article [Puckeridge and Kuchel, 2013].
Methods
General comments
Depletion of ATP in human RBCs can be achieved by incubation with iodoacetamide
and inosine [Betz et al., 2009; Blowers et al., 1951; Evans et al., 2008; Gov and Safran,
2005; Tuvia et al., 1997]. Iodoacetamide inhibits glyceraldehyde-3-phosphate dehydroge-
nase (GAPDH; EC 1.2.1.12), while inosine is rapidly phosphorolysed via purine nucleoside
phosphorylase (EC 2.4.2.1) to yield ribose 1-phosphate; this proceeds into other metabo-
lites of the pentose phosphate pathway thus reducing the free phosphate concentration
and slowing the GAPDH reaction [Tuvia et al., 1997]. Similarly to iodoacetamide, N -
ethylmaleimide (NEM) is an alkylating reagent that modifies free sulfhydryl groups and
thereby inhibits GAPDH and thus glycolysis. Alternatively, ATP concentration may be
depleted rapidly (timescale < 1 h) in the presence of fluoride that inhibits enolase (EC
4.2.1.11) [Feig et al., 1971; Grimes, 1980; Szekely et al., 2009], or after several hours in
the absence of glucose at 37◦C. In addition to measuring CMF of RBCs incubated under
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these various conditions we also recorded the time courses of ATP concentration with 31P
NMR spectroscopy.
The other effectors tested included an activator of PKC, phorbol 12,13-diacetate
(PDAc) [Betz et al., 2009; Castagna et al., 1982; Malenka et al., 1986; Manno et al.,
2005], and an inhibitor of protein phosphatases, okadaic acid (OA) [Cohen et al., 1990].
Both substances cause increased steady-state levels of phosphorylation of β-spectrin and
cytoskeletal junction proteins and decrease the number of tethers between the phospho-
lipid bilayer of the membrane and the cytoskeleton, destabilising the membrane.
We also examined the effects of pH, osmolality, and temperature on CMF. In relation
to the latter condition, RBC suspensions were heated (heat-treatment; HT) to 55◦C for
15 min that is known to inhibit transaldolase [McIntyre et al., 1989; Takeuchi et al., 1984]
and therefore potentially denature membrane cytoskeletal proteins and/or the cytoskeletal
network. Finally we analysed the flickering characteristics of non-biological microspheres
(air bubbles and oil emulsion droplets) in water. The methods associated with these
treatments are given below.
Microscopy samples
Human RBCs (0.1 mL) were obtained by finger prick and rinsed with saline solution con-
taining 154 mM NaCl (Ajax Finechem, Sydney, Australia), 5 mM KCl (Sigma, St Louis,
MO, USA), and 20 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES; ICN
Biomedicals, Aurora, OH, USA), adjusted to pH 7.4 with NaOH.
This saline solution was modified by the addition of 10 mM d-glucose (Aldrich, Mil-
waukee, WI, USA) and/or 0.5 mM bovine serum albumin (BSA; Sigma) as required: (i)
BSA may be alkylated by iodoacetamide and NEM, or denatured by the HT, so for these
conditions, RBC suspensions were incubated without BSA, and it was later added to the
RBC suspension prior to study; and (ii) glucose was absent during incubations of the
metabolic poisons to enhance the depletion of ATP. RBC suspensions were diluted to a
haematocrit (Ht) of 0.03 for the various incubations, but diluted to a final Ht of 0.0001
for microscope imaging. The low haematocrit minimised the interaction between RBCs,
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reducing the amount of background movement and hence shape and flexibility artefacts.
Metabolic perturbants
RBC suspensions were incubated at 37◦C without the presence of glucose, and either (i)
10 mM iodoacetamide; (ii) 10 mM iodoacetamide and 10 mM inosine; (iii) 154 mM NaF
(Ajax Finechem); or (iv) 2 mM NEM (Sigma). An aliquot of cells was taken at 2 and
4 h from the beginning of incubation, and diluted to a final Ht of 0.0001 with 0.5 mM
BSA-saline.
Osmolality, pH, and temperature
RBC suspensions were rinsed with modified saline solutions containing BSA and glucose.
Changes in osmolality were achieved by adjusting the concentration of NaCl in this solu-
tion, and then measured using a vapour pressure osmometer (Wescor, South Logan, UT,
USA). Similarly, adding appropriate amounts of either 1 M HCl or 1 M NaOH to the rins-
ing solution were used to adjust the pH. For the RBC suspensions in which temperature
effects were studied, they were rinsed with buffer at physiological pH (7.4) and osmolality
(290 mOsm kg−1), but were incubated at 20, 30, 37, or 45◦C on the microscope stage.
The HT RBC suspensions were incubated at 55◦C for 15 min, and then allowed to cool
to room temperature before dilution with BSA-saline.
Phosphatase inhibitor and PKC activator
RBC suspensions were incubated with either 2 µM OA (Sigma) or 2 µM PDAc (Sigma)
at 37◦C. A sample of cells was taken after 2 h of incubation.
Non-biological microspheres
Detergent (Triton X-100; Packard, Downers Grove, IL, USA) or light microscope lens-
immersion oil 19% v/v (Sigma) were dissolved or suspended, respectively, in water and
vortexed. Then, the mixture was diluted 1:300 with water and examined by DIC mi-
croscopy at 37◦C.
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Coverslip and microscope setup
Glass microscope slides were treated with 0.5 mL of 30 µM poly-l-lysine (Sigma) and dried
in an oven at 45◦C for 3 h. They were then rinsed with distilled water and dried under a
stream of compressed air, prior to the addition of 100 µL samples of RBCs. The oil and
detergent mixtures were added to slides that had not been coated with poly-l-lysine.
The samples were examined with a Zeiss Axiovert 200M DIC light microscope and
images were recorded with a monochrome HSm digital camera (Zeiss, Jena, Germany)
with the mechanical stage maintained at 37◦C (unless otherwise stated) by a PeCon
Tempcontrol 37-2 digital unit. Each sequence of recordings was made at rate of ∼333
Hz over a period of 30 s. Sequences of images were rejected from the analysis if: (i)
the cell/microspheres moved more than one pixel in any direction parallel to the glass
coverslip; or (ii) if the RBCs were distorted from the typical discocyte shape.
NMR samples
Larger volumes of blood for NMR-based metabolic studies (20–50 mL) were obtained
by cubital fossa venipuncture from healthy donors and transferred to centrifuge tubes
containing heparin (60 µL, 1000 units mL−1), and promptly centrifuged at 4◦C for 10 min
at 3,000 × g. The plasma and buffy coat were aspirated and the RBCs were washed twice
by centrifugation with buffered saline (154 mM NaCl, 10 mM d-glucose, 20 mM HEPES,
pH 7.4). The RBC suspensions were bubbled with carbon monoxide for 10 min to convert
the haemoglobin to the stable diamagnetic carbonmonoxy form.
Samples of 3.0 mL of packed RBCs were diluted in the solution to be tested (see
below) to 50 mL, and centrifuged. After removal of the supernatant, the packed cells
were suspended in 2.0 mL D2O saline (154 mM NaCl, 100% D2O) and 10 mL of test
solution and centrifuged one final time. The RBC sample was adjusted to a volume of
3.0 mL and Ht = 0.70 and added to a 10-mm (outer diameter) round-bottom glass NMR
tube (Wilmad, Buena, NJ, USA).
NMR spectra were recorded on a Bruker Avance III 400 MHz spectrometer (Karlsruhe,
Germany) with a 9.4 T wide vertical-bore magnet (Oxford Instruments, Oxford, UK). A
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10-mm broadband probe was used with the outer coil tuned to the resonance frequency
of 1H at 400.13 MHz, and the inner coil tuned to 31P at 161.98 MHz. Broadband 1H
decoupling was not used, to avoid heating the sample. The probe temperature was set to
37◦C for all experiments. RBC samples were stored at 3◦C to reduce the prior metabolic
rate; and they were warmed to 37◦C in ∼10 min before recording NMR time courses.
Each 31P NMR spectrum was generated by Fourier transformation after signal averaging
over a period of 7.5 min.
The solutions tested (all containing 20 mM HEPES, pH 7.4, and no glucose or BSA)
in the metabolic studies included either: (i) 154 mM NaCl; (ii) 154 mM NaF; (iii) 154
mM NaCl and 10 mM iodoacetamide; and (iv) 154 mM NaCl, 10 mM iodoacetamide, and
10 mM inosine.
Model parameter estimation and interpretation
We analysed the DIC intensity time courses of various RBCs samples, air bubbles in
detergent solutions, and oil droplets using the CRW model and methodology of analysis,
as presented in the accompanying article [Puckeridge and Kuchel, 2013]. The CRW model
mathematically described the local movement of membrane segments as springs, of which
were frequently bombarded by water and solute molecules due to undergoing thermal
motion. The displacement of the membrane with time was found to be somewhere between
a traditional random walk and Gaussian noise; hence, it was called a constrained random
walk. The mathematical model has five parameters: α, µ, σ, , and λ; two of which are
relevant to the current CMF analysis.
The first relevant parameter was α, which categorises whether a time course is more
like a random walk (randomly drawn but dependent on the previous data point) or white
noise (independently drawn random data). Further distinguishing features were reflected
in the power spectrum of a time course (e.g., Fig. 7.11 B); this was obtained by taking
the Fourier transform of the time sequence and calculating the complex modulus squared
(see [Puckeridge and Kuchel, 2013] for more details). Such a power spectrum shows the
relative amplitudes of the frequency components which sum together to make the time
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course sequence. We found that α values close to unity had time courses consisting of
a greater proportion of low frequency components, as is the case for CMF. Whereas α
values close to zero had no frequency dependency, as is typical of white noise.
The second parameter of interest was σ, which corresponds to the step-size of the
CRW and also the variance of possible displacement following collisions of water and
solute molecules with the membrane summed over a short time period. The value of
this parameter depends on the elasticity (overall rigidity) of the membrane, as it impedes
perturbations. It also is related to the amplitude of the various frequencies in the power
spectrum. In [Puckeridge and Kuchel, 2013], it was shown that an increase in σ values
gives rise to equal increases in amplitude at all frequencies in the power spectrum. It
was also found that the spectral power, i.e., the total integral of the power spectrum was
proportional to σ2.
In summary, the value of α determines the shape of the spectral envelope of the power
spectrum, while the value of σ determines its spectral power and hence overall magnitude.
Results
The α estimate were consistently in the range 0.85–0.95 for each RBCs effector tested,
with the exception of HT, which gave α = 0.70. Thus, the low frequency components
typical of CMF were prevalent in all RBC samples tested. On the other hand, σ was found
to significantly vary over the myriad of effects tested. As the value of σ estimated from
samples could be varied by changing the orientation of the Nomarski-modified Wollaston
prism, each condition tested was recorded along with the control situation (same batch of
RBCs but tested under physiological conditions: 154 mM NaCl, 10 mM d-glucose, 20 mM
HEPES, pH 7.4, osmolality 290 mOsm kg−1, and temperature 37◦C). This allowed for
changes in σ that were due to the effectors, to be separated from day-to-day variations of
the microscope set up. In the figures presented in the Results we present the percentage
difference of σ relative to the control, i.e., (observed-control)/control × 100%. E.g., a
percentage difference of −20% indicates that the σ estimate for that condition was equal
to 80% of the control estimate.
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Figure 7.6: Estimates of σ (parameter of the CRW model; see Methods) found by
analysing DIC intensity time courses of RBC samples in which: A osmolality; or B pH was
varied, as indicated in the figure. The estimate of σ is presented as a percentage difference
(see Results) relative to the value estimated under physiologically normal conditions (as
indicated by the asterisk). All DIC recordings were made with the sample slide maintained
at 37◦C.
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Figure 7.7: Estimates of σ (parameter of the CRW model; see Methods) found by
analysing DIC intensity time courses of RBC samples in which temperature was varied,
as indicated in the figure. The estimate of σ is presented as a percentage difference (see
Results) relative to the value under physiologically normal conditions (as indicated by the
asterisk).
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The dependencies of σ on pH and osmolality are shown in Fig. 7.6. The greatest value
of σ occurred under normal physiological conditions; i.e., at an osmolality of 290 mOsm
kg−1 and pH 7.4. Figure 7.7 shows that little temperature dependence existed for σ, at
least over the acceptable range for living cells.
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Figure 7.8: Estimates of σ (parameter of the CRW model; see Methods) found by
analysing DIC intensity time courses of RBC samples incubated with either: (i) 10 mM
iodoacetamide with 10 mM inosine (labelled as ‘I + I’); (ii) 10 mM iodoacetamide alone
(labelled as ‘I’); (iii) 2 mM NEM; or (iv) 154 mM NaF, for 2 or 4 h as indicated in the
figure. The estimate of σ is presented as a percentage difference (see Results) relative to
the value under physiologically normal conditions (as indicated by the asterisk). All DIC
recordings were made with the sample slide maintained at 37◦C.
Next, Fig. 7.8 shows the effects of ATP-depletion agents NaF, NEM and iodoacetamide
on the estimate of σ. The 31P NMR spectra, shown in the Supporting Material (Figs S1–
S4), confirmed that these substances brought about ATP depletion in RBC suspensions
within 3 h of incubation at 37◦C. Regardless of the presence or absence of inosine, analysis
of the DIC time courses revealed a 10% decline in σ after incubations with either 10 mM
iodoacetamide or 2 mM NEM. However, NaF had no significant effect despite similarly
achieving the depletion of ATP.
Figure 7.9 shows that PDAc and OA significantly increased the estimate of σ upon
incubation of RBCs with these two substances. Figure 7.10 shows the results of a treat-
ment applied to RBCs that is novel in studies of CMF, viz., the use of a relatively high
temperature over a short period of time (55◦C, 15 min). The inset shows a typical cell
that had undergone this treatment: spherical buds were formed and many of these were
tethered together and gyrated independently of each other. The CRW analysis showed
that the buds exhibited prevalent low-frequency components similarly to physiological
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Figure 7.9: Estimates of σ (parameter of the CRW model; see Methods) found by
analysing DIC intensity time courses of RBC samples incubated with either: (i) 2 µM
PDAc ; or (ii) 2 µM OA for 2 h. The estimate of σ is presented as a percentage difference
(see Results) relative to the value under physiologically normal conditions (as indicated
by the asterisk). All DIC recordings were made with the sample slide maintained at 37◦C.
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Figure 7.10: Estimates of σ (parameter of the CRW model; see Methods) found by
analysing DIC intensity time courses of RBC samples incubated at 55◦C for 15 min
(heat-treatment; HT). After this treatment RBC shapes were severely altered (a typical
example is shown in the inset). The estimate of σ is presented as a percentage difference
(see Results) relative to the value under physiologically normal conditions (as indicated
by the asterisk). All DIC recordings were made with the sample slide maintained at 37◦C.
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CMF, but the σ estimate was significantly reduced from that of normal discocytes.
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Figure 7.11: Comparison of the value of α between air bubbles in a detergent solution,
oil droplets in an emulsion in water, and human RBCs of discocyte shape. A Estimates
of the α (parameter of the CRW model; see Methods), which characterises whether the
microscope-image intensity (and membrane displacement) time course corresponded to a
CRW (α = 1) or to pure white noise (α = 0). The inset shows the relative sizes of the
spherical air bubbles in the detergent solution (left inset) and the oil droplets (right inset).
B Power spectra obtained by Fourier transforming DIC-intensity time course data. The
spectral densities of each spectrum were normalised to the highest value in the power
spectrum, to emphasise the frequency composition of each recording. The solid lines
represent the envelope of each spectrum.
Finally, Fig. 7.11 A shows the estimate of α of the CRW model [the parameter that
characterises the decay time of the displacement perturbations of the membrane; see
[Puckeridge and Kuchel, 2013] and above] on recordings of non-biological microspheres
composed of air bubbles in solutions of detergent, and oil droplets in an emulsion in water.
The time courses of DIC intensity of the detergent monolayer at the surface of the air
bubbles were well described by the CRW model with non-zero α value. Whereas the DIC
intensity time courses of the oil droplets were better described by simple Gaussian noise,
and gave α estimates close to zero.
Furthermore, the power spectra of the discocyte, detergent air bubble, and oil emulsion
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DIC recordings were calculated, and are presented in Fig. 7.11 B. The spectral densities
were rescaled in this image, so no information about the relative amplitudes are contained
in the figure, however, this allows the frequency composition to be clearly seen for each of
the recordings examined. It was observed that air bubbles in detergent solutions and dis-
cocytes exhibited a higher contribution of low frequency signals compared to oil emulsion
droplets; the later exhibited a very weak bias to low frequency components.
Discussion
pH and osmolality
Under conditions far from physiological, such as shifting the pH by ±2 units, or increasing
the osmolality by 50%, there was a significant decrease in the value of σ estimated from
the DIC intensity time courses; this in turn suggests that CMF membrane displacements
were reduced. Furthermore, under these conditions there were a greater proportion of
echinocytes, stomatocytes, and spherocytes. It is well documented that pH and osmolality
influence the relative populations of RBC shapes [Grimes, 1980], and Fig. 7.6 indicates
a parallel correlation with the estimate of σ. Many enzymes exhibit their maximum
activity at conditions close to physiological [Grimes, 1980], giving further credence to
enzymes/proteins being involved in CMF.
Metabolic perturbants
Each chemical (NEM, iodoacetimide, and NaF) tested is a known inhibitor of a glycolytic
enzyme [Feig et al., 1971; Grimes, 1980; Szekely et al., 2009; Tuvia et al., 1997] and conse-
quently can deplete ATP, as confirmed by 31P NMR spectroscopy (Supporting Material).
However, iodoacetamide brought about the most rapid total depletion of ATP (in ∼1 h),
but only when inosine was also present. In its absence it took 2–3 h to achieve this. NaF
similarly brought about ATP depletion within 3 h, whereas the absence of glucose alone
was insufficient to ensure total depletion of ATP within 4 h.
Both NEM and iodoacetimide reduced the estimate of σ by 10%. However, NaF
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had no significant effect on CMF despite similarly achieving the depletion of ATP. Thus,
alkylating reagents such as NEM and iodoacetimide, but not necessarily the concomitant
depletion of ATP exerted a definitive effect on CMF.
These reagents amongst other effects on cells inhibit GAPDH into a non-functioning
state by alkylating a catalytically necessary −SH group and thereby inhibit glycolysis
[Betz et al., 2009; Blowers et al., 1951; Evans et al., 2008; Gov and Safran, 2005; Tuvia
et al., 1997]. However, the reagents can alkylate other reactive cysteinyl-SH groups that
are abundant in the RBC including ion channels, the cytoskeleton and other proteins
[Bauer and Lauf, 1983; Benesch and Benesch, 1954; Connor and Schroit, 1990; Green,
1967; Thomas et al., 1995]. Furthermore, the influence of reduced ATP, if the source of
the mean CMF amplitude reduction, was found to be less significant than reported in other
studies. Our results showed at most a 10% decline in σ upon the complete exhaustion of
ATP. As mean CMF amplitude is related to σ2, this decline corresponds to a ∼19% drop
in mean CMF amplitude and spectral power (see above). This is significantly smaller
than others have reported (66% decline; see references in Table S1).
Protein phosphorylation
The protein phosphorylation effectors PDAc and OA both led to significant increases in
the estimate of σ. PDAc is an activator of PKC, whereas OA inhibits protein phos-
phatases. Both effects lead to an increase in the steady-state level of phosphorylation
of β-spectrin and those proteins that bind to spectrin (see above). Consequently this
would reduce the number of tethering links between the cytoskeleton and the phospho-
lipid bilayer membrane, thus destabilising the membrane. This could explain the relative
increase in σ that attended the use of these reagents.
Thermal denaturation
While physiologically reasonable temperatures had no systematic effect on CMF (Fig. 7.7),
RBCs that had undergone HT (55◦C for 15 min) showed the most significant changes and
it brought about a 70% reduction in the estimate of σ relative to normal physiological
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conditions (corresponding to an ∼81% reduction in mean CMF amplitude and spectral
power). Furthermore, the estimate of α was reduced (from 0.90 to 0.70); however, this
may be an analysis artefact consequent upon a reduced value of σ [see Appendix II in
[Puckeridge and Kuchel, 2013]].
Under this heating regime, some enzymes may have become denatured and lost their
catalytic activity; it has already been confirmed to do so for transaldolase [Takeuchi
et al., 1984; McIntyre et al., 1989]. It is likely that the cellular buds (inset of Fig. 7.10)
arose because the tethering of the cytoskeleton to the RBC membrane was disrupted
and disorganised (due to the disruption of PKC and other effector enzymes). Given this
finding, and those on the effects of PDAc and OA, it is concluded that the cytoskeleton
and membrane-junction proteins have direct effects on CMF.
Non-biological comparisons
Oil droplets and air bubbles in detergent solutions in water were used to determine if
CRWs were exclusive to biology or could be observed generally in spherical objects, or
those with a membrane-water interface.
The DIC intensity time courses of both samples showed flickering-like characteristics,
i.e., they exhibited a greater composition of low frequency components, however, this
was almost negligible for the oil droplets. Air bubbles in detergent solutions appeared
to display nearly the same spectral envelope as RBC discocytes (Fig. 7.11 B), and their
motion was well described by a CRW. The air bubbles and discocytes had α estimates
close to unity, indicating prevalent low frequency components; whereas the oil droplet and
background (no sample), gave α estimates closer to zero signifying that their signals were
white noise with no dominant frequencies.
The CRW model proposed in the preceding paper [Puckeridge and Kuchel, 2013] is
based on relaxation of displacements of the membrane after collisions with it by water
and other solute molecules. Air bubbles in detergent solutions are also subjected to the
same bombardment but the rate of motion and relaxation will be affected by the spher-
ical shape and higher surface tension than discocytes. Regardless, CMF-like movements
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are observed, suggesting that all interfaces, detergent or phospholipid, align to form a
mono- or bilayer, respectively, and undergo thermally induced motion. The uniform
cross-sectional composition of an oil droplet makes it quite different from an air bubble
in which the density of the contents are much less than the surrounding water. The
higher density of oil is likely to play a significant role in restricting the deformability of
the droplet and thereby dampen any flickering. Thus emulsion droplets do not display
significant low frequency CMF-like behaviour.
Overall
Taking the above experimental evidence together, we posit that the physical properties of
the cell membrane, primarily its flexibility/elasticity (which depends on the state of cy-
toskeletal arrangement), determine the characteristics (spectral amplitude and frequency
composition) of CMF. Previously, it was suggested that ATP concentration has a direct
and significant influence on the characteristics of CMF, but only iodoacetamide had been
used to elicit such an effect [Betz et al., 2009; Blowers et al., 1951; Evans et al., 2008; Gov
and Safran, 2005; Tuvia et al., 1997] on which this conclusion was based. Fluoride did not
change CMF but did deplete ATP to an extent similar to iodoacetamide in a short time
(< 3 h). Thus, we posit that NEM and iodoacetamide non-specifically alkylate a wide
range of −SH groups, including those in the cytoskeleton, and we conclude that it is via
these interactions that CMF is affected and not via ATP depletion that occurs through
inhibition of glycolysis.
Conclusions
By using DIC light microscopy, a wide range of biological effectors were applied to RBC
samples and their CMF time courses were analysed using a CRW mathematical model
and Bayesian reasoning [Puckeridge and Kuchel, 2013]. The most significant effectors of
the parameter values that characterised the CMF were correlated with those that altered
RBC shape, or the extent of cytoskeleton-membrane organisation and its interactions with
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the intrinsic proteins in the phospholipid bilayer [Yau et al., 2012]. We also showed that
microspherical air bubbles in detergent solutions but not oil emulsion droplets displayed
a CRW, indicating that CMF most likely arises from the random, thermally driven bom-
bardment of the cell membrane by water and solute molecules. Iodoacetimide was seen
to have an effect on CMF as reported by others [Betz et al., 2009; Blowers et al., 1951;
Evans et al., 2008; Gov and Safran, 2005; Tuvia et al., 1997], however we conclude that
its effect results from non-specific alkylation of a wide range of proteins in the cell rather
than directly from the depletion of ATP. This is concluded because non-alkylating NaF
depletes ATP but did not affect CMF, but the alkylating reagent NEM did similarly to
iodoacetamide.
Overall, our results indicate that CMF was only indirectly dependent on ATP concen-
tration; in other words we concluded that CMF is not actively driven, but that ATP affects
the mechanical (flexibility/elastic) properties of the cytoskeletal-membrane-phospholipid
complex via protein phosphorylation.
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1. Effectors of CMF  
 
We summarize below the reported effects of various treatments on CMF in human RBCs. This 
summary also identifies the methods used for making the measurements of CMF. These have 
differed a lot and clearly influenced the conclusions that could be drawn regarding whether the 
phenomenon is an active (energy dependent) one that relies on ATP to drive it. 
 
Table S1: Literature summary of the effectors examined on RBC CMF. Note: Root mean square 
displacement (RMSD). 
Effector Reference Conditions/range 
used 
Technique Findings 
 
ATP depletion 
methods 
    
 - toxin Szekely et al 2009 Venom from S. 
aureus 
DIC microscopy No effect 
Absence of 
glucose 
Blowers et al 1951 18 h incubation in 
the absence of 
glucose 
Light microscopy Visual count of 
RBCs flickering 
reduced by > 99% 
Iodoacetamide 
and inosine 
Betz et al 2009 6 mM 
iodoacetamide, and 
10 mM inosine 
Optical tweezers 33% decrease in 
flickering RMSD 
 Blowers et al 1951 10 – 40 mM 
iodoacetate 
Light microscopy Visual count of 
RBCs flickering 
reduced by > 75% 
 Boss et al 2012 6 mM 
iodoacetamide, and 
10 mM inosine 
Digital 
holographic 
microscopy 
No reduction in 
flickering for the 
first 3 h of 
incubation. 25- 
50% reduction in 
mean CMF 
amplitudes after 4 h 
 Evans et al 2008 6 mM 
iodoacetamide, 1 
mM EGTA, and 10 
mM inosine 
Filtered bright 
field microscopy 
No effect 
 Park et al 2010  3 mM 
iodoacetamide, and 
10 mM inosine 
Diffraction phase 
microscopy 
25% decrease in 
flickering RMDS 
 Tuvia et al 1997 6 mM 
iodoacetamide, and 
10 mM inosine 
Point dark field 
microscopy 
50% decrease in 
mean CMF 
amplitude 
NaF Blowers et al 1951 10 mM NaF Light microscopy Visual count of 
RBCs flickering 
reduced by > 90% 
 Szekely et al 2009  154 mM NaF DIC microscopy No effect 
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RBC ghosts 
resealed in 
absence of ATP 
Levin and 
Korenstein 1991 
RBC ghosts resealed 
in absence of ATP 
Light scattering ~75% decrease in 
mean CMF 
amplitude 
 
 
Inhibitors 
    
p-
chloromercuribe
nzene sulfonate 
(pCMBS) 
Szekely et al 2009 Water exchange 
inhibitor, pCMBS 
[10 nmol (mg 
membrane)
-1
] 
DIC microscopy Log-Log power 
spectrum slope 
reduced 85% 
 
Cross-linkers 
    
Glutaraldehyde Krol et al 1990 0.01% v/v 
glutaraldehyde 
Light scattering Complete inhibition 
of flickering 
 
Poisons 
    
Carbon 
monoxide 
Blowers et al 1951 Carbon monoxide 
over 4 h 
Light microscopy No effect 
Cyanide Blowers et al 1951 60 mM cyanide Light microscopy Visual count of 
RBCs flickering 
reduced by > 80% 
Azide Blowers et al 1951 70 mM azide Light microscopy Visual count of 
RBCs flickering 
reduced by > 80% 
 
Other factors 
    
Cell age Szekely et al 2009 RBCs separated by 
age using 
centrifugation 
DIC microscopy Little effect 
Disease states Krol et al 1990 Hereditary 
microspherocytosis 
(spectrin deficient 
RBCs) 
Light scattering Mean CMF 
amplitude reduced 
33% 
Osmolality Blowers et al 1951 Dilution with water Light microscopy Little effect 
 Fricke and 
Sackmann 1984 
130  - 350 mOsmol 
kg
-1
 
Phase contrast 
microscopy 
No effect while 
discocyte in shape. 
 Park et al 2001 100 – 550 mOsmol 
kg
-1
 
Diffraction phase 
microscopy 
Flickering RMSD 
was a maximum at 
300 mOsmol kg
-1
. 
50% reduction in 
RMSD at 500 
mOsmol kg
-1 
and 
33% reduction at 
100 mOsmol kg
-1
. 
pH Blowers et al 1951  5 – 10 Light microscopy No effect between 
pHs of 5.2 – 9.3. 
Outside this range, 
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discocytes lysed or 
became 
sphereocytes 
PKC activation Betz et al. 2009 0.2 M calculin A 
and 2 M phorbol 
12-myristate 13-
acetate 
 10% increase in 
flickering RMSD 
Temperature Fricke and 
Sackmann 1984 
10 – 40C Phase contrast 
microscopy 
Constant over 10 – 
30C, then a two-
fold increase in 
flickering 
amplitude from 
30C to 35C. 
 Szekely et al 2009 20 – 37C DIC Microscopy No effect 
 
Viscosity 
Fricke and 
Sackmann 1984 
1 – 3 cP Phase contrast 
microscopy 
40% reduced power 
when viscosity 
increased from 1 to 
3 cP 
 Tuvia et al 1997 1 – 3 cP Point dark field 
microscopy 
40 % decrease in 
mean CMF 
amplitude 
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2. NMR spectral time courses 
 
31
P NMR spectroscopy was used to record times courses of ATP concentration in intact human 
RBCs subjected to various treatments that were considered to affect CMF. 
 
 
Fig. S1 Superimposed 
31
P NMR spectra of RBC suspensions (Ht = 0.70) incubated with 10 mM 
iodoacetamide at 37C, acquired at 0 h (black), 1 h (red), 3 h (blue), or 4 h (purple) after addition. 
Notation: ADP, adenosine diphosphate; AMP, adenosine monophosphate; ATP, adenosine 
triphosphate; 2,3-BPG, 2,3-bisphosphoglycerate; GrnP(h), dihydroxyacetone-phosphate hydrate; Pi, 
inorganic phosphate; and Ru5P, ribulose 5-phosphate. , , and , or (2P) and (3P) indicate which 
phosphate is associated with the resonance 
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Fig. S2 Superimposed 
31
P NMR spectra of RBC suspensions (Ht = 0.70) incubated with 10 mM 
iodoacetamide and 10 mM inosine at 37C, acquired at 0 h (black) or 1 h (red) after addition. 
Notation: ADP, adenosine diphosphate; AMP, adenosine monophosphate; ATP, adenosine 
triphosphate; 2,3-BPG, 2,3-bisphosphoglycerate; GrnP(h), dihydroxyacetone-phosphate hydrate; Pi, 
inorganic phosphate; Rib5P, ribose 5-phsophate; and Ru5P, ribulose 5-phosphate. , , and , or 
(2P) and (3P) indicate which phosphate is associated with the resonance 
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Fig. S3 Superimposed 
31
P NMR spectra of RBC suspensions (Ht = 0.70) incubated with 154 mM 
NaF at 37C, acquired at 0 h (black), 1 h (red), 3 h (blue), or 4 h (purple) after addition. Notation: 
ADP, adenosine diphosphate; AMP, adenosine monophosphate; ATP, adenosine triphosphate; 2,3-
BPG, 2,3-bisphosphoglycerate; and Pi, inorganic phosphate. , , and , or (2P) and (3P) indicate 
which phosphate is associated with the resonance 
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Fig. S4 Superimposed 
31
P NMR spectra of RBC suspensions (Ht = 0.70) incubated without glucose 
at 37C, acquired at 0 h (black), 1 h (red), 3 h (blue), or 4 h (purple) after depletion. Notation: ADP, 
adenosine diphosphate; AMP, adenosine monophosphate; ATP, adenosine triphosphate; 2,3-BPG, 
2,3-bisphosphoglycerate; and Pi, inorganic phosphate. , , and , or (2P) and (3P) indicate which 
phosphate is associated with the resonance 
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Chapter8
Overview
8.1 Introduction
The focus of this thesis was to account for the pathways of ATP hydrolysis in the human
RBC. CMF was explored as one possible route for this ATP hydrolysis. Furthermore, the
stoichiometric coupling of glycolysis to the NKA was examined, as inefficient coupling
could explain some of the inbalance between ATP consumption and its production. Fur-
ther to this, a number of mathematical models and analytical methods were developed,
which assisted these and other studies of RBC metabolism. The major findings described
in this thesis are summarised in the following sections, together with suggestions for fur-
ther areas of investigation.
8.2 Summary of finding
The examination of various effectors of RBC CMF suggested that reagents that are known
to affect the elasticity of the membrane [Grimes, 1980] greatly influenced the magnitude
(amplitudes) of CMF. DIC experiments on RBCs showed no direct influence of ATP
concentration on CMF, and revealed that previous studies that claimed this had only
examined ATP depletion in the presence of iodoacetamide [Betz et al., 2009; Boss et al.,
2012; Gov and Safran, 2005; Levin and Korenstein, 1991; Tuvia et al., 1997]. We proposed
that their observations (and ours) that CMF magnitude was decreased in its presence was
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primarily due to it alkylating (and possibly disrupting) the cytoskeleton and its regulatory
enzymes.
NMR experiments on RBC suspensions allowed the estimation of the stoichiometry
between the rate at which NKA transports Na+ ions across the membrane and the rate at
which it indirectly consumes glucose via glycolysis. Bayesian analysis estimated that the
stoichiometric ratio of Na+: glucose was 5.1: 1.0, but that it was dynamic, and increased
to 6.0: 1.0 when Na+ influx was higher. Hence, it was concluded that the coupling of
NKA activity to glycolysis could not explain the missing 50% ATP turnover in the RBC
(Sec. 1.1). Furthermore, our study confirmed that following the inhibition of NKA, glucose
was consumed at a significant rate: 1.1 mM h−1, which is ∼2/3 times the consumption
rate with NKA active.
In addition, several mathematical models of metabolic and membrane transport sys-
tems have been presented in this thesis. First, the chemical shift differences induced by
SR TmDOTP on 23Na+ in NMR spectra were modelled as a functions of the concentra-
tions of Na+ and other competing ions, including H+, K+, Ca2+, and PO4−3 . The model
parameters were estimated from experimental data, including dissociation constants that
quantified the equilibrium concentrations of TmDOTP-bound ions. This model could be
generalised to describe the chemical shift difference induced by TmDOTP and other SRs,
in the NMR spectra of 23Na+ and other NMR-receptive ions that also bind to TmDOTP.
The decay of magnetisation in HP samples, was observed using NMR spectroscopy
and described mathematically. It was determined that T1, the longitudinal relaxation
time constant, and α, the RF pulse angle, were statistically unresolvable in analyses
of regularly timed NMR intensity sequences. I proposed a geometric time sequence over
which NMR intensities were recorded. This enabled the two parameters to be statistically
reduced, and hence estimated from a single acquisition time course. This approach gave
comparable parameter estimates to those made using ‘inversion-recovery’ pulse sequences.
The method should be valuable for future HP studies, including those of RBC metabolism
[Page`s et al., 2013].
Next, CMF in RBCs was mathematically described using a CRW. This form arose
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after the reduction of a more complex mathematical model in which the membrane was
treated as a spring, and stochastic collisions (of water and solute molecules) with it were
included. In addition, we provided the physical interpretation of the model parameters,
and a method for their estimation from DIC recordings of RBC CMF. This work was the
foundation for the above study into the effectors, and possible ATP dependence, of CMF.
Finally, MCMC and a Bayesian analysis were used to estimate values for the many
order and rank quantum relaxation rate constants of quadrupolar ions that were guests
in stretched hydrogels. The analytical method proved valuable to simultaneously esti-
mating the numerous parameter values, provided suitable initial values were determined
upon. Many of the parameter estimates agreed with those independently estimated using
selective multiple-quantum-filter pulse sequences.
8.3 Future directions
8.3.1 HP studies of RBCs
There are many potential directions for HP studies, including those of metabolism or
transport in the RBC. The exchange of urea across the membrane is currently being
examined by us using DNP NMR [Page`s et al., 2013]. Similarly, future work may examine
the break down of methylglyoxal, an RBC metabolite, by glycolysis into d-lactate and
not l-lactate (as is the case for glucose and many other RBC metabolites). Both the
kinetics of methylglyoxal and urea are too fast to be captured (at reasonable resolution)
using conventional NMR. It is likely that DNP NMR will enable many of the fine details
of RBC metabolism to be investigated and subsequently modelled.
8.3.2 z -spectra
Future z -spectral studies could potentially go in many directions. Our initial work on 133Cs
in stretched gels requires further fitting using MCMC before publication. Furthermore,
the z -spectra of stretched gels containing RBCs could be obtained. For instance, acetate
containing stretched gels with RBCs could give unique NMR spectra and z -spectra fea-
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tures, which upon fitting with the model using MCMC, could quantify acetate exchange
across the membrane.
8.3.3 ATP consumption in the RBC
Future investigations into the sources of ATP hydrolysis in the human RBC could in-
clude: (i) the regulation of RBC shape and the cytoskeleton; (ii) Ca2+-ATPase and other
ATPase transporters; and (iii) a possible influence of metabolism on haemoglobin. As
discussed in Sec. 2.2.3, the reasons for RBCs to adopt certain shapes such as the disco-
cyte, and its transitions into other forms is not fully understood. It likely arises from
cytoskeleton-membrane interactions, of which may be regulated by ATPases. Future ex-
periments could be done on RBC suspensions involving NMR spectroscopy to measure
the exchange rate at which spectrin is phosphorylated and dephosphorylated. This would
allow an estimate of the ATP hydrolysis rate of various kinases involved in cytoskeleton
regulation. In addition to our stoichiometric studies of NKA, future work could consider
the ATP hydrolysis rates and coupling to glycolysis of other transport ATPases such as the
Ca2+-ATPase; however, 43Ca2+ has a low magnetogyric ratio and thus an alternate tech-
nique than NMR would be required. Furthermore, the metabolite 2,3-bisphosphoglycerate
(2,3-BPG) is known to affect the properties of haemoglobin [Mulquiney et al., 1999], and
future work on this molecule could consider it as possible consumer of ATP.
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