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Lipid membranes are not simply passive barriers. Embedded proteins are coupled to the 
membrane and can deform the surrounding bilayer, which incurs an energetic penalty. To 
minimize these penalties, proteins are known to tilt, aggregate, and experience major 
conformation changes. The degree to which the protein is influenced by the bilayer is dependent 
on the bilayer material properties and protein-bilayer coupling strength, for example. In this 
dissertation, the effects of bilayer material properties and protein-bilayer coupling are detailed 
using gramicidin A channel. This simple channel experiences one major conformational change, 
its transmembrane dimerization, which produces a bilayer deformation if the bilayer and dimer 
do not have the same hydrophobic lengths. Herein, molecular dynamics simulations are used to 
describe bilayer material properties, channel-bilayer coupling, and general lipid energetics with 
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1.1  A brief historical background 
 The most obvious role of biological membranes is to serve as a barrier to define cell and 
organelle boundaries. Reinforcing this “simple barrier” mindset, older biophysical studies 
demonstrated that small molecules permeate biological membranes similarly as a ~30 Å thick 
sheet of liquid hydrocarbon (1, 2). This view of the membrane is both insightful and misleading. 
It is a correct view in that the hydrophobic region of the membrane is ~30 Å (typical 
hydrophobic thicknesses range from ~20–40 Å, e.g., Zhuang et al. (3)) and treating it like a bulk 
material has provided many useful insights (4–9). Additionally, biological membranes do serve 
as barriers between the inside and outside of cells and also compartmentalize organelles (for a 
nice review on basic lipid chemistry and organization, see Cooper (10)). However, these 
membranes are not simply barriers (see Andersen & Koeppe II for a review (11)), and the 
simplicity of viewing membranes as such comes with the cost of ignoring the incredible 
complexity that their components exhibit. 
 Biological membranes are assemblies of amphipathic molecules called lipids (10), which are 
composed of a hydrophilic head group and generally two or more hydrophobic tails. Given their 
chemical geometry, lipids aggregate with their head groups face the aqueous environment and 
their tails packed together to minimize water exposure. Therefore, there is a fairly distinct 
hydrophobic region encased by a region of “tumultuous chemical heterogeneity,” where water 
begins interacting with the chemically diverse lipid head groups (12).  
 Lipids are a complex set of molecules, and the lipidome is thought to contain thousands of 
unique species (13, 14) – each of these species introducing possibly unique interactions with 
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other lipids and proteins, as well as possibly unique bulk properties (15–21). These interactions 
and properties depend on each species’ unique chemistry. 
1.2  Lipid packing and resulting properties 
 Lipids pack differently depending on their chemistry, ambient temperature, water/lipid ratio, 
and other factors (22–25), and many lipid types prefer non-bilayer phases (22). For example, an 
archetypical lipid type can be led through the various phases (Figure 1.1; from Brown (26)). At 
low temperature, there exists a gel state (high tail order and slow lateral diffusion) 𝐿!, in which 
lipids tails have all trans bonds and are highly organized. Raising the temperature brings the 
lipids to a liquid-crystalline (liquid-disordered; low tail order and fast diffusion) state 𝐿!, in 
which there are more gauche bonds and higher bilayer fluidity. 
 
Figure 1.1: Representative phase diagram. Lipid head groups are represented by circles and acyl chains are lines. 
Reprinted with permission from Brown, M.F. Curvature Forces in Membrane Lipid–Protein Interactions. 
Biochemistry. 51:9782–9795. DOI:10.1021/bi301332v. Copyright 2012 American Chemical Society. 
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 The exact characteristics of the phase diagram are strongly dependent on the chemical nature 
of the targeted lipid (or lipid mixture). A major factor in the phase equilibria is the curvature 
propensity of the lipid. A common, and perhaps elementary, method of thinking about lipid 
packing is by considering the molecule’s “shape” (26). By this reasoning, a lipid with a large 
head group cross-sectional area (CSA) and small tail CSA would pack with so-called positive 
curvature (Figure 1.2A). Conversely, a lipid could have a relatively smaller head group CSA 
compared to its tail CSA. These lipids pack with so-called negative curvature (Figure 1.2C). 
 With some chemical intuition, one can predict the “shape” of a lipid.  For two lipids with the 
same tails but different head groups, a lipid with a phosphatidylcholine (-CH2-N(CH3)3+; PC) 
head group will pack differently than a lipid with a phosphatidylethanolamine (-CH2-NH3+; PE) 
head group (30–37). PE head groups can hydrogen bond with other PE head groups, meaning 
that it is favorable for them to be close together (negative intrinsic curvature; 𝑅! = –29 Å; (32, 
37)). In contrast, a PC head group cannot hydrogen bond to other head groups, so their preferred 
packing is different than a PE lipid, but they still have negative intrinsic curvature; 𝑅! = –87 Å; 
(32)). Also reinforcing the “shape” concept, the addition of PC lysolipids (big head group CSA, 
small tail CSA) adds high positive curvature to leaflets, while PE lysolipids (small head group 
CSA, small tail CSA) is more cylindrical and adds little curvature (32). One can also imagine 
that tight packing of lipid head groups in a bilayer results in tight packing of the lipid tails (34–
36). Indeed, the addition of PE lipids to PC bilayers increases the PC tail order (34).  
 Additionally, as we are taught in introductory biochemistry, lipids with long, saturated tails 
pack tighter than lipids with short, unsaturated tails (for overviews, see (38, 39)). The length of 
the lipid tail determines how many van der Waals (dispersion) interactions occur between 
different tails. If the tails are long, there are many favorable interactions, and the tails become 
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rigid. Similarly, unsaturated carbon atoms (typically cis double bonds) kill orderliness among 
lipid tails because the unsaturations introduce packing imperfections. These tail characteristics 
influence the phase diagram as well. For lipids with the same head group, those with high tail 
order have high melting (gel to liquid, i.e., 𝐿! to 𝐿!) transition temperatures. By the same 
reasoning, lipid order also affects the other phase transitions. Therefore, instead of considering a 
generic lipid “shape,” it is better to think of a lipid’s “chemical shape.” That is, “What chemical 
properties does a lipid have that can lead to a certain preferred packing arrangement and material 
properties?” 
 
Figure 1.2: Lipid “shapes” and their effect on curvature propensity: (A) a lipid with a large head group (or small 
tails) creates positive curvature, (B) a cylindrical lipid creates zero curvature, and (C) a lipid with a small head group 
(or large tails) creates negative curvature. Lipid head groups are represented by circles and acyl chains are lines. 
Altered with permission from Brown, M.F. Curvature Forces in Membrane Lipid–Protein Interactions. 
Biochemistry. 51:9782–9795. DOI:10.1021/bi301332v. Copyright 2012 American Chemical Society. 
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 For a single lipid leaflet or total bilayer, we might wonder how easy it is to bend and/or 
compress this leaflet/bilayer. All of the aforementioned chemical factors manifest themselves 
lipid material properties, which can be used to answer questions on membrane energetics. There 
are various material moduli that address how easily lipids can be bent, compressed, tilted, and 
twisted (31–33, 37, 40–46); each with an associated energy. This dissertation details the bilayer 
energetics around a cylindrical membrane channel, so lipid bending and compression energies 
are detailed (Sections 1.3 and 1.4). Lipid twist has not been deeply studied beyond theory, and a 
cylindrical channel likely would not have much effect on twisting energetics. Lipid tilt could be a 
factor with respect to how lipids minimize compression and bending penalties (or adjust to non-
cylindrical proteins), and this could be studied in the future. 
1.3  The area compressibility modulus, 𝑲𝐀 
 Obtaining the correct surface area for a lipid type has been a focus of the CHARMM force 
field community from the beginning of its lipid parameter development. In the earlier days of the 
CHARMM lipid force field, surface tensions (𝛾 > 0) were applied to enforce area per lipid 
values close to experiment (41, 47). Improvements in the force field have allowed bilayer 
simulations to be run under tensionless conditions (𝛾 = 0), and agreement between simulation 
and experiment is generally good (35). 
 The proper average area per lipid and fluctuation around this average is energetically 






 ,         (1.1) 
where 𝑘! is Boltzmann’s constant, 𝑇 is the temperature, 𝐴  is the average total area, and 𝛿𝐴!  
is the mean square area fluctuation. Thus, the fluctuations of a simulation’s unit cell can be used 
to obtain 𝐾! (Chapter 2). Strictly speaking, 𝐾! relates to the ease of which a lipid (or group of 
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lipids) changes its 𝑥𝑦 area. However, if it is assumed that lipids compress with constant volume, 
a change in area (𝑥𝑦) is directly proportional to a change in height (𝑧) (48). Throughout this 
dissertation, all lipids are aligned with their primary axis along 𝑧  unless explicitly noted 
otherwise (Chapter 5). Therefore, we have a method to describe the energetics of lipid 












,        (1.2) 
where 𝑑! and 𝑑 are the unperturbed and perturbed bilayer thicknesses, respectively. 
1.4  Per area free energy with respect to curvature, 𝑭′ 𝟎  
 As noted above, PC lipids have a relatively small, but negative intrinsic curvature (i.e., they 
would bend toward their head groups if unconstrained as a single leaflet). However, if two 
leaflets form a bilayer, they are constrained to be planar (and further constrained to be planar in 
simulations with periodic boundary conditions). This restriction to planarity introduces stress 
(internal forces from neighboring atoms), within the leaflets (Figure 1.3) (11, 26). The pressure 
within a leaflet is not directly obtainable from experiment, but can be calculated by the molecular 
dynamics program NAMD, for example (49–51). NAMD produces a lateral pressure profile, 
𝑝 𝑧 = 𝑝! 𝑧 − 𝑝! 𝑧 , where 𝑝! 𝑧  and 𝑝! 𝑧  are the lateral and normal components of the 
pressure tensor; i.e., 𝑝! 𝑧 = 𝑝!! 𝑧 + 𝑝!! 𝑧 /2 and 𝑝! 𝑧 = 𝑝!! 𝑧 . 
 Following Figure 1.3 from 𝑧 = 0 to +∞, there are: i) relatively small positive pressures in 
the bilayer core due to tail entropy; ii) a large, negative pressure at the bilayer-water interface 
associated with tail hydrophobicity; iii) a large positive pressure associated with head group 
repulsions; and iv) in an equilibrated system, a pressure of 1 bar at large 𝑧, which is the applied 
system pressure (11, 26). 
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Figure 1.3: (A) DOPC bilayer that is enforced to be planar by hydrophobic and periodic boundary considerations. 
The individual leaflets would separate and bend toward their head groups if able. (B) A pressure profile where the 𝒛-
axis is the membrane normal. Data from Sodt et al. (9) 
 
The pressures within the bilayer have direct relation to physical quantities. These quantities 
are also discussed when applicable within each chapter. For a planar bilayer, the surface tension 
is the integral of the pressure profile (37, 52–54): 
𝛾 = − 𝑝 𝑧  d𝑧!!! .          (1.4) 
If a simulation is performed at 𝛾 = 0, the integral of the pressure profile should be zero. As 
discussed in Chapters 2 and 3, it is often more convenient to consider leaflet characteristics 
rather than total bilayer characteristics. In the case of the surface tension, the integration limits 
could be changed to −∞ to 0 and 0 to ∞ (or, more appropriately for simulations with periodic 
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boundary conditions, −𝐿!/2 to 0 and 0 to 𝐿!/2 where 𝐿! is the unit cell size along 𝑧). Assuming 
that the leaflets are acting independently of each other, calculating leaflet quantities can 
effectively double the statistical sampling. 
 In model systems, the Helfrich Hamiltonian (𝐹!) for the per area energy with respect to 
curvature is calculated by (55, 56): 
𝐹! 𝑐!, 𝑐! =
!!
!
𝑅!!! + 𝑅!!! − 𝑅!!! ! + 𝑘!𝑅!!!𝑅!!!,      (1.5) 
where 𝑘! is the bending modulus, 𝑅!!! and 𝑅!!! are curvatures of two principle axes, 𝑅!!! is the 
intrinsic curvature, and 𝑘! is the Gaussian bending modulus (or saddle splay modulus). Note that 
𝑅 indicates a radius of curvature, and that curvatures are also written as 𝑐 = 𝑅!!. It has been 
shown that Gaussian curvature is only important when there is a large change in membrane 
topology (e.g., pore formation or fission/fusion events; instances of high curvature structures) 




𝑅!! − 𝑅!!! !,         (1.6) 
where 𝑅!! has become the overall curvature (𝑅!! = 𝑅!!! + 𝑅!!!). 
 The derivative of the Helfrich Hamiltonian (Equation 1.6) with respect to curvature related to 
the first moment of the pressure profile (37, 52–54): 
𝐹! 0 = !!
!!!! !!!!!
= −𝑘!𝑅!!! = − 𝑧𝑝 𝑧  d𝑧
!!/!
!!!/!
,     (1.7) 
where the integral is written in terms of the unit cell size (𝐿!) centered at 𝑧 = 0. It is of note that 
𝑘! and 𝑐! are obtainable from the lipid hexagonal phase in experiment, and more recently, 
simulation (see Chapter 5). Conversely, the pressure profile is accessible from simulation and 
not experiment. This derivative of the Helfrich Hamiltonian relates the curvature frustration 
within a bilayer (or leaflet, given the correct integration limits), and states what will occur to a 
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leaflet to minimize its energy by returning to 𝑅!!!, if it was able to do so. Since 𝑘! is always 
positive, a positive value of 𝐹! 0  indicates that a lipid leaflet would bend toward its head groups 
if able (a negative curvature preference) and a negative 𝐹! 0  indicates that a lipid leaflet would 
bend toward its tails if able (a positive curvature preference). The magnitude of 𝐹! 0  indicates 
the degree of frustration that the leaflet is experiencing (i.e., 𝐹! 0 = 0 denotes a system with no 
curvature frustration). 
1.5  Protein-bilayer interactions 
 Though there are many lipid binding proteins in the proteome (58), the vast majority of 
proteins must interact with the bilayer by a more general means. These general interactions can 
be viewed in a continuum sense that a bilayer’s bulk properties (hydrophobic thickness, intrinsic 
curvature, and moduli) affect protein behavior (11). What is intimately related is that the protein 
also affects the bilayer through deformations. The deformation of the bilayer can either stabilize 
or destabilize a given protein conformation. 
 In 1984, Mouritsen and Bloom published their seminal work describing the “mattress model” 
of matching between hydrophobic protein domains and the hydrophobic thickness of the bilayer 
(59). That is, bilayers that are too thick for a protein’s hydrophobic domain must compress and 
bilayer that are too thin for a protein’s hydrophobic domain must stretch. This model is very 
beneficial, but sometimes too simplistic because proteins are known to aggregate, tilt, and 
perform major conformational changes in response to hydrophobic mismatch (see Killian for a 
review (60)). 
 The energy involved with deforming the bilayer has a cost involving the material properties 
of the bilayer, and there is now a rich background of examples demonstrating how membrane 
proteins are regulated by differences in hydrophobic mismatch and lipid intrinsic curvature (see 
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Andersen and Koeppe II, for a review (11)). This dissertation details the bilayer energetics 
surrounding a semi-cylindrical channel, gramicidin A (gA) as a model for other embedded 
membrane proteins (Figure 1.4). Gramicidin is unique in that it is semi-cylindrical and forms 
conducting dimer channels (D) by a transmembrane dimerization of two non-conducting 





D           (1.8) 
where 𝑘! and 𝑘!! are the association and dissociation rate constants, respectively. The relative 
concentration between monomers and dimers is determined by the energy associated with 
forming/breaking the six inter-monomer hydrogen bonds (∆𝐺!"#$%&'!→! ) and the bilayer deformation 










.       (1.9) 










∇!𝑢 − 𝑅!!! ! ∙ 2𝜋 ∙ 𝑟 d𝑟 −
!!
!






where 𝑢 = 𝑑! − 𝑑 /2 with 𝑑! being the unperturbed bilayer thickness and 𝑑 being the local, 
perturbed bilayer thickness (7, 9, 66, 67). Thus, 𝑢 describes a single leaflet deformation, the 
second derivative of which describes the local curvature of the deformation (∇!𝑢 = 𝑅!!). Even 
without a deformation, there is generally a curvature energy associated with forming the bilayer, 
and this is represented by the second integral. If 2𝑢/𝑑! and ∇!𝑢 are zero, there is still some 
latent energy, 𝑘! ∙ 𝑅!!! !, associated with the general frustration a leaflet feels due to being in a 




Figure 1.4: gA dimer with monomers colored light and dark grey. Tryptophan residues are yellow with indole 
nitrogen in blue. 
 
 
1.6 Dissertation outline 
 This dissertation balances the two views of lipids: i) that they exist in a bilayer as a bulk 
material and ii) that individual lipids interact specifically with embedded proteins. The focus of 
Chapters 2, 3, and 4 is the interplay between gA dimers and monomers and the bilayer. In each 
instance, it is demonstrated that bulk properties as well as individual lipid-channel interactions 
are important. Chapter 5 details building inverse hexagonal lipid systems to obtain the bending 
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modulus and intrinsic radius of curvature. In all cases, molecular dynamics simulations were 
used to provide atomistic insight into the complexity of protein-bilayer interactions. 
 Specifically, Chapter 2 describes how two-component bilayers rearrange to minimize 
hydrophobic exposure and bilayer frustration. The results of long timescale (3.5 µs) simulations 
are compared to experimental results and a simple compression-only energy model. Chapter 3 is 
the companion piece to Chapter 2 and further details the energetics of bilayer deformations due 
to gA. Chapter 4 is a study of how gA mutations affect bilayer energetics and how these 
different interactions affect explain experimentally measured channel lifetimes. In Chapter 5, a 
methodology for quickly and reproducibly building the lipid inverse hexagonal phase is 
developed and justified. This module in CHARMM-GUI (http://charmm-gui.org) will be made 
available to the public and hopefully allow more researchers to investigate this useful, but 
infrequently used lipid phase. Finally, Chapter 6 provides some overarching conclusions and 




2 Gramicidin A Channel Formation Induces Local Lipid Redistribution: 
Experiment and Simulationa 
 
2.1  Introduction 
 
 As mentioned in Chapter 1.1, cell membrane lipid composition is diverse and tightly 
regulated (68, 69), with the cellular lipidome containing 1,000+ unique species (13, 14). Each of 
these species has distinct physical properties that contribute to the organization of the bilayer and 
the energetics of membrane protein-bilayer interactions. Studies using single-component bilayers 
have demonstrated how changes in a given lipid characteristic, such as acyl chain length, may 
alter protein function (15–21) and highlighted the importance of the hydrophobic coupling 
between a protein and its host lipid bilayer (11). Mismatch between a protein’s hydrophobic 
domain and the bilayer’s hydrophobic core is highly unfavorable, as exposing hydrophobic 
residues to water incurs a 25–75 cal/(mol·Å2) energetic penalty (11, 70). Deforming the bilayer 
to match the protein’s hydrophobic domain also has an associated energetic cost, which includes 
compression and bending energy contributions (7, 59, 66, 71, 72). These bilayer contributions to 
the change in free energy are known to affect the conformational preference of many diverse 
membrane proteins (see Andersen and Koeppe (11) for a review). 
 In a multicomponent bilayer, these energetic penalties may be reduced if a particular lipid 
species redistributes laterally to be preferentially enriched near a given protein. This lipid sorting 
has been studied experimentally with Ca2+-ATPase (SERCA) (15, 73, 74) and bacteriorhodopsin 
(BR) (75), which showed limited lipid preference in liquid-crystalline bilayers. Both SERCA and 
BR, however, aggregate when embedded in bilayers that are either very thin or thick (76, 77), 
such that the protein/bilayer boundary can vary as the bilayer thickness is varied, which may 
                                                
a Altered from Beaven, A.H., A.M. Maer, A.J. Sodt, H. Rui, R.W. Pastor, O.S. Andersen, and W. Im. 2017. Biophys 
J. 112:1185–1197. Reused with permission from Elsevier (DOI: 10.1016/j.bpj.2017.01.028). 
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obscure any lipid sorting. KcsA (K+ channel) (78), however, exhibited clear selectivity among 
lipids with different chain lengths (a three-fold change in the preference for the protein/bilayer 
interface between dC10:1 and dC22:1). 
 Less is known about single membrane-spanning α-helices, but the available evidence shows 
little, if any, acyl chain-length-dependent preference among phospholipids (79). This could 
reflect that the imperfect hydrophobic matching between single bilayer-spanning α-helices and 
their host bilayers (80) or the perfect matching by helix tilting (81). In the case of gramicidin 
channels (showing only relatively small tilting), Fahsel et al. (82) found a preference for the 
thinner di-myristoyl-phosphatidylcholine (dC14:0, DMPC) in studies on dC14:0-dC18:0 mixtures in 
both fluid-gel and gel-gel coexistence.  
 The lateral distribution of lipids also has been explored in simulation studies. Mouritsen and 
colleagues (75, 83) used lattice Monte Carlo lipid models and a smooth cylindrical membrane 
protein to show that lateral lipid sorting should be feasible, although there was little evidence for 
such sorting in the experiments on BR (75). Later Monte Carlo-molecular simulations on 
gramicidin channels or the OmpA protein embedded in dC14:0-dC18:0 mixtures in the liquid-
crystalline state similarly found little enrichment of either lipid adjacent to the channel or 
membrane protein (84, 85). Coarse-grain simulations, however, have more convincingly 
demonstrated lipid redistribution as a function of hydrophobic mismatch (85–87). 
 This study explores the redistribution of liquid-crystalline lipid species with different acyl 
chain lengths adjacent to a bilayer-spanning channel, [Val1]gramicidin (gA), which has been 
extensively characterized by electrophysiology (18, 88–90), spectroscopy (91–95), and 
molecular dynamics (MD) simulations (20, 96–98). Gramicidin channels are small and 
cylindrical (allowing for lipid radial properties to be easily calculated) with ample evidence for 
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hydrophobic matching between the channel and the host bilayer (99), and it can be studied at 
single-molecular resolution (where there is no lateral aggregation). Hence, gA is an excellent 
tool for probing the physics underlying lipid redistribution. 
 
 
Figure 2.1: (A) Space-filling model of [Val1]gramicidin; the two β-helical subunits are indicated by yellow and 
green coloring of the carbon atoms. (B) Gramicidin channels form by the transmembrane dimerization of two non-
conducting subunits. Channel formation and dimer dissociation are “visible” as rectangular current transitions. 
Channel formation is associated with a local decrease in bilayer thickness, with an associated energetic cost, which 
gives rise to a disjoining force that the bilayer imposes on the channel. Thus, the average channel lifetimes depend 
on the channel-bilayer hydrophobic mismatch. 
 
 
 gA channels have only one major conformational transition, which is their formation by 
transmembrane dimerization of two nearly cylindrical monomers residing in opposite leaflets 
with their axes aligned to form a channel across the bilayer (Figure 2.1). That gA has only a 
single major conformational change is important, in that it mainly adjusts to its environment 
through changes in the monomer↔dimer equilibrium, with minimal changes in other properties, 
such as the helical pitch (100) and single-channel conductance (101). Additionally, the single-
leaflet monomer most likely produces minimal bilayer deformations (20). Thus, the bilayer must 
deform to accommodate the dimer (and the dimer-to-monomer transition state), meaning that any 
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local enrichment of a preferred lipid in the vicinity of a gramicidin dimer must be reflected in the 
channel lifetime. 
 First, single-channel experiments demonstrate that gA single-channel lifetimes are increased 
(relative to a single component reference bilayer) in bilayers formed from lipid mixtures, where 
the lipids can redistribute to minimize the total bilayer deformation energy. The tentative 
conclusion from the electrophysiological experiments, that lipid redistribution occurs, was then 
substantiated using long-timescale MD simulations to determine the lipid redistribution as a 
function of time and distance from the channel. The relevant timescales and concentrations are 
discussed, and a comparison between experimental and MD results with a discussion of 
redistribution energetics follows. Because the lipid environment can modulate any embedded 
protein’s function (11, 102), results and conclusions here should be applicable to a wide range of 
membrane-embedded proteins. 
 It is important to note that although redistribution is an important feature by itself, the 
magnitude of redistribution is related to channel-bilayer hydrophobic mismatch, and so it can 
confirm model energetics that in turn affect protein function. When considered with the results of 
the second part of this work (seen in Chapter 3, which briefly develops and analyzes a 
continuum model of hydrophobic mismatch), a cross-validated base is built for interpreting the 
effect of protein-lipid coupling on function and compositional heterogeneity. The connections 
among experiment, simulation, and theory are briefly summarized at the conclusion of this 
article to emphasize how our results provide, to our knowledge, new insight into the physics of 
lipid redistribution. 
2.2  Methods 
2.2.1 Experimental methods 
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 Di-palmitoleoyl-phosphocholine, (16:1cΔ9)2PC (dC16:1), di-oleoyl-phosphocholine, 
(18:1cΔ9)2PC (dC18:1), di-eicosenoyl-phosphocholine, (20:1cΔ11)2PC (dC20:1), di-erucoyl-
phosphocholine, (22:1cΔ13)2PC (dC22:1) and di-nervonoyl-phosphocholine, and (24:1cΔ15)2PC 
(dC24:1), were from Avanti Polar Lipids (Alabaster, AL). n-Decane (99.9% pure) was from Wiley 
Organics (Columbus, OH). gA was a gift from Drs. Roger E. Koeppe II and Denise V. 
Greathouse (Dept. of Chemistry and Biochemistry, University of Arkansas). gA was dissolved in 
ethanol (200 proof) or DMSO (Sigma-Aldrich, St. Louis, MO).  NaCl was Purissimum grade 
from Sigma-Aldrich. Electrolyte solutions were prepared daily using deionized Milli-Q water 
(Millipore Corp., Bedford, MA). 
 Planar lipid bilayers were painted with a solution of lipid/n-decane across a 0.8–1.2 mm 
diameter hole in a Teflon partition separating two Teflon chambers each containing 5 ml of 
solution (unbuffered 1.0 M NaCl). Single channel experiments were done using the bilayer 
punch (88). All experiments were done at 25 ± 1°C, with a membrane potential of ±200 mV. The 
current signal was amplified using an AxoPatch 1B (Axon Instruments, Foster City, CA). The 
signal was filtered at 500–1000 Hz, digitized, and sampled by a PC/AT compatible computer. 
Single-channel average lifetimes (𝜏) were determined by fitting single exponential distributions 
to the lifetime distributions, 𝑁 𝑡 /𝑁 0 = exp −𝑡/𝜏 , where 𝑁 𝑡  is the number of channels 
with a duration longer than 𝑡. All experiments were done at very low gA/lipid molar ratios 
(~1/105) to minimize any uncertainties associated with lateral interactions among gA channels. 
2.2.2 Simulation methods 
2.2.2.1 System setup 
 The simulation systems were built using the Membrane Builder module (103, 104) in 
CHARMM-GUI (www.charmm-gui.org) (105). A single gA dimer (PDB:1JNO) (94) was 
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inserted into three different bilayers (dC16:1+dC24:1, dC18:1+dC22:1, and dC20:1) (Figure S2.1). 
Each bilayer has 90 lipids per leaflet, which has been shown to have at least three lipid shells 
around the protein and extend into the effective bulk in previous gA simulations (20). 0.15 M 
KCl was used for all simulations. Including water and ions, each of the three systems contains 
~63,000 atoms (see Supplemental information Table S2.1 for system information). 
 Each system was initially minimized and equilibrated using CHARMM (106). After this 
short procedure, a further 60-ns equilibration was performed using NAMD (51) in the 
isothermal-isobaric (NPT) ensemble at 303.15 K and 1.0 atm. Langevin dynamics were used to 
maintain constant temperature with a Langevin coupling coefficient of 1 ps–1. A Nosé-Hoover 
Langevin piston (107, 108) maintained constant pressure with a piston period of 50 fs and a 
piston decay of 25 fs. All simulations were run using P1 periodic boundary conditions. The 
CHARMM all-atom C22 protein force field (109) including dCMAP (110, 111) was used 
together with the C36 lipid force field (35) and a TIP3P water model (112). A 2-fs time-step was 
used along with the SHAKE algorithm (113). Electrostatic interactions were calculated using the 
particle-mesh Ewald method (114) (mesh size ~1 Å, κ = 0.34 Å–1, and sixth-order B-spline 
interpolation), and van der Waals interactions were smoothly switched off between 10–12 Å by a 
force-switching function (115). 
 The coordinates from the end of the NAMD simulations were used to initiate 3.5-µs 
simulations on Anton, a special-purpose supercomputer designed for long timescale MD 
simulations (116), using the same force fields and water model as above. The NPT ensemble was 
employed in these Anton simulations with the pressure and temperature held constant at 1 bar 
and 303.15 K using Berendsen’s coupling scheme (117). The lengths of all bonds involving 
hydrogen atoms were constrained using M-SHAKE (118), and the cutoff distance of the van der 
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Waals and short-range electrostatic interactions was set to 10.05 Å. Long-range electrostatic 
interactions were evaluated with the k-space Gaussian split Ewald method (119) using a 
64×64×64 mesh. The r-RESPA integration method (120) was employed with a time-step of 2 fs, 
and the long-range electrostatic interactions were evaluated every 6 fs. Due to the length of the 
simulation, atomic coordinates were saved every 0.24 ns. 
 In addition to the gA-bilayer systems, single- and two-component bilayer-only simulations 
were performed to gather equilibrium bilayer properties (thickness, area compressibility, and per 
lipid area) to better quantify how lipids adapt to the channel and each other in the mixed bilayers, 
as well as to use the computed bilayer properties for continuum model calculations. Single-
component bilayers (dC16:1, dC18:1, dC20:1, dC22:1, and dC24:1) were built with 50 lipids per leaflet. 
Two-component bilayers (dC18:1+dC22:1 and dC16:1+dC24:1) were built with 90 lipids per leaflet 
(see Table S2.1 for system information). Each bilayer was simulated for at least 100 ns with the 
same simulation parameters and protocols described above for the gA-bilayer NAMD 
simulations. 
2.2.2.2 Lipid shell definition 
 Lipids that are approximately within the same radial distance from a protein define a lipid 
shell around the protein, and lipids in the same lipid shell generally have similar bilayer 
properties (e.g., thickness, area per lipid, and compressibility). Recent studies using estimations 
of shell locations based on one-dimensional (1D) radial and two-dimensional (2D) density 
distribution functions have yielded some success (20, 121, 122). However, lipid radial or density 
distribution functions often do not allow for high-resolution data of the location, population, and 
bilayer properties of lipid shells beyond the first shell.  
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 In this study, an alternative approach was developed to define high-resolution lipid shells, 
based on marking lipid locations by a 2D Voronoi tessellation, in which the gA Cα atoms were 
used to represent the gA structure and the lipid locations were defined by the center of mass of 
each lipid projected onto the Z = 0 plane (i.e., the membrane plane). 2D Voronoi tessellations are 
particularly useful in this context as they divide the bilayer into regions associated with 
individual lipids on the bilayer plane. These regions are divided by tessellation borders, which 
represent the spatial boundaries between individual lipid areas. After defining the 2D areas for 
each lipid, it is possible to determine the neighbors (adjacent areas belonging to either a lipid or 
the channel) of a specific lipid site. Because tessellation borders between lipids rapidly fluctuate 
(and may be quite small) due to the nature of stochastic lipid diffusion and conformational 
change, a threshold (empirically defined as 4 Å) can be used to determine where lipids that share 
a border with another lipid or the channel are true neighbors. Thus, a target site and a neighbor 
are only considered to be true neighbors if the tessellation border between them is above the 
threshold. In Figure 2.2A, lipid site “1” is in the first shell since it shares at least a 4 Å 
tessellation border with the channel (in orange). Lipid site “2” is in the second shell because it 
shares a border with a lipid in the first shell (i.e., lipid site “1”) and does not share a border with 
the channel. A lipid in the third shell would therefore neighbor lipids in shell 2, etc. 
 To determine instantaneous shell identities for all lipids throughout the trajectory, a 2D 
Voronoi tessellation was obtained for the first snapshot of the MD trajectory. Using this 
tessellation, lipids were examined iteratively to determine the first shell lipids. Then, other lipids 
in contact with these first shell lipids were assigned to the second shell. In other words, the lipids 
were continuously assigned, first defining and filling the first shell, then defining and filling the 
second shell, etc. The assignment stopped when all shell identities were unchanged from the 
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previous iteration. For each following snapshot of the trajectory, nearly the same procedure was 
applied for assigning neighbor relationships. 
 
Figure 2.2: (A) Lipids shown with associated Voronoi area. The first four lipid shells surrounding the gA channel 
(orange) are defined by yellow, blue, green, and purple, respectively, with all lipids past these shells in grey. (B) 
Individual lipids around gA based on the same shell definition in (A). 
 
  
 The fast border fluctuations mean that a lipid’s shell assignment could change nearly 
instantaneously (every snapshot or 0.24 ns). For example, a border could fluctuate between 3.8 Å 
and 4.2 Å throughout the simulation (i.e., crossing the threshold that defines a true lipid 
neighbor). To reduce these rapid, unphysical transitions, an additional step was added to the 
algorithm for all snapshots after the first. Once a border between two lipids reached the 4 Å 
threshold, the algorithm backtracked through time to the point of initial contact between the 
target lipid and the neighbor to mark the border as “effective”. Thus, two lipids were considered 
to be neighbors from the point of first contact until the border between them went to 0 Å 
(complete separation). By using this scheme of reaching a defined threshold, backtracking, and 
then relaxing the threshold, the strong dependence of lipid shell identity on the threshold can be 
removed. Ultimately, the lipid shells can be defined with high resolution throughout the 
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simulation trajectory. Once a lipid’s shell is determined, any of its characteristics (e.g., 
hydrophobic thickness, which is the average position of the C22 and C32 atoms (i.e., the carbon 
atom next to the carbonyl carbon in each acyl chain) along the membrane normal (i.e., the z-
axis)) can be calculated. Subsequently, any characteristic can be averaged for all lipids in a 
particular shell. 
2.2.2.3 First shell lipid residence time determination 
 The average amount of time that a single lipid spends in the first shell before moving to the 
second is called the “expected residence time” in this study. Characterizing the residence time is 
important to properly judge equilibration of the system (i.e., the simulation must be run many 
times longer than the residence time), and to build a model of how quickly the lipid environment 
around a channel relaxes. Reliable characterization of the residence time from a simulation 
trajectory is a challenging task, however, due to the co-existence of different lipid motions in and 
out of the first shell. Despite the shell definition using 2D Voronoi tessellations, fast lipid 
motions near the boundary of the first and second shells can occur due to difficulties in first-shell 
assignments, and the relaxation of such fast and physically meaningless events is unrelated to 
lipid diffusion for the residence time. Likewise, it is possible that lipids under strong interactions 
(e.g., hydrogen bonding) with the channel have much longer residence times. In this study, we 
used statistical modeling of the observed residence times and its technical procedure is described 
at the beginning of the Supplemental information. Briefly, two timescales are observed, the 
longer of which, typically ~50–100 ns, corresponds to a residence time that is consistent with 
lipid diffusion (Table S2.2).  
2.3  Results and discussion 
2.3.1 Single-channel lifetime measurements support lipid redistribution 
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D  and  [D]= !!""#
!!"#
· M 2 ,        (2.1) 
where 𝑘!""# and 𝑘!"# are the rate constants for association and dissociation, respectively. The 
dissociation rate constant can be modeled as an activated process along a reaction coordinate that 
separates the subunits normal to the bilayer. Assuming that a free monomer subunit imposes no 
deformation of the membrane, only a dimerized gA has a contribution to the deformation energy. 
Thus, 𝑘!"# is increased and the channel lifetimes decrease as the deformation energy increases. 
gA dimerization in a lipid environment X (with a hydrophobic thickness that is longer than the 
channel’s hydrophobic length) causes a generic bilayer deformation with an associated energetic 
cost (7, 71). Because the intrinsic curvature of phosphatidylcholines is close to zero (123), we 
can approximate the deformation energy as: 
𝐸!"#,!"#$% = 𝐻 (ℎ! − 𝑙)!,         (2.2) 
where 𝐻  is a phenomenological spring constant, ℎ!  is the unperturbed hydrophobic bilayer 
thickness of lipid environment X, and 𝑙 is the channel length. The magnitude of 𝐻 is determined 
by the shape of the protein and the physical properties of the bilayer, such as the bulk area 
compressibility and bending moduli and the channel-bilayer boundary condition (7). At the 
transition state (where the channel subunits have moved apart, breaking some inter-subunit 
hydrogen bonds), the channel length is increased by 𝛿:  
𝐸!"#,!.!. = 𝐻 (ℎ! − 𝑙 + 𝛿 )!,        (2.3) 
and the bilayer contribution to the activation energy (dissociation barrier) becomes, ∆𝐸!,! =
𝐸!"#,!.!. − 𝐸!"#,!"#$%. For such a process, with uncorrelated events occurring at an average rate, 
the distribution of channel lifetimes will be determined by a parameter 𝜏, the average lifetime, as 
 24 
 𝑁 𝑡 /𝑁 0 = exp −𝑡/𝜏  ,        (2.4) 
where 𝑁(𝑡) is the number of events occurring after some time t. The difference in activation 
energy between lipid environments X and Y that differ in thickness (ℎ! and ℎ!, respectively), 
but have the same 𝐻, thus becomes (124): 
Δ𝐸!,!!! = ∆𝐸!,! − ∆𝐸!,! = 2𝐻𝛿 ℎ! − ℎ! ,      (2.5) 
and the logarithm of the ratio of 𝜏 in two different lipid environments becomes: 
ln 𝜏! − ln 𝜏! =
!!" !!!!!
!"
.        (2.6) 
That is, the logarithm of the lifetime varies as a linear function of bilayer thickness with a slope 
of 2𝐻𝛿(𝑅𝑇)!!. 
 In the experiments reported here, 𝜏  was measured for three single-component bilayers 
(dC16:1, dC18:1, and dC20:1, which form stable, though decane-containing bilayers) to obtain the 
phenomenological product, 2𝐻𝛿(𝑅𝑇)!!, for this lipid chemistry (phosphoglycerol lipids, two 
acyl chains with one double bond each). Table 2.1 and Figure 2.3A show results obtained in 
planar lipid bilayers formed by dC16:1, dC18:1, and dC20:1 (there was an ~10-fold change in 𝜏 when 
the phospholipid acyl chains were shortened or extended by two methylene groups). 
 A key issue is what to use as an appropriate bilayer thickness. The single-channel 
experiments were done in hydrocarbon-containing membranes, which are thicker than the 
hydrocarbon-free membranes used in the simulations. The hydrophobic thickness of dC18:1 
membranes formed using decane is ~40 Å (125), whereas the thickness of hydrocarbon-free 
dC18:1 bilayers is ~27 Å (Refs. (76, 126) and Table S4). Although the hydrocarbon-containing 
and hydrocarbon-free thicknesses are different, Helfrich and Jakobsson (5) noted that the 
membrane thinning associated with channel formation is likely to first involve the expulsion of 
the hydrocarbon solvent in the bilayer adjacent to the channel followed by the compression of 
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the bilayer leaflets. The key variable of interest, however, is the difference in thickness when the 
acyl chain length is varied, which is similar in the two systems, varying ~1.6 Å per CH2 residue 
(dC18:1 to dC24:1) in solvent membranes (76), vs. ~1.1 Å per CH2 residue (dC16:1 to dC24:1) in 
hydrocarbon-containing planar bilayers (127). For this analysis, we therefore chose to use the 
bilayer thickness from MD simulations (see below and Table S2.4), which agrees well with the 
thickness determined by hydrocarbon-free experiments (76, 126). If the thicknesses of 
hydrocarbon-containing bilayers had been used instead, the slope of the ln(𝜏)-ℎ relation would 
have been steeper, and we would have deduced a larger enrichment of the shorter lipid in the 
vicinity of the channel. 
 We thus find that the slope of the ln(𝜏)-ℎ relation in single-component bilayers, Equation 2.6, 
is 0.622 Å–1 ± 0.021 Å–1 (fit using uncertainties found in Tables 2.1 and S2.4). It is not necessary 
to individually specify the values of 𝐻 and 𝛿 because it is their product that is important in the 
calibration of timescale and bilayer thickness. Nevertheless, 𝛿 can be reasonably assumed to be 
on the Å length scale necessary to break the hydrogen bonds between gA subunits. A 𝛿 value of 
1.6 Å is justified in the literature (125, 128–130), which yields H = 0.117 ± 0.004 kcal/(mol⋅Å2) 
(49.0 ± 1.6 kJ/(mol⋅nm2)) from the data in this work, in reasonable agreement with estimates 
obtained using different gA analogues (125). This value is in acceptable agreement with the 
estimate computed independently in the Supplemental information of Chapter 3, i.e., H = 
0.0853 kcal/(mol⋅Å2) (35.7 kJ/(mol⋅nm2)). 
 Using the H estimate from gA dimer lifetime measurements in single-component bilayers, 
we can define an effective bilayer thickness around the channel (i.e., the thickness that the 
channel experiences) to interpret the lifetime measurements in two-component bilayers: 





= ℎ! + 𝑛!!"" ℎ! − ℎ! ,     (2.7) 
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which can be written in terms of the change in effective thickness, as: 
Δℎ!!"" = ℎ!!"" −
!
!
ℎ! + ℎ! ,         (2.8) 
where ℎ!"!":! is the unperturbed thickness of the reference dC20:1 bilayer, 𝜏!"# is the gA single-
channel lifetime in a mixed bilayer, 𝜏!"!":! is the gA lifetime in dC20:1 lipid (channel lifetime 
results are listed in Figure 2.3B and Table 2.1), and 𝑛!!"" is the fraction of short lipids in direct 
contact with gA (first lipid shell). Here, the subscript s refers to the “short” and the subscript l 
refers to “long” lipids in the mixture. Assuming that the thickness of a lipid mixture is the 
weighted average of the thicknesses of its constituents, i.e., ℎ!!"" = 𝑛!!""ℎ! + 𝑛!!""ℎ!  (where 
𝑛!!"" = 1− 𝑛!!""), the effective fraction of short-chained lipids in the vicinity of the channel, 𝑛!!"", 







.          (2.9) 
If Δℎ!!"" is zero, the lipids are randomly mixed in the vicinity of the channel (𝑛!!"" =
!
!
). The work 
of collaborators in Chapter 3 shows that the major contribution to the deformation energy comes 
from the lipids in the first shell, justifying the interpretation of 𝑛!!"" as the first shell lipid 
enrichment. Estimates of 𝑛!!"" are shown in Table 2.1. The measured lifetimes thus correspond to 
bilayers composed of a mole-fraction 0.58 ± 0.04 dC18:1 in the dC18:1+dC22:1 bilayer and 0.66 ± 
0.02 dC16:1 in the dC16:1+dC24:1 bilayer. The single-channel experiments thus provide strong 










Table 2.1: Experimental gA dissociation timescales as well as Δℎ!!"" and 𝑛!!"" for the mixtures. 
 
# Data for dC20:1 and the mixtures are shown in Figure 3. 
$ Computed from Equation 7. 






Figure 2.3: (A) The natural log of the average gA single-channel lifetimes as a function of the difference in bilayer 
thickness for dC16:1, dC18:1, and dC20:1, relative to dC20:1. The points show the averages with associated uncertainty. 
The black line is a linear fit to the data, with a slope of 0.622 Å–1 ± 0.021 Å–1. (B) Single-channel lifetime 
distributions in dC20:1, dC18:1+dC22:1, and dC16:1+dC24:1 membranes. The distributions (thinner line) were fit with 
single exponential distributions (thicker line) and the average lifetimes are listed in Table 1. 
 
  
Bilayer τ # (ms) Δℎ!!"" 
$ (Å) 𝑛!!""
 %   
dC16:1 6820 ± 510    
dC18:1 530 ± 22  
  
dC20:1 64 ± 10    
dC18:1+dC22:1 95 ± 10  –0.72 ± 0.3  0.58 ± 0.04 
dC16:1+dC24:1 195 ± 20  –2.9 ± 0.3  0.66 ± 0.02 
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2.3.2 Microsecond simulations show ~100-ns first shell lipid residence times 
 In the case of semi-cylindrical integral membrane proteins such as gA, it is convenient to 
define lipid shells and other bilayer properties as a function of radial distance from the protein. In 
this context, the lipid shell locations from gA, defined using the 2D Voronoi tessellation 
described in the Section 2.2.2.2, correspond to the center of each shell. By averaging shell 
locations, a typical shell boundary can be approximated (Table S2.3), e.g., the first lipid shell 
boundary is the average of the first and second shell locations. The shell locations (black vertical 
lines, in Figure 2.4) coincide well with the first peak in the 1D lipid radial distribution function 
(RDF) in gA+dC16:1+dC24:1; the results for gA+dC18:1+dC22:1 and gA+dC20:1 are similar and not 
shown. Slight discrepancies arise because the lipid shell location represents an average location 
within each shell, which is not necessarily the most populated location in the 1D-RDF peaks. 
When the shell boundaries (dashed red vertical lines) are considered, this shell method clearly 
provides much finer resolution of each lipid shell compared to the 1D-RDF. In fact, it is difficult 
to define even the second lipid shell based solely on the 1D-RDF. The Voronoi tessellation, 
however, provides an unambiguous lipid shell definition that allows for a high-quality definition 
of the first shell residence time and other shell-dependent bilayer properties. 
 
Figure 2.4: 1D lipid radial distribution function in gA+dC16:1+dC24:1. The vertical black lines represent the 
calculated locations of the radial lipid shells by the 2D Voronoi tessellation, and the red dashed lines denote each 
shell boundary. 
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 Using the lipid shells, as well as a fitting procedure that properly weights the transition time 
series in the longer time regime (see Section 2.2.2.3 and Figure S2.2), the first shell residence 
times were calculated; the results are summarized in Table S2.2. Not unexpected, the fit for the 
residence time requires a double exponential distribution. Rabinowitch in the 1930s showed that 
in a condensed phase, a particle must wait some amount of time (proportional to the density) to 
find a new (unoccupied) lattice hole (131). During the wait, the particle rattles in an effective 
cage created by its neighbors. That is, with respect to lipid hops, a lipid molecule has a short 
timescale motion that is associated with being confined (this short timescale is not related to the 
timescale associated with the Voronoi glitches, see Section 2.2.2.2), and a long timescale motion 
that is associated with the full hop into a hole in the lattice.  
 In gA+dC16:1+dC24:1 and gA+dC20:1, the mean first shell residence times are ~70–75 ns; 
gA+dC18:1+dC22:1 has longer residence times (~90–110 ns). A simple estimate using the Einstein-
Smoluchowski equation suggests that the time required for a lipid to diffuse 7 Å (the 
approximate distance between lipid shells) in one dimension with a diffusion coefficient of 
~5×10–8 cm2/s is ~50 ns, in agreement with the above values. The longer mean residence time in 
gA+dC18:1+dC22:1 is due mainly to a few very long lipid residence times; six lipid residence times 
are longer than 500 ns, the longest being ~760 ns. In comparison, there is only one lipid 
residence time longer than 500 ns in gA+dC16:1+dC24:1. These very long lipid residence times 
(and their fitting) cause the difference in mean values between gA+dC18:1+dC22:1 and the other 
two systems. Our analysis demonstrates that: first, measuring lipid redistribution near a 
membrane protein using all-atom MD simulations remains a difficult task due to the long 
timescales involved; and second, a simulation time of 3.5 µs in each system is sufficient to allow 
for ~3 µs sampling at equilibrium (assuming that the system is in equilibrium after ~5 residence 
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times). Additionally, the relaxation time for lipid redistribution around the gA is ~500 ns, which 
is less than 1/100,000 of the lifetime of gA in dC20:1 (64 ± 10 ms). So, relative to gA dimer 
average lifetimes, lipid redistribution is nearly instantaneous, and the measured experimental 
lifetimes can truly be considered a result of the channels residing in an enriched environment. 
 Whereas the observed residence times are much shorter than the total duration of the 
simulation, the decorrelation time of the first shell enrichment of a lipid requires multiple lipid 
hops. In the Supplemental information of Chapter 2, a model created by coworkers is briefly 
described. They used simulation-extracted timescale (75 ns) as well as the membrane energetic 
model to probe the expected enrichment and standard deviation in the simulation results. This 
model predicts first shell enrichments in good agreement with both experiment and MD (model 
predictions in Chapter 3: 0.59 ± 0.03 dC18:1 in dC18:1+dC22:1 and 0.65 ± 0.03 dC16:1 in 
dC16:1+dC24:1). 
2.3.3 Simulated lipid distributions agree qualitatively with experiment 
 Assuming a 500-ns equilibration (deduced from the residence time analysis), the average first 
shell dC18:1 mole-fraction in gA+dC18:1+dC22:1 is 0.50 ± 0.04 the average first shell dC16:1 mole-
fraction in gA+dC16:1+dC24:1 is 0.66 ± 0.02. Standard errors were calculated by dividing the last 3 
µs into 6 consecutive 500-ns blocks. Table 2.2 summarizes the mole-fractions of dC18:1 and 
dC16:1 in the first three lipid shells. The mole-fraction of short lipid per shell in the two leaflets is 
similar, indicating satisfactory convergence. The 95% confidence interval (CI) shows that 
redistribution is statistically significant for dC16:1+dC24:1, but not for dC18:1+dC22:1; i.e., the 
fluctuations in the latter obscure the results. Hence, the simulation results for both bilayers agree 
with experiment (Table 2.1), but the CIs suggest that 3 µs is still a short timescale for this type 






Table 2.2: Summary of dC18:1 and dC16:1 shell mole-fractions in their respective bilayers. Means and standard errors 
are reported for the individual leaflets, and the average of both leaflets. The 95% CI for the shell averages are the 
means ± the values in parentheses. 
  gA+dC18:1+dC22:1   gA+dC16:1+dC24:1 
Shell Top Bottom Average   Top Bottom Average 
1 0.52 ± 0.07 0.48 ± 0.02 0.50 ± 0.04 (0.10)  0.64 ± 0.04 0.69 ± 0.03 0.66 ± 0.02 (0.06) 
2 0.53 ± 0.03 0.48 ± 0.02 0.51 ± 0.02 (0.05)  0.53 ± 0.02 0.57 ± 0.01 0.55 ± 0.01 (0.04) 







Figure 2.5: First shell mole-fractions of (A) dC18:1 in gA+dC18:1+dC22:1 and (B) dC16:1 in gA+dC16:1+dC24:1. In both 
plots, the red curves are the top and bottom leaflet concentration, the thick black curve is the average of the leaflets 
at each time, and the thin black line is the overall average concentration after leaving off the first 500 ns. The plotted 






 The first shell mole-fractions of dC18:1 and dC16:1 are plotted as functions of time in Figure 
2.5. Both systems are dynamic, and the evolution of the mole-fractions show lateral lipid 
redistribution in the first and second shells in gA+dC16:1+dC24:1, with the second shell’s 
enrichment being lesser in magnitude (Table 2). Although the simulations should have been long 
enough to ensure equilibration, the first shell concentrations were still changing rapidly up to the 
end of the 3.5 µs. Moreover, because there were on average only seven lipids in the first shell per 
leaflet (Table S2.3), it is difficult to assign an equilibrium concentration because the fluctuation 
of a single lipid can drastically alter the instantaneous value. 
 The disjoining force that a bilayer exerts on the channel is mostly due to the strain on the first 
shell lipids (Nielsen et al. (7) and Chapter 2), which allows for comparison of the first shell lipid 
enrichment in the experiments (Table 2.1) and simulations (Table 2.2). These results are in 
qualitative agreement. There is less first-shell enrichment in the gA+dC18:1+dC22:1 simulation 
than in the experiment, but, given the sampling difficulties, we attach the greater significance to 
the gA+dC16:1+dC24:1. 
2.3.4 Lipids redistribute to better match the channel and each other 
Individual lipids adjust to the channel as well as to the other lipids in the bilayer. Even in the 
case of a bilayer with large disparity in the constituent chain lengths (e.g., ~9 Å difference in 
preferred monolayer height in dC16:1+dC24:1, Table S2.4), the lipids are observed to adopt 
configurations that lead to a nearly smooth surface (Figure 2.6) and the thickness of the mixed 







Figure 2.6: Number density plots of lipid head groups, defined as the phosphocholine groups: (A) dC20:1; (B) dC18:1 
(red), dC22:1 (blue), and dC18:1+dC22:1 (black); and (C) dC16:1 (red), dC24:1 (blue), and dC16:1+dC24:1 (black). The 
decomposition of head group locations in (B) and (C) show that head groups match very closely in an equimolar 







Table 2.3: Lipid hydrophobic thickness by shell (in Å) with associated standard errors.$ 
		 gA+dC18:1+dC22:1   gA+dC16:1+dC24:1   gA+dC20:1 
Shell dC18:1 dC22:1 dC18:1+dC22:1   dC16:1 dC24:1 dC16:1+dC24:1   dC20:1 
1 25.94 ± 0.12 26.24 ± 0.13 26.05 ± 0.07 
 
25.28 ± 0.11 25.86 ± 0.15 25.46 ± 0.08 
 
26.11 ± 0.04 
2 29.88 ± 0.09 30.25 ± 0.06 30.05 ± 0.06 
 
29.44 ± 0.10 30.22 ± 0.09 29.79 ± 0.08 
 
30.30 ± 0.02 
3 31.81 ± 0.05 32.04 ± 0.05 31.91 ± 0.04 
 
31.55 ± 0.05 32.48 ± 0.06 32.01 ± 0.06 
 
32.04 ± 0.02 
4 32.41 ± 0.03 32.66 ± 0.03 32.54 ± 0.02   33.47 ± 0.08 33.50 ± 0.04 33.10 ± 0.03   32.57 ± 0.02 




 The adjustment of the acyl chains is most visible in gA+dC16:1+dC24:1, where the dC16:1 acyl 
chains do not strongly interdigitate across the bilayer center (z = 0), whereas the dC24:1 acyl 
chains are highly interdigitated in all lipid shells (Figure S2.3). The same acyl chain changes 
also were observed, though to a lesser amount, for gA+dC18:1+dC22:1 (data not shown). The lipid 
head matching thus occurs at the cost of deforming the chains. 
 The overall changes in lipid order due to lipid-lipid and lipid-channel hydrophobic matching 
can be further illustrated using acyl chain lipid order parameters (SCD) calculated for the neat 




 3 cos! 𝜃!" − 1 ,        (2.10) 
where 𝜃!" is the angle between the CH bond vector and the bilayer normal. Changes in these 
lipid order parameters represent how much an acyl chain has deformed relative to its bulk state. 
For dC16:1 in gA+dC16:1+dC24:1, as shown in Figure S2.4, chain order increases as the radial 
distance from the protein increases (i.e., shell number increases), indicating that dC16:1 in the 
bulk becomes more ordered. The dC16:1 lipid order in the first shell, in contrast, is similar to that 
of the single-component dC16:1 system, indicating a good match to the channel. As expected, 
dC24:1 shows a drastically different order parameter profile when comparing the first shell and 
the dC24:1-only bilayer. To match the length of the channel, the dC24:1 acyl chains must adjust 
their configurations (bend or compress), which decreases the chain order. Consequently, the 
dC24:1 acyl chain order increases as the shell number increases, but it does not become as ordered 
as in the single-component dC24:1 system because it is still neighbored by some dC16:1. These 
profiles suggest that: (i) dC16:1 is a good match to the channel; (ii) dC16:1 becomes more ordered 
to accommodate head group matching in the bulk of gA+dC16:1+dC24:1 and in dC16:1+dC24:1; (iii) 
dC24:1 deforms near the channel; and (iv), dC24:1 has more order in the bulk (and binary lipid-only 
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systems), but must compress to match the shorter lipid. Although dC24:1 is near its melting 
temperature (26.7 °C; Lewis et al. (132)), the order parameters indicate that the acyl chains are in 
the fluid phase in each shell, including the effective bulk. Therefore, the simulations show that 
lateral lipid redistribution occurs in completely fluid two-component lipid systems. 
 The dC18:1 and dC22:1 order parameters also explain why there is less lateral lipid 
redistribution in gA+dC18:1+dC22:1. Figure S2.5 shows that both dC18:1 and dC22:1 adjust their 
conformations to be near the channel, and the order parameters of the two lipid types in the 
fourth lipid shell are not drastically different from those of their respective pure bilayers. That is, 
there is no strong penalty for having them mixed in the bilayer (i.e., they need not stretch or 
compress dramatically to coexist).  
2.3.5 A simple continuum model can explain lipid redistribution 
 Lipid redistribution around a membrane protein will be affected by general and specific 
mechanisms. General mechanisms refer to redistribution that depends on the material properties 
of the membrane, e.g., thickness, spontaneous curvature, compressibility, and bending modulus, 
whereas specific mechanisms refer to occupancies that cannot be simply correlated to material 
properties (and are likely to involve residence times typical of a strongly bound lipid, e.g., much 
longer than 100 ns). Therefore, this study pertains to the general mechanism, and the discussion 
below refers only to this case. 
 The thicknesses of the dC18:1+dC22:1, dC16:1+dC24:1, and dC20:1 systems are similar, and 
importantly, all three have nearly the same thickness profiles when perturbed by gA (Figure 
2.7). All show local thinning near the channel, which has been demonstrated for model and 
biological systems (see Kim et al. (20) and Mitra et al. (133)). The small differences between the 
profiles are explained by the redistribution discussed above; for dC16:1+dC24:1, the thickness is 
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less in the first shell that is enriched in the short lipid, which results in an enrichment of the long 
lipid in the outer shells. 
 The total bilayer deformation energy includes compression and curvature penalties. 
Assessing the simulated curvature in the first shell is difficult because curvature is highly 
sensitive to the definition of the complex hydrophobic surface (Figure 2.7). Also, the calculation 
is dependent on first (tangential curvature) and second (radial curvature) derivatives with respect 
to the hydrophobic surface profile (see Chapter 3). Lipid compression, in contrast, can be 
simply estimated from the radial (per shell) thicknesses from simulation. Additionally, it is 
shown in Chapter 3 that CEMs produced by coworkers predict the compression energy is the 
major component governing redistribution (only ~25% of the deformation energy is from 
curvature, similar to the ~35% for model bilayers examined by Nielsen et al. (7)). Therefore, the 
analysis in this article uses a simple compression-only model (neglecting curvature contributions 
that are difficult to obtain by simulation and are shown to be smaller than the compression 
contributions) that is based on the simulation results. Nonetheless, the compression-only model 
provides insight into the redistribution and also highlights the importance of curvature in 
reducing the predicted lipid redistribution. 
 
Figure 2.7: Radial hydrophobic thickness profiles around gA in gA+dC20:1, gA+dC18:1+dC22:1, and 
gA+dC16:1+dC24:1. Hydrophobic thickness is the average z-distance between the C22+C32 atoms (i.e., the first 
carbon atoms after the carbonyl of each fatty acid tail) in each leaflet. 
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 Compression penalties are incurred when the lipid length is perturbed from its equilibrium 
length (ℎ!) along the membrane normal. Assuming that a lipid can be compressed like a spring 
with constant density (i.e., a change in height is directly correlated to a change in lateral area, 
















     







+ 𝒪[(ℎ − ℎ!)!],    (2.11) 
where 𝐾!,! is the monolayer lipid area compressibility (𝐾!,! is assumed to be one half of the 
bilayer 𝐾! and has units of energy per area), 𝐴! is the unperturbed area per lipid, and 𝐴 and ℎ are 
the perturbed area and height, respectively. Equation 2.11 is a simple quadratic expansion of the 
energy about the compression energy minimum (i.e., when the lipid is unperturbed). 
 Using simulation values, the compression energy is estimated by subtracting the energy 
necessary to compress an unperturbed long lipid (ℎ!"#$ , the lipid thickness in a single-
component bilayer) to the thickness of the bulk mixture (ℎ!"#$%) from the energy necessary to 












.      (2.12) 
 The resulting ∆𝐸 is the energy difference between a lipid residing in the mixed bulk and a 
lipid residing in the first lipid shell near to the channel. Values for 𝐾!,! and ℎ! (Table S2.4) are 
taken to be the two-component values (naturally with the exception of dC20:1). The situation is 
clear for long lipids – they must compress to be in the mixed bilayer, and also must compress to 
be near the channel. Short lipids must stretch to be in the mixed bulk membrane and little energy 
will be required for them to be near the channel. For simplicity, we assume their energy to be in 
the mixed bulk also to be zero because the conformational space accessible to the lipid is 
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assumedly unhindered by having excess space in the opposing leaflet. This is justified by 
considering the terminal methyl density in Figure S2.3A, which is shifted in Z, rather than 
stretched to fit the full leaflet profile. Order parameters in Figure S2.4A agree qualitatively, 
where the order is unchanged for the first 10 carbons as the lipid is placed in the outer shells. 
These compression-only ∆𝐸 values can be compared to those calculated by the 3D continuum 
elastic model (3D-CEM) created by coworkers in Chapter 3 (Table 2.4). 
 The canonical hydrophobic length of gA is 22 Å, as deduced from both experiment and 
theory (66, 99, 134), but some lipids are still able to protrude above the channel, i.e., matching is 
non-ideal, and so the definition of the hydrophobic length is ambiguous even given the molecular 
detail of a simulation. In Figure 2.7, the minima of the hydrophobic thickness profiles only reach 
~26 Å due to lipid protrusions (e.g., Kim et al. (20)). Therefore, for the analysis in Table 2.4, we 
decided to use channel lengths of both 22 Å and 26 Å for illustrative purposes. 
 
Table 2.4: First shell compression energy for each lipid type (kcal/mol), dependent on the assumed length of the 
channel (either 22 or 26 Å). 3D-CEM values are from coworkers and described in Chapter 3 and assume 𝑙 = 26 Å. 
Dashes indicate situations that are presumed to have negligible compression penalty. 
 
  ℎ = 𝑙 = 22 Å (kcal/mol) ℎ = 𝑙 = 26 Å (kcal/mol) 3D-CEM (kcal/mol) 
dC16:1 – – – 
dC18:1 0.20 – – 
dC20:1 0.69 0.24 0.07 
dC22:1 1.1 0.48 0.27 
dC24:1 1.4 0.69 0.43 
 
 
 This simple compression-only calculation serves as a starting point for understanding 
redistribution around the channel. As described in in Chapter 3, these first shell compression 
penalties are reduced at the expense of curvature penalties in a way that is sensitive to the 
protein-lipid boundary. The high estimate of the compression energy from the simple 
compression-only model is typical of the majority of previous estimates (e.g., Huang (66)), 
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which have concluded that the lipid meets the channel with nearly zero slope, a conclusion that is 
inconsistent with simulation thickness profiles (Figure 2.7; see also Kim et al. (20) and Lee et al. 
(71)). The 3D-CEM from our coworkers in Chapter 3 naturally incorporates curvature (i.e., 
nonzero slope boundary condition), which reduces the compression energies, which then reduces 
the expected redistribution compared to the compression-only model. 
 From the density distributions of the terminal carbons (Figure S2.3) and order parameters 
(Figure S2.4) we find that dC18:1 and dC16:1 configurations are not as strongly perturbed as their 
longer counterparts in the first shell, meaning that the short lipids do not contribute much to the 
compression energy when they are near the channel. We also find that lipids can extend over the 
top of the channel and interdigitate into the opposite leaflet. These forms of lipid compression 
relaxation (protrusion, interdigitation, and curvature, which are discussed above) allow for more 
long lipids to reside in the first lipid shell than would be expected from simple compression-only 
modeling. 
2.4  Conclusions 
 It has been hypothesized that integral membrane proteins can introduce local order and 
nanoscale heterogeneity in the distribution of lipids adjacent to the protein. Theoretical models 
have predicted that lipids with better hydrophobic match to a protein would be preferentially 
enriched around the protein, but there has been little experimental evidence supporting this 
conjecture.  
 The present work intertwines experiment, long timescale all-atom MD, and simple 
compression theory to describe lipid redistribution driven by hydrophobic mismatch. Single-
channel lifetime experiments provided insight into the energetics within a bilayer: the larger the 
disjoining force, the lower the lifetime. By using two-component bilayers, where one lipid 
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species provided better hydrophobic match to the channel, the mean channel lifetime was 
increased relative to a control bilayer, which led to the calculation of an effective bilayer 
concentration based on the estimated composition of the bilayer in the first shell surrounding the 
channel. We thus predicted the mole-fractions of dC18:1 and dC16:1 to be 0.58 ± 0.04 and 0.66 ± 
0.02 in the channel’s vicinity in the gA+dC18:1+dC22:1 and gA+dC16:1+dC24:1, respectively. 
 All-atom MD was then used to explore the timescales and details of lipid redistribution. A 
lipid shell definition was built using a 2D Voronoi tessellation that allowed for a well-defined 
and high-resolution method for tracking and calculating bilayer properties around the channel. 
Using the shell definition, the timescale for lipid redistribution in the first shell could be 
calculated, and was observed to be ~100 ns, demonstrating that long timescale simulations are 
required for a multi-component bilayer to reach an equilibrium state around an embedded 
protein. After 500-ns simulation, which allowed for first shell equilibration, concentrations were 
0.50 ± 0.04 dC18:1 and 0.66 ± 0.02 dC16:1 in the gA+dC18:1+dC22:1 and gA+dC16:1+dC24:1, 
respectively. These values are in agreement with the concentrations inferred from experiment 
(0.58 ± 0.04 and 0.66 ± 0.02, respectively) and theory in Chapter 3 (0.59 ± 0.03 and 0.65 ± 0.03, 
respectively). The large uncertainty in the dC18:1+dC22:1 bilayer indicates that long timescale 
simulations are necessary to compute equilibrium distributions of lipids around an embedded 
channel. Nevertheless, the modeling in Chapter 3 is consistent with the all-atom model, and thus 
predicts that given longer simulations, enrichment of dC22:1 would emerge. Testing this will 
require longer simulations to reduce stochastic uncertainty. Finally, lipid configurations as a 
function of shell were determined with atomic resolution. It was found that well-matched short 
lipids exist in near-native conformations, while long lipids must strongly compress to match the 
hydrophobic length of the channel. 
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 Supported by the configuration analysis, a simple compression-only model was used to 
demonstrate that the lipid redistribution in this study could be mainly attributed to reducing the 
bilayer deformation energy (decreasing the disjoining force that the bilayer imposes on the 
channel) by general interactions between lipids and the channel. It is now well established that 
stresses within the bilayer influence conformation and dynamics of embedded proteins. One of 
the contributors to bilayer stress is compression, which can be alleviated by a protein 
conformational change, protein diffusion into a better-matched lipid patch, or lipid redistribution, 
so that better-matched lipids are near the protein. This study focused on the latter option, where 
experiment and simulation both predicted lateral lipid redistribution. The bridges in this work 
between experiment, all-atom MD, and theory allow for cross-validation of all methods and 
deeper understanding from the atomistic to the continuum levels. 
2.5  Supplemental information 
2.5.1 First shell lipid residence time determination 
 In principle, the average residence time could be calculated as the mean of residence times of 
individual lipids, computed in a simulation by simply counting how long an individual lipid 
remains in the first shell. Unfortunately, however, this cannot take into account different (fast 
and slow) mechanisms of relaxation. To separate different mechanisms, a single residence time 
is modeled as if it is sampled from some probability density function (PDF) as a function of time. 
For a memory-less process (i.e., a process for which the probability of an event occurring does 
not depend on the history of the system), the PDF is an exponentially decaying function by 
definition. The memory-less assumption is valid for a “jump” mechanism of diffusion, in which 
diffusion is controlled by the rare appearance of transient “vacancies” near the channel. The 
additional fast transition events can be fit using an additional exponential (with faster decay) 
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added to the PDF. Summation of the individual exponentials is appropriate if the decays are 
uncoupled, as expected if such fast events only apply to lipids near the boundary of the first and 
second shells. The form of the overall PDF, 𝑝! 𝑡 , is thus: 








       (1) 
where the fast and slow components of the lipid residence times in the first shell have different 
amplitudes (𝐴) and timescales (𝜏). The units of the amplitudes are probability per unit time; 
integrating the normalized PDF over a histogram interval 𝑖 (here, 4.8 ns or 20 snapshots of the 
trajectory) yields the total probability of an event happening during that period, 𝑝!. Within a 
histogram interval i, the number of shell transitions observed is 𝑛! . Given a PDF with 
probabilities 𝑝! for each bin i, the probability of observing 𝑛! for a given bin of the histogram can 
be computed from the binomial distribution: 
Pr 𝑛! 𝑝! = !!! 𝑝!
!! 1− 𝑝! !!!!       (2) 
where 𝑁 is the total number of Bernoulli trials (here, the total number of observed exits from the 
first shell), with an event either being in the target interval or not. Given the PDF, the total 
probability of observing the data is then: 
Pr 𝑛! 𝑝 𝑡 = Pr 𝑛! 𝑝!!         (3) 
 The parameters of the PDF (i.e., amplitudes (𝐴) and timescales (𝜏) in Eq. 1) are then varied 
to maximize this likelihood, just as in a least-squares procedure. Applied to the dC16:1 lipids of 
the gA+dC16:1+dC24:1 simulation (Supplemental information Figure S2), the procedure yields 
τ!"#$ of 4.76 ± 0.3 ns and τ!"#$ of 75 ± 7 ns (see Results and Discussion for more information). 
According to the PDF, the fast timescale process is responsible for 74% of the observed 
residence times but only 18% of the ensemble when the event is weighted by the amount of time 
spent in the shell. The likelihood of the observed data (from Eq. 3) was compared with the 
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likelihood of randomly generated data to estimate a p-value; the observed data was more likely 
than 22% of the randomly generated samplings, indicating an acceptable model. 
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2.5.2 Supplemental tables 
 
Table S2.1: System information. 
System Lipids/Leaflet System Size$ Water Molecules Total Atoms 
gA+DC16:1+dC24:1 90 78 × 78 × 100 11,734 62,823 
gA+dC18:1+dC22:1 90 78 × 78 × 99 11,808 63,045 
gA+dC20:1 90 78 × 78 × 99 11,703 62,736 
dC16:1 50 59 × 59 × 72 4,530 26,219 
dC18:1 50 59 × 59 × 80 4,855 28,392 
dC20:1 50 58 × 58 × 85 4,753 29,292 
dC22:1 50 57 × 57 × 88 4,631 30,128 
dC24:1 50 55 × 55 × 99 4,543 31,066 
dC16:1+dC24:1 90 78 × 78 × 86 9,152 54,519 
dC18:1+dC22:1 90 78 × 78 ×83 8,580 52,795 
1The system size is given in terms of LX × LY × LZ, which correspond to each system’s X, Y, and Z dimensions. 
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Table S2.2: First shell residence times with associated uncertainty of gA in dC16:1+dC24:1, dC18:1+dC22:1, and dC20:1 
bilayers, respectively. Single lipid residence times (e.g., dC16:1 and dC24:1 in the dC16:1+dC24:1 bilayer), as well as the 
pooled residence time (e.g., dC16:1+dC24:1), are shown. 
Bilayer  Residence Time (ns) 
dC16:1 75 ± 7 
dC24:1 74 ± 11 
dC16:1+dC24:1 73 ± 11 
dC18:1 113 ± 15 
dC22:1 91 ± 12 
dC18:1+dC22:1 103 ± 10 





Table S2.3: Radial lipid shell locations (in Å) and the number of lipids in each shell per leaflet (in parentheses) for 
the first four shells with standard errors.$  
System First Shell Second Shell Third Shell Fourth Shell 
gA+DC16:1PC+DC24:1PC 
12.23 ± 0.08 Å  
(7.27 ± 0.04) 
19.35 ± 0.15 Å  
(13.84 ± 0.09) 
27.16 ± 0.09 Å  
(20.28 ± 0.10) 
34.95 ± 0.09 Å  
(26.01 ± 0.06) 
gA+DC18:1PC+DC22:1PC 
12.52 ± 0.17 Å  
(7.31 ± 0.07) 
19.64 ± 0.10 Å  
(14.00 ± 0.12) 
27.49 ± 0.10 Å  
(20.76 ± 0.15) 
35.37 ± 0.05 Å  
(26.43 ± 0.08) 
gA+DC20:1PC 
12.32 ± 0.05 Å  
(7.17 ± 0.03) 
19.43 ± 0.08 Å  
(13.82 ± 0.07) 
27.23 ± 0.08 Å  
(20.32 ± 0.08) 
35.06 ± 0.07 Å  
(26.15 ± 0.06) 




Table S2.4: Bilayer properties calculated from bilayer-only systems with associated standard errors.$ 
Bilayer Area/Lipid (Å2) Hydrophobic Thickness† (Å) Lateral Compressibility‡ (dyn/cm) 
dC16:1 68.81 ± 0.14 23.87 ± 0.06 306 ± 30 
dC18:1 68.66 ± 0.20 27.48 ± 0.11 303 ± 34 
dC20:1 66.25 ± 0.13 31.81 ± 0.05 306 ± 48 
dC22:1 64.49 ± 0.44 36.27 ± 0.23 363 ± 39 
dC24:1 62.03 ± 0.30 41.79 ± 0.21 516 ± 39 
dC18:1+dC22:1 67.10 ± 0.17 31.03 ± 0.09 348 ± 78 
dC16:1+dC24:1 66.82 ± 0.17 31.67 ± 0.07 367 ± 53 
$Standard errors were calculated by dividing the trajectory into 100 ns blocks. The calculated values are generally in 
good accord with experimental values (76, 126). 
†The hydrophobic thickness of the lipids was estimated by the average Z positions of the C22 and C32 atoms (i.e., 
the acyl carbon atoms next to the carbonyl carbons) in each leaflet. 




2.5.3 Supplemental figures 
 
 






Figure S2.2: The histogram probability distribution functions of the first shell transition time and the double 
exponential fits for total bilayer and constituents of gA in (A) dC16:1+dC24:1, (B) dC18:1+dC22:1, and (C) dC20:1. The 
histograms for the total bilayer are in black, the shorter lipids (dC16:1 and dC18:1, respectively) in red, the longer 
lipids (dC24:1 and dC22:1, respectively) in blue, and dotted black curves for the fit. Insets for each of the plots zoom 





Figure S2.3: Terminal carbon densities decomposed by shell location. Dotted lines are densities for lipids with head 
groups above Z = 0 Å. Densities for (A) dC16:1 and (B) dC24:1 in the dC16:1+dC24:1 mixture. The terminal carbon 
atoms of dC16:1 show small amounts of interdigitation, particularly in the first shell. dC24:1 densities show high 
amounts of interdigitation (the peak terminal density of the lipids with head groups above Z = 0 Å is actually near Z 





Figure S2.4: Average acyl chain order parameters of (A) dC16:1 and (B) dC24:1 in the first four radial lipid shells in 
gA+dC16:1+dC24:1. For comparison, the order parameters from dC16:1, dC24:1, and dC16:1+dC24:1 are also shown. 






Figure S2.5: Average acyl chain order parameters of (A) dC18:1 and (B) dC22:1 in the first four radial lipid shells in 
gA+dC18:1+dC22:1. For comparison, the order parameters from dC18:1, dC22:1, and dC18:1+dC22:1 are also shown. 




3 Curvature Stress Induced by Gramicidin A Channel Formation and its 
Application to Continuum Elastic Modelsbc 
 
3.1  Introduction 
3.1.1 Background 
 The lipid environment must adapt to the specific conformation of the protein it surrounds. 
The same strong hydrophobic interaction that localizes proteins to the membrane also ensures 
that the thickness of the protein and membrane are matched (1,2). The soft lipid leaflets 
compress (3) and bend (4–8), and their lipids tilt (9–11) to accommodate the protein, including 
its cavities and convexities (12). Thus a conformation can be resisted or promoted by its 
compatibility with the surrounding bilayer (12–15). 
 The membrane itself has been successfully treated as a material, albeit one with significant 
vertical inhomogeneity and thus stress (16,17). This has been accomplished through continuum 
elastic models (CEMs), described by elastic moduli (18), local stresses, and with boundary 
conditions enforcing the strong hydrophobic matching as a constraint. A fundamental assumption 
of an elastic model of the membrane is that all the complexity of the protein can be summarized 
at the protein-membrane boundary condition, to which the membrane adapts across all protein 
classes. In the material view, two problems emerge: how lipid composition affects the local 
elastic parameters (19–22) and, once a model is determined, what force a local lipid composition 
exerts on the protein’s conformation (23–26) and vice versa (27,28). 
 These questions tend to have been pursued using a two-dimensional (2D) CEM to describe 
the membrane deformation around the protein. The model begins with the Helfrich Hamiltonian 
                                                
b Altered from Sodt, A.J., A.H. Beaven, O.S. Andersen, W. Im, and R.W. Pastor. 2017. Biophys J. 112:1198–1213. 
Reused portions are done so with permission from Elsevier (DOI: 10.1016/j.bpj.2017.01.035). 
c Other groups and collaborators developed the 2D-CEM (30,31,34,43-45) and 3D-CEM described in Footnote c (9). 
This dissertation is not intended to focus on CEM methodology / application. However, out of necessity to explain 
the all-atom results applicable to this dissertation, this chapter will provide a brief CEM overview. For more 
information on the CEMs, see Sodt et al. (9). 
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(4,5) for (lateral) curvature energetics, and then adds a term modeling the vertical (or normal) 
compression of the material that occurs to achieve hydrophobic matching at the protein. The 
model is attractive because the energy function, 𝐸  (Equation 3.2), is parameterized by 
experimentally available quantities. However, at the crucial interface between the three-
dimensional (3D) protein and 2D bilayer, a choice must be made for the connection. Without 
independent guidance, alternate (29,30), but conceptually reasonable boundary conditions can 
quadruple the deformation energy for a particular mismatch. 
 As demonstrated in Chapter 2, compression energies can be estimated from all-atom 
simulation. However, calculating the bending energetics is more complicated. In this work, all-
atom simulations were used to calculate the curvature stress in each lipid leaflet of the bilayer. 
Leaflet curvature stress is explicitly available from simulation (32) and implicitly from 
experiments on the response of the protein to lipid-compositional curvature stress (13,23,33). 
These stresses were then compared to stresses with 2D- and 3D-CEMs built by collaborators. 
 A basic tool for this and similar studies is the use of gramicidin A (gA) as a “force probe” 
(34,35). The transmembrane channel is formed from two monomers in opposite leaflets. The 
activation energy for dissociation of the channel is modulated by the energy of the material 
deformation around the complete channel, and this directly impacts the channel lifetime. This 
system can thus be used to validate a material model of the bilayer usable for more complex 
systems. Additionally, gA has approximate rotational symmetry, which simplifies numerical 
simulations and analysis. 
 Although discussed in Chapter 2, gA simulation results are validated by single-channel 
lifetime experiments. For clarity, some material is repeated here, but now from the perspective of 
calculating lipid bending energetics and inferring the peptide-bilayer boundary condition. The 
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deformation energy, 𝐸, is a quadratic function of the per-leaflet mismatch at the peptide-bilayer 
boundary (𝑢!), given by Andersen & coworkers (34): 
𝐸 = 𝐻 2ℎ! − 𝑙 ! = 𝐻 2𝑢! !,        (3.1) 
where ℎ! is the unperturbed thickness of a lipid leaflet (2ℎ! = 𝑑!, where 𝑑! is the bilayer 
thickness), 𝑙 is length of the channel, and 𝐻 is a phenomenological spring constant reflecting 
bilayer deformation energetics. All contributions to the energy, including the effect of the 
boundary conditions, are gathered into 𝐻. The energy difference between the transition state gA 
and dimer is 𝐻 4𝑢!𝛿 − 𝛿! , and in a transition state model explains the difference in mean 
channel lifetimes of gA in different environments. Two unknowns associated with this treatment 
are: the slope of a lipid leaflet at the peptide-bilayer interface (which influences 𝐻) and the 
difference in effective hydrophobic thickness between the TS and dimer gA (𝛿). Neither of these 
quantities is directly available from experiment. 
 The choice for a boundary condition has been debated since the theory of elastic bilayer 
deformations was applied in 1986 (Huang (30)) to analyze the observed relation between 
gramicidin single-channel lifetimes and lipid bilayer thickness (37). This analysis showed that 
the 𝑠 value, the slope of the leaflet at the channel, deduced was quite different, in fact negative, 
from the value that would minimize the deformation energy (29); a similar conclusion was 
reached by Lundbæk and Andersen (38). It is in this context important that the choice of s 
effectively lumps all the uncertainties about the model (and the molecular origins of lipid 
packing adjacent to the channel, which cannot be included in the 2D-CEM) into a single 
adjustable parameter. 
 This work is focused on the use of simulation to resolve the ambiguity of the peptide-bilayer 
boundary and describe curvature stress caused by gA. All-atom simulations provide molecular 
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details of the boundary as well as information on the curvature stress, which is highly correlated 
to the boundary. In this way, the simulation is treated as if it were an experiment, i.e., that with 
no adjustable parameter it has predictive power. Although the lipid force field used here, 
CHARMM 36 (C36) (39), reproduces assorted mechanical properties quite well (40), the 
accuracy of any force field is open to question (41). Unfortunately, how lipids at the gA 
boundary adapt is difficult to validate directly by experiment, and is another source of concern. 
These issues highlight the importance of the indirect comparison with experiment detailed in 
Chapter 2, which estimates lateral lipid redistribution through 𝐻 and an estimatation of the 
monomerization transition state. Finally, although not discussed in depth within this dissertation, 
collaborators used the information presented herein to build and validate a 3D-CEM, which 
provided support to data collected from simulation in this chapter and Chapter 2 (discussed 
briefly in the Supplemental information). 
 Characterizing the protein-lipid interface continues to be a challenge. For example, Yoo and 
Cui (135) have computed spatially resolved local normal and tangential stresses around the gA 
channel to characterize the bilayer deformation beyond using structural information. In a review 
of continuum membrane modeling, Argudo et al. (136) present a method for performing hybrid 
continuum-atomistic simulations with a continuum membrane that provides a close match to 
atomistic modeling. This work is complementary to these studies, as it develops a technique for 
characterizing and validating continuum peptide-lipid boundaries against simulation. 
 The general effectiveness of this model beyond gA will be determined by the limit of its 
applicability; the first place to look is in the first shell of lipids around the protein, where the 
lipid material ends and the complexity of the protein begins. As part of the introductory material 
for this work, the theoretical background for first shell lipid properties, including compression 
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and curvature stress, will be discussed. 
3.1.2 Leaflet bending and compression 
 For a system with an inclusion (like gA) whose hydrophobic thickness does not match the 
surrounding lipid environment, the soft leaflet must deform to match the length of the inclusion. 
This article deals with the case where leaflets are thicker than the inclusion, and so the language 
will follow this case; given the strong energetics of hydrophobic matching, lipids in the first 
solvation shell must be compressed in thickness to match the channel. Following the deformation 
radially outward, the leaflet must eventually bend up to match the thickness of the lipid 
environment far from the inclusion. However, the precise behavior of this deformation in the 
interim must be modeled or inferred from experiment (4, 7, 67). 
 The widely used 2D-CEM (4, 7, 67, 125, 136) combines the Helfrich Hamiltonian (55, 56) 
with the modulus for lipid area compressibility to account for curvature and compression, 
respectively, through the function describing the leaflet hydrophobic surface, i.e., the leaflet 
thickness at a radial position 𝑟, ℎ 𝑟 : 
𝐸 = !!,!
!






𝑑A,     (3.2) 
where 𝐸 is the deformation energy, 𝑘!,! is the leaflet (monolayer) bending modulus (137), 𝐾!,! 
is the area compressibility (138, 139), and 𝑅!!! is the intrinsic curvature (31). Experimentally, 
𝐾!,! (𝐾!,! = 2𝐾!,!) can be determined by the pipette aspiration technique to be between 265–
290 mN/m (40, 139) depending somewhat on the application of tension, and these values are 
generally replicated by simulation (see Chapter 2, for example). There are generally large 
disagreements on the values of 𝑘!,!, as they appear to depend on methodology, and even buffer 
conditions (37, 123, 137, 140–142). The values of 𝑘!,! were taken from Venable et al. (142). 
 Previous modeling has pointed out that the total energetics of the deformation depend 
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critically on the behavior of the deformation in the first shell, frequently described using the 
slope of the deformation as it meets the inclusion (7, 20, 71). As briefly discussed in this chapter, 
it is noted that the total curvature stress of the leaflet is proportional to the value of the slope (𝑠). 
Second, the compression of lipids in the first shell is very large for small slopes, where the leaflet 
is not allowed to immediately deflect away from the inclusion in a way that would minimize the 
compression. This first shell compression will lead to a large energetic penalty for long lipids to 
occupy the first shell. These effects are illustrated in Figure 3.1. 
 
 
Figure 3.1: The consequences of the slope of the membrane surface intersecting the inclusion that relate to the first 
shell compression and curvature stress. If the slope is constrained to be zero, there is zero net curvature, but large 
compression (red). If the slope is unconstrained, there is net positive curvature (blue). 
 
 
 Through these two metrics, the simulations and analysis justify a model that considers the 3D 
deformation of the leaflet around the inclusion, rather than simply a 2D model of the 
hydrophobic surface. An important benefit of the 3D-CEM, with information from molecular 
simulation, is the removal of the ambiguity of the boundary condition. As shown, although not 
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quantitatively as accurate for curvature frustration, the properties of the 2D-CEM(s free) (i.e., 
where the slope at the protein-lipid boundary condition is not fixed) are comparable to those of 
the 3D-CEM. However, without molecular justification for the free boundary condition, 
extension to larger proteins is questionable. 
 The blue and red arrows in Figure 3.1 illustrate the slope near the peptide for positive and 
zero slopes, respectively. In this figure, the zero slope condition in red shows the correlation with 
increased compression. The relation between slope, compression, and curvature is summarized in 
the figure by color. 
 These experimental and simulation observables (curvature frustration and compression) are 
critical to assessing model quality. Three models are presented below. The first is the all-atom 
model, which derives its predictive power from the molecular detail. For the all-atom model, the 
deformation energy itself is ambiguous, yet the curvature stress can be directly calculated. 
Second, two continuum models are presented that reduce the effect of the bilayer to that of a 
surrounding material. These models are useful for rapidly predicting the effect of the surrounding 
lipids on the inclusion. The continuum models were constructed by coworkers (7, 9). 
 As discussed, curvature stress is directly related to the amount of first shell compression. The 
Results section is structured to first validate the curvature stress of the 3D-CEM against that of 
the all-atom model, and then to use the 3D-CEM to predict the degree of lipid redistribution 
around the channel (Supplemental information). 
3.2  Methods 
3.2.1 All-atom methods 
3.2.1.1 All-atom model description 
 The molecular model of the leaflet deformation does not explicitly account for curvature and 
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compression, rather, they are present naturally as a result of the simulation. The lipids diffuse on 
the surface as it fluctuates according to the simulated ensemble, and the deformation can be 
computed according to the average value of a particular site in the model chosen to correspond to 
the hydrophobic surface. In theory, the molecular model contains all of the relevant energetics of 
the surface. However, they cannot be extracted trivially. In particular, the energetics are not a 
local function of the height or material deformation, as they are in the continuum models, and so 
a local energy density as in Equation 3.2 cannot be computed. 
 Even with the quantity ℎ 𝑟  computed from a histogram of atomic positions, the inclusion-
lipid boundary condition is still ambiguous, as can be seen from Figure 2.7 (Chapter 2). The 
quantity of ℎ 𝑟  is defined even above the peptide, where the surface is not behaving as a 
continuum membrane. These must represent fluctuations of the hydrophobic atom above the 
peptide. For this case, Equation 3.2 cannot be applied to ℎ 𝑟  in the vicinity of the peptide. 
Interpreted directly, they indicate that depending on where the slope is radially evaluated, it may 
be zero or even negative (71). The trace of the lipid atom positions, representing the local 
director of the lipid traced along its molecular path, is an alternative representation of the 
boundary condition and shows a dramatically different value of the slope (i.e., the slope at a 
point in 𝑧 is defined as a radial vector orthogonal to the trace) that is positive for reasonable 
choices of the hydrophobic surface (Section 3.2.1.2). 
 In Chapter 2, extensive (multiple microseconds) simulations of gA in mixed lipid bilayers 
were reported. In these simulations, short acyl-chain lipids are shown to reside preferentially in 
the first shell around the inclusion, but with a fraction indicating only moderate lipid 
compression. In addition, the Supplemental information in this chapter briefly describes how a 
CEM is that uses the occupancy and timescales reported in Chapter 2 can assess model 
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energetics. 
 The initial coordinates for all systems were obtained from the Membrane Builder module in 
CHARMM-GUI (charmm-gui.org) (63–65), and the gA structure was from PDB: 1JNO (66). 
Pure bilayer simulations were conducted of phosphatidylcholine (PC) lipids with varying tail 
length, dC16:1, dC18:1, dC20:1, dC22:1, and dC24:1, with 50 lipids/leaflet, 45–50 waters/lipid, and 
0.15 M KCl. Two sets of gA+bilayer systems were made for each lipid type, a set with two gA 
monomers and a set with a single gA dimer. Systems containing gA were built with 90 
lipids/leaflet, ~45 waters/lipid, and 0.15 M KCl. 
 To eliminate differences in gA structure due to fluctuations, gA in all monomer and dimer 
systems were restrained by a harmonic root mean square deviation (RMSD) restraint with a force 
constant of 5.0 kcal/(mol⋅Å2) relative to the minimized PDB: 1JNO structure. In all cases, the gA 
was parameterized using the C22 protein parameter set with the ‘‘correction-map’’ (dCMAP) 
addition (67), and lipids were parameterized using the C36 parameter set (39). Bonds with 
hydrogen atoms were constrained using the SHAKE algorithm (68). To reduce possibly long 
equilibration times, bilayers of systems including a gA dimer were deformed to an idealized 
surface from a Helfrich continuum model. The surface itself was determined by a deformation 
taken from the approximated length and radius of gA. By doing this, lipid head groups could be 
placed close to the hypothetical equilibrium conformation before any minimization was 
performed. Monomer gA systems contained one monomer per leaflet at maximal separation (to 
minimize transmembrane monomer-monomer interactions) and with the z position taken from 
previous results (53). Monomer x and y positions were held by a harmonic potential with a force 
constant of 1.1 kcal/(mol⋅Å2), and were unconstrained in z. No positional restraints were placed 
on the dimer. 
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 All simulations (pure, dimer+bilayer, and monomer+bilayer) were run with a 1 fs time step 
for 120 ns using NAMD. Constant pressure of 1 bar was regulated by Nosé-Hoover Langevin 
piston pressure control (piston period of 50.0 fs and piston decay of 25 fs), and constant 
temperature of 310.15 K was maintained by Langevin dynamics (coupling coefficient of 1 ps–1). 
Electrostatic interactions were calculated using the particle-mesh Ewald method (69) (mesh size 
= 1 Å; 𝜅 = 0.34 Å–1; and sixth-order B-spline interpolation), van der Waals interactions were 
switched off between 10 and 12 Å by a force-switching function (70), and a pair list distance 
cutoff of 16 Å was imposed. All by the PME contribution to the pressure profile was calculated 
during simulation using NAMD’s pressure profile capability (71,72) with 100 equally spaced 
slabs and the profile calculated every 100 fs. The PME contribution was calculated post-
simulation, where the contribution was calculated every 0.5 ps. 
3.2.1.2 Local lipid director (trace) 
 Lipid traces are constructed by first accumulating a histogram (on a fine mesh) of both the 
density, 𝜌! 𝑟 , and average height, 𝑧! 𝑟 , of each atom site 𝑖 of the lipid as a function of 𝑟, the 
distance from the peptide. Each trace averages over 𝑛 lipids. Second, the value 𝑟! is computed: 
𝜌! 𝑟  d𝑟
!!
! = 𝑛,          (3.9) 
that is, such that 𝑛 lipids are accounted for between 0 and 𝑟!. Then, the average radius and height 
of the lipid site are computed as: 
𝑟! , 𝑧! = 𝑛!! 𝜌! 𝑟 𝑟, 𝑧! 𝑟
!!
!  d𝑟.       (3.10) 
These sets of 𝑟! , 𝑧!  pairs are then connected along the chemical connectivity of the lipid to 
yield the trace. The vector between sites 𝑟! , 𝑧!  and 𝑟!!! , 𝑧!!!  then defines a locally 
averaged lipid director. For the next trace, 𝑟! is used as the lower limit, and the upper limit of 
integration is computed to account for the next 𝑛 lipids. Continuous connectivity is achieved by 
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using only the sn-2 chain and ignoring atoms that branch off the path to the head group (Figure 
3.2). The slope at the protein-bilayer interface taken from the trace is used to fix 𝑠 for the 3D-
CEM. 
 
Figure 3.2: Lipid deformations from the all-atom molecular model. The purple line represents the hydrophobic 
surface computed from the average position of the C21 carbon. Black lines represent lipid traces, computed as 
described in the main text. 
 
 
3.2.2 2D-CEM methods 
 As mentioned in Footnote d, other groups and collaborators developed the 2D-CEMs 
(30,31,34,43-45). Since this dissertation is not intended to focus on the methodology/application 
of these CEMs, please see Sodt et al. for a more detailed description (9). 
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 In short, a 2D-CEM is defined by Equation 3.2 directly. The deformation of the bilayer 
normal to the surface is integrated implicitly, that is the local curvature and height at any point 
on the surface defined the local lateral deformation. However, at the protein-bilayer interface, a 
decision must be made on the slope of this contact (𝑠, or ℎ′ 𝑟! ). Thus, two models were chosen 
as bookends to encompass the observations of the simulations. The first, denoted 2D-CEM(𝑠 
free), lets the slope of the membrane at the inclusion boundary vary to minimize the deformation 
energy. The second, denoted 2D-CEM(𝑠 = 0), constrains the slope of the membrane at the 
inclusion boundary to be zero. A more complex energetic description of the slope near the 
inclusion is possible, for example, by fixing the slope to match a molecular simulation. This has 
been difficult, however, as shown in Lee et al. (71), where, even for a thick bilayer around gA, 
the upper leaflet appears to slope down before sloping back up. The use of the hydrophobic 
surface to extract the slope leads to negative values of 𝑠, leading to a negative curvature near the 
channel. 
3.2.3 3D-CEM methods 
 The 3D-CEM extends past the surface representation of the monolayer and attributes 
deformation energetics through the 𝑧 thickness of the monolayer (143). In this representation, the 
monolayer was divided into three 𝑧-regions (Figure 3.3). Region 1 (light grey) is composed of 
the hydrophobic lipid tails, Region 2 (blue) is composed of the glycerols and head groups, and 
Region 3 (dark grey) is composed of the hydrated head groups. Assumedly similar to a real lipid 
leaflet, each of these regions has different local moduli, which allows a consistent treatment of 
the origins of bending and compression, including their coupling away from the surface. This 
assumption naturally introduces more parameters. 
 From the perspective of the bilayer as a 3D material with local elastic properties, the area 
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compressibility modulus of a leaflet can be viewed as the average of the local material area 
compressibility modulus: 
𝐾!,! = 𝐾! 𝑧  d𝑧
!!
! ,          (3.4) 
where 𝑡! is the thickness of the leaflet and the units of 𝐾! 𝑧  are those of pressure (that of an 
elastic material modulus in three dimensions). 
 A bending deformation induces a lateral deformation proportional to the distance from the 
neutral surface (i.e., where the lateral stretch is uncoupled from the bending). The local lateral 
deformation energy depends on the square of the deformation through 𝐾! 𝑧 . The bending 
modulus is thus: 
𝑘!,! = 𝐾! 𝑧
!!
! 𝑧 − ℎ!"
! d𝑧,        (3.5) 
where the 𝑧 position of the neutral surface is ℎ!" (144). It is defined by: 
𝐾! 𝑧
!!
! 𝑧 − ℎ!"  d𝑧 = 0.         (3.6) 
 In the 3D-CEM, each tetrahedral volume element of the leaflet is assigned a local area 
compressibility modulus, 𝐾! 𝑧 , according to its distance from the bottom of the leaflet. The 
quantities 𝐾!,! , 𝑘!,! , and ℎ!"  are experimentally available and thus can parameterize three 
regions, each with a different constant value of 𝐾! 𝑧  (Table 3.1). The thickness of the regions 
is defined by the varying chemical characteristics: lipid acyl chain, glycerol / head group, and 
hydrated head group. With varying acyl chain length, the thickness of the acyl chain region is 
extended without changing the value of 𝐾! 𝑧 . These three regions are composed of tetrahedra. 
When the material surrounding the cylinder is constrained to match the cylinder length, the 
tetrahedra deform with an energy dependent on the above material properties. The slope at the 
protein-bilayer interface is extracted from molecular dynamics simulation (see Section 3.2.1.2 







Figure 3.3: Representations of the 3D-CEM developed within Sodt et al. (9). There are three distinct regions with 








Table 3.1. Values of the local area compressibility modulus used in the 3D-CEM. 
    𝐾!(𝑧) 
Lower Limit (Å) Upper Limit (Å) kcal mol–1 Å–3 mN m–1 nm–1 
0 ℎ! 4.28 × 10
–3 35.6 
ℎ! ℎ! + 7 20.0 × 10
–3 97.2 







3.3  Computing curvature stress 
 The curvature stress, represented as the derivative of the free energy per unit area (𝐹) with 
respect to curvature, is computed in all three model types, the 2D-CEM, the 3D-CEM, and the 
all-atom, using the methodology defined below. In each case, it is computed as 𝐹! 𝑅!! =
𝑐 !!! = 𝐹! 0 , where 𝑅!! = 𝑐 is the global curvature of the system. 
3.3.1 𝑭! 𝟎  computed for the all-atom models and 3D-CEM 
 The value of 𝐹! 0  can be computed from a 3D model (including the all-atom) using the first 
moment of the lateral pressure profile (37, 49, 50, 145): 
𝐹! 0 !! = − 𝑧 𝑝! 𝑧 − 𝑝! 𝑧
!
!  d𝑧.       (3.8) 
The all-atom model has the added complexity that an individual monomer of gA deforms the 
leaflets and so induces curvature stress even when it does not form a transmembrane channel. 
This is accounted for by performing simulations of both the monomer and dimer systems and 
computing ∆𝐹! 0 = 𝐹′! 0 − 𝐹′!(0) under the same peptide/lipid ratio (Figure 3.4), where 
the subscript indicates the molecular simulation performed. This expression attempts to account 
for the change in curvature stress due to only the leaflet deformation, the closest comparison 
possible to the continuum models. See Sodt et al. (9) for more information on the 𝐹! 0  
calculation on the 3D-CEM. 
 The all-atom model simulations show how the deformation changes as a function of channel-
bilayer hydrophobic mismatch (Figure 3.5). Table 3.2 summarizes the 𝐹!"#$(0), 𝐹′!(0), 𝐹′! 0 , 
and ∆𝐹! 0  values from simulation. As hydrophobic mismatch increases, it becomes increasingly 
unfavorable for the channel to dimerize. Not only does curvature stress increase, but 




Figure 3.4: The calculation of ∆𝐹! 0  involves 𝐹! 0  calculations for gA (A) monomers and (B) dimers. 
 
 
Figure 3.5: Average bilayer deformation profiles. Lipid leaflet deformations increase as a function of hydrophobic 
mismatch with the channel. With increased deformation comes increased energy penalties. The hydrophobic surface 
of the bilayer is shown in blue. 
 
 
Table 3.2. The 𝐹(0) values for lipid-only systems (𝐹!"#$(0)), monomer-containing systems (𝐹!(0)), dimer 
containing systems (𝐹!(0)) and the leaflet bending frustration due to curvature (∆𝐹(0)). 
  dC16:1 dC18:1 dC20:1 dC22:1 dC24:1 
𝐹!"#$(0) 0.0322 ± 0.0030 0.0473 ± 0.0046 0.0578 ± 0.0046 0.0558 ± 0.0030 0.0485 ± 0.0051 
𝐹!(0) 0.0489 ± 0.0027 0.0559 ± 0.0025 0.0786 ± 0.0037 0.0685 ± 0.0017 0.0634 ± 0.0045 
𝐹!(0) 0.0585 ± 0.0017 0.0648 ± 0.0018 0.0923 ± 0.0031 0.1168 ± 0.0046 0.1529 ± 0.0053 
∆𝑭(𝟎) 0.0096 ± 0.0032 0.0090 ± 0.0031 0.0137 ± 0.0048 0.0483 ± 0.0049 0.0895 ± 0.0070 
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3.3.2 𝑭! 𝟎  computed for the 2D-CEM 




𝑅!! − 𝑅!!! !        (3.9) 
𝐹! 0 = −𝑘!,!𝑅!!!,          (3.10) 
where 𝐹 is the local energy per unit area at a point with curvature 𝑅!!. The global curvature 
stress is approximated by computing the integral of the local curvature of the system that is 
embedded in a cylinder with inverse radius 𝑅!! = 𝑅!"#$%"!! = 0. To obtain the 𝐹! from the 2D-
CEM, 
𝐹! 0 !! = 𝑘!,!𝐴!! 2𝜋𝑟 𝑐! 𝑟 + 𝑐! 𝑟  d𝑟,      (3.11) 
where 𝑐! 𝑟  and 𝑐! 𝑟  are the radial and tangential curvatures at radius 𝑟, respectively, and 𝐴 is 
the area. 
3.4  Results and discussion 
3.4.1 3D-CEM and 2D-CEM(𝒔 = free) profiles compare well to all-atom 
 The hydrophobic surfaces, ℎ 𝑟 , of the four models are shown in Figure 3.6 for gA+dC22:1 
and gA+dC24:1. For the all-atom model, the CHARMM “C21” atom is plotted (the ester atom on 
the sn-2 chain). For the CEMs, ℎ 𝑟  is plotted for the interface between the polar and apolar 
regions where the matching condition is chosen. The key feature of the plot is that the 2D-CEM 
with slope unfixed and the 3D-CEM match the all-atom simulation reasonably well, whereas the 




Figure 3.6: Hydrophobic surfaces plotted for the all-atom model and CEMs. The plots are color-coded as follows: 
purple for the all-atom model, red for the 2D-CEM(s=0), blue for the 2D-CEM(s free), and green for the 3D-CEM. 
 
3.4.2 Comparison of 𝑭′ 𝟎  between models 
 As noted by Equation 3.10, 𝐹′ 0  is proportional to the total curvature of the system and so 
should be sensitive to the effect of the boundary condition. Results for 𝐹′ 0  computed for all 
models are shown in Figure 3.7. For both 2D-CEMs, the total curvature is equal to Ring’s 
expression, 2𝜋𝑟!𝑠 (146). Thus, the 𝑠 = 0 model has 𝐹′ 0  = 0 for all lipids, inconsistent with the 
simulation results. With 𝑠 free, the value is qualitatively similar in that all-atom simulation and 
2D-CEM(𝑠 free) both indicate net positive curvature. The 3D-CEM values are consistent with 





Figure 3.7: Global curvature single-leaflet stress, expressed as 𝐹′ 0 . Points are evaluated from the all-atom 
simulation. For the 2D-CEM, thin lines use the Monge gauge to evaluate curvature, whereas thick lines use the true 
definition. 
 
 First, the 3D-CEM boundary condition has been chosen to match the all-atom simulation. As 
discussed, in the 2D models, curvature frustration is directly dependent on this boundary 
condition, and the same is true for the 3D-CEM. Second, calculation of 𝐹′ 0  from the lateral 
stress profile in the 3D-CEM is equivalent to the calculation in the all-atom model. Even without 
interpretation through the continuum models, the values of 𝐹′ 0  from molecular simulation 
suggest that the 𝑠 = 0 boundary condition is incorrect even without being able to unambiguously 
characterize the slope of the all-atom model hydrophobic surface. 
3.4.3 Energetics suggest a non-zero peptide-lipid boundary slope 
 New simulation techniques were applied to extract the peptide-lipid boundary. First, the lipid 
trace method revealed the form of the boundary lipids extracted from the molecular simulation. 
This boundary was used by the 3D-CEM to compute energetics and curvature stress. Second, the 
leaflet curvature stress was computed by all-atom simulation by subtracting 𝐹′! 0  from 𝐹′! 0 . 
The curvature stress of the 3D-CEM matches well with the all-atom simulation 𝐹′ 0 . The 2D-
CEM(𝑠 free) does reasonably well, considering the simplicity of the model. These results 
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indicate the importance of the boundary for 𝐹′ 0 , and demonstrate that the slope at the gA-lipid 
interface is nonzero. 
3.5  Conclusions 
 Intuitively, the information about the boundary condition necessary for the 2D-CEM should 
be available from ℎ 𝑟  computed from the all-atom simulation. However, due to the “shape” of 
the inclusion, in this case, a squat cylinder, lipids go over the top of the channel such that ℎ 𝑟  is 
no longer the height of the leaflet in the proper sense (i.e., there is no lipid material below the 
hydrophobic atom). An alternative method for computing the hydrophobic surface is to compute 
lipid traces. These traces indicate the shape of the channel by recording the path of the lipid from 
tail to head group. The trace indicates both the proper boundary condition for use by the 3D-
CEM and an additional way to compute the slope (from the vector normal to the trace). These 
traces indicate that 𝑠 is positive without the ambiguity of examining ℎ 𝑟 . 
 The effective matching condition is confirmed by computing the curvature stresses of the 
leaflet around gA, quantified by 𝐹′ 0 . This thermodynamic quantity indicates that indeed there 
is net internal positive curvature of the lipids. The sign of 𝐹′ 0  shows how the free energy 
would change if the leaflet’s curvature could be individually changed. In this case, a positive 
value of 𝐹′ 0  means the free energy would go down on a negatively curved leaflet, partially 
undoing the strain of the internal positive curvature created by the inclusion. Unlike what is seen 
in the all-atom simulation, the 2D-CEM(𝑠 = 0) predicts that there should be minimal curvature 
stress. The 2D-CEM(𝑠 = free) and 3D-CEM values are consistent with the sign of the all-atom 
simulation, yet the 2D-CEM values are too high, suggesting that the first shell curvature in the 
model is too high and that reliance on the apparent agreement of ℎ 𝑟  discussed above is 
unwarranted. In contrast, the 3D-CEM is in quantitative agreement with the all-atom simulation. 
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 Together, these observations point to the use of the additional parameters of the 3D-CEM to 
consistently model the interplay between protein shape and membrane deformation energetics. 
The use of the all-atom simulations to compute curvature stress indicates the matching condition 
(i.e., a positive slope) without interpreting a molecular feature like ℎ 𝑟  at the atomic level. 
Additionally, by computing local lipid directors (lipid “traces”) the effective shape of the channel 
is revealed in a way that can be transferred directly to the 3D-CEM. By combining the 3D-CEM 
and these simulation observations, the energetics of the membrane surface are determined and 
validated. 
3.6  Supplemental information 
 Sodt et al. (9) contains additional information on the theory and computational method 
involved with the CEMs. Additionally, using a 2D- and 3D-CEM, various comparisons were 
made to experimental and simulation data from Chapter 2. This information is mentioned where 
applicable in Chapter 2. Coworkers from Sodt et al. (9) generated the majority of the 
information within this section. 
3.6.1 Monte Carlo modeling of lipid diffusion 
 For each selected frame of an all-atom simulation, lipids were assigned an average position 
and a 2D Voronoi decomposition was computed (data in Chapter 2). Sites that share a border 
were labeled as “connected,” establishing a map of neighboring sites. Each site was assigned a 
shell based on the minimal number of neighbors to cross to reach the inclusion. 
 The total energy for the model runs in computed by assigning each of the short of long lipids 
(labeled 𝑖) an energy (𝑒!) by shell 𝑗, where 𝑠!" = 1 if lipid 𝑖 is in shell 𝑗, else 𝑠!" = 0: 
𝐸 = 𝑒!𝑠!"! .           (S3.1) 
The shell energies were extracted from either the 2D- or 3D-CEM. 
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 For the Monte Carlo simulations, the initial lipid map was used to establish neighbors for the 
ensuing model run. Lipid hops for each lipid were attempted every 0.2 ns, a period much shorter 
than the lipid hop time (𝜏 ≈ 70 ns). The probability was 𝑘 0.2/𝜏 , where the value of 𝑘 was 
adjusted to be 0.8 to match the simulation value of 𝜏. For this attempt, a lipid and one of its 
randomly selected neighbors switched places, and the energy was recomputed and 
accepted/rejected with the standard Metropolis criterion. For both the Monte Carlo simulation 
and the values extracted from the simulation, the enrichment of the populations of each shell for 
each long or short lipid chain was computed. 
 
Table S3.1: Shell occupancy of dC18:1 lipids in a mixed gA+dC18:1+dC22:1 simulation extracted over the last 3 µs 
compared to occupancies from CEMs and experiment. 
Model Shell 1 Shell 2 Shell 3 
2D-CEM(s = 0) 0.66 ± 0.03 0.58 ± 0.02 0.50 ± 0.02 
2D-CEM(s free) 0.62 ±0.03 0.54 ± 0.02 0.49 ± 0.02 
3D-CEM 0.59 ± 0.03 0.51 ± 0.02 0.49 ± 0.02 
All-atom 0.50 ± 0.04 0.51 ± 0.02 0.52 ± 0.01 
Experiment 0.58 ± 0.04 
 
 
Table S3.2: Shell occupancy of dC16:1 lipids in a mixed gA+dC16:1+dC24:1 simulation extracted over the last 3 µs 
compared to occupancies from CEMs and experiment. 
Model Shell 1 Shell 2 Shell 3 
2D-CEM(s = 0) 0.72 ± 0.03 0.63 ± 0.02 0.52 ± 0.02 
2D-CEM(s free) 0.68 ± 0.03 0.56 ± 0.02 0.50 ± 0.02 
3D-CEM 0.65 ± 0.03 0.55 ± 0.02 0.48 ± 0.02 
All-atom 0.66 ± 0.02 0.55 ± 0.01 0.49 ± 0.01 





3.6.2 Modeling the phenomenological spring constant 𝑯 from CEMs 
 Assuming that the deformation energy is based on: 
𝐸 = 𝐻 2ℎ! − 2ℎ!
! = 𝐻 2𝑢! !        (S3.2) 
where 𝐻 is the phenomenological spring constant, ℎ! is the unperturbed leaflet thickness, ℎ! is 
one half the length of the channel (for use in this single-leaflet model), and therefore, 𝑢! is the 
single-leaflet deformation. Within 𝐻, all contributions to the energy, including the effect of 
boundary conditions, are gathered into this phenomenological spring constant. By obtaining the 
total deformation energy at different initial hydrophobic mismatch (i.e., gA in dC16:1, dC18:1, 
dC20:1, dC22:1, and dC24:1), a quadratic function is formed. A fit to this quadratic gives 𝐻. 
 As expected, the 2D-CEM(𝑠 = 0) has the largest value of 𝐻, as curvature is unable to reduce 
the large energetic penalty of first shell lipid compression. The 2D-CEM(𝑠 free) and 3D-CEM 
have relatively similar energetics. The 3D-CEM energy is likely lower due to the more detailed 
treatment of first shell compression; the path of lipid compression follows the bend of the lipid 
rather than being project directly onto the 𝑧-axis, where it will appear to be more extreme. 
Comparing a breakdown of curvature and compression from the 2D-CEM(𝑠 free) model (where 
they are separable) indicates that ~75% of the energy is from compression and 25% is from 
curvature. 
 
Table S3.3: Phenomenological spring constants, 𝐻. 
Model H (kJ mol–1 Å–2, kcal mol–1 Å–2) 
2D-CEM(s = 0) 215.6, 0.42 
2D-CEM(s free) 44.7, 0.11 




4  Characterizing Residue-Bilayer Interactions Using Gramicidin A as a 
Scaffold and Tryptophan Substitutions as Probesd 
4.1 Introduction 
Membrane proteins often have “aromatic belts,” rich in Trp and Tyr residues, at the bilayer-
water interface (see Pogozheva et al. (147) for a review). These regions are important in 
determining protein folding (61, 62, 148), interfacial anchoring (63, 81, 149–151), and function 
(64, 152–156). Gramicidin A (gA) channels have been important tools in establishing these 
principles. Previous molecular dynamics (MD) studies on gA suggested that the deformation 
profiles at the two ends of a pore-forming, asymmetric monomer are quite different, i.e., the Trp-
rich N-terminus deforms the adjacent lipids more than the hydrophobic C-terminus (Figure S4.1 
from Kim et al. (157)). To explore the effects of gA residues at the bilayer-water interface on the 
adjacent lipids and channel itself, we therefore performed extensive all-atom MD simulations of 
gA dimers and monomers where the four Trp residues per monomer have been substituted with 
other residues. Hereinafter, wild-type gA is denoted as gATrp with a monomer sequence of 
formyl-VGALAVVVW9LW11LW13LW15-ethanolamide, where D-amino acids are underlined.  
gATrp channels form by transmembrane dimerization of two anti-parallel β-helical monomers 






D             (4.1) 
                                                
d Reused from Beaven, A.H., A.J. Sodt, R.W. Pastor, R.E. Koeppe II, O.S. Andersen, and W. Im. 2017. 
Characterizing Residue-Bilayer Interactions Using Gramicidin A as a Scaffold and Tryptophan Substitutions as 
Probes. Submitted. 
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where M and D denote the non-conducting monomers and conducting dimers, and 𝑘! and 𝑘!! 
are the association and dissociation rate constants, respectively. The monomer↔dimer 










       (4.2) 
where 𝑘! is Boltzmann’s constant and 𝑇 the temperature in Kelvin. ∆𝐺!"#$%&'!→!  encompasses the 
energy associated with forming/breaking the six inter-monomer hydrogen bonds formed by 
formyl-V1GALA5 at the dimer interface. We assume that ∆𝐺!"#$%&'!→!  is independent of the mutations 
studied here because amino acid substitutions in the C-terminal half of gA have minimal effects 
on the energetics of subunit dimerization at the N-terminal side (152). ∆𝐺!"#$%&'!→!  denotes the 
bilayer deformation energy associated with the formation of dimeric channels, which is affected 
by the Trp mutations. For more details on the theoretical treatment of bilayer energetics around 
gA, see the Experimental Discussion in the Supplemental Information. 
Table 4.1 summarizes published experimental data for gA channels where the four Trp 
residues of gATrp were mutated to: i) 1-methyltryptophan (gAmTrp); ii) tyrosine (gATyr); or iii) 
phenylalanine (gAPhe); see Figure 4.1 for more information on these mutations. The variations in 
channel lifetime imply that residue-specific interactions at the bilayer-water interface alter the 
energetics of deforming the bilayer (∆𝐺!"#$%&'!→! ). It is also apparent that lipid type affects channel 
lifetime (18, 48, 64). As within the rest of this article, results should be compared between 








Table 4.1: Mean lifetimes (𝜏) of channels (in ms) formed by gATrp and analogues in dC18:1 (1,2-di-oleoyl-
phosphatidylcholine, DOPC), 4ME dC16:0 (1,2-di-phytanoyl-phosphatidylcholine, DPhPC), dC18:2 (1,2-di-linoleoyl-
phosphatidylcholine, DLoPC). Experimental conditions: 1.0 M CsCl, ±200 mV, and 25 ± 1 °C. 
Mutant        
 Lipid dC18:1
 # 4ME dC16:0 # dC18:2 & 
gATrp 600 ± 140 570 ± 57 3100 ± 150 
gAmTrp – 2200 ± 220 – 
gATyr 110 ± 15 80 ± 8 520 ± 140 
gAPhe 670 ± 100 330 ± 30 3400 ± 760 
# From Table 2 of Girshman et al. (18)  





Figure 4.1: Positions of the Trp residues in gramicidin A channels and the side chain structures that were examined. 
(A1) Side and (A2) top views of equilibrated gATrp (initial PDB: 1JNO) (94). The Trp locations are shown in yellow 
with the indole nitrogen in blue. Experimental data exist for (B1) tryptophan (B2) 1-methyltryptophan, (B3) 
tyrosine, and (B4) phenylalanine. The simulations in this article also use (B5) glutamine, (B6) leucine, and the 
alchemical 1-methyltryptophan without charges (same structure as B2). 
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MD simulations were performed on channels where experimental data exist (gATrp, gAmTrp, 
gATyr, gAPhe), as well as: i) an alchemical 1-methyltryptophan without side-chain charges (gAnc-
mTrp); ii) glutamine (gAGln); and iii) leucine (gALeu). gATrp, gAmTrp, and gAnc-mTrp were selected to 
study the roles of the indole hydrogen bond donor site (which is eliminated in mTrp) and the 
Trp/mTrp side chain dipole (which is nearly identical for mTrp and Trp (62), but absent in nc-
mTrp). Similarly, the Tyr/Phe and Gln/Leu pairs are structurally related, but differ in their side 
chain dipoles and ability to form hydrogen bonds. 
The influence of Trp mutations is described in terms of i) the structure and dynamics of gA 
bilayer-spanning dimers (the root mean squared deviations (RMSD) and fluctuations (RMSF), 
gA tilt, hydrogen bonding and interaction patterns, and Trp and mutant residues’ side chain 
orientations); ii) bilayer hydrophobic thickness (and decomposition) profiles as functions of 
radial distance from the channel; and iii) the relationship between lipid traces, the per area free 
energy of bending with respect to curvature, and monomer 𝑧-positioning. These results are 
compared to experiment when available. 
4.2 Methods 
4.2.1 System setup 
All systems were built, minimized, and partially equilibrated using the Membrane Builder 
module (103, 104) of CHARMM-GUI (www.charmm-gui.org) (105). The dimer gATrp structure 
(PDB:1JNO) was used for the gATrp simulations as well as the scaffold for Trp mutations (94). 
The topology and parameter information for gAmTrp, not available in the standard CHARMM 
force field (35, 109–111), was obtained from the GAAMP gateway (http://gaamp.lcrc.anl.gov) 
(158). See Table 4.2 and Table S4.1 for system information. 
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Table 4.2: Lipid type and channel combinations used in this study. Phosphatidylcholine (PC) lipids are denoted by 
their tail type, e.g., dC18:1 (1,2-di-oleoyl-PC, DOPC), dC20:1 (1,2-di-eicosenoyl-PC), and dC22:1 (1,2-di-erucoyl-PC). 
“Y” denotes simulations were performed for this combination; “–” denotes that no simulations were performed. 
Mutant         
 Lipid dC18:1 dC20:1 dC22:1 
gATrp Y Y Y 
gAmTrp Y Y Y 
gAnc-mTrp Y Y Y 
gATyr Y – Y 
gAPhe Y – Y 
gAGln Y – – 
gALeu Y – – 
 
The first set of simulations contained 90 dC18:1 lipids per leaflet and 0.15 M KCl. Three 
independent replicas for each mutation were simulated for 220 ns using NAMD (51) in the 
isothermal-isobaric (NPT) ensemble. Constant temperature was maintained at 303.15 K using 
Langevin dynamics with a Langevin coupling coefficient of 1 ps–1. Constant pressure was 
maintained at 1 atm by a Nosé-Hoover Langevin piston (107, 108) with a piston period of 50 fs 
and a piston decay of 25 fs. The CHARMM all-atom protein force field (109) including dCMAP 
(110, 111) was used with the C36 lipid force field (35) and TIP3P water model (112). The 
SHAKE algorithm (113) was used with a 2-fs time step. Electrostatic interactions were 
calculated using the particle-mesh Ewald method (114) (mesh size ~1 Å, κ = 0.34 Å–1, and sixth-
order B-spline interpolation), and van der Waals interactions were switched off between 10–12 Å 
by a force-switching function (115). 
The second set of simulations were performed with 90 dC20:1 or dC22:1 lipids per leaflet. The 
gATrp data were previously published (9), and gAmTrp, gAnc-mTrp , gATyr, and gAPhe simulations 
were performed with the following conditions: i) harmonic RMSD restraints on the dimer and 
monomers, ii) 𝑥𝑦 positional restraints to keep monomers at maximum separation, iii) 1 fs time 
step, and iv) constant temperature of 310.15 K. The other simulation parameters are the same as 
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in the above simulations with dC18:1. Three replicas of monomer-containing and dimer-
containing systems were run for 100–170 ns apiece. 
4.2.2 Constructing lipid traces 
To better understand the lipid conformational changes imposed by the channel, average lipid 
traces were calculated (9). The trace is a radial property, which assuming cylindrical symmetry, 
describes the average position of lipid as function of distance (𝑟) from the center of the channel. 
Briefly, a histogram in 𝑟 (bin width of 0.06 Å) is formed based on the coordinates of the head 
group through sn-2 tail atoms of all lipids. For each radial bin, there is a density, 𝜌!(𝑟), and an 
average height, 𝑧!, for each atom type 𝑖. A value 𝑟! is calculated for the first trace (i.e., lipids 
closest to the channel), such that: 
𝜌!(𝑟)
!!
!  d𝑟 = 𝑛,          (4.3) 
where 𝑛 is a user-defined, targeted number of atom type 𝑖 (e.g., 𝑛 = 3.5, which is same value 
used in Sodt et al. (9)). The space between traces is based on 𝑛, so traces are spaced closer at 
large 𝑟 compared to traces near the channel (i.e., the number of lipids per bin goes as 2𝜋 𝑟! −
𝑟!!! , where 𝑏 is some arbitrary bin). Once 𝑟! is known, the weighted average radial position, 
𝑟! , and weighted average height, 𝑧! , of atom type 𝑖 between 0 and 𝑟! are known: 
𝑛!! 𝜌!(𝑟) 𝑟, 𝑧!(𝑟)
!!
!  d𝑟 = 𝑟! , 𝑧! .       (4.4) 
The first radial trace is constructed with these 𝑟! , 𝑧!  pairs by connecting them as they are 
chemically from the head group through the sn-2 lipid tail. The second trace uses 𝑟! as a lower 
limit, and the next upper limit is calculated for the next 𝑛 lipids by Equation 3. This process is 
repeated until enough traces have been constructed to provide a clear, albeit qualitative, view of 
the lipid bending and tilt as a function of 𝑟. These traces should not be confused with radial lipid 
shells, which have been previously defined by Voronoi tessellations (48). Although the spacing 
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between traces (dependent on 𝑛) presented herein is arbitrary, the traces could be formed by 
shell. However, the radial extent of lipid shells is large enough to wash out some details 
associated with the finely binned traces. 
Also note that traces do not reach 𝑧 = 0 because each atom position in the trace is based on 
the average, and not the most likely position. Figure S4.2, produced from simulations of lipid-
only dC22:1 (data from Sodt et al. (9)), demonstrates why the traces do not reach 𝑧 = 0. Although 
the lipid terminal carbon atoms are mostly positioned around 𝑧 = 0 Å, there are shoulders on the 
probability distributions (where the terminal carbon atoms approach the head groups due to tail 
entropy). These shoulders raise the unsigned weighted average position of the terminal carbon 
atoms to 𝑧 ≈ 3.5 Å. This matches well with the 𝑧-position where the traces end when the lipids 
are in the effective bulk (e.g., see Figure 4.6; it is assumed that lipids at large 𝑟 behave similarly 
to how they would in a lipid-only system). 
4.2.3 Leaflet per area free energy change with respect to curvature, 𝑭! 𝟎  
Traces provide qualitative insight into the leaflet bending frustration; the frustration can be 
quantified by the leaflet per-area free energy change with respect to curvature (at zero curvature), 
𝐹′(0), which is calculated by (8, 9, 37, 54, 159): 
𝐹′ 0 = !!
!!!! !!!!!
= − 𝑧 𝑝! 𝑧 − 𝑝! 𝑧  d𝑧
!
! ,     (4.5) 
where 𝐹 is the per-area Helfrich bending energy, 𝑅!! is leaflet curvature at the pivotal plane, and 
the integrand describes the pressure within the leaflet (where 𝑝! 𝑧  and 𝑝! 𝑧  are the lateral and 
normal components of the pressure tensor, respectively). Because the leaflets are constrained to 
be planar by hydrophobic interactions and periodic boundary conditions, 𝐹′ 0  is evaluated at 
𝑅!! = 0. As defined, 𝐹′ 0  = 0 means that there is no bending frustration, and the magnitude of 
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𝐹′(0) provides information about the bending frustration within a leaflet. By convention, a 
positive 𝐹′(0) indicates a leaflet would bend toward its head groups if it was unconstrained (i.e., 
a negative curvature). 
In bilayers that are thicker than the dimer channel, bending frustration includes three 
contributions. First, the lipids considered in this study have negative intrinsic curvature (i.e., 
positive 𝐹′ 0 ), so forcing these lipids to be in a planar bilayer creates leaflet frustration. Second, 
inserting a gA monomer into a leaflet could alleviate or exacerbate the leaflet frustration (being a 
physical contribution to the leaflet frustration, 𝐹′!(0)). Last, inserting a dimer introduces a 
physical contribution from the two monomers, as well as a contribution from the dimerization 
event itself, 𝐹′!(0). By simulating independent monomers (one per leaflet) and independent 
dimers (one per bilayer) at the same channel/lipid ratio, we can calculate leaflet 𝐹′!(0) and 
𝐹′!(0), respectively. The difference between these values, ∆𝐹! 0 = 𝐹′! 0 − 𝐹′!(0), is the 
leaflet bending frustration due to dimerization. 
4.3 Results & discussion 
In this section, gATrp and mutant channels are first considered in dC18:1 lipids bilayers (Table 
4.2). Residue orientation (χ1-χ2 distributions) is described as a function of size and geometry. 
Then, bilayer hydrophobic thickness profiles are presented and decomposed to describe how 
bilayer deformations are primarily dependent on a residue’s ability to form hydrogen bonds to 
adjacent lipids and secondarily on the residue’s hydrophobicity. Finally, using simulations of a 
subset of channel mutants in dC20:1 and dC22:1 bilayers, lipid traces and the per area free energy 




4.3.1 gA channel dynamics are affected by mutation 
When examined in dC18:1 bilayers, all channels were stable for the duration of the 
simulations, as evident from the per-residue root-mean-square fluctuations (RMSF: Figure S4.3) 
and root-mean-square deviations (RMSD) with respect to the minimized initial structure (Figure 
S4.4). However, as expected (e.g., Ingólfsson et al. (110)), there are variations in the RMSF at 
the N-termini of all channels (particularly in gAGln and gALeu) as well as some transient structural 
variations (measured by RMSD) in the mutants. Channel tilt is also affected by mutation (see 
Figure S4.5 and Table S4.2 for the tilt distributions and average tilt angle, respectively). As 
expected, residues that can form hydrogen bonds with the bilayer have smaller tilt angles than 
their counterparts that cannot form hydrogen bonds, implying that these interactions are 
important for positioning/anchoring gA in the bilayer. Comparing gAmTrp and gAnc-mTrp further 
suggests that the side chain dipole also helps orient/stabilize the channel. 
Related residues (Trp, mTrp, and nc-mTrp; Tyr and Phe; Gln and Leu) have nearly identical 
major χ1-χ2 populations (some minor populations differ among related residues). For example, 
although Trp, mTrp, and nc-mTrp have different hydrophobicity and ability to form hydrogen 
bonds, their χ1-χ2 population distributions are nearly identical (Figure 4.2, in agreement with Sun 
et al. (62)). Tyr and Phe also have very similar χ1-χ2 distributions, as do Gln and Leu (Figure 
S4.6 and S4.7, respectively). These distributions suggest that residue size and geometry affect 
preferred rotamer states more than hydrophobicity or hydrogen bond formation. To provide 
simple insight into the rotamer energetics, the energy differences between Trp9 rotamer 
populations are calculated (assuming the Trp9 per monomer sufficiently sample χ1-χ2 space; see 
Figure S4.8 for their time series): ∆𝐸 = 𝑘!𝑇 ln 𝑝!/𝑝! , where and 𝑝! and 𝑝! are the probabilities 
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of being in state 𝑖 or 𝑗, respectively. The ∆𝐸 values of Trp in dC18:1 range from –1.8 kcal/mol 
(𝐸!! − 𝐸!) to –0.15 kcal/mol (𝐸!!! − 𝐸!"). 
 
 
Figure 4.2: Trp, mTrp, and nc-mTrp χ1-χ2 dihedral angles in dC18:1. χ1 is the dihedral of the backbone N, Cα, Cβ, 
and Cγ atoms. χ2 is the dihedral of the Cα, Cβ, Cγ, and Cδ atoms (Cδ is double bonded to Cγ and bonded to indole 
N). The color scheme for the heat plots is shown on the right with log{count/bin} and 1° bins in both dimensions. 
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4.3.2 dC18:1 lipid slippage is affected by channel mutation 
Previous MD simulations have shown that lipids tend to slip over the top of the channel, 
which releases some of the bilayer’s frustration caused by hydrophobic matching with the 
channel (9, 48, 157, 160, 161). The number of lipids that slip over the top of the channel is linked 
to the interaction strength between the channel and adjacent lipids. This channel-bilayer coupling 
was explored using two complementary methods – radial distribution functions (Figure S4.9) 
and lipid contacts with the channel (Figure S4.10). 
Radial distribution functions demonstrate that lipid acyl chains are restrained to stay outside 
of 𝑟 ≈ 8–10 Å (the approximate channel radius). Channels with residues capable of forming 
hydrogen bonds (Trp, Tyr, Gln) have low choline densities near 𝑟 = 0 Å. Residues that cannot 
form hydrogen bonds (mTrp, nc-mTrp, Phe, and Leu) have high densities near 𝑟  = 0 Å, 
demonstrating that the extent of lipid slippage depends on the interaction strength between the 
channel and the backbone of the adjacent lipids (Table S4.3). Next, we assessed the lipid 
components (acyl chain, carbonyl, phosphate, or choline) and water that were within 4 Å of any 
channel side chain heavy atom (Figure S4.10). All residues that can form hydrogen bonds (Trp, 
Tyr, and Gln) have more contact with the carbonyl and phosphate groups, as well as the choline 
(because the lipids are more restricted in 𝑧 due to hydrogen bonding), as compared to residues 
that cannot form hydrogen bonds. Additionally, residues that cannot form hydrogen bonds have 
higher contact incidence with the lipid tails because of lipid slippage (allowing these more 
hydrophobic residues to be buried in lipid tails). 
The observation that different residues prefer to be close to certain lipid chemical features, is 
corroborated by the frequency of hydrogen bond formation for gATrp, gATyr and gAGln channels 
in dC18:1 (Figure 4.3). The average fraction of time that a given residue formed hydrogen bonds 
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was decomposed into the contributions from the lipid carbonyl, lipid phosphate, water, and 
channel backbone. Trp interacts preferentially with lipid and Tyr with water. Gln stands out by 
its interactions with the channel backbone, as all Gln residues form occasional hydrogen bonds 
to backbone oxygen of adjacent residues. The Gln9 and Gln15 side chains furthermore form two 
relatively strong reciprocal hydrogen bonds with each other (N–H···O=C and vice versa). These 
distributions provide insight into how Trp and Tyr help stabilize the channel through the 
formation of channel-lipid hydrogen-bond interactions. 
 
 
Figure 4.3: Fraction of time that gATrp, gATyr, and gAGln form hydrogen bonds to dC18:1. A hydrogen bond is defined 
as a donor and acceptor pair within 2.4 Å of each other (with no angular cutoff). The fractions do not sum to unity 
because the residues do not form hydrogen bonds at all times. 
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4.3.3 Adjacent lipid compression is a function of interfacial residues 
Radial bilayer hydrophobic thickness profiles, dH(𝑟), determined from the average 𝑧 locations 
of the C22 and C32 lipid tail carbon atoms (i.e., the carbon atoms bonded to the lipid carbonyl 
group), provide insight into the bilayer deformation caused by the channel. The profiles for 
gATrp, gATyr and gAGln are similar, and distinct from the profiles around channels that cannot 
form hydrogen bonds with lipids. Indicating that lipids are constrained to match residues that can 
form hydrogen bonds, as compared to residues that cannot form hydrogen bonds. This is 
evidenced by deeper minima at the edge of the channel (𝑟 ≈ 10–12 Å) for gATrp, gATyr, and gAGln 
compared to gAmTrp, gAnc-mTrp, gAPhe, and gALeu (i.e., the steep increase in dH(𝑟) at 𝑟 < 10 Å 
arises because lipids slip over the top of the channel; Figure 4.4).  
The difference in minima depths between related residues (Trp, mTrp, and nc-mTrp; Tyr and 
Phe; Gln and Leu) qualitatively describes the leaflet frustration due to these residues. As 
discussed previously (9, 48), the main energetic factor directly adjacent to the channel is lipid 
compression (curvature frustration to be discussed later in this article). Here, we demonstrate that 
hydrogen bond formation appears to be the major factor in determining channel-lipid coupling 
(e.g., compare Trp and mTrp minima), but hydrophobicity also plays a role in the deformation 




Figure 4.4: Radial hydrophobic thickness profiles of dC18:1 bilayers with different embedded gA analogues. 
 
Because the ability to form hydrogen bonds appears to be the key factor in deforming the 
bilayer adjacent to the channel, we decomposed dH(𝑟) into contributions from lipids that do and 
do not form hydrogen bonds with Trp, Tyr or Gln. If a lipid forms hydrogen bonds with a target 
residue, it is placed in the appropriate radial bin for the “H-bond” group; otherwise, it is placed 
in the “Free” group (Figure 4.5). 
The profiles for the H-bond lipids (blue curves) are similar in that d(r) ≈ 23 Å, close to the 
canonical hydrophobic length of gATrp channels (66, 99, 134) at 𝑟 ≈ 10–12 Å.  Because the 
channel and lipids are able to tilt, channel-lipid hydrogen bonds can be formed at large radial 
distances, as shown in the frequency distribution for hydrogen bond formation (in grey). If the 
channel or lipids do tilt to form hydrogen bonds, the lipids appear to be thinner, which is the case 
at larger 𝑟 (blue curves). The “Free” lipids have a biphasic thickness profile, with a minimum at 
the edge of the channel, which most likely due to the hydrophobic matching requirement (to the 





Figure 4.5: Decomposition of the radial hydrophobic thickness profiles for gATrp, gATyr, and gAGln channels in 
dC18:1. The total hydrophobic thickness profiles from Figure 4 are decomposed into profiles from lipids that form 
hydrogen bonds to the channel (H-bond population) and lipids that do not form hydrogen bonds with the channel 
(Free population). In grey, the radial distribution of lipids that form hydrogen bonds to the channel (plots are 
normalized to the peak of the gATrp distribution). 
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With access to atomistic detail, the differences in the hydrophobic thickness profile minima 
can clearly be attributed to hydrogen bonding between gA channels and surrounding bilayers. As 
worked out explicitly in the Experimental Discussion of the Supplemental Information, 
effective channel hydrophobic lengths can be used to explain differences in mean channel 
lifetimes. That is, an effectively “longer” channel would have a longer lifetime in thick bilayers. 
Ideally, the differences in hydrophobic thickness minima near the channel could be directly 
related to the channel’s effective hydrophobic length, and therefore, the channel lifetime. Based 
on the lifetimes of gATyr and gAPhe in dC18:1 (Table 4.1), one would predict ~3 Å difference in 
effective channel length. However, Figure 4.4 shows a smaller difference in apparent 
hydrophobic thickness between gATyr and gAPhe (~1.25 Å), suggesting that more energetic 
factors are at play than simple compression stress. So, more energetic insight is necessary to 
explain ∆𝐺!"#$%&'!→! . 
4.3.4 dC20:1 and dC22:1 bilayer energetics are affected by channel mutation 
To gain energetic insight into the curvature frustration due to hydrophobic mismatch and 
interfacial residue influence, we calculated the per area free energy change with respect to 
curvature, 𝐹′(0) (see Methods for more details). These 𝐹′ 0  calculations were performed in 
dC20:1 and dC22:1, to increase the signal-to-noise associated with these calculations; results for 
dC18:1 are expected to follow the same trend, but are unfeasible due to the long simulations 
necessary to have acceptable uncertainties for comparison across channels (9). Note that, as 
mentioned in the Methods, an RMSD restraint was placed on all channel backbones to eliminate 
structural changes that are possible at large channel-bilayer hydrophobic mismatch (18, 61, 162), 
but the RMSD restraint applied in this study does not drastically alter Trp χ1-χ2 dynamics in 
dC18:1 (Figure S4.11). Table 4.2 summarizes 𝐹′(0) estimates for gAmTrp and gAnc-mTrp in dC20:1 
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and dC22:1 together with estimates for gATrp from previous work (9), as well as results for gATyr 
and gAPhe in dC22:1. 
Lipid traces were calculated for gA dimers and monomers in dC22:1 (lipid traces were 
qualitatively similar in dC20:1, data not shown). All traces near the dimers have a similar shape, 
but there appears to be some lipid tilt at large 𝑟 (i.e., the traces around the dimers gATrp are tilted 
relative to those around gAmTrp). We did not pursue this issue of long-range lipid tilt produced by 
channel formation. There are more apparent changes in the traces directly adjacent to the 
monomers, but these differences are not propagated as far in 𝑟. Also, lipids form basket-like 
conformations as the tails go underneath the monomers, which has been reported for other 
peptides as well (159). 
 
 
Figure 4.6: dC22:1 lipid traces around dimers and monomers: (A) gATrp (black), gAmTrp (red), and gAnc-mTrp (blue); 
(B) gATyr (black) and gAPhe (red). The 𝑥-axis is extended relative to the 𝑦-axis to make the differences between the 
traces clearer. 
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While traces provide information on the lipid conformation, the information is qualitative. 
Quantitative information is obtained by the per area free energy with respect to curvature, 𝐹′(0). 
Using the procedure detailed in the Methods section, 𝐹′!(0) , 𝐹′!(0) , and ∆𝐹! 0  were 
calculated and presented in Table 4.3. The value of ∆𝐹! 0  describes the leaflet curvature 
frustration due to a dimerization event, and such, directly tied to ∆𝐺!"#$%&'!→!  and the channel 
lifetime. ∆𝐹! 0 , varies as gATrp ≈ gATyr > gAmTrp ≈ gAPhe > gAnc-mTrp in dC22:1 (and gATrp > 
gAmTrp ≈ gAnc-mTrp in dC20:1). As expected, the ∆𝐹! 0  is larger in dC22:1 than in dC20:1 for all 
channels due to hydrophobic matching considerations (9). In either membrane environment, 
removing an interfacial residue’s ability to form hydrogen bonds reduces the leaflet curvature 
frustration. In dC22:1, the curvature frustration gATrp > gAmTrp > gAnc-mTrp suggests that hydrogen 
bond formation and hydrophobic interactions are important. Comparing with a residue family 
(Trp, mTrp; Tyr and Phe), we see that monolayer curvature frustration is linked to channel 
lifetime. It is energetically more costly for gATrp to remain as a dimer than gAmTrp, and the same 
is true between gATyr and gAPhe. 
 
Table 4.3: Leaflet curvature frustration 𝐹′(0)  (in kcal/mol/Å) for gATrp, gAmTrp, gAnc-mTrp, gATyr, and gAPhe 
monomers and dimers in dC20:1 and dC22:1. The 𝐹′(0) are 0.0578 ± 0.0046 kcal/mol/Å and 0.0558 ± 0.0030 
kcal/mol/Å for pure dC20:1 and pure dC22:1, respectively (9). 
    gATrp  gAmTrp  gAnc-mTrp  gATyr  gAPhe  
dC20:1 
𝐹′!(0) 0.0786 ± 0.0037 0.0838 ± 0.0018 0.0865 ± 0.0025 – – 
𝐹′!(0) 0.0927 ± 0.0031 0.0919 ± 0.0017 0.0927 ± 0.0018 – – 
∆𝑭′(𝟎) 0.0141 ± 0.0048 0.0081 ± 0.0024 0.0062 ± 0.0031 – – 
       
dC22:1 
𝐹′!(0) 0.0685 ± 0.0017 0.0765 ± 0.0025 0.0830 ± 0.0026 0.0622 ± 0.0024 0.0716 ± 0.0024 
𝐹′!(0) 0.1169 ± 0.0046 0.1104 ± 0.0021 0.1099 ± 0.0020 0.1081 ± 0.0023 0.1035 ± 0.0025 




The major changes in ∆𝐹′(0) arise from the changes in 𝐹′!(0). Because the location of 
peptides along the 𝑧-axis influences the value of 𝐹! 0  (8, 159), we constructed symmetrized 𝑧-
density plots to determine gA’s preferred positioning in the bilayer (Figure S4.12 for dC20:1 and 
Figure 4.7 for dC22:1). Here, gA monomer can be thought of as a wedge, whose position relative 
to the lipid pivotal plane (approximately the lipid C22 atom) affects the preferred bending of the 
lipid leaflet (see Figure 4.8). The monomers studied here have high density below the pivotal 
plane, meaning that they all induce negative curvature frustration (i.e., a more positive 𝐹′!(0) 
compared to the lipid-only value), and the insertion depth correlates to the value of 𝐹′!(0). For 
example, gATrp monomers frustrate the leaflets less than gAmTrp monomers (Table 4.3 and 




Figure 4.7: Illustration of (A) gATrp and (B) gAmTrp monomers in a leaflet in which there is a large channel-bilayer 
hydrophobic mismatch (e.g., dC22:1). The monolayer pivotal plane is represented by the dotted line, the bilayer 
center (i.e., 𝑧 = 0) is the solid line, and the lipid head groups are circles. gATrp resides closer to the lipid head groups 
and has more density above the pivotal plane, while gAmTrp has more density below the pivotal plane. When there is 
more gA density below the pivotal plane, the lipids will more strongly prefer to bend toward the head groups. The 
extent of the bending will be constrained by the opposing leaflet because the two leaflets are coupled by 
hydrophobic constraints, but a curvature frustration will be produced. The magnitude of frustration will depend on 
the position of the monomer in its leaflet. Note that this, too, is an approximation because if the intrinsic curvature in 
the upper leaflet were high enough it would also affect the lower leaflet; also see Phillips et al. (163) Although not 
observed in this article, theoretically a monomer could position itself so that it introduced no frustration to the 
monolayer, i.e., 𝐹′!(0) = 𝐹′!"#$ !"#"$(0). Similarly, a monomer could position itself with high density above the 




Figure 4.8: Heavy-atom 𝑧-density plots for the lipid C22 atom (approximate pivotal plane position), entire channel, 
and the specific residues in dC22:1. Dotted black lines are shown to accentuate the peak shifts relative to gATrp. Data 
is plotted in 0.5 Å bins. Systems were centered by shifting the bilayer’s center of mass to 𝑧 = 0 Å. 
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The monomer 𝑧-positions vary with side chain preference for the interface relative to the 
bilayer core, which can be evaluated using a suitable free energy scale (164). For example, Tyr 
prefers the interface over the bilayer core (165), as evident by the large amount of hydrogen 
bonding to water (Figure 4.3). Additionally, Trp similarly prefers to be at the interface, whereas 
mTrp and nc-mTrp prefer to be in the core. Therefore, gAmTrp, gAnc-mTrp, and gAPhe monomers 
are shifted closer to 𝑧 = 0 compared to gATrp and gATyr monomers. Hydrophobicity affects 
monomer position in the bilayer, which affects the leaflet bending frustration. 
4.4 Conclusions 
Experimentally, mutating the four Trp residues of gATrp changes the mean channel lifetime, 
i.e., the channel function. Using MD simulations we have shown dimer backbone structure 
(RMSD) and dynamics (RMSF) are mostly unchanged by mutation in dC18:1 bilayers on a typical 
MD timescale (~200 ns). Each of a residue’s key characteristics (size/geometry, ability to form 
hydrogen bonds, and hydrophobicity) directly affects characteristics of the dimer and monomer. 
On a dimer, a residue at a particular location (9, 11, 13, 15) has its orientation determined by 
its size and geometry, as evidenced in χ1-χ2 plots. Whereas, a residue’s ability to form hydrogen 
bonds has direct correlation to the bilayer deformation caused by the channel. Trp, Tyr, and Gln 
perturb dC18:1 bilayers similarly, while mTrp, Phe, and Leu perturb the bilayer less than their 
counterparts that can form hydrogen bonds with lipids. Hydrophobicity impacts bilayer 
deformations as well, but does not seem to have as large of effect as the ability to hydrogen 
bond. For example, the hydrophobic nc-mTrp perturbs the bilayer less than mTrp, but the 
perturbation difference is less than comparing Trp to mTrp. Indeed, decomposition of radial 
bilayer hydrophobic thickness profiles demonstrates that residue-lipid hydrogen bonds play a 
large role in the overall deformation. Since a channel’s lifetime is determined in part by ∆𝐺!"#$%&'!→! , 
 97 
which involves the compression energy, we attribute residue-lipid hydrogen bond formation as 
part of the differences between gATrp/gAmTrp and gATyr/gAPhe lifetimes. This is further discussed 
by a theoretical treatment of the effective channel lengths.  
Overall, there was a distinct trend in the leaflet curvature frustration due to dimerization, 
∆𝐹′(0). Residues that can form hydrogen bonds frustration leaflets more than those that cannot. 
Furthermore, residue hydrophobicity plays a role in determining curvature frustration (gAmTrp 
compared with gAnc-mTrp). As was the case with compression contributions, curvature frustration 
also contributes to ∆𝐺!"#$%&'!→! . Indeed, within a residue family (Trp and mTrp; Tyr and Phe), the 
∆𝐹′(0) correlate well with experimental channel lifetimes. 
Although 𝐹′!(0) was equal within error for all mutant dimers, there are differences in 
𝐹′!(0) between the mutant monomers due to lipid conformational differences near the channel 
(including basket-formations). Monomer insertion was understood by considering residue 
hydrophobicity. gA monomers with hydrophobic residues (nc-mTrp > Phe ≈ mTrp) embed 
deeper in their leaflet compared to Trp and Tyr. The more monomer density there was below the 
lipid pivotal plane, the more curvature frustration was induced. These results were supported by 
𝑧-density plots. 
The results here were obtained on a simple channel, but the overall effects of mutations at the 
bilayer-water interface should apply generally to other membrane proteins. A mutation involving 
a change in residue size/geometry, ability to form hydrogen bonds with lipids, and/or 
hydrophobicity could change the protein’s orientation, adjacent bilayer deformation, and/or 
preferred positioning relative to the bilayer core. 
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4.5 Supplemental information 
4.5.1 Experimental discussion  
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where 𝑘! is Boltzmann’s constant, 𝑇 the temperature in Kelvin, and 𝑘! and 𝑘!! the association 
and dissociation rate constants, respectively. ∆𝐺!"#$%&'!→!  encompasses the energy associated with 
forming/breaking the six inter-monomer hydrogen bonds, involving residues 1–5 at the dimer 
interface, and is assumed to be independent of the mutations studied here because amino acid 
substitutions in the C-terminal half of gA have minimal effects on the energetics of subunit 
dimerization (152). ∆𝐺!"#$%&'!→!  denotes the bilayer deformation energy associated with the formation 
of dimeric channels. 
Because ∆𝐺!"#$%&'!→!  is considered to be constant, changes in the rate constants are determined by 
∆𝐺!"#$%&'!→! . The bilayer free energy change due to a channel-caused deformation can be 
approximated as (48, 124): 
∆𝐺!"#$%&'!→! 𝑢! = 𝐻 𝑑! − 𝑙 ! = 𝐻 2𝑢! !       (S4.3) 
where 𝑢! is the bilayer deformation equal to the difference in thickness between the unperturbed 
(𝑑!) lipid bulk and effective channel length (𝑙). 𝐻 is the phenomenological spring coefficient that 
describes the bilayer “stiffness.” 
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Working from transition state theory, the dissociation rate constant (and therefore, the channel 
lifetime, 𝜏) is related to the transition free energy ∆𝐺‡ (specifically, the activation energy due to 
a dimer reaching the dissociation transition state): 
ln 𝑘!! = −ln 𝜏 = −
∆!‡
!"
− ln 𝜏!        (S4.4) 
where 𝑅 is the ideal gas constant and 𝜏! is the pre-exponential coefficient. When the channel 
reaches the transition state during dissociation, the inter-monomer separation has increased by 𝛿 
(generally accepted to be ~1.6 Å), which is associated with the initial steps of breaking the inter-
monomer hydrogen bonds: 
∆𝐺‡ ∝ ΔΔ𝐺!"#$%&'! = 𝐻 2𝑢! − 𝛿 ! − 2𝑢! !  = 𝐻 4𝑢! − 𝛿 𝛿    (S4.5) 
where ΔΔ𝐺!"#$%&'!  describes the bilayer energy difference when the channel is fully associated 
and when it is at 𝛿 separation. The ∆𝐺‡ might include energy from the channel, but those are 
ignored here. 
Substituting Equation S4.5 into S4.4, and taking the derivative with respect to 𝑢! (124): 
! !" !!!
!!!




         (S4.6) 
Equation A4.6 relates the channel lifetime to the bilayer deformation, bilayer stiffness and 
inter-monomer separation at the transition state. Assuming 𝐻𝛿 is constant, Equation A4.6 can be 
integrated, leading to an expression that relates the effective channel lengths of two channel 
types to their mean lifetimes: 
! !" !! !!" !!
!
! !!!!! ! !!!!!
= !!"
!"
         (S4.7) 
which can be rearranged to: 
𝑙! − 𝑙! =
!"
!!"
ln 𝜏! − ln 𝜏!         (S4.8) 
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Equation A4.8 states that the difference between the effectives lengths of two channels is 
related to the difference in lifetimes of the two channels. Therefore, using the previously 
published lifetimes in Table 1, the difference in effective channel lengths can be estimated. In 
dC18:1: 
𝑙!"# − 𝑙!"# =
!"
!!"
ln 0.670 − ln 0.110 ≈ 3 Å      (S4.9) 
where 𝐻𝛿 is defined to be 784 J/(mol⋅Å) (48). That is, gAPhe has a longer effective hydrophobic 
length than gATyr. 
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4.5.2 Supplemental tables 
Table S4.1: System information. All systems have 90 lipids / leaflet. A “d” denotes a dimer simulation and an “m” 
denotes a monomer simulation. The gATrp simulations in dC20:1 and dC22:1 are taken from Sodt et al. (9). 
Mutant Lipid Type ID System Size$ Water Total Atoms Sim. Time [ns] 
gATrp d dC18:1 1 79.7×79.7×70.0 6,802 45,835 220 
  2 79.7×79.7×70.0 6,756 45,697 220 
  3 79.7×79.7×70.0 6,743 45,658 220 
 dC20:1 1 80.0×80.0×86.0 8,148 52,050 110 
 dC22:1 1 80.0×80.0×87.0 8,063 53,957 110 
gATrp m dC20:1 1 79.3×79.3×88.0 8,119 51,965 110 
 dC22:1 1 79.2×79.2×90.0 8,194 54,352 110 
       
gAmTrp d dC18:1 1 79.8×79.8×80.0 8,928 52,249 220 
  2 79.8×79.8×80.0 9,000 52,465 220 
  3 79.8×79.8×80.0 8,870 52,075 220 
 dC20:1 1 80.0×80.0×86.0 7,789 50,997 140 
  2 80.0×80.0×86.0 7,774 50,952 170 
  3 80.0×80.0×86.0 7,796 51,018 130 
 dC22:1 1 80.0×80.0×87.0 7,775 53,117 130 
  2 80.0×80.0×87.0 7,789 53,159 130 
  3 80.0×80.0×87.0 7,803 53,201 130 
gAmTrp m dC20:1 1 79.4×79.4×88.0 8,164 52,124 150 
  2 79.4×79.4×88.0 8,170 52,142 130 
  3 79.4×79.4×88.0 8,160 52,112 80 
 dC22:1 1 79.3×79.3×90.0 8,241 54,517 130 
  2 79.3×79.3×90.0 8,217 54,445 130 
  3 79.3×79.3×90.0 8,196 54,382 130 
       
gAnc-mTrp d dC18:1 1 79.8×79.8×80.0 8,917 52,216 220 
  2 79.8×79.8×80.0 8,887 52,126 220 
  3 79.8×79.8×80.0 8,870 52,075 220 
 dC20:1 1 79.4×79.4×86.0 7,708 50,754 100 
  2 79.4×79.4×86.0 7,689 50,697 100 
  3 79.4×79.4×86.0 7,683 50,679 100 
 dC22:1 1 79.3×79.3×87.0 7,634 52,692 100 
  2 79.3×79.3×87.0 7,651 52,743 100 
  3 79.3×79.3×87.0 7,656 52,758 100 
gAnc-mTrp m dC20:1 1 79.4×79.4×88.0 8,172 52,148 100 
  2 79.4×79.4×88.0 8,170 52,142 100 
  3 79.4×79.4×88.0 8,181 52,175 100 
 dC22:1 1 79.3×79.3×90.0 8,205 54,409 100 
  2 79.3×79.3×90.0 8,216 54,442 100 
  3 79.3×79.3×90.0 8,241 54,517 100 
       
gATyr d dC18:1 1 79.5×79.5×80.0 8,893 52,094 220 
  2 79.5×79.5×80.0 8,835 51,920 220 
  3 79.5×79.5×80.0 8,927 52,196 220 
 dC22:1 1 79.0x79.0x87.0 7,554 52,404 100 
 102 
  2 79.0x79.0x87.0 7,568 52,446 100 
  3 79.0x79.0x87.0 7,544 52,374 100 
gATyr m dC22:1 1 79.0x79.0x90.0 8,208 54,370 100 
  2 79.0x79.0x90.0 8,208 54,370 100 
  3 79.0x79.0x90.0 8,208 54,370 100 
       
gAPhe d dC18:1 1 79.5×79.5×80.0 8,889 52,074 220 
  2 79.5×79.5×80.0 8,852 51,963 220 
  3 79.5×79.5×80.0 8,852 51,963 220 
 dC22:1 1 79.0x79.0x87.0 7,541 52,357 100 
  2 79.0x79.0x87.0 7,528 52,318 100 
  3 79.0x79.0x87.0 7,545 52,370 100 
gAPhe m dC22:1 1 79.0x79.0x90.0 8,161 54,221 100 
  2 79.0x79.0x90.0 8,149 54,185 100 
  3 79.0x79.0x90.0 8,112 54,075 100 
       
gAGln d dC18:1 1 79.4×79.4×80.0 8,856 51,951 220 
  2 79.4×79.4×80.0 8,827 51,864 220 
  3 79.4×79.4×80.0 8,845 51,918 220 
       
gALeu d dC18:1 1 79.4×79.4×80.0 8,818 51,853 220 
  2 79.4×79.4×80.0 8,832 51,895 220 




Table S4.2: Average channel tilt angles (mean ± standard error). Channels with residues (at positions 9, 11, 13 an 
15) that can hydrogen bond have less tilt. 
Channel Tilt Angle [°] 
gATrp 9.3 ± 0.7 
gAmTrp 12.4 ± 0.3 
gAnc-mTrp 15.2 ± 0.9 
  gATyr 12.2 ± 0.8 
gAPhe 13.8 ± 0.4 
  gAGln 10.9 ± 1.3 
gALeu 15.0 ± 1.7 
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Table S4.3: Average count of phospholipid choline nitrogen atoms within r = 3 Å of the center of the channel pore 
(where they would block ion permeation). The channel’s pore is aligned with the 𝑧-axis (𝑥𝑦 = 0) and the number of 
choline N is counted as a function of time. The presented value provides the time-averaged fraction of choline N in 
the vicinity of the pore. Residues that cannot hydrogen bond, and therefore impose fewer constraints on the lipids 
adjacent to the channel) increase the probability of finding a choline N near the pore. 
Channel Avg ± St Err 
gATrp 0.12 ± 0.02 
gAmTrp 0.26 ± 0.03 
gAnc-mTrp 0.30 ± 0.02 
  
gATyr 0.14 ± 0.02 
gAPhe 0.27 ± 0.02 
  
gAGln 0.14 ± 0.02 




4.5.3 Supplemental figures 
 
 
Figure S4.1: Previously published (157) (A) gATrp monomer pore formation in dC12:0 (1,2-di-lauroyl-PC, DLPC) in 
the left panel and dC14:0 (1,2-di-myristoyl-PC, DMPC) in the right panel. (B) Monolayer hydrophobic thickness 
profiles, which show an asymmetry in monolayer deformations due to an asymmetric channel. Reprinted from 
Biophysical Journal, 102, T. Kim, K.I. Lee, P. Morris, R.W. Pastor, O.S. Andersen, and W. Im, Influence of 
Hydrophobic Mismatch on Structures and Dynamics of Gramicidin A and Lipid Bilayers, 1551–1560, 2012, with 




Figure S4.2: dC22:1 lipid sn-2 terminal carbon atom densities along the 𝑧-axis for both leaflets. The most populated 







Figure S4.3: Heavy atom backbone root mean squared fluctuations (RMSFs) for all channel types in dC18:1. The 






Figure S4.4: Time series of heavy atom backbone root mean square deviations (RMSDs) for each channel type in 
dC18:1 calculated at each point relative to the minimized PDB:1JNO structure. Red, blue, and green are replicas 1, 2, 










Figure S4.6: Tyr and Phe χ1-χ2 dihedral angles in dC18:1. χ1 is the dihedral of the backbone N, Cα, Cβ, and Cγ 
atoms. χ2 is the dihedral of the Cα, Cβ, Cγ, and Cδ atoms (Cδ is double bonded to Cγ and bonded to indole N). The 








Figure S4.8: Time series of the Trp9 χ1-χ2 dihedral angles of gATrp in dC18:1. Red circles indicate the χ1 angle and 
green circles indicate the χ2 angle. (A–C) are the three independent simulation replicas. The left and right panels are 






Figure S4.9: Radial RDFs for dC18:1 lipids around each channel type with 0.5 Å bins. The center of mass of the total 
lipid (COM) is in green, the location of the nitrogen (N) is in blue, and the center of mass of the tails only (TAIL) is 





Figure S4.10: Contact plots for each channel type in dC18:1. The sum of the frequencies of the considered 






Figure S4.11: Trp χ1-χ2 dihedral angles in dC18:1. Since it has been shown that backbone restraints (like dCMAP) 
affect residue dynamics, we compare (A) a previously published simulation(9) of gATrp in dC18:1 using an RMSD 
backbone restraint (100 ns of sampling) to (B) a simulation from this study of gATrp in dC18:1 using only dCMAP 
(600 ns of sampling). The RMSD restraint possibly reduces the dynamics of the Trp9 residue (it fluctuates around 
the initial χ1-χ2, which is the preferred orientation of this residue), whereas the dynamics of the other residues 
appear unchanged. The relative lack of sampling in the system with the RMSD restraint means that it is possible that 
simulation simply did not have enough time to sample other rotamer states. The true effect of a backbone restraint 
would have to be studied by a long timescale simulation, which is beyond the scope of this paper. Based on the χ1-χ2 
plots, we conclude that while the backbone RMSD restraint might affect residue dynamics, it is likely minimal. See 





Figure S4.12: Heavy-atom 𝑧-density plots for the lipid C22 atom (approximate pivotal p plane position), entire 
channel, and the specific residues in dC20:1. Dotted black lines are shown to accentuate the peak shifts relative to 
gATrp. Data is plotted in 0.5 Å bins. Systems were centered by shifting the bilayer’s center of mass to 𝑧 = 0 Å. The 
summed peak density of all Trp residues is ~9 Å. Presumably, the hydrophobic extent of the channel would be larger 
than the peak density. Therefore, these peaks are in agreement with the canonical hydrophobic length of gATrp (~22 










 Biological processes, such as fusion/fission events, and the general shapes of cells/organelles 
are dependent on curved lipid structures, but obtaining information on the energetics of 
membrane curvature is nontrivial (see reviews by Kozlov and coworkers (166–168)). A 
convenient method for studying highly curved lipid structures is using the inverse hexagonal 
(𝐻!!) phase (31, 32, 37, 72). The 𝐻!! phase is a lipid polymorphism where the polar head groups 
face inward toward hexagonally packed water cylinders. Gaps between lipid tails (the so-called 
interstitial space that arises from hexagonally packing cylinders) can be filled with alkane to help 
make these structures more favorable. Due to the geometry of the polymorphism, these structures 
exist with some amount of lipid curvature that is a balance between the pressure of the water 
inside the cylinder and the intrinsic lipid curvature. 
 Lipid monolayers have an intrinsic curvature (𝑅!!!) that is the curvature of minimum free 
energy (31, 32, 37, 72). To determine the amount of energy needed to deform a monolayer from 
𝑅!!!, it is useful to assign a bulk material property, the bending modulus 𝑘!  as an effective “force 
constant” against changes in curvature. Cylindrically bending the monolayer away from the 
intrinsic curvature to a new curvature 𝑅!! adds energy per unit area 𝐹! by way of the Helfrich 




𝑅!! − 𝑅!!! !.         (5.1) 
 
Therefore, energies can be calculated for lipid monolayers at some 𝑅!!, but before the energies 
can be estimated, 𝑘!,! and 𝑅!!! themselves must be known. 
                                                
e From Beaven, A.H., S. Park, A.J. Sodt, R.W. Pastor, and W. Im. 2017. Unpublished. 
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 Although getting 𝑘!,!  and 𝑅!!!  from experiment via the 𝐻!!  phase has been richly 
documented (21, 24, 30–32, 72, 123), it has not been possible to computationally calculate these 
bending parameters until recently. The oldest computational methods to calculate 𝑘!,! rely on 
measuring the fluctuating 𝑧-displacement of the bilayer from a reference plane (49, 145, 169). In 
a related method (46), lipid angle fluctuations are used to obtain 𝑘!,!. Both procedures have 
yielded promising results, but both are subject to drawbacks: currently calculations may only be 
done with single-component bilayers, and these simulations only provide information on 𝑘!,!. 
 Alternatively, both 𝑘!,! and 𝑅!!! can be calculated by molecular dynamics (MD) simulation 
of the inverse hexagonal phase (37). Similar to experiment, the bending parameters are extracted 
by varying the lipid hydration (i.e., changing the measured lipid curvature) and measuring the 
change in the osmotic pressure. This methodology allows for both 𝑘!,! and 𝑅! to be calculated 
for any lipid mixture or lipid-protein mixture. 
 To facilitate the building process of lipid hexagonal phase systems and to reduce their 
equilibration time, a build protocol for Hex Phase Builder in CHARMM-GUI (http://charmm-
gui.org) (105) is developed and described. In the future, the builder will function with the 182 
available lipid species, 5 interstitial alkane species (tetradecane, squalene, 3-ethylpentane, n-
decane, and n-hexadecane), and 4 ion pairs (KCl, NaCl, CaCl2, and MgCl2). Based on Bilayer 
Builder (103, 104), Hex Phase Builder builds systems using a six-step protocol that includes 
placing lipids, water, ions, and alkane in as close to equilibrium positioning as possible and 
running a short minimization and equilibration. In this chapter, the Hex Phase Builder 
methodology is detailed along with some preliminary results for DOPC and DOPE lipids. 
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5.2  Methods  
5.2.1 Lipid-only system build 
 The methodology of Hex Phase Builder closely follows that of the Bilayer Builder within 
CHARMM-GUI, and the general workflow is summarized in Figure 5.1. For a lipid-only 
system, a user begins by selecting: i) a target radius (𝑟, in 𝑥𝑦) and height (ℎ, along the 𝑧-axis) 
with a specific lipid ratio (e.g., 1:1 DOPC and DOPE), or ii) a target radius and specific number 






        (5.2) 
where 𝑛!"#"$% is the number of lipids, 𝐴!"# is the area of the lipid cylinder to be used, 𝐴!"#"$ is the 
area per lipid, and 𝑤! is the weight of the area 𝐴!, and so on (assuming the sum of the weights is 
unity). That is, for a 1:1 molar ratio of DOPC and DOPE, 
𝐴!"#"$ = 0.5 69.7 Å! + 0.5 63.4 Å! = 66.6 Å!. In this test case, the number of lipids is 




          (5.3) 
where 𝑛! and 𝐴! are the number and area of lipid type 1. 
 Once 𝑟 and ℎ are determined, the size of the unit cell is determined. The 𝑟 and the estimated 
length of the lipid tails (𝑙!"#"$) determine the side-to-side size in 𝑥𝑦 (2𝑅) of the unit cell (Figure 
5.1): 
 𝑅 = 𝑟 + 𝑙!"#"$.          (5.4) 








Figure 5.1: Schematic of a lipid hexagonal phase system. The radius of the water cylinder is 𝑟, the length of the 





Figure 5.2: Hex Phase Builder protocol. (A) Dummy spheres are placed on a cylinder of radius 𝑅 and height ℎ. (B) 
Dummy spheres are replaced by lipids. (C) Pore water is added. (D) Alkanes are added to interstitial spaces. (E) 
After minimization and brief dynamics are performed. (F) The simulation unit cell is shown (emphasized by the 
black hexagon) surrounded by periodic images. 
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 After the system size is determined, dummy spheres are randomly placed on a cylinder with 
radius 𝑟. The dummy spheres have a certain van der Waals radius, so with a radial restraint 
placed on the dummy spheres, they are first minimized and briefly equilibrated using Langevin 
dynamics. Then, the dummy spheres are replaced one-by-one with lipids from a structure library 
containing 2,000 lipids of different conformations. The replacement scheme works by: i) rotating 
the lipid so that its major moment of inertia lies pointing along the 𝑥-axis; ii) moving the 
approximate pivotal plane atom to the origin; iii) obtaining the 𝑥𝑦 vector from the origin to the 
dummy sphere that will be replaced; iv) rotating the lipid around the 𝑧-axis so that it is pointing 
toward the dummy sphere that will be replaced; v) translating the lipid in 𝑥𝑦𝑧 so that the pivotal 
plane atom lies where the dummy sphere is located; and vi) deleting the dummy sphere. This 
process is repeated until lipids have replaced all dummy spheres. 
 The exact placement of the lipid on the cylinder must be considered. Since there is a specific 
region of lipids at which they bend with constant area (the so-called pivotal plane) (31, 170), 
lipids are placed so that their pivotal plane location has the same area it would in a bilayer. 
Previous work has suggested that the pivotal plane for DOPC and DOPE is near the C22 atom 
(i.e., the carbon below the carbonyl on the sn-2 chain) (37). Therefore, when a user requests a 
radius, the C22 atom is placed at this radius. If necessary, further refinements will be made in the 
future for better system building. 
 Next, water and ions (if desired) are added to the system. The amount of water is estimated 
by using: 𝑉!"#$% = 𝜋(𝑟 − 2)!ℎ. That is, the amount of water used is slightly less than the initial 
radius of the lipids. This is an empirical fix, and should be better calibrated in the future. Briefly, 
minimized water slabs are stacked and then cut so that they form a cylinder. Ions can be 
randomly added or semi-equilibrated using a Monte Carlo simulation. 
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 Due to the geometry of the 𝐻!! phase, there are interstitial spaces between the tails of 
neighboring unit cells (Figure 5.2). Often, interstitial alkane is used to fill these voids. With lipid 
types that energetically prefer the 𝐻!! phase, these alkanes are unnecessary, however, alkanes are 
often used to promote easier 𝐻!! phase formation. In experiment, the amount of interstitial alkane 
is usually added by weight without consideration of the system’s geometry. With the atomistic 
resolution available from MD simulations, the amount of necessary alkane can be better 
estimated: 
𝑛!"#!$% = 𝜌!"#!$% ∙ 𝑉!"#!$% = 𝜌!"#!$% ∙ 𝑉!"# − 𝑉!"#$% + 𝑉!"#"$     (5.5) 
 
where 𝑛!"#!$% is the number of alkane molecules to be placed in the system and 𝜌!"#!$% is the 
density of the target alkane. The 𝑉!"#$% + 𝑉!"#"$ is estimated from 𝑅 (Equation 5.4). 
 Although the alkane addition seems straightforward, it is complicated by periodic boundary 
conditions necessary for MD simulation. If an alkane is placed improperly, there can be major 
alkane-alkane and/or alkane-lipid atomic clashes (Figure 5.3). Therefore, an alkane’s placement 
is determined by geometric considerations. A vertex is randomly selected, and a random 𝑥𝑦 
position (within the unit cell, and outside 𝑅) is calculated. A dummy sphere is placed at this 
location. This random addition is done for all alkane molecules to be added to the unit cell. 
 An energy minimization and short Langevin dynamics equilibration are performed to let the 
dummy spheres adjust to each other (including across the periodic boundaries), and a restraint is 
applied to keep the spheres in the approximated interstitial space. Finally, dummy spheres are 
replaced by alkanes that are in all trans conformations and oriented parallel to the 𝑧-axis to 
ensure there will not be clashes across the periodic boundaries. Using this method, the number 
and severity of inter- and intra-cell atomic clashes are significantly reduced and the remaining 






Figure 5.3: A major atomic clash between a DOPE lipid and tetradecane molecule. This type of clash cannot be 
resolved by CHARMM minimization techniques or unconstrained simulation. The massive energy associated with 
this clash eventually causes the simulation to be killed.  
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 At this point, the coordinates of all components (lipids, water, ions, and alkanes) have been 
determined. The final step is the component assembly, generation of input files, and generation 
of appropriate restraints. Restraints are used to keep all lipid tail double bonds cis and all lipid 
chiral centers fixed during the minimization and equilibration (i.e., bad atomic clashes can force 
cis bonds into trans and affect chirality) and to keep the lipids at the desired radius. The 
restraints on the lipid chirality and lipid tail conformation are initially strong and relaxed through 
the six-step equilibration procedure. The lipid position restraint is much weaker and only used 
for the first two steps of the procedure. 
5.2.2 Lipid-protein system build 
 If a user desires to have a system including protein, the first step is to read the protein 
coordinates from a PDB file. The protein is oriented with its principle axis along the 𝑦-axis and 
its center of mass at the origin. It is then translated by 𝑅 along the 𝑦-axis so that the protein’s 
center of mass lies on the periodic boundary between the main cell and neighboring cell. This 
location (symmetric to the other five faces of the hexagon) has a bilayer-like quality, in that it is 
furthest away from the interstitial areas (Figure 5.1). Clearly, this method is only good for 
transmembrane proteins. Therefore, CHARMM-GUI provides a user option in which the protein 
can be translated back along the 𝑦-axis. For example, if the user wants to simulate a membrane 
surface-bound protein, the user could translate back along 𝑦 some distance until it has reached an 
optimal starting location. This requires some guess-and-check work, but does not require a 
substantial workload for the user. 
 The addition of dummy spheres is slightly modified to account for the protein. Instead of 
being randomly assigned across the surface area of the cylinder, dummy spheres are instead 
randomly assigned across two arcs of the cylinder. This ensures that no dummy spheres will be 
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placed inside or initially too close to a protein. After a minimization and brief Langevin 
dynamics (where the dummy spheres have a cylindrical position restraint), the dummy spheres 
are well-packed around the protein. This method is optimal for any type of protein. Wherever the 
protein touches the cylinder, dummy spheres will be excluded. The rest of the procedure (water 
and alkane addition, and the generation of input files) is the same as for a lipid-only system 
(Section 5.2.1.1). A resulting 𝐻!! system with a protein is shown in Figure 5.4. 
 
 
Figure 5.4: An 𝐻!! phase system with embedded protein (PDB: 2HAC). (A) Top view. (B) Side showing protein 
embedded in lipid and in contact with water. (C) Opposite side of (B), showing the lipid void where the protein will 
be embedded by periodic boundary conditions. 
 
 
5.3  Analysis 
 As written elsewhere in this dissertation (Introduction, Chapter 3, and Chapter 4), the 
Helrich Hamiltonian describes the energy associated with bending lipids to some curvature (𝑅!!) 




𝑅!! − 𝑅!!! !         (5.6) 
where the bending modulus is more strictly written for a lipid monolayer, 𝑘!,!. Also note that 
due to the cylindrical geometry of the lipids in the hexagonal phase, there is only one curvature 
axis, i.e., no Gaussian curvature. 
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 Experimentalists with the lipid hexagonal phase connected the Helfrich Hamiltonian to 
changes in osmotic pressure (Π) within the water cylinder (72): 
𝑅!Π = −2𝑘!,! 𝑅!! − 𝑅!!!          (5.7) 
Equation 5.7 can be similarly tied to simulation, as was shown by Sodt and Pastor by simulations 
of the 𝐻!! phase: 
𝑅!∆𝑝 = −2𝑘!,! 𝑅!! − 𝑅!!! = −2
!!
!!!!
       (5.8) 
where ∆𝑝 is equivalent to Π, and measures the pressure difference between the acyl chain region 
and center of the water cylinder. From Equation 5.8, plotting 𝑅!∆𝑝 against 𝑅!! provides a linear 
relationship with the slope −2𝑘!,! and 𝑦-intercept of 2𝑘!,!𝑅!!!. Therefore, both 𝑘!,! and 𝑅!!! 
can be obtained from this method. Additionally, the pivotal plane (where a lipid bends with 
constant area) can be determined by comparing to a planar bilayer area. 
5.4  Preliminary results 
 Figures 5.5 and 5.6 show time series for the average radius of the C22 atoms of all lipids. 
Since we are interested in building these systems as close to equilibrium as possible, three 
independent replicas were used to monitor convergence. All lipids of a given type were placed 
with the same initial area per lipid, therefore, we would expect radius instabilities in all systems 
if there was a problem with this value. Since the radii only change in some systems, it suggests 
that the empirical addition of 𝑉!"#$% = 𝜋(𝑟 − 2)!ℎ is reasonable for larger systems, but is not 
reasonable for smaller systems. More testing will be done to determine how the amount of water 



















6.1  Summary of dissertation 
 This dissertation has focused on the energetics of the bilayer with and without embedded gA 
channel. In Chapter 1, the origins of lipid packing and the penalties associated with deforming 
lipids were discussed. Chapter 2 detailed lipid redistribution in a two-component bilayer to 
minimize compression penalties. Chapter 3 introduced the concept of a curvature frustration due 
to dimerization and contact slope at the gA-bilayer interface. Chapter 4 discussed how channel 
and bilayer properties are modulated as a function of channel mutation of residues at the bilayer-
water interface. Finally, Chapter 5 introduced CHARMM-GUI Hex Phase Builder, which will 
provide users a fast and replicable method to build lipid systems in the inverse hexagonal phase. 
Each of these chapters together have hopefully provided a solid introduction and reasoning for 
studying protein-bilayer interactions and bilayer energetics. 
6.2  Remaining problems and research 
 The gA channel has been extensively studied for biophysical applications due to its 
simplicity and similarity to larger channels. Although gA’s golden age seems to be in the past, 
biophysicists continue to use it as a simple model to extract information about how the bilayer 
influences channel function (i.e., lifetime). Hopefully, the work presented here has provided 
evidence that there is still plenty to learn from gA. The rest of this section discusses future 
problems and the research that could be built from this dissertation. Primarily, the following 
topics are of interest: i) further study of the biological meaning of protein-bilayer coupling 
strength; ii) the problem of obtaining direct experimental evidence of bilayer deformations; and 
iii) the effects of small molecules/peptides on gA channel function. 
 One of the largest questions generated from the work in this dissertation is how channel-
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bilayer coupling affects bilayer energetics and channel lifetime. Chapter 3 discusses the 
importance of the coupling (i.e., slope) at the channel-monolayer interface and how it 
theoretically describes the deformation when considered alongside the material properties of the 
monolayer. Recent work on this topic (not included in this dissertation) has demonstrated that the 
interfacial monolayer slope is in fact linked to the interfacial coupling strength (Chapter 4). In 
other words, the interfacial residues have a profound effect on determining the interfacial slope, 
and therefore, the entirety of the monolayer deformation. 
 In the near future, it would be of interest to study other semi-cylindrical proteins (e.g., 
rhodopsin and MscL) to determine whether predictions from gA are applicable to proteins of 
biological importance. Ultimately, it could be of biophysical and possibly therapeutic importance 
to study how profoundly interfacial residues affect bilayer deformations, and therefore, the 
protein function. These concepts are intuitively related to protein “anchoring,” which has been 
previously discussed in the literature. However, the results from my doctoral studies suggest that 
an “anchoring” mechanism is simply the result of interfacial interaction strength, which in turn 
determines how the bilayer is deformed, which in turn helps determine the protein’s 
conformation. 
 As we continue to improve computational techniques, experimentalists must also gather 
direct experimental descriptions of the channel-bilayer interface and the resulting deformation. 
Obviously, experimental results should be held as the standard for simulation to be compared 
against, however, some methodology (e.g., relating gA mean channel lifetimes to bilayer 
deformations) depends on inference instead of direct evidence. That is, mean channel lifetimes 
are observed in different lipid environments, but it is currently experimentally unknown how 
lipids really respond to gA. Key problems for experimentalists are that bilayer structural 
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information is difficult to obtain due to the dynamic nature of the lipids, and additionally, gA 
dimers themselves are transient. A possible method to experimentally study protein-/peptide-
induced deformations is by neutron scattering, which has been recently used to study other 
protein-/peptide-bilayer interactions. Since these experiments provide insight into the bilayer 
perturbing properties of embedded proteins/peptides, and the results could be intuitively linked 
to simulation. 
 Finally, although briefly mentioned in Chapter 2, small molecules in and/or associated with 
the bilayer affect bilayer properties. These small molecules could be alkanes (necessary for 
experimental reasons), drugs, different ions, or peptides. If a molecule is a bilayer modulator, its 
bilayer association could in turn affect protein function. Indeed, laboratories around the world 
are currently studying these ideas. Possibly one of the more interesting and biologically relevant 
examples would be studying how drugs become associated with and modulate the bilayer. For 
example, a drug could potentially produce broad side effects due to bilayer modulation, resulting 
in modulation of off-target transmembrane protein function. Computational studies regarding 
these interactions will be necessary to explain the molecular origins of the interactions and 
possibly help guide better drug design. 
 Overall, the projects within this dissertation have provided quantitative information on a 
simple channel in model lipid membranes. Although there is still plenty to learn from gA, the 
usefulness of these model systems is that the results should be applicable to a range of 
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