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ABSTRACT
The stunning popularity of mobile devices in recent years has spurred interest in query-
ing and tracking their location for a wide variety of applications. Many naive approaches to
localizing mobile devices, however, suffer from excessive energy use, poor accuracy in indoor
environments, or excessive complexity presented to the application developer. We ask: does
processing and evaluating location queries using a cloud server help reduce complexity and
inaccuracy for these queries without overusing the limited energy available on mobile devices?
Also, can this approach be combined with a variety of individual localization methods and
dynamically-adjusted localization frequency to further reduce energy use? To answer these
questions, we create a simple prototype using Android smartphones and evaluate its per-
formance against common naive approaches and Google’s geofences location query system.
Our results show energy-use reductions of up to 75% and dramatically improved precision
of 45-60% compared to less sophisticated approaches, which compare favorably to Google’s
geofences while allowing more fine-grained selection of regions of interest.
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Mobile devices are becoming increasingly popular, are equipped with a range of sensors
and a large amount of computing power, and are always in close proximity to a single
individual. This represents a unique opportunity for location-based applications such as
social networking, augmented-reality games, and local business search. Battery capacity has
not increased at the same dramatic pace as many other capabilities of modern smartphones,
so location-based applications would be at risk of causing user frustration if they placed
excessive demands on their power reserves. Therefore, one major goal of any application
that involves mobile devices is to conserve energy consumption on these devices.
Location queries form the basis for many of these location-based applications. These
queries may relate to one or more devices, expressing interest in their proximity to each
other or some location. For instance, a user might want to know when he is close to a gas
station during his travel, or a transportation company owner might wish to know when one
of their trucks has reached a delivery location. Alternately, a club organizer might wish
to know when all of their members have arrived at the meeting location, or a emergency
response center might need to know how many people are trapped in a burning building.
However, continuous sensing of each device’s location can cause excessive energy usage and
a poor user experience, and should hence be avoided. The goal of this work is to develop
a general location query processing framework that can be useful to many applications.
This framework must be carefully constructed to optimize both accuracy and energy use.
Accuracy must be tunable per-application, and sensor usage must be careful not to overuse
the limited battery capacity of mobile devices.
Lots of previous work has designed various localization methods or examined how to
efficiently make use of existing localization methods (such as GPS or WiFi triangulation).
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Instead of designing or improving yet another localization method, our work considers a
different problem, i.e., given various types of location queries, is there a way to minimize
energy consumption of mobile devices when answering these queries by building on top of
these localization methods?
We hypothesize that using a server to intelligently process location queries will result
in significant energy savings on mobile devices. In the rest of this thesis, we explore the
following specific questions:
• What are some of the compelling location queries that require cloud-based query op-
timization? We answer this in Chapter ??.
• What are the key building blocks of a cloud-based location query optimizer? What are
the associated performance requirements such as scalability, energy efficiency, query
response latency, and query response accuracy? We describe these in Chapter 3.
• For a particular location query, what techniques can be used in the cloud-based lo-
cation query optimizer to help reduce energy consumption on mobile devices? We
address this question in Chapter 4. More specifically, we explore these techniques: i)
breaking down location queries to a sequence of sub-queries with varying levels of re-
quired accuracy; ii) choosing the right localization method at the right time to provide
the desired accuracy without incurring significant energy cost; and iii) dynamically
adjusting location sensing frequency to avoid unnecessary waste of energy.
• What benefits does using a cloud-based location query optimizer have over other al-
ternative approaches? Does it help reduce energy consumption in answering these
queries? Does it still provide a similar level of accuracy? We built a prototype with
implementation details discussed in Chapter 5 and explore the issue of performance in
Chapter 6.
Our primary contributions to achieve these goals are as follows: an architecture that
allows for flexible parsing of location queries, a location processing system that allows for
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multiple heterogenous localization methods and makes use of them based on availability, and
dynamic query evaluation that adapts localization frequency and method to maximize preci-
sion while minimizing energy use. Two major assumptions should be detailed first, however.
Most importantly, we assume is that each user has a personal mobile device, and they keep
it close to their person at all times. We thus use the terms user and device interchangeably
throughout this work. Also, all distances are measured and calculated as two-dimensional
lengths on the sphere of the Earth; height is not included in these calculations.
The rest of the thesis is organized as follows. In Chapter 3 we present an overview of
a networked system composed of a central server, clients that submit location queries, and
mobile devices whose locations are of interest. Then, in Chapter 4 we show how each of these
components are designed to optimize for accuracy and energy use. In Chapter 5, we detail
the implementation of a prototype and show its performance under real-world conditions in




Given the wide popularity of mobile devices and location-based applications, there have
been many previous efforts related to this work. Localization methods can be broadly classi-
fied into outdoor and indoor methods; some have worked on devising entirely new methods,
while others have focused on optimizing the energy usage of existing localization methods.
Our work also leverages efforts that explicitly consider users’ location accuracy needs. Fi-
nally, location is one type of context, and location queries are a subset of collective-context
queries. There have been some efforts on distributed evaluation of these queries.
2.1 Outdoor Localization
GPS is a commonly used outdoor localization method. GPS has reasonably high accuracy
if used continuously, but this comes with a very high cost in energy consumption.
RAPS [1] is one approach that looks to reduce the usage of GPS. The authors propose
a number of ways to intelligently limit GPS sensor use: keeping a blacklist of low-GPS-
accuracy areas based on the connected cell tower’s ID, estimating future movement based on
time-space movement history, and synchronizing history information between devices. While
RAPS is capable of reducing the energy usage of GPS without significant accuracy penalties,
it requires very energy-intensive and complex data acquisition to build its cell-tower-based
GPS blacklist, and their proposed workaround requires Bluetooth synchronization networks
between users. This workaround is given without indication of how to solve the practical
difficulties of Bluetooth setup, trust, etc.
Similarly, CAPS [2] also looks to minimize GPS usage through cell-tower coverage analy-
sis. Its central insight is that while cell towers cover large areas, the transition zones between
cells are much smaller and better defined. Using similar history-based mobility prediction to
RAPS, CAPS attempts to predict the current direction of travel from past routes. However,
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this prediction is used not just to minimize GPS use, but to learn sequences of cell-tower
IDs with minimal extra energy consumption. The authors claim high energy savings and
accuracy under many conditions, including urban and suburban environments and when
moving at driving speed. CAPS requires much less training time than RAPS, and is able to
iteratively improve its cell-tower-sequence database over time, but is still primarily intended
for localization along frequently-travelled routes that follow exactly the same path each day.
The authors note limitations and lack of testing in rural environments.
GAC [3] combines GPS usage with other sensors on the device. Modern mobile devices
come with a inertial measurement unit (IMU) with accelerometers and compasses that can
be sampled at reasonably high rates without much wasted power. The authors propose
using these IMUs to dead-reckon, i.e., derive movement vectors through time-integrated
acceleration and orientation values. While such approaches can quickly accumulate error
if used by themselves, the authors use periodic GPS synchronization to correct for this.
The combination of the two approaches gives large decreases in energy use with only a small
decrease in accuracy. While these results are largely restricted to outdoor localization during
intra-city driving, they are still useful within that realm.
When the relative positions of several nodes are more important than their absolute
location, it is possible to use collaborative processing to improve the accuracy of GPS mea-
surements. Hedgecock et al. [4] describe one such system they implemented using existing
smartphone GPS chips. While it relies on an initial setup phase to determine the starting
relative locations of devices, it can then pinpoint location changes to centimeter accuracy
every second. This is possible by comparing signal reception times between two or more
devices, and using that to more accurately estimate satellite positions. If the initial calibra-
tion problem were to be solved, this could be used to dramatically improve outdoor location
accuracy in our system.
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2.2 Indoor Localization
While accurate localization in outdoors environments with clear skyviews can be done
with high accuracy using GPS, GPS has difficulties in urban environments and indoors, so
indoor and urban localization [5] require different approaches.
RFID: Some of these approaches are designed for environments where the user’s possible
movement pattern is limited, and fixed points can be placed at any desired density.
One system of this kind is described in [6], where mice within a biology lab are injected
with subcutaneous RFID transponders and RFID antennas are placed at a number of
different measurement points within the lab. While many similar RFID/radio-based
methods are not quite as extreme in the requirements they place on the users being
tracked, many make a similar set of assumptions: that their users are willing to carry
additional hardware, and that the environment where localization is being performed
has a large amount of infrastructure devoted to and installed for the express purpose
of localization.
Bluetooth: Other approaches make somewhat better use of existing infrastructure. Blue-
tooth devices, given their widespread deployment, are a common tool for localization.
Such techniques usually rely on preexisting scans of Bluetooth signal characteristics;
[7] is one example that uses a slightly different methodology. While Received Signal
Strength (RSS) is a somewhat unreliable metric for fingerprinting nearby Bluetooth
devices, as Bluetooth radios vary widely from device to device, one can also examine
the frequency of responses to inquiry scans. Bargh et al. show that with some training,
this method can extract reasonably high accuracy as long as the user remains still for
a few minutes. We make use of similar Bluetooth localization methods, though as one
possible localization within a given framework.
FM: More unusually, it is possible to take advantage of the FM radio receivers present
in some mobile devices. In [8], Yoon et al. describe a method of modeling indoor
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FM radio propagation that can use measured signal strengths from commercial FM
transmitters to get reasonably accurate indoor location estimates. By taking into
account points of signal entry (mostly windows), indirect signal propagation, and the
characteristics of the original transmitter, received signal strength from a set of known
stations can be correlated to a database of offline measurements and building topology
to yield an indoor location. While FM receivers are of somewhat limited deployment
on modern smartphones, this method could still be useful as one of several alternate
indoor localization methods.
IMU: To augment absolute location methods, it is often useful to have accurate relative
movement information. Modern smartphones contain an inertial measurement unit
(IMU) containing an accelerometer, compass, and gyroscope, which can help determine
this, but extracting accurate movement information from these sensors can be difficult.
[9] is one attempt to merge and filter these sensors into local movement information;
in this case, yielding direction of travel. This is not an easy problem, as phones can be
held in a number of different positions that result in widely varying movement patterns.
The authors determine the compass direction of the user’s travel in several steps.
First, they use the consistent, sharp vibrations that occur when a user’s feet hit the
ground to determine the current orientation of the smartphone. Given this vector,
recent accelerometer and gyroscope data can be analyzed to determine the movement
vector of the device. To relate the movement vector to real-world compass directions,
the local magnetic field is measured over time to isolate interruptions, and gradually
filtered to determine the current relative direction of magnetic north. While these
filtering techniques take time to converge after the user begins moving, the authors
claim high accuracy. This could be used as a mobility prediction technique within our
framework.
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SensLoc [10] improves localization accuracy by tuning of location estimates based on
prior models. By restricting their scope to detecting presence at a given set of frequently
visited places, rather than general localization, the authors can switch between localization
methods. WiFi fingerprinting is used as the main method, due to its low energy use and high
accuracy in indoor settings. Accelerometer tracking is used as a way to detect movement
and possible departure from a place, which increases WiFi scanning speed and sparingly
activates GPS to track movement between places.
2.3 Energy-Accuracy Tradeoff for Localization
a-Loc [11] is one of the first pieces of work that explicitly considers user’s localization
accuracy requirements and selects the most energy efficient localization method available that
satisfies current accuracy needs. There are four major localization methods examined; WiFi-
access-point-based, GPS, visible-Bluetooth-device-based, and cell-tower-association-based.
The authors use direct power measurement of the devices to build models of power usage for
each method, and construct accuracy approximations for each as well. Once these models
are created, the spatial probability distribution of the user’s current location is derived and
combined with the accuracy estimate of each available localization method to produce an
estimate of the likely error of each method if used at the present moment. These error
estimates are used along with the energy consumption estimates to select a localization
method given the current accuracy requirements.
[12] presents four design principles to conserve energy in location sensing: substitution,
which uses alternative localization methods that consume less power; suppression, which uses
less power-intensive sensors to suppress unnecessary energy consuming sensors; piggybacking,
which synchronizes the location sensing requests from multiple location based applications;
and adaptation, which adjusts sensing parameters when battery level is low.
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2.4 Distributed Query Evaluation
CloQue [13] is a cloud-based framework designed for queries across many heterogeneous
properties of a user and their device such as posture, location and activity. As these param-
eters are all measured in different ways, the authors focus less on improving the efficiency
of querying any specific parameter and more on querying the parameter that will contribute
most to the confidence in the final query result. CloQue pulls context from only those sen-
sors that are needed to answer the collective queries. While their general methodology bears
some similarity with our work, we focus more on aspects of query efficiency that are specific
to localization.
It is also possible to optimize distributed queries by intelligently merging parts of similar
queries and distributing some parts of the predicate evaluation to the devices in question.
This is the approach of [14], which subdivides the devices into groups, each sharing mea-
sured data and thus sharing the work of query evaluation but without centralizing all query
evaluation on a single centralized server. Their work primarily intends to reduce the compu-
tation and transmission costs associated with query evaluation among a very large number
of devices.
SociableSense [15] explores a specific application of distributed query evaluation: how
sociable are the workers in a given office environment? While its focus is on extracting
sociability measurements efficiently, it also explores adaptive sampling of Bluetooth local-
ization using known fixed points and speech recognition using methods similar to CloQue,
where measurements that will serve to acquire new data are preferred over measurements
that will merely confirm existing data. While focused less on the efficiency of localization,
this serves as a useful example of the utility of distributed query evaluation.
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CHAPTER 3
PROPOSED SYSTEM ARCHITECTURE AND OVERVIEW
Before delving into the proposed architecture, we describe several motivating applications
to illustrate the use of the cloud-based service to achieve a satisfactory query result. Each
of these applications has a real-world location query that can benefit from our proposed
architecture and system:
Occupancy alert: A concert venue owner wants to know, for fire code purposes, how many
people are inside their venue. This kind of query does not specify any particular devices,
merely a number of interest.
Presence alert: A professor has sparsely-attended office hours, and only wants to show up
if one of his students shows up during that time. This query type would give a specific
set of devices along with the specific location.
Proximity alert: Two friends that are both busy with school and work would like to be
notified if they are close together, so they can meet up and talk. This would also
specify the two devices that are being tracked, but no fixed locations, as each friend
only cares if they are close to their friend’s current location.
These examples are, by no means, exhaustive. However, they help illustrate a few im-
portant points:
• Query logic. The query predicates can be a mix of conjunctive (AND), disjunctive
(OR) and negation (NOT) predicates or conditions. For example, to augment the
presence alert above, the professor may only wish to be alerted if at least one student
is in his office area: (Student1 close to office OR Student2 close to office OR . . . )
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• Membership set. In some case, the set of users that needs to be sensed is explicitly
defined. For instance, in the proximity alert mentioned above, only the devices of the
two users mentioned need to be sensed. In some other cases, the set of users may
be implicit and non-enumerable; in the case of an occupancy alert, for example, all
devices that have come online since the alert was registered may need to be sensed to
determine the status of the alert.
These possible applications illustrate the problem domain we are addressing. A naive
approach would be to send out all queries of interest to each device in turn and have these
devices continually sense and report their contribution to these queries. This has several
flaws, however. First, each device must decide on a localization method without knowledge
of the location of the other devices; in the case of a proximity query, this could lead to the
devices being forced to always use a high-accuracy, high-energy cost localization method
or risk incorrect query results. Always using a particular localization method at the same
frequency is not adaptive to current approximate location, incurring significant energy cost.
For instance, when a target user is still very far away from destination, there is no need to
invoke highly accurate localization method at high energy cost; however, when he gets closer,
we need to make the switch. Second, if the query processing logic is executed on each device,
there is potential waste of energy since sensing on some devices may not be needed. For
instance, in the presence alert, if one device is already present, the query predicate is true,
so there is no need to evaluate other devices’ locations. Finally, it is impossible to make use
of localization methods that require knowledge of multiple devices, or require databases that
cannot be feasibly stored/queried on a mobile device. Cell-tower-based localization requires
databases that may be too large to store on a single mobile device, and WiFi-access-point-
based localization relies on databases that change far too frequently to be practically deployed
to every device.
Our proposal, as illustrated in Figure 3.1, is a cloud-based optimizer. It combines several
different approaches to improve accuracy and reduce energy usage. High-level localization
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queries are first submitted to a central server for processing. This server then decomposes
a query into a sequence of sub-queries for each device, with each query containing hints on
localization sensing frequency accuracy needs depending on the last known location of the
device. When a sub-query is sent to a mobile device, the device selects a location sensing
method that provides location accuracy at the desired level while consuming the least energy
on the device. The novelty of our approach is that instead of phones autonomously finding
their location using a user-specified method and blindly submitting it to a central server, we
now have a smart server suggest a list of possible location methods for each device based on
the state of the query. The goal is to reduce the energy consumption of the device by reducing























Figure 3.1: High-level system architecture.
There are some key requirements on this architecture:
• We must reduce energy consumption by the mobile devices in the system compared
to previous approaches. Continuous sensing, while simple and easy to implement,
causes unnecessarily high power draw. The key insight underpinning our approach is
that substantial energy saving can be achieved by actively and continually adjusting
location sensing method and its sampling frequency.
12
• The architecture must be generalizable to a wide variety of localization methods and
applications. While the specific methods that have been studied in research at large
are varied and powerful, the state of the art will change over time. Also, while we
have incorporated a wide selection of these methods in our study, there may be some
others that are desirable for a given application, and it should be possible to extend
the framework to support them. By modeling the cost, accuracy and availability of a
localization method, the method can be incorporated into our framework.
• It should be easy to design queries for the framework. Any novel query system runs the
danger of impedance mismatch between the terminology of its creators and intended
users; we would like to minimize the expertise and effort required on the part of the end
users. Our framework requires only descriptions of the type of query and the relevant
devices/locations to be submitted to a server.
To achieve these goals, we have separated the system into several major components:
the server consists of a Query Decomposer, Query Processor, Location Predictor and a
repository of building data, and the client consists of a Sensor Selector, Location Requestor
and a table of localization method costs. These key components of our proposed architecture
are discussed below.
Query Decomposer. This acts as an intermediary between the many possible query for-
mats and types that can be sent by the clients, and the underlying location and query
processing. This module creates dynamic sensing and query plan by coordinating across
multiple phones. There are two sequential steps. The first step is to parse the disjunctive
normal form of a query, as is typical for a query parser. For instance, given a proximity query
like the one above, it would separate it out into two separate subqueries: is device A within
(for example) 5 meters of the current location of device B, and is device B within 5 meters
of the current location of device A? A generic query like that of the concert venue owner
would be turned into a subquery for all known devices of this form: is this device within a
defined radius of the concert venue? The second step is to break down each parsed query into
13
even smaller sub-queries depending on location estimates or events. To do this, it takes into
account a) the current cost of sensing of different types of events for each device. Examples
of an event include A has changed floor, or A has moved 100 meters; and b) probability of
each event happening in the next one or two evaluation instants coming from the Location
Predictor (e.g, probability of A being in room 1 or probability of B being in cafeteria). The
Query Decomposer then issues specific location query to each device (e.g., tells A to notify
when outdoor location changes by 100 meters).
Query Processor. Once the query has been decomposed, it can be sent on to the query
processor. This query processor outputs two distinct pieces of information; it sends clients
information on the current status of their queries, and sends information to the devices on
what locations it should track proximity to and to what accuracy. To do so, the processor
needs several pieces of information in addition to the decomposed queries. Most importantly,
it needs the current location of the devices, as determined below. It also takes into account
the likely path the device will take on its way from its current location to the locations of
interest, as that may determine which sensors are available to the device. Some of this comes
from a static set of building and location data, which is derived from external sources. Such
data includes the IDs and locations of cellular towers, the MAC addresses and locations of
Bluetooth devices, and information on the extent of buildings.
Location Predictor. The probability of a query event being true (e.g., A is in room 1)
itself will continually change; we may use motion vectors of recent past history to obtain
direction of movement or speed of movement, and thus update the probability of the event
happening in the near future. The Location Predictor may also predict the expected time
of arrival at an intermediate or the final target. This information is used to update location
sensing frequency which is dynamically adjusted according to the changes in the prediction
results. Further, we can use the prediction to decide the most suitable sensors to answer
queries in a given area.
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Sensor Selector. When a specific query is sent to the device, it is processed by the sensor
selector. This component’s task is to take the accuracy requirement and sensor availability
information from the server, combine it with the sensing cost information, and choose the
best localization method to use. This availability information is very important, as GPS
radios often can not function inside large buildings, and Bluetooth/WiFi localization may
only be available in certain areas covered by the datasets available to the server. Given
this information, the selector selects the least-energy-consuming localization method that is
available and fits the accuracy requirement of the server.
Location Requestor. Once a localization method is selected, the Location Requestor
activates the selected sensor modality to derive the user’s location. This may be either
absolute or nominative, depending on the method, but is sent to the server for processing
either way. The estimated energy usages that are used to select localization methods are





There are several possible techniques to conserve energy consumed in localization:
• Use predicted location instead of actual location. If we can predict the location of a
certain user, then there is no need to sense the location of the user. This prediction
can be based on a user’s profile, movement pattern, etc.
• Location sensing frequency adjustment based on past mobility pattern. Depending on
the user’s past mobility pattern, localization frequency can be adjusted. For instance,
for a user who is unlikely to leave their current building in the near future, we might
only need to issue location queries once in a while; those who are currently moving,
however, should be queried more frequently.
• Use accuracy-aware and least energy-consuming location method. Depending on the
accuracy level of previous location estimates for a given device, we may choose a loca-
tion method that provides the needed accuracy level with the least energy consumption.
• Location sensing frequency adjustment based on another user’s location. When both
users need to be at a certain location, if one user is very far away, there is no need to
frequently sense the location of the user that is already close.
All these techniques are being used in our system. In this rest of this chapter, we describe
the specific techniques used to implement the key components in our proposed architecture
and discuss how the sensors on the devices are made use of.
4.1 Inter-Component Communication
We have four major flows of information within our system (i.e., device to and from
server, and client to and from server), each with an associated data format:
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• Client to server : Usually the first piece of information to be sent is from client to server.
It contains the kind of query (as above, proximity or number/identity of devices at a
particular location), and the identifiers of all devices relevant to the high-level query.
• Server to device: This is sent once a query is in place for a given device. It contains
information on desired accuracy, usable location methods and location frequency.
• Device to server : This contains location estimates from the client; can be either abso-
lute location estimates, or nominative location information that is then translated into
an absolute estimate by the server.
• Server to client : This is sent either on request from the client or after location updates
from devices relevant to queries a given client has issued. It contains information on
which devices are present at the locations of interest.
4.2 Query Decomposer
The query decomposer is the first stage in query processing, and is where the wide
variety of possible high-level queries is distilled down into more concrete and specific sub-
queries. Each submitted query is represented in the disjunctive normal form, which is a tree
representation. Each resulting tree has only three levels. Root is always an “OR” operation,
the second level is “AND” operation and the leaves are the predicates. The decomposer
then analyses these to remove any overlaps and to identify the predicates that satisfy most
queries as well as the most energy efficient predicates to query. According to the predicates
that need to be queried, this module generates a sequence of sub-queries to be sent to the
device from the previously decomposed high-level queries that are stored for that device.
More specifically, Query Decomposer follows the following steps.
First, the location mentioned in the high-level queries must be resolved from a semantic
location (such as Brown Building, room 280H) to a specific longitude and latitude. This
may involve some complexity, depending on how flexible the syntax for specifying locations
is, and should be isolated from the rest of the logic.
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Second, the query must be analyzed to find the relevant devices. For proximity and
presence alerts, this is fairly simple, as there is a concrete and unchanging set, but in the
case of a more broad occupancy alert, the query must be marked as applying to all devices
sharing a given property.
Third, queries are decomposed into a sequence of queries, which is one of the key and
novel techniques used in our framework. For instance, let us suppose the query is: are A, B,
and C all in Brown Building, room 280H? If A is not yet in the room, check A’s location once,
then, if A is not likely to arrive for 20 minutes, query their location every 5 minutes. When
A gets closer, say, in the same building but a different floor, change into delta-detection
mode, i.e., send a query asking when A has moved up a floor, then another query asking if
they have moved more than 10 meters.
Last, once all relevant devices have been identified, specific queries are stored for each
pair of device and location, with any associated information from the original query (such
as high-level query type, how close the device needs to be to the location for the query to
be satisfied.)
4.3 Query Processor
We assume that the server has access to all the maps, Wi-Fi fingerprint information,
GPS coordinates, and other sensing information. The Query Processor generates a tracking
plan that consists of sensing modalities available in different areas, accuracy needs and likely
proximity to the target. The tracking plan will later be used by the device to track its current
location, schedule its next location sensing time, and also to select a suitable location sensing
modality to query at different locations. More details are as follows.
First, the query processor determines the localization methods that are available to the
client as well as nominative localization availability. GPS localization has significant diffi-
culties inside many large buildings, and is often unable to acquire a fix of much accuracy
(or any fix at all). As part of the server’s database of named locations, it has a database
of major buildings. If the user’s last known location is within the extents of one of these
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buildings, GPS is removed from the list of allowed localization methods. Similarly, if the
user is not close to an area with known Bluetooth devices or WiFi access points, neither will
be offered as a localization method. As a fallback, if the user’s previous location is unknown,
the server will assume that GPS is available.
Second, the list of outstanding queries are searched for all queries that mention a given
device (for occupancy alerts, this may be all queries). The relevant locations of all of these
queries are then extracted; this includes looking up the last known locations of the other
devices in a proximity alert. Once this list of locations is compiled, each one is compared to
the last known location of the user, and the shortest distance is used as the accuracy require-
ment. When no location is known for a device, the accuracy requirement is chosen to be
effectively infinite (informing the device that any usable localization method is acceptable).
Finally, the list of usable localization methods and the server-calculated accuracy require-
ment are then sent to the device.
Examples. Let us consider a specific sample query: is A is in the food court? Figure 4.1
shows the availability of different location methods within a sample environment, where it
is assumed that no WiFi fingerprints are known outside the ones shown.
• When the query is submitted to the server, a tracking plan is generated (intelligently)
by the server and uploaded to the phones involved. Then the phones independently
can figure out whether it fulfills a predicate or not.
• As the Query Processor receives location updates from the device, it changes the
accuracy requested and the suggested location methods. For instance, if the device
is very far away, it will not be connected to the cell towers covering cells A, B or C.
The server will thus tell the device that cell-tower-based localization and GPS are the
only feasible methods, and it has a very loose accuracy requirement.
• As the device gets closer to the food court, however, it will enter cell A, B or C. If














Figure 4.1: Availability of different location methods. W1 to W6 represent known WiFi
fingerprints.
limited accuracy of this location estimate means that the device may be in range of a
known WiFi fingerprint, and is getting closer to the target location. Thus, the server
will send a more stringent accuracy requirement to the device, along with a hint that
WiFi localization may succeed. The device will likely try WiFi localization first, due
to a lower associated energy cost, but will fall back to GPS if it does not detect any
known WiFi fingerprints.
• Once the device has sent a more accurate location estimate derived through some
method, the server will be able to predict how long the device will take to reach the
target location, and modify the suggested localization frequency based on estimated
travel time. If the device is nearby, they may arrive soon, and we should ask for
frequent updates so we can mark the query as satisfied as soon as possible after the
device is in the food court.
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Let us consider another example query: are both A and B in the food court? With
multiple devices, there are more opportunities for optimization. If A is close but B is far
away, for instance, it may not make sense to send a query to B at all until A has arrived
at the food court. If known, this can be modulated based on the current velocity of A and
B; if B is further but in a car, it may yet arrive at the food court before A, and should be
queried frequently.
4.4 Location Predictor
Mobility prediction is an active area of research [16], which often takes advantage of
information such as a user’s past movement history and environment (e.g., accessible floors
of their current building and possible directions of movement). We can leverage previous
work in this area, or simply use a directional dead-reckoning prediction method that gives
current location and likely time-to-target.
4.5 Sensor Selector
Once the server has sent an accuracy requirement and list of usable localization methods
to the device, it is to select a location sensor that satisfies the server’s accuracy requirement
from the list it is provided. At a high level, this tradeoff is simple; the least costly location
sensor of the necessary accuracy should be used. However, neither of these are constant for
a given sensor, and accuracy is very difficult to estimate in advance. a-Loc [11] studies the
accuracy and energy tradeoffs in localization. The Sensor Selector module uses a-Loc with
some simplifications and extensions.
We next briefly summarize how a-Loc works. Sensor energy cost is difficult to estimate,
and rough models must be used. GPS energy usage varies from device to device, but can
be approximated based on whether the GPS is currently active (tracking satellites) or sleep-
ing [11, 17]. Bluetooth and WiFi energy usage varies greatly depending on the number of
devices scanned, which must be guessed before the scan is done. Cell-tower based location,
since it is done using information already on the device, is always free. The accuracy of a
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location sensor, in turn, is estimated based on two sets of information; the prior probability
distribution of the device’s location and the modeled likely error of the sensor. The prior dis-
tribution is estimated using a history-based second-order hidden-Markov model, which takes
into account the user’s previous location, current movement and their historical movement
patterns to predict their likely current location.
The sensor is modeled using a normal distribution, with a standard deviation that is
derived using separate approaches per-sensor. GPS, under ideal conditions, can achieve an
accuracy of 12 meters. As the sensor limiting above should only allow GPS outdoors, we
assume that this ideal accuracy is achievable. Bluetooth- and cell-tower-based location under
the common case of only a single available reference point use accuracy estimates based on
their range, as detailed above. These two distributions are then combined through numerical
integration to give an estimate of the posterior distribution of the location estimate of the
given sensor in the given location. After integration, the square root of the sum of the
variance in latitude and longitude (the trace of the covariance matrix) is used to estimate
the total error. After this process has been done for all available location sensors, the location
sensor with the least cost whose estimated error is less than the required accuracy is used
to acquire a location estimate.
In our framework, for prior distribution, we use a simpler model, deriving a Gaussian
distribution from the estimated accuracy of the previous location estimate, for reasons of
practicality. Also, the list of usable location methods is derived from information provided
by the server.
4.6 Location Requestor
While most optimization and decision-making has been done by the time a chosen lo-
calization method is passed to the location requestor, the task of using a given localization
method can present some difficulties.
The main difficulty is dealing with failure of a localization method. Any of the given
localization methods may fail, for a number of different reasons. GPS may be unable to
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receive a sufficient number of satellite signals for reasons of terrain, nearby buildings or
miscellaneous signal degradation. Bluetooth and WiFi localization may not find any known
devices/access points, and fail to derive a location. Finally, a device may not be currently
connected to a cell tower, making even cell-tower-based localization impossible.
If a method fails, the Location Requestor will notify the Sensor Selector, which will
blacklist the method until the Requestor notifies it of a successful localization. While this
may seem to imply that the device will repeatedly try to use localization methods that are
doomed to fail after only one of them has succeeded, the feedback between the device and
server helps to reduce this. For example, if the device first acquires an inaccurate location
estimate via cell-tower-based localization, and there is an outstanding query that requires
more accuracy, the server may suggest WiFi- or Bluetooth-based localization if the device
could be within areas where they are available. Once the device acquires an accurate location
estimate with another method such as GPS, however, the server will know that the device
is not near any known WiFi access points or Bluetooth devices and will not suggest those




We have built a simple prototype using a set of Android smartphones. Android was
chosen as a development platform due to availability of hardware, ease of deployment and
plentiful development resources.
The server is implemented in Go, and communicates with each device over a long-lived
TCP connection. Go was chosen for reasons of easy concurrency and network integration, and
a large number of companion libraries. The clients, in turn, are simply low-level testing tools
that send queries and periodically ask for their status. Finally, the device implementation is
an Android application, which displays information on the status of the current outstanding
query and the last known location.
The databases used (cell tower location, Bluetooth device location, and building infor-
mation) are stored as YAML or CSV, as these are easy to load in from Go. In most cases,
where the design specifies that the closest matching location or cell tower/Bluetooth device is
found, this is done with a simple brute-force search or key-value lookup. More sophisticated
approaches would be required for larger datasets, but scaled reasonably to our evaluation
dataset.
5.1 Location Requestor
We implement the following localization methods:
GPS GPS location acquisition in Android is rather simple, and only involves a query to
the system which will return after a fix is acquired. To estimate GPS status, however,
we assume that on notification of a first fix, the GPS subsystem is actively tracking
satellites, and on notification of a GPS stop, it is no longer tracking satellites and will
require more time and energy to acquire a fix.
24
Cell-tower ID Acquiring cell-tower information is made difficult by the vagaries of the
Android API. In the version of the Android API used for testing (4.4, or KitKat),
there are several seemingly equivalent methods which can get either the connected
cell tower’s information or that of all neighboring cell towers. Newer, recommended
APIs, known as getAllCellInfo and getNeighboringCellInfo, resulted in errors or
meaningless information, often claiming that the device was connected to an LTE cell
tower that provided no identifying information. An older API called getCellLocation
(along with some other functions) had to be used to get the cell tower information of
the parallel CDMA/GSM connection. Once this information is acquired, however, it
can be bundled up into a simple tuple and sent to the server to be resolved to an
absolute location estimate.
These API difficulties mean that this localization method must only rely on the location
of a single cell tower; the user’s location is reported to be the location of the cell tower,
with an accuracy equal to the estimated range of the tower. Given access to information
on all visible cell towers, we could use the signal strength and time-of-flight for each
tower to triangulate the device’s location with higher accuracy.
Bluetooth Android allows any userspace application to initiate a Bluetooth inquiry scan
and view the results; all that is required for this localization method is to collect the
returned MAC addresses and submit them to the server. The one platform-specific
problem is that, while this localization method only requires the MAC address of
all nearby devices, the Bluetooth scanning process in Android always goes on to the
device-specific page scan process that retrieves name and device type information. This
consumes unnecessary power and time, and our system’s efficiency would benefit if it
could be disabled.
WiFi This location method was completed as a separate student project, by Chris Young,
and then integrated into our system. However, we present a basic summary of its
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methods. First, in the offline phase, all areas of interest are scanned by measuring the
received signal strength from each access point in several different device orientations
at a large number of points within the area. These results are then compiled and stored
in a database. When our system requests a location using this method, a WiFi scan is
started, and the current orientation of the device is measured with the compass. The
closest matching reading is then returned as a location estimate.
This is different from the Bluetooth- and cell-tower-based methods detailed above,
in that the database is stored on the device. This is due to it being implemented
separately; the database and location estimation could be moved to the server without
significant changes to the methodology, and we treat this method as being server-based
for the purposes of our evaluation.
Barometer Many modern smartphones include barometers of reasonable accuracy, which
can be used to help estimate altitude. While some have studied the possibility of using
this to derive absolute altitude [18], we have attempted to use it more simply, to detect
relative changes. The measured pressure from a device-based barometer will vary with
weather conditions and air movement, but large increases or decreases across a short
time span can be used as a strong indicator that the user has climbed or descended a
floor. This approach requires, however, that the user’s starting altitude is known to
within a reasonable accuracy, and none of the other localization methods are capable
of providing this.
This is a good example, however, of how our framework can expand to include a
variety of localization methods, including making use of multiple methods in parallel
when sensible.
Each method is separate within the Requestor, with a very simple interface; the Requestor
should be able to start a location request, and ask for a current cost or accuracy estimate
from the method. While some methods will require server-side support to track availability
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areas or resolve locations, the above interface is all that is required on the device. Any
method that can submit an absolute or nominative estimate to the server can be integrated.
The Location Requestor also uses the accuracy requirement sent from the server to reduce
the frequency that localization is attempted. Let us assume that the accuracy of localization
requested by the server was d (which corresponds to the distance between the device and the
location of interest), and the device’s last known location was known with accuracy σ. We
use the proportion d
σ
to adjust how frequently the user’s location is requested; if the requested
accuracy is less than 4σ, we request the user’s location every 30 seconds, decreasing to 2
minutes at 4σ and larger and 4 minutes at 10σ and larger.
We ensure that the user’s location is not allowed to become too out of date, however,
by using a simple accelerometer-based activity tracker. Every 15 seconds, we sample the
device’s accelerometer using the lowest update speed (4 Hz) for 5 seconds. We then check
the variance of the magnitude of all the collected acceleration vectors, and check to see if it
is greater than 10 (m/s2)2. If so, we assume that the user is actively moving, and request the
user’s location immediately. Otherwise, we wait another 15 seconds and repeat the above
process (unless we have reached the update threshold determined above).
5.2 Query Decomposer
The Query Decomposer in our prototype is simple, as we have restricted our implemen-
tation to the following query forms:
• How many devices are currently within x meters of location L? (occupancy alert)
• Are devices A, B, C, D... within x meters of location L? (presence alert)
• Are devices A, B, C, D... within x meters of each other? (proximity alert)
Occupancy and presence alerts are first decomposed into a separate query for each device’s
presence at the given location, and proximity alerts are decomposed into two separate queries
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for each device in the query; is device A within x meters of the last known location of device
B, and is device B within x meters of the last known location of device A?
5.3 Query Processor
Our Query Processor takes as input any number of decomposed queries of the above form
(is device x within y meters of location L). After receiving a location update from a given
device, the Processor follows this process:
1. Initialize the current list of suggested location methods with GPS and cell-tower-based
localization, which should be generally available.
2. If the user’s last known location was within a building, remove GPS from the list of
methods.
3. If that location was within the known availability area of WiFi location or close to a
known Bluetooth device, add Wifi/Bluetooth to the list of methods.
4. Calculate the desired accuracy of the location estimate from the device depending on
the type of outstanding query:
• If the outstanding query is an occupancy or proximity alert, then use the distance
between the user’s last known location and the location of interest. For instance,
if the user’s last known location is 100 meters from the location of interest, we
would like the device to use a localization method with an accuracy of at least
100 meters.
• If it is a presence alert, however, then we find the maximum distance between the
location of interest and all devices mentioned in the query. For instance, if the
three devices mentioned in a query are 10, 100, and 1000 meters away from the
location of interest, we only need to know any of their locations to within 1000
meters.
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5. Send the list of suggested location methods and required accuracy.
6. Use the device’s last known location to update the status of each query, using a tech-
nique described below.
To update the status of each high-level query, we wish to calculate the probability that
the device is within a given radius r of a location L, given a previous location estimate D with
an accuracy σ (see Figure 5.1). To derive this, we use a similar model to that of the accuracy
estimates given by Android’s built-in localization methods (GPS and Google-geolocation).
This accuracy estimate is stated in the Android documentation [19] to be the standard
deviation of the errors under the assumption that they are distributed normally, implying
that the device’s true location is within a circle centered at the location estimate and with a
radius of the accuracy estimate 68% of the time. This is only true for normal distributions in
a single dimension, but lacking any description of how this estimate is derived, we are forced
to assume that the 68% number is correct. Thus, we model the device’s location as a normal
distribution centered at L and with a standard deviation of .66σ; with this modification to
the standard deviation, the device’s true location should in fact be within a distance of σ
68% of the time.
We derive this modified standard deviation by setting the integration of the two-dimensional
normal distribution, with standard deviation aσ, within a circle of radius σ equal to 68%
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Then, we use numerical Monte-Carlo integration to calculate the cumulative probability
that the device is at location L. This allows efficient evaluation of the integral while still






Figure 5.1: Illustration of the parameters for probability calculation.
normal distribution centered at D with standard deviation .66σ within the circle centered
at L with radius r.
5.4 Location Predictor
Our Location Predictor is largely concerned with resolving nominative locations; for the
purposes of our evaluation, we have not included any predictive techniques such as hidden-
Markov models or history-based mobility estimation, so this module is essentially a location
resolver.
The current locations of devices are estimated from a number of different sources inside
the Location Predictor. In the simplest case, the device is able to determine its absolute
location (latitude/longitude, along with some accuracy value) and the server can use this
location. However, many sources of location information are nominative; the device may
only know the name (cell tower ID or Bluetooth MAC address) of some nearby locations,
which the server has to match to its own databases in order to convert it to an absolute
location. Also, even absolute location estimates from the device may be modified using
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techniques such as velocity estimation and history-based location prediction models, such as
hidden-Markov models. Once this estimate is derived, it can be passed back to the Query
Processor.
Once the device has returned a location estimate to the server, the primary task of
the location predictor is to derive absolute locations from nominative sources (in this case,
nearby Bluetooth devices and cell towers). This translation is done on the server side, as the
databases involved can be rather sizable. For all of the cell towers in Colorado alone, the
datafile contains 11,000 points and almost a megabyte of data; the data for the entire world
comes closer to 160 MB. Acquiring the nominative location information, however, is done on
the device. This process follows a roughly similar track for both Bluetooth and cell-based
localization methods, but with some underlying implementation differences that give rise to
different energy costs.
Cell-tower based location comes largely for free, as a consequence of how cellular radios
work. When a mobile device connects a cell tower, it receives a set of identifiers. These
precise identifiers vary depending on the cellular technology. GSM, used by a variety of
American and European carriers, transmits numeric codes for the country, network, general
location and specific cell tower. CDMA sends a similar set of information, though it also
includes the server’s own configured latitude and longitude. Using these identifiers, the cell
tower can be looked up in a database containing latitude and longitude information.
These databases can be acquired from a number of different vendors; Google provides a
free geolocation service, which is also capable of taking advantage of detected WiFi towers,
and several vendors provide downloadable databases [20]. The specific database we used is
called OpenCellID, and is created by user-contributed cell-tower signal-strength measure-
ments [21]. Its coverage of CDMA cell towers is somewhat limited, which is balanced by the
tower-provided location information.
Using this information comes with two caveats, however: it does not give any altitude
information, and its accuracy must be estimated. This accuracy estimation can be reason-
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ably derived from the range of the cell tower in question, but this is not information that
the cell tower or databases usually provide. Cell tower density varies greatly, but within
urban/suburban environments, we can conservatively estimate that the device is at most 4
km away from the location of its cell tower.
It should be noted that while, in principle, the locations of multiple visible cell towers
could be used to refine the location estimate in a manner similar to GPS, this information is
not often exposed to user-level applications in modern mobile operating systems. Android
provides APIs that could in theory give this information, but few smartphones implement
them; iOS does not have any APIs to access cell tower information at all.
Bluetooth-based localization methods use a similar process, but the acquisition and
lookup stages are rather different. While each Bluetooth device has a unique MAC address,
acquiring the addresses of nearby Bluetooth devices is slow and energy-hungry. Bluetooth
devices are discovered using a rather complex frequency hopping scan mechanism that usu-
ally takes several seconds and a large amount of power, and is thus usually done only on
user request.
While most commonly used Bluetooth devices are limited to a range of 10 m, making
them a very accurate localization method, using them as points for location requires making
two very limiting assumptions: that their location is both known and fixed. This is untrue in
most scenarios; many Bluetooth-equipped devices are mobile, such as laptops and cars. Also,
their locations are unlikely to be published, even assuming that they change infrequently
enough to make that useful. For the purposes of our research, we assume that a number of
fixed, discoverable Bluetooth devices have been placed and entered into a database for the
express purpose of localization. This is a common assumption.
Also, given the limitations of the cellular information APIs on Android, which only return
the connected cell tower and no nearby towers, and given the assumption that only a single
known Bluetooth device is within range of a device, we derive an absolute location estimate
the same way for both methods; the device is assumed to be located at the given cell tower
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or Bluetooth device, with an accuracy estimated to be the tower or device’s range. Given
the definition of accuracy above, this allows for the possibility of range that is larger than
expected, but assumes that the device is in range most of the time.
5.5 Sensor Selector
As all location prediction is done server-side, our method is simpler than that stated
in a-Loc [11]. The prior location estimate that is used to estimate location error is simply
modeled as a Gaussian with a standard deviation of the accuracy estimate.
The integration of probability distributions done within the error-estimation phase of
a-Loc is performed using a simple, Riemann-box integration technique, as the sensor and
device location accuracy models are only defined within a limited area. To save integration
time, when a method is estimated to have an extremely high error, such as cell-tower-based-
localization, its error is simply estimated as the previously defined value, rather than being




In this chapter, we evaluate the performance of our system, and show how the results
indicate the benefits of our system.
6.1 Experimental Design
We have tested the performance of our system with a simple set of experiments performed
on the CSM campus, which aim to show how it effectively balances precision against energy
use.
Performance Metrics. To evaluate the performance of our system, we use three major
performance metrics: precision, latency, and energy cost.
• Precision. Given the probabilistic nature of the query results from our system, precision
is defined as the average confidence that the devices are at the given location. i.e., if
the system has calculated a 60% probability that one device is at the location, and
a 40% probability that another device is at the location, we report a 50% average
confidence. For devices that are not actually at the location, we give the precision as
100% - the output precision.
• Latency. The latency is defined as the time that it takes these confidence values to
settle at a reasonably large value once the device has arrived at the given location. We
use the maximum latency; i.e., if it took one device’s confidence value 10 seconds after
actually arriving at the location to rise to 60%, and it took the other device in the
query 5 seconds to rise to 40%, we report the total latency for the query as 10 seconds.
These values are only reported to an accuracy of 5 seconds, as they were calculated
using times recorded from a wristwatch.
34
• Energy cost. Energy usage is measured in the traditional sense, though indirectly.
Many studies measure energy usage using either DC power supplies in lieu of the
battery, or inline power meters that connect directly to the battery terminals [11]. As
the phones used for testing do not have removable batteries, and these forms of direct
energy usage measurement were unavailable regardless, we had to find alternate means
of measuring energy draw. We chose to use PowerTutor, a widely used battery monitor
and energy usage tracker for Android that is freely available on the Google Play Store
that estimates energy usage by tracking the status of activities that use energy, and
modeling the energy draw of each one [17]. It has been favorably compared with other
energy usage trackers [22].
Devices Used for Testing. For testing, we use five Android phones. Four are LG Nexus
5’s, running Android 5.1 Lollipop (hereafter identified as N1 through N4), and the fifth is
an HTC Droid DNA running Android 4.4 KitKat (hereafter identified as H). N1 through
N4 are unused for other purposes and running the latest available version of Android as of
this writing, providing the ideal baseline summary of energy use. H is a personal device,
with other applications installed and an older version of Android, and is only included in
the evaluation due to having a cell phone plan and thus being able to evaluate the impact
of cell-tower based localization.
Testing Scenarios. We evaluated the system’s performance under three different sce-
narios on the CSM campus, each mapping to one of the supported query types:
• Are N1, N2, N3 in a given conference room (BB280E), which is described as a circular
region with a radius of 3 meters? Each device starts out a larger distance away, starting
the experiment in a different room in the same suite (BB282), a different room in the
same building (BB350) and a different building (the student center) respectively. N4
and H are not named in the query.
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• How many devices are in a given conference room (BB280E)? N4 and H stay in different
buildings for the duration of the experiment, one on-campus (CTLM) and one off-
campus (the Armory building in downtown Golden).
• Are N1 and N2 in proximity (less than 5 meters apart)? Each device starts out in
different buildings (Brown building and CTLM, respectively) and N2 is moved closer
to N1.
Comparison Strategies. To evaluate the effectiveness of our approach, we get the
results for the following four strategies:
• Smart: This is our proposed server-assisted query processing that has all the different
energy conserving techniques (discussed in Chapter 4) implemented except for the first
one; i.e., we do not use predicted location as an estimate of user’s actual location.
• Basic: with only those sensors that can be used without server support (GPS and
CDMA cell-tower location). These methods do not require any external databases,
unlike Bluetooth, WiFi and general cell-tower localization; recall that localization using
GSM cell-tower identification requires an external mapping of cell towers to latitude
and longitude. Basic differs from Smart in that it only switches between GPS and
CDMA cell-tower localization methods, the two most commonly used methods on
commodity smartphones. This serves as a baseline to see how additional localization
methods can help reduce energy consumption and also increase accuracy.
• Naive: as Basic, no localization methods are used that require server support (i.e.,
only GPS and CDMA cell-tower localization), but there is also no adjustment of local-
ization frequency based on movement. i.e., accelerometer readings will not be used to
decrease frequency when the device is stationary. In other words, this method resorts to
continuous sensing of the location of each device involved, and no techniques are used
for better energy efficiency. This strategy serves as a baseline of energy consumption.
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• Geofences : As part of the closed-source Google Play Services shipped with most An-
droid phones, Google provides a service called geofences [23]. These are circular regions
centered on a particular latitude and longitude, with a defined radius. After registering
a geofence, an application will be notified when the user enters, exits or dwells within
its boundaries. For our experiment, we used a slight variation of our system where
the device is notified of the named location of each query related to it, and sets up
geofences for each one.
To illustrate the differences between the first three strategies, we describe the detailed
steps used by each client over the lifetime of a specific presence query: are A and B both in
the food court? These are also implemented in our evaluation.
• Under our strategy (Smart), the following would occur:
1. When the devices are far from the food court, cell-tower-based localization is used
to determine their rough location.
2. As they get closer, they will use GPS or WiFi localization as available to determine
their location. If the device is known to be a long distance away from the food
court with high accuracy, then they will sense their location less often. i.e., if the
device is known to be 200 m away from the food court with 10 m accuracy, they
are very unlikely to arrive at the food court very soon.
This is where the accelerometer-based dynamic localization frequency comes into
play; if the device is stationary, and known to be far away, its location will be
sensed infrequently (every 60 to 120 seconds, depending on distance). If it is de-
tected to be in motion, however, then its location will be sensed every 15 seconds.
See the details discussed in Section 5.1.
3. Once they are very close to the food court, they will sense their location every 30
seconds (or 15 seconds when in motion) using WiFi or Bluetooth localization.
• Under the Basic strategy, the devices would instead do the following:
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1. As above, when far from the food court, the device’s location will be estimated
using cell towers.
2. As they get closer, however, the only available location method will be GPS. This
will be reduced in frequency as above if the device is known to be far from the food
court. As above, if the device is stationary, and known to be far away, its location
will be sensed infrequently (every 60 to 120 seconds, depending on distance). If
it is detected to be in motion, however, then its location will be sensed every 15
seconds. See the details discussed in Section 5.1.
• Under the Naive strategy, the devices will sense using only GPS and CDMA cell-tower
localization, as with Basic, but will sense every 15 seconds regardless of how far they
are from the food court and whether or not they are in motion.
6.2 Experimental Results
We present the following results, collected from a set of experiments on the CSM campus.
The implementation of geofences is not publicly described, which makes their methodology
and appropriate use somewhat unclear. Many describe them as unreliable for regions smaller
than 15-25 meters, especially indoors, which matches our results. While the region of interest
for our tested presence and occupancy queries is only a 3-meter circle, we had to increase
the radius of the geofence to 25 meters before it was reliably detected, and even then it
occasionally was not triggered. Because of this, we have only tested Geofences for presence
and occupancy alerts, and with different queries than the other strategies were tested against:
How many devices are in the southeast corner of Brown Building/Are N1, N2, N3 in the
southeast corner of Brown Building? (Where the southeast corner of Brown Building is
defined as a 25-meter-radius circle.)
38
6.2.1 Presence Alert Results
Figure 6.1 shows energy usage for each device in our example presence alert scenario.
Note that each device in turn uses an increasing amount of energy, as our evaluation starts
when the device start moving and ends when it reaches the destination, and each device
in turn covers a longer distance over the course of the query. N3, in particular, moves
a reasonable distance outdoors, and has to use GPS until it comes within range of WiFi
localization. We also notice that our movement-based localization frequency adjustment
does not have a significant effect when the devices are in constant movement, as the energy
usage for each device when using Basic and Naive are mostly identical. The targeted usage




































Figure 6.1: Total energy usage for each device in the presence alert.
In Figure 6.2, we see the precision and latency results for the presence alert. The results
for Basic and Naive are as would be expected, given that it is very difficult to localize
accurately indoors with GPS (the only method available to them that is of the needed
accuracy). Smart, however, shows unexpected variability, due to the instability of the
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WiFi localization technique that is used for high-precision indoor localization. This method
commonly returns results with an accuracy of three meters, but occasionally has much larger
errors that persist over multiple readings.
The precision values for our method are roughly as expected, given the tight constraints of
the test; the best localization method we have, WiFi, has an accuracy of about three meters,
and the region of interest is only defined to be three meters across. Thus, for presence and
occupancy queries, we have a theoretical maximum accuracy of 68%.
Latency can easily vary between 0 to 15 seconds, as the in-motion localization frequency
of 15 seconds may not be in phase with the exact moment that the device enters the region
of interest. Also, if there is a transient error in the WiFi localization results, it is possible
that there will be one or more readings that place the device outside the region of interest,
further increasing the latency. The above results, however, are common and reasonable. We
do not provide latency numbers for Basic and Naive because they never managed to retrieve
an accurate enough location to place the device within the region of interest; the precision













































Figure 6.2: Precision and latency for each device in the presence alert.
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(b) Precision and Latency
Figure 6.3: Summary of results for presence query.
6.2.2 Occupancy Alert Results
In Figure 6.4, we notice more varied energy usage for the occupancy alert. While the
movement patterns for N1, N2, and N3 are similar, each phone’s energy usage is reported
over the entire lifetime of the query rather than for just the interval that it is in movement.
This means that the energy usage for each will be higher. Basic and Naive, as before, show
noticeably higher energy usage due to their use of GPS. For the two immobile devices (N4
and H), Basic seems to be able to offset this by requesting its location infrequently, which
is especially prominent in contrast to Naive.
The results for the occupancy query, shown in Figure 6.5, are largely similar in terms of
precision and latency for N1 through N3 as compared to the presence alert. We give precision
results for N4 and H largely for completeness, as all three methods correctly reported that
the devices never entered the region of interest.
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(b) Precision and Latency
Figure 6.6: Summary of results for occupancy query.
6.2.3 Proximity Alert Results
Figure 6.7 shows energy usage for the two devices in the proximity alert. This very
clearly shows the effect of each of our two main energy-saving techniques. Smart is able
to minimize energy usage for the stationary device (N1) by limiting request frequency and
taking advantage of indoor localization techniques, and can reduce the power usage of the
moving device (N2) through indoor localization. Basic, lacking indoor localization, uses a
bit more power for the stationary device and much more for the moving device. Naive,
lacking either strategy, uses about as much power for both devices.
Figure 6.8 shows the precision and latency results for proximity alerts. The two precision
values shown here for Smart are identical because the errors in WiFi localization are much
more dependent on time than location; two devices in the same location will often report
the same location estimate, even if incorrect. This quirk, in fact, led to the devices in the
above test reaching 100% precision after another 30 seconds of waiting.

























































































































(b) Precision and Latency
Figure 6.9: Summary of results for proximity query.
6.2.4 Geofences Results
It is unknown why geofences use such widely-varying amounts of energy, as shown in
Figure 6.10; they may be switching to GPS in certain scenarios.
The inconsistent precision for geofences, shown in Figure 6.11, is due to the fact that the
geofences do not reliably trigger; during several tests, the geofences never triggered, even
after spending an extended time within the 25-meter region. Also, the reported latency is
showing the delay between entering the three-meter region of interest and an enter event
being registered for the geofence. This means that there was an even longer latency between
entering the 25-meter-radius geofences and the entrance being reported.
To summarize our results for geofences, we recorded total energy use of 12.4 J for presence
queries and 326.1 J for occupancy queries. We also recorded an average precision of 67% with
10 second maximum latency for presence queries, and 60% for occupancy queries (where the
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(b) Occupancy Query
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(b) Occupancy Query
Figure 6.11: Precision and latency for each device and query type when using geofences.
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Geofences were not tested for proximity alerts, as their usage model does not work well




We set out with the goal to create a flexible and efficient location query processor that
would allow clients to submit a variety of location queries which would be evaluated in the
most energy efficient way possible. Our plan to accomplish this was to centralize much
of the query processing, taking some of the burden of localization method selection and
query evaluation off of the processing- and energy-constrained mobile devices. This was
done in such a way as to allow a variety of localization methods, including those that require
cooperation between client and server.
To evaluate the efficacy of this approach, we created a simple prototype with a subset of
the possible query forms, localization methods, and location prediction methods. This mini-
mal implementation nonetheless contained our core ideas of centralized query processing and
server-guided localization. This prototype, when evaluated in a number of testing scenarios
and against more simplistic equivalents, was highly competitive in precision, latency and
energy use. Our precision and energy use is similar to Google’s geofences, a widely-deployed
single-device location query system; our method also works even under more stringent accu-
racy requirements when geofences fail. Also, it dramatically outperforms simplified versions
of our prototype without server-based localization or dynamic localization frequency adjust-
ment.
7.1 Future Work
While this prototype has been very successful within its domain, there is still much left
to be explored within this space. Our framework allows the possibility of more sophisticated
query evaluation techniques, localization methods and mobility prediction than have been
implemented and tested within our prototype.
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The very limited and simple forms of the queries that our prototype supports means
that our query evaluation and distribution techniques are very basic. If our approach were
extended to support more varied queries (possibly including Boolean logic), the distribution
of subqueries to clients would have to become more sophisticated to compensate. This
might include such techniques as confidence-optimizing subquery selection [13] and predicate
merging [14].
Also, while there is some variety in the localization methods we have included in our
framework, there is a large variety of additional techniques that we have not included. Our
Bluetooth localization technique is very simplistic, and there are several techniques we could
use to improve its accuracy [7, 15]. We also have not included some more unusual localiza-
tion methods taking advantage of, for example, RFID [6] and FM [8]. Due to the separation
between location resolution/prediction and query processing, however, it would be simple to
include these in our framework. Our localization efficiency could also be improved through
the use of relative movement detection using barometers and dead reckoning (though the
latter, as stated above, requires an accurate starting estimate of the device’s absolute alti-
tude).
Finally, there is much room for improvement in our location and mobility prediction tech-
niques. While we have simple movement detection that we have used to adjust localization
frequency, it only distinguishes between moving and stationary states; other approaches can
detect more fine-grained states such as walking or driving, which could be used to estimate
velocity. These and other methods of estimating velocity could be used for location predic-
tion techniques that use current velocity, previous movement patterns and other information
to more precisely predict the user’s location. The historical movement patterns of other
devices could also be used to estimate velocity and movement; predicting that a user on a
road is likely to move at driving speeds, or that someone walking on a sidewalk next to a
wall is more likely to keep walking on the sidewalk rather than towards the wall.
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APPENDIX - SELECTED CONSTANTS AND PARAMETERS
Table A.1 lists selected constants and tuning parameters used within our prototype im-
plementation.
Table A.1: Selected constants and parameters from prototype.
1st-fastest localization frequency 30 s
1st-fastest localization frequency - maxium radius 4 σ
2nd-fastest localization frequency 60 s
2nd-fastest localization frequency - maxium radius 10 σ
3rd-fastest localization frequency 120 s
Accelerometer activity threshold 10 (m/s2)2
Accelerometer sampling frequency 4 Hz
Accelerometer sampling period 5 s
a-Loc integration grid size 20 × 20 cells
a-Loc integration grid step 25 m
Bluetooth localization accuracy 10 m
Bluetooth localization cost 3000 mJ
Cell-tower localization accuracy 4 km
Cell-tower localization cost 0 mJ
GPS localization baseline accuracy 12 m
GPS localization cost (cold) 5700 mJ
GPS localization cost (warm) 3000 mJ
Geofence radius 25 m
Minimum localization interval 15 s
Monte-Carlo integration maximum steps 10000 steps
Monte-Carlo integration tolerance .0001 %
Monte-Carlo integration used σ .66 σ
WiFi localization accuracy 3 m
WiFi localization cost 545 mJ
WiFi localization points used 3 points
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