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Being complex systems containing vast amounts of gas, dust, and stars, 
galaxies allow us to study the Universe in great detail. It is inside these 
systems that stars form, and transform the simplest of elements, hydrogen, 
into heavy elements essential for life as we know it. In this thesis I dissect 
galaxies in an effort to obtain clues to both, their chemical evolution 
histories and insight into the main sources that reionized the Universe. 
The work presented here exploits spectroscopic observations acquired 
with both the ESO Very Large Telescope (VLT) and the Hubble Space 
Telescope (HST).
Using star clusters I investigate the chemical histories of different 
galaxies, as well as the formation and evolution of the clusters themselves. 
Through the study of the chemical composition of stellar populations, 
I obtain insight into the star formation histories of the host galaxies.
Similarly, galaxies are such powerful laboratories where we investigate 
the sources that may have reionized the Universe after the Dark Ages. 
In this thesis I analyze spectroscopic data of  starburst galaxies in an 
effort to confirm if star-forming galaxies were indeed the main contributors 
in the  epoch of reionization.
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Introduction
In the Beginning
The curiosity and wonder of the human race have driven us to unimaginable heights. The Merriam-
Webster dictionary defines astronomy as “the study of objects and matter outside the earth’s
atmosphere and of their physical and chemical properties”. In other words, the aim of research in
astronomy is to increase our knowledge, and understanding, of the Universe and its components.
This knowledge has grown slowly but steadily. A hundred years ago, our own home Galaxy,
the Milky Way, was thought to be the entire Universe. Although other galaxies had already
been observed, they were believed to be smaller clouds within the Milky Way1. One of the
first astronomers to ever observe these distant galaxies was Charles Messier, in the 18th century.
While searching for comets, Messier identified several non-moving fuzzy objects. In an e ort to
help other comet hunters distinguish between these permanent objects and transient comets, he
compiled an astronomical catalogue of 110 entries, which included star clusters, as well as galactic
and extragalactic nebulae. For the following 150 years, astronomers argued whether these fuzzy
objects were island universes, mainly objects like our Milky Way but external to it, or just gas
clouds within our own Galaxy. In 1923 Edwin Hubble (Figure 1 left panel), while studying the
Andromeda nebula, noticed that one of the objects within this nebula was in fact a type of star
known as a Cepheid [Hubble, 1929]. Cepheid stars were first discovered by Edward Pigott back
in 1784 [Pigott, 1785]. These stars are characterized by periodic changes in their brightness.
One century later, the American astronomer Henrietta Leavitt (Figure 1 right panel) in the early
1900’s, studying thousands of variable stars in the Magellanic Clouds discovered that Cepheid
stars followed a Period-Luminosity relationship which linked their brightness to their periodicity
[Leavitt, 1908]. Cepheids with longer periods are intrinsically more luminous than those with
shorter periods, which means that by measuring the period of a Cepheid from its light curve, the
distance to these objects could be inferred. After identifying a Cepheid star in the Andromeda
nebula, Hubble then used this same method to estimate the distance to this Cepheid star which
conclusively showed that the Andromeda nebula was indeed an external galaxy, similar to the
1These clouds were referred to as nebulae
1
Introduction
Figure 1: Left: Edwin Hubble. Credit: Mt. Wilson Archive, Carnegie Institution of Washington.
Right: Henrietta Leavitt. Credit: Harvard-Smithsonian Centre for Astrophysics.
Milky Way [Hubble, 1929]. This was one of the historic discoveries that drastically expanded the
dimensions of the known Universe.
Today, in the 21st century we know that in this vast Universe there are many galaxies beyond
our own. One of the latest and deepest observations ever made of clusters of galaxies has been
taken as part of the Frontier Fields programme [Lotz et al., 2017]. This programme has devoted
630 hours of the Hubble Space Telescope to observe six di erent galaxy clusters. The main goals
of the programme include the understanding of how stars and galaxies emerged from the dark
and opaque Universe back in the Dark Ages2, helping trace the history of star formation and
providing new information on the mysterious material known as dark matter. The galaxy cluster
by the name of Abell 370 (Figure 2), located approximately 4 billion light-years away in the
constellation Cetus has been observed as part of the Frontier Fields programme. Figure 2 shows
the immense variety of galaxy shapes in Abell 370. The galaxies range from bright and massive
elliptical galaxies, to bluer and younger spiral galaxies, similar to the Milky Way, each containing
hundreds of billions of stars.
In this section of the thesis I briefly introduce the main components of my research. The
publications included in this work all relate to the study of galaxies, aiming to investigate two
main topics: Chemical evolution of galaxies, and galaxies as main sources of reionization. I limit
this introduction to questions triggering the work presented here. With this thesis I hope to make
a contribution to the general studies of galaxies, and show that such objects are powerful tools
for understanding the evolution of the Universe as a whole. I end this section with an overview
of the individual papers comprising this thesis.
2A cosmological period after the Big Bang where the Universe was neutral and opaque.
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Figure 2: Abell 370: Massive galaxy cluster observed as part of the Frontier Fields using the
Hubble Space Telescope. Image Credit: NASA, ESA, the Hubble SM4 ERO Team, and
ST-ECF.
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Figure 3: Revised 1936 version of the Hubble tuning-fork classification of galaxies [Hubble, 1936].
Galaxies
Being complex systems containing vast amounts of gas, dust, and stars, galaxies allow us to study
the Universe in great detail. It is inside these systems that stars form, and transform the simplest
of elements, hydrogen, into heavy elements essential for life as we know it. Understanding the
formation and evolution of galaxies is one of the main quests in modern astrophysics. Given that
galaxies exhibit a broad variety of shapes, colors and structures, a classification is needed in order
to distinguish objects with physical di erences. The idea is that such a classification can provide
clues to the connections between di erent types of galaxies, their evolution, and the physics and
chemistry involved in that process. In 1926 Hubble designed a classification scheme for galaxies,
known today as Hubble tuning fork diagram (Figure 3, from Hubble 1936). Although this original
classification is now considered too simple, the basic concept still stands.
Hubble’s original diagram consisted of two types: elliptical galaxies and spiral galaxies. The
first group was arranged in a sequence of increasing ellipticity. These galaxies are denoted by En,
where n is defined as the ellipticity3 of the galaxy, multiplied by ten. The sequence then divides
into two subcategories of spiral galaxies: normal and barred. These galaxies are placed in a
sequence of decreasing bulge size, and increasing spiral arm pitch angle. S0 galaxies, or lenticular
galaxies, were only included in 1936 by Hubble himself, placing these galaxies at the transition
point between ellipticals and spirals, bridging the two types. Although not shown in Figure 3, a
third category is also considered in Hubble’s original diagram, containing all other objects which
did not fit in any of the two types, labeled as irregular galaxies.
Chemical Enrichment
Aiming to understand how galaxies are formed and evolve with time, we search for tools that can
provide us with clues to their histories. This is why we turn to studies of the chemical composition
of galaxies. Abundance measurements of galaxies can lead to strong constraints on the history
of cosmic chemical enrichment. Chemical composition studies provide hints on the transition of
3Ellipticity is defined as e = 1≠ ba , where a and b are the semimajor and semiminor axes of an ellipse
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our Universe going from a primordial metal-free system, to the present-day chemically diversified
structure.
The metallicity4 of a galaxy is mainly controlled by two components: 1) chemically processed
material in stars, and 2) exchanges between the galaxy and the intergalactic medium (IGM).
Given the dependance of metallicity on these two factors, studies focused on metallicity relations
and metallicity gradients in galaxies hold a wealth of information on their formation and evolution.
Studying several star-forming, irregular, and blue compact dwarf galaxies Lequeux et al. [1979]
found that their masses correlated with their metallicity, where more massive galaxies appear to
have higher metallicities. This same correlation was later confirmed by other studies [Brodie &
Huchra, 1991; Tremonti et al., 2004; Maiolino et al., 2008; Kudritzki et al., 2012] making this
mass-metallicity relation (MZR) widely used for studying star formation episodes, galactic winds,
and chemical enrichment in general (see Figure 4). Several di erent studies find evidence that
the metallicity decreases by a factor of ≥10 from the most massive star-forming galaxies, to the
low-mass dwarfs [Garnett, 2002; Tremonti et al., 2004]. One mechanism that can explain such
low metallicities in the low-mass galaxies is enriched outflows [Larson, 1974; Strickland et al.,
2004; Tremonti et al., 2004]. In such a scenario these dwarf galaxies, or galaxies with shallow
potential wells, experience a selective loss of metals via galactic winds driven by mass outflows and
explosions from stars. Similarly important, the metallicity gradient in individual galaxies tracks
some of these complex dynamics taking place, such as outflows and infall of material [Searle, 1971;
Zaritsky et al., 1994; Kudritzki et al., 2015]. It is then crucial to obtain reliable metallicities to
interpret the behaviour of the fundamental physical processes a ecting these relations.
The measurements from both the MZR and metallicity gradients in star-forming galaxies rely
on the analysis of H ii region emission lines applying two main methods: strong line analysis
and Te-based method (where Te stands for the electron temperature of the gas). The strong line
analysis is based on the ratio of the fluxes of some of the strongest forbidden lines, typically [O ii]
and [O iii], with respect to H. The advantage of this method is that these lines are easily detected
across a wide range of metallicities [Pagel et al., 1979; Skillman, 1989; McGaugh, 1994]. The Te-
based method, on the other hand uses the flux ratio of auroral to strong lines of the same ion in
order to measure the electron temperature of the gas [Rubin et al., 1994; Lee et al., 2004; StasiÒska,
2005]. This method, however, fails in the high-metallicity regime as temperature sensitive auroral
lines are often quenched by the cooling of the enriched gas [StasiÒska et al., 2012]. Comparisons
among the metallicities obtained through these two methods yield large discrepancies [Bresolin
et al., 2004; Garnett et al., 2004; Kewley & Ellison, 2008], of the order of ≥0.7 dex in log(O/H)
units. This means that the quantitative shape of both the MZR and the metallicity gradients of
galaxies change depending on the calibration or method used. These relations can go from being
steep to flat [see Figure 5 for an example of metallicity gradients, Bresolin et al., 2009]. The
cause of these discrepancies remains unclear and until these issues are resolved, there is a strong
need for alternative methods to that of H ii analysis.
In the same context of chemical enrichment we have learnt that stellar populations are key to
4Metallicity refers to the fraction of mass of a star that includes elements heavier than helium. Metallicity is
usually represented by a Z. This can be calculated as Z =
q
i>He
mi
M , where mi is the mass of the individual elements,
and M is the total mass of the system.
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Figure 4: Relation between stellar mass, and gas-phase oxygen abundance for ≥53,400 star-
forming galaxies. Mass-Metallicity relation as observed by Tremonti et al. [2004]. In
black filled squares Tremonti et al. [2004] show the median values in bins of 0.1 dex in
mass. The red lines shows a polynomial fit to the data. The black solid contours enclose
68% and 95% of the data.
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Figure 5: Galactocentric distribution of abundances estimated using di erent strong-line methods
and calibrations in NGC 300 as published by Bresolin et al. [2009]. In blue the abun-
dances of McGaugh [1991]. In green abundances by Tremonti et al. [2004]. In brown
and orange the measurements of Kewley & Dopita [2002], and Pettini & Pagel [2004],
respectively. In black abundances from Bresolin et al. [2009].
studying galaxy formation [van den Bergh, 1962; Pagel & Patchett, 1975; Matteucci & Francois,
1989; Worthey, 1998; Trager et al., 2000]. More specifically, abundances of individual stars trace
galaxy formation histories. From studies of the chemical composition of stars we can extract
information of the gas enrichment of the galaxy in question, substructures or stellar subpopu-
lations, relative durations of events such as star formation episodes, and even supernovae rates
[McWilliam, 1997]. This is only possible given that with the exception of the lightest elements (H,
He, Li) which were synthesized during the Big Bang, the rest of the elements are created through
nucleosynthetic processes taking place over many generations of stars. Stars can then be used as
fossils storing information about the histories of the chemical evolution of their host galaxies.
In the most simple terms, we can envision a chemical evolution model that assumes a system
in a closed environment with stars being born out of the material initially available as interstellar
gas [Schmidt, 1963; Searle & Sargent, 1972; Pagel & Patchett, 1975]. In this closed system, every
generation of stars transforms a fraction of the gas into heavy elements, and recycles these elements
back into the interstellar medium (ISM). However, some of this originally available gas gets locked
up in long-lived low mass stars and in stellar remnants. Generations of stars continue to form and
continue to produce heavy elements, which then go back to the ISM. In this simplified scenario, the
metallicity always increases with time, and the system remains perfectly homogeneous at all times.
Two key components that can a ect the time evolution of the metallicity in this closed system
are the star formation rate (SFR) and the initial mass function (IMF). The former describes the
rate at which stars are created, or how much gas will go into stars per unit of time. The latter
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refers to the distribution of stellar masses at birth, for each generation. The IMF has been derived
empirically for the solar vicinity and it follows a power law
dN
dM
ÃM≠– (1)
This function can have either one [Salpeter, 1955] or multiple slopes (–) depending on the mass
range [Scalo, 1987, 1998; Kroupa et al., 1993]. Similarly, the most common parametrization for
the SFR is the Schmidt [1959] law where the SFR is proportional to some power of the gas density,
‡gas
SFR Ã ‡kgas (2)
where k depends on the type of galaxy under study, as well as on the angular speed of the gas
[Kennicutt, 1998]. This simple closed-system model can then be modified to include more complex
dynamics to help explain the MZR observations [i.e. outflows/inflows, Larson, 1974; Tremonti
et al., 2004; Kau mann et al., 2003]. We can then assume that the environment is not entirely
closed, but instead acts as a leaky or accreting system. In such models one includes additional
components that account for outflow or inflow of material. One common assumption in leaky
models is that the outflow is proportional to the SFR. In such a case, the e ect of outflows in a
galactic environment is to reduce the metallicity. On the other hand, an accreting model is usually
assumed to accrete pristine, metal-free gas lowering the metallicity of the system and raising the
gas mass fraction [Garnett, 2002; Tremonti et al., 2004].
Since stars of di erent masses produce di erent chemical elements, in principle the abundances
or the metallicity of a system is sensitive to the IMF. Indeed, previous studies have demonstrated
that stellar abundance ratios can help constrain the IMF and SFR of a given galaxy [McWilliam,
1997; Matteucci, 2003]. Knowing that –-elements (e.g. O, Mg, Si, S, Ca, and Ti) are primarily
produced in core collapse supernovae [CC-SN, caused by exploding massive stars, M > 8 M§,
Woosley & Weaver, 1995], and Fe and Fe-peak elements primarily in thermonuclear supernovae
[SNe Ia, resulting from accreting C-O white dwarfs, Tinsley, 1979; Nomoto et al., 1997], allows
us to use the [–/Fe] ratio as a strong diagnostic of IMF and SFR given its sensitivity to both
of these parameters5. We point out that a critical component to understanding the observed
[–/Fe] abundance ratios relies on the di erence between the lifetimes of the SNe progenitors
[Tinsley, 1979; McWilliam, 1997], i.e. SNe Ia (109 yr) and CC-SN (106 yr). Figure 6, taken
from McWilliam [1997], displays the average [–/Fe] abundance ratios observed in the Milky Way
as a function of metallicity, [Fe/H]. This trend fits a scenario where the massive stars from the
first stellar populations in the Milky Way explode first, enriching the ISM with –-elements. At a
later time, the first SNe Ia explode generating large amounts of Fe, decreasing the [–/Fe] ratio as
observed in Figure 6. Theoretical predictions show that the amount of –-elements produced via
CC-SN increases with increasing progenitor mass, and therefore the IMF of a stellar population
can in principle be inferred from the measured [–/Fe] abundance ratio. Similarly, if the SFR in a
galaxy is higher than in the Milky Way, the gas in this galaxy will reach higher [Fe/H] abundances
before the first SN Ia explodes. In this scenario, the position of the knee in Figure 6 shifts to
higher metallicities.
5The standard notation [A/B] refers to the logarithmic abundance ratio in solar units where A, and B are the
number densities of the elements in question: [A/B] = log10(A/B)ú ≠ log10(A/B)§.
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Additionally, from this same diagram (Figure 6) we can identify stellar subpopulations, as
they occupy di erent regions of the figure. Stars observed to have enhanced [–/Fe] ratios, with
[Fe/H] < ≠1.0 dex, are primarily found to be old halo stars. Moving to higher metallicities,
[Fe/H] > ≠ 1.0 dex, we enter the younger Galactic disc regime. A more detailed picture of the
chemical abundances of individual stars in our Galaxy is shown in Figure 7. Figure 7 was extracted
from Venn et al. [2004] and displays with circles a compilation of individual stellar abundances
for populations in the Milky Way. In this figure we can clearly distinguish the di erent stellar
components. Halo stars (shown in cyan) are localized mainly at low metallicities and display an
enhancement in their [–/Fe] ratios. Around metallicities of [Fe/H] ≥ ≠1.0 dex, we see that thick
disk stars start dominating and display a clear decline in the [–/Fe] abundances as metallicity
increases. Stars with [Fe/H] & ≠0.7 dex are mainly found in the thin disk, and tend to have the
lowest [–/Fe] abundance ratios observed in any of the stellar populations in the Milky Way. As a
contrast to the Milky Way stellar abundances, Venn et al. [2004] display the stellar – abundances
measured in Milky Way dwarf spheroidal satellite galaxies (dSph) as black squares in Figure 7. It
is clear from this figure that most of the stars in the dSph galaxies show lower abundances for a
given metallicity than those measured in Galactic stars. A general conclusion from independent
studies has been that no stellar population in the Milky Way is representative of abundances
observed in dSph [Shetrone et al., 2001; Fulbright, 2002; Ivans et al., 2003; Tolstoy, 2003]. The
di erence in the – abundances observed in these two environments points at entirely di erent
star formation histories.
Obtaining individual stellar abundances for stars in the Milky Way is feasible with current
instrumentation, and thus we now have a detailed picture of the Galactic star formation history
[Venn et al., 2004; Meléndez et al., 2008; Matteucci et al., 2016]. Ideally we want to obtain
such exquisite details for other galaxies of di erent types (i.e. irregular, elliptical, other spirals),
and compare the di erent star formation histories and evolutions. Has the Milky Way evolved
chemically in the same way as other spiral galaxies? Do elliptical galaxies experience the same
chemical histories as spiral galaxies? irregular galaxies? An intuitive approach to answer these
questions would just be to perform similar stellar abundance studies in other galaxies. However,
as we move outside of the Milky Way, beyond the nearby dwarf spheroidals, individual stars
become too faint for this type of analysis, which so far has required high-resolution observations
(R & 20,000). One way to overcome this barrier is to study extragalactic star clusters instead.
Star Clusters
Being bodies of stars bound gravitationally, star clusters are a strong tool when it comes to
studying the chemical composition of extragalactic populations. Star clusters at distances of
several megaparsecs (Mpc) appear as point sources. Spectroscopic observations of these clusters
provide us with integrated-light spectra, meaning that the light from the di erent stars in the
cluster is combined in such a spectrum. One of the assumptions in this type of analysis is
that the population of stars in the cluster was formed at the same time and out of the same
material (and therefore chemically homogenous). Most of the work on integral-light observations
of star clusters has required high-resolution observations (R& 20,000), and has focused on globular
9
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Halo
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Figure 6: Diagram describing the observed trend of –-element abundances as a function of metal-
licity, [Fe/H] in the Milky Way. Changes in the IMF shift the curve along the y-axis.
Changes in the SFR shift the curve along the x-axis. Figure taken from McWilliam
[1997].
clusters [GCs, McWilliam & Bernstein, 2008; Colucci et al., 2009; Cameron, 2009; Colucci et al.,
2011, 2013; Sakari et al., 2015; Larsen et al., 2012, 2014], which are known to be old populations.
Furthermore, detailed properties of these GCs such as age, metallicity and – abundances have
shown to be powerful tools not only for constraining theories of GC formation, but also of galaxy
formation [Brodie & Strader, 2006]. The detailed abundances measured from GC populations
provide information about the chemical state of the galaxy at the time of formation of the GC,
≥10 Gyr ago. In this context, we expect that similar detailed abundance studies of younger
populations of stars, namely young massive clusters (YMCs) would then show a more recent
nucleosynthetic state of the host galaxy. Combining studies of GCs (old populations) and YMCs
(young populations) then allows us to investigate the chemical evolution of galaxies through a
much larger window in both space and time.
Globular Clusters
GCs are stellar populations composed of 104–106 stars with half-light radii rhalf≠light ≥ 4 pc, and
masses ranging between 104–106 M§ [Harris, 1991; Brodie & Strader, 2006]. In the last century
the simple nature of GCs, in terms of composition, kinematics and geometry, made them the
Rosetta stone in developing the fields for stellar nucleosynthesis, stellar evolution, and galaxy
formation. For several decades now, GCs have been used as laboratories for testing di erent
stellar evolution theories [Renzini & Fusi Pecci, 1988; Gallart et al., 2005]. The stars in a GC
are assumed to have been formed at the same time, sharing the same composition, with the
only di erences between stars in a given population being their masses. In the context of stellar
evolution, this then implies that any observed di erences amongst the di erent stellar components
in the GC, arise from di erences in their initial masses. Similarly important, the vast number
of stars present in GCs ensures the sampling of every single evolutionary stage. After several
decades of constructing, investigating and developing stellar evolution models, most of the stages
10
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Figure 7: Compilation of Milky Way (circles) and dSph (squares) stellar [–/Fe] abundance ratios
as a function of metallicity for individual elements, Mg (top panel), Ca (second panel), Ti
(third panel), and average of the three (bottom panel). The di erent stellar components
in the Milky Way are identified by di erent colours as described in the legend. Figure
taken from Venn et al. [2004].
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and features in a color-magnitude diagram (CMD6) of a given GC are now well understood, i.e.
the physical processes taking place in individual stars [Gallart et al., 2005]. Combining these
simple characteristics describing GCs, with the fact that these populations have been shown to
trace the properties of the di erent field star populations in their host galaxies [Colucci et al., 2013;
Sakari et al., 2014], makes these objects a unique tool for probing the formation and evolution of
galaxies.
In the Milky Way there are approximately 150 GCs [Harris, 1996], which have been studied
extensively. Such studies have provided critical clues to our understanding of the formation of our
Galaxy. For example, through the study of GCs we now have a wealth of evidence that accretion
of GCs has been a critical component in building the Milky Way GC system [Searle & Zinn, 1978;
Bellazzini et al., 2003; Mackey & Gilmore, 2004; Dotter et al., 2010; Massari et al., 2017], similar
to what has been observed in other galaxies [i.e. M 31, Mackey et al., 2013].
Major star formation events in a galaxy will produce a set of star clusters, as well as field star
populations. Old GCs, born more than 10 Gyr ago, with masses ranging between 104-106 M§
are mementos of violent star formation episodes in the early Universe [Brodie & Strader, 2006].
GCs are found surrounding all major galaxies, and given their sizes, they can be studied to large
distances [≥ 100 Mpc, Harris et al., 2010]. This has made GCs ideal targets to study stellar
populations in external galaxies, especially when the alternative method relies on luminosity-
weighted averages of multiple stellar populations composing the integrated light of a galaxy (i.e.
in early-type galaxies). For example, spectroscopic studies of GC systems in galaxies within the
Local Group have shown that GCs in dwarf galaxies are usually more metal-poor on average than
GCs in the Milky Way halo [Larsen et al., 2012, 2018]. Additionally, through the study of 5 GCs
in M31 Colucci et al. [2009] measure similar enhancements in – abundances (Ca, Si, Ti) to those
observed in the GC population in the Milky Way in the metallicity range ≠2.2 < [Fe/H] < ≠0.9
dex. This suggests that the material from which these M31 GCs formed was primarily enriched
in CC-SN products.
In the most massive spheroidal galaxies [≥1011 M§, Wu & Tremaine, 2006] the number of
GCs can be as high as 15,000. Since most of the stellar mass in the local Universe is contained
in spheroids [≥75%, Fukugita et al., 1998; Renzini, 2006], by investigating the evolutionary
histories of these early-type galaxies we would be probing the history of a large fraction of the
local Universe.
Being the closest giant elliptical galaxy, NGC 5128 (Centaurus A), makes this galaxy an
optimal target for studying stellar populations. NGC 5128 was believed for many years to have
an unusually poor GC system compared to those of other giant elliptical galaxies [van den Bergh,
1979]. This was mainly a results of the di culty in discriminating between foreground stars and
GCs using ground-based imaging. At a distance of ≥4 Mpc, GCs in NGC 5128 appear almost like
point sources, and only in images observed in excellent seeing conditions, can one identify these
objects as populations of stars, instead of foreground stars. In the last couple of decades studies
have found a fairly normal GC population in this giant elliptical, with a total of ≥2000 GCs,
300 of which have been spectroscopically confirmed [Harris et al., 2006]. In spite of its relatively
6Diagram where the apparent brightness of a population of stars is displayed on the y-axis, and color on the
x-axis.
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small distance, high quality observations have not been obtained for a rather high number of GCs
in this galaxy. Some of the most extensive studies of the GC system in NGC 5128 include the
work of Beasley et al. [2008], where they constrained overall metallicities of 200 GCs, finding the
typical bimodal metallicity distribution, also seen in other giant ellipticals. They also find an
enhancement in [–/Fe] ratios lower than that observed in the Galactic GC system. A di erent
study by Colucci et al. [2013], measuring Ca abundances (one of the – elements), finds a higher
enhancement in the [Ca/Fe] ratio than what is observed in the Milky Way GCs. The results by
Colucci et al. [2013] could imply a di erent chemical history for NGC 5128, one with a more rapid
enrichment than what was experienced in the Milky Way, or even M31. Although the work of
Beasley et al. [2008] and Colucci et al. [2013] appear inconsistent with each other, we note that the
analysis by Beasley et al. [2008] is based on line indices and low-resolution observations. Brodie &
Strader [2006] point out that line index studies come with strong systematic uncertainties given
that their broad bandpasses usually allow contributions of other elements in addition to that from
the intended feature. One of the chapters in this thesis is devoted to investigating the chemical
signatures of the evolution of NGC 5128 imprinted in its GC system.
Young Massive Clusters
In our Galaxy we find two main groups of star clusters, open clusters, and GCs. The main
di erences between the two are age, mass and density. Open clusters are known to be typically
young with ages ranging between ≥Myr to ≥Gyr. Their masses (≥104 M§) and densities (≥20
M§/pc3) are low, compared to those of GCs. Several decades ago, studies of the Large Magellanic
Cloud (LMC) showed proof of a third group of star clusters, one composed of young populations
with similar ages to those of open clusters, but with higher masses (>104 M§), which we now
call young massive clusters [YMCs, Shapley & McKibben Nail, 1951; Hodge, 1961; Elson & Fall,
1985]. In the following decades, HST continued revolutionizing the field of YMCs, allowing for a
long list of discovered YMCs in a variety of environments ranging from galactic mergers [Holtzman
et al., 1992; Whitmore et al., 1993; Zepf et al., 1999; de Grijs et al., 2003; Whitmore et al., 1999]
and starburst [de Grijs et al., 2001] to spiral galaxies [Larsen, 1999] and dwarf galaxies [Billett
et al., 2002]. YMCs continue to draw attention as they might reveal the formation of GCs in the
early Universe.
Larsen & Richtler [2000] showed that there is an intrinsic link between environments with ac-
tive star formation and the formation of YMCs themselves. Their findings imply that in scenarios
where the SFR is high, YMCs will most likely be present. Compared to GCs, YMCs have similar
masses and sizes, with the main di erences between the two populations being their ages. This is
the case as the two di erent populations probe di erent timescales within a galaxy. These same
di erences make YMCs rather promising tracers of the present-day abundances and metallicities
of star-forming galaxies. Furthermore, their high light-to-mass ratios allows for abundance stud-
ies up to large distances (.100 Mpc). This is particularly important considering that metallicity
measurements of starburst or star-forming galaxies rely heavily on abundance studies of H ii re-
gions. As discussed above, these H ii studies come with systematic uncertainties, which are not
well understood yet. One of the goals of this thesis is to investigate the feasibility and reliabil-
ity of integrated-light studies of extragalactic YMCs as a metallicity tool, especially relevant in
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high-metallicity environments where some of the nebular techniques, namely those derived from
the Te-based method, are more strongly a ected by the systematic uncertainties.
Integrated-light Analysis
The analysis of spectroscopic observations of the integrated-light of star clusters has been mainly
focused on GCs. A significant advancement in the field of chemical evolution of galaxies has
taken place through the study of integrated-light observations of star clusters. The analysis of
such data has traditionally relied on methods developed from those employed in the study of
integrated galaxy light involving line strength indices. The spectral lines in the integrated-light
observations of galaxies are broadened by a few hundred km s≠1, blending many of the spectral
features. Because of the low internal velocity dispersions intrinsic to GCs, more information is
available from the integrated-light spectra than what can be extracted using classical techniques
relying on line index measurements of low resolution spectra.
Since the integrated-light spectra of most star clusters are broadened by only a few km s≠1,
higher resolution observations (R = ⁄ ⁄ ≥20,000-30,000) provide a wealth of information on their
chemical composition mainly because weak spectral features in GC spectra are not irreversibly
blurred, as is the case in observations of the integrated-light of galaxies. Detailed abundance
analysis of GCs has recently been performed using high-dispersion integrated-light spectra on
Galactic and extragalactic populations [McWilliam & Bernstein, 2008; Colucci et al., 2009, 2012,
2013, 2017; Larsen et al., 2012, 2014; Sakari et al., 2014, 2015]. Detailed abundance work of
YMCs, is a bit more scarce, however there are several studies that managed to measure Fe, and –
abundances in extragalactic young populations using high-dispersion (R≥ 25, 000) observations,
spectral synthesis and equivalent width measurements [Larsen et al., 2006, 2008]. Additionally,
using the recently developed J-band technique [Gazak et al., 2014], measurements of the overall
metallicities of YMCs have now been obtained for several extragalactic populations through the
analysis of their integrated light [Lardo et al., 2015; Davies et al., 2017].
The integrated-light analysis technique used in the work presented in this thesis was first
introduced in a study of GCs in the Fornax dwarf galaxy by Larsen et al. [2012]. The technique
developed by Larsen et al. [2012] applies a similar concept to that of McWilliam & Bernstein
[2008] which requires high-resolution observations, R=30,000, and combines information of the
Hertzsprung-Russell diagrams (HRD7), stellar atmospheric models and synthetic spectra. One of
the main di erences between the McWilliam & Bernstein [2008] technique and that developed
by Larsen et al. [2012] is that the latter relies on spectral synthesis and full spectral fitting.
Summarized in four di erent steps the analysis technique by Larsen et al. [2012] is performed by
1) Extracting/deriving the stellar parameters of the individual stars in the cluster from CMDs or
theoretical isochrones, 2) Generating stellar atmospheric models with such stellar parameters, 3)
Creating a synthetic spectrum for each of the stars in the cluster populations to later combine
the individual star spectra into a single synthetic integrated-light spectrum, 4) Comparing the
model spectra to the observations (Figure 8). The process is repeated iteratively modifying the
individual abundances, until the best match is obtained.
7HRD is a plot showing the relation between the luminosity, or absolute magnitude, of stars as function of their
e ective temperature, or color.
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Figure 8: Description of the technique used to analyze the integrated-light observations of star
clusters. The spectra shown on the bottom panel shows in red the best models for the
spectroscopic observations shown in black. In the top panel, Logg and Te  refer to the
stellar surface gravity and the e ective temperature, respectively.
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For a spherical star with radius R and surface area A = 4ﬁR2, the Stefan-Boltzmann equation
follows the form of
L = 4ﬁ‡R2T 4e  (3)
Because stars are not perfect blackbodies, eq. 3 is used to define the e ective temperature, Te  , of
the surface of a star. Given that the apparent brightness (observed flux) serves as an observable
proxy for the stellar luminosity, and color (indirectly observed surface temperature) as proxy for
the stellar Te  , a CMD can then be used as an observable statement of Stefan-Boltzmann’s law.
Furthermore, with a given CMD one can use eq. 3 to infer the radius of a star.
When available, we extract the stellar parameters (e ective temperatures, Te  , surface gravity,
log g, stellar mass, M) from empirical CMDs. The Te  values are derived from the observed colors
(i.e. B≠V ) using predefined color-Te  transformations based on models by Kurucz [Castelli et al.,
1997]. Furthermore, the surface gravity of a spherically symmetric star is just g=GMR2 . Using the
Sun as a fiducial star we can express the surface gravity, mass, and radius of a star in solar units.
We can therefore infer the log g values combining eq. 3 with the definition of g, obtaining the
following relation
log g = log g§ + log
53
Te 
Te §
443 M
M§
43
Lbol
Lbol§
4≠16
(4)
If empirical CMDs are not available we then rely on theoretical isochrones. We point out that
abundance measurements using theoretical models are rather sensitive to the input isochrones.
In the di erent chapters of this thesis we test the uncertainties involved in a particular choice of
theoretical isochrones.
Having established the physical properties, we use these as input for computing model atmo-
spheres for each of the stars in the star cluster. The standard Larsen et al. technique uses model
atmospheres computed by the publicly available ATLAS9 code [Kurucz, 1970], and generates the
synthetic spectra using the SYNTHE software [Kurucz & Furenlid, 1979; Kurucz & Avrett, 1981].
Given that in the work presented in this thesis we explore the feasibility of this technique when
used in younger populations, we use MARCS [Gustafsson et al., 2008] stellar atmospheres, in
combination with TURBOSPECTRUM [Plez, 2012] to produce the synthetic spectra for stars
with temperatures Te  < 5000 K. For stars with Te  > 5000 K, we follow the approach by Larsen
et al., as shown in Figure 8. Both SYNTHE and TURBOSPECTRUM create synthetic spectra
at very high resolutions, R ≥ 500,000. We generate a single spectrum for each of the stellar
types in the cluster. The synthetic spectra are co-added to a single integrated spectrum. The
current code o ers the option of estimating the best-fitting Gaussian dispersion value (‡sm) to
be applied in the smoothing of the model. At this stage, once the best-fitting Gaussian value
is calculated, the spectrum is broadened using the inferred ‡sm to match the resolution of the
spectroscopic observations. A comparison between the model and the observations is made using
a cubic spline with three knots to match the continua of the observed and model spectra. The full
process repeats iteratively modifying the individual abundances until we obtain the best match
to our empirical spectrum. We note that in this whole process no distinction between continuum
or features, either absorption or emission, is made when deriving the abundances. The entire
spectrum is fitted at once.
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The technique by Larsen et al. [2012] has been successfully used to obtain chemical abundances
of stellar populations in the Milky Way, dwarf spheroidal and irregular galaxies in the Local Group
[Larsen et al., 2012, 2014, 2017, 2018]. Similar to the method by McWilliam & Bernstein [2008],
the method described above has required so far high-resolution spectroscopic observations. Given
the proven e ciency of this integrated-light analysis method, can we adapt such a technique to
less ideal cases? Can we apply such analysis to lower resolution observation? We investigate the
answers to these questions in Chapters 1, 2, and 3 of this thesis.
Main sources of reionization
Galaxies themselves are such powerful multiuse tools that can also be studied to investigate which
sources reionized the Universe after the Dark Age.
After the Big Bang, the Universe was filled with electrons and protons, which later became
bound to form neutral hydrogen atoms, making the Universe neutral and opaque to UV radiation.
The beginning of this epoch initiated what we now know as the Dark Age. Millions of years later
galaxies and quasars begin to form starting a new period: the epoch of reionization. It is not until
≥ 1 Gyr after the Big Bang that the Dark Age end, and the Universe is completely reionized.
What exactly caused this reionization? In the field of observational cosmology, answering this
question has gained profound interest. The main sources of the reionization of the Universe are
still being debated, with candidates ranging from primordial black holes [Madau et al., 2004;
Fontanot et al., 2012], to star-forming galaxies [Robertson et al., 2010]. As of today, the more
commonly accepted picture is the one where star-forming galaxies are strong contributors to the
cosmic reionization. Several studies have shown that at high redshifts faint, low-mass star-forming
galaxies are numerous enough that they could in principle have generated the required ionizing
radiation to transform the Universe from neutral and opaque to transparent [Ouchi et al., 2009;
Yajima et al., 2011; Bouwens et al., 2015].
It is known that Lyman continuum photons are emitted by massive young stars [OB type stars,
Ha ner et al., 2009]. However, neutral hydrogen (H i) is rather e ective in absorbing these Lyman
continuum photons, and only a small fraction of the remaining photons will escape the galaxy.
Theoretically, there are two basic mechanisms that will allow Lyman continuum photons to escape
from star-forming galaxies. The two cases are depicted in Figure 9, from Zackrisson et al. [2013].
In the first scenario, Figure 9 (a), stellar winds or SNe create low-density channels, or holes, in the
neutral ISM, which allow Lyman continuum photons to escape. In the second scenario, Figure 9
(b), the Lyman continuum flux is so extremely powerful that it ionizes all the H i gas, similarly
allowing for Lyman continuum radiation to escape without being absorbed. It has been proposed
that for these galaxies to be able to reionize the Universe, the Lyman continuum escape fraction
(fesc) needs to be on the order of 10-20 % [Robertson et al., 2013, 2015]. Can we measure the
fesc of star-forming galaxies at such high redshifts (z ≥7)? We focus our e orts to answer this
question in Chapters 4 and 5 of this thesis.
Direct detections of Lyman continuum radiation at high redshifts are di cult for many rea-
sons. At high redshifts, star-forming galaxies are very faint, i.e. low-mass star-forming galaxies
are below the current detection limit of observations. In addition, at redshifts higher than z >1
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Figure 9: Lyman continuum escape mechanisms. The star-forming regions/galaxy is shown as a
centrally concentrated population of stars. Surrounding these stars there is a photoion-
ized H II region (green), as well as an outer H I layer (grey). (a) In this scenario stellar
winds, or SNe events create holes in the ISM, letting Lyman continuum photons escape.
(b) In this case a powerful starburst photoionizes all the H I gas, also allowing Lyman
radiation escape. Figure taken from Zackrisson et al. [2013].
contamination from low-redshift interlopers becomes a problem, where most of the Lyman con-
tinuum leaking candidates identified from imaging observations have UV flux contamination by
low-redshift interlopers along the lines of sight of the high-redshift galaxies [Vanzella et al., 2010b].
Lastly, observations at z > 3 are challenged by the increase in opacity of the IGM [Inoue et al.,
2014]. One alternative way of investigating if star-forming galaxies at high redshifts were indeed
the main sources of the reionization of the Universe is to take local galaxies as training sets. Al-
though local galaxies are not necessarily representative of the galaxy population at high redshifts,
low-mass compact galaxies in the local Universe are excellent training sets for studying the factors
determining the fesc.
In the last couple of decades many e orts have been made to measure the escape fraction
of Lyman continuum photons, fesc(LyC), of local galaxies using both the Hopkins Ultraviolet
Telescope [HUT, Davidsen et al., 1992; Kruk et al., 1999], and the Far Ultraviolet Spectroscopic
Explorer [FUSE, Moos et al., 2000]. Most of the studies obtained various upper limits [Leitherer
et al., 1995; Heckman et al., 2001; Grimes et al., 2009], and only a small number of studies were
able to find weak detections of escaping photons [Leitherer et al., 2011, 2013]. In more recent
years, the Cosmic Origins Spectrograph [COS, Osterman et al., 2011; Green et al., 2012] onboard
the Hubble Space Telescope has allowed for direct detections of fesc(LyC) in local star-forming
galaxies, finding values as high as 46 % [Borthakur et al., 2014; Leitherer et al., 2016; Izotov
et al., 2016a,b, 2018]. Although COS has comparable sensitivity to that of FUSE, COS has lower
background noise. Additionally, it is known that FUSE su ered from systematic errors especially
in observations of faint objects with flux densities < 10≠15 erg s≠1 cm≠2 Å≠1 possibly placing
such challenging measurements beyond the capabilities of FUSE [Fechner & Reimers, 2007].
In these types of studies there are two main sources of opacity coming from the ISM of
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the galaxies. One of these sources is dust. The opacity due to dust increases with decreasing
wavelength, a ecting the full spectral coverage. The second source of opacity are H i clouds,
or photoelectric absorption by neutral hydrogen (H i). This absorption produces a sharp drop
in the flux density at the Lyman edge (912 Å). Typically, studies of Lyman continuum escape
fractions measure two di erent values of fesc(LyC), the relative escape fraction, frel(LyC), as well
as the absolute escape fraction, fabs(LyC). The former, frel(LyC), is obtained by first correcting
the observations for the intrinsic reddening caused by dust in the galaxy, then measuring the
fraction of Lyman continuum photons detected. The latter, fabs(LyC), is a direct measurement
of the observations, without having to correct for the intrinsic reddening. Measurements of the
frel(LyC) provide information on the escape fraction of photons in the absence of dust absorption.
A large fraction of Lyman continuum leakers are observed to be Lyman – (Ly–) emitters
[Leitherer et al., 2013; Borthakur et al., 2014; Izotov et al., 2016a,b; Leitherer et al., 2016; Shapley
et al., 2016]. Ly– photons also originate in young star-forming galaxies, however, these photons
come from the recombination of hydrogen gas. Given that many Lyman continuum leakers are
also Ly– emitters, it has been proposed to use Ly– profiles when identifying candidates for leaking
Lyman continuum radiation [Verhamme et al., 2015, 2017; Dijkstra et al., 2016].
The work presented in this thesis relevant to the investigation of the main sources of reion-
ization focuses on local star-burst galaxies (z . 0.3). As stated above, local star-forming galaxies
might not be representative of galaxy populations at high redshifts, however, the work here aims
at studying and characterizing which factors determine the escape of Lyman continuum radiation.
Main Instruments
In this thesis we study galaxies in an e ort to obtain clues to both their chemical evolution
histories, as well as insight into the main sources that reionized the Universe. The work presented
here exploits spectroscopic observations acquired with both the ESO Very Large Telescope (VLT)
and the Hubble Space Telescope (HST).
X-Shooter Spectrograph
The X-Shooter spectrograph is a second generation instrument on the ESO VLT [Vernet, 2011].
X-Shooter is a single target spectrograph which o ers intermediate-resolution observations ranging
between R ≥ 4,000 and 17,000, depending on the slit width used. One of the advantages of this
spectrograph over other instruments is the broad wavelength coverage. Using a multi-arm system,
in a single exposure X-Shooter provides spectral coverage over the entire UV/Optical/Near-IR
wavelength range (⁄ ≥ 3,000 – 25,000 Å). Such a broad wavelength coverage is ideal for abundance
studies given the availability of a rich list of lines from di erent elements.
Cosmic Origins Spectrograph
The Cosmic Origins Spectrograph (COS) is a spectrograph on HST with high sensitivity in the
UV range [Green et al., 2012]. This spectrograph was installed on HST in May 2009. Before COS
became operational, HST had no spectrographs with sensitivity to UV light with wavelengths
< 1145 Å. A second spectrograph on HST is the Space Telescope Imaging Spectrograph (STIS),
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however, its sensitivity stops at wavelengths <1140 Å. Originally the COS Far-UV (FUV) channel
was designed to operate optimally between wavelengths 1130 < ⁄ < 1850 Å. However, soon after
launch the Service Mission Observatory Verification (SMOV) team was able to measure the COS
response down to ≥900 Å. At wavelengths < 1130 Å the sensitivity declines by a factor of 100x,
but is still comparable to that of FUSE [McCandliss et al., 2010]. As a result, the COS coverage
of such blue wavelengths has played an important role in scientific studies of Lyman continuum
escape fraction from low-redshift galaxies [Leitherer et al., 2011, 2013; Borthakur et al., 2014;
Izotov et al., 2016a].
Overview of the Chapters in this thesis
The work presented here aims at answering some of the questions raised in the previous sections.
We primarily study galaxies to obtain clues to their chemical enrichment histories, as well as
clues to the epoch of reionization. Using spectroscopic observations taken with the X-Shooter
Spectrograph on the ESO Very Large Telescope, and with COS on board the Hubble Space
Telescope we explore a variety of galactic environments ranging from chaotic and young (spiral
galaxies) to calm and ancient (early type galaxies).
Here we present the contents of the following Chapters:
• Chapter 1: As an exploratory project we devote this chapter to testing if detailed abun-
dance analysis is feasible on extragalactic populations at distances of 4-5 Mpc away. Fur-
thermore, we take on a couple of additional challenges: 1) we investigate whether detailed
abundance analysis is possible for observations with relatively lower resolutions (R ≥8,000)
than those required so far, R &20,000, 2) we shift the focus of the analysis from GCs (old
populations) to YMCs (younger, more complex populations). Both challenges impose higher
degrees of blending of the spectral features. To minimize the e ects of strong blending, we
devise optimized wavelength windows tailored for each element. We successfully measured
– and Fe-peak elements of two YMC with ages <50 Myr, NGC1313-379 and NGC1705-1,
providing some insight into the star formation histories of these two galaxies.
• Chapter 2: Having shown that detailed abundances are achievable using intermediate-
resolution observations, in this chapter we perform a metallicity study in a galaxy known
to have a metallicity higher than Solar, NGC 5236. Applying the same integrated-light
analysis methods, we investigate the metallicity gradient of NGC 5236 through the study of
8 YMCs distributed throughout the galaxy. We confirm that integrated-light analysis can
be successfully used on intermediate-resolution spectroscopic observations of young stellar
populations in environments of high metallicities. Obtaining precise metallicities for these
YMCs allowed us to compare our measurements to independent stellar metallicity studies
in NGC 5236 and we find excellent agreement between the di erent publications. We also
find that our measurements agree with a chemical evolution model by Bresolin et al. [2016]
where the central regions of NGC 5236 are possibly experiencing no infall of material, and
a small loss of matter due to galactic winds.
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• Chapter 3: We return to GCs and analyze observations of 20 GCs in NGC 5128 (Centaurus
A). The GC sample spans a broad range of metallicities (≠1.92 < [Fe/H] < ≠0.13 ) and
ages (≥5-12 Gyr). This is the most extensive detailed abundance study of GCs in NGC
5128. Quantitatively we find a slightly higher average [–/Fe] ratio for GCs in NGC 5128
with [Fe/H]< ≠0.75, compared to GCs in the Milky Way at these same metallicities. One
explanation of the observed enhancement in NGC 5128 could be a di erence in IMF, where
in NGC 5128 we could be observing the e ects of an IMF slightly skewed to high-mass stars.
To confirm if the star formation histories between the Milky Way and NGC 5128 di er from
one another, we recommend extending this analysis to a larger sample.
• Chapter 4: In this Chapter we switch gears to investigate if star-forming galaxies were
indeed the main sources reionizing the Universe. The Hubble spectrograph, COS, has some
sensitivity below wavelengths of 900 Å, and we use it to study the Lyman continuum escape
fractions detected at wavelengths below the Lyman break (<912 Å). The detector back-
ground (dark current) of COS varies spatially and temporally, scaling with Solar activity,
therefore we developed a revised background subtraction algorithm to account for time and
spatial variations. We observed three galaxies previously studied with FUSE [Pellerin &
Robert, 2007; Grimes et al., 2009; Leitet et al., 2013], Tol 0440-381, Tol 1247-232, and Mrk
54. The galaxies were confirmed by these same studies to have large-scale outflows driven
by SNe and stellar winds, as well as inhomogeneous ISM, both ideal for escaping Lyman
continuum photons. We measure absolute escape fractions of Lyman continuum photons of
fabs(LyC) . 7 %. However, in the absence of dust absorption we instead measure relative
escape fractions of frel(LyC) . 60 %. This shows that such star-forming galaxies are excel-
lent training sets for studying Lyman leakage. Additionally, we learned that in the absence
of dust absorption these galaxies would have fesc compatible with the value required to
reionize the Universe.
• Chapter 5: We continue expanding our galaxy sample to investigate if star-forming galax-
ies are good candidates for reionizing the Universe. In this chapter we focus our exploration
on the emission of Ly– and Lyman continuum of 7 star-forming galaxies. We target galaxies
that are less luminous than those presented in previous studies. We measure Ly– escape
fractions ranging from 5 to 13%. Due to the low flux levels in the individual COS observa-
tions we combine all seven galaxies to measure the Lyman continuum fraction. We infer 2‡
upper limits for the absolute and relative Lyman continuum escape fractions of fabs(LyC)
< 20 % and frel(LyC) < 30%. We conclude that these galaxies are optically thick to Lyman
continuum radiation.
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Abstract
We use integrated-light spectroscopic observations to measure metallicities and chem-
ical abundances for two extragalactic young massive star clusters (NGC1313-379 and
NGC1705-1). The spectra were obtained with the X-Shooter spectrograph on the
ESO Very Large Telescope. We compute synthetic integrated-light spectra, based on
colour-magnitude diagrams for the brightest stars in the clusters from Hubble Space
Telescope photometry and theoretical isochrones. Furthermore, we test the uncertain-
ties arising from the use of Colour Magnitude Diagram (CMD) +Isochrone method
compared to an Isochrone-Only method. The abundances of the model spectra are
iteratively adjusted until the best fit to the observations is obtained. In this work
we mainly focus on the optical part of the spectra. We find metallicities of [Fe/H]
= ≠0.84 ± 0.07 and [Fe/H] = ≠0.78 ± 0.10 for NGC1313-379 and NGC1705-1, re-
spectively. We measure [–/Fe]=+0.06 ± 0.11 for NGC1313-379 and a super-solar
[–/Fe]=+0.32 ± 0.12 for NGC1705-1. The roughly solar [–/Fe] ratio in NGC1313-
379 resembles those for young stellar populations in the Milky Way (MW) and the
Magellanic Clouds, whereas the enhanced [–/Fe] ratio in NGC1705-1 is similar to
that found for the cluster NGC1569-B by previous studies. Such super-solar [–/Fe]
ratios are also predicted by chemical evolution models that incorporate the bursty
star formation histories of these dwarf galaxies. Furthermore, our –-element abun-
dances agree with abundance measurements from H II regions in both galaxies. In
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general we derive Fe-peak abundances similar to those observed in the MW and Large
Magellanic Cloud (LMC) for both young massive clusters. For these elements, how-
ever, we recommend higher-resolution observations to improve the Fe-peak abundance
measurements.
1.1 Introduction
The study of stellar atmospheres and their composition can provide a detailed picture of the
chemical enrichment history of the host galaxy. Given that stellar atmospheres generally retain
the same chemical composition as the gas reservoir out of which they formed, one can gain
unparalleled knowledge of the gas chemistry of a galaxy throughout its formation history through
the analysis of stellar populations of di erent ages. Abundance ratios can be used as tracers
of initial mass function (IMF) and star formation rate (SFR) and can provide a relative time
scale for chemically evolving systems [McWilliam, 1997]. –-elements (O, Ne, Mg, Si, S, Ar, Ca,
and Ti) are primarily produced in core-collapse supernovae [Woosley & Weaver, 1995], which
trace star formation in a galaxy, whereas Fe-peak elements (Sc, V, Cr, Mn, Fe, Co and Ni) are
produced mainly in Type Ia SNe at later times [Tinsley, 1979; Matteucci & Greggio, 1986]. In
the case where there is a burst of star formation, Type II SNe appear first producing –-enhanced
ejecta. Later, as the Type Ia SNe appear, the ejecta become more Fe rich. Previous studies of
the Milky Way (MW) have shown that [–/Fe] ratios are particularly useful in identifying di erent
stellar populations, their location and substructures [Venn et al., 2004; Pritzl et al., 2005]. The
halo and bulge stellar populations in the MW display an enhancement of –-elements indicating
that a relatively rapid star formation process took place [Worthey, 1998; Matteucci, 2003]. The
populations identified via di erent abundance patterns (along with other information) have so far
helped us develop and assemble a detailed nucleosynthetic history for our galaxy.
Prior to the advent of 8-10 m telescopes, extragalactic abundances of stars were limited to
supergiants in the Magellanic Clouds [Wolf, 1973; Hill et al., 1995, 1997; Venn, 1999]. These new
telescopes and their instruments made studies of fainter stars (i.e. Red Giant Branch stars) outside
of our own galaxy possible. The abundances obtained from stars in dwarf galaxy environments,
for example, showed a clear di erence when compared to the chemical evolution paths followed
by any of the MW components [Shetrone et al., 1998, 2001; Bonifacio et al., 2000; Tolstoy, 2003].
In general [–/Fe] ratios at low [Fe/H] in dwarf galaxies resemble the ratios observed in the MW.
However, as metallicity increases [–/Fe] ratios in dwarf galaxies have been measured to evolve
down to lower values than those seen in the MW for similar metallicities. It has been hypothesised
that these low ratios might be caused by a sudden decrease of star formation, although this topic is
still being debated [Tolstoy et al., 2009]. To establish a well understood pattern of star formation
covering all mass ranges, detailed abundances beyond the MW and its nearest dwarf spheroidal
neighbours are needed.
For external galaxies, especially beyond the Local Group, most of the chemical composition
information comes from measurements of H II regions in star-forming galaxies [Searle, 1971; Rubin
et al., 1994; Lee et al., 2004; StasiÒska, 2005]. Such measurements, however, are limited to the
present-day gas composition, and do not provide information on the past history of the galaxy in
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question. Furthermore, H II region studies do not usually provide constraints on [–/Fe] ratios.
Considering that individual stars are too faint for abundance analysis beyond the MW and nearby
dwarf galaxies, we instead target star clusters, which are brighter and can therefore be observed
at greater distances. In such analyses, it is usually assumed that the clusters are chemically
homogeneous and consist of stars with a single age.
With current telescopes we can obtain intermediate- to high-resolution spectra of unresolved
star clusters out to ≥ 5-20 Mpc. The integrated-light spectra of most star clusters are broad-
ened only by a few km s≠1 due to their internal velocity dispersions, which allows for higher
resolutions (⁄/ ⁄ ≥20,000-30,000) and makes the detection of weak (≥15 mÅ) lines possible.
Previous studies have developed techniques to extract detailed abundances from unresolved ex-
tragalactic globular clusters (GCs) at moderate S/N (≥ 60) and high resolution (⁄/ ⁄ ≥ 30,000).
McWilliam & Bernstein [2008] developed a technique to analyse high-resolution integrated-light
spectra in which the abundances are measured using a combination of Hertzsprung-Russell dia-
grams (HRDs), model atmospheres and synthetic spectra. Their method employs similar proce-
dures to those used in spectral analyses of single stars [McWilliam & Bernstein, 2002; Bernstein
& McWilliam, 2005] and has been tested and improved for integrated-light spectra of GCs as
far as ≥ 780 kpc from the MW [Colucci et al., 2009, 2011, 2012]. In addition to these detailed
abundance studies of nearby GCs, Colucci et al. [2013] initiated a study of the chemical evolution
and current composition of the old populations in NGC 5128. This investigation has obtained
metallicities, ages and Ca abundances of 10 GCs in this external galaxy, 3.8 Mpc away.
Larsen et al. [2012] (hereafter "L12") also created a general method to analyse integrated-light
spectra that shares many of the basic concepts introduced by McWilliam & Bernstein [2008].
However, two of the advantages of the L12 technique are the modelling of broader wavelength
coverage and solving simultaneously for a combination of individual element lines. This method
then takes into account contributions from both weak and strong lines. One of the main motiva-
tions for the development of the L12 method was to create a more generalised analysis that can
be used with data of di erent resolutions and S/N and is not exclusive to high-dispersion obser-
vations. L12 tested this new technique using high-resolution integrated-light observations of old
stellar populations in the Fornax, WLM, and IKN dwarf spheroidal galaxies [Larsen et al., 2014]
and determined metallicities and detailed abundance ratios for a number of light, –, Fe-peak, and
n-capture elements.
Most of the detailed abundance studies outside of the MW have focused so far on the oldest
stellar populations. Part of the reason for this is that GCs have extensively proven to be a useful
tool for tracing both the early formation and the star formation throughout the history of the
galaxy [Searle & Zinn, 1978; Harris, 1991; West et al., 2004]. In addition to tracing the history of
galaxies, old stellar populations are relatively better understood than young ones: the HRDs of
GCs are well understood and accounted for by models (with some exceptions concerning horizontal
branch morphology), and the spectra of the types of stars found in GCs, for the most part, can
be modelled using relatively standard techniques. While the results from these old populations
in external galaxies are useful, to get a broader and fuller picture of the star formation history
of these galaxies we need to extend this analysis to younger extragalactic populations. The
combination of studies involving GCs and younger stellar populations allows us to observe the
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chemical evolution of galaxies through a much larger window in time.
Methods to study younger stellar populations, other than H II regions, include the analysis
of evolved massive stars, blue [Kudritzki et al., 2008] and red [Davies et al., 2010] supergiants.
Studies of blue supergiants (BSGs) have shown excellent agreement with H II region measurements
[Kudritzki et al., 2012, 2014]. In addition, this method was successfully used in the first direct
determination of a stellar metallicity in NGC 4258, a spiral galaxy approximately 8.0 Mpc away
[Kudritzki et al., 2013]. Similar results have been found when studying red supergiants (RSGs).
The galactic and extragalactic metallicities obtained through the use of RSGs agree quite well
with measurements from BSGs of young star clusters [Gazak et al., 2014] and are consistent with
other studies of young stars within their respective galaxies [Davies et al., 2015].
In the last couple of decades significant populations of Young Massive Clusters (YMCs) have
been identified in several external galaxies with on-going star formation [Larsen & Richtler, 1999;
Larsen, 2004]. YMCs are defined as young stellar clusters of ages < 100 Myr and stellar masses
of > 104 M§ [Portegies Zwart et al., 2010]. Just like GCs, YMCs have increasingly been used
as tracers of star formation, as they are considered the progenitors of GC populations [Zepf &
Ashman, 1993] and are found in regions with high star formation rates [Schweizer & Seitzer, 1998;
Whitmore & Schweizer, 1995].
In an e ort to continue exploring the chemical signatures of young stellar populations, Larsen
et al. [2006] and Larsen et al. [2008] have measured metallicities and [–/Fe] abundance ratios
of single YMCs in NGC6946 and NGC1569. Both studies found super-solar [–/Fe] ratios and
metallicities of [Fe/H] ≥ ≠0.45 dex for NGC6946-1147 and [Fe/H]≥ ≠0.63 dex for NGC1569-B.
Colucci et al. [2012] also studied several young clusters in the Large Magellanic Cloud (LMC).
They measured metallicities, –, Fe-peak and heavy element abundances for three young star
clusters < 500 Myr using integrated-light analysis. Colucci et al. also studied three GCs and two
intermediate-age clusters in the same galaxy. This star cluster sample allowed them to detect an
evolution pattern in [–/Fe] ratio with [Fe/H] and age, where younger star clusters were observed
to have higher metallicities (≠0.57<[Fe/H]<+0.03 dex).
Most of the progress in the study of these young stellar populations, including many of the
methods mentioned above, has focused on the Near-Infrared (NIR) part of the spectrum. Accord-
ing to Origlia & Oliva [2000], the NIR stellar continuum at relatively young ages ( ≥10 Myr) is
entirely dominated by the flux from RSGs. This has allowed a type of analysis where the spectrum
of a YMC is approximated as that of a single RSG, and analysed as such. The scene changes
when studying these populations at optical wavelengths, because the integrated-light spectrum
of a YMC then cannot be approximated by that of a single RSG. In order to account for line
blending in this wavelength regime, one needs to integrate full spectral synthesis techniques and
account for every single evolutionary stage present in the cluster. With the aim to continue ex-
ploring this new territory we perform a detailed chemical study on two YMCs, primarily focusing
on the optical part of the spectrum.
In this paper we present detailed analysis of two YMCs, NGC1313-379 and NGC1705-1. We
study their chemical composition through the analysis of intermediate-resolution integrated-light
observations. Using the same method and software developed by L12, we derive metallicities
and detailed stellar abundances for both objects. For the first time we obtain abundances of –
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Figure 1.1: Left panel: Colour-composite image observed with the ESO Danish 1.54-metre tele-
scope located at La Silla, Chile. The white circle shows the location of the YMC
NGC1313-379. Image credit: Larsen [1999]; Right panel: Colour-composite image ob-
served with the Wide Field Planetary Camera 2 on board the Hubble Space Telescope.
YMC NGC1705-1 is shown in the black circle. Image Credit: NASA, ESA, and The
Hubble Heritage Team (STScI/AURA).
(Mg, Ca, Ti) and Fe-peak (Sc, Cr, Mn, Ni) elements of stellar populations in both NGC1313 and
NGC1705. In Section 1.2 we provide a description of the target selection, science observations
and data reduction. In Section 2.3 we explain the analysis method, including the atmospheric
modelling, creation of the synthetic spectra, wavelength range and clean line selection, and provide
a brief description of the main properties of the individual YMCs. Section 2.4 describes the main
results of this work, and in Section 1.5 we discuss the implication of our measurements and
compare them with chemical abundance studies for stars in the MW, M31 and the LMC. Finally
in Section 1.6 we list our concluding remarks.
1.2 Observations and data reduction
1.2.1 Instrument, target selection and science observations
The work described here is based on data taken with the X-Shooter single target spectrograph
mounted on the VLT, Cerro Paranal, Chile [Vernet, 2011]. The instrument is capable of covering
a spectral range which includes UV-Blue (UVB), at 3000-5600 Å, Visible (VIS), at 5500-10200 Å,
and Near-IR (NIR), at 10200-24800 Å. A three-arm system is used to observe in all three bands
simultaneously at intermediate resolutions (R=3000-17000) depending on the configuration of
the instrument. X-Shooter provided the wavelength coverage and spectral resolution required for
our science goals. Slit widths of 1.0”, 0.9”, and 0.9” were used in order to obtain resolutions
of R ≥ 5100, 8800, and 5100 with pixel scales of approximately 0.1 Å/pix, 0.1 Å/pix, and 0.5
Å/pix for the UVB, VIS, and NIR arms, respectively. Data were collected in November 2009 as
part of guaranteed time observation (GTO) program 084.B-0468A. The program was executed in
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Table 1.1: X-Shooter Observations
Cluster RA DEC texp (s) S/N ( pix≠1)
(J2000) (J2000) UVB VIS NIR UVB VIS NIR
NGC1313-379 49.449038 -66.50474 3120.0 3080.0 3240.0 46.3 39.5 9.5
NGC1705-1 73.55701 -53.36046 600.0 580.0 600.0 144.4 108.2 39.6
standard nodding mode with an ABBA sequence. Telluric standard stars were taken as part of the
GTO program and flux standards were observed through the ESO X-Shooter calibration program
and collected from the archive as part of the reduction process. Details of the telluric and flux
calibration can be found in the following section. Table 2.1 lists the cluster names, coordinates,
exposure times and signal-to-noise (SNR) values for each arm. The SNR estimates were obtained
by analysing the wavelength ranges of 4550-4750 Å, 7350-7500 Å, and 10400-10600 Å for UVB,
VIS and NIR arm respectively.
The targets in program 084.B-0468A are primarily YMCs in NGC1313 and one in NGC1705, and
were selected from a cluster compilation presented by Larsen [2004]. A special e ort was made
to select YMCs that were isolated and free of contamination from neighbouring objects. Both
YMCs studied in this work, along with their host galaxies, are shown in Figure 1.1.
1.2.2 Data reduction
Basic data reduction was performed using the public release of the X-Shooter pipeline v2.5.2 and
the ESO Recipe Execution Tool (EsoRex) v3.11.1. EsoRex allowed for flexible and tailored use
of the standard steps up to the production of the two-dimensional (2D) corrected frames. The
basic data reduction included bias (for UVB and VIS) and dark (NIR) corrections, flat-fielding,
wavelength calibration and sky subtraction. The UVB and VIS science and flux standard frames
were reduced using the nodding pipeline recipe (xsh_scired_slit_nod). The NIR exposures were
reduced using the o set pipeline recipe (xsh_scired_slit_o set) due to sky background variations
during the individual frames. This approach improved the quality of the products and allowed
for a better background subtraction.
The spectral extraction was done using the IDL routines developed by Chen [2014] and
Gonneau [2016]. These routines are based on the optimal extraction algorithm described in
Horne [1986]. The IDL code creates a normalised and smoothed (mean for UVB/VIS and median
for NIR) spatial profile, which is then used alongside an improved version of the bad pixel mask
to correct and extract the spectra. After the extraction, the individual orders are combined using
a variance-weighted average of each overlapping region.
The flux calibration was done using flux standard star observations taken as part of the ESO
X-Shooter calibration program. Three di erent spectrophotometric standards were observed close
in time to the science observations, BD+17, GD153, and Feige 110. The observations were made
using the 5.0” wide slit in o set mode. In order to flux calibrate the science exposures, we created
response curves for each of the science frames using the pipeline recipe xsh_respon_slit_o set.
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O set data reduced in such a mode often provide poor sky corrected products for the NIR frames.
For those NIR standard flux observations the pipeline recipe xsh_respon_slit_stare was used in-
stead. This recipe fits the sky on the frame itself, and allows for a better sky correction. All
response curves were corrected for exposure time and atmospheric extinction, and were created
using the same set of master bias, and master flat field frames as the ones used in their correspond-
ing science exposure. The latter was done in order to correct for the flat-field features varying
in time and that remain present in the normalised flat-field images. After some examination of
the response curves we determined that the best and most stable response curve was obtained
by using the Feige 110 observations. The criteria for this selection included the rejection of those
response curves displaying features or bumps unrelated to the instrument itself. Based on this
requirement, Feige 110 was then chosen as the spectrophotometric standard to calibrate all of our
science data.
A new response curve was created for each science spectrum. These response curves were used
to flux calibrate the science exposures using the following formula:
Fcal(⁄) =
FADU(⁄) Rcur(⁄) G 10(
2
5Ec(⁄)Am)
ET
(1.1)
In the expression above, FADU is the extracted science spectrum, Rcur is the derived response
curve, G is the gain of the instrument (e-/ADU) for the corresponding arm, Ec is the atmospheric
extinction, Am is the airmass, and ET is the total exposure time. We note that the slit used
when observing the flux standard stars is wider than the one used for the science observations.
Chen [2014] pointed out that targets without wide-slit flux correction, requiring a wide-slit sci-
ence exposure, may lose flux especially in the UVB arm. We visually inspected the calibrated
observations and found a good flux agreement between the di erent arms, we did not observe any
obvious flux losses in the UVB exposures (see Figure 1.2 for an example). We point out that in
the observations for NGC1313-379 we see a strong dichroic feature in the VIS arm, below 5700 Å
(Figure 1.2, top panel). As noted by Chen [2014], these features tend to appear at di erent posi-
tions in the extracted 1D data making it di cult to completely remove from the final calibrated
spectra. In this case, we have excluded the a ected region from our analysis.
29
C
hapter
1
:C
hem
ical
abundances
of
tw
o
extragalactic
young
m
assive
clusters
Figure 1.2: Example of fully calibrated X-Shooter exposures of NGC1313-379 (top) and NGC1705-1 (bottom). For the benefit of visualisation
we partially omitted the noisy edges. We note that a strong diachronic feature is present in the VIS arm below 5700 Å in the
observations for NGC1313-379. See text for more details.
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Figure 1.3: Sections of the spectra from each of the YMCs analysed in this work. The spectra are
normalised to an average continuum level of 1.0, and a constant o set has been added
for the benefit of visualisation.
Ground-based spectroscopic observations are subject to atmospheric contamination. Telluric
absorption features are created by the Earth’s atmosphere. These absorption bands, which are
mainly generated by water vapor, methane and molecular oxygen, strongly a ect the VIS and
NIR exposures. We made use of the routines and telluric library created by the X-Shooter
Spectral Library (XSL) team to correct for this contamination. For the VIS processing Chen
[2014] developed a method based on Principal Component Analysis (PCA) which reconstructs
and removes the strongest telluric absorptions. The Chen method depends on a carefully designed
telluric library containing 152 spectra. The NIR telluric correction was done using routines written
by Gonneau [2016]. The NIR routines make use of a telluric transmission spectra library known
as the Cerro Paranal Advanced Sky Model. The telluric correction for NIR data is done by
identifying the best telluric model through PCA and performing a ‰2 minimisation to obtain a
template of the telluric components included in the science observation. In Figure 1.3 we show a
section of the calibrated products for each of the YMCs analysed in this work.
1.3 Abundance Analysis
We use the L12 approach for analysing integrated-light observations to obtain detailed abun-
dances, designed and tested on high-dispersion spectra of globular clusters in the Fornax dwarf
galaxy. The basic method has been described in detail in Larsen et al. [2012] and Larsen et al.
[2014]. Briefly, a series of high-spectral-resolution SSP models are created which include every
evolutionary stage present in the star cluster. As a first step we compute atmospheric models
using ATLAS9 [Kurucz, 1970] for stars with Te  > 3500 K and MARCS [B. et al., 2008] for
stars with Te  <3500 K. We opt for using two di erent sets of models as each is optimised for
di erent temperature ranges. As part of this initial step we specify the stellar abundances for the
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whole cluster. These atmospheric models are then used to create synthetic spectra with SYNTHE
[Kurucz & Furenlid, 1979; Kurucz & Avrett, 1981] for ATLAS9 models and TURBOSPECTRUM
[Plez, 2012] for MARCS models. Individual spectra are generated for each of the stars in the
cluster and then co-added to produce a synthetic integrated-light spectrum. Before comparing
the model spectrum to the science observations, the synthetic data is smoothed to match the res-
olution of the observations in question. A direct comparison is made between the model spectrum
and the science observations, and the process is repeated modifying the abundances accordingly
until the best model is determined through the minimisation of ‰2. The current software allows
for an overall scaling of all abundances relative to Solar composition [Grevesse & Sauval, 1998].
This relative scaling parameter is a good approximation to the overall metallicity [m/H] for each
of the systems.
1.3.1 ATLAS9 and MARCS models
ATLAS9 is a local thermodynamic equilibrium (LTE) one-dimensional (1-D) plane-parallel at-
mosphere modelling code created and maintained by Robert Kurucz. In order to reduce the
computational time, ATLAS9 uses opacity distribution functions (ODFs) when calculating line
opacities. New lists of pretabulated line opacities as a function of temperature and gas pressure
for a given wavelength have been created and made available to users for both solar-scaled and
–-enhanced abundances [Castelli & Kurucz, 2003]. The calculations presented in this work are
based on these new ODFs with solar-scaled abundances. For the synthetic spectral computation
of ATLAS9 models we use SYNTHE with atomic and molecular linelists found at the Castelli
website 1. These lists were originally compiled by Kurucz [1990] and later updated by Castelli &
Hubrig [2004]. We make use of the Linux versions of ATLAS9 and SYNTHE, and compile the
software using Intel Fortran Compiler 12.0.
The MARCS models have been developed and focused primarily on constructing late-type model
atmospheres [B. et al., 2008]. The atmospheric models are LTE 1D plane-parallel or spherical. In
contrast to ODFs (as used by ATLAS9), MARCS uses opacity sampling (OS), which treats the
absorption at each monochromatic wavelength point in full detail, requiring a large number of
wavelength points (105). For this work we use precomputed atmospheric models obtained from
the MARCS website 2. Further details of the atomic and molecular spectral line data used in the
creation of these models are given by B. et al. [2008].
We note that our analysis is entirely based on LTE modelling and we do not apply any
corrections for possible non-LTE (NLTE) e ects. As pointed out in Larsen et al. [2014] such
NLTE corrections are complicated for any integrated-light studies. Adjustments for NLTE e ects
depend on the individual star’s log g, Te  and metallicity. Bergemann et al. [2012] estimate
corrections (in the J band) for RSGs with metallicities of [Fe/H] > ≠3.5 to be on the order of
< 0.1 dex. For some –-elements, such as Mg I, NLTE RSG corrections are higher, varying between
≠0.4 and ≠0.1 dex [Bergemann et al., 2015]. NLTE line formation might introduce uncertainties
that we cannot quantify in this work, however we are aware that this limitation is common in
integrated-light studies of star clusters.
1http://wwwuser.oats.inaf.it/castelli/
2http://marcs.astro.uu.se
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Table 1.2: Young Massive Cluster Properties
Cluster Distancea log(age) Metallicity Massb MTO MGiants
[Mpc] [Z] [M§] [M§] [M§]
NGC1313-379 4.1 7.74c 0.004 2.8◊ 105 6.38 6.50
NGC1705-1 5.1 7.10d 0.008 9.2◊ 105 15.34 15.58
a NASA/IPAC Extragalactic Database (NED), b Larsen et al. [2011], c Larsen [1999],
d Vazquez et al. [2004]
1.3.2 Stellar parameters
In order to create or select an atmospheric model, we first generate a HRD, covering every
evolutionary stage present, for each of the YMCs studied in this work. Both clusters discussed in
this paper have published CMDs available from HST observations.
However, the observations only cover the most luminous stars in the clusters, mainly those
brighter than the main sequence turn-o . Due to this incompleteness we use the CMDs to estimate
the stellar parameters of the brightest stars, constraining the location of the red/blue supergiants
on the HRD and obtaining a scaling of the total number of stars within the cluster (see Figure
1.4).
We use the calibrated CMDs from Larsen et al. [2011] and convert the ACS instrumental
magnitudes to standard Johnson-Cousins V and I magnitudes using the synthetic photometry
package PySynphot. We derive the Te  and bolometric corrections from the V-I colours using
the Kurucz colour-Te  transformations. Kurucz colour tables have lower (≥ ≠0.32) and upper
(≥ +2.80) limits in V ≠ I, therefore any stars in the empirical data with V ≠ I values outside
these limits are excluded from the analysis. For a discussion on systematic uncertainties arising
from the Te  obtained through the V-I colours, we refer to Section 1.4.1.
The surface gravities, log g, are estimated using the simple relation described in equation (1)
of L12. For individual stars in the empirical data two di erent masses are assumed. Stars at
the main sequence (MS) turn-o  (TO) point or below are assigned the MS TO mass (MTO) for
a population of that particular age. For stars above the TO point we use the average mass of
the population of giants (MGiants). Table 2.2 lists the di erent assigned masses for the individual
clusters.
For stars below the detection limit we use theoretical models to obtain the physical parameters.
We use PARSEC theoretical isochrones from Bressan [2012] and assume an IMF following a power
law, dN/dM ÃM≠–. We adopt a Salpeter [1955] IMF with an exponent of – = 2.35 and a lower
mass limit of 0.4M§. The total number of stars present in the clusters is estimated using the
supergiants from the empirical CMD as a scaling factor for the stellar population. We define as a
supergiant any objects with values of log g Æ 1.0. First, a population of 100,000 stars is generated
using the theoretical isochrone with a Salpeter exponent. The supergiant ratio of empirical to
isochrone stars is then used as a scaling element, Scmd/iso. The final number of stars (dN) for a
specific stellar type is defined using the following relation
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dN = 105 Scmd/iso dM M– (1.2)
In addition to the physical parameters mentioned above, we also account for the microturbulent
velocity, ‹t, defined as the non-thermal component of the gas velocity in the region of spectral
line formation at small scales [Cantiello, 2009]. As described by L12 we fit for the overall scaling
abundance and the microturbulence parameters simultaneously for one of our young clusters,
NGC1313-379. Currently, the code fits for a single microturbulent velocity which is then applied
to all of the stars in the cluster. This test is done on 200 Å bins covering UVB and VIS/Optical
wavelengths, 4000-5200 Å and 6100-9000 Å, respectively. We find a poorly constrained mean
microturbulence of È‹tÍ = 3 km s≠1 with large bin-to-bin dispersion of ‡(‹t) = 1.25 km s≠1.
This value is comparable to an average microturbulence È‹tÍ = 2.8 km s≠1 observed in individual
RSGs in the SMC [Davies et al., 2015], and È‹tÍ = 3.3 km s≠1 measured in RSGs in the LMC
[Gazak et al., 2014]. However, after performing several tests adjusting the microturbulence values
between ‹t = 2 km s≠1 and ‹t = 3 km s≠1 for stars with Te  < 6000 K, we notice that the
scatter in the overall metallicity measurements is reduced when using a microturbulence value of
‹t = 2 km s≠1 for both NGC1313-379 and NGC1705-1. This value is comparable to what Lardo
et al. [2015] measured for three Super Star Clusters in NGC4038. Additionally, previous studies
have shown that microturbulence is correlated to Te  [Lyubimkov, 2004] and anticorrelated to
log g. The multiple microturbulence values seen in di erent stellar types mean that using a single
value for the whole stellar population is an oversimplification. Instead, we assign microturbulence
values as follows: ‹t = 2.0 km s≠1 for stars with Te  < 6000 K, ‹t = 4.0 km s≠1 for stars with
6000 < Te  < 22000 K [Lyubimkov, 2004] and ‹t = 8.0 km s≠1 for stars with Te  > 22000 K
[Lyubimkov, 2004]. We note that microturbulence for fainter MS stars is observed to be lower
than the values we assign as part of this study. One example is the Sun, where studies measure
microturbulence values of ‹t ≥ 1.0 km s≠1 [Pavlenko et al., 2012]. However, we note that the
contribution of these types of stars to the total integrated light is relatively small.
1.3.3 Matching the resolution of the observations
The model spectra are created at high resolution, R = 500, 000, and then degraded to match the
X-Shooter observations. The current code o ers the option of estimating the best-fitting Gaussian
dispersion value (‡sm) to be used in the smoothing of the model. We fit each spectrum in 200
Å bins, allowing the ‡sm and [m/H] to vary. This provides us with the best ‡sm and overall
metallicities to be used in the selection of the isochrone. In Figure 1.5 we show our best ‡sm
for NGC1313-379 as a function of wavelength for both the UVB and VIS arm. This ‡sm value
accounts mainly for the finite instrumental resolution and internal velocity dispersions in the
cluster, and to a lesser degree for the stellar rotation and macroturbulence. The latter component
is a spectral line broadening caused by convection in the outer layers of individual stars and does
not follow a Gaussian profile. We note that in certain cases, macroturbulence has been measured
to be significant with values around ≥ 10 km s≠1 [Gray & Toner, 1987], comparable to the velocity
dispersions in the clusters themselves.
Since X-Shooter collects data through a multi-arm system, we estimate di erent ‡sm values
for each of the arms. Chen [2014] found that the X-Shooter resolution varies with wavelengths in
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Figure 1.4: CMDs used in order to estimate the stellar parameters for model atmosphere and
synthetic integrated-light spectra. Filled circles, represent the colours extracted from
theoretical isochrones for metallicities Z=0.004 and Z=0.008, and ages of 56 Myr
and 12 Myr for NGC1313-379 and NGC1705-1, respectively. Empty circles show the
empirical CMDs from Larsen et al. [2011]. In the Isochrone-Only method we use both,
red and black filled circles. For the CMD+Isochrone method we instead use the empty
circles and the black filled circles.
35
Chapter 1 : Chemical abundances of two extragalactic young massive clusters
Figure 1.5: Measured ‡sm in km s≠1 as a function of wavelength for NGC1313-379. Top panel
shows the ‡sm obtained in the UVB arm along with a first-order polynomial fit.
Bottom panel presents the ‡sm calculated in the VIS arm with the mean ‡sm indicated
by a black line.
the UVB arm, and remains constant in the VIS arm. After fitting for the best ‡sm we also see
that the resolution in the UVB arm has a stronger dependance on wavelength than the VIS arm
(See Figure 1.5). In their study, Chen [2014] used the 0.5" slit for the UVB and 0.7" for the VIS
arm. Given that our X-Shooter observations use a di erent instrument configuration, a direct
resolution comparison with Chen [2014] is not possible. Assuming that the resolution in the VIS
arm does not vary with wavelength, and that the resolving power represents a Gaussian full width
at half maximum (FWHM), the instrumental resolution for the configuration used (R=8,8003)
corresponds to ‡inst = 14.47 km s≠1. The line-of-sight velocity dispersions for the individual
clusters are estimated using the best-fitting Gaussian dispersion found for the VIS arm only.
1.3.4 Clean lines
One of the main challenges in the analysis of integrated-light spectroscopy for detailed abundances
is the degree of blending of spectral features. The L12 technique has previously been applied to
high-resolution observations of (mainly metal-poor) GCs. The resolution of our data imposes ad-
ditional challenges as intermediate-resolution observations are more strongly a ected by blending.
3https://www.eso.org/sci/facilities/paranal/instruments/xshooter/inst.html
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In general, younger star clusters have higher metallicities, which in turn means higher degree of
blending.
To be able to utilise the L12 method on the X-Shooter data sets, we create optimised wave-
length windows tailored for each element. These windows are defined and selected in an attempt
to ameliorate the e ects of strong blending in regions where element lines overlap with lines of a
di erent species.
We generate a stellar model with physical parameters similar to those determined for Arcturus
by Ramírez & Allende Prieto [2011]: Te  = 4286K, log g = 1.66, and R = 25.4R§. The
model is used to produce two sets of high-resolution (R=47,000) synthetic spectra. The first
synthetic spectrum excludes any lines of the element in question, for example, Fe. The second
spectrum includes only lines of the element under study. A Python script compares the two
spectra and highlights, in this example, Fe lines that are not blended with other elements. For
pre-selection/exclusion we enforce the following criteria:
• The depth of the element line must have a maximum flux of 0.85 (from a normalised spec-
trum);
• Any lines of the same element found within ± 0.25Å from the line in question are excluded;
and
• Any lines where the flux in the black spectrum (from Figure 1.6, top subplot) is lower than
0.90 (from a normalised spectrum) within ± 0.25Å from the line in question are excluded.
An example of this preselection is shown in Figure 1.6, where the spectrum in red belongs
to the synthetic spectrum with only Fe lines, compared to the spectrum in black, which includes
every element line except Fe. Marked with vertical lines are those species considered clean and
una ected by blending. Once the code preselects clean lines based on the criteria described above,
we then visually inspect the highlighted lines and define wavelength windows that include these
clean elements. This procedure is repeated for every element included in this work. We point
out that for Fe and Ti these windows are broader and cover more than one element line (see
Tables 1.7 and 1.8). These specific windows are chosen due to the large number of Fe and Ti
lines found throughout the spectral range, but are selected using our clean-line technique in an
e ort to include as many lines as possible. As expected for such broad windows, these include
several blended lines.
Stars cooler than Arcturus (Te  < 4200K) are strongly a ected by TiO bands. We remark
that the window selection described above is based on model spectra of Arcturus and is focused on
atomic lines. In general this selection does not exclude regions where TiO blanketing is present,
however these molecular lines are included in our standard synthesis line lists. Furthermore, the
strength of these bands is highly sensitive to metallicity; higher metallicity leads to stronger TiO
absorption [Davies et al., 2013]. To test how sensitive our abundance measurements are to these
TiO bands, we estimate the abundances with and without TiO line lists. We find di erences in
the measured abundances of < 0.03 dex further confirming that the impact of TiO blanketing is
small at this metallicity.
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Figure 1.6: Arcturus synthetic spectra used in the selection of wavelength bins to exclude strong,
blended lines. In red the synthetic Arcturus spectrum including only Fe lines. In black
the model Arcturus spectra including all line species, except Fe. Top: High-resolution
model, R=47,000. Bottom: Low-resolution model, similar to the resolution o ered by
X-Shooter, R = 8,800, shown just for comparison. The line selection was done using
the high-resolution models.
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1.3.5 Individual clusters
NGC1313-379
NGC1313-379 is a YMC with an approximate age of 56 Myrs and a mass of 2.8◊ 105M§ [Larsen
et al., 2011]. From spectroscopy of H II regions, Walsh & Roy [1997] found an oxygen abundance
of 12 +log O/H = 8.4 for NGC1313, which is similar to the oxygen abundance for young stellar
populations and H II regions in the LMC [Russell & Dopita, 1992]. The H II region abundances
in NGC1313 show no significant radial gradient across the disk. The analysis for this YMC is first
done combining the HST CMDs and theoretical isochrones as described above. For those stars
below the detection limit we initially use an isochrone of log(age)=7.75 and metallicity Z=0.007.
With this combination of CMD+Isochrone we measure an overall metallicity of [m/H] ≥ ≠0.6
dex. For our final analysis we combine the HST CMD with an isochrone of log(age)=7.75 and
metallicity Z=0.004.
In order to test the sensitivity of our results to the CMD+Isochrone method, we repeat the
analysis using only the isochrone to set up the stellar parameters (from now on we refer to it as
Isochrone-Only method). When comparing the abundances obtained with the CMD+Isochrone
method to the ones calculated with the Isochrone-Only method, using an isochrone log(age)=7.75
and Z=0.004 for both procedures, we find that the di erences are Æ0.1 dex. More details on the
di erences on individual abundances obtained using the two di erent methods and the uncertain-
ties that might be introduced by each of them are discussed and displayed in Section 1.4.2 and
Table 1.4.
The best-fitting Gaussian dispersion for the smoothing of the VIS synthetic spectra is ‡sm =
15.5 ± 1.5 km s≠1. Subtracting the instrumental broadening in quadrature, we find a line-of-sight
velocity dispersion for the cluster of ‡1D = 5.4 ± 4.2 km s≠1.
NGC1705-1
A mass of 9.2◊ 105 M§ [Larsen et al., 2011] and an age of 12 Myr [Vazquez et al., 2004] makes
this the younger and more massive YMC in this study. H II regions in NGC1705 have been found
to have a metallicity similar to the young stellar component in the SMC [Lee & Skillman, 2004].
As a first test we take the CMD from Larsen et al. [2011] as published, and combine it with an
isochrone of log(age)=7.1 and metallicity Z=0.008. The age and metallicity of the isochrone used
in the initial trial are chosen based on the CMD simulation parameters assumed in Larsen et al.
[2011]. We measure the overall metallicity of the cluster using 200 Å bins (as described in Section
2.3.2) and find a rather strong trend with wavelength. This same trend is also observed in our
measurements of Ti. Larsen et al. [2011] points out that the simulated CMD for this specific YMC
was a poor match to the HST observations. An additional mention is made regarding the observed
colours of the red supergiant stars, which tend to be redder in the observations of NGC1705-1
than predicted by the models. Larsen et al. [2011] used Padua isochrones [Bertelli et al., 2009],
but the overall metallicity trend observed in this work and the mismatch between model and
HST observations in Larsen et al. [2011] can be understood as further confirmation of previously
known issues found in canonical stellar isochrones (see Larsen et al. 2011 and Davies et al. 2013
for a detailed discussion). Due to the metallicity trends observed when using CMD+Isochrone,
39
Chapter 1 : Chemical abundances of two extragalactic young massive clusters
we opt for proceeding with an analysis where all the stellar parameters are extracted from the
theoretical isochrone alone.
Our first estimate gives an overall metallicity of [m/H] ≥ ≠0.78 dex. This metallicity is
substantially lower than the isochrone used (Z=0.008 or [m/H] = ≠0.28). To preserve self-
consistency, we change the isochrone metallicity to Z = 0.004. This second estimate is consistent
with the initially inferred metallicity; however, after visually inspecting the individual fits we
realise that the best model spectra generated using the lower metallicity isochrone (Z=0.004) do
not match the observations as well as the higher-metallicity isochrone (Z=0.008); see Figure 1.7
for a comparison of the best model spectra obtained with the di erent metallicity isochrones. In
addition, we obtain a lower reduced-‰2 with the higher-metallicity isochrone. These di erences in
the results appear to be arising from the e ective temperature (Te ) distribution in the di erent
theoretical isochrones. In Figure 1.8 we show the distribution of weights as a function of Te  for
the empirical data (CMD - left plot), isochrone Z= 0.008 (middle plot), and isochrone Z=0.004
(right plot). We define the weight of the di erent types of stars as
w = nstar R2star (1.3)
where nstar is the total number of stars for the corresponding temperature, and Rstar is the radius
of the star. From this comparison we can see that the weight in the empirical CMD peaks at ≥
3700 K, similar to what is observed in the high-metallicity isochrone (Z=0.008). On the other
hand, for the lower-metallicity isochrone (Z=0.004), the weight distribution reaches a maximum
at temperatures around ≥ 4000 K. This comparison shows that the temperature distribution in
the higher metallicity isochrone best represents the distribution of temperatures observed in the
CMD. This di erence in temperature distributions could also be the cause of the discrepancies
observed in the best model spectra shown in Figure 1.7. The final analysis is done using the
Isochrone-Only method, extracting the stellar parameters from the isochrone with log(age)=7.1
and Z=0.008.
We find a best-fitting smoothing of ‡sm = 16.7 ± 1.7 km s≠1, and a line-of-sight velocity
dispersion of about ‡1D = 8.3 ± 3.4 km s≠1, slightly higher than what is estimated for NGC1313-
379 but expected as NGC1705-1 is more massive. For this YMC, Ho & Filippenko [1996] found
a line-of-sight stellar velocity dispersion of ‡1D = 11.4 ± 1.5 km s≠1, consistent within the errors
of our measured velocity dispersion.
1.4 Results
We measure a number of individual elements from the YMC spectra starting with those having
the highest number of lines. As a first step, we fit for the smoothing parameter and overall
metallicity factor, [m/H], scanning the whole wavelength range 200 Å at a time. The continua
of the model and observed spectra are matched using a cubic spline with three knots. The
overall metallicity values estimated for the 4000-4200 Å and 4200-4400 Å bins are consistently
lower than the rest of the bins with di erences of Æ0.4 dex. This behaviour is true for both
YMCs. We suspect that this is caused by heavy blending (due to higher-metallicities than those
observed in GCs) at these young ages. Given the broad wavelength coverage that we have available
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Figure 1.7: Top: Best model spectra for YMCs NGC1705-1 using an isochrone of log(t)=7.75
and Z=0.008. Bottom: Best model spectra for the same YMCs as above using an
isochrone of log(t)=7.75 and Z=0.004. The black curve represents the X-Shooter
science observations and red points show the best model spectra.
Figure 1.8: Weight distribution as a function of Te  for NGC1705-1. Left panel: stellar parameters
extracted from the empirical CMD, with a peak around ≥3700 K. Middle panel: stellar
parameters obtained from the theoretical isochrone for log(age)=7.1 and Z=0.008, the
distribution peaks at ≥3700 K. Right panel: stellar parameters extracted from the
theoretical isochrone for log(age)=7.1 and Z=0.004, the peak is located at ≥4000 K.
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with X-Shooter, the exclusion of these problematic bins does not impact our analysis. We then
proceed keeping the overall scaling and the smoothing parameters fixed. Fe is the first element we
measure since this element has the largest number of lines populating the spectra, followed by Ti
and Ca. Using the tailored wavelength windows described in Section 1.3.4, we obtain individual
abundance measurements for NGC1313-379 and NGC1705-1, which we list in Tables 1.7 and 1.8,
respectively. Individual elements, wavelength bins, best-fit abundances and their corresponding
1-‡ uncertainties calculated from the ‰2 fit are shown in these tables. We use a cubic spline with
three knots to match the continua of the model and observed spectra for those windows Ø 100
Å. For bins narrower than 100 Å we use a first-order polynomial instead.
We present in Table 1.3 weighted average abundances, their corresponding errors (‡w) and the
number of bins (N) for both NGC1313-379 and NGC1705-1 using the Isochrone-Only method.
The weighted errors are computed as
‡w =
Û
1q
wi
(1.4)
where the individual weights, wi, are estimated by wi = 1/‡2i , and ‡i are the 1-‡ uncertainties
listed in Tables 1.7 and 1.8. The standard deviation, ‡STD, appears to be more representative of
the actual measurement uncertainties. We see that the scatter in the individual measurements is
larger than the formal errors based on the ‰2 analysis. For this we turn the ‡STD into errors on
the mean abundances by accounting for the number of individual measurements (N);
‡err =
‡STDÔ
N ≠ 1 (1.5)
We proceed quoting ‡err as the measurement error when applicable. Additionally, we include this
error estimate in Table 1.3. Figures 1.11, 1.12, and 1.13 show the best model fits for both YMCs.
1.4.1 Systematic uncertainties in Te 
Davies et al. [2013] find that specifically for RSGs, estimating the Te  with a combination of
their V-I colours and model atmosphere colour-Te  transformations can lead to substantially
underestimated temperature values. In their work Davies et al. study the RSG population in
both the LMC and SMC and show that the discrepancies between Te  estimated from the VRI
spectral region and those obtained from the IJHK regions arise from the complexity of the TiO
bands dominating the optical part of the the RSG spectrum.
To evaluate the systematic uncertainties originating from the RSG colour-Te  transformation,
we take the CMD+ISO parameters of NGC1313-379 and manually assign a Te  = 4150 K to all
supergiants in the cluster. This temperature was chosen based on the results of Davies et al.,
where all RSGs in both Magellanic Clouds have a uniform temperature of Te  = 4150 K. Here
we define supergiant as any object with log g Æ 1.0. This change in the input stellar parameters
decreases the measured [Fe/H] only by ≥0.04 dex. We note that the mean Te  estimated from
the colour-Te  transformation for NGC1313-379 is Te  ≥ 4300 K, only 150 K higher than that
from Davies et al..
We perform the same exercise on NGC1705-1, manually modifying the Te  of all supergiants
in the input file. In contrast to the decrease observed in NGC1313-379, we measure a slightly
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Figure 1.9: H– emission lines in NGC1313-379 (top) and NGC1705-1 (bottom). In black we show
the X-Shooter observations, and in red we display the model spectra.
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Figure 1.10: Example synthesis fits of an Fe I line in our X-Shooter spectra of NGC1313-379 (top)
and NGC1705-1. Empty black circles are the X-Shooter observations. Blue curve
shows the best abundance. Red dashed curves show the e ect of varying the element
in question by ±0.5 dex.
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Figure 1.11: Example synthesis fits for NGC1313-379 (top) and NGC1705-1 (bottom). Empty
black circles correspond to the X-Shooter observations, while the filled red circles are
the best-fitting model spectra.
higher metallicity (0.04 dex) for NGC1705-1, [Fe/H] ≥ ≠0.74. We point out that the original
mean Te  of the supergiants in NGC1705-1 is Te  ≥ 3800 K.
1.4.2 Sensitivity to input isochrone properties
The analysis of the two YMCs presented in this paper relies heavily on the use of theoretical
isochrones. The selection of such models is based on assumptions in the age and metallicity of
the clusters, mainly values found in the literature. Due to this intrinsic dependence on the age
and metallicity of the clusters, we consider the uncertainties involved in the selection of a single
isochrone. To explore these uncertainties, we repeat the analysis done on both YMCs and the
results are as follows.
NGC1313-379
We recalculate the abundances using di erent choices of isochrones, varying the age and metallicity
and the method selection (CMD+Isochrone and Isochrone-Only). In Table 1.4 we present the
results of this parameter study. For NGC1313-379 we find that the di erences in the abundances
obtained when using CMD+Isochrone and Isochrone-Only methods have a minor e ect on most
abundances, on the order of . 0.1 dex, with the exception of [Sc/Fe]. It is important to note that
the measurements for this element are based on a single wavelength bin, which makes it di cult
to assess the true uncertainties.
When the isochrone age is changed by 25 Myrs, using the Isochrone-Only method as a test case,
the Fe abundance changes by less than 0.1 dex. Regarding the individual element abundances, we
see that the sensitivity of –-element abundances to age variations are on the order of 0.1 dex as
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Figure 1.12: Example synthesis fits for NGC1313-379. Empty black circles belong to the X-
Shooter observations. Blue curve shows the best abundance for the element specified
in the subplots. Red dashed curve shows the e ect of varying the element in question
by ±0.5 dex.
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Figure 1.13: Example synthesis fits for NGC1705-1. Empty black circles belong to the X-Shooter
observations. Blue curve shows the best abundance for the element specified in the
subplots. Red dashed curve show the e ect of varying the element in question by
±0.5 dex.
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well. The uncertainties for Fe-peak abundances, depending on the element, are larger than those
for –-elements with typical di erences of <0.2 dex, except for [Sc/Fe]. Once more, for Sc we see
that the uncertainties are the highest when changing the age by 25 Myrs.
An isochrone change in metallicity of +0.15 dex causes the derived [Fe/H] abundance to
increase by ≥0.03 dex. The impact of such a change in the rest of the elements is Æ 0.1 dex.
NGC1705-1
We repeat the same steps described for NGC1313-379, but now for NGC1705-1. The results of
this sensitivity study for NGC1705-1 are presented in Table 1.5. With the exception of [Fe/H[, for
those changes involving age and metallicity we see that the uncertainties are greater for NGC1705-
1 than those observed in NGC1313-379. We believe this is mainly driven by the young age of
NGC1705-1. At ages of several ◊107 years the models for massive stars in these YMCs are much
less certain than low-mass stars in GCs [Massey & Olsen, 2003].
Despite the observed trends when using the CMD+Isochrone method, we average over the
values in order to get a sense of the di erence and uncertainties between the two approaches. As
observed throughout this procedure, the [Fe/H] abundance only changes by ≥ ≠0.02 dex when
using the CMD+Isochrone in place of the Isochrone-Only method. This change also a ects the
[Mg/Fe] ratio abundance only slightly, with an increase of π +0.01 dex. [Ca/Fe], on the other
hand increases by as much as ≥ +0.20 dex. The rest of the abundance ratios are decreased by
≥ ≠0.30 dex. Changing the age of the input isochrone by +25 Myr increases the [Fe/H] ratio
by 0.050 dex, a similar change to that observed in NGC1313-379. The –-element ratios with
respect to Fe changed by ≥ 0.1 dex, with  [Ca/Fe] = ≠0.168 dex being the highest. The Fe-peak
elements, on the other hand, experience changes of & 0.3 dex.
An isochrone change in metallicity of +0.15 dex causes a decrease in the derived [Fe/H]
abundance of ≥ ≠0.03 dex. For this YMC, the [Mg/Fe] ratio is also negligibly a ected by this
change, with the abundance ratio decreasing by < 0.1 dex. The abundances estimated for the rest
of the –-elements (Ca and Ti) change by ≥ 0.2-0.3 dex. This same change modifies the measured
abundances for Fe-peak elements by ≥ 0.4 dex, and in the case of [Ni/Fe] the abundance change
is as high as ≥ 0.7 dex.
1.4.3 Balmer emission lines
The spectroscopic observations of both YMCs display strong Balmer emission lines, especially
in H– (Figure 1.9). The Balmer emission line in NGC1705-1 has previously been observed by
Melnick et al. [1985]. In their work Melnick et al. estimate a velocity dispersion of ‡1D ≥ 130 km
s≠1, which they point out is too high to be produced by gas within the YMC. One possibility for
the origin of these emission lines, other than gas, is Be stars. These are B-type non-supergiant
stars, characterised by rotational velocities of several hundreds of km s≠1 [Marlborough, 1982]
that show strong H– emission lines [Townsend et al., 2004]. The broad Balmer emissions observed
in both YMCs hint at the presence of Be stars. Studies have found an enhancement of Be stars in
young clusters [<100 Myr, McSwain & Gies, 2005; Wisniewski & Bjorkman, 2006; Mathew et al.,
2008]. At ≥12 and 56 Myr, NGC1313-379 and NGC1705-1 are found within the range of ages
where high fractions of Be stars are expected.
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Table 1.3: Averaged abundance measurements using the Isochrone-Only method
Element Weighted Avg ‡w ‡err N
NGC1313-379
[Fe/H] ≠0.843 0.014 0.065 6
[Mg/Fe] +0.124 0.044 0.305 2
[Ca/Fe] +0.114 0.008 0.073 6
[Sc/Fe] +0.350 0.242 - 1
[Ti/Fe] ≠0.060 0.053 0.079 3
[Cr/Fe] +0.479 0.095 0.073 3
[Mn/Fe] ≠0.331 0.252 - 1
[Ni/Fe] +0.456 0.049 0.135 6
NGC1705-1
[Fe/H] ≠0.775 0.011 0.099 6
[Mg/Fe] +0.274 0.009 0.197 2
[Ca/Fe] +0.218 0.004 0.285 5
[Sc/Fe] +0.192 0.052 - 1
[Ti/Fe] +0.462 0.030 0.120 3
[Cr/Fe] ≠0.270 0.084 0.553 2
[Mn/Fe] ≠0.229 0.242 - 1
[Ni/Fe] +0.742 0.028 0.485 5
Table 1.4: Sensitivity to input isochrone parameters for NGC1313-379.
Element CMD+ISO/   t   Z
Only ISO +25Myr +0.15 dex
  [Fe/H] ≠0.056 ≠0.086 +0.033
 [Mg/Fe] ≠0.129 ≠0.040 +0.001
 [Ca/Fe] ≠0.180 ≠0.128 +0.043
 [Sc/Fe] ≠0.254 ≠0.348 +0.077
 [Ti/Fe] +0.026 ≠0.090 +0.018
 [Cr/Fe] +0.039 ≠0.136 ≠0.065
 [Mn/Fe] ≠0.067 ≠0.050 +0.185
 [Ni/Fe] +0.095 ≠0.151 +0.041
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Table 1.5: Sensitivity to input isochrone parameters for NGC1705-1.
Element CMD+ISO/   t   Z
Only ISO +25Myr +0.15 dex
  [Fe/H] ≠0.016 +0.050 ≠0.025
 [Mg/Fe] +0.001 +0.079 ≠0.087
 [Ca/Fe] +0.231 ≠0.168 +0.309
 [Sc/Fe] ≠0.313 ≠0.288 +0.363
 [Ti/Fe] ≠0.371 ≠0.004 +0.217
 [Cr/Fe] ≠0.023 +0.363 +0.407
 [Mn/Fe] ≠0.304 +0.594 +0.498
 [Ni/Fe] +0.028 +0.245 +0.663
1.5 Discussion
In this section we discuss our results and compare our measurements to those observed in similar
environments to NGC1313 and NGC1705.
NGC1313 is a late-type barred spiral with morphological type SB(s)d. Using H II regions,
Walsh & Roy [1997] estimated a metallicity of 12+log O/H ¥ 8.4 ± 0.1 or [O/H] = ≠0.43 ± 0.1
[Grevesse & Sauval, 1998], similar to that of young stellar populations and H II regions in the
LMC.
NGC1705, on the other hand, is a late-type galaxy classified as a blue compact dwarf (BCD).
NGC1705 shows significant recent star formation activity, clear evidence of galactic winds [Meurer
et al., 1992] and a metallicity similar to that measured in the SMC [Lee & Skillman, 2004]. BCDs
are low metallicity systems exhibiting on-going or recent bursts of star formation, but otherwise
appear to have had roughly continuous star formation histories in their past [Izotov & Thuan, 1999;
Tolstoy et al., 2009]. NGC1705 is no exception and has been observed to host high gas content
and have experienced recent star formation activity. Galactic winds appear to be the most viable
process to explain the coexistence of high star formation rates and low metal abundances in these
galaxies [Matteucci & Tosi, 1985; Marconi et al., 1994; Carigi et al., 1995; Romano et al., 2006].
1.5.1 Fe
NGC1313-379
To the best of our knowledge no previous determination of stellar [Fe/H] has been published for
NGC1313. We measure an Fe abundance of ≠0.84 ± 0.07, slightly lower (≥ 0.3 dex) than what
would have been expected based on previous studies of H II regions in NGC1313. Our inferred
metallicity is also lower than the metallicity ranges that Colucci et al. [2012] find in three young
star clusters in the LMC (≠0.57 < [Fe/H] < +0.03), a galaxy which may be expected to have a
comparable metallicity to that of NGC1313, based on its luminosity.
Silva-Villa & Larsen [2012] studied the star formation history of NGC1313 mainly focusing
on three regions: the northern, southern, and southwest fields. The observations of Silva-Villa &
Larsen for the southwest region as a whole (the region which includes NGC1313-379) showed lower
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levels of star formation when compared to those obtained for the northern and southern fields.
A possible explanation for the relatively low [Fe/H] abundance measurement in NGC1313-379 is
a lower star formation level relative to the rest of the galaxy. In their work Silva-Villa & Larsen
propose a scenario where NGC1313 interacted with a satellite companion, an event that triggered
an increased star formation rate in the southwest region forming the YMC in question.
To verify our metallicity measurement, we attempted to estimate [Fe/H] using the NIR X-
Shooter observations; however the S/N≥10 is too low for this type of analysis. Going back to
the UVB X-Shooter observations, in Figure 1.10 we show that varying the Fe abundance by
±0.5 dex, from the measured [Fe/H] = ≠0.84, proves to be a mismatch to the observations. It is
important to note that given the model assumptions for NGC1313-379 described in Section 1.3.5
our [Fe/H] measurement seems robust; however, problems with the CMD assumptions are still
possible, although unlikely for this specific cluster considering the good agreement between the
CMD+Isochrone and Isochrone-Only approaches.
NGC1705-1
For NGC1705-1 we measure an Fe abundance of ≠0.78 ± 0.10. To verify this measurement, we
estimate the [Fe/H] for this YMC using the NIR portion of the X-Shooter observations. In this
wavelength range, as explained in Section 1.1, the spectrum is less a ected by uncertainties in
the CMD modelling assumptions. This is because the NIR stellar continuum at these young
ages is entirely dominated by the flux from RSGs [Origlia & Oliva, 2000]. Without any tailored
wavelength windows, we calculate the overall metallicity and [Fe/H] abundance in 200 Å bins,
excluding those regions where telluric absorption is the strongest. For this test we also use the
Isochrone-Only approach and extract the stellar parameters from an isochrone of log(age)=7.1
and metallicity Z=0.008. The wavelength bins, [Fe/H] abundances and their corresponding 1-‡
uncertainties are presented in Table 1.6. Taking into consideration only those bins with reduced
‰2 < 1.5 (all, except the 12200.0-12400.0 Å bin), this results in a weighted average [Fe/H] = ≠0.73
± 0.07. The [Fe/H] abundance measured using the UVB and VIS observations is within the errors
of the NIR [Fe/H] abundance. From this test we conclude that the [Fe/H] is reliably measured.
To further confirm the robustness of this measurement, we show in Figure 1.10 example synthesis
fits for an Fe line and the e ect of varying the Fe abundance by ± 0.5 dex.
Since the metallicity of NGC1705 has been previously estimated to be similar to that of the
SMC we now compare our [Fe/H] abundance to that measured in the SMC. Hill [1999] studied the
brightest young cluster in the SMC, NGC330, and measured an abundance of [Fe/H]= ≠0.82 ±
0.11, along with an SMC [Fe/H] = ≠0.69 ± 0.10 for field stars. Our measured [Fe/H] abundance
is comparable and within 1-‡ error to that obtained by Hill [1999] for the SMC young cluster
NGC330. In this work we see that the stellar component in NGC1705-1 has a metallicity similar
to the young stellar components in the SMC. In a separate study Aloisi et al. [2005] looked into
the Interstellar Medium (ISM) of NGC1705 using STIS and FUSE observations and measured a
total (neutral + ionised) [Fe/H] = ≠0.86 ± 0.03, similar to our measured [Fe/H] for NGC1705-1.
Furthermore, NGC1705-1 has also been compared to NGC1569-B as they both display similar
properties; for example, CMD morphology, host galaxies with strong galactic winds, and active
star formation [Larsen et al., 2008; Annibali et al., 2003; Waller, 1991]. Larsen et al. studied
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Table 1.6: [Fe/H] measurements for NGC1705-1 using NIR X-Shooter observations
Element Wavelength [Å] Abundance Error
[Fe/H] 10200.0-10400.0 ≠0.706 0.121
10400.0-10600.0 ≠0.745 0.091
10600.0-10800.0 ≠0.825 0.121
12200.0-12400.0 ≠0.614 0.090
12400.0-12600.0 ≠0.695 0.141
12600.0-12800.0 ≠0.420 0.215
NGC1569-B and found an iron abundance of [Fe/H] = ≠0.63 ± 0.08, similar to that of field
stars in the SMC [Hill, 1999], and slightly higher (≥0.15 dex) than what we have measured for
NGC1705-1.
1.5.2 –-elements
Figure 1.14 shows the [Mg/Fe], [Ca/Fe], and [Ti/Fe] abundances calculated as part of this work
and compares them to abundance trends observed in the MW, LMC, and M31. The individual –
abundances for both NGC1313-379 and NGC1705-1 are displayed in Figure 1.14 as red triangles
and squares, correspondingly.
NGC1313-379
We compare our individual NGC1313-379 abundances to those measured in what is expected to
be a similar environment, the LMC. We measure a [Mg/Fe] abundance of +0.12 ± 0.31, within
the range of abundances measured in the LMC for a metallicity of [Fe/H] =≠0.84 (see Figure
1.14). However, it is worth mentioning that metallicities around [Fe/H] ≥ ≠ 0.84 dex are found
in relatively old stars in the LMC (> 3 Gyr, Van der Swaelmen et al. 2013). For the [Ca/Fe]
ratio we measure an abundance of +0.11 ± 0.07, comparable to the abundances measured in the
LMC. Measurements of Ti abundances in the LMC seem to display a noticeable scatter (bottom
plot in Figure 1.14) and our measurement of [Ti/Fe] = ≠0.06 ± 0.08 appears to be on the lower
part of the envelope of values observed in the LMC. All three measurements of – elements are
consistent with the Solar-scaled values within the uncertainties. This behaviour is expected for
young stellar populations and has previously been observed in other environments, like the MW,
LMC, SMC and M31.
Averaging our –-abundances (Ti, Ca and Mg) for NGC1313-379, we measure a close-to-solar
[–/Fe] =+0.06 ± 0.11 or [–/H] = ≠0.78 ± 0.11. As O is an – element, we compare our [–/H]
results with the work of Walsh & Roy [1997] who find an average [O/H] = ≠0.43 ± 0.10. From
this comparison we see that our measurements of – abundance are lower by ≥ 0.35 dex. However,
using ([O II] + [O III])/H— to derive [O/H] abundances, Walsh & Roy measured [O/H] ≥ ≠0.73
and ≠0.43 for two H II regions in close proximity to NGC1313-379, the former agreeing with our
inferred [–/H]. We note that these two H II regions appear to be part of the same complex as
that of NGC1313-379.
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NGC1705-1
We measure an abundance ratio of [Mg/Fe] = + 0.27 ± 0.20 for NGC1705-1. Hill et al. [1997]
studied field stars in the SMC and measured [Mg/Fe] abundance ratios in the range ≠0.01 <
[Mg/Fe] < + 0.29. Comparing our [Mg/Fe] measurement to the findings of Hill et al. [1997] we
see that our abundance ratio is within those measured in field stars in the SMC. Additionally, we
infer super-solar [Ca/Fe] = +0.22 ± 0.29 and [Ti/Fe] = + 0.46 ± 0.12 for NGC1705-1. In general
we observe a super-solar trend in all three measured – elements, which is unusual for a young
population.
Lee & Skillman [2004] measured the oxygen abundance for NGC1705 using long-slit spectro-
scopic observations of 16 H II regions. They reported a mean oxygen abundance of 12+log(O/H)
= 8.21 ± 0.05, corresponding to [O/H] = ≠0.63 [Grevesse & Sauval, 1998]. The abundance
measured by Lee & Skillman is at the middle of the range of values reported in di erent studies
[Meurer et al., 1992; Storchi-Bergmann et al., 1994, 1995; Heckman et al., 1998] varying from
12+log(O/H) =8.0 to 8.5 or [O/H] = ≠0.83 to ≠0.33 [Grevesse & Sauval, 1998]. The same study
finds an absence of radial gradient in the oxygen metallicity.
A recent study by Annibali et al. [2015] using multi-object spectroscopy and narrow-band
imaging of [OIII] inferred oxygen metallicities of PNe and H II regions distributed throughout the
galaxy. They detected a negative radial gradient in the oxygen metallicity of ≠0.24 ± 0.08 dex
kpc≠1. Additionally, they found an average oxygen abundance of 12+log(O/H) = 7.96 ± 0.04 or
[O/H] = ≠0.87, ≥0.25 dex lower than the value reported by Lee & Skillman [2004]. This average
is calculated including only H II regions located within 0.4 kpc of the centre of the galaxy.
Comparing our average –-abundance (Ti, Ca and Mg) for NGC1705-1 with the work of Lee &
Skillman [2004], we see that our measurement of [–/H] = ≠0.46 ± 0.12 is slightly higher (≥ 0.15
dex) than that measured by Lee & Skillman in H II regions. In contrast, our average –-abundance
is ≥0.4 dex higher than what Annibali et al. report. We note that the oxygen measurements
from Lee & Skillman and Annibali et al. mainly characterise and describe the properties of the
ionised gas in NGC1705, whereas our work studies the stellar component of NGC1705-1.
With the presence of strong galactic winds, NGC1705 has become a target of interest when
studying and testing chemical evolution models. Assuming star formation rates (SFRs) inferred
by Annibali et al. [2003], NGC1705 models by Romano et al. [2006] predict super-solar [O/Fe]
abundance ratios, +0.2 < [O/Fe] < +0.5 for [Fe/H] ≥ ≠0.80, agreeing with our measured [–/Fe] =
+0.32. The observed super-solar [–/Fe] ratios were possibly produced by the star formation event
observed by Annibali et al. [2003] ≥3-35 Myrs before the formation of NGC1705-1. Such a period
would have allowed Type II SNe to generate –-elements and mix them with pre-existing gas before
the YMC formed. Similar to NGC1705-1, Larsen et al. [2008] measured a super-solar [–/Fe] ratio
for NGC1569-B of +0.31 ± 0.09. They also find an oxygen abundance, [O/H], approximately
a factor of two higher than derived from H II studies. Again, a possible explanation for this
enhancement in both NGC1569-B and NGC1705-1 is that the YMCs formed while the ISM was
mainly enriched by Type II SNe products, with genuine di erences between abundances in H II
regions and the stellar component. However, one cannot rule out the possibility of systematic
errors in the method used to measure these – abundances (e.g. in the modelling of the stellar
spectra).
53
Chapter 1 : Chemical abundances of two extragalactic young massive clusters
In summary, we find that all [(Mg,Ca,Ti)/Fe] element ratios in NGC1313-379 are solar (within
≥0.1 dex), and super-solar in NGC1705-1. For both YMCs, the comparison of our Mg, Ca and
Ti measurements to O abundances by other authors show a consistent picture. From this work
and in the context of chemical evolution, NGC1313 resembles several well-studied galaxies with
continuous star formation histories such as MW and LMC. NGC1705-1, on the other hand, is
more –-enhanced as predicted by the chemical evolution models of Romano et al. [2006] where
these abundances may originate from a bursty star formation history.
1.5.3 Fe-peak elements
Fe-peak elements are generally produced in SNIa, but the uniqueness of the source for these
elements is still debatable. In general, di erent Fe-peak elements behave di erently, especially
Mn [McWilliam, 1997; Van der Swaelmen et al., 2013].
NGC1313-379
It has been suggested [Nissen et al., 2000; Reddy et al., 2003, 2006; Van der Swaelmen et al.,
2013] that Sc follows a similar pattern as Ca and Ti, decreasing with increasing metallicity. Our
measurements for the [Sc/Fe] ratio, + 0.35 ± 0.24 suggest a mild enhancement in NGC1313-379
when compared to the average [Sc/Fe] abundances in the LMC and other galaxies in the Local
Group.
[Cr/Fe] abundance ratios in the MW and the LMC overlap each other with abundance ratios
from sub-solar to solar [including individual stars and GCs, Johnson et al., 2006; Gratton &
Sneden, 1991]. We observe an above solar abundance ratio for [Cr/Fe] of +0.48 ± 0.07, with an
enhancement higher than what we measure for [Sc/Fe].
Mn, on the other hand, has been found to be depleted in metal-poor stars in the MW
[McWilliam, 1997; Reddy et al., 2006], but gradually increases to solar values at higher metallici-
ties. It is worth mentioning that the stellar process creating Mn is still uncertain [Timmes et al.,
1995; Shetrone et al., 2003]. We infer [Mn/Fe] = ≠0.33 ± 0.25 following the trend observed in
environments like the MW at the respective metallicity of [Fe/H] = ≠0.84 dex.
For Ni we measure a slightly enhanced [Ni/Fe] = +0.46 ± 0.14. It should be noted that the
7700.0-7800.0 Å bin yields systematically higher [Ni/Fe] abundance ratios with respect to the rest
of the bins. Excluding this bin when averaging our Ni abundances leads to [Ni/Fe] = +0.31. This
lower [Ni/Fe] ratio is in better agreement with that observed in LMC and MW environments.
NGC1705-1
We measure [Sc/Fe] = +0.19 ± 0.05 for NGC1705-1, which is on the high side of the envelope
of observed abundances in both the MW and LMC. In NGC1705-1 we find that the [Cr/Fe]
abundance is below solar and agrees well with that observed in our galaxy and the LMC. Our
measured [Cr/Fe] = ≠0.27 ± 0.55 falls within the scatter of the measurements, with relatively
large error bars.
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Figure 1.14: Top: [Mg/Fe] vs. [Fe/H]. Middle: [Ca/Fe] vs. [Fe/H]. Bottom: [Ti/Fe] vs. [Fe/H].
Legend: red triangles show the alpha abundances estimated for NGC1313-379 (this
work); red squares display the measurements for NGC1705-1; red crosses and black
exes present MW disc abundances from Reddy et al. [2003, 2006], respectively; black
open circles are MW disc abundances from Bensby et al. [2005]; blue squares and
stars belong to LMC bar and inner disc abundances presented by Van der Swaelmen
et al. [2013]; yellow pentagons belong to abundances for LMC young star clusters by
Colucci et al. [2012]; green circles are abundance measurements from GCs in both
the MW and M31 [Colucci et al., 2009; Cameron, 2009].
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We measure [Mn/Fe] = ≠0.23 ± 0.24, similar to abundances seen in the MW for metallicities
of ≥ ≠ 0.78 dex. We note that the Mn measurement is based on a single bin with relatively weak
lines (See Figure 1.13).
We infer an enhanced [Ni/Fe] = +0.74 ± 0.49 for this YMC. As pointed out for NGC1313-379,
we also measure a consistently higher Ni abundance for the 7700.0-7800.0 Å bin. Omitting this
bin when averaging our Ni abundances leads to a remarkably lower [Ni/Fe] = +0.25. We know
that Ni is produced in massive stars and in SN Ia [Woosley & Weaver, 1995; Timmes et al., 1995].
If the enhancements in [Ni/Fe] ratios are genuine, high Ni abundances in this work could indicate
that the relative contribution of massive stars and SN Ia to the total Ni production is di erent
for MW, M31 and LMC compared to NGC1705.
Overall, we find that a comparison between the Fe-peak abundances observed in this work and
those measured in other environments (MW, LMC and SMC) display a consistent picture for
most elements following previously observed trends within their errors. We point out that in
general our measurements of these elements are relatively uncertain due to the quality of the
observations and would recommend either higher-resolution or higher-S/N data in future work to
measure these elements with a higher degree of certainty.
1.5.4 Multiple populations
Studies have shown that, generally speaking, the [Mg/Fe] ratios of field stars, either in the MW,
LMC or even in M31, behave similarly to other – elements such as Ca and Ti [Bensby et al.,
2005; Colucci et al., 2009; Gonzalez et al., 2011]. In contrast to field stars, studies suggest that
intra-cluster Mg variations with respect to other –-elements are present in several GCs in the
MW [Shetrone, 1996; Kraft et al., 1997; Gratton et al., 2004]. These same variations in Mg were
detected as lower [Mg/Fe] abundances when compared to [Ca/Fe] and [Ti/Fe] ratios obtained
from integrated-light studies of GCs [McWilliam & Bernstein, 2008; Colucci et al., 2009; Larsen
et al., 2014]. The [Mg/Fe] ratios we measure for NGC1313-379 and NGC1705-1, +0.12 and +0.27
respectively, do not appear to be remarkably lower than any of the other –-elements studied as
part of this work, hinting at the absence of intra-cluster variations in Mg. The resulting absence
of intra-cluster variations in NGC1705-1 in this work is in agreement with the di erential analysis
performed by Cabrera-Ziri et al. [2016] on NGC1705-1, where they also find a lack of evidence for
extreme intra-cluster variations in Al.
1.6 Conclusions
In this work we carry out the first detailed abundance and metallicity analysis for two extragalactic
YMCs outside of the Local Group, NGC1313-379 and NGC1705-1. The analysis is done following
the method and code developed by L12, using a combination of intermediate-resolution integrated-
light observations taken with the X-Shooter spectrograph on the ESO Very Large Telescope, color-
magnitude diagrams from Hubble Space Telescope and theoretical isochrones from PARSEC. The
main results obtained in this work are summarised as follows:
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Figure 1.15: Top: [Sc/Fe] vs. [Fe/H]. Second row: [Cr/Fe] vs. [Fe/H]. Third row: [Mn/Fe] vs.
[Fe/H]. Bottom: [Ni/Fe] vs. [Fe/H]. Symbols as in Figure 1.14.
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1. We obtain the first measurements of metallicity in the extragalactic YMCs NGC1313-379
and NGC1705-1 with values of [Fe/H] = ≠0.84 ± 0.07 and [Fe/H] = ≠0.78 ± 0.10, respec-
tively.
2. We obtain the first detailed chemical abundances of Mg, Ca, Ti, Sc, Cr, Mn and Ni for both
NGC1313-379 and NGC1705-1.
3. We find a lack of depletion in the [Mg/Fe] ratios relative to other – elements (Ca and Ti),
hinting at the absence of intra-cluster variations in Mg for both YMCs.
4. We observe strong Balmer emission lines in both YMCs and attribute these phenomena to
the presence of Be stars expected in young clusters with ages < 100 Myr.
5. We measure [–/H] = ≠0.78 ± 0.11 for NGC1313-379 which agrees with the [O/H] ≥ ≠0.73
abundance measured by Walsh & Roy [1997] for an H II region located in the same complex
as NGC1313-379.
6. The observed super-solar [–/Fe] abundance ratio in NGC1705-1 is comparable to –-element
measurements from a YMC in NGC1569, a galaxy with similar properties as NGC1705 (i.e.
strong wind activity). These super-solar [–/Fe] ratios were also predicted in NGC1705 by
Romano et al. [2006] for metallicities of [Fe/H] ≥ ≠0.80.
7. In general Fe-peak elements follow previously observed trends in well studied environments
(MW and LMC); however to reduce the uncertainties in the measurements of these elements
we recommend higher-resolution observations or higher-S/N data.
In future work, for those cases where there are no empirical CMDs available, we envision the use
of the Isochrone-Only method. In this method the stellar parameters are extracted solely from
theoretical models. From this study we have learned that the reduced ‰2 obtained when fitting
the di erent abundances can be used as an accuracy indicator for the selection of the optimal
isochrone.
Having demonstrated that detailed abundance analysis of YMCs outside of the Local Group
can be carried out using the same basic methodology that has previously been applied to old GCs,
we look forward to combining YMC abundance studies with those of GCs in order to observe
the galaxy evolution through a wider window in time. We believe the study of integrated-light
observations of stellar clusters continues to be a strong and promising tool to acquire information
about the chemical enrichment histories of the host galaxy.
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1.A Appendix: Modelled spectra
Here we present a complete set of modelled spectra which includes our final measured abundances
and covers data from UVB and VIS X-Shooter observations for both NGC1313-379 and NGC1705-
1. The line IDs are extracted from the linelists found at the Castelli website 4.
4http://wwwuser.oats.inaf.it/castelli/
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Figure 1.16: Example synthesis fits for NGC1313-379 for di erent wavelength coverage in the UVB X-Shooter. Black lines show the observations
and in red we show the best-fitting model spectra. These models use the final abundances obtained as part of this work.
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Figure 1.17: Example synthesis fits for NGC1313-379 for di erent wavelength coverage in the VIS X-Shooter. Here we exclude any telluric
contaminated wavelength window. Black lines show the observations and in red we show the best-fitting model spectra. These
models use the final abundances obtained as part of this work.
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Figure 1.18: Example synthesis fits for NGC1313-379 for di erent wavelength coverage in the VIS X-Shooter. Here we exclude any telluric
contaminated wavelength window. Black lines show the observations and in red we show the best-fitting model spectra. These
models use the final abundances obtained as part of this work.
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Figure 1.19: Example synthesis fits for NGC1705-1 for di erent wavelength coverage in the UVB X-Shooter. Black lines show the observations
and in red we show the best-fitting model spectra. These models use the final abundances obtained as part of this work.
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Figure 1.20: Example synthesis fits for NGC1705-1 for di erent wavelength coverage in the VIS X-Shooter. Here we exclude any telluric
contaminated wavelength window. Black lines show the observations and in red we show the best-fitting model spectra. These
models use the final abundances obtained as part of this work.
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Figure 1.21: Example synthesis fits for NGC1705-1 for di erent wavelength coverage in the VIS X-Shooter. Here we exclude any telluric
contaminated wavelength window. Black lines show the observations and in red we show the best-fitting model spectra. These
models use the final abundances obtained as part of this work.
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Table 1.7: Chemical abundances for NGC1313-379
Element Wavelength [Å] Abundance Error
[Fe/H] 4700.0-4800.0 ≠0.915 0.071
4900.0-5000.0 ≠1.085 0.041
5000.0-5100.0 ≠1.034 0.051
6100.0-6300.0 ≠0.914 0.031
6300.0-6340.0 ≠1.114 0.081
8500.0-8700.0 ≠0.704 0.021
8700.0-8850.0 ≠0.765 0.051
[Mg/Fe] 5150.0-5200.00 ≠0.310 0.083
8777.0-8832.00 +0.299 0.054
[Ca/Fe] 4445.0-4465.0 ≠0.101 0.251
6100.0-6128.0 + 0.299 0.122
6430.0-6454.0 +0.378 0.120
6459.0-6478.0 +0.060 0.193
8480.0-8586.0 +0.200 0.085
8623.0-8697.0 +0.039 0.018
[Sc/Fe] 6222.0-6244.0 +0.350 0.242
[Ti/Fe] 4650.0-4718.0 ≠0.231 0.122
4980.0-5045.0 ≠0.049 0.073
6584.0-6780.0 ≠0.039 0.103
[Cr/Fe] 4580.0-4640.0 - -
4640.0-4675.0 +0.379 0.121
4915.0-4930.0 +0.619 0.192
6600.0-6660.0 +0.669 0.252
[Mn/Fe] 4750.0-4770.0 ≠0.331 0.252
[Ni/Fe] 4700.0-4720.0 +0.150 0.203
4825.0-4840.0 +0.340 0.392
4910.0-4955.0 +0.330 0.144
5075.0-5175.0 +0.039 0.093
6100.0-6200.0 +0.599 0.093
7700.0-7800.0 +0.950 0.104
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Table 1.8: Chemical abundances for NGC1705-1
Element Wavelength [Å] Abundance Error
[Fe/H] 4700.0-4800.0 ≠1.137 0.039
4900.0-5000.0 ≠0.797 0.028
5000.0-5100.0 ≠1.152 0.033
6100.0-6300.0 ≠0.735 0.021
6300.0-6340.0 ≠0.717 0.049
8700.0-8850.0 ≠0.555 0.021
[Mg/Fe] 5150.0-5200.00 ≠0.065 0.027
8777.0-8832.00 +0.329 0.015
[Ca/Fe] 4445.0-4465.0 ≠0.440 0.331
6100.0-6128.0 +0.900 0.033
6430.0-6454.0 +0.948 0.061
6459.0-6478.0 +1.146 0.067
8480.0-8586.0 +0.234 0.012
8623.0-8697.0 +0.040 0.015
[Sc/Fe] 6222.0-6244.0 +0.192 0.053
[Ti/Fe] 4650.0-4718.0 +0.326 0.097
4980.0-5045.0 +0.652 0.045
6584.0-6780.0 +0.267 0.049
[Cr/Fe] 4580.0-4640.0 ≠0.439 0.092
4640.0-4675.0 - -
4915.0-4930.0 - -
6600.0-6660.0 +0.666 0.217
[Mn/Fe] 4750.0-4770.0 ≠0.229 0.242
[Ni/Fe] 4700.0-4720.0 ≠0.249 0.142
4825.0-4840.0 - -
4910.0-4955.0 ≠0.628 0.112
5075.0-5175.0 ≠0.178 0.053
6100.0-6200.0 +0.930 0.053
7700.0-7800.0 +1.900 0.052
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Abstract
We present integrated-light spectra of 8 Young Massive Clusters (YMCs) in the metal-
rich spiral galaxy NGC 5236 (M 83). The observations were taken with the X-Shooter
spectrograph on the ESO Very Large Telescope. Through the use of theoretical
isochrones and synthetic integrated-light (IL) spectra we derive metallicities and study
the radial metallicity gradient observed through these young populations. For the in-
ner regions of the galaxy we observe a relatively shallow metallicity gradient of ≠0.37
±0.29 dex R≠125 , agreeing with chemical evolution models with an absence of infall
material and a relatively low mass loss due to winds in the inner parts of the disk. We
estimate a central metallicity of [Z] = +0.17 ± 0.12 dex, finding excellent agreement
with that obtained via other methods (e.g. blue supergiants and J-band). We infer a
metallicity of 12+log(O/H) = 8.75 ± 0.08 dex at R/R25 = 0.4, which fits the stellar
mass-metallicity relation (MZR) compilation of blue supergiants and IL studies.
2.1 Introduction
The study of stellar chemical abundances has proven to be a strong tool in constraining the
star formation histories of di erent galaxies, particularly our own Milky Way (MW; Worthey
1998; Matteucci 2003; Venn et al. 2004; Pritzl et al. 2005). Knowledge of extragalactic chemical
abundances is indispensable for understanding galaxy and chemical evolution on larger scales.
Lequeux et al. [1979] and Tremonti et al. [2004], amongst others, found that there is a correlation
between the mass and metallicity of individual galaxies. This mass-metallicity relation (MZR) has
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been used to learn about star formation episodes, galactic winds and general chemical enrichment
of star-forming galaxies [Maiolino et al., 2008; Kudritzki et al., 2012; Finlator & Davé, 2008;
Lilly et al., 2013]. Furthermore, radial metallicity variations within a galaxy provide valuable
information on the e ects of merging, initial mass function, infall and winds present in the galaxy
[Prantzos & Boissier, 2000; Sánchez-Blázquez et al., 2009; Kudritzki et al., 2015; Bresolin et al.,
2016].
Studies of the chemical evolution of galaxies have been limited by the di culty in obtaining
reliable abundances and metallicities. Extragalactic metallicities of star-forming galaxies are
generally measured using H II region emission lines. Two types of analysis predominate in this
field: “strong line" and “Te-based". The former method is based on the ratio of fluxes from the the
strongest forbidden lines relative to H— (typically O; Pagel et al. 1979). On the other hand the
“Te-based" method uses auroral lines to infer the electron temperature of the gas. Even though
these lines are weaker across a wide range of metallicities, this method removes the dependence on
“strong line" calibrations [Rubin et al., 1994; Lee et al., 2004; StasiÒska, 2005; Andrews & Martini,
2013]. One complication with this “Te-based" method occurs at metallicities close to solar and
above, a regime where the auroral lines are extinguished [StasiÒska, 2005; Bresolin et al., 2005;
Ercolano et al., 2010; Zurita & Bresolin, 2012]. A well known problem with these two methods
comes to light by comparing the metallicities inferred from the di erent diagnostics. Studies
have observed that di erent methods yield obvious systematic o sets in the inferred metallicities
[Kennicutt, 2003; Kewley & Ellison, 2008; Moustakas et al., 2010; López-Sánchez et al., 2012].
However, even with its metallicity range limitations, StasiÒska [2005] predicts that the “Te-based"
method provides more robust measurements below solar metallicities.
In the last decade spectroscopic observations of both red (RSG) and blue (BSG) supergiants
have become an important tool to study the metallicities of extragalactic populations. The
supergiant technique has been used as an alternative method for measuring metallicities and
abundance gradients beyond the Milky Way and even the Local Group [Bresolin et al., 2006;
Evans et al., 2007; Kudritzki et al., 2013; Davies et al., 2010; Gazak et al., 2014; Lardo et al.,
2015; Kudritzki et al., 2016; Bresolin et al., 2016]. Results from this technique show excellent
agreement with abundances obtained from the “Te-based" method [Kudritzki et al., 2012, 2013,
2014; Hosek et al., 2014; Gazak et al., 2015].
In addition to spectroscopic observations of H II regions and supergiants, other studies have
developed techniques to obtain detailed abundances from high resolution (R ≥25,000) spectro-
scopic observations of unresolved extragalactic globular clusters (GC; McWilliam & Bernstein
2008, 2002; Bernstein & McWilliam 2005; Colucci et al. 2009, 2011, 2012; Larsen et al. 2012,
2014). With similar masses as GCs (> 104M§), young massive clusters (YMCs) are characterised
by their young ages (< 100 Myr; Portegies Zwart et al. 2010). The identification of significant
populations of YMCs in galaxies with on-going star formation [Larsen & Richtler, 1999; Larsen,
2004] has allowed the study of star formation histories and chemical evolution of individual galax-
ies to expand its parameter space. It is now feasible to learn about the recent chemical evolution
of the stellar components in extragalactic environments. In Chapter 1 we demonstrate that de-
tailed abundance analysis is possible for intermediate-resolution observations (R< 8,800) of YMCs
using NGC1313 (≥4 Mpc) and NGC1705 (≥5 Mpc) as test cases applying the spectral synthesis
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technique. Furthermore, the J -band method was recently used to measure accurate metallici-
ties of extragalactic YMCs [Gazak et al., 2014; Gazak, 2014; Lardo et al., 2015]. An additional
advantage of studying the chemical histories of galaxies using star clusters (GCs/YMCs) over H
II regions is the fact that H II regions trace the present-day metallicity of the gas phase, while
star clusters can provide information on a broad range of ages/times. This paper aims to further
exploit the recently developed techniques for integrated-light studies by exploring higher metal-
licity environments (above solar), such as those observed in the spiral galaxy NGC 5236 (M 83;
Bresolin & Kennicutt 2002; Bresolin et al. 2005) located at a distance of 4.9 Mpc [Jacobs et al.,
2009].
In this work we present the analysis of intermediate-resolution integrated-light observations
of 8 YMCs distributed throughout NGC 5236 in an e ort to determine the metallicity gradient
across the disk of the galaxy. In Section 2.2 we provide a brief description of the X-Shooter
spectrograph, target selection and science observations, followed by details on our data reduction
approach. In Section 2.3 we present the abundance analysis applied in this work where we
include information on the atmospheric models, stellar parameters, and creation of the synthetic
observations. We introduce our main results in Section 2.4 followed by our discussion in Section
2.5. We summarise our main remarks in Section 2.6.
2.2 Observations and Data Reduction
2.2.1 Instrument, Target Selection and Science Observations
The data analysed here were taken with the X-Shooter spectrograph on ESO’s Very Large Tele-
scope (VLT), located on Cerro Paranal, Chile [Vernet, 2011]. The instrument has a wavelength
coverage between 3000-24800Å. This broad coverage is possible due to its three-arm system, UV-
Blue (UVB), Visible (VIS), and Near-IR (NIR). Depending on the configuration the spectrograph
observes at resolutions ranging from R= 3000 to 17000. The science exposures use slit widths 1.0",
0.9" and 0.9" providing resolutions of R ≥ 5100, 8800 and 5100 for the UVB, VIS and NIR arms,
respectively. The data was collected using the standard nodding mode with an ABBA sequence
under GTO program 085.B-0111A in April 2010. Telluric standard stars were observed as part of
the GTO program. Flux standard star observations were collected through the ESO X-Shooter
calibration program and dowloaded from the archive to be used in the reduction of the science
exposures. Due to the low signal-to-noise (S/N) in the NIR exposures, this work makes use of the
science observations obtained with the UVB and VIS arms only. In Table 2.1 we list the di erent
cluster IDs, coordinates, exposure times, S/N values for the corresponding arms and the seeing.
The YMCs were selected using the catalog by Larsen [2004]. The selection criteria required
uncontaminated objects and magnitudes brighter than V=19. In Figure 2.1 we show the location
of the individual YMCs in NGC 5236 analysed in this work.
2.2.2 Data Reduction
The basic reduction steps are performed using the standard ESO Recipe Execution Tool (EsoRex)
v3.11.1 and the public release of the X-Shooter pipeline v2.5.2. The spectral extraction is done
using the IDL algorithms developed by Chen [2014].
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Figure 2.1: A colour-composite image of NGC 5236 observed with the 8.2-meter Subaru Telescope
(NAOJ), the 2.2-meter Max Planck-ESO telescope and the Hubble Space Telescope.
We mark the location of the di erent YMCs studied as part of this work. Image Credit:
Subaru Telescope (NAOJ), Hubble Space Telescope, European Southern Observatory.
Processing and Copyright: Robert Gendler.
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Table 2.1: X-Shooter Observations
Cluster RA DEC texp (s) S/N (pix≠1) Seeing (”)
(J2000) (J2000) UVB VIS UVB VIS
NGC 5236-245 204.248735 ≠29.91319 2000.0 1980.0 12.0 10.6 1.0
NGC 5236-254 204.167693 ≠29.91352 2000.0 1980.0 17.0 15.4 0.8
NGC 5236-367 204.261056 ≠29.89977 2000.0 1980.0 16.5 13.8 0.7
NGC 5236-805 204.258142 ≠29.86966 1620.0 1600.0 53.4 33.4 0.6
NGC 5236-1182 204.255822 ≠29.84655 2000.0 1980.0 58.5 35.4 0.7
NGC 5236-1234 204.270055 ≠29.84329 2000.0 1980.0 26.8 14.8 0.6
NGC 5236-1389 204.228690 ≠29.83262 2000.0 1980.0 27.8 17.1 0.6
NGC 5236-1471 204.236777 ≠29.82624 2000.0 1980.0 18.2 14.9 0.9
We flux calibrate the data using exposures of Feige 110, a spectrophotometric standard object
observed close in time to the science data. For a more detailed discussion on the individual steps
involved in the flux and telluric corrections we point the reader to Chapter 1. Briefly summarised,
we create response curves for each of the science frames where we correct for exposure time and
atmospheric extinction. For these response curves we use the same flat field and master bias frames
applied to the corresponding science exposures. The telluric corrections for the VIS exposures are
done using the telluric library compiled by the X-Shooter Spectral Library (XSSL) team along
with a Principal Component Analysis (PCA) routine created by Chen [2014]. This PCA algorithm
removes and reconstructs the strongest telluric absorptions.
2.3 Abundance Analysis
We make use of the analysis method developed by Larsen et al. 2012 (hereafter L12) to obtain
detailed abundances from integrated-light observations of star clusters. The L12 method was
originally designed and tested using high-dispersion (R ≥ 40,000) spectroscopic observations, and
extended to intermediate-resolution (R < 8,800) observations in Chapter 1.
Briefly summarised, we create a series of high-resolution (R ≥ 500,000) simple stellar popu-
lation (SSP) models where we include every evolutionary stage present in the star cluster. First
a series of atmospheric models is created using ATLAS9 [Kurucz, 1970] and MARCS [B. et al.,
2008]. The former are used for stars with Te  > 5000 K, and the latter for Te  < 5000 K.
Synthetic spectra for individual stars are created using SYNTHE [Kurucz & Furenlid, 1979; Ku-
rucz & Avrett, 1981] and TURBOSPECTRUM [Plez, 2012] for ATLAS9 and MARCS models
respectively. The spectra are then co-added to generate a synthetic integrated-light spectrum for
the star cluster in question. The synthetic spectra are then compared to the X-Shooter observa-
tions and the abundances are modified until the best match (minimum ‰2) between model and
observations is obtained.
In this work we make use of a scaling parameter relative to Solar composition and apply it
to all of the specified abundances. We note that the metallicity [Z] derived from this analysis
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is a measure of the integrated abundances of di erent chemical elements, including, and not
limited to, –- and Fe-peak elements. The current software uses Solar composition from Grevesse
& Sauval [1998]. Additionally, the code allows the user to assign weights to di erent parts of the
spectrum on a pixel-to-pixel basis, with values ranging from 0.0 (exclusion) to 1.0 (inclusion).
For our analysis we set the weights to 0.0 in regions a ected by instrumental features, telluric
contamination and nebular/ISM emission.
2.3.1 Stellar Parameters
We create a Hertzsprung-Russell diagram (HRD) to cover and represent every evolutionary stage
in the YMC using the theoretical models from PARSEC v.1.2S [Bressan, 2012]. Previous studies
have found the metallicity of the disc of NGC 5236 to be above Solar [Bresolin & Kennicutt, 2002].
For the initial selection of the isochrones we adopt a metallicity [Z] = 0.3 and YMC ages found in
the literature. The cluster ages have been estimated from photometric observations and applying
the S-sequence age calibration defined by Girardi et al. [1995]. This method relies on an age
sequence derived from fitting the average colours of bright LMC star clusters in the U-B vs B-V
space and has been applied to star clusters external to the LMC [Bresolin et al., 1996]. Typical
errors on these photometric ages are a factor of 2. In Table 2.2 we show the YMC properties,
including the ages, masses, normalised galactocentric distance, and e ective radii, along with their
corresponding literature reference.
The stellar parameters (Te  , log g, M) are extracted from these theoretical isochrones assuming
an Initial Mass Function (IMF) following a power law, dN/dM ÃM≠–, adopting a Salpeter [1955]
exponent of – = 2.35, and a lower mass limit of 0.4 M§.
An additional feature in the L12 code is the capability to fit for the microturbulent velocity,
vt. We initially fit for [Z] and vt simultaneously for all 8 YMCs. The code fits for a single vt value
and applies it to all the stars in the cluster, irrespective of type. We find a poorly constrained
mean microturbulence of È‹tÍ = 2 ± 1km s≠1. Due to the large uncertainties in the calculated
vt we perform several tests changing the vt from 1 to 2 km s≠1 for stars with Te  < 6000 K.
Changing the vt values from 1 km s≠1 to 2 km s≠1 changes the overall metallicity on average by
.0.1 dex, with the exception of NGC 5236-1471 where [Z] changes by 0.19 dex. For the rest of
our analysis we adopt the following microturbulent values: vt = 2 km s≠1 for stars with Te  <
6000 K, vt = 4 km s≠1 for stars with 6000 < Te  < 22000 K [Lyubimkov, 2004] and vt = 8 km
s≠1 for stars with Te  > 22000 K [Lyubimkov, 2004], similar to what was used in Chapter 1.
2.3.2 Instrumental Resolution and Velocity Dispersion
As mentioned before, we create a high resolution (R ≥ 500,000) model spectra which we degrade
to match the resolution of our science observations. The L12 code has the option of fitting for the
best Gaussian dispersion value (‡sm) used to smooth the model spectra. Using this feature we
fit for the best ‡sm and [Z] values, analysing 200 Å of data at a time. We repeat this procedure
to obtain the ‡sm of each of the YMCs in our sample. In general the ‡sm accounts for the finite
instrumental resolution (‡inst) and the internal velocity dispersions in the cluster (‡1D).
Chen [2014] report that the X-Shooter resolution in the UVB arm varies with wavelength, but
remains constant in the VIS arm. Following this same assumption and that where the resolving
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Table 2.2: Young Massive Cluster Properties. References for each of the clusters are listed as
footnotes.
Cluster log(age) Massphot R/R25 Re 
[M§] (pc)
NGC 5236-245a 8.00 1.4◊ 105 0.44 5.4
NGC 5236-254b 8.25 2.7◊ 105 0.91 10.1
NGC 5236-367a 7.85 1.1◊ 105 0.32 4.7
NGC 5236-805c 7.10 2.0◊ 105 0.05 2.3
NGC 5236-1182d 7.45 2.1◊ 105 0.17 6.8
NGC 5236-1234d 7.45 8.1◊ 104 0.26 7.2
NGC 5236-1389e 7.69 1.1◊ 104 0.39 8.7
NGC 5236-1471a 7.76 8.7◊ 104 0.40 2.9
a Larsen [2004, 2009]; Bastian et al. [2013],
b Larsen & Richtler [2006], c Larsen & Richtler [2004],
dLarsen et al. [2011], e Larsen [1999]
power represents a Gaussian FWHM, we use the same instrumental resolution as that presented
in Chapter 1, ‡inst = 14.47 km s≠1. We estimate the cluster velocity dispersions using the average
‡sm calculated from the VIS observations alone. The line-of-sight velocity dispersion for each of
the clusters is obtained through the following relation,
‡1D =
Ò
‡2sm ≠ ‡2inst (2.1)
Our analysis assumes an instrumental resolution set by the slit width alone. We note that the
velocity dispersions may be underestimated if the actual resolution is higher than the standard
instrumental resolution (e.g. if the seeing FWHM is smaller than the slit width). In Table 2.3 we
summarise the derived line-of-sight velocity dispersions for the di erent YMCs included in this
work. We note that for YMC NGC 5236-805 Larsen & Richtler [2004] infer a line-of-sight velocity
dispersion of ‡1D = 8.1 ± 0.2 km s≠1 which is comparable to our measured velocity dispersion of
‡1D = 7.7 ± 4.4 km s≠1.
We take the ‡1D along with the e ective radii listed in Table 2.2 and estimate the dynamical
masses (Massdyn) using the following relation
Mdyn = –
‡21D Re 
G
(2.2)
where – ≥ 9.75. The cluster masses listed in Table 2.2, Massphot, are estimated using the M/L
models of Bruzual & Charlot using a Salpeter IMF. In Figure 2.2 we show the Massphot as a
function of Massdyn. The dynamical masses appear to be slightly higher than the photometric
masses, however both are consistent within the large uncertainties.
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Figure 2.2: Photometric mass, Massphot as a function of dynamical mass, Massdon. We note that
the errors on the photometric masses are a factor of 2 [Bastian et al., 2013]. In grey
we show the line of equal value.
2.4 Results
After obtaining the best smoothing parameter (‡sm), we proceed to estimate [Z], keeping ‡sm
fixed. Similar to the analysis in Chapter 1 we fit for the [Z] of each of the clusters scanning
the UVB and VIS wavelengths using 200 Å bins, excluding telluric-contaminated bins and those
a ected by the noise near the edge of the arms (5200-5400 Å and 5400-5600 Å for the UVB and
VIS arms respectively). We use a cubic spline with 3 knots to match the model continua to the
observed spectra. In Figure 5.3 we show example synthesis fits for all the YMCs. The individual
metallicity measurements obtained for the di erent wavelength bins and their corresponding 1-‡
uncertainties from the ‰2 fit are listed in Tables 2.5 through 2.12 of the Appendix. Once the
minimum ‰2 (‰2min) has been found the 1-‡ uncertainties are estimated by varying the metallicity
until ‰2 = ‰2min + 1. We note that in our final bin consideration we exclude UVB wavelengths
between 4400-5200 Å mainly because in every iteration when we change the input isochrone
(di erent age and metallicity), the measured [Z] values for these wavelengths change drastically,
this in contrast to the rest of the bins where the values remain relatively constant in spite of
a change in input isochrone. These changes were in the order of ≥ 0.2-0.4 dex, depending on
the cluster. This behaviour was observed in all YMCs. Given the broad wavelength coverage in
X-Shooter data, the exclusion of these bins does not impact our analysis.
In Table 2.3 we present weighted averaged metallicities, their corresponding errors (‡err),
the number of bins (N) included in the analysis and the estimated radial velocities (vrv). The
‡err is calculated using Eq. (5) in Chapter 1, where we account for the number of individual
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Table 2.3: Young Massive Clusters derived quantities.
Cluster ‡1D [Z] ‡err N vrv
km s≠1 dex dex km s≠1
NGC 5236-245 5.1±2.4 +0.02 0.06 9 559±5
NGC 5236-254 7.3±6.9 ≠0.14 0.11 9 558±32
NGC 5236-367 6.0±1.7 +0.00 0.09 9 535±5
NGC 5236-805 7.7±4.4 +0.17 0.12 9 496±4
NGC 5236-1182 8.0±6.4 +0.17 0.13 9 461±5
NGC 5236-1234 6.9±4.8 +0.06 0.21 9 441±4
NGC 5236-1389 7.1±5.6 +0.04 0.09 9 472±3
NGC 5236-1471 5.3±2.3 +0.12 0.09 9 469±2
measurements (N) when estimating the errors on the mean metallicities along with the weighted
standard deviation,
‡STD =
ıˆıÙqwi (Zi ≠ Z¯w)2
Nnonz≠1
Nnonz
q
wi
. (2.3)
In Eq. 2.3 the individual weights are represented by wi and defined as wi = 1/‡2i , Nnonz is the
number of non-zero weights, the di erent bin metallicities are identified as Zi and the weighted
average metallicities as Z¯w. This approach for ‡err is chosen given that the scatter in individual
measurements is larger than the errors based on the ‰2 fitting, therefore more representative of
the actual uncertainties in the measurements.
In Chapter 1 we observed that selecting an isochrone to self-consistently match the inferred
metallicity for the youngest YMC with a log(age)= 7.1, NGC1705-1, does not necessarily converge
on the best model spectrum in spite of measuring similar metallicities (See Figure 7 in Chapter 1).
We note that the behaviour seen in NGC1705-1 was not present in the analysis of the youngest
cluster in this study or in any of the other YMCs. Using an initial isochrone of metallicity [Z]
≥ + 0.33 dex for NGC 5236-805, we estimate an overall metallicity of [Z] ≥ + 0.13 dex. We then
continue our analysis changing the input isochrone metallicity to [Z] ≥ + 0.20 dex, and derive a
final metallicity of [Z] ≥ + 0.17 dex. In contrast to NGC1705-1, visually inspecting the individual
fits shows that the best model spectra generated using the isochrones with metallicity similar to
the derived values match the observations well and decreases the final ‰2red values (see Figure
2.4).
2.4.1 Sensitivity to ATLAS9/MARCS models and spectral synthesis compu-
tations
As described in Section 2.3, we use two di erent sets of models depending on the Te  of the star.
For cool stars (Te  < 5000 K), we use MARCS atmospheric models along with the TURBOSPEC-
TRUM software to compute the synthetic spectra. The MARCS models allow for spherically-
symmetric stellar atmospheres, generally preferred for stars with extended atmospheres compared
to the plane-parallel symmetry used in ATLAS9 models. In this work we use a boundary in Te 
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Figure 2.3: Normalised integrated spectra for individual observations (in black) with its corre-
sponding best fitting models (in red). We have added a constant o set for the benefit
of visualisation. The cluster IDs are shown.
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Figure 2.4: In black we show the X-Shooter observation of NGC 5236-805. Top: In red we dis-
play the best model spectrum for NGC 5236-805 generated with an isochrone of
log(age)=7.1 and [Z] = +0.33 dex. Bottom: In red is the model spectrum for the
same YMC using isochrone of log(age)=7.1 and [Z] = +0.20 dex. We show the final
‰2red in the corresponding panels. See text for details.
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to separate the majority of giants from dwarfs. In Figure 2.5 we show the final isochrones used for
the di erent clusters. Displayed in red circles are those stars with Te  < 5000 K, mainly covering
the giant-like types. We point out that some lower main sequence stars are also identified to have
Te  < 5000 K, however, their contribution to the integrated-light spectrum is rather small. Stars
with Te  > 5000 K are shown in black triangles. From Figure 2.5 is clear that an Te  boundary
of 5000 K reasonably covers the supergiant regime, located in the evolved branch of the HRD
(red circles with MV ≥ ≠2.5).
To explore how sensitive our metallicity measurements are to the di erent model choices, we
compare the metallicities inferred using di erent Te  boundaries. In the first run we set an Te 
boundary of 3500 K. With this temperature boundary we use ATLAS9 models for the majority
of the stars, including giants. The second run uses a boundary of Te  = 5000 K. Given the ages
and metallicities of the di erent clusters, the second run uses MARCS models for most of the
giants (See Figure 2.5). The results of this study are presented in the second column of Table
2.4. Changing the Te  boundary from 3500 K to 5000 K varies the inferred metallicity as much
as 0.26 dex in the most extreme case. We note that in most cases this change in Te  modifies the
measured [Z] by < 0.10 dex.
Given the intrinsic dependence of our analysis on the selection of theoretical models we inves-
tigate how sensitive our results are to the input isochrone ages. We recalculate the metallicities
of each of the clusters modifying the ages by a factor of 2◊. In the third column of Table 2.4
we show the results of this comparison. Changing the input ages by 2◊ log(age) we see that the
average metallicity change amongst all 8 YMCs is ≥0.1 dex, with the highest metallicity change
seen for NGC5236-805 with a di erence of   [Z] = ≠0.20.
We point out that the work presented here is based solely on LTE models. At this moment we
do not correct for any non-LTE (NLTE) e ects. Such corrections are dependent on the physical
parameters of each individual star, which makes NLTE corrections particularly complicated for
integrated-light analysis. In the case of RSGs, studies have estimated NLTE corrections for
[Fe/H] abundances in the order of ≥0.1 dex or lower [Bergemann et al., 2012]. Higher NLTE
corrections have also been predicted for some –-elements with values ranging from ≠0.4 to ≠0.1
dex [Bergemann et al., 2015].
2.5 Discussion
2.5.1 Mass-Metallicity Relation
The mass-metallicity relation (MZR) is an important diagnostic tool in the inference of star
formation scenarios, galactic winds and chemical histories of galaxies. As mentioned earlier this
relationship was observed in star-forming galaxies by Lequeux et al. [1979] through the study of H
II regions in irregular and blue compact galaxies. Tremonti et al. [2004] and Andrews & Martini
[2013] later expanded this study by analysing ≥53,000 and ≥200,000 star-forming galaxies and
their gas-phase metallicity, respectively, further confirming the correlation between stellar mass
and metallicity.
The MZR of star-forming galaxies has been studied exclusively through the analysis of nebular
spectra. To compare the stellar and gaseous metallicity measurements, we plot our results in the
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Table 2.4: Sensitivity to ATLAS9/MARCS models
Cluster   Te    t
+1500 K 2◊ log(age)
NGC 5236-245 ≠0.01 ≠0.12
NGC 5236-254 +0.09 ≠0.01
NGC 5236-367 ≠0.23 +0.02
NGC 5236-805 ≠0.09 +0.20
NGC 5236-1182 ≠0.01 +0.04
NGC 5236-1234 ≠0.26 ≠0.05
NGC 5236-1389 +0.15 ≠0.14
NGC 5236-1471 +0.08 +0.06
Figure 2.5: Theoretical isochrones corresponding to the best fitting metallicities, Z, where Z§ =
0.017 [Grevesse & Sauval, 1998]. In red circles we show stars with Te  < 5000 K, for
which we use MARCS models. In black triangles we show those stars with warmer
temperatures (Te  > 5000 K) for which we used ATLAS9 models.
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mass-metallicity plane in Figure 2.6. In this Figure we include the MZR inferred by Tremonti
et al. [2004] and Andrews & Martini [2013] using the Sloan Digital Sky Survey (SDSS), with
dashed blue and solid green lines, respectively. Additionally, we include Kudritzki et al. [2016]
compilation of metallicity measurements obtained through the blue supergiant method as yellow
circles and through the integrated-light method (IL) from Chapter 1 as red circles.
We remark that our work measures the overall metallicity of the individual clusters, [Z].
In general for spiral galaxies with metallicity gradients one adopts a characteristic metallicity
measured at 0.4 R25. According to Zaritsky et al. [1994] and Moustakas & Kennicutt [2006],
metallicities of spiral galaxies at this radial distance from the center coincides with the integrated
metallicity of the whole galaxy. We note that while our spectral fit analysis uses Grevesse &
Sauval [1998], in the following exercise we adopt the solar oxygen abundance of Asplund et al.
[2009], 12+log(O/H) = 8.69. We average the metallicities measured for NGC 5236-1389, NGC
5236-1471 and NGC 5236-245 (all three YMCs located at R ≥ 0.4 R25) and infer an average
oxygen abundance of 12+log(O/H) = 8.75 ± 0.08 dex.
Using the recent stellar mass estimates of log(Mú/M§) = 10.55 by Bresolin et al. [2016],
our integrated metallicity for NGC 5236 is displayed as a red star, which can be compared to
the metallicity for this same galaxy inferred by Bresolin et al. [2016] shown with a yellow star in
Figure 2.6. The agreement between these two measurements obtained with independent methods
shows the consistency of stellar studies.
A compilation of stellar metallicities obtained using the BSG method along with those using
the IL method shows that this “stellar" MZR is rather similar to the nebular MZR inferred by
Andrews & Martini [2013] with an additional scatter and o set towards lower values. We note
that the sample size of the stellar metallicity is considerably smaller than the nebular sample.
Figure 2.6 supports the idea that the correlation between mass and metallicity can in principle be
studied through the galactic stellar component. However, we point out that a larger measurement
sample is needed to draw firmer conclusions.
One possible advantage of the stellar over the nebular MZR is the fact that analysis on stellar
spectroscopy is more feasible on higher metallicity environments, a regime where measurements
become more challenging for H II regions, especially using the direct method [StasiÒska, 2005;
Bresolin et al., 2005; Gazak et al., 2015].
2.5.2 Comparison to other stellar abundances in NGC 5236
In Figure 2.7 we show the metallicities obtained as part of this work (in red stars) as a function
of galactocentric distance. The galactocentric distance is normalised to the isophotal radius.
This distance, R/R25, is calculated adopting the following parameters: R25 = 6.44 arcmin [de
Vaucouleurs et al., 1991], i = 24 deg, and PA = 45 deg [Comte, 1981]. We also include the blue
supergiant metallicity measurements of Bresolin et al. [2016] for comparison (in blue circles),
along with the YMC metallicity from Gazak et al. [2014] shown as a yellow square.
Before comparing the di erent metallicity measurements we homogenize the di erent sets to
a single abundance scale. In this YMC work we use Grevesse & Sauval [1998] solar composition
with a metallicity mass fraction of ZYMC = 0.0169. In contrast, Bresolin et al. use Asplund
et al. [2009] solar oxygen abundance and the solar composition of Grevesse & Sauval [1998] for
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Figure 2.6: Mass-metallicity relation. The dashed blue line shows the polynomial fit determined by
Tremonti et al. [2004]. The solid green line displays the relation defined by Andrews
& Martini [2013]. The red star corresponds to the integrated metallicity for NGC
5236 obtained as part of this work. The yellow star shows the abundance estimated
by Bresolin et al. [2016] for NGC 5236 using the BSG method.Yellow circles represent
the stellar metallicities inferred by the BSG method, compiled by Kudritzki et al.
[2016]. Red circles represent the metallicities for NGC1313 and NGC1705 inferred by
Hernandez et al. [2017, in Chapter 1].
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the rest of the elements with a total metallicity mass fraction ZBSG = 0.0149. We scale the BSG
metallicities using the following relation
[Z]YMC = [Z]BSG ≠ log
3
ZYMC
ZBSG
4
= [Z]BSG ≠ 0.06 (2.4)
Using the J-band spectral analysis method Gazak et al. [2014] determined the metallicity
of YMC NGC 5236-805, also included in our sample. The authors inferred a metallicity [Z] =
+0.28 ± 0.14 dex. We point out that the study of Gazak et al. [2014] applies a spectral synthesis
analysis based on MARCS models, which adopt solar abundances from Grevesse et al. [2007] and
determine the metallicities using several elements such as Fe, Ti, Si and Mg. To account for the
di erence in solar abundance used in the work of Gazak et al., we revise this value considering
the metallicity mass fraction of Grevesse et al. [2007], ZJband = 0.012, and following the relation
below
[Z]YMC = [Z]Jband ≠ log
3
ZYMC
ZJband
4
= [Z]Jband ≠ 0.15 (2.5)
We revise the metallicity measurement by Gazak et al. to [Z] = +0.13 ± 0.14 dex. With a
galactocentric distance of R/R25 ≥ 0.05, NGC 5236-805 is the inner most YMC in our work. We
measure an overall metallicity of [Z] = +0.17 ± 0.12 for the same YMC. This value is consistent
within the errors with the J-band measurement by Gazak et al. [2014].
To further explore the central stellar metallicity in NGC 5236, we compare our NGC 5236-805
metallicity with that derived by Bresolin et al. [2016] for a blue supergiant with a galactocen-
tric distance of R/R25 ≥ 0.08, relatively close to our central YMC. Bresolin et al. measure a
metallicity of [Z] = +0.25 ± 0.06 dex, well within the errors of our inferred value. These three
independent measurements, using distinct methods, show excellent agreement, confirming the
above-solar metallicity environment in the central regions and inner disk of NGC 5236 and the
consistency of stellar metallicities.
From Figure 2.7 we can find a strong agreement between the metallicities of blue supergiants
and those of the YMCs, especially at R/R25<0.5. In this same figure we show linear regressions to
the YMC metallicities (in red dashed line) and to the blue supergiant metallicities (in blue line).
We apply a linear regression only to metallicities with galactocentric distances of R/R25<0.5,
obtaining
[Z]YMC = ≠0.37 (±0.29)R/R25 + 0.19 (±0.09) (2.6)
and
[Z]BSG = ≠0.60 (±0.19)R/R25 + 0.20 (±0.05) (2.7)
where [Z]YMC applies to the YMC observations and [Z]BSG to the blue supergiants. The di erent
slopes inferred through the two methods agree within the errors of each other, with the YMC
measurements having a slightly shallower gradient. We point out that gradients of ≥ ≠0.4 dex
R≠125 are typical for spiral galaxies [Ho et al., 2015]. However, the gradient value inferred from the
YMCs comes with large uncertainties and a flat distribution with zero gradient is well within 2‡.
Beyond R/R25 ≥0.5, both studies have a single metallicity measurement at di erent radii. In
our work the YMC is at a larger galactocentric distance than the one from Bresolin et al. [2016].
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Figure 2.7: Metallicities as a function of galactocentric distance normalised to isophotal radius. In
red stars we display the YMC metallicity measurements obtained as part of this work.
We show the metallicity measurement of Gazak et al. [2014] for NGC 5236-805 as a
yellow square and in blue circles we include Bresolin et al. [2016] BSG metallicities.
Red dashed and blue solid lines display a first-order polynomial fit for YMCs and
BSGs, respectively. The salmon (YMCs) and blue (BSGs) shaded regions illustrate
the 1-‡ uncertainties of the linear regressions.
Due to the extremely limited number of measurements beyond R/R25 ≥ 0.5, it becomes especially
challenging to draw firmer conclusions regarding the spatial distribution of metallicity at larger
distances from the center. Additional metallicity measurements of targets at R/R25 > 0.5 will
help discriminating between an optimal linear fit of a single or multiple gradients.
2.5.3 Stellar vs. Gas Abundance
The systematic o sets in the inferred metallicities using di erent nebular diagnostics has been
discussed and studied extensively [e.g. Kennicutt, 2003; Moustakas et al., 2010; López-Sánchez
et al., 2012]. In this section we compare our stellar metallicities to those obtained through the
analysis of nebular regions. We take the emission fluxes published by Bresolin et al. [2005] and
estimate strong-line abundances applying the O2N2= [N II] ⁄6584/[O II] ⁄3727 method and
adopting two di erent calibrations based on theoretical models and empirical data. We mainly
focus on the metallicity characterisation of the inner disc (R/R25 < 0.6) of NGC 5236. We note
that there are several other strong-line diagnostics which we have not included here. Bresolin et al.
[2016] provide a detailed discussion on strong-line diagnostics along with an extensive comparison
to their predicted chemical abundances. The aim of this section is to understand how the stellar
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metallicities obtained in this work compare to the general trends and values of nebular studies
in a general sense and how much our results resemble or di er from those obtained by Bresolin
et al. [2016].
O2N2 - Theoretical: We apply the strong-line calibration for O2N2 by Kewley & Dopita
[2002]. We refer to this calibration as K02. The method is calibrated using theoretical photoion-
isation models.
O2N2 - Empirical: The O2N2 method by Bresolin [2007] is based on a sample of 140 direct
abundance measurements from extragalactic H II regions. We refer to this calibration as B07
In addition to comparing the metallicities presented in this work to the nebular calibrations
above, we also include the abundances obtained by Bresolin et al. [2005] using the direct method.
We refer to these measurements as B05. In Figure 2.8 we show the oxygen abundances using
these four di erent methods: O2N2/Theoretical (K02), O2N2/Empirical (B07), direct method
(B05) and IL (this work). A visual inspection of this Figure shows rather similar slopes for the
stellar (in red stars), K02 (in blue circles) and B07 (in yellow circles). On the other hand Bresolin
et al. [2016] find that all the strong-line indicators they investigate, including K02 and B07, have
shallower slopes than those measured from the BSG abundances. Considering we find similarities
between our slopes and those from K02 and B07, this di erence between the gradient by Bresolin
et al. [2016] and those from strong-line indicators (K02 and B07) is expected from the inferred
gradients for YMCs and BSG shown in Eq. 2.6 and 2.7, where we see that YMCs point at a
shallower slope. Furthermore, a clear o set is present where the oxygen abundances from K02
are higher than our YMC work, by ≥0.3-0.4 dex, and the B07 abundances, by ≥0.5 dex. In
this context, these results are similar to those observed in Bresolin et al. [2016] with the BSG
abundances lying ≥ 0.2-0.3 dex lower than those calibrated with the K02 method.
The abundances from the direct method, B05, exhibit a rather strong scatter, however, the
inner most measurements agree well with our stellar metallicities. We point out that the abun-
dance from B05 of 12+log(O/H)=7.75 at R/R25≥0.08 is merely a lower limit. At R/R25 > 0.2
the B05 abundances deviate from ours to lower values.
In this comparison, the best agreement between the nebular and stellar abundances is obtained
from the empirical B07 calibration, although our measurements are consistently higher than
those from the B07 diagnostic. Linear regressions for the B07 data and our measurements show
consistent slopes, with our metallicities being o set to higher metallicities by ≥0.1 dex. As
pointed out in Bresolin et al. [2016], in these comparisons we do not account for the e ect of
oxygen depletion (e.g. onto interstellar dust grains). This e ect is especially important for oxygen
abundances that have been derived from empirical calibrations, such as B07. Mesa-Delgado et al.
[2009] and Peimbert & Peimbert [2010] have empirically determined depletion factors ranging
between ≠0.08 and ≠0.12 dex. Applying an average correction for ≠0.1 dex of depletion to the
B07 nebular abundances brings the measurements to better agreement with our YMC stellar
abundances.
2.5.4 Comparison to Chemical Evolution Models
We now compare our direct metallicity measurements with chemical evolution models produced
specifically for NGC 5236.
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Figure 2.8: Oxygen abundance as a function of galactocentric distance normalized to the isophotal
radius. In red stars we show the metallicity measurements converted to oxygen abun-
dance inferred in this work. In blue circles we show the oxygen measurements from
the O2N2 calibration by K02. In yellow circles we show the abundances from B07.
In green squares we show the oxygen abundances inferred from the direct method by
B05.
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Bresolin et al. [2016] introduced two chemical evolution models for their observed present-day
metallicity distribution over the entire NGC 5236 disc. For details on the construction of the
di erent models we refer the reader to Bresolin et al. [2016]. Briefly, their individual models
were generated using the analytical chemical evolution model of Kudritzki et al. [2015]. This
analytical model improves over the closed-box scenario [Pagel & Patchett, 1975] by accounting
for the influence of gas flows (in and out) to regulate the spatial distribution of abundances. The
model of Kudritzki et al. provides theoretical radial metallicity distributions based on specified
stellar and gas radial mass profiles with two additional free parameters, infall and outflow. To
generate a closed-box model, these two free parameters are set to 0.
For the case of the detailed model involving galactic winds, and in/outfalls, the radial range
(R/R25) was divided in three di erent sections (0.0-0.5, 0.5-1.3, and 1.3-1.5) where the authors
vary the mass flow rates and the infalling gas. The infall and outfall parameters are defined as
the ratio of mass infall/outfall rate by the star formation rate, M˙acct/Â and M˙loss/Â. The best
model fit (shown in Figure 2.9) required M˙acct/Â = 0.0 and M˙loss/Â = 0.12 for the first section,
M˙acct/Â = 0.0 and M˙loss/Â = 0.50 for the second region, and M˙acct/Â = 1.0 and M˙loss/Â = 0.0
for the outer disk.
In Figure 2.9 we show the detailed (infall+galactic winds) and closed-box chemical models
by Bresolin et al. [2016], along with our abundance measurements and those from BSGs. We
convert our overall metallicities measured in NGC 5236 adopting a solar oxygen abundance of
12+log(O/H)=9.69 from Asplund et al. [2009]. We note that the feature in Figure 2.9 in the
detailed model (green dashed line) around R/R25 ≥ 1.3 is an artificial spike originating from the
two connecting radial sections described above. For distances R/R25<0.5 both models predict
relatively similar abundance gradients, although the closed-box model gives slightly higher values.
In general our observed abundances agree slightly better with the lower oxygen abundances
predicted by the detailed model (green dashed line), mainly found in the first radial region where
no gas infall is required, and only a small fraction of the material is expelled due to galactic winds.
Furthermore, it is clear that for our last abundance measurement at R/R25 = 0.91, the detailed
model predicts a value closer to our oxygen abundance than the closed-box model. Based on this
detailed model and our abundance measurement in this second radial region it appears reasonable
to assume a di erent gradient to describe the metallicity distribution in this region of the disk.
However, more stellar metallicity measurements are needed to verify this statement.
2.5.5 Metallicity-Age Relation
We observe a clear anticorrelation between the measured metallicities and their corresponding
ages. In Figure 2.10 we show this relation along with a first-order polynomial fit of the form [Z]
= a Log(age) + b, represented by a black dashed line. We estimate a slope of a = ≠0.24± 0.12,
with a 2-‡ correlation hinting at a minimum decline in metallicity of ≥0.1 dex in a time period
of ≥100 Myr. We note that the oldest YMCs in our sample, NGC5236-254, has a location
R/R25>0.5 and a metallicity lower than the rest by ≥0.15 dex. Similarly one of the youngest
clusters, NGC5236-805, is the most centrally located and one of the most metal rich objects in
our study. While these observations suggest that the anticorrelation could in principle be of a
chemical evolution origin, we can not discard systematic e ects in the spectral fitting as a possible
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Figure 2.9: Oxygen abundance as a function of galactocentric distance normalised to isophotal
radius. In red stars we show the YMC measurements inferred in our analysis. In blue
circles we include BSG oxygen abundances from Bresolin et al. [2016]. The blue and
green dashed lines represent two chemical evolution models for NGC 5236 [Bresolin
et al., 2016], accounting for galactic winds (and infall) and closed-box, respectively.
The dashed vertical lines show the radial divisions used in generating the detailed
model.
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Figure 2.10: Metallicity as a function of Log(age). In red stars we show the metallicity mea-
surements obtained as part of this work. We show a first order polynomial fit as
a black dashed line. In the shaded salmon region we show 1‡ confidence intervals.
We include the slope (a) and zero-point (b) of the linear regression along with their
uncertainties.
cause.
2.6 Conclusions
Chemical abundances of star-forming galaxies, especially beyond the Local Group, are mainly
based on the analysis of nebular emission lines. A characteristic problem of nebular studies arises
when comparing the abundances obtained through the di erent calibrators (e.g. O2N2, O3N2,
N2) where one can find systematic o sets as high as ≥0.7 dex [Bresolin, 2008; Kewley & Ellison,
2008]. To avoid these poorly understood systematic uncertainties, in this paper we carry out a
stellar metallicity analysis on a sample of eight extragalactic YMCs distributed throughout NGC
5236. This stellar abundance approach is of special relevance for environments of metallicities
above solar, where certain nebular methods fail or tend to underestimate abundances [StasiÒska,
2005; Zurita & Bresolin, 2012; Simón-Díaz & StasiÒska, 2011].
We apply the abundance technique developed by L12 for integrated-light observations and
show that this can be successfully used on intermediate-resolution spectroscopic data taken with
the X-shooter spectrograph of objects in the high metallicity range. We derive precise metallicities
and find excellent agreement with independent stellar metallicity studies in NGC 5236. We
measure a super-solar metallicity of [Z] = +0.17 ± 0.12 dex for the most centrally located YMC
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Table 2.5: Metallicities for NGC 5236-245
Wavelength [Å] [Z] Error
4000-4200 +0.043 0.265
4200-4400 +0.236 0.454
6100-6300 ≠0.374 0.129
6300-6500 +0.199 0.127
6588-6700 +0.069 0.129
6700-6800 ≠0.183 0.192
7400-7550 +0.003 0.093
8500-8700 +0.034 0.065
8700-8830 +0.129 0.102
NGC 5236-805.
We further compare our abundance measurements to chemical evolution models by Bresolin
et al. [2016]. Similar to their findings, we observe that their best model, which accounts for
galactic winds and in/outflows, reproduces our observed abundances better than their simple
closed-box model. Based on this comparison we conclude that the central regions of NGC 5236
are possibly experiencing no infall of material, and a small loss of material due to galactic winds.
We conclude that the analysis of integrated-light observations is an independent and reli-
able method for obtaining metallicities and studying galactic abundance gradients in star forming
galaxies in high metallicity environments. Our results also prove that the X-Shooter spectrograph
allows for these type of abundance studies today and expect future instrumentation and telescopes
such as the Extremely Large Telescope (ELT), the Giant Magellan Telescope (GMT), and the
Thirty Meter Telescope (TMT) to continue providing essential information on the chemical enrich-
ment of other galaxies. Furthermore, the excellent agreement between two independent methods,
IL and BSGs, is especially encouraging for future work with these new generation telescopes as
an alternative to H ii-techniques allowing us to expand our knowledge of galaxy formation and
evolution.
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2.A Appendix: Metallicities as a function of wavelength
We present tables displaying the individual bin measurements for each of the YMCs studied in
this work.
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Table 2.6: Metallicities for NGC 5236-254
Wavelength [Å] [Z] Error
4000-4200 +0.133 0.134
4200-4400 +0.133 0.104
6100-6300 +0.153 0.087
6300-6500 ≠0.175 0.136
6588-6700 ≠0.502 0.175
6700-6800 ≠0.573 0.242
7400-7550 +0.369 0.100
8500-8700 ≠0.305 0.043
8700-8830 ≠0.400 0.104
Table 2.7: Metallicities for NGC 5236-367
Wavelength [Å] [Z] Error
4000-4200 ≠0.641 0.129
4200-4400 ≠0.271 0.132
6100-6300 ≠0.175 0.071
6300-6500 +0.199 0.074
6588-6700 ≠0.008 0.112
6700-6800 ≠0.180 0.159
7400-7550 +0.159 0.075
8500-8700 ≠0.192 0.130
8700-8830 +0.269 0.081
Table 2.8: Metallicities for NGC 5236-805
Wavelength [Å] [Z] Error
4000-4200 +0.361 0.033
4200-4400 +0.026 0.047
6100-6300 +0.039 0.027
6300-6500 +0.090 0.033
6588-6700 +0.155 0.029
6700-6800 ≠0.116 0.053
7400-7550 ≠0.284 0.126
8500-8700 +0.951 0.113
8700-8830 +0.292 0.024
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Table 2.9: Metallicities for NGC 5236-1182
Wavelength [Å] [Z] Error
4000-4200 +0.302 0.047
4200-4400 +0.312 0.035
6100-6300 +0.406 0.043
6300-6500 ≠0.344 0.065
6588-6700 ≠0.446 0.051
6700-6800 ≠0.548 0.073
7400-7550 +0.188 0.026
8500-8700 ≠0.426 0.108
8700-8830 +0.251 0.021
Table 2.10: Metallicities for NGC 5236-1234
Wavelength [Å] [Z] Error
4000-4200 ≠0.034 0.104
4200-4400 ≠0.764 0.149
6100-6300 ≠0.938 0.171
6300-6500 ≠0.816 0.109
6588-6700 +0.863 0.096
6700-6800 +0.053 1.038
7400-7550 +0.263 0.055
8500-8700 ≠0.732 0.132
8700-8830 +0.177 0.053
Table 2.11: Metallicities for NGC 5236-1389
Wavelength [Å] [Z] Error
4000-4200 ≠0.197 0.083
4200-4400 ≠0.506 0.073
6100-6300 ≠0.342 0.165
6300-6500 ≠0.003 0.066
6588-6700 +0.008 0.140
6700-6800 +0.064 0.103
7400-7550 +0.310 0.052
8500-8700 ≠0.400 0.125
8700-8830 +0.228 0.048
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Table 2.12: Metallicities for NGC 5236-1471
Wavelength [Å] [Z] Error
4000-4200 ≠0.331 0.124
4200-4400 +0.342 0.091
6100-6300 +0.016 0.108
6300-6500 +0.246 0.100
6588-6700 +0.326 0.204
6700-6800 +0.008 0.142
7400-7550 +0.256 0.061
8500-8700 ≠0.082 0.032
8700-8830 +0.568 0.050
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Abstract
We perform a detailed abundance analysis on integrated-light spectra of 20 globular
clusters (GCs) in the early-type galaxy NGC 5128 (Centaurus A). The GCs were
observed with X-Shooter on the VLT. The cluster sample spans a metallicity range
of ≠1.92 < [Fe/H] < ≠0.13 dex. Using theoretical isochrones we compute synthetic
integrated-light spectra and iterate the individual abundances until the best fit to the
observations is obtained. We measured abundances of Mg, Ca, and Ti, and find a
slightly higher enhancement in NGC 5128 GCs with metallicities [Fe/H] < ≠0.75 dex,
of the order of ≥0.1 dex, than in the average values observed in the MW for GCs of
the same metallicity. If this –-enhancement in the metal-poor GCs in NGC 5128 is
genuine, it could hint at a chemical enrichment history di erent than that experienced
by the MW. We also measure Na abundances in 9 out of 20 GCs. We find evidence
for intra-cluster abundance variations in 6 of these clusters where we see enhanced
[Na/Fe] > +0.25 dex. We obtain the first abundance measurements of Cr, Mn, and Ni
for a sample of the GC population in NGC 5128 and find consistency with the overall
trends observed in the MW, with a slight enhancement (<0.1 dex) in the Fe-peak
abundances measured in the NGC 5128.
3.1 Introduction
There is a bewildering variety of properties in the galaxies we currently observe in the Universe.
The di erences between these objects range from morphology, luminosity, and colour to star
95
Chapter 3 : Chemical Abundances of Globular Clusters in NGC 5128 (Centaurus
A)
formation histories, chemical composition and kinematics. In order to fully understand how
galaxies in our Universe evolve we need to study in detail galaxies of di erent Hubble types, not
just our own.
A very powerful tool to understand the evolution of galaxies is the study of their chemical
abundances as a function of time. More specifically, one can obtain a detailed picture of the
evolution of galaxies by looking closely at the abundance patterns of di erent elements observed
in various stellar populations. Considering that the chemical composition of the gas reservoirs that
form stars is preserved in their atmospheres, one can extract an immense amount of information
through the analysis of stars of di erent ages. Past studies have shown that the stellar abundance
ratios can constrain initial mass functions (IMFs) and star formation rates [SFR, McWilliam,
1997; Matteucci, 2003].
It is believed that type Ia supernovae (SN Ia) are the primary sources of Fe and Fe-peak
elements in the Galaxy [Nomoto et al., 1997]. Additionally, it has been established that type II
supernovae (SN II) are instead responsible for the creation of most of the –-elements [O, Mg, Si,
S, Ca, and Ti, Woosley & Weaver, 1995].
One of the most widely used diagnostics of IMF and SFR is the abundance ratio of –-elements
to Fe, [–/Fe]. A top-heavy IMF could lead to enhanced [–/Fe] ratios along with high average
metallicities [Matteucci & Brocato, 1990]. However, similar enhancements in the [–/Fe] ratios
can also be the result of a rapid burst of star formation enriching the gas to high metallicities. In
the case of our own Milky Way (MW) the enhancement of –-elements in old stellar populations
points at a starburst system [Worthey, 1998; Matteucci, 2003].
Given our proximity to stars in the MW, high-resolution spectroscopy has allowed for abun-
dance studies that provide an incredibly detailed picture of the nucleosynthetic history of our
Galaxy. Individual stellar abundances within the MW have assisted in identifying the location
and substructures of di erent populations [e.g. Venn et al., 2004; Pritzl et al., 2005; Reddy et al.,
2006]. Even though a limited number of extragalactic abundances of stars in nearby systems,
such as the Magellanic Clouds and dwarf galaxies, are also available [e.g. Wolf, 1973; Venn,
1999; Shetrone et al., 1998; Tolstoy, 2003], to better understand the episodes of star formation in
di erent galaxy types and masses, detailed abundances far beyond the MW and its neighbours in
the Local Group are needed.
Most of the abundance work beyond the Local Group has been limited by the di culty in
measuring reliable abundances. The majority of the extragalactic (outside of the Local Group)
metallicity and abundance measurements come from studies of H II regions in star-forming galaxies
[Searle, 1971; Lee et al., 2004; StasiÒska, 2005]. A known issue with such methods is apparent once
we compare the metallicities inferred from di erent diagnostics. Studies have noticed di erences
in the inferred metallicities as high as ≥0.7 dex [Kennicutt, 2003; Bresolin, 2008; Kewley & Ellison,
2008; López-Sánchez et al., 2012]. Additionally, H II region abundances mainly probe the present-
day gas composition, and one can not access any information on the past evolution of the host
galaxy.
For galaxies other than star-forming, di erent methods are used to study their composition,
and star formation histories. For early-type galaxies several extensive studies have been conducted
using absorption line indices as their main resource. Thomas et al. [2005] studied the stellar
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properties of 124 early-type galaxies deriving metallicities, [–/Fe] ratios, and ages using absorption
line indices as well as stellar population models. They find that all three, age, metallicity and
[–/Fe] abundance ratio, correlate with the mass of the galaxy. These results, especially those
of the [–/Fe]-mass relation had been anticipated before the work of Thomas et al. [2005] by
Worthey et al. [1992], Fisher et al. [1995], and Kuntschner [2000], amongst others, and verified by
Trager et al. [2000], Proctor & Sansom [2002], and Thomas et al. [2002] through stellar population
models. Overall, this relation between [–/Fe] and mass observed in earlier studies is consistent
with a scenario where higher e ective yields from SNe II are expected and observed in more
massive galaxies (> 1011 M§).
One of the main challenges in obtaining detailed abundances of individual stars in galaxies
outside of the Local Group is the fact that at larger distances stars become too faint for this type
of analysis. In order to overcome this obstacle, studies are now focusing on star clusters, where
one of the assumptions is that the individual populations of stars consist of objects of the same
age, and are chemically homogenous. The study of integrated-light observations has allowed for
a significant advancement in the field of chemical evolution of distant galaxies. Given that the
integrated-light spectra of most star clusters are broadened by several km s≠1, one can observe star
clusters at much higher resolution (R =20,000-30,000) than galaxies, allowing for the detection of
weak lines (15 mÅ). Studies of star clusters, mainly globular clusters (GC), have shown that these
objects trace the properties of the di erent field star populations in their host-galaxies [Colucci
et al., 2013; Sakari et al., 2015]. More specifically, detailed properties such as metallicity, age and
abundances are powerful tools for constraining theories of GC and galaxy formation [Brodie &
Strader, 2006].
One of the major highlights in the studies of extragalactic GCs is the presence of subpopula-
tions with two main components, metal-poor and metal-rich. Until the early 2000s, most of the
spectroscopic analysis exploring extragalactic GCs utilised Lick/IDS indices [Burstein et al., 1984;
Worthey et al., 1994; Trager et al., 1998]. This technique was originally developed to study the
absorption features in low resolution observations at wavelengths of ≥4000-6400 Å of early-type
galaxies to measure the properties of their stellar populations. More optimal methods based on the
index system were later developed to be more applicable to GC studies. The bulk of extragalactic
spectroscopic measurements of metallicities, ages and [–/Fe] ratios have been inferred mainly by
measuring Lick indices. One of the most extensive and systematic studies of extragalactic GC
systems was published by Strader et al. [2005] and spanned a broad range of galaxies from dwarfs
to ellipticals. This work showed that both GC subpopulations, metal-poor and metal-rich, have
mean ages similar to those seen in the MW GC system with the implication that the bulk of star
formation in spheroids occurred at early ages (z> 2).
The general expectation regarding the metal-poor and metal-rich populations of GCs in ex-
ternal galaxies is that the former would show supersolar [–/Fe] ratios given that their formation
took place in the early Universe when a substantial metal enrichment was yet to happen. Several
studies of extragalactic metal-poor GCs appear to have [–/Fe] . 0 [Olsen et al., 2004; Pierce
et al., 2005], while others show enhanced [–/Fe]. On the other hand, a study of GCs in early-type
galaxies by Puzia et al. [2005], using Lick indices to measure ages, metallicities and [–/Fe] abun-
dances leads them to conclude that [–/Fe] ratios are on average super-solar with a mean value
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of +0.47 ± 0.06 dex which points at short star formation timescales (≥ 1 Gyr). They also con-
clude that the progenitor cloud forming these GCs in early-type galaxies would need to have been
predominantly enriched by yields from SNe II. The discrepancy between results obtained from
di erent studies of early-type galaxies could be caused by the uncertainties in the simple stellar
population (SSP) models used in combination with the wide Lick index bandpasses, making the
abundance ratio measurements highly uncertain [Brodie & Strader, 2006].
McWilliam & Bernstein [2008] developed a technique to study individual abundances of GCs
through the analysis of their integrated-light. Their method requires high-resolution observations
(R=30,000) and combines information of the the Hertzsprung-Russell diagrams (HRD) of the GC
in question, stellar atmospheric models and synthetic spectra. This technique has been tested
and applied to GCs in the MW and the Large Magellanic Cloud [LMC, McWilliam & Bernstein,
2008; Cameron, 2009; Colucci et al., 2011], and at relatively larger distances [M31 at ≥ 780 kpc,
Colucci et al., 2009, 2014, 2016].
Similar to the concept of McWilliam & Bernstein [2008], Larsen et al. [2012, , hereafter L12]
created a high-resolution integrated-light technique to measure abundances of star clusters. In
contrast to the technique of McWilliam & Bernstein [2008], the method of L12 mainly relies
on spectral synthesis and full spectral fitting. Abundance measurements are obtained by fitting
relatively broad wavelength ranges containing multiple lines of the element in question. The
method of L12 has been used to measure chemical abundances of old stellar populations in the
MW, and several dwarf spheroidal galaxies [Larsen et al., 2012, 2014, 2017].
Although the L12 technique was developed using high-dispersion spectroscopic observations,
we extended the L12 method to intermediate-resolution spectra (R < 10, 000) in Chapters 1 and
2. In these studies we measured detailed abundances of two young massive clusters (YMC) and
overall metallicities of eight YMCs in galaxies ≥5 Mpc away. With techniques like L12 where one
is able to study stellar populations in a broad range of ages, from old GCs to young populations
(YMCs), and with a slightly less limited spectral resolution range, we can now investigate the
chemical evolution of galaxies through a much larger window in space and time than in past
studies.
Being the nearest giant early-type galaxy to the MW, NGC 5128 (Centaurus A) is an ideal
target to measure detailed abundances from integrated-light spectra of its globular clusters. In
spite of being the nearest giant early-type galaxy, NGC 5128 is still located at a distance of
3.8 Mpc from our Galaxy [Harris et al., 2010]. Colucci et al. [2013] initiated a study of the
chemical composition of the GC system of NGC 5128 measuring Fe and Ca abundances of 10
di erent clusters. In their work Colucci et al. [2013] measured Fe abundances with ranges of
≠1.6 < [Fe/H] < ≠0.2 dex. A noticeable result from this work was the enhanced [Ca/Fe] ratio for
metallicities of [Fe/H] < ≠0.4 dex, which appeared higher than the average values for the GCs
in the MW and M31 of the same metallicities. These results implied a di erent star-formation
history for NGC 5128 compared to those from the MW and M31.
We perform a detailed abundance analysis on a sample of 20 star clusters distributed through-
out NGC 5128. Using the L12 method, along with intermediate-resolution observations we mea-
sure abundances of light- (Na) and – elements (Mg, Ca and Ti), as well as Fe-peak (Cr, Mn, and
Ni). This paper is structured as follows. In Section 3.2 we describe the science observations and
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data reduction. In Sections 3.3 and 3.4 we present the analysis method and results, respectively.
Section 3.5 is used to discuss our findings, and we list our conclusions in Section 3.6.
3.2 Observations and Data Reduction
In this work we exploit the data taken as part of the VLT programme 085.B-0107(A) observing
25 bright star clusters in NGC 5128. The exposures are taken with the X-Shooter single target
spectrograph [Vernet, 2011]. The instrument has a broad wavelength coverage, providing data
between 3000-24800 Å. X-Shooter’s extensive wavelength coverage is possible through its three
spectroscopic arms. Each of these arms, UV-Blue (UVB), Visible (VIS), and Near-IR (NIR), has
a full set of optimised optics and detectors. The resolution of the instrument is mainly controlled
by the slit width, with resolutions ranging from R=3000 to 17000. Programme 085.B-0107(A)
was executed in April 2010 using slit widths 0.8” (R≥6200), 0.7” (R≥11000), and 0.6” (R≥6200)
for UVB, VIS, and NIR arm, respectively. The data was taken using the standard nodding mode
following an ABBA pattern.
Targets with magnitudes brighter than V ≥ 19 were selected from the spectroscopically con-
firmed GC sample by Beasley et al. [2008]. This means that our cluster sample mainly covers the
brightest component of the GC system in NGC 5128. In Figure 3.1 we show in blue circles the
full GC sample of Beasley et al. [2008], plotting the V magnitudes as a function of metallicity. We
indicate with red stars the cluster sample analysed in this work. In Table 3.1 we list the target
names, coordinates, exposure times and signal-to-noise (S/N) ratios for the di erent arms. The
S/N values are calculated using wavelength windows of 4550-4750 Å for the UVB, 7350-7500 Å
for the VIS data and 10400-10600 Å for the NIR data. We point out that given the low S/N in
the NIR data, the work done in this paper focuses on the X-Shooter observations taken with the
UVB and VIS arm only. In Figure 3.2 we mark the star clusters analysed in this paper.
Using the public release of the X-Shooter pipeline (v2.5.2) along with the ESO Recipe Ex-
ecution Tool (EsoRex) v3.11.1 we perform the basic data reduction steps, including bias and
dark corrections, flat-fielding, sky subtraction and wavelength calibration. We take the two-
dimensional calibrated exposures and extract the science spectrum using IDL routines by Chen
[2014]. The code was developed based on optimal extraction principles described in Horne [1986].
Once the 1-D spectrum is extracted, the code combines the individual orders using the variance-
weighted average for overlapping spectral regions. The 1-D spectra are flux calibrated using the
spectrophotometric standard Feige 110 observed close in time to the science frames. We use the
pipeline routine xsh_respon_slit_o set to create response curves for the individual exposures.
The response curves use the same bias and master flat frames as those applied to the correspond-
ing science observations, and are corrected for exposure time and atmospheric extinction. It is
important to apply the same flat field frames for both the science and the response curves in order
to remove any contemporaneous flat-field features. After the flux calibration, we visually inspect
the 1-D spectra and find good flux agreement between the UVB and VIS arm. We note that in
most of the targets observed in this program we see strong dichroic features at wavelengths <
5700 Å (in the VIS arm). These dichroic features tend to appear in the extracted 1-D spectra of
the X-Shooter VIS data, with their exact wavelength position varying from exposure to exposure
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Figure 3.1: Top panel: V magnitudes as a function of spectroscopic metallicities as measured by
Beasley et al. [2008]. Blue circles and red stars show the full GC study by Beasley et al.
[2008] and the sample studied in this work, respectively. Bottom panel: Metallicity
distribution (bin widths of ≥ 0.13 dex) for the GC system in NGC 5128.
Figure 3.2: Colour composite image from the DSS2 optical HEALpix survey, including ≥0.6µm
and ≥0.4µm bands. Green squares locate the clusters studied as part of this work.
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Table 3.1: X-Shooter Observations
Cluster RA Dec texp (s) S/N (pix≠1)
(J2000) (J2000) UVB VIS NIR UVB VIS NIR
AAT117062 201.378408 -42.83718 1800.0 1780.0 1800.0 29.1 34.0 13.5
HGHH-04 201.256648 -43.15735 1800.0 1780.0 1800.0 12.3 18.1 7.2
HGHH-06 201.342347 -43.04529 1800.0 1780.0 1800.0 14.6 19.2 8.6
HGHH-07 201.521448 -42.94223 1800.0 1780.0 1800.0 25.9 29.4 12.0
HGHH-11 201.228781 -43.0223 1800.0 1780.0 1800.0 16.9 22.4 10.7
HGHH-17 201.416499 -42.93268 1800.0 1780.0 1800.0 24.3 28.1 11.5
HGHH-21 201.470672 -43.09595 1800.0 1780.0 1800.0 18.5 22.7 9.0
HGHH-23 201.476303 -42.99024 1800.0 1780.0 1800.0 28.6 39.6 24.0
HGHH-29 201.167061 -43.30198 1800.0 1780.0 1800.0 12.1 20.0 10.6
HGHH-34 201.41993 -43.3532 1800.0 1780.0 1800.0 13.2 16.7 7.9
HGHH-40 200.927402 -43.16027 1800.0 1780.0 1800.0 8.8 11.1 3.4
HH-080 200.909807 -42.77231 1800.0 1780.0 1800.0 14.9 17.1 5.6
HH-096 201.088942 -43.04287 1800.0 1780.0 1800.0 18.5 21.5 8.2
HHH86-30 201.225916 -42.88951 1800.0 1780.0 1800.0 31.2 37.9 19.8
HHH86-39 201.674945 -43.12846 1800.0 1780.0 1800.0 32.0 34.9 13.5
K-029 201.287304 -42.98286 1800.0 1780.0 1800.0 17.6 24.1 11.5
K-034 201.293745 -42.89216 1800.0 1780.0 1800.0 20.4 26.2 12.5
K-163 201.416752 -43.08328 1800.0 1780.0 1800.0 27.2 31.6 14.2
VHH81-03 201.241579 -42.93562 1800.0 1780.0 1800.0 18.8 24.7 13.9
VHH81-05 201.316943 -42.88218 1800.0 1780.0 1800.0 20.6 22.0 7.5
making it rather di cult to remove entirely [Chen, 2014]. Although our abundance analysis does
not require accurate flux calibration, these dichroic features can artificially modify not only the
continuum, but also the depth of the intrinsic spectral lines. Given the nature of the dichroic
features, we exclude most of the VIS wavelengths < 5700 Å in our analysis.
Telluric absorption bands strongly a ect our VIS exposures. Observations with wavelengths
between 5800-6100 Å, 6800-7400 Å, 7550-7750 Å, 7800-8500 Å, and 8850-10 000 Å, are mainly
contaminated by these absorption bands. We correct for this contamination from the Earth’s
atmosphere using the routines and telluric library developed by the X-Shooter Spectral Library
(XSL) team. Chen [2014] created a correction method based on Principal Component Analysis
(PCA) which depends on their carefully designed telluric library. We apply this correction which
reconstructs and removes the strongest telluric absorption as needed. Although we correct our
observations for telluric contamination, in our analysis we aim to avoid these regions. We mainly
focus our abundance analysis in the UVB wavelengths 4400-5200 Å, and VIS wavelength windows
5670-5700 Å, 6100-6800 Å, 7400-7550 Å, and 8500-8850 Å.
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3.3 Abundance Analysis
In this work we make use of the integrated-light analysis tool developed and tested by L12.
The L12 technique was originally created for high-dispersion observations of GCs, however in
Chapter 1 we showed that this method can also be used for detailed abundance analysis of
intermediate-resolution observations. The original method is described in detail in the work of
Larsen et al. [2012] and Larsen et al. [2014]. The main idea involves an iterative process where the
chemical abundances are determined by fitting synthetic modelled spectra to the integrated-light
observations, varying the abundances on each iteration. To accurately model the observations one
needs to account for every evolutionary stage present in the star cluster in question. We compute
a single model atmosphere, which is then used to generate a high-resolution (R ≥ 500, 000)
synthetic spectrum for each stellar type. The individual model spectra are then combined onto
a single synthetic integrated-light spectrum. We note that when co-adding the spectra we use
appropriate weights accounting for the number of stars of a specific type based on a Salpeter IMF
(see Section 3.3.1 for a detailed description). The synthetic integrated-light spectra are smoothed
to match the resolution of the X-Shooter observations, and then compared to the science data.
In the original work of L12 the software made use of atlas9 models along with synthe codes
to compute the model atmospheres and synthetic spectra [Kurucz, 1970; Kurucz & Furenlid, 1979;
Kurucz & Avrett, 1981]. atlas9 is a one-dimensional (1D) plane-parallel local thermodynamic
equilibrium (LTE) atmospheric modelling software by Robert Kurucz. However, these plane-
parallel models are less ideal for cooler stars. In our analysis in addition to using atlas9 and
synthe codes, we also use marcs atmospheric models [Gustafsson et al., 2008] paired with
turbospectrum to create the synthetic spectra [Plez, 2012]. In contrast to atlas9, marcs are
1D spherical LTE models. We download a grid of precomputed marcs models from their o cial
website1, and allow the code to select the closest model to match the di erent stellar types. We
use atlas9/synthe software for stars with Te  > 5000K and marcs/turbospectrum for stars
with Te  < 5000K, similar to what was done in Chapter 2. Our analysis is based on the Solar
composition from Grevesse & Sauval [1998].
The abundance analysis done in this paper is entirely based on LTE modelling. We note that
we do not apply any non-LTE (NLTE) corrections as these are rather complex for integrated-
light work given their dependance on the stellar properties of individual stars. In general NLTE
corrections for some –-elements are predicted to range between ≠0.4 and ≠0.1 dex [Bergemann
et al., 2015].
3.3.1 Theoretical+Empirical stellar parameters
The distance to NGC 5128 makes obtaining colour-magnitude diagrams (CMDs) a complicated
task. Given that CMDs for our star-cluster sample are not available, we instead rely on theoretical
isochrones for the analysis. The selection of the atmospheric models is based on the theoretical
–-enhanced isochrones by the Dartmouth group [Dotter et al., 2007] which account for main
sequence (MS) and red giant branch (RGB) stars. We note that these isochrones exclude both,
the horizontal branch (HB) and asymptotic giant brach (AGB) stages. For this reason we opt for
1http://marcs.astro.uu.se
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combining the theoretical isochrones with empirical HB and AGB observations from the survey
of Galactic GCs using the Advanced Camera for Surveys (ACS) on board the Hubble Space
Telescope by Sarajedini et al. [2007].
For the initial selection of isochrones and appropriate empirical HB and AGB data we adopt
the ages and metallicities from Beasley et al. [2008] listed in Table 3.2. We extract the stellar
parameters from the individual isochrones assuming an IMF following a power law with a Salpeter
[1955] exponent, –=≠2.35. We adopt the luminosity limit of L12 where we only include stars
brighter than MV = +9. L12 points out that including stars fainter than this limit modifies the
overall metallicities by < 0.1 dex.
We also choose a CMD with similar age and metallicity as the ones listed in Table 3.2 and
extract the photometry for stars in the HB and the AGB. For each of the GCs in NGC 5128 we list
the Galactic GC used to model the HB and AGB populations in the last column of Table 3.2. The
photometry is corrected for foreground extinction using the colour excess values, E(B≠V ), from
the latest edition of the Harris [1996] catalogue (version 2010). Most of the distance estimates
used in the photometry come from the work of the 2010 edition of Harris [1996] and van den Bosch
et al. [2006]. For the HB and AGB stars we derive values for the Te  and bolometric corrections
from the V ≠ I colours using the colour-Te  transformation based on models by Kurucz [Castelli
et al., 1997]. Additionally, the surface gravities, log g, are inferred using the relation
log g = log g§ + log
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(3.1)
When combining the isochrone-based CMDs with the empirical HB and AGB data, similar to the
approach of Larsen et al. [2017], we estimate the weights of the empirical data by matching the
number of RGB stars in the range of 1 < MV < 2 in the theoretical CMD to those present in the
empirical CMD.
We also account for the microturbulent velocity component, vt, assigning di erent values
depending on their log g. For stars with log g > 4.5 we adopt a value of vt=0.5 km s≠1 [Takeda
et al., 2002]. Following the reference points of L12 and Larsen et al. [2017], for 4.0 < log g < 4.5
we assume vt=1.0 km s≠1 and for log g < 1.0, vt=2.0 km s≠1. For values 1.0 < log g < 4.0 we
assign microturbulent velocities based on a linear interpolation of vt(log g). Lastly, for HB stars
we assume vt=1.8 km s≠1 [Pilachowski et al., 1996].
3.3.2 Smoothing parameter
After the synthetic integrated-light spectrum is produced we degrade the resolution of the model
spectrum from R = 500, 000 to R ≥ 6, 200≠ 11, 000 to match the X-Shooter observations. In our
analysis we are able to fit for the best Gaussian dispersion, ‡sm, which should account for the
instrumental resolution (‡inst) and the cluster velocity dispersion (‡1D).
As a first step in this analysis, we fit for the radial velocities (vrv) and the best ‡sm along with
the overall metallicity, [Z], processing 200 Å of data at a time. Given that X-Shooter collects
data through a multiple-arm system detailed in Section 3.2, we fit separate ‡sm for each arm.
We scan the UVB wavelength range between 4000 Å to 5200 Å, and for the VIS arm we use
103
Chapter 3 : Chemical Abundances of Globular Clusters in NGC 5128 (Centaurus
A)
the spectroscopic observations covering wavelengths between 6100 Å to 8850 Å excluding areas
a ected by strong telluric absorption.
Using slit widths of 0.5” for the UVB arm and 0.7” for the VIS arm Chen [2014] find that the
instrumental resolution in the UVB arm varies between R = 9, 584≠ 7, 033. In contrast to their
findings regarding the UVB observations, the VIS arm showed a constant resolution throughout
the wavelength coverage with an average value of R = 10, 986, very similar to the X-Shooter stated
resolution of R = 11, 0002. Following the results of Chen [2014], we assume that the resolving
power follows a Gaussian full width half maximum (FWHM), and a constant resolution in the
VIS arm with a value of R = 11, 000, corresponding to an instrumental velocity dispersion of
‡inst = 11.58 km s≠1.
We estimate the line-of-sight velocity dispersions by subtracting ‡inst in quadrature from the
averaged ‡sm for the VIS data. We note that the work presented here assumes an instrumental
resolution set by the configuration alone, i.e. slit width. In Table 3.3 we list our inferred radial
velocity and the line-of-sight velocity dispersions for each of the clusters in the sample.
For completeness, in Figure 3.3 we compare our inferred velocities, both radial velocity and
line-of-sight velocity dispersion, to values in the literature listed in Table 3.2. The left panel of
Figure 3.3 shows excellent agreement between our measured radial velocities with those from the
work of Beasley et al. [2008] for all 20 GCs. We note that the errors in the radial velocity mea-
surements are determined from the scatter around the mean value, using the standard deviation
of the measurements.
In the right panel of Figure 3.3 we plot our inferred velocity dispersions against those from the
work of Taylor et al. [2010] and Colucci et al. [2013]. Unfortunately, literature measurements of
‡1D are more limited than vrv. Taylor et al. [2010] measured ‡1D for seven GCs in our sample. We
find good agreement for all but one GC, HGHH-23, where Taylor et al. [2010] finds a significantly
higher velocity dispersion. Our value for HGHH-23, however, is in good agreement with that
inferred by Rejkuba et al. [2007], ‡1D = 30.5 ± 0.2 km s≠1, well within the errors of our measured
velocity dispersion of ‡1D = 29.2 ± 3.0 km s≠1.
We point out that although our measurements for ‡1D agree well with values in the literature,
some of our inferred velocity dispersions are relatively high, when compared to the standard ‡1D
measured for Galactic GCs. From the latest edition of the Harris [1996] catalogue (version 2010),
we see that the highest ‡1D values measured in Galactic GCs are around ≥18 km s≠1. The velocity
dispersion values measured for GCs in NGC 5128 range between 5 . ‡1D . 30 km s≠1. That
being said, we note that the GC system in NGC 5128 is rich and remarkably larger than that of
the Milky Way, and in this study we are probing the brightest GCs in NGC 5128, which could in
principle mean that we are looking at the most massive GCs in this early-type galaxy.
3.3.3 Element spectral windows
As detailed in Chapter 1, one of the main challenges in working with integrated-light observations
of star clusters is the degree of blending su ered by the di erent spectral lines. In Chapter 1 we
created optimised spectral windows tailored for individual elements. The windows were carefully
2https://www.eso.org/sci/facilities/paranal/instruments/
xshooter/inst.html
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Figure 3.3: Left panel: Comparison between radial velocities (vrv) measured in this work and in
Beasley et al. [2008]. Right panel: Comparison between line-of-sight velocity disper-
sions inferred in this work and those in the work of Taylor et al. [2010] and Colucci
et al. [2013]. Dashed lines show the line of equal value.
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Table 3.2: Star cluster properties from the Literature.
Cluster Agea [m/H]a vrvb ‡1Dc Empirical HB & AGBd
(Gyr) (dex) (km s≠1) (km s≠1)
AAT117062 10.00 ≠1.10 412 ± 71 - NGC 0362
HGHH-04 10.00 ≠1.63 724 ± 46 14.0 ± 0.46 NGC 6093
HGHH-06 10.00 ≠1.10 790 ± 44 - NGC 0362
HGHH-07 11.89 ≠1.03 593 ± 51 - NGC 0362
HGHH-11 8.41 ≠0.43 721 ± 35 16.7 ± 1.5 NGC 6838
HGHH-17 10.00 ≠0.98 773 ± 46 20.8 ± 2.9 NGC 0362
HGHH-21 11.22 ≠1.10 495 ± 38 20.0 ± 1.4 NGC 0362
HGHH-23 10.59 ≠0.48 684 ± 24 41.5 ± 3.7 NGC 6838
HGHH-29 11.22 ≠0.45 743 ± 34 17.6 ± 1.8 NGC 6838
HGHH-34 8.41 ≠0.45 676 ± 27 - NGC 6838
HGHH-40 10.00 ≠1.25 443 ± 48 - NGC 0362
HH-080 10.00 ≠1.58 497 ± 33 - NGC 6093
HH-096 10.00 ≠1.38 541 ± 54 - NGC 0362
HHH86-30 5.01 ≠0.38 811 ± 32 - Palomar 1
HHH86-39 11.89 ≠0.48 464 ± 42 - NGC 0362
K-029 11.89 ≠0.75 249 ± 59 - NGC 0104
K-034 11.22 ≠0.53 677 ± 44 - NGC 0104
K-163 11.89 ≠0.98 487 ± 51 - NGC 0362
VHH81-03 5.31 ≠0.20 591 ± 37 - Palomar 1
VHH81-05 10.00 ≠1.55 563 ± 41 - NGC 6093
aSimple stellar population ages and metallicities from Beasley et al.
[2008].
bValues extracted from the work of Beasley et al. [2008].
cLine-of-sight velocity dispersion from Taylor et al. [2010] and Colucci
et al. [2013].
dGalactic GC observations by Sarajedini et al. [2007] used to represent
the HB and AGB stellar stages.
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selected to mitigate strong blending based on a series of criteria. For a more detailed discussion of
the optimisation of the spectral windows we refer the reader to Chapter 1 Section 1.3.4. Briefly, we
create two synthetic spectra using the physical parameters of Arcturus as published by Ramírez
& Allende Prieto [2011]. One of the spectra is generated excluding all lines for the element in
question, whereas the second spectrum includes only spectral features for the same element under
analysis. Comparing the two spectra we make a pre-selection of spectral lines with a minimal
degree of blending based on the following requirements: a) from the normalised spectra the depth
of the spectral absorption must have a maximum flux of 0.85, b) neighbouring lines closer than
±0.25 Å are excluded. This pre-selection is done automatically using a Python script. We continue
to inspect the recommended element lines and finalise the wavelength windows which include the
majority of the clean lines. We note that for Fe and Ti, we select broader windows as most of the
wavelength range is populated by spectral lines of these elements.
3.4 Results
After correcting for the radial velocities, and once the smoothing parameter (‡sm) has been
inferred, we fit for the overall metallicity, [Z], keeping ‡sm fixed. This exercise is performed on
each cluster analysing the data in 200 Å intervals. These initial metallicities are only used as a
first step, mainly as a scaling factor, before proceeding to measure the individual elements. For
wavelength windows of Ø100 Å, we match the continua of the model spectra with those of the
observations using a cubic spline with three knots. For spectral windows of <100 Å, we instead
use a first-order polynomial to fit the continuum. We initiate the detailed abundance analysis,
first measuring Fe. We start with those elements with the highest number of lines throughout
the spectral coverage. For this element, we again scan the wavelength range analysing 200 Å
at a time, covering wavelengths between 4400 Å to 8850 Å excluding the noisy arm edges and
telluric contaminated regions. In general we find consistent results throughout the di erent bins.
In Figure 3.4 we show the individual Fe abundances for the corresponding wavelength bins for
a selected sample. We do not observe any strong trends with wavelength. Additionally, for this
same selected sample of GCs, in Figures 3.12 to 3.16 we present element abundances as a function
of their corresponding wavelength bin.
We continue down the element list measuring Ti, Ca, Mg, Cr, Mn, Ni, and Na, one element
at a time. We point out that the L12 code allows for fittings that include multiple elements
simultaneously; however, fitting individual elements appears to be slightly more e cient. For
each element we use the tailored wavelength windows optimised following the criteria presented
in Section 3.3.3. As we proceed with the analysis, we keep the measured abundances fixed to their
best fitting value, and continue with the rest of the elements. In Tables 3.6 to 3.25 we show the
elements, wavelength bins, best-fitting abundances, and their respective 1-‡ uncertainties from
the ‰2 fit. Additionally, in Figure 3.5 we show normalised synthesis fits for a selected star cluster
sample covering wavelengths 5000-5200 Å.
In Tables 3.4 and 3.5 we present our final abundances, along with their corresponding errors,
‡X . The values in these tables are estimates of the weighted average abundances. When calcu-
lating these values we assume weights defined as wi = 1/‡2i , where ‡i represents the 1-‡ errors
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Figure 3.4: Fe abundances as a function of wavelength for a selected sample of GCs in NGC 5128.
The grey dashed line shows the inferred [Fe/H] for the corresponding clusters. We
present the clusters from top to bottom in order of increasing metallicity.
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Figure 3.5: Normalised synthesis fits for a selected sample of GCs in NGC 5128. In black we show
the X-Shooter observations. In red we show the model fit. The individual cluster
names are located below the corresponding spectra. We present the clusters from top
to bottom in order of increasing metallicity given our results.
listed in Tables 3.6 to 3.25. Given that the scatter in the individual measurements is larger than
the errors based on the ‰2 fits, we believe that the standard deviation, ‡STD, appears to be more
representative of the actual uncertainties. Therefore, we turn the ‡STD into formal errors of the
mean abundances following:
‡X =
‡STDÔ
N ≠ 1 (3.2)
In equation 3.2, ‡STD and N represent the standard deviation and number of bins for the elements
in question, respectively.
3.4.1 Sensitivity to input isochrones
The integrated-light analysis done here relies on theoretical models. We make use of –-enhanced
isochrones by the Dartmouth group, as we are mainly studying relatively older populations. How-
ever, to test the uncertainties involved in a particular choice of theoretical isochrones, we repeat
the full abundance analysis using instead solar-scaled PARSEC isochrones [Bressan, 2012]. An
additional di erence between the –-enhanced Dartmouth isochrones and the solar-scaled PAR-
SEC models, other than the chemical composition, is the stellar evolutionary phase coverage.
The PARSEC models include the HB and AGB phases and do not require empirical data for the
post-RGB stellar phases.
In Figure 3.6 we compare [Fe/H] as measured using –-enhanced isochrones (Dartmouth) and
solar-scaled isochrones (PARSEC). We find that the average di erence is .0.1 dex. The highest
di erence is observed in the most metal-rich GC, VHH81-03, with a di erence in the estimated
[Fe/H] of ≥0.2 dex. From Figure 3.6 we can see that at low metallicities ([Fe/H] < ≠1.0), the
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inferred [Fe/H] abundances agree with each other. Larsen et al. [2017] compared metallicities
obtained from integrated-light observations for 7 Galactic GCs using Dartmouth isochrones and
MIST [MESA Isochrones and Stellar Tracks, Choi et al., 2016; Dotter, 2016] models. Their
sample spanned metallicities from [Fe/H] ≥ ≠2.4 to [Fe/H] ≥ ≠0.5 dex. Similar to our test
results, Larsen et al. [2017] found comparable metallicities and abundances for the most metal-
poor clusters, [Fe/H] < ≠2.0 using both models, Dartmouth and MIST. The metal-rich regime
appeared to have larger model dependencies than what was observed for the metal-poor end.
Similar results were observed by Colucci et al. [2016] when comparing their Galactic GC [Fe/H]
derived from integrated-light observations and those from Harris [1991, 2010 edition]. They find
accurate values to within ≥0.1 dex at low metallicities, [Fe/H]. ≠0.3 dex, and observe higher
o sets for the metal-rich clusters. This might be caused by the similarities between di erent
theoretical isochrones, especially in what appears to be the better understood metal-poor regime.
In general, it seems that Fe abundances from integrated-light analysis are more robust at lower
metallicities, than at higher values ([Fe/H]> ≠1.0 dex).
In the di erent panels of Figure 3.7 we compare the abundances obtained for the rest of the
elements. Replacing the –-enhanced isochones with solar-scaled models increases the [Mg/Fe]
abundances on average by ≥0.12 dex. For [Ca/Fe] ratios the di erences between the two runs are
comparatively smaller, with average di erences of the order of 0.05 dex (top right panel in Figure
3.7). Changing the isochrone models from –-enhanced to solar-scaled decreases the [Ti/Fe] ratios
only slightly, with average di erences of ≥0.08 dex. Overall, we find no correlation between the
di erences in the abundance ratios of [(Ca, Ti)/Fe] and the [Fe/H] abundances. For Mg, however,
we see a slight correlation where the largest di erences are seen in the two clusters with higher
metallicities, VHH81-03 and HHH86-30.
In addition to the –-elements, we also estimate abundances for Fe-peak elements changing the
input models. The average di erences for [Cr/Fe], [Mn/Fe], and [Ni/Fe] ratios is ≥0.05, 0.08, and
0.05, respectively. Comparison abundances for Fe-peak elements are also shown in Figure 3.7.
No general correlations between the ratio di erences and metallicity are observed for any of the
Fe-peak elements.
3.4.2 Fe and Ca abundances: comparison with literature
Beasley et al. [2008] derived empirical metallicities, [m/H], for all 20 GCs in our sample. In the
left panel of Figure 3.8 (red circles) we compare our metallicities to those measured by Beasley
et al. [2008]. In general, we find excellent agreement between their work, and our inferred [Fe/H]
abundances, except for GC HHH86-39. For this cluster Beasley et al. estimate a metallicity of
[m/H] = ≠0.48, whereas we find an [Fe/H] abundance of ≠1.29 ± 0.05 dex. As described in Section
3.3.1 for the initial selection of isochrones and empirical CMDs we adopt the ages and metallicities
by Beasley et al. [2008]. For HHH86-39 we initially select an isochrone with metallicity ≠0.48
dex, and see that the inferred metallicities converge onto lower values. We continue re-estimating
the metallicity for HHH86-39 using instead an isochrone with [Fe/H] = ≠1.28 dex and estimate
a consistent [Fe/H] abundance of ≠1.29 ± 0.05. Given the self-consistency between the input
isochrone and the measured [Fe/H] abundance, we continue our analysis adopting the inferred
[Fe/H] = ≠1.29 ± 0.05 dex. As we noted earlier, the line index techniques used by Beasley et al.
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Figure 3.6: Comparison between the metallicities inferred using –-enhanced isochrone (Dart-
mouth), and solar-scaled isochrones (PARSEC). The grey dashed line shows equal
values.
[2008] do not measure [Fe/H] necessarily. However, an overall metallicity comparison is still a
useful test.
Using high-resolution and high signal-to-noise integrated-light observations Colucci et al.
[2013] measured Fe and Ca abundances for a sample of 10 GCs in NGC 5128. Of the 10 clusters
in Colucci et al. [2013] we have 4 clusters in common between their study and our work. From a
direct comparison to the metallicities obtained by Colucci et al. [2013] we see an average o set of
≥+0.2 dex between their metallicities and those estimated here; however, they all agree within
2‡ (See Figure 3.8 left panel).
Similarly, in the right panel of Figure 3.8 we compare our inferred [Ca/Fe] ratios to those
obtained by Colucci et al. [2013]. The [Ca/Fe] ratios of three out of four clusters are in excellent
agreement, within 1‡, to those measured in the high-resolution observations. The Ca abundance
for the fourth cluster, HGHH-29, appears to be a 3-‡ outlier compared to our [Ca/Fe] measure-
ments with an o set of the order of ≥0.3 dex. We visually inspect the Ca model fits and find no
anomalies, as well as consistent [Ca/Fe] abundances between the di erent bins.
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Figure 3.7: Comparison between the detailed abundances measured using –-enhanced isochrone
(Dartmouth), and solar-scaled isochrones (PARSEC). The element in question is in-
dicated in the corresponding panel. The grey dashed line shows equal values.
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Table 3.3: Derived velocities.
Cluster vrv ‡1D
(km s≠1) (km s≠1)
AAT117062 495 ± 4 20.2 ± 4.4
HGHH-04 699 ± 4 15.7 ± 8.5
HGHH-06 845 ± 3 28.5 ± 3.7
HGHH-07 589 ± 3 24.7 ± 2.5
HGHH-11 750 ± 3 16.6 ± 2.4
HGHH-17 777 ± 2 19.0 ± 1.6
HGHH-21 457 ± 3 17.1 ± 2.5
HGHH-23 672 ± 1 29.2 ± 3.0
HGHH-29 721 ± 3 14.7 ± 1.7
HGHH-34 638 ± 4 10.8 ± 2.8
HGHH-40 372 ± 3 4.7 ± 5.1
HH-080 470 ± 3 12.4 ± 4.0
HH-096 610 ± 3 13.6 ± 5.0
HHH86-30 768 ± 3 22.3 ± 1.7
HHH86-39 227 ± 5 12.5 ± 2.2
K-029 629 ± 3 25.3 ± 1.1
K-034 452 ± 2 14.4 ± 2.1
K-163 477 ± 3 22.2 ± 1.3
VHH81-03 553 ± 1 17.5 ± 2.4
VHH81-05 555 ± 3 10.2 ± 5.3
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Table 3.4: Derived metallicities.
Cluster [Fe/H] ± ‡Fe
(dex)
AAT117062 ≠1.15 ± 0.04
HGHH-04 ≠1.92 ± 0.06
HGHH-06 ≠0.92 ± 0.02
HGHH-07 ≠1.13 ± 0.03
HGHH-11 ≠0.47 ± 0.05
HGHH-17 ≠1.09 ± 0.03
HGHH-21 ≠0.96 ± 0.04
HGHH-23 ≠0.39 ± 0.04
HGHH-29 ≠0.51 ± 0.03
HGHH-34 ≠0.40 ± 0.03
HGHH-40 ≠1.13 ± 0.04
HH-080 ≠1.62 ± 0.07
HH-096 ≠1.29 ± 0.05
HHH86-30 ≠0.29 ± 0.04
HHH86-39 ≠1.25 ± 0.08
K-029 ≠0.74 ± 0.02
K-034 ≠0.52 ± 0.03
K-163 ≠1.10 ± 0.04
VHH81-03 ≠0.13 ± 0.05
VHH81-05 ≠1.61 ± 0.07
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Figure 3.8: [Fe/H] and [Ca/Fe] abundance comparison between this work and that from Colucci
et al. 2013 (in blue circles), and Beasley et al. 2008 (in red circles). The dash line in
both panels represents a 1:1 relation.
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Table 3.5: Derived abundances.
Cluster [Mg/Fe] ± ‡Mg [Ca/Fe] ± ‡Ca [Ti/Fe] ± ‡Ti [Na/Fe] ± ‡Na [Cr/Fe] ± ‡Cr [Mn/Fe] ± ‡Mn [Ni/Fe] ± ‡Ni
(dex) (dex) (dex) (dex) (dex) (dex) (dex)
AAT117062 +0.55 ± 0.13 +0.25 ± 0.10 +0.39 ± 0.14 - +0.11 ± 0.20 ≠0.08 ± 0.24 +0.17 ± 0.07
HGHH-04 +0.44 ± 0.17 +0.53 ± 0.16 +0.51 ± 0.10 - +0.12 ± 0.20 ≠0.70 ± 0.29 +0.04 ± 0.11
HGHH-06 +0.64 ± 0.06 +0.33 ± 0.16 +0.33 ± 0.10 - +0.16 ± 0.13 ≠0.25 ± 0.29 +0.24 ± 0.15
HGHH-07 +0.53 ± 0.13 +0.48 ± 0.13 +0.28 ± 0.10 +0.26 ± 0.20 +0.08 ± 0.19 ≠0.05 ± 0.28 +0.13 ± 0.08
HGHH-11 +0.32 ± 0.11 ≠0.09 ± 0.12 +0.13 ± 0.15 +0.04 ± 0.08 ≠0.12 ± 0.08 +0.25 ± 0.29 +0.08 ± 0.11
HGHH-17 +0.52 ± 0.10 +0.44 ± 0.08 +0.27 ± 0.05 +0.04 ± 0.18 +0.17 ± 0.30 ≠0.02 ± 0.17 +0.15 ± 0.07
HGHH-21 +0.54 ± 0.09 +0.31 ± 0.09 +0.43 ± 0.11 - +0.20 ± 0.24 +0.17 ± 0.07 +0.24 ± 0.19
HGHH-23 +0.28 ± 0.14 +0.01 ± 0.11 +0.05 ± 0.23 +0.38 ± 0.08 +0.09 ± 0.19 +0.13 ± 0.29 ≠0.12 ± 0.18
HGHH-29 +0.43 ± 0.06 +0.04 ± 0.06 +0.28 ± 0.07 - +0.26 ± 0.29 +0.20 ± 0.23 +0.12 ± 0.14
HGHH-34 +0.35 ± 0.09 +0.00 ± 0.06 +0.49 ± 0.18 - +0.02 ± 0.18 +0.18 ± 0.06 +0.23 ± 0.10
HGHH-40 +0.24 ± 0.09 +0.19 ± 0.07 +0.27 ± 0.25 - +0.05 ± 0.44 ≠0.13 ± 0.06 +0.30 ± 0.32
HH-080 +0.18 ± 0.14 +0.35 ± 0.09 +0.30 ± 0.14 - +0.04 ± 0.19 ≠0.01 ± 0.18 +0.03 ± 0.14
HH-096 +0.35 ± 0.22 +0.38 ± 0.05 +0.27 ± 0.07 - +0.09 ± 0.12 ≠0.24 ± 0.22 +0.14 ± 0.10
HHH86-30 +0.29 ± 0.06 ≠0.19 ± 0.13 +0.27 ± 0.12 +0.26 ± 0.10 +0.25 ± 0.17 +0.18 ± 0.08 +0.10 ± 0.07
HHH86-39 - +0.12 ± 0.20 +0.24 ± 0.25 ≠0.05 ± 0.11 +0.13 ± 0.63 ≠0.32 ± 0.26 ≠0.13 ± 0.15
K-029 +0.44 ± 0.11 +0.16 ± 0.14 +0.22 ± 0.12 +0.70 ± 0.08 +0.15 ± 0.25 +0.11 ± 0.50 +0.00 ± 0.11
K-034 +0.42 ± 0.12 ≠0.01 ± 0.08 +0.21 ± 0.06 +0.34 ± 0.08 +0.25 ± 0.19 +0.14 ± 0.03 +0.09 ± 0.11
K-163 +0.60 ± 0.13 +0.43 ± 0.09 +0.28 ± 0.06 +0.65 ± 0.22 +0.02 ± 0.19 ≠0.21 ± 0.17 +0.09 ± 0.13
VHH81-03 +0.22 ± 0.08 ≠0.17 ± 0.16 +0.12 ± 0.10 - +0.14 ± 0.29 +0.21 ± 0.29 +0.10 ± 0.10
VHH81-05 +0.25 ± 0.12 +0.54 ± 0.09 +0.55 ± 0.17 - ≠0.11 ± 0.61 ≠0.19 ± 0.06 ≠0.40 ± 0.11
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3.5 Discussion
In this section we discuss our abundance measurements, along with a comparison to other NGC
5128 abundance studies in the literature. We also compare the abundance patterns observed in
NGC 5128 to those studied in di erent environments, such as the MW and M 31.
3.5.1 –-elements
As mentioned before, it is believed that –-elements (O, Mg, Si, Ca, and Ti) are primarily produced
in high-mass stars and ejected through core-collapse supernovae [Woosley & Weaver, 1995]. Given
that these elements are believed to be part of a homogenous group, it is common for abundance
studies to average their abundances to obtain a single [–/Fe] ratio. In general, the abundances of
these di erent elements appear to correlate tightly with each other in Galactic stars. However,
[Mg/Fe] has been observed to be slightly more enhanced than the rest of the –-elements in dSph
galaxies [Shetrone, 2004; Venn et al., 2004]. This di erence between the Mg ratios and those
of Ca and Ti could have nucleosynthetic origins. Although all three elements, Mg, Ca, and Ti,
are produced inside high-mass stars, Mg is created through hydrostatic C- and O-burning, in
contrast to Ca and Ti isotopes which are formed in the –-process [Woosley & Weaver, 1995;
Nakamura et al., 2001]. If these two processes do not occur together, then one would expect to
see di erences in the [Mg/Fe] ratios when compared to those of [Ca/Fe] and [Ti/Fe]. This being
said, the di erences in the [Mg/Fe] and [(Ca,Ti)/Fe] ratios might also be explained by di erent
star formation histories, mixing timescales or IMFs.
In Figure 3.9 we display the [Mg/Fe], [Ca/Fe], and [Ti/Fe] ratios as a function of metallicity
for all 20 GCs in NGC 5128 (red stars). We compare our NGC 5128 –-element abundances to
those observed in Galactic stars for both halo and disk stars (black crosses), MW bulge stars
(yellow points), and GCs in the MW (green circles). We also include the [Ca/Fe] abundances for
the GC sample in NGC 5128 studied by Colucci et al. [2013] as blue stars. It is important to note
that the MW stellar abundances shown as black crosses in Figure 3.9 cover the di erent Galac-
tic components, halo, thin and thick disk. An analysis focused on the kinematical information
available for di erent MW stars allowed Venn et al. [2004] to assign stars to di erent Galactic
components finding that halo stars reach metallicities as high as [Fe/H]≥ ≠1 dex. At higher
metallicities than this MW disk stars seem to predominate. As seen from Figure 3.9, all of the
star clusters in our sample of NGC 5128 with [Fe/H] < ≠0.5 dex are enhanced in [–/Fe] relative
to solar abundance.
It is clear from the top panel of Figure 3.9 that we measure relatively high enhancement in
[Mg/Fe] ratios, when compared to what is seen in the MW (GCs and field stars). For lower
metallicities, [Fe/H] < ≠0.75 dex, we measure an average [Mg/Fe] = +0.49 ± 0.05 for the GCs
in NGC 5128, compared to [Mg/Fe] = +0.33 ± 0.01 for Galactic stars (mainly halo stars), and
[Mg/Fe] = +0.33 ± 0.03 for GCs in the MW. We note that the errors are estimated by turning
the standard deviation estimates into errors on the mean abundances. The highest enhancement
in the [Mg/Fe] ratios is observed in 6 GCs with metallicities in the range of ≠1.15 < [Fe/H] <
≠0.92 dex, with average [Mg/Fe] ≥ 0.56 dex. If we instead compare the mean [Mg/Fe] ratios for
GCs with metallicities [Fe/H] < ≠1.25 dex, we find [Mg/Fe] = +0.31 ± 0.06 and +0.32 ± 0.04
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for GCs in NGC 5128 and the MW, respectively. To confirm if the enhancement at metallicities
[Fe/H] <≠0.75 dex is genuine we recommend extending the GCs sample size in NGC 5128 to
cover a larger range in metallicities, similar to the GC sample in the MW (with metallicities at
the lower end extending to [Fe/H] ≥ ≠2.4 dex). For metallicities higher than [Fe/H] > ≠0.75, the
[Mg/Fe] ratios are close to the upper envelope of measurements of field stars in the MW (black
crosses) and rather comparable to average [Mg/Fe] values found in Galactic bulge stars (yellow
points). For comparison to the GCs in the MW, we take the weighted averages and find mean
[Mg/Fe] ratios of +0.34 ± 0.03 and +0.24 ± 0.13 for the GCs in NGC 5128 and Galactic GCs,
respectively, where we might be detecting a slightly higher enhancement in the NGC 5128 GCs
compared to the few GCs in the MW at these metallicities.
For the Ca abundances in GCs in NGC 5128, Colucci et al. [2013] reported a relatively high
enhancement of [Ca/Fe] = +0.37 ± 0.07 for clusters with metallicities of [Fe/H] < ≠0.4. For
consistency we take the [Ca/Fe] ratios of Colucci et al. [2013] and calculate a simple mean for
clusters with [Fe/H] < ≠0.75, which gives [Ca/Fe] = +0.39 ± 0.03. Taking the mean of our
inferred [Ca/Fe] for GCs with [Fe/H] < ≠0.75, we obtain [Ca/Fe] = +0.36 ± 0.04, certainly
within the errors of the mean abundance ratio of Colucci et al. [2013]. Again, these values are
higher than what is observed in the MW stars at the same metallicities, [Ca/Fe] +0.27 ± 0.01.
The agreement between the two independent studies of NGC 5128 confirm the Ca abundance
enhancement in the metal-poor GCs. At metallicities [Fe/H]>≠0.75, the [Ca/Fe] ratios decrease
to solar/sub-solar abundances, which is rarely observed in any of the MW components. The two
most metal-rich GCs in our sample, HHH86-30 and VHH81-03, appear to be those with the lowest
[Ca/Fe] abundance ratios. We note that abundances in the GC sample by Colucci et al. [2013]
show instead a less steep decrease in [Ca/Fe] towards higher metallicities.
We also see enhanced Ti abundances with a mean value [Ti/Fe] = +0.32 ± 0.03, for metal-
licities [Fe/H] < ≠0.75 (see bottom panel of Figure 3.9). This in contrast to the mean [Ti/Fe]
ratio seen in Galactic stars, [Ti/Fe] = +0.25 ± 0.01, and a similar mean average for MW GCs,
[Ti/Fe] = +0.25 ± 0.02. Resembling what we observe in the [Mg/Fe] ratios at higher metallicities,
[Fe/H]> ≠0.75, we find that the [Ti/Fe] abundances are more comparable to the few [Ti/Fe] ratios
measured in the the MW bulge, which tend to be on the upper envelope of the stellar abundances
in the MW (black crosses in Figure 3.9).
In general, the [–/Fe] abundances for GCs with [Fe/H] < ≠0.75 in NGC 5128 appear to be
higher than those observed in the MW by ≥0.10-0.15 dex. We note that systematic di erences
between the measurement techniques can not be ruled out as a possible cause for the observed
enhancement of the [–/Fe] ratios. A broad range of studies infer di erent abundances provided
the di erent methods, models and parameters used. As discussed in Section 3.4.1, similar o sets
are seen when changing the input isochrones from –-enhanced to solar-scaled for Mg abundances.
However, the agreement between the Ca enhancement in the metal-poor GCs in the independent
study by Colucci et al. [2013] and this work adds confidence to the validity of the measurements.
If the overall enhancement in the –-elements measured in this work is genuine, this could
hint at an IMF skewed to high-mass stars. We also note that in addition to relatively high –
abundances, through an empirical spectroscopic study of the metallicity distribution function of
the GC system in NGC 5128 Beasley et al. [2008] find that the mean metallicity of this galaxy is
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≥0.5 dex more metal-rich than that of the MW GC system [Schiavon et al., 2005; Puzia et al.,
2002]. The combination of these two e ects, high average metallicity and enhanced [–/Fe] ratios,
might indicate that high-mass SNe II have been the main drivers in chemically diversifying the
galaxy environment [McWilliam, 1997]. In a large study of metallicity and abundance ratios of
early-type galaxies such as NGC 5128, using galaxy chemical evolution semi-analytical models
(SAMs) with feedback from active galactic nuclei (AGN) Arrigoni et al. [2010] find that in order
to reproduce the galaxy observations, more specifically the observed positive slope in the Mass-
[–/Fe] relation, they have to apply a mildly top-heavy IMF along with a lower fraction of binaries
that explodes as SNe Ia. The original expectation of this work was that the inclusion of the AGN
feedback in the simulations would be able to reproduce the observed trend in mass and [–/Fe]
ratios. However, they point out that a flatter IMF (skewed to high-mass stars) is needed to
achieve the best agreement between observations and model. A slightly top-heavy IMF produces
more massive stars, which in turn enrich the ISM more e ciently allowing for more metal-rich
galaxies and a better agreement with observed abundances.
Similar high enhancements were found by Puzia et al. [2006] in a large number of GCs in
early-type galaxies. In their study they find significantly high [–/Fe] abundances derived from
Lick line index measurements, of the order of [–/Fe] > 0.5 dex. They compare these ratios with
supernova yield models and find that a significant contribution from stars with masses >20 M§
are needed to reach [–/Fe] ratios & 0.4 dex. In a comparable scenario to the one in NGC 5128,
to explain the high [–/Fe] ratios in the elliptical galaxies they proposed that in order to produce
this amount of enriched material one needs to consider stellar populations composed of high-mass
stars only, truncating the lower end of the IMF (< 20 M§), in combination with a relatively high
star-formation rate [Goodwin & Pagel, 2005; Puzia et al., 2006]. We point out that these empirical
results appear only in their early-type galaxy sample, and is absent in the spirals studied as part
of their work, suggesting an intrinsic di erence in the formation histories of di erent galaxy types.
As shown with yellow points in Figure 3.9, recent studies have found higher metallicities,
[Fe/H], and enhanced [–/Fe] ratios for stars in the MW bulge [Matteucci & Brocato, 1990; Bensby
et al., 2013; I. et al., 2014; Gonzalez et al., 2015], similar to what is observed for the [Mg/Fe]
and [Ti/Fe] ratios in the metal-rich GCs in NGC 5128. In principle, this might suggest similar
formation histories with rapid chemical enrichment for NGC 5128 and the MW bulge. Photometric
observations of halo stars in NGC 5128 analysed by Rejkuba et al. [2011] appear to support a
rapid chemical enrichment scenario. Rejkuba et al. [2011] find that their CMD observations agree
with older populations with high metallicities and enhanced – abundances.
We point out that previous abundance studies of GCs in NGC 5128 using line indices and
low-resolution spectroscopic observations have not always found higher [–/Fe] ratios than in the
MW. Beasley et al. [2008] and Woodley et al. [2010] estimated that the mean [–/Fe] ratios of
the GC system in NGC 5128 are lower than the mean ratios measured in the MW. However, this
conclusion is not unexpected given the large systematic uncertainties accompanying line index
studies [Brodie & Strader, 2006].
By visually inspecting Figure 3.9, it appears that the [Mg/Fe] ratios throughout the whole
metallicity range are more enhanced than [Ca/Fe] and [Ti/Fe]. As pointed out above, this be-
haviour has been observed in previous studies of dSph galaxies. Assuming this slight enhancement
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seen in [Mg/Fe] is not artificial, one possible explanation for di erences between [(Ca, Ti)/Fe]
and [Mg/Fe] is the lack of hypernovae in NGC 5128. According to Nakamura et al. [2001] the
–-process takes place in hypernovae, creating 44Ca and 48Ti. Therefore an environment with a
lower number of hypernovae would appear to have lower [Ca/Fe] and [Ti/Fe] ratios, compared to
[Mg/Fe]. This was the explanation suggested by Venn et al. [2004] for the di erence in abundance
ratios for [(Ca, Ti)/Fe] and [Mg/Fe] in dwarf spheroidals.
3.5.2 Light elements: Na
We are able to measure [Na/Fe] abundance ratios for 9 out of the 20 clusters studied in this work.
Light elements in general are of special interest given that recent studies have shown that these
might not be entirely monometallic in GC populations, compared to [Fe/H] and other –-elements.
We further discuss the observed star-to-star variations in GCs in Section 3.5.4.
We measured Na abundances using two wavelength bins, 5670-5700 Å and 6148-6168 Å cov-
ering the Na doublets 5682/5688 Å and 6154/6160 Å, respectively. This element is particularly
di cult to measure as these lines are relatively weak. Given the quality of the spectra in the
wavelength range of 5670-5700 Å, the strongest of the two doublets, we are only able to measure
Na abundances for 9 clusters. We note, however, that measurements for both bins are only avail-
able for 7 out of these 9 clusters. Whenever Na abundances are available for both bins, 5670-5700
Å and 6148-6168 Å, we find consistent Na measurements between the bins. In Figure 3.10 we
show our measured [Na/Fe] ratios as a function of metallicity. We see clearly elevated [Na/Fe]
ratios in at least 5 GCs in NGC 5128, with higher values than those measured in field stars in the
MW. Of course we currently do not have information about Na abundances of individual stars
in NGC 5128; however, similar enhancements have been measured in integrated-light spectra of
GCs in the MW and M 31, shown as green circles in Figure 3.10 [Colucci et al., 2014, 2016].
Clear correlations have been observed in Na and O abundances in MW GCs and extragalactic
ones. We look for possible correlations between Na and any of the –- and Fe-peak elements
studied here, but find no such behaviour.
3.5.3 Fe-peak elements
In this section we present our measurements for the Fe-peak elements: Cr, Mn, and Ni. In general,
Fe-peak elements are suggested to be produced in SN Ia, however it is still not clear if all of the
elements form in the same nucleosynthetic process. In spite of that, Fe-peak elements are of
interest since they track the production of Fe [Iwamoto et al., 1999].
Studies of Galactic stars show that the [Cr/Fe] abundance ratios are very close to [Cr/Fe]≥
0 throughout most of the metallicity coverage, as seen in the top panel of Figure 3.11. For NGC
5128 we also see that the measured [Cr/Fe] are close to 0, within the errors of the individual
measurements. However, we see an overall trend where the [Cr/Fe] values for NGC 5128 are
slightly above solar. We measure a weighted mean of [Cr/Fe] = +0.06 ± 0.02 for the full GC
sample in NGC 5128, slightly higher than the mean ratio observed in MW field stars, [Cr/Fe] =
≠0.05 ± 0.01. The mean [Cr/Fe] seen in NGC 5128 is more comparable to that measured for the
MW bulge stars, [Cr/Fe] = +0.01 ± 0.01 (Figure 3.11 yellow points), and certainly found within
the spread of measured [Cr/Fe] in the Galactic bulge.
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Figure 3.9: Top: [Mg/Fe] vs. [Fe/H]. Middle: [Ca/Fe] vs. [Fe/H]. Bottom: [Ti/Fe] vs. [Fe/H].
In red stars we show the – abundances for GCs in NGC 5128 (this work). Blue stars
show the abundances for GCs in NGC 5128 by Colucci et al. [2013]. Green circles
show abundance measurements of GCs in the MW by Pritzl et al. [2005]. Black crosses
show the ratio abundance of MW stars found in the literature [Reddy et al., 2003,
2006; Venn et al., 2004; Ishigaki et al., 2013]. Abundance measurements for bulge stars
in the MW are shown in yellow points [Bensby et al., 2013; I. et al., 2014; Gonzalez
et al., 2015].
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Figure 3.10: [Na/Fe] abundance ratios as a function of [Fe/H]. Symbols similar to Figure 3.9, with
the exception of green circles here are integrated-light measurements of GCs in the
MW and M31 by Colucci et al. [2014] and Colucci et al. [2016].
Although most of the Fe-peak elements behave somewhat similarly with Fe ratios close to 0,
it is well known that Mn is depleted by ≥ ≠ 0.5 dex in some metal-poor MW halo stars and GCs
[Gratton, 1989; Sobeck et al., 2006; Romano et al., 2011], including extragalactic GCs (see middle
panel in Figure 3.11). The MW [Mn/Fe] ratios appear to increase towards solar values at higher
metallicities. This behaviour has not been well understood, especially since the actual formation
of Mn continues to be uncertain [Timmes et al., 1995; Shetrone et al., 2003]. However, a possible
explanation for this trend is that Mn is underproduced in SN II but overproduced in SN Ia, or
a more accepted scenario is that the amount of Mn created is dependent on the metallicity of
the progenitor [Gratton, 1989]. Given that several studies find that this trend in [Mn/Fe] could
be caused by NLTE e ects [Battistini & Bensby, 2015; Bergemann, 2008], we then make relative
comparisons of our measured [Mn/Fe] to studies assuming LTE. It appears that once the NLTE
corrections are applied, the trend disappears and follows a similar behaviour as the other Fe-peak
elements.
Regarding our abundance measurements for NGC 5128 from Figure 3.11 we can visually
identify a trend of low [Mn/Fe] ratios at low metallicities, increasing towards solar, and above
solar, at higher [Fe/H]. Although this is in agreement with similar trends observed in MWGalactic
star and GC LTE studies, we see a slight o set in the trend of GCs in NGC 5128 compared to
that of Galactic stars. For metallicities [Fe/H] > ≠1.0 dex, the [Mn/Fe] seem to reach higher
abundances than the average MW field star population.
Ni also shows a relatively flat trend, with [Ni/Fe] abundance ratios close to 0, as shown in red
stars in the bottom panel of Figure 3.11. The overall trend seen in our [Ni/Fe] ratios for NGC
5128 is consistent with that of studies in the MW. Taking the weighted mean values of the full
GC sample in NGC 5128, we measure [Ni/Fe] = +0.09 ± 0.04, compared to a slightly lower mean
[Ni/Fe] ratio of ≠0.02 ± 0.01 for MW field stars.
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Overall, we find that our Fe-peak abundances follow similar trends as those seen in MW
field stars, however, we identify a slight enhancement in the Fe-peak measurements from the GC
system in NGC 5128.
3.5.4 Multiple populations in GCs
Studies have shown that the [Mg/Fe] abundance ratios of field stars in the MW, LMC and M 31
behave similarly to other –-elements [Bensby et al., 2005; Colucci et al., 2009; Gonzalez et al.,
2011]. However, in the last decades in-depth research on individual stellar abundances in GCs
has presented results that suggest the presence of intra-cluster Mg variations with respect to
–-elements in several Galactic clusters [Shetrone, 1996; Kraft et al., 1997; Gratton et al., 2004].
Furthermore, integrated-light studies of extragalactic GCs appear to also detect these same vari-
ations in Mg as lower [Mg/Fe] when compared to other [–/Fe] ratios. Through a study of the
integrated-light of 31 GCs in M 31 Colucci et al. [2014] finds evidence for intra-cluster Mg vari-
ations. More specifically, they find that the more metal-poor, [Fe/H] < ≠0.7, GCs in M 31 are
biased to low [Mg/Fe] ratios, hinting at a depletion of Mg. They measure [Mg/Fe] . 0.0 for GCs
with metallicities [Fe/H] < ≠1.5. Similarly, studying the integrated light of extragalactic GCs
in Fornax, Larsen et al. [2012] measure lower [Mg/Fe] than [Ca/Fe] and [Ti/Fe]. From Figure
3.9 we clearly see that even in the low metallicity regime the [Mg/Fe] values are comparable to,
or even higher than, those measured for [Ca/Fe] and [Ti/Fe]. Compared to the observations of
Colucci et al. [2014] regarding the metal-poor GCs in M 31, we instead measure [Mg/Fe] ratios
above solar abundances. These values suggest an absence of intra-cluster Mg variations in the
GC populations in NGC 5128.
Similar to Mg, Na has exhibited star-to-star abundance variations in the GC population in
the MW [for a recent review see Gratton et al., 2004]. In the last years studies have found
indirect evidence for abundance variations in extragalactic GCs (M 31, LMC, WLM, IKN) that
support the idea of intra-cluster abundance variations in Na [Colucci et al., 2009; Mucciarelli
et al., 2009; Larsen et al., 2014]. Specifically for Na, these intra-cluster variations are perceived as
significantly elevated [Na/Fe] in integrated-light analysis of both galactic and extragalactic GCs.
We find elevated [Na/Fe] abundance ratios for 5 GCs in NGC 5128, shown as red stars in Figure
3.10. The enhancement in these GCs is higher than any abundances previously measured in any
MW field stars, halo, disk or bulge. From the context of multiple populations in GCs, these
enhancement in the Na abundances can in principle show evidence of star-to-star variations.
3.6 Conclusions
Through the analysis of integrated-light observations taken with the X-Shooter spectrograph on
ESO’s VLT and synthetic spectra created based on theoretical –-enhanced isochrones by the
Dartmouth group, we obtain accurate metallicities for 20 GCs. The GCs studied here have
metallicities ranging between [Fe/H] = ≠1.92 and ≠0.13 dex. We measure –-elements (Mg, Ca,
and Ti), as well as a single light element (Na), and Fe-peak elements (Cr, Mn, and Ni). The new
results of our work can be summarised as follows:
123
Chapter 3 : Chemical Abundances of Globular Clusters in NGC 5128 (Centaurus
A)
Figure 3.11: Top: [Cr/Fe] vs. [Fe/H]. Middle: [Mn/Fe] vs. [Fe/H]. Bottom: [Ni/Fe] vs. [Fe/H].
Symbols as in Figure 3.9.
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1. Comparing our inferred metallicities to measurements from Beasley et al. [2008], we find
excellent agreement between both works.
2. When comparing the four GC [Ca/Fe] abundance measurements to those by Colucci et al.
[2013] we find that three out of four clusters are in good agreement, within 1‡. The [Ca/Fe]
measurement of the fourth GC in Colucci et al. [2013] appears to be a 3-‡ outlier compared
to our inferred abundances.
3. We find higher enhancement (≥ 0.1 dex) in –-elements for the metal-poor ([Fe/H< ≠0.75
dex) GCs in NGC 5128, than what is observed in the MW. This could hint at a top-heavy
IMF, a scenario supported by semi-analytical models of galactic chemical evolution of early-
type galaxies. Arrigoni et al. [2010] find that a slightly top-heavy IMF is essential to match
the observations with models. However, we recommend to extend the GC sample size to
firmly confirm such a scenario.
4. We find [Mg/Fe] ratios to be slightly higher than the [Ca/Fe] and [Ti/Fe] ratios. We suggest
a lack of hypernovae in NGC 5128 as a possible explanation for this di erence.
5. In the context of multiple populations of GCs in NGC 5128, we measure Na in 9 clusters.
We find enhanced [Na/Fe] ratios for 5 GCs in our sample, providing evidence of star-to-star
variations in these GCs. We find an absence of intra-cluster Mg variations in all 20 clusters.
6. We obtain the first measurements of Cr, Mn and Ni for 20 GCs in NGC 5128, and find that
the overall abundances follow similar trends as those seen in the MW field stars. We see a
slight enhancement (< 0.1 dex) in the mean Fe-peak abundances, when compared to those
seen in the MW.
We point out that the work presented here is based on GC observations with exposure times
of . 30 minutes. Longer exposure times would provide better S/N on all three X-Shooter arms,
increasing the integrated-light analysis potential especially for the NIR wavelengths. Such a
coverage would allow for an in-depth study of the Al lines (i.e. 13123.38 and 13150.71 Å) pro-
viding information on possible [Al/Fe] enhancements similar to those observed in Galactic GCs,
contributing to our discussion of multiple populations in extragalactic GCs.
The general agreement between existing metallicities and Ca abundance measurements and
those presented as part of this work is extremely encouraging for future integrated-light analysis,
reassuring that reliable metallicities and detailed chemical abundances can be obtained using
intermediate-resolution observations.
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3.A Appendix: Individual abundance measurements
We present tables displaying the individual bin measurements for each of the GCs studied in this
work. Additionally, to visually appreciate the dispersion between the individual measurements
for a corresponding element with multiple bins, in Figures 3.12 to 3.16 we plot bin abundances
as a function of wavelength for a selected sample of GCs.
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Table 3.6: Chemical abundances AAT117062
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.265 0.021
4600.0-4800.0 ≠1.194 0.033
4800.0-5000.0 ≠1.124 0.021
5000.0-5200.0 ≠1.184 0.031
6100.0-6300.0 ≠1.166 0.041
6300.0-6500.0 ≠1.154 0.042
6500.0-6700.0 ≠1.225 0.048
6700.0-6800.0 ≠0.974 0.112
7400.0-7550.0 ≠1.166 0.061
8500.0-8700.0 ≠0.834 0.031
8700.0-8850.0 ≠0.984 0.091
[Mg/Fe] 4300.0-4370.0 +0.761 0.054
4690.0-4710.0 +0.162 0.146
5150.0-5200.0 +0.411 0.058
8777.0-8832.0 +0.421 0.066
[Ca/Fe] 4445.0-4465.0 +0.062 0.120
6100.0-6128.0 +0.595 0.083
6430.0-6454.0 +0.682 0.113
6459.0-6478.0 +0.282 0.175
8480.0-8586.0 +0.234 0.037
8623.0-8697.0 +0.252 0.038
[Ti/Fe] 4270.0-4322.0 +0.421 0.088
4440.0-4474.0 ≠0.050 0.115
4650.0-4718.0 +0.211 0.090
4980.0-5045.0 +0.341 0.062
6584.0-6780.0 +0.781 0.080
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 ≠0.322 0.112
4640.0-4675.0 +0.350 0.087
4915.0-4930.0 +0.081 0.323
[Mn/Fe] 4450.0-4515.0 ≠0.438 0.205
4750.0-4770.0 ≠0.030 0.115
[Ni/Fe] 4700.0-4720.0 +0.111 0.157
4910.0-4955.0 +0.391 0.091
5075.0-5175.0 +0.041 0.078
6100.0-6200.0 +0.271 0.130
6760.0-6800.0 +0.058 0.201
7700.0-7800.0 ≠0.018 0.195
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Table 3.7: Chemical abundances HGHH-04
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠2.004 0.082
4600.0-4800.0 ≠1.824 0.092
4800.0-5000.0 ≠1.904 0.062
5000.0-5200.0 ≠1.945 0.061
6100.0-6300.0 ≠1.535 0.091
6300.0-6500.0 ≠2.014 0.112
6500.0-6700.0 ≠1.963 0.192
6700.0-6800.0 ≠1.834 0.322
7400.0-7550.0 ≠2.184 0.212
8500.0-8700.0 ≠2.323 0.112
8700.0-8850.0 ≠1.865 0.181
[Mg/Fe] 4300.0-4370.0 - -
4690.0-4710.0 +0.116 0.355
5150.0-5200.0 +0.467 0.083
8777.0-8832.0 ≠0.093 0.337
[Ca/Fe] 4445.0-4465.0 ≠0.083 0.385
6100.0-6128.0 +0.778 0.219
6430.0-6454.0 +0.778 0.229
6459.0-6478.0 +0.046 0.572
8480.0-8586.0 +0.527 0.057
8623.0-8697.0 +0.507 0.064
[Ti/Fe] 4270.0-4322.0 +0.608 0.191
4440.0-4474.0 +0.707 0.21
4650.0-4718.0 +0.367 0.238
4980.0-5045.0 +0.437 0.143
6584.0-6780.0 +0.267 1.791
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 +0.098 0.278
4640.0-4675.0 +0.118 0.376
4915.0-4930.0 +0.687 1.212
[Mn/Fe] 4450.0-4515.0 ≠0.153 2.173
4750.0-4770.0 ≠0.732 0.545
[Ni/Fe] 4700.0-4720.0 +0.297 0.356
4910.0-4955.0 +0.067 0.844
5075.0-5175.0 ≠0.192 0.278
6100.0-6200.0 ≠0.004 0.355
6760.0-6800.0 ≠0.223 0.605
7700.0-7800.0 +0.328 0.386
128
3.A Appendix: Individual abundance measurements
Table 3.8: Chemical abundances HGHH-06
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠0.955 0.041
4600.0-4800.0 ≠0.855 0.063
4800.0-5000.0 ≠0.876 0.038
5000.0-5200.0 ≠0.995 0.061
6100.0-6300.0 ≠0.886 0.076
6300.0-6500.0 ≠0.925 0.090
6500.0-6700.0 ≠0.955 0.109
6700.0-6800.0 ≠1.055 0.241
7400.0-7550.0 ≠0.835 0.090
8500.0-8700.0 ≠0.996 0.067
8700.0-8850.0 ≠0.824 0.136
[Mg/Fe] 4300.0-4370.0 +0.792 0.092
4690.0-4710.0 +0.523 0.166
5150.0-5200.0 +0.632 0.054
8777.0-8832.0 +0.584 0.084
[Ca/Fe] 4445.0-4465.0 ≠0.077 0.211
6100.0-6128.0 +0.857 0.096
6430.0-6454.0 +0.793 0.134
6459.0-6478.0 +0.054 0.293
8480.0-8586.0 +0.346 0.025
8623.0-8697.0 +0.304 0.024
[Ti/Fe] 4270.0-4322.0 +0.063 0.178
4440.0-4474.0 +0.084 0.172
4650.0-4718.0 +0.483 0.122
4980.0-5045.0 +0.293 0.074
6584.0-6780.0 +0.503 0.114
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 +0.012 0.141
4640.0-4675.0 +0.292 0.144
4915.0-4930.0 +0.433 0.492
[Mn/Fe] 4450.0-4515.0 ≠0.736 0.451
4750.0-4770.0 ≠0.149 0.208
[Ni/Fe] 4700.0-4720.0 ≠0.003 0.269
4910.0-4955.0 +0.593 0.147
5075.0-5175.0 +0.243 0.103
6100.0-6200.0 +0.123 0.192
6760.0-6800.0 ≠0.487 0.281
7700.0-7800.0 +0.214 0.282
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Table 3.9: Chemical abundances HGHH-07
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.284 0.025
4600.0-4800.0 ≠1.112 0.033
4800.0-5000.0 ≠1.086 0.023
5000.0-5200.0 ≠1.134 0.026
6100.0-6300.0 ≠1.013 0.043
6300.0-6500.0 ≠0.929 0.050
6500.0-6700.0 ≠1.055 0.078
6700.0-6800.0 ≠1.244 0.172
7400.0-7550.0 ≠1.125 0.076
8500.0-8700.0 ≠1.196 0.046
8700.0-8850.0 ≠0.886 0.090
[Mg/Fe] 4300.0-4370.0 +0.924 0.064
4690.0-4710.0 +0.456 0.116
5150.0-5200.0 +0.486 0.041
8777.0-8832.0 +0.376 0.070
[Ca/Fe] 4445.0-4465.0 +0.116 0.116
6100.0-6128.0 +0.807 0.077
6430.0-6454.0 +0.596 0.125
6459.0-6478.0 ≠0.005 0.219
8480.0-8586.0 +0.505 0.036
8623.0-8697.0 +0.436 0.036
[Ti/Fe] 4270.0-4322.0 +0.104 0.133
4440.0-4474.0 +0.056 0.120
4650.0-4718.0 +0.484 0.087
4980.0-5045.0 +0.215 0.070
6584.0-6780.0 +0.414 0.109
[Na/Fe] 5670.0-5700.0 +0.145 0.193
6148.0-6168.0 +0.534 0.292
[Cr/Fe] 4580.0-4640.0 ≠0.054 0.097
4640.0-4675.0 +0.224 0.129
4915.0-4930.0 +0.585 0.276
[Mn/Fe] 4450.0-4515.0 ≠0.505 0.252
4750.0-4770.0 +0.065 0.134
[Ni/Fe] 4700.0-4720.0 +0.044 0.194
4910.0-4955.0 +0.224 0.134
5075.0-5175.0 ≠0.005 0.095
6100.0-6200.0 +0.245 0.146
6760.0-6800.0 +0.495 0.193
7700.0-7800.0 +0.047 0.222
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Table 3.10: Chemical abundances HGHH-11
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 -0.444 0.012
4600.0-4800.0 -0.126 0.028
4800.0-5000.0 -0.585 0.021
5000.0-5200.0 -0.624 0.031
6100.0-6300.0 -0.574 0.042
6300.0-6500.0 -0.546 0.047
6500.0-6700.0 -0.755 0.079
6700.0-6800.0 -0.654 0.092
7400.0-7550.0 -0.656 0.058
8500.0-8700.0 -0.484 0.042
8700.0-8850.0 -0.624 0.07
[Mg/Fe] 4300.0-4370.0 +0.400 0.112
4690.0-4710.0 +0.081 0.128
5150.0-5200.0 +0.468 0.061
8777.0-8832.0 +0.090 0.069
[Ca/Fe] 4445.0-4465.0 +0.004 0.126
6100.0-6128.0 +0.103 0.089
6430.0-6454.0 ≠0.020 0.112
6459.0-6478.0 ≠0.649 0.224
8480.0-8586.0 ≠0.076 0.046
8623.0-8697.0 ≠0.120 0.047
[Ti/Fe] 4270.0-4322.0 ≠0.160 0.158
4440.0-4474.0 +0.000 0.130
4650.0-4718.0 +0.260 0.098
4980.0-5045.0 +0.230 0.084
6584.0-6780.0 ≠0.511 0.215
[Na/Fe] 5670.0-5700.0 +0.064 0.184
6148.0-6168.0 ≠0.059 0.326
[Cr/Fe] 4580.0-4640.0 ≠0.241 0.102
4640.0-4675.0 ≠0.022 0.094
4915.0-4930.0 ≠0.151 0.323
[Mn/Fe] 4450.0-4515.0 ≠0.158 0.180
4750.0-4770.0 +0.419 0.119
[Ni/Fe] 4700.0-4720.0 +0.159 0.166
4910.0-4955.0 +0.319 0.119
5075.0-5175.0 ≠0.252 0.118
6100.0-6200.0 +0.222 0.122
6760.0-6800.0 ≠0.260 0.206
7700.0-7800.0 +0.145 0.200
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Table 3.11: Chemical abundances HGHH-17
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.194 0.022
4600.0-4800.0 ≠1.080 0.035
4800.0-5000.0 ≠1.055 0.030
5000.0-5200.0 ≠1.025 0.030
6100.0-6300.0 ≠0.946 0.044
6300.0-6500.0 ≠1.124 0.052
6500.0-6700.0 ≠1.114 0.071
6700.0-6800.0 ≠0.974 0.102
7400.0-7550.0 ≠0.997 0.069
8500.0-8700.0 ≠1.126 0.037
8700.0-8850.0 ≠0.934 0.066
[Mg/Fe] 4300.0-4370.0 +0.755 0.062
4690.0-4710.0 +0.276 0.134
5150.0-5200.0 +0.485 0.031
8777.0-8832.0 +0.596 0.066
[Ca/Fe] 4445.0-4465.0 +0.316 0.094
6100.0-6128.0 +0.492 0.085
6430.0-6454.0 +0.745 0.104
6459.0-6478.0 +0.167 0.172
8480.0-8586.0 +0.455 0.026
8623.0-8697.0 +0.427 0.027
[Ti/Fe] 4270.0-4322.0 +0.215 0.104
4440.0-4474.0 +0.126 0.120
4650.0-4718.0 +0.426 0.084
4980.0-5045.0 +0.266 0.056
6584.0-6780.0 +0.226 0.124
[Na/Fe] 5670.0-5700.0 +0.043 0.189
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 ≠0.084 0.105
4640.0-4675.0 +0.215 0.098
4915.0-4930.0 +0.935 0.202
[Mn/Fe] 4450.0-4515.0 ≠0.235 0.175
4750.0-4770.0 +0.095 0.130
[Ni/Fe] 4700.0-4720.0 +0.174 0.143
4910.0-4955.0 +0.155 0.122
5075.0-5175.0 ≠0.004 0.075
6100.0-6200.0 +0.384 0.112
6760.0-6800.0 +0.387 0.164
7700.0-7800.0 +0.168 0.196
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Table 3.12: Chemical abundances HGHH-21
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.045 0.031
4600.0-4800.0 ≠0.965 0.051
4800.0-5000.0 ≠0.896 0.029
5000.0-5200.0 ≠0.955 0.041
6100.0-6300.0 ≠0.985 0.060
6300.0-6500.0 ≠0.934 0.062
6500.0-6700.0 ≠0.939 0.093
6700.0-6800.0 ≠1.255 0.161
7400.0-7550.0 ≠0.926 0.074
8500.0-8700.0 ≠0.945 0.058
8700.0-8850.0 ≠0.665 0.101
[Mg/Fe] 4300.0-4370.0 +0.531 0.102
4690.0-4710.0 +0.253 0.177
5150.0-5200.0 +0.616 0.059
8777.0-8832.0 +0.431 0.073
[Ca/Fe] 4445.0-4465.0 +0.282 0.128
6100.0-6128.0 +0.562 0.103
6430.0-6454.0 +0.653 0.138
6459.0-6478.0 +0.101 0.233
8480.0-8586.0 +0.292 0.039
8623.0-8697.0 +0.333 0.040
[Ti/Fe] 4270.0-4322.0 +0.210 0.168
4440.0-4474.0 +0.152 0.137
4650.0-4718.0 +0.532 0.100
4980.0-5045.0 +0.282 0.079
6584.0-6780.0 +0.708 0.088
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 +0.142 0.117
4640.0-4675.0 +0.151 0.127
4915.0-4930.0 +0.852 0.293
[Mn/Fe] 4450.0-4515.0 +0.241 0.191
4750.0-4770.0 +0.123 0.166
[Ni/Fe] 4700.0-4720.0 ≠0.646 0.405
4910.0-4955.0 +0.472 0.128
5075.0-5175.0 ≠0.138 0.117
6100.0-6200.0 +0.492 0.137
6760.0-6800.0 +0.504 0.217
7700.0-7800.0 +0.246 0.257
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Table 3.13: Chemical abundances HGHH-23
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠0.435 0.011
4600.0-4800.0 ≠0.445 0.030
4800.0-5000.0 ≠0.535 0.010
5000.0-5200.0 ≠0.445 0.021
6100.0-6300.0 ≠0.392 0.024
6300.0-6500.0 ≠0.415 0.039
6500.0-6700.0 ≠0.265 0.040
6700.0-6800.0 ≠0.384 0.052
7400.0-7550.0 ≠0.587 0.046
8500.0-8700.0 ≠0.135 0.011
8700.0-8850.0 ≠0.313 0.052
[Mg/Fe] 4300.0-4370.0 +0.521 0.051
4690.0-4710.0 ≠0.118 0.097
5150.0-5200.0 +0.292 0.042
8777.0-8832.0 +0.126 0.047
[Ca/Fe] 4445.0-4465.0 ≠0.117 0.070
6100.0-6128.0 +0.178 0.066
6430.0-6454.0 +0.321 0.077
6459.0-6478.0 ≠0.426 0.172
8480.0-8586.0 +0.012 0.034
8623.0-8697.0 ≠0.037 0.035
[Ti/Fe] 4270.0-4322.0 - -
4440.0-4474.0 ≠0.136 0.088
4650.0-4718.0 +0.163 0.062
4980.0-5045.0 +0.193 0.062
6584.0-6780.0 ≠0.157 0.117
[Na/Fe] 5670.0-5700.0 +0.324 0.127
6148.0-6168.0 +0.489 0.180
[Cr/Fe] 4580.0-4640.0 ≠0.287 0.074
4640.0-4675.0 +0.293 0.058
4915.0-4930.0 ≠0.208 0.243
[Mn/Fe] 4450.0-4515.0 ≠0.286 0.117
4750.0-4770.0 +0.282 0.075
[Ni/Fe] 4700.0-4720.0 +0.422 0.112
4910.0-4955.0 +0.220 0.088
5075.0-5175.0 ≠0.345 0.071
6100.0-6200.0 ≠0.368 0.103
6760.0-6800.0 - -
7700.0-7800.0 ≠0.458 0.163
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Table 3.14: Chemical abundances HGHH-29
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 -0.464 0.029
4600.0-4800.0 ≠0.464 0.032
4800.0-5000.0 ≠0.546 0.025
5000.0-5200.0 ≠0.564 0.032
6100.0-6300.0 ≠0.575 0.040
6300.0-6500.0 ≠0.545 0.048
6500.0-6700.0 ≠0.474 0.062
6700.0-6800.0 ≠0.634 0.111
7400.0-7550.0 ≠0.555 0.060
8500.0-8700.0 ≠0.405 0.051
8700.0-8850.0 ≠0.335 0.061
[Mg/Fe] 4300.0-4370.0 +0.393 0.119
4690.0-4710.0 +0.194 0.133
5150.0-5200.0 +0.463 0.046
8777.0-8832.0 +0.425 0.055
[Ca/Fe] 4445.0-4465.0 ≠0.074 0 0.146
6100.0-6128.0 +0.174 0.084
6430.0-6454.0 +0.291 0.110
6459.0-6478.0 +0.150 0.177
8480.0-8586.0 +0.065 0.027
8623.0-8697.0 ≠0.026 0.020
[Ti/Fe] 4270.0-4322.0 +0.004 0.151
4440.0-4474.0 +0.174 0.129
4650.0-4718.0 +0.405 0.104
4980.0-5045.0 +0.313 0.084
6584.0-6780.0 +0.323 0.140
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 +0.075 0.104
4640.0-4675.0 +0.435 0.095
4915.0-4930.0 ≠0.546 0.491
[Mn/Fe] 4450.0-4515.0 ≠0.105 0.202
4750.0-4770.0 +0.344 0.141
[Ni/Fe] 4700.0-4720.0 +0.242 0.189
4910.0-4955.0 +0.423 0.141
5075.0-5175.0 ≠0.116 0.112
6100.0-6200.0 ≠0.198 0.153
6760.0-6800.0 ≠0.054 0.203
7700.0-7800.0 +0.683 0.171
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Table 3.15: Chemical abundances HGHH-34
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠0.395 0.021
4600.0-4800.0 ≠0.475 0.043
4800.0-5000.0 ≠0.435 0.011
5000.0-5200.0 ≠0.315 0.03
6100.0-6300.0 ≠0.384 0.021
6300.0-6500.0 ≠0.355 0.047
6500.0-6700.0 ≠0.375 0.081
6700.0-6800.0 ≠0.394 0.082
7400.0-7550.0 ≠0.345 0.050
8500.0-8700.0 ≠0.104 0.042
8700.0-8850.0 ≠0.292 0.082
[Mg/Fe] 4300.0-4370.0 +0.381 0.083
4690.0-4710.0 +0.102 0.122
5150.0-5200.0 +0.482 0.057
8777.0-8832.0 +0.177 0.069
[Ca/Fe] 4445.0-4465.0 +0.203 0.105
6100.0-6128.0 +0.263 0.092
6430.0-6454.0 +0.232 0.124
6459.0-6478.0 +0.153 0.193
8480.0-8586.0 +0.002 0.029
8623.0-8697.0 ≠0.047 0.031
[Ti/Fe] 4270.0-4322.0 +0.293 0.114
4440.0-4474.0 ≠0.158 0.123
4650.0-4718.0 +0.242 0.102
4980.0-5045.0 +0.942 0.067
6584.0-6780.0 +0.183 0.096
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 ≠0.060 0.102
4640.0-4675.0 +0.038 0.106
4915.0-4930.0 +0.503 0.263
[Mn/Fe] 4450.0-4515.0 +0.112 0.183
4750.0-4770.0 +0.221 0.152
[Ni/Fe] 4700.0-4720.0 +0.091 0.182
4910.0-4955.0 +0.432 0.115
5075.0-5175.0 +0.153 0.085
6100.0-6200.0 ≠0.058 0.135
6760.0-6800.0 +0.520 0.187
7700.0-7800.0 +0.412 0.194
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Table 3.16: Chemical abundances HGHH-40
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.206 0.069
4600.0-4800.0 ≠1.223 0.083
4800.0-5000.0 ≠1.045 0.051
5000.0-5200.0 ≠1.255 0.080
6100.0-6300.0 ≠1.124 0.081
6300.0-6500.0 ≠1.205 0.120
6500.0-6700.0 ≠0.928 0.137
6700.0-6800.0 ≠1.254 0.233
7400.0-7550.0 ≠0.876 0.127
8500.0-8700.0 ≠1.155 0.104
8700.0-8850.0 ≠1.238 0.168
[Mg/Fe] 4300.0-4370.0 +0.118 0.332
4690.0-4710.0 +0.108 0.362
5150.0-5200.0 +0.337 0.097
8777.0-8832.0 ≠0.073 0.174
[Ca/Fe] 4445.0-4465.0 ≠0.162 0.374
6100.0-6128.0 +0.286 0.251
6430.0-6454.0 +0.116 0.302
6459.0-6478.0 +0.197 0.333
8480.0-8586.0 +0.197 0.046
8623.0-8697.0 +0.177 0.058
[Ti/Fe] 4270.0-4322.0 ≠0.002 0.254
4440.0-4474.0 ≠0.313 0.293
4650.0-4718.0 +0.118 0.222
4980.0-5045.0 +0.478 0.124
6584.0-6780.0 - -
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 +0.207 0.193
4640.0-4675.0 ≠0.593 0.382
4915.0-4930.0 - -
[Mn/Fe] 4450.0-4515.0 ≠0.072 0.393
4750.0-4770.0 ≠0.173 0.308
[Ni/Fe] 4700.0-4720.0 - -
4910.0-4955.0 +0.688 0.190
5075.0-5175.0 ≠1.023 0.472
6100.0-6200.0 +0.068 0.254
6760.0-6800.0 +0.206 0.350
7700.0-7800.0 +0.246 0.242
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Table 3.17: Chemical abundances HH-080
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.825 0.058
4600.0-4800.0 ≠1.716 0.075
4800.0-5000.0 ≠1.696 0.036
5000.0-5200.0 ≠1.696 0.045
6100.0-6300.0 ≠1.536 0.088
6300.0-6500.0 ≠1.286 0.077
6500.0-6700.0 ≠1.454 0.122
6700.0-6800.0 ≠1.326 0.442
7400.0-7550.0 ≠1.192 0.096
8500.0-8700.0 ≠1.714 0.102
8700.0-8850.0 ≠1.465 0.161
[Mg/Fe] 4300.0-4370.0 +0.399 0.239
4690.0-4710.0 ≠0.293 0.256
5150.0-5200.0 ≠0.162 0.100
8777.0-8832.0 +0.357 0.159
[Ca/Fe] 4445.0-4465.0 +0.057 0.198
6100.0-6128.0 ≠0.110 0.211
6430.0-6454.0 +0.0157 0.227
6459.0-6478.0 +0.335 0.255
8480.0-8586.0 +0.298 0.061
8623.0-8697.0 +0.317 0.061
[Ti/Fe] 4270.0-4322.0 ≠0.083 0.170
4440.0-4474.0 ≠0.223 0.199
4650.0-4718.0 +0.077 0.180
4980.0-5045.0 +0.199 0.094
6584.0-6780.0 +0.588 0.322
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 ≠0.003 0.180
4640.0-4675.0 ≠0.154 0.246
4915.0-4930.0 ≠0.081 0.500
[Mn/Fe] 4450.0-4515.0 +0.188 0.263
4750.0-4770.0 ≠0.184 0.198
[Ni/Fe] 4700.0-4720.0 ≠0.242 0.390
4910.0-4955.0 +0.096 0.380
5075.0-5175.0 ≠0.043 0.149
6100.0-6200.0 +0.587 0.204
6760.0-6800.0 +0.010 0.329
7700.0-7800.0 +0.204 0.312
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Table 3.18: Chemical abundances HH-096
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.265 0.041
4600.0-4800.0 ≠1.185 0.041
4800.0-5000.0 ≠1.246 0.039
5000.0-5200.0 ≠1.424 0.042
6100.0-6300.0 ≠1.096 0.058
6300.0-6500.0 ≠1.295 0.070
6500.0-6700.0 ≠1.496 0.097
6700.0-6800.0 ≠1.194 0.162
7400.0-7550.0 ≠1.547 0.109
8500.0-8700.0 ≠1.548 0.067
8700.0-8850.0 ≠1.177 0.118
[Mg/Fe] 4300.0-4370.0 +0.704 0.108
4690.0-4710.0 +0.317 0.217
5150.0-5200.0 +0.337 0.068
8777.0-8832.0 ≠0.323 0.157
[Ca/Fe] 4445.0-4465.0 +0.216 0.167
6100.0-6128.0 +0.375 0.147
6430.0-6454.0 +0.398 0.169
6459.0-6478.0 +0.287 0.209
8480.0-8586.0 +0.406 0.046
8623.0-8697.0 +0.287 0.049
[Ti/Fe] 4270.0-4322.0 +0.236 0.147
4440.0-4474.0 +0.407 0.139
4650.0-4718.0 +0.347 0.120
4980.0-5045.0 +0.166 0.092
6584.0-6780.0 +0.454 0.229
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 +0.086 0.127
4640.0-4675.0 +0.025 0.185
4915.0-4930.0 +0.377 0.394
[Mn/Fe] 4450.0-4515.0 ≠0.624 0.502
4750.0-4770.0 ≠0.194 0.186
[Ni/Fe] 4700.0-4720.0 ≠0.213 0.326
4910.0-4955.0 ≠0.141 0.262
5075.0-5175.0 +0.195 0.120
6100.0-6200.0 +0.126 0.206
6760.0-6800.0 +0.403 0.232
7700.0-7800.0 +0.016 0.249
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Table 3.19: Chemical abundances HHH86-30
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠0.316 0.029
4600.0-4800.0 ≠0.275 0.011
4800.0-5000.0 ≠0.355 0.021
5000.0-5200.0 ≠0.335 0.011
6100.0-6300.0 ≠0.187 0.038
6300.0-6500.0 ≠0.396 0.030
6500.0-6700.0 ≠0.275 0.041
6700.0-6800.0 ≠0.564 0.062
7400.0-7550.0 ≠0.334 0.032
8500.0-8700.0 +0.035 0.021
8700.0-8850.0 ≠0.395 0.051
[Mg/Fe] 4300.0-4370.0 +0.240 0.058
4690.0-4710.0 +0.129 0.073
5150.0-5200.0 +0.371 0.046
8777.0-8832.0 +0.231 0.047
[Ca/Fe] 4445.0-4465.0 ≠0.009 0.082
6100.0-6128.0 +0.340 0.073
6430.0-6454.0 +0.399 0.081
6459.0-6478.0 ≠0.308 0.168
8480.0-8586.0 ≠0.129 0.042
8623.0-8697.0 ≠0.190 0.041
[Ti/Fe] 4270.0-4322.0 +0.062 0.089
4440.0-4474.0 ≠0.170 0.090
4650.0-4718.0 +0.281 0.066
4980.0-5045.0 +0.421 0.059
6584.0-6780.0 +0.372 0.092
[Na/Fe] 5670.0-5700.0 +0.199 0.138
6148.0-6168.0 +0.390 0.203
[Cr/Fe] 4580.0-4640.0 ≠0.039 0.066
4640.0-4675.0 +0.425 0.059
4915.0-4930.0 +0.460 0.155
[Mn/Fe] 4450.0-4515.0 +0.268 0.120
4750.0-4770.0 +0.130 0.099
[Ni/Fe] 4700.0-4720.0 +0.061 0.109
4910.0-4955.0 +0.071 0.082
5075.0-5175.0 +0.091 0.058
6100.0-6200.0 +0.181 0.090
6760.0-6800.0 +0.232 0.138
7700.0-7800.0 ≠0.130 0.165
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Table 3.20: Chemical abundances HHH86-39
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.064 0.012
4600.0-4800.0 ≠1.554 0.031
4800.0-5000.0 ≠1.024 0.021
5000.0-5200.0 ≠1.174 0.021
6100.0-6300.0 ≠1.525 0.021
6300.0-6500.0 ≠1.495 0.030
6500.0-6700.0 ≠1.574 0.062
6700.0-6800.0 ≠1.913 0.146
7400.0-7550.0 ≠1.354 0.031
8500.0-8700.0 ≠1.595 0.031
8700.0-8850.0 ≠1.625 0.041
[Mg/Fe] 4300.0-4370.0 - -
4690.0-4710.0 - -
5150.0-5200.0 - -
8777.0-8832.0 - -
[Ca/Fe] 4445.0-4465.0 +1.117 0.090
6100.0-6128.0 +0.727 0.092
6430.0-6454.0 +0.425 0.110
6459.0-6478.0 +0.013 0.124
8480.0-8586.0 +0.077 0.074
8623.0-8697.0 +0.028 0.076
[Ti/Fe] 4270.0-4322.0 +0.437 0.089
4440.0-4474.0 ≠0.004 0.120
4650.0-4718.0 ≠0.650 0.144
4980.0-5045.0 +0.266 0.084
6584.0-6780.0 ≠0.702 0.282
[Na/Fe] 5670.0-5700.0 ≠0.032 0.125
6148.0-6168.0 ≠0.191 0.282
[Cr/Fe] 4580.0-4640.0 ≠0.371 0.110
4640.0-4675.0 ≠0.222 0.118
4915.0-4930.0 - -
[Mn/Fe] 4450.0-4515.0 ≠0.759 0.248
4750.0-4770.0 ≠0.252 0.119
[Ni/Fe] 4700.0-4720.0 +0.357 0.117
4910.0-4955.0 ≠0.043 0.128
5075.0-5175.0 ≠0.153 0.095
6100.0-6200.0 ≠0.442 0.148
6760.0-6800.0 ≠0.335 0.162
7700.0-7800.0 ≠0.565 0.140
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Table 3.21: Chemical abundances K-029
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠0.774 0.021
4600.0-4800.0 ≠0.805 0.041
4800.0-5000.0 ≠0.775 0.030
5000.0-5200.0 ≠0.744 0.021
6100.0-6300.0 ≠0.696 0.046
6300.0-6500.0 ≠0.690 0.050
6500.0-6700.0 ≠0.714 0.062
6700.0-6800.0 ≠0.644 0.111
7400.0-7550.0 ≠0.685 0.062
8500.0-8700.0 ≠0.664 0.042
8700.0-8850.0 ≠0.507 0.078
[Mg/Fe] 4300.0-4370.0 +0.767 0.074
4690.0-4710.0 +0.358 0.114
5150.0-5200.0 +0.406 0.046
8777.0-8832.0 +0.317 0.061
[Ca/Fe] 4445.0-4465.0 ≠0.0435 0.141
6100.0-6128.0 +0.513 0.080
6430.0-6454.0 +0.360 0.118
6459.0-6478.0 ≠0.437 0.248
8480.0-8586.0 +0.168 0.025
8623.0-8697.0 +0.138 0.025
[Ti/Fe] 4270.0-4322.0 ≠0.123 0.146
4440.0-4474.0 ≠0.245 0.148
4650.0-4718.0 +0.328 0.094
4980.0-5045.0 +0.328 0.065
6584.0-6780.0 +0.177 0.096
[Na/Fe] 5670.0-5700.0 +0.636 0.176
6148.0-6168.0 +0.797 0.216
[Cr/Fe] 4580.0-4640.0 ≠0.153 0.095
4640.0-4675.0 +0.298 0.084
4915.0-4930.0 +0.707 0.212
[Mn/Fe] 4450.0-4515.0 ≠0.662 0.243
4750.0-4770.0 +0.327 0.131
[Ni/Fe] 4700.0-4720.0 +0.238 0.144
4910.0-4955.0 +0.258 0.113
5075.0-5175.0 ≠0.3834 0.103
6100.0-6200.0 +0.150 0.124
6760.0-6800.0 +0.007 0.212
7700.0-7800.0 ≠0.284 0.245
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Table 3.22: Chemical abundances K-034
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠0.534 0.012
4600.0-4800.0 ≠0.485 0.030
4800.0-5000.0 ≠0.596 0.024
5000.0-5200.0 ≠0.534 0.012
6100.0-6300.0 ≠0.654 0.031
6300.0-6500.0 ≠0.594 0.035
6500.0-6700.0 ≠0.445 0.049
6700.0-6800.0 ≠0.604 0.081
7400.0-7550.0 ≠0.535 0.042
8500.0-8700.0 ≠0.325 0.021
8700.0-8850.0 ≠0.305 0.054
[Mg/Fe] 4300.0-4370.0 +0.723 0.049
4690.0-4710.0 +0.213 0.087
5150.0-5200.0 +0.391 0.049
8777.0-8832.0 +0.263 0.044
[Ca/Fe] 4445.0-4465.0 +0.014 0.097
6100.0-6128.0 +0.164 0.077
6430.0-6454.0 +0.471 0.090
6459.0-6478.0 +0.064 0.152
8480.0-8586.0 ≠0.007 0.031
8623.0-8697.0 ≠0.027 0.032
[Ti/Fe] 4270.0-4322.0 +0.113 0.090
4440.0-4474.0 +0.045 0.092
4650.0-4718.0 +0.104 0.097
4980.0-5045.0 +0.304 0.052
6584.0-6780.0 ≠0.002 0.168
[Na/Fe] 5670.0-5700.0 +0.293 0.144
6148.0-6168.0 +0.432 0.192
[Cr/Fe] 4580.0-4640.0 ≠0.017 0.068
4640.0-4675.0 +0.403 0.060
4915.0-4930.0 +0.614 0.185
[Mn/Fe] 4450.0-4515.0 +0.144 0.135
4750.0-4770.0 +0.142 0.109
[Ni/Fe] 4700.0-4720.0 +0.233 0.124
4910.0-4955.0 +0.447 0.087
5075.0-5175.0 ≠0.227 0.085
6100.0-6200.0 ≠0.087 0.112
6760.0-6800.0 +0.267 0.154
7700.0-7800.0 ≠0.107 0.202
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Table 3.23: Chemical abundances K-163
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.115 0.012
4600.0-4800.0 ≠1.049 0.036
4800.0-5000.0 ≠1.145 0.021
5000.0-5200.0 ≠1.095 0.021
6100.0-6300.0 ≠1.060 0.046
6300.0-6500.0 ≠1.026 0.043
6500.0-6700.0 ≠0.805 0.057
6700.0-6800.0 ≠1.115 0.157
7400.0-7550.0 ≠1.196 0.210
8500.0-8700.0 ≠1.136 0.064
8700.0-8850.0 ≠0.876 0.079
[Mg/Fe] 4300.0-4370.0 +0.867 0.051
4690.0-4710.0 +0.289 0.128
5150.0-5200.0 +0.448 0.048
8777.0-8832.0 +0.527 0.057
[Ca/Fe] 4445.0-4465.0 +0.157 0.101
6100.0-6128.0 +0.527 0.089
6430.0-6454.0 +0.753 0.101
6459.0-6478.0 +0.440 0.158
8480.0-8586.0 +0.458 0.037
8623.0-8697.0 +0.401 0.037
[Ti/Fe] 4270.0-4322.0 +0.077 0.107
4440.0-4474.0 +0.146 0.101
4650.0-4718.0 +0.338 0.079
4980.0-5045.0 +0.328 0.060
6584.0-6780.0 +0.254 0.096
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 +0.648 0.219
[Cr/Fe] 4580.0-4640.0 ≠0.083 0.089
4640.0-4675.0 +0.097 0.107
4915.0-4930.0 +0.547 0.253
[Mn/Fe] 4450.0-4515.0 ≠0.453 0.184
4750.0-4770.0 ≠0.113 0.116
[Ni/Fe] 4700.0-4720.0 +0.126 0.164
4910.0-4955.0 +0.146 0.120
5075.0-5175.0 ≠0.223 0.079
6100.0-6200.0 +0.438 0.111
6760.0-6800.0 +0.387 0.191
7700.0-7800.0 +0.637 0.179
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Table 3.24: Chemical abundances VHH81-03
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠0.234 0.012
4600.0-4800.0 ≠0.135 0.021
4800.0-5000.0 ≠0.166 0.021
5000.0-5200.0 ≠0.165 0.021
6100.0-6300.0 ≠0.175 0.035
6300.0-6500.0 ≠0.205 0.040
6500.0-6700.0 ≠0.344 0.071
6700.0-6800.0 ≠0.094 0.062
7400.0-7550.0 ≠0.263 0.042
8500.0-8700.0 +0.005 0.011
8700.0-8850.0 ≠0.045 0.053
[Mg/Fe] 4300.0-4370.0 +0.343 0.075
4690.0-4710.0 +0.188 0.085
5150.0-5200.0 +0.392 0.058
8777.0-8832.0 +0.106 0.051
[Ca/Fe] 4445.0-4465.0 +0.203 0.091
6100.0-6128.0 +0.359 0.079
6430.0-6454.0 +0.410 0.098
6459.0-6478.0 ≠0.505 0.207
8480.0-8586.0 ≠0.156 0.045
8623.0-8697.0 ≠0.217 0.044
[Ti/Fe] 4270.0-4322.0 ≠0.037 0.091
4440.0-4474.0 +0.064 0.093
4650.0-4718.0 +0.103 0.075
4980.0-5045.0 +0.213 0.059
6584.0-6780.0 ≠0.309 0.167
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 ≠0.126 0.075
4640.0-4675.0 +0.286 0.076
4915.0-4930.0 +0.874 0.157
[Mn/Fe] 4450.0-4515.0 ≠0.182 0.144
4750.0-4770.0 +0.393 0.104
[Ni/Fe] 4700.0-4720.0 ≠0.277 0.156
4910.0-4955.0 +0.075 0.100
5075.0-5175.0 +0.132 0.081
6100.0-6200.0 +0.033 0.110
6760.0-6800.0 +0.232 0.175
7700.0-7800.0 +0.398 0.161
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Table 3.25: Chemical abundances VHH81-05
Element Wavelength [Å] Abundance Error
[Fe/H] 4400.0-4600.0 ≠1.643 0.053
4600.0-4800.0 ≠1.683 0.072
4800.0-5000.0 ≠1.564 0.042
5000.0-5200.0 ≠1.465 0.051
6100.0-6300.0 ≠1.403 0.083
6300.0-6500.0 ≠1.623 0.092
6500.0-6700.0 ≠2.074 0.111
6700.0-6800.0 ≠1.653 0.313
7400.0-7550.0 ≠1.413 0.123
8500.0-8700.0 ≠1.944 0.071
8700.0-8850.0 ≠1.423 0.163
[Mg/Fe] 4300.0-4370.0 +0.396 0.110
4690.0-4710.0 +0.156 0.278
5150.0-5200.0 +0.246 0.079
8777.0-8832.0 ≠0.074 0.162
[Ca/Fe] 4445.0-4465.0 +0.227 0.211
6100.0-6128.0 +0.487 0.182
6430.0-6454.0 +0.266 0.239
6459.0-6478.0 - -
8480.0-8586.0 +0.546 0.061
8623.0-8697.0 +0.526 0.063
[Ti/Fe] 4270.0-4322.0 +0.356 0.162
4440.0-4474.0 +0.456 0.154
4650.0-4718.0 +0.277 0.163
4980.0-5045.0 +0.507 0.110
6584.0-6780.0 +1.176 0.154
[Na/Fe] 5670.0-5700.0 - -
6148.0-6168.0 - -
[Cr/Fe] 4580.0-4640.0 ≠0.134 0.219
4640.0-4675.0 ≠0.053 0.299
4915.0-4930.0 - -
[Mn/Fe] 4450.0-4515.0 ≠0.163 0.397
4750.0-4770.0 ≠0.194 0.229
[Ni/Fe] 4700.0-4720.0 ≠0.753 0.725
4910.0-4955.0 ≠0.454 0.982
5075.0-5175.0 ≠0.465 0.219
6100.0-6200.0 - -
6760.0-6800.0 ≠0.144 0.346
7700.0-7800.0 ≠0.464 0.804
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Figure 3.12: [Mg/Fe] abundances as a function of wavelength for a selected sample of GCs in
NGC 5128.
Figure 3.13: [Ca/Fe] abundances as a function of wavelength for a selected sample of GCs in NGC
5128.
147
Chapter 3 : Chemical Abundances of Globular Clusters in NGC 5128 (Centaurus
A)
Figure 3.14: [Ti/Fe] abundances as a function of wavelength for a selected sample of GCs in NGC
5128.
Figure 3.15: [Cr/Fe] abundances as a function of wavelength for a selected sample of GCs in NGC
5128.
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Figure 3.16: [Ni/Fe] abundances as a function of wavelength for a selected sample of GCs in NGC
5128.
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Abstract
We report on the detection of Lyman continuum radiation in two nearby starburst
galaxies. Tol 0440-381, Tol 1247-232 and Mrk 54 were observed with the Cosmic
Origins Spectrograph onboard the Hubble Space Telescopes. The three galaxies have
radial velocities of ≥13,000 km s≠1, permitting a ≥35 Å window on the restframe
Lyman continuum shortward of the Milky Way Lyman edge at 912 Å. The chosen
instrument configuration using the G140L grating covers the spectral range from 912
to 2,000 Å. We developed a dedicated background subtraction method to account
for temporal and spatial background variations of the detector, which is crucial at
the low flux levels around 912 Å. This modified pipeline allowed us to significantly
improve the statistical and systematic detector noise and will be made available to
the community. We detect Lyman continuum in all three galaxies. However, we
conservatively interpret the emission in Tol 0440-381 as an upper limit due to possible
contamination by geocoronal Lyman series lines. We determined the current star-
formation properties from the far-ultraviolet continuum and spectral lines and used
synthesis models to predict the Lyman continuum radiation emitted by the current
population of hot stars. We discuss the various model uncertainties such as, among
others, atmospheres and evolution models. Lyman continuum escape fractions were
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derived from a comparison between the observed and predicted Lyman continuum
fluxes. Tol 1247-232, Mrk 54 and Tol 0440-381 have absolute escape fractions of (4.5
± 1.2)%, (2.5 ± 0.72)% and <(7.1 ± 1.1)%, respectively.
4.1 Introduction
There is profound theoretical and observational interest in measuring the Lyman continuum escape
fraction fesc, i.e., the fraction of hydrogen-ionizing photons produced by young massive stars that
evade absorption and travel various distances from the sites of gas and dust from which they
originated, and in identifying the physical conditions that favor this “escape” [Benson et al.,
2013]. Studying fesc is critical for determining the sources responsible for ionization of gas on
scales spanning from galactic disks to the Universe. We still do not know with certainty the
properties of the sources that give rise to the di use, warm ionized medium within galaxies, the
halo gas surrounding galaxies, and the reionization of the intergalactic medium (IGM) at redshift
z >6.
The warm ionized medium is a major component of the interstellar medium (ISM) in galaxies
[Mathis, 2000] and investigating its topology, composition, ionization conditions and relation to
the other phases of the ISM is needed for a complete understanding of the evolution of the ISM in
galaxies and its impact in the IGM. Massive OB stars in galaxies likely represent the main ionizing
source [e.g., Ha ner et al., 2009], although there is considerable debate regarding the origin of
the ionizing radiation and the significance of density- versus ionization-bounded H ii regions [Oey
et al., 2007]. Pellegrini et al. [2012] found that on the order of 40% of ionizing photons leak out of
density-bounded H ii regions, su cient to power the warm interstellar medium in the Magellanic
Clouds.
Halo gas connects the baryon-rich IGM to the star-forming disks of galaxies [Putman et al.,
2012]. Radiation escaping from the disks ionizes and heats the halo gas. H– observations of
Galactic halo clouds suggest that a few percent of the Milky Way’s ionizing photons escape normal
to the disk [Bland-Hawthorn & Maloney, 1999]. For other disk galaxies, available fesc values are
mainly model-based, and the predictions are in the range of a few percent [e.g., Fernandez &
Shull, 2011].
Lyman continuum radiation from star formation appears to constitute an increasingly im-
portant ingredient of the ionizing background at large z and may dominate the radiation field
at the epoch of H i reionization [Duncan & Conselice, 2015]. Estimating the contribution from
star formation empirically and comparing it to that of QSO’s represents a fundamental goal for
observational cosmology. If AGN were capable of achieving H i reionization at z >6, their prop-
erties would have to be rather extreme in terms of the faint end of the luminosity function, which
seems to be inconsistent with observations. Therefore AGN are not likely to be responsible for
the reionization of H i [Fontanot et al., 2012].
Hot, massive stars are detected in galaxies at z up to≥7 using proxies such as blue galaxy colors
[Bouwens et al., 2012], warm dust emission [Barger et al., 2012], nebular emission lines [Stark et al.,
2013], or directly from signatures like stellar absorption lines [Cassata et al., 2015]. This suggests
a plethora of ionizing photons in high-z star-forming galaxies. Do these photons penetrate the
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galaxy ISM and escape into the IGM? This makes fesc the key quantity in understanding the
feedback from galaxies on the IGM at all redshifts, and it is a particularly important input
parameter in reionization models and cosmological simulations of the early Universe [Benson
et al., 2013].
Bergvall et al. [2013] summarized the observational e orts to detect escaping Lyman continuum
radiation in star-forming galaxies at all redshifts. Focusing on direct detections (as opposed to
indirect inferences via, e.g., absorption-line strengths [Heckman et al., 2001], pre-HST attempts to
detect the Lyman continuum in local star-forming galaxies were made with HUT. Leitherer et al.
[1995] found relatively loose upper limits to the escape fractions in four galaxies of order 1 to 10%.
Instrumental e ects could push these limits even higher [Hurwitz et al., 1997]. HUT was largely
superseded by the more powerful Far-Ultraviolet Spectroscopic Explorer [FUSE; Moos et al.,
2000], whose capabilities permitted the comprehensive study of Leitet et al. [2013]. Lately, the
Cosmic Origins Spectrograph [COS; Osterman et al., 2011; Green et al., 2012] aboard the Hubble
Space Telescope (HST) is transforming the field by enabling Lyman continuum observations in
local star-forming galaxies at high spectral resolution and signal-to-noise. Borthakur et al. [2014]
reported the first detection of Lyman continuum emission in a local star-forming galaxy with COS.
The derived relative and absolute escape fractions are 21% and 1%, respectively. Very recently,
Izotov et al. [2016a] found fabs = (7.8 ± 1.1)% in the local star-forming galaxy J0925+1403 with
COS. This value is one of the highest determined at any redshift.
Attempts to detect escaping Lyman continuum radiation from star forming galaxies beyond
the local Universe fall into two categories. At z ≥1, space based ultraviolet (UV) imaging or
spectroscopy around the Lyman break has been used to infer escaping ionizing radiation [e.g.,
Bridge et al., 2010; Rutkowski et al., 2016]. No conclusive detection has been made to date [Siana
et al., 2015]. At higher redshift (z ≥ 2 – 3), both space-based and ground-based observations
are feasible. Evidence of Lyman continuum emission must be taken with care due to possible
contamination by low-redshift interlopers [Mostardi et al., 2015]. Nevertheless, Lyman continuum
radiation has been detected in about 10% of the galaxies surveyed [Siana et al., 2015], with
escape fractions ranging between 5% and 30% for Lyman-break galaxies and Lyman-– emitters,
respectively [Nestor et al., 2013]. Vanzella et al. [2016] reported an exceptional case of a star-
forming galaxy at z =3.2 whose escape fraction was found to exceed 50%.
Measuring fesc at low versus high z o ers distinct advantages and challenges. The morphology
of local galaxies can be studied at high spatial resolution, thereby providing unique insight into
the structure of the ISM and the star-formation sites. Panchromatic ancillary data are typically
abundant for nearby galaxies, which permit multi-pronged approaches to constrain the stellar and
ISM properties. On the other hand, the combination of spectrograph apertures and the spatial
extent of the galaxies limit the solid angle probed by the observations, and the observations
may not be representative of the overall fesc. Ironically, the advent of numerous 8–10 m class
telescopes combined with multi-object spectrographs has made it easier to collect significant
numbers of restframe UV spectra of optically faint galaxies at 2 < z <5 [e.g., Nestor et al., 2013]
than to obtain individual UV spectra of nearby galaxies from space. Furthermore, observations
at high z benefit from the existence of numerous deep surveys which have produced well defined
galaxy samples whose properties permit careful elimination of biases and selection e ects. In
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contrast, the local selection is often driven by UV photon starvation: even the most sensitive UV
spectrographs can access only the brightest star-forming galaxies. One distinct advantage of local
galaxies needs to be highlighted: absorption of escaping Lyman photons by the IGM along the line
of sight is negligible and no modeling of the IGM radiative transfer is necessary for interpreting
the data. Observations of the Lyman continuum at z >3 experience significant attenuation by
intergalactic neutral hydrogen over cosmological distances along the line of sight [Inoue et al.,
2014], and observations of the galactic Lyman continuum must be interpreted in terms of both
galactic and IGM properties.
Deharveng et al. [2001], Bergvall et al. [2006], Grimes et al. [2007], Grimes et al. [2009], and
Leitet et al. [2013] analyzed FUSE spectra of local star-forming galaxies to search for escaping
Lyman continuum radiation. The three galaxies discussed here (Tol 0440-381, Tol 1247-232, Mrk
54) were included in several of these studies. The conclusions reached by the cited papers are not
all in agreement, with some studies reporting Lyman continuum detections and others deriving
lower limits which are inconsistent with the detections for the same galaxies. The discrepant
results are largely due to large systematics a ecting the background subtraction of FUSE data
at low source count rates [Leitet et al., 2011]. Depending on the extraction and background
model, detections may be missed or spurious data may be interpreted as detections. The most
comprehensive analysis by Leitet et al. [2013] resulted in at least one firm detection of fesc = 2.4%
in Tol 1247-232. The systematic uncertainties associated with faint sources observed with FUSE
motivated us to employ COS for independent verification. COS has comparable sensitivity but
has lower background noise. Equally important, its background noise is less temporally variable
than that of FUSE, which is one major factor for the FUSE uncertainties. In this work we attempt
a robust measurement of fesc in a carefully chosen sample of local starburst galaxies using COS.
Our targets were pre-selected from the FUSE archive and test previous observations performed
with FUSE.
This paper is organized as follows: In 4.2 we introduce and describe the target galaxies. The
observations and the data reduction are discussed in 4.3. The galaxy spectra are presented in
4.4. In 4.5 we determine the star-formation properties. The Lyman continuum escape fractions
are derived in 4.6, and the overall conclusions are presented in 4.7. At the end of this Chapter
we provide an Appendix with the details on the data reduction pipeline.
4.2 Target galaxies
COS is capable of collecting useful spectra at wavelengths down to 912 Å [McCandliss et al., 2010].
Its e ective area of ≥10 cm2 is comparable to that of FUSE below 1000 Å. In addition, the COS
detector background at these wavelengths is 2–3 times lower than the FUSE detector background.
Therefore, COS exposure times for observations of detector background limited sources can be
much shorter than in the case of FUSE – at the price of 10 times lower spectral resolution if the
COS G140L grating is used.
In order to take advantage of the far-UV capabilities of COS, we modeled the trade-o  between
choosing brighter (and therefore closer) sources and the wavelength of the Lyman-break in the
observed frame. The sweet spot occurs at cz ≥10,000 to 15,000 km s≠1. At lower velocity, the
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Table 4.1: Program galaxies
Galaxy Classification E(B ≠ V )MW cz D MB 12+log(O/H)
(mag) (km s≠1) (Mpc) (mag)
Tol 0440-381 H ii 0.016 12,270 167 ≠20.2 8.2
Tol 1247-232 H ii 0.089 14,400 207 ≠21.0 8.1
Mrk 54 H ii 0.015 13,470 191 ≠22.2 8.6
redshift window becomes unacceptably small since significant detections of the Lyman continuum
require binning over some wavelength range. On the other hand, at higher redshift suitable
candidates at su ciently high flux levels become very scarce. We imposed a minimum flux level
at 1000 Å of F⁄(1000) > 1◊10≠14 erg s≠1 cm≠2 Å≠1 for our candidate selection in order to keep the
COS exposure times reasonable. We then queried the FUSE archive for suitable bright candidates
in this redshift regime and identified the three brightest nuclear starburst galaxies. The central
concentration of the UV light in nuclear starbursts minimizes aperture losses in COS with respect
to FUSE whose entrance aperture is significantly larger. Table 4.1 gives some basic information
for these galaxies: the most commonly used name (column 1), galaxy class (column 2), Galactic
foreground extinction (column 3), velocity cz (column 4), distance D (column 5), absolute B
magnitude MB (column 6), and the oxygen abundance 12+log(O/H) (column 7). All entries were
taken from Leitet et al. [2013], except for D, which we adopted from the NASA Extragalactic
Database (NED). D is based on a velocity-field model including the influence of the Virgo cluster,
the Great Attractor, and the Shapley supercluster [Mould et al., 2000]. In addition to meeting the
previous selection criteria, the three galaxies have low Galactic foreground extinction (minimizing
Galactic H2 contamination) and have no evidence of an AGN. The existing UV spectroscopy from
FUSE, HST and the International Ultraviolet Explorer (IUE) indicates a hot-star dominated
population capable of producing ample ionizing photons. The question then is what fraction of
these photons can escape from their galaxy host and whether there are conditions that favor
escape.
4.3 Observations and data reduction
The spectra of the three galaxies were obtained in program 133251 during several visits between
December 2013 and May 2014. Table 4.2 gives the observation log. The individual visits as
designated by their archival identifiers are in column 1 of Table 4.2. The galaxies were acquired
through the primary science aperture (PSA) with a standard NUV imaging acquisition using the
target coordinates listed in columns 3 and 4 of the table. The onboard acquisition mechanism
then centered the COS aperture on the brightest region found within the 4 ◊ 4 arcsec2 field of
view of the acquisition image. After successful centering, spectra were obtained in TIME-TAG
mode with the G140L grating of COS at a central wavelength setting of 1280 Å. This setting
1http://www.stsci.edu/cgi-bin/get-proposal-info?id=13325&observatory=HST
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provides scientifically useful spectral coverage between 912 and 2200 Å, with a gap between 1165
and 1280 Å. The spectral region at wavelengths below 1165 Å is recorded on Segment B, and the
region above 1280 Å on Segment A. We used the default number of four focal plane positions
(FP-POS) to reduce fixed pattern noise. Therefore each individual exposure is broken into four
sub-exposures with central wavelength settings o set by 20 Å. Columns 5 and 6 of Table 4.2 give
the start times and durations of the exposures at each visit, respectively. The exposure times
range between 18 and 28 ksec. Note that data sets LCAA10010, LCAA11010 and LCAA12010
were not used in this analysis. They contain low signal-to-noise data obtained in a visit su ering
a guide-star acquisition failure. Instead we used LCAA51010 and LCAA52010, which contain the
repeat observations of the failed visit. The nominal point-source resolving power of the G140L
grating is R ≥ 2000 at 1000 Å. However, this resolution is significantly reduced depending on
the morphology of an extended source encompassed by the PSA. The circular PSA has 2.5”
diameter, which is substantially smaller than the 30 ◊ 30 arcsec2 FUSE aperture. This results
in aperture losses for COS observations of extended galaxies compared with FUSE. Since the
UV light of the program galaxies is highly concentrated, the COS fluxes are only lower than the
FUSE fluxes by less than typically a factor of 2. More importantly, the smaller PSA leads to much
reduced sky backgrounds, which is a crucial aspect for these particular observations. Observations
in the satellite-UV are rarely sky-background limited in the continuum, and neither COS nor
FUSE permit simultaneous object and sky measurements by default. The most significant sky
background sources are geocoronal emission lines [Feldman et al., 2001], which can be identified
and removed at longer wavelengths. Near the Lyman limit, however, geocoronal emission from
the highest Lyman and other lines can contribute significantly to the total observed counts. This
contribution is minimized by observations through a small aperture, such as the PSA.
We retrieved the individual data sets for each galaxy from the Mikulski Archive for Space Tele-
scopes (MAST) and initially processed them on-the-fly with version 2.21 of the CalCOS pipeline.
CalCOS is a series of modules which processes the data for detector noise, thermal drifts, geo-
metric distortions, orbital Doppler shifts, count-rate non-linearity, and pixel-to-pixel variations in
sensitivity. A standard wavelength scale is applied using the onboard wavelength calibration. The
final products are one-dimensional, flux-calibrated, heliocentric-velocity corrected, and combined
spectra.
The current background correction performed by CalCOS 2.21 uses a BACKCORR module
that estimates the background contribution to the extracted spectrum and subtracts it from the
science spectrum itself. These estimates are based on computations done using two predefined
regions external to the spectral extraction region specified in the XTRACTAB. The actual back-
ground at the target location can di er from the background at the locations used for computing
the background estimates which can lead to the over- or under-subtraction of the background/dark
current to the final spectrum. An optimized and accurate background correction is needed when
studying faint flux levels below 1150 Å. For this work we developed the algorithm described
in Appendix A. The two major elements of our modified pipeline are a dedicated analysis of
the pulse-height amplitude2 and an improved background correction which is optimized for low
2The pulse-height amplitude characterizes the total charge in the electron cloud incident triggered by an incoming
photon.
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source count rates. This algorithm is applicable to data obtained prior to February 2015 when the
COS FUV spectra were moved to Lifetime Position 3 (LP3), with the exception of G130M/1055
and G130M/1096 which remained at Lifetime Position 2 (LP2). Due to the fact that the LP3
spectral location is su ciently close to gain-sagged regions at Lifetime Position 1 (LP1), the COS
instrument team has created a new algorithm to ensure good quality spectral extraction. This
newly developed algorithm is used to calibrate data obtained at LP3 (COS STAN – Feb 2015).
The steps and procedures described in Appendix A are only applicable to data taken at LP1
and/or LP2. The spectra discussed in the following were processed including the steps outlined
in Appendix 4.A.
The one-dimensional x1d files were individually analyzed for any quality issues. No issues
were found. The x1d files were then further processed with an IDL pipeline derived from soft-
ware originally written by the COS Guaranteed Time Observer (GTO) Team [Danforth et al.,
2010]. This software corrects the individual extracted spectra for major flat-field artifacts in the
flux vector, such as ion repeller grid-wire shadows, and adjusts the errors and exposure times in
the a ected pixels accordingly. The decreased signal-to-noise at the detector edges is accounted
for by de-weighting these regions. While some of these steps are also done in the default Cal-
COS pipeline, the IDL software employed leads to a significant improvement over the standard
data reduction for low signal-to-noise data. The cross-correlated spectra were combined after
interpolating the exposure-timed weighted flux vectors onto a common wavelength vector. The
spectra were then resampled from their intrinsic dispersion of 0.0803 Å pix≠1 to 0.482 Å pix≠1,
which corresponds to the nominal point-source resolution. The onboard wavelength calibration
was checked by comparing the measured and laboratory wavelengths of the geocoronal O i lines
at 1302.17/1304.86/1306.03 Å, when detected. The measured di erences of less than one pixel
indicate no significant o sets. Additional wavelength zero point shifts are caused by imperfect
centering and the flux profiles of the galaxies in the PSA. We determined these shifts from the
wavelength o sets of the Milky Way foreground absorption lines of C ii ⁄1334.53, Si ii ⁄1526.71,
and Al ii ⁄1670.79. We assumed these lines are unshifted and no Galactic high-velocity clouds
are present [see Leitherer et al., 2011]. Typical wavelength o sets of ≥0.2 Å were found and
removed. The Milky Way foreground lines are expected to be unresolved at the nominal COS
G140L point-source resolution of R ≥ 2,000. We measured typical widths of ≥2 Å in the three
spectra, suggesting significant source structure and extension inside the PSA.
4.4 Galaxy spectra
We reproduce the spectra of Tol 0440-381, Tol 1247-232 and Mrk 54 which were processed through
all previously discussed steps in Figure 4.1, 4.2, and 4.3, respectively. Identifications of spectral
lines most commonly observed in star-forming galaxies are included in the figures. We refer
the reader to Grimes et al. [2009] and Leitherer et al. [2011] for the atomic data and formation
mechanisms of the listed lines. Note that not all labeled lines are actually detected in each galaxy.
The line identifications at the top of each panel refer to redshifted lines intrinsic to the galaxies,
whereas those at the bottom denote Galactic foreground absorptions at essentially zero redshift.
As expected, the strongest Galactic absorption lines are observed in Tol 1247-232, which also has
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Table 4.2: Observation log
Dataset Galaxy RA (J2000) Dec (J2000) Start Time Duration
(h m s) (¶ ’ ”) (UT) (s)
LCAA10010 Tol 0440-381 04 42 08.10 ≠38 01 11.0 2014-03-05 05:10 11,356
LCAA11010 Tol 0440-381 04 42 08.10 ≠38 01 11.0 2014-03-06 03:26 11,356
LCAA12010 Tol 0440-381 04 42 08.10 ≠38 01 11.0 2014-03-04 03:40 8,004
LCAA51010 Tol 0440-381 04 42 08.10 ≠38 01 11.0 2014-05-03 02:30 14,005
LCAA52010 Tol 0440-381 04 42 08.10 ≠38 01 11.0 2014-05-12 04:54 14,005
LCAA20010 Tol 1247-232 12 50 18.90 ≠23 33 57.6 2013-12-21 15:34 11,184
LCAA21010 Tol 1247-232 12 50 18.90 ≠23 33 57.6 2013-12-22 17:06 11,184
LCAA30010 Mrk 54 12 56 55.66 +32 26 51.4 2014-05-01 11:10 11,276
LCAA31010 Mrk 54 12 56 55.66 +32 26 51.4 2014-05-11 13:25 7,661
the highest foreground reddening. Geocoronal O i ⁄1300 emission is strong in Tol 0440-381 and
Tol 1247-232. Geocoronal Lyman-series lines are of particular interest. While Ly-– is blocked by
design, all other Lyman lines could in principle contaminate the spectra. Inspection of Figure 4.1
clearly indicates geocoronal Ly — at 1026 Å in Tol 0440-381. We will address this issue in detail
when discussing the uncertainties associated with the measurement of the Lyman continuum in
the three galaxies.
The intrinsic spectral lines fall into three groups by virtue of their origin: interstellar, stellar
photospheric, and stellar wind. Examples for these types are C ii ⁄1335, S v ⁄1502, and C iv
⁄1550, respectively. A table summarizing the expected formation mechanism of most observed
lines can be found in Leitherer et al. [2011, their Table 1]. The most prominent stellar-wind lines
are O vi ⁄1035 and C iv ⁄1550. These lines are important population diagnostics which will be
used, together with other lines, to constrain the massive-star content. Si iv ⁄1400 has both a
stellar and interstellar component, and its interpretation is more complex. N v ⁄1240 is widely
used as a population indicator. Unfortunately, at the redshift of the galaxies this line coincides
with geocoronal O i ⁄1300 and is not observable. Strong, broad He ii ⁄1640 is detected in Tol
1247-232, which is consistent with its classification as a Wolf-Rayet (W-R) galaxy by sch99 based
on the presence of broad He ii ⁄4686 in the optical. C iii ⁄1909 is seen in both Tol 0440-381
and Tol 1247-232 but not in Mrk 54, which is most likely a metallicity e ect. The two former
galaxies have Magellanic Cloud-like oxygen abundances, whereas the latter has near-solar oxygen
abundance.
The spectra shortward and longward of the spectral gap display a pronounced dichotomy. At
long wavelengths (the region recorded by Segment A), the spectrum has relatively few spectral
features and closely follows a power law. In contrast, at short wavelengths (Segment B), strong
spectral features cause heavy line-blanketing and the spectral energy distribution turns over and
deviates from a power law. The Segment B data by themselves would make the measurement of
the Lyman-break rather challenging since the location of the true continuum is elusive. Combining
the Segment B and Segment A observations for a wider spectral coverage provides a much more
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Figure 4.1: Observed UV spectrum of Tol 0440-381 from 900 to 2000 Å. The wavelength scale
is in the observed frame; the fluxes are not corrected for reddening. The region
between ≥1190 and 1270 Å falls onto the detector gap. Identifications of intrinsic
and Galactic foreground spectral features are given at the top and the bottom of each
panel, respectively.
reliable baseline for fitting the continuum. This was one of the motivations for choosing the COS
G140L grating with its broader wavelength range over the more limited G130M grating.
Subsequent to the previous pipeline steps we corrected for Galactic foreground reddening with
the E(B ≠ V )MW values in Table 4.1 and the reddening law of Mathis [1990]. Transformation
from the observed to the restframe wavelengths was performed with the galaxy velocities in this
table. Finally, we also generated rectified versions of the galaxy spectra, whose line-free regions
were fitted with a multi-order polynomial and divided by the resulting continuum spectrum.
4.5 Star-formation properties
We can quantify the content of massive stars in the three galaxies by comparing the UV spectra to
models calculated with the Starburst99 synthesis code [Leitherer et al., 1999; Vázquez & Leitherer,
2005; Leitherer & Chen, 2009; Leitherer et al., 2014]. This technique has been used in the past
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Figure 4.2: Same as Figure 4.1 but for Tol 1247-232.
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Figure 4.3: Same as Figure 4.1 but for Mrk 54.
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and has become fairly standard [e.g., Leitherer et al., 2013]. Therefore the description will be
brief. We calculated a grid of synthetic spectra for multiple chemical compositions, stellar initial
mass functions (IMF), star-formation histories, stellar atmospheres and stellar evolution models.
The properties of our preferred model are: Kroupa-type IMF [Kroupa, 2008, his eq. 1], which
is identical to a Salpeter IMF at the high-mass end, continuous star formation over a period
of 20 Myr, spherically extended, non-LTE, blanketed, expanding atmospheres for massive stars
[Pauldrach et al., 1998; Hillier & Miller, 1998, 1999; Gräfener et al., 2002; Hamann & Gräfener,
2003, 2004], stellar evolution models with rotation [Ekström et al., 2012; Georgy et al., 2013]
and solar chemical composition Z§. Tol 0440-391 and Tol 1247-232 have chemical composition
halfway between those available for the evolution models with rotation. Since the models with Z§
have been tested much more extensively (there are no individual very metal-poor O stars in the
Milky Way or the Magellanic Clouds), we opted for the solar models. We defer a comprehensive
evaluation of the impact of the various ingredients and assumptions on the results to the following
section, which discusses the escape of the Lyman continuum photons. In the following, we will
refer to the adopted model as the “baseline model”. The synthetic spectra of the baseline model
were then fitted to the data longward of the Lyman break with the principal goal of determining
the fraction of the Lyman continuum flux shortward of 912 Å escaping from the galaxies.
After correction for foreground reddening and redshift we compared the observed UV spectral
energy distributions to the model predictions in order to determine the intrinsic dust attenuation.
The spectral region between 1200 and 1800 Å is well approximated by a power law with an
exponent —, and the di erence between the observed and theoretical value of — permits an estimate
of the intrinsic reddening E(B ≠ V )intrinsic [Calzetti, 2001]. Together with E(B ≠ V )MW (column
3 of Table 4.1 this then leads to the total reddening E(B ≠ V )total for each galaxy. The values
of E(B ≠ V )total thus derived are in column 2 of Table 4.3. They are based on the extragalactic
attenuation law of Calzetti et al. [2000], which provides the relation between the UV — and
the optical reddening. This attenuation law has a shallower rise from the optical to the UV
than, e.g., the Galactic law of Mathis [1990]. It was derived empirically for a sample of local
starburst galaxies with relatively low dust content. Its properties are thought to result from an
extended, non-uniform distribution of massive, ionizing and less massive, non-ionizing stars. The
former are responsible for powering the nebular lines and the latter for emitting the stellar UV
continuum. The most massive stars are still surrounded by the natal dust clouds whereas winds
and supernovae have evacuated the interstellar surroundings of the older, less massive stars. This
provides a natural explanation of shape of the law and its di erent attenuation of stars and gas.
In contrast to the stars, the gas is thought to be homogeneous, having a uniform opacity for the
ionizing photons emitted by the massive stars.
The Calzetti law does not extend to wavelengths shorter than 1200 Å. Therefore we supple-
mented her relation with the attenuation law found for a sample of star-forming galaxies observed
with the Hopkins Ultraviolet Telescope (HUT) by Leitherer et al. [2002]. This relation is very
similar to the one of Calzetti and permits a smooth extension from 1200 Å down to near the
Lyman break.
After correction for total reddening, the spectra were compared to scaled synthetic spectra
with luminosity as the scaling factor. As the UV luminosity predominantly depends on the current
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Table 4.3: Program galaxies
Galaxy E(B ≠ V )total SFR NLyman F⁄,pred(912≠)
(mag) (M§ yr≠1) (s≠1) (erg s≠1 cm≠2 Å≠1)
Tol 0440-381 0.17 3.2 7.94◊1053 1.45◊10≠14
Tol 1247-232 0.20 17 4.21◊1054 5.05◊10≠14
Mrk 54 0.17 12 2.92◊1054 4.12◊10≠14
star-formation rate (SFR) in star-forming galaxies, SFR can straightforwardly be derived for an
assumed set of secondary parameters.
The values of SFR for the areas encompassed by the COS aperture in the three galaxies are
in column 3 of Table 4.3. In column 4 of this table we list the corresponding number of hydrogen
ionizing photons NLyman. The predicted fluxes shortward of the Lyman edge, F⁄,pred(912≠), are
given in column 5. The values are obtained by averaging the theoretical continuum over a 30 Å
interval below 912 Å where the spectral energy distribution is essentially flat. The normalization
was chosen such that the values in column 5 would be applicable to the observed spectra after
correction for total reddening. Expressed equivalently, the theoretical monochromatic luminosities
for a given SFR were divided by 4ﬁD2.
In Figure 4.4, 4.5, and 4.6 we compare the observed and synthetic spectra obtained with the
parameters summarized in Table 4.3 for Tol 0440-381, Tol 1247-232, and Mrk 54, respectively.
The synthetic spectra are based on the library of Leitherer et al. [2010]. They were degraded
from their native resolution of ≥0.4 Å to 2 Å in order to match the resolution of the data. The
models match the continuum slopes between 1200 and 1800 Å. Care is required when inspecting
shorter wavelengths, where strong blanketing by interstellar lines in the data makes it di cult to
define the continuum at resolution of the reproduced figures. Likewise, at the longest wavelengths,
low count rates and uncertainties of the flux calibration may a ect the data quality. The major
spectral features are generally reproduced as well if contamination by interstellar lines is accounted
for. This applies to O vi ⁄1035, Si iv ⁄1400, and C iv ⁄1550. (Recall that N v ⁄1240 is
heavily contaminated by geocoronal O i.) Overall, the spectra are typical of galaxies with strong
starbursts, which Starburst99 models tend to reproduce rather well.
4.6 Lyman continuum escape fractions
The theoretical luminosity-calibrated spectra predict the intrinsic Lyman continuum flux prior to
any attenuation by gas and dust. We use this prediction for a determination of the relative escape
fraction frel of Lyman continuum photons. frel is obtained from a comparison of the dereddened
observed fluxes; therefore it is a lower limit to the actual escaping Lyman radiation, which in
addition is decreased by dust attenuation. We refer to the latter as the absolute escape fraction
fabs, which accounts for both gas and dust attenuation.
In Figure 4.7, 4.8 and 4.9 we provide a zoomed view of the spectral region around the Lyman
edge in Tol 0440-381, Tol 1247-232 and Mrk 54, respectively. The data are the same as in the
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Figure 4.4: Comparison of the observed spectrum of Tol 0440-381 (black) with a synthetic spec-
trum of a continuously forming population with an age of 20 Myr (blue). See text
for additional parameters. The observed spectrum has restframe wavelengths and was
corrected for both foreground and intrinsic reddening. The theoretical spectrum was
calculated for D =167 Mpc and SFR = 3.2 M§ yr≠1.
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Figure 4.5: Same as Figure 4.4 but for Tol 1247-232 assuming D = 207 Mpc and SFR = 17 M§
yr≠1.
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Figure 4.6: Same as Figure 4.4 but for Mrk 54 assuming D = 191 Mpc and SFR = 12 M§ yr≠1.
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previous three figures, here with the error vectors included. The latter account for the statistical
errors (i.e., the 1‡ Poisson noise) as extracted from the x1d files. The statistical errors per
resolution element before binning are below the flux levels longward of the Lyman break, but
are higher shortward of the break. The data below 912 Å can be compared to the theoretically
predicted continuum level, which we have marked by the thick horizontal line. The theoretical
values are the result of averaging the models over an interval of 30 Å between 875 and 905 Å.
The data plotted in the figures suggest detections for all three galaxies (but see below). In Table
4.4 we list the measured, averaged flux levels both for the reddening corrected, F⁄,dered(912≠),
and uncorrected, F⁄,obs(912≠), fluxes in columns 2 and 3, respectively. F⁄,dered(912≠) are the fluxes
shown in Figure 4.7, 4.8 and 4.9. As we did for the theoretical spectra, we obtained the values
of F⁄,dered(912≠) and F⁄,obs(912≠) by averaging the restframe Lyman continuum below 912 Å. The
errors in the table were calculated from the statistical errors, taking into account the signal-to-
noise gain by averaging over ≥80 resolution elements. frel can then straightforwardly be calculated
from the ratio of F⁄,dered(912≠) and F⁄,pred(912≠). The resulting relative escape fractions are in
column 4 of Table 4.4. Tol 1247-232 and Mrk 54 have frel values of about 20%, whereas Tol
0440-381 has a higher value of 60%.
The absolute escape fractions are the more relevant quantity since they are a measure of, e.g.,
the photon supply for ionizing the IGM. However, they are dependent on the derived value of
the dust attenuation, as well as the reddening law which was adopted. In our case, the adopted
Calzetti law assumes a patchy foreground screen for the dust attenuation. This attenuation law
does not relate the dust distribution to the distribution of the gas. The latter has the simplest
opacity morphology, i.e., a uniform screen absorbing most ionizing photons. This idealized model
does not consider alternatives in which the photon escape is the result of a certain covering factor
in a picket fence model [Heckman et al., 2001]. While either morphology (homogenous optically
thin vs. picket fence optical thick) would lead to photon escape, their connection with the dust
morphology could be rather di erent.
The absolute escape fractions fabs were obtained in the same manner as frel, but considering
the ratio of F⁄,obs(912≠) and F⁄,pred(912≠), which accounts for the intrinsic dust obscuration. The
results are in column 5 of Table 4.4. Leitherer et al. [2002] determined A912/E(B ≠ V ) ≥ 15 for
the ratio of the total dust attenuation over the optical color excess in their attenuation law. The
intrinsic dust reddening of the three galaxies, leads to attenuation factors making fabs a factor of
5-10 smaller than frel. The values range from 2 to 7%, with Tol 0440-381 again having the largest
escape fraction.
The errors quoted in Table 4.4 account for the statistical (Poisson) errors only. In addition,
the data will be a ected by errors introduced by both the sky and the detector background
subtraction. We will address the detector background first. The detector background subtraction
has been discussed in detail before. By creating a “superdark” we avoided introducing additional
noise, and the method we employed is an improvement over the standard pipeline reduction. We
note that Tol 0440-381 is the faintest of the three galaxies longward of the Lyman break and
consequently has the largest detector background correction. Therefore any systematic error in
the background would a ect Tol 0440-381 the most.
The second source of systematic errors is the sky background. Far-UV observations are almost
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Figure 4.7: Spectral region around the Lyman break for Tol 0440-381. Solid: reddening corrected
spectrum; dotted: corresponding 1‡ error vector at the resolution of the binned spec-
tra; horizontal thick bar: location of the predicted Lyman continuum for 100% escape
fraction. Tick marks at the top of the figure indicate the wavelengths of geocoronal
Lyman lines observed in the restframe of Tol 0440-381.
Table 4.4: Lyman photon escape fractions
Galaxy F⁄,dered(912≠) F⁄,obs(912≠) frel fabs
(erg s≠1 cm≠2 Å≠1) (erg s≠1 cm≠2 Å≠1) (%) (%)
Tol 0440-381 (8.68±1.99)◊10≠15 (1.03±0.23)◊10≠15 <59.8±13.0 <7.1±1.1
Tol 1247-232 (1.09±0.30)◊10≠14 (2.26±0.62)◊10≠15 21.6±5.9 4.5±1.2
Mrk 54 (8.25±2.51)◊10≠15 (9.76±2.94)◊10≠16 20.8±6.1 2.5±0.7
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Figure 4.8: Same as Figure 4.7 but for Tol 1247-232.
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Figure 4.9: Same as Figure 4.7 but for Mrk 54.
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never dominated by the sky background (see Section 4.3), except possibly in discrete geocoronal
lines. Therefore COS (like, e.g., FUSE) does not perform a simultaneous sky background in
conjunction with the data collection. However, we can search for evidence of sky background
contamination a posteriori. This issue is addressed by indicating the expected wavelengths of the
higher geocoronal Lyman series lines in the wavelength restframe of each galaxy in Figure 4.7,
4.8 and 4.9. There is no detection of geocoronal Lyman-line emission in Tol 1247-232 and Mrk
54. In contrast, Lyman-— and Lyman-“ are clearly present in the spectrum of Tol 0440-381. This
suggests that the merging higher Lyman series may contaminate the spectrum as well and that
part, or all, of the rise of the data below 900 Å may be due to geocoronal Lyman lines. Analysis of
archival FUSE spectra permits a quantitative assessment. Feldman et al. [2001] obtained FUSE
nightglow spectra covering the Lyman series from Lyman-— to Lyman-7. Their data suggest a
combined strength of all Lyman lines from Lyman-7 up to the series limit of about 3% of Lyman-
—. The geocoronal Lyman-— in the dereddened spectrum of Tol 0440-381 (see Figure 4.7) has a
line flux of 2 ◊ 10≠13 erg s≠1 cm≠2. If the Lyman decrement in this spectrum is the same as
in the FUSE nightglow spectrum of Feldman et al., the expected flux of all Lyman lines from
Lyman-7 upward is ≥6 ◊ 10≠15 erg s≠1 cm≠2, with significant uncertainty. This is at least half the
observed Lyman continuum level in Tol 0440-381. Since the other two galaxies show no detectable
geocoronal Lyman-—, no significant contamination by geocoronal lines is expected in Tol 1247-232
and Mrk 54.
The derived escape fractions are > 3‡ detections based on the statistical errors. Given the
evidence of systematic errors a ecting the Lyman continuum in Tol 0440-381, we conservatively
consider the derived escape fractions in this galaxies as upper limits. Repeat observations, prefer-
ably at Dark Time, would be desirable to reject or confirm the observed Lyman continuum fluxes.
Next we address the model assumptions and uncertainties entering the determination of the
escape fractions. Model atmospheres are the benchmark against which we compare the observed
Lyman continuum. Here we use WM-Basic [Pauldrach et al., 1998] for O stars. WM-Basic solves
both the radiative transfer and the hydrodynamics of stellar winds and predicts atmospheric
fluxes accounting for non-LTE e ects and line-blanketing. It is optimized for the UV where the
major diagnostic metal lines formed in winds are located. Since there are no hydrogen lines of
diagnostic value in this spectral region, only a simplified treatment of the hydrogen line modeling
is implemented in WM-Basic. In particular, Stark broadening is not accounted for. Therefore all
Lyman lines formed in the photosphere (where collisional broadening matters) will be too weak in
the models. Typically this a ects all Lyman lines higher than Lyman-—. However, the computed
atmospheric structure is not a ected by this approximation, as demonstrated by Kaschinski et al.
[2012]. In Figure 4.10 we illustrate how the neglect of Stark broadening a ects the Lyman lines
in the models. The baseline population model shown has a resolution of 0.4 Å. The Lyman lines
are clearly present at the expected wavelengths but are much narrower than would normally be
observed in a population containing B stars. Evidently, this will not a ect the determination of
the continuum longward of ≥930 Å. The only spectral region compromised by the inadequate
treatment of the higher Lyman lines is between 912 and 920 Å, where the rise of the continuum
in Figure 4.10 is an artifact due to the lack of Lyman blanketing. This region was not used for
determining the Lyman break.
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In order to study the impact of the major assumptions and modeling ingredients in a quan-
titative way, we vary age, IMF, chemical composition, model atmospheres and evolution models
relative to the baseline model used for determining the escape fractions. This is addressed in
Figures 4.11–4.15. In each of the figures we have plotted the spectral region around the Lyman
break as predicted by the baseline model as well as the predictions resulting from variations of
each of the mentioned parameters. The spectra are binned to a resolution of 10 Å. Figure 4.11
shows the spectra for di erent star-formation durations. Once star-formation has been ongoing
for at least 10 Myr, an equilibrium between stellar birth and death of massive stars is reached, and
the spectrum becomes age independent. Recall that star formation in our models is continuous,
not instantaneous. Therefore the spectra are not very sensitive to the adopted age. Figure 4.12
illustrates the e ect of the adopted IMF. Obviously a flat (rich in massive stars) IMF results in
higher UV luminosities. This is simply a consequence of the normalization to the same total mass
for all three spectra. Note that the Lyman break itself is much less a ected: it decreases by ≥0.2
dex from – = 2.3 to 1.6. We adopted an IMF with – = 2.3, which is widely observed with little
evidence for variations [Bastian et al., 2010]. Changes in chemical composition are addressed
in Figure 4.13. We compare two models, one having solar chemical composition (the baseline
model) and the other with 1/7th solar. Contrary to expectation, the Lyman breaks for the two
models are rather similar. This counterintuitive result is the consequence of two opposite trends:
higher metallicity would favor a stronger Lyman break due to stronger line blanketing. However,
stellar evolution at higher metallicity produces more hot W-R stars whose strong winds decrease
the Lyman break. We emphasize that this is a property which is particularly pronounced in the
adopted set of stellar evolution models.
In Figure 4.14 we return to the impact of the model atmospheres. Stars contributing to the
spectral region around the Lyman break have temperatures hotter than ≥20,000 K, corresponding
to O, B and W-R stars. The baseline model adopts spherically extended, non-LTE, blanketed,
expanding atmospheres for these stars [see Leitherer et al., 2014, for detials]. In particular,
WM-Basic is used for O and early-B stars, and CMFGEN for W-R stars. Substituting classical,
stationary LTE atmospheres for WM-Basic [“BaSel”, Lejeune et al., 1998] leads to a stronger
Lyman break. If, in addition, classical, stationary LTE atmospheres are used for W-R stars as
well (dotted line in Figure 4.14), the Lyman increases even further since winds and non-LTE
e ects tend to decrease the Lyman break. The net e ects are di erences by up to a factor of
2. However, we do not consider these as model uncertainties since we know that hot stars have
winds and stationary LTE atmospheres will underestimate the Lyman continuum.
Our final comparison concerns the impact of the stellar evolutionary tracks (Figure 4.15). The
tracks adopted here include stellar rotation at a rate of 40% the break-up speed on the zero-age
main-sequence (labeled v = 0.4 in Figure 4.15). The resulting spectrum can be compared to one
computed with the same generation of tracks but with no rotation (v = 0) and to one with the
previous generation of Geneva tracks released 1992–1994 (“1994” in Figure 4.15). Levesque et al.
[2012], Levesque & Leitherer [2013] and Leitherer et al. [2014] provide extensive comparisons of
the di erences incurred in population synthesis models when switching between these evolutionary
tracks. Models with rotation produce hotter O stars and larger number of W-R stars (at solar
chemical composition), which explains the smaller Lyman break associated with the rotating
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Figure 4.10: Close-up view of the spectral region close to the Lyman break in the synthetic spec-
trum of the baseline population model. The wavelengths of the Lyman series are
marked at the top. WM-Basic does not account for Stark broadening. Therefore the
highest Lyman lines are too weak or completely absent. The rise of the spectrum at
≥915 Å results from the missing Lyman blanketing. Prominent lines in the spectrum
are O vi ⁄1036 and the S vi doublet at 933 and 945 Å.
models.
Among the modeling impacts discussed here, stellar evolution currently poses the largest
uncertainty with possible future Lyman break revisions of up to a factor of 2. We also highlight
the possibility of populations of massive binaries contributing to the UV flux [Eldridge, 2012].
Close massive binaries have di erent evolutionary paths which can produce ionizing radiation at
amounts similar to single stars, but at later epochs [Stanway et al., 2016].
4.7 Discussion and conclusion
We detected escaping Lyman continuum radiation in Tol 1247-232 and Mrk 54 and derived a
significant upper limit to the Lyman continuum in Tol 0440-381. The corresponding absolute
escape fractions fabs are (4.5 ± 1.2)%, (2.5 ± 0.72)% and <(7.1 ± 1.1)% for Tol 1247-232, Mrk
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Figure 4.11: Comparison of the predicted Lyman break for models with di erent ages. Solid:
continuous star-formation over a period of 20 Myr. This model was used to derive
the Lyman escape fractions in this study. Additional parameters: Kroupa IMF,
solar chemical composition, spherically extended, expanding, fully blanketed non-
LTE atmospheres, stellar evolution models with rotation. This spectrum is also used
as a reference (solid line) in the subsequent figures. Three additional spectra with
durations of 5, 10, and 50 Myr are shown. All spectra are binned to a resolution of
10 Å.
Figure 4.12: Same as Figure 4.11 but for di erent IMF exponents at the high-mass end. ‡ = 2.3
corresponds to a Kroupa IMF.
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Figure 4.13: Same as Figure 4.11 but comparing models with heavy-element abundances of solar
and 1/7 solar.
Figure 4.14: Same as Figure 4.11 but for models with di erent stellar atmospheres.
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Figure 4.15: Same as Figure 4.11 but for models with di erent stellar evolutionary tracks.
54 and Tol 0440-381, respectively. For comparison, the relative escape fractions frel are (21.6 ±
5.9)%, (20.8 ± 6.1)% and <(59.8 ± 13)%.
We can compare our results to those determined by Leitet et al. [2013] who analyzed all useful
data collected with FUSE for star-forming galaxies. The three target galaxies discussed here were
part of their study. Leitet et al. found escape fractions of fabs = (2.4+0.9≠0.8 )%, (2.5+1.2≠1.0)% and <
0.3% for Tol 1247-232, Mrk 54 and Tol 0440-381, respectively. Before comparing our and their
results, di erences in instrumentation and modeling approach must be taken into account. The
FUSE entrance aperture has dimensions 30” by 30”, which is more than 100 times larger than the
circular 2.5” COS entrance aperture. While we selected compact, nuclear starbursts, there may
be some star formation occurring outside the COS aperture, which could contribute to the flux
in the FUSE aperture. Additionally, Leitet et al. used IUE spectra to measure the UV spectral
slope and to determine the reddening and the UV luminosity. Given these di erences, we consider
our and their result consistent within the statistical and systematic errors.
Various galaxy properties have been suggested as proxies for high Lyman continuum escape
probabilities: low optical depth in low-ionization interstellar lines [Heckman et al., 2001], a dom-
inant central object [Heckman et al., 2011], extreme [O iii]/[O ii] ratio [Jaskot & Oey, 2013]
or large Lyman-– equivalent width [Verhamme et al., 2015]. The three target galaxies in this
study fall into one or more of these categories, but not into all simultaneously. For instance, Tol
1247-232 and Mrk 54 are Lyman continuum leakers; while Tol 1247-232 shows strong Lyman-–
emission, Mrk 54 has a damped Lyman-– absorption profile [Leitet et al., 2013]. Likewise, Leitet
et al. found no clear correlation between the upper limits inferred from the absorption line op-
tical depths and the escape fractions measured directly. Non-isotropic leakage of radiation may
complicate the interpretation of these Lyman escape tracer.
Star-forming galaxies are thought to be the sources of reionization ending the “Dark Age” in
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the early Universe [e.g., Haardt & Madau, 2012]. In order to fully ionize the Universe by z ≥
6, escape fractions of ionizing radiation from galaxies of order 20% are needed [Robertson et al.,
2013]. Numerical simulations of galaxy formation predict a wide range of escape fractions but tend
to be less than 20% [e.g., Paardekooper et al., 2015]. This is largely the result of massive stars
still being embedded in their birth sites when their production rate of ionizing photons peaks.
Once these stars have cleared their surroundings, their ionizing luminosity falls precipitously and
becomes insu cient for ionizing the IGM. Ma et al. [2016] studied the e ect of binary evolution
on the properties of the ionizing population. Mass transfer in binaries delays the production of
ionizing radiation compared to single-star evolution, while leaving the overall luminosity largely
unchanged. Therefore, more ionizing photons are available when stellar winds and supernovae
have created holes and escape channels for the radiation. This boosts the escape fractions by
factors of 3–6.
Observationally, the available data are still inconclusive. The IGM opacity precludes direct
measurements of the escape fraction for z > 3. Around z = 2≠3, observations are incomplete and
plagued by selection e ects. Local galaxies such as those presented in this paper are important
training sets. Their proximity allows us to study them in detail and identify properties a ecting
Lyman continuum escape. The absolute escape fractions derived here are less than would be
required if these galaxies were at cosmological redshift and had properties similar to those thought
to be responsible for reionization. However, all three galaxies are dusty and su er from significant
dust attenuation in the UV. Gnedin et al. [2008] performed N-body + hydrodynamics simulations
of the escape fraction of ionizing radiation in high-redshift galaxies. Their simulations accounted
for the presence of di erent amounts of dust. Observationally, the amount of dust in galaxies at or
near the epoch of reionization is unknown. Gnedin et al. found that realistic dust column densities
would result in a di erence of a factor of ≥10 between the relative and absolute escape fractions.
The relative escape fractions become relevant if the galaxies had little or no dust. Interestingly,
the relative escape fractions in two galaxies are ≥20%, resembling the value suggested as required
for the reionization of the Universe [Hartley & Ricotti, 2016].
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4.A Appendix: Modifications to the CalCOS pipeline
4.A.1 Background correction in CalCOS 2.21d using DARKFILE
In order to optimize the background subtraction for low-count data, we modified CalCOS 2.21 to
perform a dark subtraction using a two-dimensional superdark reference file. When the DARK-
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Figure 4.16: Cross-dispersion profiles of the standard FLT (green), the DARK-corrected FLT in
(blue), and the superdark (red). Each profile was obtained by summation over the
full x-pixel range.
FILE keyword is present in the primary header, and its value is other than N/A, CalCOS 2.21d
subtracts the superdark image from the science exposure right before the 1-D extraction. The
new dark-subtracted FLT is saved to a file with extension darkcorrflt_a/b.fits for future reference.
The ERROR and DQ image extensions are copied directly from the flt_a/b.fits to the darkcor-
rflt_a/b.fits image. When using the DARKFILE method correction, we turned o  BACKCORR
(BACKCORR = OMIT) so that only the local dark current is subtracted from the spectral ex-
traction region. Figure 4.16 illustrates the e ects of the dark subtraction with the DARKFILE
keyword set. After subtraction of the superdark file, the DARK-corrected FLT file has zero
background level.
4.A.2 Creation of the superdark (DARKFILE)
In order to use the new background correction feature in CalCOS 2.21d, a darkfile must be
provided. This reference file must be an image with the same dimensions as those of the science
exposure. The keyword DARKFILE and the corresponding reference file name need to be present
in the primary header of the science files to be calibrated. We followed the steps below for the
creation of the darkfile.
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Figure 4.17: Top panel: COS FUVB global dark rate versus time as measured in the COS FUV
Detector Dark Monitor. The dark rate estimates were obtained from all DARK
exposures in the archive. Bottom panel: corresponding solar radio emission at 10.7
cm (yellow line), with a smoothed version overplotted (red line).
During each cycle the STScI COS team executes an FUV Detector Dark Monitor program
designed to obtain at least five dark exposures per week (EXPTIME = 1320s) to monitor the
detector dark rate. In order to support Lifetime Position 3 and multiple High Voltage (HV)
operations, starting in Cycle 22 the instrument team took an additional five exposures per week
at the HV used for the G140L setting since this mode operates at a di erent HV than the other
modes. We collected the dark exposures taken as part of the monitoring program and used them
for the creation of the superdark. The COS FUV dark rate varies as a function of time. Figure
4.17 shows the measured COS FUV dark between 2010 and 2015, which includes the epoch when
our observations were obtained. The data in the figure emphasize the need for contemporaneous
dark measurements. Consequently, we considered only darks which were taken within the same
month the science data were obtained. Furthermore, only dark exposures taken at the same HV
as the one used in the science observations were retrieved. Our final superdarks were created
using a total of typically 20 dark exposures.
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4.A.3 PHA Filtering
The standard CalCOS 2.21 pipeline performs a Pulse Height Amplitude (PHA) correction on
the COS FUV data using the PHACORR module. Since Pulse Height information is available
for individual events when using FUV TIME-TAG mode, the PHACORR module compares the
events’ PHA to predefined thresholds stored in the PHATAB reference file. If the PHA values
of such events are outside of these lower/upper level thresholds, the events are flagged with a
DQ bit of 512 and omitted from the final spectrum. The predefined PHA thresholds in the
PHATAB reference file have been chosen based on the properties of the detector itself; these
properties change with continuing exposure to photons, an e ect known as gain-sag. Additional
PHA screening can contribute to the reduction of dark current counts in the COS FUV images
[Ely et al., 2014]. The current PHA thresholds used in the PHATAB reference file are: Lower
Level Threshold (LLT) = 2, Upper Level Threshold (ULT) = 23. It has been shown before that
decreasing the lower level threshold results in an increase of the background of 7% [Sahnow
et al., 2011]. Additionally, it is known that background events, both internal and external to
the detector, tend to have the lowest and highest pulse heights (see COS IHB Section 4.1.7).
Specifying rejection thresholds (LLT and ULT) relative to the modal gain found in each science
exposure (considering no gain-sag is present at the time of the observations) will restore the
7% increase. For present analysis, we selected new thresholds of LLT = 4 and ULT = 18. In
Figure 4.18 we reproduce the Pulse Height Distribution (PHD) used in selecting the new PHA
levels. These new PHA thresholds were applied to both the science and the dark exposures for
consistency.
Figure 4.19 compares the mean dark rates estimated for the two dark exposure sets, one
using the standard PHA thresholds (LLT = 2 and ULT = 23) and the other using the new PHA
thresholds (LLT = 4 and ULT = 18). The figure demonstrates a clear 25% decrease in the dark
rate when using the new PHA thresholds. The same thresholds were used when calibrating both
the dark and the science exposures.
4.A.4 Final preparation of the superdarks
After obtaining FLT files with the updated PHA thresholds (with units of counts/sec) for the
individual dark exposures, we summed and divided them by the total number. The resulting
superdark was then scaled to the science exposure. The scaling factor was calculated using the
science frame and then multiplied by the superdark. Specifically, the scaling factor was estimated
by obtaining an average dark rate from the background regions (defined in the XTRACTAB) in the
science frames and dividing by the average dark rate (estimated using the same background regions
as in the science) in the superdark itself: scaling_factor = sci_dark_rate/super_dark_rate.
When creating the superdark files, we faced the challenge of not having enough dark exposures
to be able to characterize the dark structure in the detector. As mentioned earlier, the COS
Dark Monitor only collects ≥20 exposures per month. Because of this limitation, the superdark
requires smoothing. This causes the reference files to lose some of their small-scale features, but
their overall structure is still preserved. For our analysis, smoothing was done using a boxcar of
size (10,100). Figure 4.20 shows an example of the cross-dispersion profiles of the science FLTs
and the smoothed superdark.
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Figure 4.18: Pulse Height Distribution for COS FUV Segment B science exposure LCAA20OUQ
used in selecting new PHA thresholds for calibration. Events outside of the pale-
salmon rectangle are considered to be background events, either internal or external.
Figure 4.19: Mean dark rate as a function of time for two sets of dark exposures using di erent
PHA thresholds. Blue: LLT = 2 and ULT = 23; green: LLT = 4 and ULT = 18.
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Figure 4.20: Cross-dispersion profile of the science FLTs. Blue: FLT using the standard PHA
thresholds green: FLT with new PHA thresholds; red: the superdark used for the
data.
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Figure 4.21: Example of a Segment B calibrated spectrum. Blue: the spectrum calibrated with
CalCOS 2.21 and the standard PHATAB (LLT= 2 and ULT=23); green: the spec-
trum calibrated with CalCOS 2.21 and the new PHATAB (LLT=4 and ULT=18);
red: the spectrum calibrated using CalCOS 2.21d and the new PHATAB (LLT=4
and ULT=18).
4.A.5 Resulting science data
The use of the new version of CalCOS, 2.21d, along with the new PHATAB, modified the flux
in the science exposures by ≥100% or more around wavelengths between 920 and 970 Å. As
an example, we show in Figures 4.21 and 4.22 the COS FUV Segment B smoothed calibrated
spectrum for three di erent setups of the pipeline processing: using CalCOS 2.21 and standard
PHATAB thresholds, CalCOS 2.21 and new PHATAB thresholds, and finally using the modified
version of CalCOS (2.21d) with the new PHATAB values.
The COS throughput drops drastically at wavelengths below 1150 Å. This e ect can be appre-
ciated in Appendix Figure 4.21. Consequently, a precise background subtraction becomes more
and more important. As expected, the di erence between the three spectra in this figure increases
with decreasing wavelengths, in particular below 1070 Å, where the instrument’s throughput is
the lowest. Small errors in the dark correction in regions where the instrument’s throughput is
noticeably lower than in the rest of the detector propagate as relatively large changes in the flux.
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Figure 4.22: Zoomed version of Figure 4.21, emphasizing the wavelength region close to the
Lyman-break.
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Abstract
We present a study of 7 star-forming galaxies from the Cosmic Evolution Survey (COS-
MOS) observed with the Cosmic Origins Spectrograph (COS) on board the Hubble
Space Telescope (HST). The galaxies are located at relatively low redshifts, z ≥0.3,
with morphologies ranging from extended and disturbed to compact and smooth. To
complement the HST observations we also analyze observations taken with the VIMOS
spectrograph on the Very Large Telescope (VLT). In our galaxy sample we identify
three objects with double peak Lyman-– profiles similar to those seen in Green Pea
compact galaxies and measure peak separations of 655, 374, and 275 km s≠1. We
measure Lyman-– escape fractions with values ranging between 5-13%. Given the low
flux levels in the individual COS exposures we apply a weighted stacking approach to
obtain a single spectrum. From this COS combined spectrum we infer upper limits for
the absolute and relative Lyman continuum escape fractions of fabs(LyC) = 0.4+10.1≠0.4 %
and fres(LyC) = 1.7+15.2≠1.7 %, respectively. Finally, we find that most of these galaxies
have moderate UV and optical SFRs (SFRs . 10 M§ yr≠1).
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5.1 Introduction
Star formation is the fundamental process transforming baryonic matter in the Universe, con-
verting the hydrogen reservoir into heavy elements. Consequently star formation is one of the
main drivers of galaxy formation and evolution. Tracing accurately star formation is therefore
of critical importance for understanding the fundamental processes operating in galaxies across
cosmic time [Kennicutt & Evans, 2012; Madau & Dickinson, 2014].
The global stellar spectral energy distribution (SED) of star-forming galaxies is dominated by
radiation of massive stars with masses of tens of solar masses (M§). Such stars emit the bulk
of their energy in the ultraviolet (UV). Typical star-forming galaxies emit approximately 75% of
their stellar radiation in the Balmer continuum between 912 and 3646 Å, with an additional ≥25%
contributed by the Lyman continuum [Leitherer et al., 2002]. The intrinsic stellar energy output
longward of the Balmer break is typically negligible. Notably, the wavelength ranges below and
above Lyman-– (Ly–) at 1216 Å make roughly equal contributions to the Balmer continuum:
the energy radiated accounts for about 40% of the bolometric luminosity of the full stellar SED.
Characterizing the behavior of the UV wavelength region below Ly–, above and below the Lyman
break is therefore essential for understanding the recent star formation in galaxies.
Available spectroscopic data for the wavelength range below 1216 Å in the observed frame are
scarce. Among the previous space missions exploring this wavelength domain only the Hopkins
Ultraviolet Telescope [HUT, Davidsen et al., 1992; Kruk et al., 1999] and the Far Ultraviolet
Spectroscopic Explorer [FUSE, Moos et al., 2000] had the sensitivity necessary for significant
extragalactic studies. More recently, the Hubble Space Telescope (HST) Cosmic Origins Spectro-
graph [COS, Osterman et al., 2011; Green et al., 2012] has been added to the list of instruments
with spectroscopic capabilities down to and below 912 Å. COS has become the instrument of
choice for investigating the properties of star-forming galaxies in the local Universe below the
Lyman limit in particular.
Understanding the transformation of the Universe from neutral and opaque during the Dark
Ages to transparent after the reionization has been an increasingly important topic in observa-
tional cosmology. There is still great uncertainty on the population of objects that reionized the
Universe. Candidates range from primordial black holes and mini quasars [Madau et al., 2004] to
active galactic nuclei [AGN, Haiman & Loeb, 1998; Madau & Haardt, 2015], and star-forming
galaxies [Robertson et al., 2010]. Although AGNs have been observationally confirmed to exist
at the beginning of the epoch of reionization [Venemans et al., 2007], their population numbers
may be insu cient to contribute significantly to the cosmic reionization. Star-forming galaxies
are more commonly accepted as strong contributors of the ionizing background at high redshift
[z>6, Robertson et al., 2010], however, the sources identified so far are insu cient to complete the
ionization of the Universe by z ≥ 6 [Iwata et al., 2009; Cowie et al., 2009; Robertson et al., 2013].
At high-z the observed UV luminosity function appears to be steep, therefore faint, low-mass
star-forming galaxies could in principle be responsible for most of the ionizing radiation [Ouchi
et al., 2009; Yajima et al., 2011; Bouwens et al., 2015].
The presence of ionizing stars in star-forming galaxies has been inferred at z . 7 using a
variety of proxies such as dust emission, stellar absorption lines, nebular emission lines, and
blue galaxy colors [Bouwens et al., 2012; Barger et al., 2012; Stark et al., 2013; Finkelstein, 2016].
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With these confirmed sources of ionizing photons at relatively high-z, measurements of the Lyman
continuum escape fraction, fesc(LyC), are critical for identifying the conditions and environments
that benefit their escape onto the intergalactic medium (IGM). Extensive observational studies
covering a broad range of redshifts have been done to detect escaping Lyman continuum photons
from star-forming galaxies [Bergvall et al., 2013]. It has been proposed that for galaxies to
completely reionize the intergalactic H I, their Lyman continuum escape fractions need to be on
the order of 10-20% [Robertson et al., 2013].
E orts to observe escaping Lyman continuum radiation at relatively high redshifts (z > 1)
are challenging not only because of possible contamination from low-redshift interlopers [Vanzella
et al., 2010a; Mostardi et al., 2015], but at redshifts z > 3 these star-forming galaxies are signifi-
cantly a ected by attenuation by the Ly– forest along the line of sight [Inoue et al., 2014]. In spite
of these complications, detections of escaping Lyman continuum radiation have been suggested
in ≥10% of surveyed galaxies [Siana et al., 2015].
Attempts to measure the fesc(LyC) of local galaxies were made using HUT and FUSE. Various
upper limits were established [Leitherer et al., 1995; Heckman et al., 2001; Grimes et al., 2009],
and only a small number of weak detections of fesc(LyC) were found [Leitherer et al., 2011, 2013].
In recent years COS has kept pushing the limits of this field by providing direct detections of
fesc(LyC) in starburst galaxies at low redshifts with values as high as 43% [Borthakur et al.,
2014; Leitherer et al., 2016; Izotov et al., 2016a,b, 2018].
Similar to Lyman continuum photons, Ly– photons originate in young star forming galaxies,
but these instead come from the recombination of hydrogen gas. In the last couple of decades
many Ly– emission line (LAE) galaxies have been observed [Hu et al., 1998; Rhoads et al., 2000;
Gawiser et al., 2006; Wang et al., 2009; Kashikawa et al., 2011; Matthee et al., 2014; Zheng et al.,
2016]. Since these Ly– photons propagate throughout the IGM and scatter away by H i, the
Ly– emission line can be used to study the reionization of the IGM [Malhotra & Rhoads, 2004;
Tilvi et al., 2014; Matthee et al., 2015]. In this context, the Ly– escape fraction represents the
number of Ly– photons that escape the interstellar medium of their LAEs. A large fraction of
Lyman continuum leakers have been found to be Ly– emitters [Leitherer et al., 2013; Borthakur
et al., 2014; Izotov et al., 2016a,b; Leitherer et al., 2016; Shapley et al., 2016; Izotov et al., 2018].
For this reason, several studies have proposed to use Ly– profiles as tools for identifying Lyman
continuum leakers [Verhamme et al., 2015, 2017; Dijkstra et al., 2016].
In this work we take advantage of the far-UV capabilities of COS and analyze spectra of
low redshift galaxies, that we observed in Cycle 21. Our main goals are: (i) probing the star-
formation properties of normal galaxies at wavelengths where the stellar populations emit the
majority of their energy; (ii) measuring or providing upper limits to the escape fractions of
Lyman continuum and Ly– photons; (iii) comparing several panchromatic star-formation tracers.
This paper is structured as follows. In Sections 5.2 and 5.3 we present our target selection and
HST observations/analysis, respectively. We discuss the spectral morphology of our objects in
Section 5.4. In Sections 5.5 and 5.6 we describe the Ly– profiles and star formation properties,
correspondingly. The Lyman continuum discussion is included in Section 5.7. Finally, in Section
5.8 we present our conclusions.
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5.2 Target Selection
We exploit the data from HST program 13313 (PI: Boquien) observing 8 star-forming galaxies
with COS onboard HST. The program observed galaxies at redshifts around z ≥ 0.3 given the
multiple advantages of this redshift i.e. the Lyman break is redshifted into the COS FUV sensitive
range, and spiral galaxies at these distances have angular sizes comparable to the COS primary
science aperture (PSA).
The primary selection criteria in Program 13313 were: (i) The galaxies have a redshift z >
0.25 to ensure that the UV domain is observed down to the Lyman break. (ii) The galaxies do
not have any detected AGN activity to prevent any contamination which could a ect the SED.
(iii) The galaxies have a size small enough so that the bulk of the FUV emission is enclosed in the
COS aperture. (iv) The galaxies are brighter than 22.5 AB magnitudes in the FUV within the
COS aperture to ensure high enough signal-to-noise ratios (S/N) in a reasonable exposure time.
The galaxy sample was selected from the Cosmic Evolution Survey [COSMOS, Scoville et al.,
2007] with its rich body of ancillary spectroscopic and photometric data including Herschel fluxes
from 70 to 500 µm. After selecting all galaxies fulfilling the aforementioned criteria, the team
constituted a sample of eight galaxies spanning FUV attenuation values of 0.8 Æ AFUV Æ 2.5.
In Table 5.1 we present some information for these galaxies: target identifications (IDs) as
listed in MAST, coordinates, Galaxy Evolution Explorer [GALEX, Martin et al., 2005] FUV flux,
Galactic foreground extinction, redshift, and distance (D). The GALEX FUV flux were obtained
by extracting the GALEX FUV magnitudes from the public COSMOS catalog, and converting
these to fluxes. The Galactic foreground extinction is adopted from the NASA Extragalactic
Database (NED) which is based on the Schlafly & Finkbeiner [2011] recalibration of the extinction
maps by Schweizer & Seitzer [1998]. Additionally, the coordinates listed in Table 5.1 are based
on the COSMOS HST ACS I band survey [Sanders et al., 2007]. The luminosity distance values,
D, are obtained with the cosmological calculator [NED, Wright, 2006] using the parameters from
Planck Collaboration XIII [2015]: H0 = 67.8 km s≠1 Mpc≠1 and  m = 0.308 for a flat universe
where  vac = 1≠ m. At a redshift of 0.25 Æ z Æ 0.32, the star-forming regions of these galaxies
are enclosed by the 2.5” COS aperture while the instrument provides a coverage down below the
rest-frame Lyman break at such redshifts.
The sample galaxies in program 13313 are moderately star-forming objects, with specific star
formation rates (sSFRs) ranging between log(sSFR) = ≠9.6 yr≠1 and log(sSFR) = ≠8.4 yr≠1,
making these galaxies hitherto unexplored yet di cult to observe. With exposure times ≥ 5000s
we reach on average fluxes of ≥3◊ 10≠17 erg s≠1 cm≠2 Å≠1 at 1100 Å (rest wavelength).
In Figure 5.1 we show the selected galaxies as observed in COSMOS. The di erent panels
present 15” ◊ 15” Advanced Camera for Surveys (ACS) Mosaics as seen in the I-band (F814W)
along with red circles showing the COS spectroscopic 2.5” aperture. The panels show the diverse
morphologies of the sample galaxies ranging from extended and disturbed, i.e. 1727315, 1535411
and 1084255, to compact and smooth, i.e. 1365128, 1508056, and 781126.
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Figure 5.1: 15” ◊ 15” HST/ACS Mosaic I-band (F814W) from COSMOS for each of the galaxies
studied in this work. The red circle shows the COS 2.5” aperture. Some uncertainty
is expected in the final pointing, of the order of ≥ 0.3 ” RMS, as the objects were
observed using the blind pointing mode. Each stamp has north up, and east to the
left as shown in the first panel.
Table 5.1: Program Galaxies
Target RA (J2000) Dec (J2000) GALEX FUV E(B ≠ V )MW za Db
(h m s) (¶ ’ ”) Fluxc (mag) (Mpc)
1084255 09 58 15.487 +02 11 35.50 2.87 0.017 0.265 1388
1535411 09 58 44.093 +02 28 43.97 2.32 0.018 0.314 1686
1511408 09 59 03.605 +02 28 33.19 2.10 0.017 0.261 1364
1508056 09 59 08.734 +02 30 29.56 1.02 0.016 0.320 1724
1727315 09 59 21.341 +02 40 30.29 2.74 0.017 0.260 1358
1235867 10 00 22.166 +02 21 41.26 1.28 0.015 0.265 1388
781126 10 00 35.726 +02 01 13.43 3.02 0.016 0.267 1400
1365128 10 02 55.675 +02 30 25.34 1.53 0.018 0.269 1412
aRedshifts are extracted from the public COSMOS catalog.
bLuminosity distance.
cUnits of 10≠16 erg sec≠1 cm≠2 Å≠1.
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5.3 HST/COS Observations and Data Reduction
The selected galaxies were observed with COS onboard HST [Green et al., 2012] between March
and May of 2014. After the guide stars were acquired, the targets were observed in blind pointing
mode. No target acquisitions were requested for the observations as the standard HST pointing
accuracy (≥0.3”) was deemed su cient for the program. We discuss flux losses due to pointing
o sets in Appendix 5.A.1. For each orbit a short exposure was taken in ACCUM mode using the
MIRRORA (imaging mode) element. The science observations were taken in TIME-TAG mode
using the low-resolution G140L grating (R ≥ 2000) configured to observe at central wavelength
1105 Å. Since the COS G140L/1105 setting shifts the zero-order image to detector Segment B,
only Segment A is available for this configuration. G140L/1105 provides data with a wavelength
coverage between 1105 to 2250 Å (observed frame). Originally the FUV channel was designed
to operate optimally between wavelengths 1130 < ⁄ < 1850 Å. At wavelengths < 1130 Å the
sensitivity declines by a factor of 100◊, but is still comparable to that of FUSE [McCandliss
et al., 2010]. To reduce the well-known fixed pattern noise we used all four focal plane positions
(FP-POS). In Table 5.2 we provide information on the individual exposures including dataset
names, start times, total duration and S/N. The S/N values per resolution element are low as the
original HST program relies on binned spectra.
Before proceeding with the calibration and analysis we inspect the short-exposure images
taken before the science observations and confirm that the galaxies are indeed on the detector.
We present a brief discussion of these images in Appendix 5.A.1. We retrieve the individual
datasets from MAST and calibrate the exposures using a modified version of the o cial CalCOS
pipeline introduced in Chapter 4. The standard CalCOS v3.2.1 software [Fox, 2015] performs a
1D spectral background subtraction, first computing the number of counts in predefined regions
external to the science extraction box, scaling these counts by the ratio of pixel heights of the
science/background regions, and finally subtracting these scaled counts from the science spectrum
at each wavelength. The actual background at the target location might di er from that found
in the predefined background regions, a behavior that might cause CalCOS v3.2.1 to over- or
under-subtract the background contribution from the final calibrated product.
As mentioned earlier, for wavelengths <1130 Å the sensitivity declines by a factor of 100◊,
therefore for observations taken in the background-limited regime an optimal detector background
subtraction is critical. In order to perform a more accurate and tailored background correction in
Chapter 4 we present a modified version of an older CalCOS version (v2.21) where we introduce a
two-dimensional (2D) background correction applicable to data obtained prior to 2015 February.
For the analysis of these 8 galaxies, we further modify CalCOS v2.21d to improve the handling of
negative values obtained after the 2D-superdark subtraction. More details on the exact changes
made to CalCOS v2.21d are described in the Appendix 5.A.2. In addition to the optimized
background correction, we also perform a dedicated analysis of the COS pulse-height amplitude
(PHA1) similar to that described in Chapter 4. The modifications to the PHA filtering do not
introduce additional noise. And finally, to further increase the S/N we decrease the size of the
1The PHA characterizes the total charge in the electron cloud incident triggered by an incoming photon. A
PHA value basically defines the size of the electron shower/cloud.
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Table 5.2: Observation Log
Target Dataset Start Time Total Duration S/N
(UT) (s) (resel≠1)a,b
1084255 LC8802020 2014-03-31 10:57:34 4889.600 0.3
LC8802040 2014-03-31 12:29:54
1535411 LC8807020 2014-05-21 08:57:37 4889.760 0.4
LC8807040 2014-05-21 10:29:27
1511408 LC8806020 2014-05-29 00:08:50 4889.696 1.0
LC8806040 2014-05-29 01:41:31
1508056 LC8805020 2014-05-10 06:52:26 4889.760 0.7
LC8805040 2014-05-10 08:24:39
1727315ú LC8808020 2014-03-24 14:49:53 4889.664 1.4
LC8808040 2014-03-24 16:21:27
1235867 LC8803020 2014-04-15 09:26:06 4889.632 0.8
LC8803040 2014-04-15 10:58:17
781126 LC8801020 2014-03-31 07:46:29 4889.600 1.8
LC8801040 2014-03-31 09:18:50
1365128 LC8804020 2014-04-16 02:57:59 4889.664 0.9
LC8804040 2014-04-16 04:30:06
a 1 resel = 6 pixels
b S/N at ⁄obs=1250 Å
ú This target is classified as a QSO in SDSS and therefore
excluded from the analysis.
spectral extraction box from the standard 57-pixel size to a 20-pixel size as suggested by the COS
Team2.
The calibrated x1d files are taken and further analyzed using the IDL software developed
by the COS Guaranteed Time Observer (GTO) Team [Danforth et al., 2010]. This software
weight combines the di erent FP-POS exposures by interpolating onto a common wavelength
vector accounting for the non-Poissonian noise as described by Keeney et al. [2012]. We opt for a
standard weighting scheme where the weights are defined as w = 1/‡2i , and ‡i are the individual
errors as extracted from the calibrated x1d files. We bin the data by a COS resolution element
(1 resel = 6 pixels) which corresponds to the nominal point-spread function.
5.4 Spectral morphology
Before addressing the star formation properties of the individual galaxies we correct the spectra
for Galactic foreground reddening using the E(B ≠ V )MW values shown in Table 5.1 along with
the reddening law of Matteucci & Brocato [1990]. We also transform the wavelength array from
2http://www.stsci.edu/hst/cos/documents/newsletters/ cos_stis_newsletters/full_stories/2015_03/bkg_limited_targets
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Figure 5.2: Ly– emission lines present in the galaxy sample. The observed spectra have been
redshift and foreground corrected. The vertical dashed line marks the location of the
Ly– line.
the observed to the rest frame using the redshift values in Table 5.1. After some inspection, we
notice that the Ly– line in 1727315 is remarkably wider than the rest of the lines (see Figure
5.2). This same target is classified as a quasi-stellar object (QSO) in the Sloan Digital Sky Survey
(SDSS) and thus excluded from the rest of our analysis.
In Figure 5.3 we show the galaxy spectra for each of the targets studied in detail here.
We indicate the wavelengths of common spectral lines found in star-forming galaxies. The line
identifications at the top of the figures refer to emission from geocoronal lines, whereas the bottom
labels mark the absorption/emission from lines intrinsic to the galaxies. The strongest emission
observed in all of the targets come from geocoronal Ly– ⁄obs1216 and O I ⁄obs1302.
We point out that not all the intrinsic lines marked in Figure 5.3 are detected in every galaxy.
The majority of the lines we detect are of interstellar origin, i.e. C III ⁄977, O I ⁄988, and N II
⁄1083. With both winds and ISM as expected mechanisms [Leitherer et al., 2011] we observe
C III ⁄1175 most prominently in 781126. Additionally, we see Ly– ⁄1216 emission in 4 out of
our 7 targets. We discuss in more detail the morphology of Ly– in the following section.
5.5 Ly– emission
The Ly– profiles for 1084255, 1365128, and 1508056 show double peak features resembling those
observed in several Green Pea (GP) compact galaxies [Jaskot & Oey, 2013; Henry et al., 2015;
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Figure 5.3: Comparison of the observed spectra (black) with synthetic spectra of the best-fitting
model (red). Left panel: Data binned by a COS resolution element. Right panel:
For the benefit of visualization we smooth the observations using a boxcar size of 10
pixels. The observed spectra have been corrected for redshift, foreground and intrinsic
reddening. The di erent SFRs are listed in Table 5.3. At the top and the bottom of
the panels we identify the geocoronal (ü) and intrinsic spectral lines, respectively.
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Izotov et al., 2016b, 2018]. Verhamme et al. [2015] proposed that Ly– profiles with a double-peak
morphology may indicate Lyman continuum leakage if the peak separation was . 300 km s≠1. We
measure peak separation values of 655, 374, and 275 km s≠1 for 1084255, 1365128, and 1508056,
respectively. According to Verhamme et al. [2015], 1084255 and 1365128 would be more unlikely
to leak Lyman continuum photons given their high peak separation values.
We point out that given that Ly– can be emitted asymmetrically and scattered easily, the Ly–
radiation encompassed by the 2.5” COS aperture might not necessarily capture the Ly– emission
fully. We estimate the Ly– escape fraction, fesc(Ly–), by comparing the extinction-corrected
Ly–/H– flux ratios shown in Table 5.4, and the intrinsic case B value of 8.7 corresponding
to gas temperature of Te = 10000 K and an electron density of ne = 350 cm≠3 [see Henry
et al., 2015, for a detailed discussion on adopting the 8.7 factor]. The H– equivalent widths
(EWs) and flux values are extracted from the VIMOS observations described in Section 5.6.2.
We measured the H– fluxes by fitting a Gaussian profile to the individual lines. On the other
hand, given the complexity of the Ly– profiles we measure the EWs and fluxes using a simple
flux over continuum integration code written in Python by Peña-Guerrero & Leitherer [2013].
The continuum is estimated through a linear fit between wavelengths 1045–1550 Å. The best fit
is visually inspected to confirm the continuum placement is reasonable. The Ly– fluxes have
been corrected for underlying stellar absorption using the model predictions by Peña-Guerrero &
Leitherer [2013]. We apply the recommended underlying correction for constant SFR over ≥20
Myr of the order of 7 Å. We find fesc(Ly–) in the range ≥ 5 - 13 %.
Several studies have shown that GP galaxies display strong Ly– emission [Jaskot & Oey,
2014; Henry et al., 2015; Verhamme et al., 2017]. Yang et al. [2017] studied the Ly– profiles in a
statistical sample of 43 GP galaxies and found that 2/3 of these galaxies are strong Ly– emitters.
They also found a clear correlation between their Ly– EWs and the estimated fesc(Ly–). Similar
results have also been observed by Verhamme et al. [2017]. In Figure 5.4 we show in blue circles
the fesc(Ly–) as a function of EW(Ly–) as observed by Yang et al. [2017]. In this same figure
we include our targets and their fesc(Ly–) and EW(Ly–) measurements as red stars, Lyman
continuum emitters (LCEs) by Izotov et al. [2016b] as black squares and Lyman Alpha Reference
Survey galaxies [LARS, Hayes et al., 2013] by Hayes et al. [2014] as yellow circles. In general we
see that our galaxies follow the same fesc(Ly–)-EW(Ly–) trend as that observed by Yang et al.
[2017] for GP galaxies, as well as that observed in LARS objects. We also find that 3/4 galaxies
with Ly– emission in our sample have EW(Ly–) > 20 Å, as pointed out by Yang et al. [2017] in
a high-z narrow-band study these objects would be classified as Ly– emitters.
To put our star-forming galaxies in context we also compare our fesc(Ly–) measurements to
the dependence of fesc(Ly–) on the EW(H–) observed in GPs [Yang et al., 2017], LARS [Hayes
et al., 2014], and LCEs [Izotov et al., 2016b]. Hayes et al. [2014] report global measurements of
fesc(Ly–) derived from Ly– and H– imaging of normal low redshift star-forming galaxies observed
as part of LARS. From Figure 5.5 we see that our Ly– escape fractions show a distribution similar
to that of the comparison sample. Our inferred Ly– escape fractions resemble the values measured
in LARS galaxies, in contrast to those seen in Izotov et al. [2016b] with fesc(Ly–) values amongst
the highest observed in GP galaxies. It is important to mention that the objects studied by Izotov
et al. [2016b] were also found to be LCEs. These five LCEs from Izotov et al. [2016b] clearly fall
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Figure 5.4: In blue circles we show the fesc(Ly–) as a function of EW(Ly–) according to Yang
et al. [2017]. Red stars show the values of 4 of the galaxies studied in this work. In
yellow circles we show the escape fractions from Hayes et al. [2014]. In black squares
we display the measurements of Izotov et al. [2016b].
in the upper right quadrant of Figure 5.5 hinting at a general trend where LCEs have strong
Ly– emission, and a very di erent distribution of EW(H–) compared to LARS galaxies, GPs,
and those in our sample.
5.6 Star Formation Properties
As part of our analysis we estimate SFRs using di erent methods exploring several wavelength
ranges from the UV to the IR. In this section we briefly describe and present our inferred SFR
values.
5.6.1 UV Range
We quantify the content of massive stars by comparing the UV spectra to synthetic models
[Leitherer et al., 2013]. As part of the analysis we apply this same technique and use a Starburst99
model [Leitherer et al., 1999; Vázquez & Leitherer, 2005; Leitherer & Chen, 2009; Leitherer
et al., 2014]. The model parameters are: continuous star formation, age of 20 Myr, Kroupa
initial mass function [IMF - Kroupa, 2008] with a mass range of 0.1-100 M§, solar metallicity
(Z= 0.014), spherically extended, blanketed, non-local thermodynamic equilibrium atmospheres,
nebular continuum, and stellar evolution models with rotation [Ekström et al., 2012; Georgy et al.,
2013]. We opt for a solar metallicity for our star-forming galaxies given their luminosities and
following the mass-metallicity relation of Tremonti et al. [2004].
195
Chapter 5 : Investigating the Lyman photon escape in local starburst galaxies
with the Cosmic Origins Spectrograph
Figure 5.5: fesc(Ly–) as a function of EW(H–). In blue circle we show the measurements from
Yang et al. [2017]. Red stars represent our measurements of star-forming galaxies. In
yellow circles we show the escape fractions from Hayes et al. [2014]. In black squares
we display the measurements of Izotov et al. [2016b].
Once the foreground reddening and redshift corrections are applied, we then compare the
observed UV spectrum to that of the model to study the intrinsic dust attenuation. For this step
we focus on the spectral region covering wavelengths between 1000 and 1400 Å. The wavelength
windows a ected by geocoronal emission are masked out. We infer the intrinsic reddening, E(B≠
V )UV, by fitting the COS observations (fobs) with the unattenuated model (fS99 - after scaling
the luminosity) reddened by the Calzetti et al. [2000] attenuation law, k(⁄), using the following
relationship:
fS99red(⁄) = fS99(⁄)10≠0.4k(⁄)E(B≠V )UV . (5.1)
The best-fitting E(B ≠ V )UV is determined by iteratively searching for the values that minimize
the ‰2,
‰2 =
ÿ (fobs ≠ fS99red)2
‡2err
. (5.2)
As the Calzetti law does not extend to wavelengths bluer than 1200 Å, we complement the
attenuation law with that of Leitherer et al. [2002] generated from a sample of star-forming
galaxies studied with HUT. The Leitherer et al. relation allows for a smooth transition of the
Calzetti law to shorter wavelengths, and their results were later verified by the far-UV attenuation
curves derived by Reddy et al. [2016] and Buat et al. [2002]. This addition to the attenuation law
facilitates studies near the Lyman break. We use the PYTHON package scipy.optimize to infer
the E(B ≠ V )UV values shown in Table 5.3. The errors in column 2 are calculated by taking the
square root of the covariance matrix of the parameter estimates.
196
5.6 Star Formation Properties
This method of estimating the E(B ≠ V )UV is sensitive to the parameters used to compute
the model spectrum. In Chapter 4 we address model assumptions and the impact of varying age,
IMF, metallicity, stellar evolution and model atmospheres. The stellar evolution is the parameter
that introduces the largest uncertainties, possibly a ecting the derived SFRs by up to a factor of
two. Furthermore, given the limited wavelength range available for the analysis we do not mask
out regions a ected by interstellar absorption. We note that interstellar absorption lines might
contribute to the overall uncertainties within our inferred E(B ≠ V )UV.
The UV luminosity of galaxies is determined by the SFR, which can in turn be easily derived
once dust corrections have been taken into account. We correct the observations for intrinsic
reddening using the E(B≠V )UV values in Table 5.3. We take the theoretical monochromatic lu-
minosities from Starburst99 and scale them by 4ﬁD2 to obtain the unattenuated model spectrum.
Using a theoretical model we fit for the best value of the SFRUV. Our estimates for the SFRUV
of the individual targets are shown in Table 5.3. We point out that the SFRUV values derived
here are dependent on the centering of the object and vignetting of the PSA caused by extended
targets. Given that the COS observations relied on the HST pointing accuracy (≥0.3”), a small
o set in the pointing could lead to variations in the flux. The COS Team, however, states that the
flux calibration for extended targets is reasonably accurate for COS FUV observations3. Given
that the dominant source of measurement uncertainty in the SFRUV is the reddening correction,
E(B ≠ V )UV, we estimate the errors in the inferred SFRUV values by taking the upper/lower
errors in the E(B≠V )UV and re-calculating the SFRUV. Additionally, in Figure 5.3 we show the
galaxy spectra corrected for redshift, foreground and intrinsic attenuation, along with the best
model spectra with the parameters presented in Table 5.3. The strong emissions observed in
Figure 5.3 are geocoronal lines (Ly–, N I, and O I).
5.6.2 Optical Range
The zCOSMOS survey [Lilly et al., 2009] observed targets in the COSMOS field using the VIMOS
spectrograph on the VLT at ESO’s Cerro Paranal Observatory, Chile. In the zCOSMOS Data
Release DR3 we find optical spectroscopic observations for 6 out of 7 targets studied in this work.
We correct the observations for foreground reddening and redshift as described in Section 5.5.
We derive the intrinsic color excess, E(B≠V )OPT, from the Balmer decrements. Similar to the
work of Domínguez et al. [2013], in our analysis we assume a value of (H–/H—)int = 2.86 for Case
B recombination corresponding to a temperature T = 104 K and electron density ne = 102 cm≠3
[Osterbrock, 1989]. The color excess is then obtained using the standard relation,
E(B ≠ V )OPT = 1.97 log10
A
(H–/H—)obs
2.86
B
. (5.3)
We note that (H–/H—)obs refer to the ratio of the H– and H— emission line fluxes extracted
from the foreground-redshift corrected VIMOS observations. No correction for underlying stellar
absorption is applied to these values. In column 4 of Table 5.3 we list the individual E(B≠V )OPT
3http://www.stsci.edu/hst/cos/documents/newsletters/cos_stis_newsletters/full_stories/2015_03/
available_unsupported_modes
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values as inferred from the optical observations. Correcting the optical observations for intrinsic
reddening using these color excess values we obtain the line fluxes presented in Table 5.4.
The observed H– fluxes, I(H–), are transformed to luminosities using the distance (D) values
described in Section 5.2 and listed in Table 5.1. We estimate the SFROPT using the inferred H–
luminosities, L(H–), along with the linear relation from Starburst99 models
SFROPT =
L(H–)
3.39 · 1041 erg s≠1M§ yr
≠1. (5.4)
The Starburst99 model parameters are similar to those described and adopted in Section 5.6.1.
The SFROPT values derived from the H– luminosities are listed in column 5 of Table 5.3. The
quoted uncertainties are estimated as described in Section 5.6.1.
5.6.3 Comparison between UV and Optical
Comparing the average reddening values, E(B≠V )UV and E(B≠V )OPT, we find values of ≥0.12
mag and ≥0.23 mag, respectively. The di erence between the optical depths of the continuum,
E(B ≠ V )UV, is around one-half of the optical depths of the Balmer emission lines, E(B ≠
V )OPT. This is expected, and previously observed in star-forming galaxies by Calzetti et al.
[1994]. Analyzing the UV and optical spectra of 39 starburst galaxies Calzetti et al. [1994] find
that the di erence between the optical depth in the Balmer emission lines is about a factor of 2
larger than that observed in the continuum underlying the two Balmer lines. These results have
been interpreted as the continuum and emission lines sampling di erent galaxy components of
the complete stellar population [Keel, 1993]. The ionizing hot stars reside near their birth places,
close to dust molecular clouds, therefore their associated nebular recombination radiation is more
strongly a ected by the presence of dust in the environment. Older stars contributing mostly to
the UV and optical continuum, on the other hand, are expected to have drifted away from their
progenitor cloud, moving to regions where dust is less concentrated.
Turning to the SFRs inferred from the UV/COS observations and those obtained from the
optical/VIMOS data we find that the individual SFRs are marginally consistent within the errors,
however, there is an o set for most of the targets with the optical SFRs being slightly higher than
the UV rates with the exception of 1535411 and 1365128. We find average values of ≥0.96 M§ yr≠1
and ≥2.5 M§ yr≠1 for SFRUV and SFROPT, respectively. Looking closer at the individual SFR
estimates we find the best agreement in galaxies 1535411 and 1365128, coincidently their SFRUV
and E(B ≠ V )UV values are slightly higher than their corresponding SFROPT and E(B ≠ V )OPT
estimates. From the values in Table 5.3 we identify a trend where the highest o sets between
SFRUV and SFROPT are observed in those galaxies with highest ISM reddening, E(B ≠ V )OPT,
where SFR appears buried, and is not observed through stellar light.
To obtain a better picture of the star formation activity in these starburst galaxies we in-
vestigate the SFRs using the SED modelling code CIGALE (Noll et al., 2009, Boquien et al., in
prep.). The code is based on an energy–balance principle, the energy absorbed by dust from the
UV to the near–IR is re–emitted self–consistently in the mid– and far–IR. To model the galaxies
in this sample, we used the COSMOS broadband observations in the FUV, NUV, u, g, V, r, i,
z, Spitzer/IRAC 3.6 µm, Spitzer MIPS 24 µm, Herschel/PACS 100 µm and 160 µm, and Her-
schel/SPIRE 250 µm, 350 µm, and 500 µm. We find an average SFR value of ≥ 6 ± 1 M§ yr≠1,
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Table 5.3: Star Formation Properties
UV/COS Optical/VIMOS
Target E(B ≠ V )UV SFRUV E(B ≠ V )OPT SFROPT
(mag) (M§ yr≠1) (mag) (M§ yr≠1)
1084255 0.20±0.08 1.51+2.32≠0.92 0.53±0.18 5.4+5.1≠2.0
1535411 0.22±0.16 2.18+13.73≠1.88 0.06±0.02 1.4+0.1≠0.1
1511408 0.05±0.15 0.18+0.87≠0.08 0.21±0.08 1.0+0.3≠0.2
1508056 0.05±0.14 0.31+1.48≠0.15 0.14±0.02 1.2+0.1≠0.1
1235867 0.09±0.14 0.21+0.78≠0.14 - -
781126 0.07±0.02 1.48+0.43≠0.29 0.33±0.13 5.4+2.8≠1.6
1365128 0.13±0.07 0.84+1.04≠0.48 0.11±0.10 0.6+0.3≠0.1
higher than the inferred SFRs from the UV and the optical. This indicates there is more star
formation activity buried than what is seen in the UV and optical ranges.
We also note that the VIMOS observations use 1.0” slits, which do not enclose the galaxies
entirely. Given the di erent morphologies, a small o set in the pointing could lead to variations
in the flux. In general, the SFROPT values might better represent a lower limit on the true SFR.
One explanation for the di erence between the SFRs can be attributed to attenuation caused
by dust. Adopting the dust luminosity computed by CIGALE and combining it with the dust
SFR estimator of Kennicutt & Evans [2012], we find SFRs that are more comparable to initial
CIGALE SFR values than those inferred from the UV and optical observations. Care is required
when comparing the di erent values presented in this work as the inferred SFRs have an intrinsic
dependance on the models used. As mentioned in Section 5.6.1 for the case of the SFRUV, the
stellar evolution used in estimating the E(B≠V )UV introduces the largest uncertainties possibly
impacting the derived SFRs by a factor of two.
Given the main scope of this paper we will not further discuss the possible sources of uncer-
tainty in the SFRs presented here, and will simply note that an in-depth investigation is needed
to fully understand the complexity of such measurements.
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Table 5.4: Emission Lines
Target I(Ly–) a EW (Ly–)b I(H–)a EW (H–)b I(H—)a EW (H—)b I(O III)a L(H–)c fesc(Ly–)d
1084255 69.4 33 79.3 66 30.6 9 35.6 18.3 10.1
1535411 - - 13.7 452 4.8 77 16.2 4.7 -
1511408 - - 14.5 38 5.3 7 4.7 3.2 -
1508056 6.1 147 11.7 210 4.1 27 15.7 4.2 6.0
1235867 - - - - - - - - -
781126 36.94 18 77.3 226 28.0 36 126.0 18.1 5.5
1365128 9.6 98.0 8.0 34 3.1 7 4.6 1.9 13.0
a Observed flux density in 10≠16 erg s≠1 cm≠2. These values include foreground and intrinsic
dust corrections. I(Ly–) have been corrected for stellar absorption.
bRestframe equivalent width in Å. EW (Ly–) have been corrected for stellar absorption.
cLuminosity in 1041 erg s≠1.
dEscape fraction of Ly– in %.
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5.7 Lyman Continuum Escape Fractions
We now focus on the COS observations to examine the Lyman continuum (LyC) emission of our
targets. With a minimum redshift of z ≥ 0.26 and using the COS G140L/1105 mode we observe
uncontaminated LyC (⁄rest < 912 Å) in a window of ≥30 Å.
In order to measure the escape fraction of LyC photons, fesc(LyC), we measure the expected
LyC emission at ≥900 Å from the modelled flux, produced by the massive stars, and compare it
to the observed fluxes. A comparison of the predicted fluxes with the dereddened observed flux
yields an estimate of the relative escape fraction, frel. This escape fraction refers to the percentage
of LyC photons that would escape the galaxy in the absence of dust. To estimate the absolute
escape fraction, fabs, instead we compare the modelled flux to those of the observations prior to
the intrinsic reddening correction. This fabs accounts for the presence of both, gas and dust as
seen in the UV range. We note that as stated in Section 5.6.3 there is a possibility that some of
the star formation activity may be hidden and unaccounted for by the dust observed in the UV
wavelength regime.
Given the low flux level of the observations we apply a weighted stacking approach to the galaxy
spectra, excluding the QSO and masking those wavelength regions contaminated by geocoronal
emission. We define the weights as w = 1/‡err, where ‡err are the statistical errors (i.e. Poisson
noise). We obtain two combined sets, dereddened (corrected for both Milky Way and intrinsic
reddening), and observed (corrected only for Milky Way reddening) spectrum. Before combining
the individual spectra into a single one we normalize the observations by the median of the flux
between restframe 1220 Æ ⁄ Æ 1230 Å. In Figure 5.7 we present the combined spectrum. Note
that the strong emission around 1030 Å is the residual of geocoronal contamination.
The escape fractions inferred as part of this work are dependent on the model atmospheres
against which we compare our observed LyC. We make use of the interface WM-Basic [Pauldrach
et al., 1998] to model the atmospheres of O stars, mainly optimized for the UV spectral range.
WM-Basic implemented a simplified treatment of hydrogen line modelling since there are no
valuable diagnostic hydrogen lines in this particular range. More specifically, WM-Basic does not
account for Stark broadening, causing the Lyman lines originating from the photosphere to be
relatively weak in the models. Although this simplification in the models would typically a ect
all of the Lyman lines beyond Lyman-—, Kaschinski et al. [2012] showed that the atmospheric
structure is generally not a ected by this treatment. As detailed in Chapter 4 the only wavelengths
compromised by the omission of Stark broadening are those between 912-920 Å. In this region we
observe an artificial rise in the continuum caused by the lack of Lyman blanketing, therefore we
exclude these wavelengths when determining the Lyman break.
We compare the data below 912 Å to the theoretically predicted flux shown in yellow in
Figure 5.7. We average the flux over an interval of 18 Å between 892 to 910 Å for all three
sets, the theoretically predicted SED (F⁄,mod), the reddened corrected spectrum (F⁄,dered), and
the uncorrected spectrum (F⁄,obs). This wavelength window was mainly chosen to avoid regions
a ected by the noisy detector edges. The LyC escape fractions are inferred from the ratios
F⁄,dered
F⁄,mod
and F⁄,obsF⁄,mod for frel and fabs, respectively. In Table 5.5 we present our measured LyC
escape fractions.
From the dereddened observations we find a relative escape fraction of 1.7+15.2≠1.7 %. This value
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Table 5.5: Lyman escape fractions of combined observations
frel(LyC) fabs(LyC) fesc(Ly–)
(%) (%) (%)
1.7+15.2≠1.7 0.4+10.1≠0.4 2.6
represents the percentage of LyC photons that would escape such galaxies in the absence of dust.
A more representative estimate of the escaping LyC photons is the absolute escape fraction,
fabs, which accounts for the obscuration caused by the intrinsic dust. We infer an absolute escape
fraction of 0.4+10.1≠0.4 %. The uncertainties account for the statistical errors extracted and propagated
from the x1d files (‡2i ). The final errors listed in Table 5.5 were computed from the combined
spectra as follows
‡ =
Ûq
‡2i
N2
. (5.5)
Given the relatively large uncertainties in the derived escape fractions we conservatively con-
sider these values as upper limits. In general a low absolute escape fraction agrees with the
predictions from Verhamme et al. [2015] proposing that when present, the Ly– peak separation
traces the column density of the scattering medium. They predict that peak separations in the
order of & 300 km s≠1 would describe objects in the optically thick regime where LyC photons
would be unable to escape. We point out that we measure peak separations in the order of & 300
km s≠1, where one would expect no escape of LyC radiation due to the thick ISM.
Izotov et al. [2016a], Izotov et al. [2016b] and Izotov et al. [2018] have measured some of
the highest LyC escape fractions in five compact star-forming galaxies in low-redshift galaxies.
For these same galaxies Izotov et al. measure Ly– escape fractions ranging between 22-98%.
Compared to the fesc(Ly–) from Izotov et al., we measure escape fractions of Ly– ranging from
≥5 to 13%. The low LyC escape fraction we infer is also supported by the relatively low Ly–
escape fractions measured from the individual galaxies. Verhamme et al. [2017] show that a
clear correlation between fesc(Ly–) and fesc(LyC) exists. However, LCEs relevant to the cosmic
reionization, fesc(LyC) >10 %, exhibit fesc(Ly–) with values >20 %.
For comparison we also combine the corrected (redshift, foreground, and intrinsic redden-
ing) VIMOS observations using the same stacking procedure described above. From this optical
combined spectrum we then measure the Ly– and H– fluxes and following the recipe described
in Section 5.5 we infer a relative low escape fraction of fesc(Ly–) = 2.6 % (also listed in Table
5.5). Caution is required when comparing this value to the fesc(LyC) limits above as the optical
combined spectra includes only six out of the seven objects combined in the UV spectrum.
5.8 Conclusions
In this paper we present the analysis of seven star-forming galaxies observed with HST/COS at
redshifts z ≥ 0.3. We aim to study the escape of LyC and Ly– radiation from these galaxies. Our
main findings can be summarized as follows:
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Figure 5.6: COS combined observations. In black we show the dereddened spectrum, in red the
reddened/uncorrected spectrum, and in yellow the model SED. At the bottom of the
panel we identify intrinsic spectral lines.
• We observe Ly– emission in 4 out of the 7 galaxies studied in detailed in this work.
• We find double peak features in the Ly– profiles from 1084255, 1365128 and 1508056, with
corresponding peak separations of 655, 374, and 275 km s≠1. The relatively higher peak
separation values measured for 1084255 and 1365128 might hint at an absence of leaking
Lyman continuum photons [Verhamme et al., 2015].
• 3 out of the 4 objects with Ly– emission have EW(Ly–) > 20 Å. Galaxies with such EW
values are classified as Ly– emitters (LAE) in high-z narrow-band surveys.
• We estimate the Ly– escape fraction, fesc(Ly–), and find values up to 13 %. We see that
our measurements follow the correlation between Ly– EWs and the fesc(Ly–) observed by
Yang et al. [2017] in GP galaxies.
• After combining the individual galaxy spectra we conservatively infer upper limits in the
absolute escape fraction of the order of < 0.4+10.1≠0.4 %, concluding that these galaxies are
optically thick to Lyman continuum radiation. This demonstrates the validity of H– as a
star-formation tracer in these galaxies.
• Comparing several star-formation tracers, we find that the inferred SFRs are strongly de-
pendent on the model assumptions.
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Figure 5.7: Spectral region around the Lyman break. We show the combined dereddened spectrum
in black, and in red dashed line the observed spectrum. We present with horizontal
lines the inferred mean flux densities, in solid black the mean flux for the dereddened
observations, and in red dashed line the mean flux for the observed spectrum. In
yellow we display the modelled flux. Between wavelengths 892-910 Å there are ≥ 40
resels.
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• We find moderate SFR values for most of the galaxies studied in this work (SFRs . 10 M§
yr≠1).
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5.A Appendix: COS observations and CalCOS pipeline
5.A.1 COS NUV Images
As described in Section 5.3, HST program 13313 did not perform target acquisitions before ob-
serving the objects, instead the program relies on the typical HST pointing accuracy estimated
to be ≥0.3”. Although no acquisition was performed, short exposures (texp = 120s) were taken in
imaging mode using the NUV MIRRORA element. Before proceeding with the analysis presented
here we inspect the individual NUV images to confirm the galaxies were indeed in the field of
view, on the detector, and inside the COS PSA. In Figure 5.8 we show the individual NUV frames.
We show the expected location of the COS PSA aperture as solid red circles, and represent the
HST pointing accuracy with dashed red circles. We note that the exact location of the PSA on
the NUV images is not known, however, with an estimated pointing error of ≥0.3” as shown in
Figure 5.8 the targets are still contained inside the COS aperture.
Furthermore, looking at the flux loss due to di erent pointing o sets (Figure 5.9) we find that
for an o set of 0.3” the typical flux loss is estimated to be around .0.05 mag. Even for extreme
cases where the observations experience o sets of the order of 0.7”, rare in HST observations, the
flux loss is limited to ≥0.15 mag.
5.A.2 Updates to CalCOS v2.21d
In Chapter 4 we introduced a modified version of CalCOS to perform a 2D background correction
available for data taken at lifetime position 1 (LP1). In the modified version of CalCOS, v2.21d,
anytime the DARKFILE keyword is found in the primary header of the science exposures the
software subtracts the background contribution using a two-dimensional superdark. The user
must add manually the DARKFILE keyword and specify the name of the superdark reference
file. The dark-subtracted FLT is stored in files with extensions darkcorrflt_a/b.fits.
In CalCOS v2.21d, before performing the spectral extraction we implement a weighting system
that assigns low weights to those pixels in the science frames that did not register any counts.
After the 2D background correction, these zero-count pixels end up with negative values. Given
205
Chapter 5 : Investigating the Lyman photon escape in local starburst galaxies
with the Cosmic Origins Spectrograph
Figure 5.8: 13” ◊ 13” HST/COS NUV Images using MIRRORA. The frames were taken as part
of the HST program 13313. Solid red circles shows the expected location of the COS
2.5” aperture. The dashed red circles show the HST pointing error estimated to be
≥0.3”. Each stamp shows the orientation of the image.
Pointing error (arcsec)
Fl
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Figure 5.9: Estimated target flux loss due to pointing o set as a function of o set. Each of
the curves represents a di erent target observed in HST program 13313. The flux
loss is estimated by averaging the pointing o sets in various directions. With an
o set representative of the the HST pointing accuracy (≥0.3”), the typical flux loss is
estimated to be .0.05 mag.
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Figure 5.10: Science observations for 781126, flux as a function of observed wavelength. In black
we show the data calibrated with the modified version of CalCOS v2.21d, which
includes uniform weights. In red we display the spectrum calibrated with CalCOS
v2.21d where pixels with zero counts are assigned low weights. The black and red
dashed lines show the mean flux values for wavelengths 1135 Å < ⁄ < 1170 Å. Zero
fluxes are marked with a grey dashed line. The spectra has been binned to a COS
resolution element (1 resel = 6 pixels).
the low weights assigned to these pixels, the flux extracted from these pixels is close to zero, in the
order of ≥ 10≠21 ergs s≠1 cm≠2 Å≠1. In order to avoid any biases in the average extracted flux
towards higher values, we modify CalCOS v2.21d to remove the weighting system, and instead we
now assign a similar weight for all pixels irrespective of positive or negative values. This change
is especially critical for those regions on the detector with low sensitivity.
In Figure 5.10 we compare the calibrated spectra from CalCOS v2.21d (in red) and from
the modified software (in black). We see that the changes made to CalCOS v2.21d decreases the
mean flux <10 % between observed wavelengths 1135 Å < ⁄ < 1170 Å. This is mainly due to the
fact that by assigning low weights to zero-count pixels, CalCOS v2.21d avoided negative fluxes
and instead provided extremely low flux values. With the new modifications to CalCOS v2.21d
we now allow for negative values, as expected from uncertainties in the superdarks. We point
out that the floor at negative fluxes seen in the black spectrum in Figure 5.10 is caused by the
background subtraction and the decreasing instrument sensitivity.
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Summary
The work presented in this thesis is focused on the study of galaxies, covering two main topics:
Chemical Enrichment Histories and Sources of Reionization. With our main goals being to learn
how di erent galaxies evolve chemically, and to verify if galaxies indeed were the main source
reionizing the Universe we analyze spectroscopic observations from both, space (Hubble Space
Telescope) and ground (Very Large Telescope) observatories.
Chemical Enrichment Histories of Galaxies
We now have a pretty detailed picture of the chemical evolution of the Milky Way. Through the
study of individual abundances of stars in the Galaxy, we can constrain its full history. We know
that chemical evolution in a galaxy is directly connected to its star formation history and initial
mass function [IMF, Tinsley, 1979; Pagel, 1998; Matteucci, 2003]. One particular abundance
ratio of interest when studying the star formation and chemical histories of a given galaxy is the
[–/Fe] ratio. –-elements (O, Mg, Si, S, Ca, and Ti) are produced in the cores of massive stars
(M > 8 M§) and expelled to the interstellar medium (ISM) via type II SNe. Fe, on the other
hand, is primarily produced in type Ia SNe. From this we can then predict that stars forming
soon after the environment has been enriched by SNe II will then have a chemical composition
enhanced in –-elements. Stars forming after SNe Ia have enriched the ISM will instead have
higher Fe abundances, and therefore a lower [–/Fe] ratio. In Galactic halo stars we observe
enhanced [–/Fe] ratios of the order of ≥ +0.4 dex [McWilliam, 1997]. These abundance ratios are
consistent with a scenario where the initial burst of star formation had a standard initial mass
function (IMF) right before the first SN Ia began to explode, enriching the ISM with significant
amounts of Fe [Matteucci, 2003].
Given the amount of information that can be extracted just by studying the chemical com-
position of stars, to learn about the chemical evolution of other spiral galaxies, ellipticals, dwarf
spheroidal, and so on, we then need to measure detailed abundances of extragalactic stellar pop-
ulations. With the current instrumentation, obtaining chemical abundances of individual stars
several Mpc away becomes rather challenging. To study the chemical composition of stellar popu-
lations outside the Milky Way, beyond the Local Group, we can instead study the integrated-light
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of star clusters.
In this thesis we explore the feasibility and potential of integrated-light observations at in-
termediate resolutions, R < 10,000, to measure detailed abundances of star clusters with ages
ranging from ≥12 Myr to ≥12 Gyr. We note that before these e orts, detailed abundance studies
were limited to high-resolution spectroscopic observations, R & 20,000. Here we present the main
findings of our work relevant to the enrichment histories of galaxies.
The highlights of our work presented inChapter 1 where we study two young massive clusters
(YMCs), NGC 1313-379 and NGC 1705-1, are as follows:
• We show that intermediate-resolution spectroscopic observations can be used to measure
reliable detailed abundances of YMCs at distances as far as ≥5 Mpc away.
• For the YMC in NGC 1313 we find that all –-elements measured (Ti, Ca, and Mg) are solar,
within ≥0.1 dex, as expected from relatively younger populations of stars. Our measure-
ments also agree with oxygen abundances measured for several H ii regions in the vicinity
of NGC 1313-379.
• From the context of chemical evolution, NGC 1313 resembles several well-studied galaxies
with continuous star formation histories (e.g. Milky Way and LMC).
• In the case of NGC 1705-1 we observe – abundances (Ti, Ca, and Mg) that are super-solar,
with enhancements comparable to those observed in old stellar populations in the Milky
Way. This enhancement, however, is predicted by chemical evolution models [Romano
et al., 2006] which incorporate the star formation histories for NGC 1705 by Annibali et al.
[2003]. The observed super-solar [–/Fe] ratios were possibly produced by a star formation
event taking place 3-35 Myr ago, right before the formation of NGC 1705-1.
• Overall, the enhanced – abundances measured in NGC 1705 may indicate a more bursty
star formation history than what took place in the Milky Way.
In Chapter 2 we explore a high-metallicity environment, aiming to perform a metallicity
study analyzing the integrated-light of 8 YMCs distributed throughout the spiral galaxy NGC
5236. Our main findings include the following:
• We prove that integrated-light analysis can be successfully used on intermediate-resolution
spectra of YMCs in environments of high metallicities (above solar).
• Obtaining precise metallicities for a sample of 8 YMCs, we then compare our measurements
to independent stellar metallicity studies in NGC 5236 and show excellent agreement be-
tween the di erent studies. This is especially encouraging as we prove that YMCs can be
an alternative method to H ii regions for studying metallicities, and metallicity gradients,
in star-forming galaxies, removing the long-standing systematic-uncertainty conundrum.
• Comparing our metallicities to chemical evolution models we find the best agreement in a
model where the central regions of the galaxy are experiencing zero infall of material, and
a small loss of matter due to galactic winds.
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We return to the traditional study of GCs in extragalactic environments, except we continue
using intermediate-resolution observations, in contrast to the usual high-dispersion spectra used in
detailed abundance analysis. In Chapter 3 we focused our analysis on 20 GCs in the early-type
galaxy NGC 5128 (Centaurus A). The highlights of this work are as follow:
• The work in this chapter is the most extensive detailed abundance study of the GC system
in NGC 5128 including abundance measurements of – (Ti, Ca, and Mg), light (Na), and
Fe-peak (Cr, Mn and Ni) elements.
• Quantitatively we find a slightly higher average [–/Fe] ratios for GCs with [Fe/H]<≠0.75
dex compared to the observed ratios in GCs for the same metallicities in the Milky Way.
This could be hinting at a di erent IMF, one slightly skewed to high masses. To confirm
this enhancement we plan to expand our analysis onto a larger sample, with higher S/N
observations in order to reduce uncertainties.
• We find evidence of star-to-star variations in some of the GCs in NGC 5128 with enhanced
[Na/Fe] ratios similar to what is measured in some of the star clusters in our Galaxy. There-
fore we conclude that the mechanism responsible for the presence of multiple populations,
also took place in the formation/evolution of GCs in NGC 5128.
Sources of Reionization
The most commonly accepted candidate responsible for reionizing the Universe after the cosmic
Dark Ages are star-forming galaxies. Although the currently identified bright star-forming galaxies
are insu cient to complete the reionization of the Universe by redshift z ≥6 [Steidel et al.,
2001; Iwata et al., 2009; Robertson et al., 2013], the belief is that fainter low-mass star-forming
galaxies are responsible for the bulk of the radiation reionizing the Universe [Ouchi et al., 2009;
Bouwens et al., 2015]. For these star-forming galaxies to reionize the Universe they need to allow
a su ciently high fraction of their ionizing radiation to escape, of the order of 10-20 % [Ouchi
et al., 2009; Robertson et al., 2013, 2015].
Given that direct measurements of the escape fraction of the ionizing radiation of high-redshift
galaxies are rather di cult to obtain due to their low brightness, increasing ISM opacity and
possible contamination by lower-redshift interlopers [Vanzella et al., 2010a; Inoue et al., 2014],
studies today attempt to identify low redshift proxies of these populations. Recent studies using
the Cosmic Origins Spectrograph (COS), instrument on board the Hubble Space Telescope, have
measured escape fractions as high as ≥46 % [Borthakur et al., 2014; Leitherer et al., 2016; Izotov
et al., 2016a,b, 2018]. Such high values are promising for proving that star-forming galaxies were
indeed the main sources reionizing the Universe. The aim is to obtain similar escape fractions of
Lyman continuum radiation, fesc(LyC), on a statistically representative sample.
The last two chapters in this thesis are dedicated to exploring whether or not star-forming
galaxies reionized the Universe by studying several local starburst galaxies. The analysis done in
Chapters 4 & 5 used spectroscopic observations taken with the space spectrograph COS. Below
we describe the highlights of our work relevant to the investigation of the sources of reionization.
223
Summary
In Chapter 4 we study three local star-forming galaxies previously confirmed to have galactic
outflows. Such phenomena in star-forming galaxies are expected to facilitate the escape of ionizing
radiation. Here are our main findings:
• Our work on local star-forming galaxies shows that these targets are excellent training sets
for studying leakage of Lyman continuum radiation. Similarly, the changes made as part
of our analysis to the standard COS pipeline proves that COS is well suited for researching
Lyman continuum observations in the local Universe.
• The observed local starburst galaxies have absolute escape fractions of fabs(LyC) . 7%.
However, in the absence of dust absorption, the galaxies would have escape fractions as
high as frel(LyC) . 60%. This implies that the escape fractions required for star-forming
galaxies to reionize the Universe would then be reached by these starburst galaxies, in the
absence of dust.
In Chapter 5 we continue our investigation of the sources of reionization, but we instead
study a new sample of 7 star-forming galaxies less luminous than those investigated in recent
publications of Lyman continuum escape fractions. In this chapter we do not only study the
Lyman continuum radiation, we also analyze the Lyman – profiles and escape fractions. Our
main results are as follow:
• We detect Lyman – emission in 4 out of 7 galaxies. A detailed analysis of the Lyman –
emission showed that three of these galaxies have a double peak profile with peak separations
ranging between 275 to 655 km s≠1. The relatively high peak separations for two of these
galaxies hints at a possible absence of leaking Lyman continuum radiation.
• We estimate Lyman – escape fractions of fesc(Ly–).13 %. This is particularly important
as other Lyman continuum leakers have been found to have fesc(Ly–) & 20 %. This could
also indicate an absence of Lyman continuum radiation escaping.
• From the combined spectrum of all 7 galaxies, we conservatively infer 2‡ upper limits in
both the absolute and relative escape fraction of fabs(LyC) < 20 % and frel(LyC) < 30
%. Our measurements indicate that in this scenario, the galaxies are optically thick to
Lyman continuum radiation, meaning that most of the ionizing radiations is contained in
the galaxies themselves.
Looking forward...
The detailed abundance work presented in this thesis was done using X-Shooter observations, a
spectrograph on the Very Large Telescope. We note that the observations analyzed in Chapters
1 ,2 and 3 were obtained with integration times of less than an hour, and in some cases less than
30 minutes. In this thesis we began to detail the chemical history of NGC 5128. The significance
of this work is that we are now able to dissect the chemical evolution histories of galaxies at
distances of several Mpc away. Looking forward we plan to study a larger sample of GCs in NGC
5128, increasing the integration times, and with this reducing the uncertainties in our abundance
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measurements. With such observations we aim to confirm if indeed the IMF or star formation
history in NGC 5128 were di erent or comparable to that of our Galaxy.
We have learned that the analysis of integrated-light observations of YMCs is a strong and
independent tool for performing metallicity studies in extragalactic environments, and brings a
welcome alternative to the H ii techniques. Additionally, having demonstrated that intermediate-
resolution observations are a strong tool for detailed abundance analysis in both young and old
populations, we look forward to combining YMCs studies with those of GCs, and with this obtain
insight into the evolution of galaxies through a continuous timeline.
Overall, our detailed abundance results prove that this type of analysis is currently feasible
using today’s instrumentation at a low cost (timewise). The next generation of telescopes, the
extremely Large Telescopes (ELTs), however, will allow for high S/N spectroscopic observations
of clusters fainter than V = 21 in only a few hours of integration time. Such observations will be
suitable for the detailed analysis performed as part of this thesis. Furthermore, the multiplexing
capabilities of the spectrographs on the ELTs will have an e ciency currently not achievable
with today’s telescopes. The next generation of instruments will permit e cient observations
of more than a thousand GCs in NGC 5128 [Woodley et al., 2010; Harris et al., 2012; Taylor
et al., 2016], and more than 100 clusters in galaxies ≥10 Mpc away [Spitler et al., 2006]. We
look forward to combining photometric observations with spectroscopic data, both taken with
ELT instrumentation, as this will provide detailed abundance histories of entire GC systems and
their host galaxies for a variety of di erent environments. Of course this wealth of observational
information can only be fully exploited by complementing it with numerical and semianalytic
simulations which can help in completely dissecting the formation and chemical evolution of
galaxies in large samples. The future is bright for star clusters and galaxies themselves.
The work presented in the last two chapters of this thesis aimed at answering the following
question: What are the sources of reionization? Although we might be getting closer to answering
that question, there is still some more work that can be done to confirm that star-forming galaxies
were indeed the sources responsible for the ionizing radiation ending the Dark Ages. As stated in
this thesis the COS instrument on HST with its sensitivity at low wavelengths (⁄ < 1100Å) has
enabled direct Lyman continuum observations in local starburst galaxies transforming the field.
These type of observations are mostly limited by the detector background noise. This is a partic-
ularly critical issue given that the COS detector dark rate (background noise) varies temporally
and spatially (on a pixel-to-pixel basis), also correlating with Solar activity. Considering that
until the full-scale development of the Large Ultraviolet/Optical Infrared (LUVIOR) telescope,
there are no prospects for astronomy with the integral coverage of UV wavelengths, we would like
to continue pushing the limits with COS while it still operates. In order to further optimize the
calibration of the products from the COS data, and to benefit observations limited by Poisson
noise we plan to work towards developing software to improve the low S/N observations applying a
statistical background correction (dark correction which considers the probability of events based
on a Poisson distribution). For such a software we will require a detailed characterization of the
background noise on a pixel-to-pixel basis. With such a software, observations of faint galaxies
in the local Universe can now be analyzed to measure the Lyman continuum radiation without
being limited by the background in the detector.
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With this thesis we hope to have contributed to the general studies of galaxies. The work
presented here, we believe shows that galaxies are indeed powerful tools for understanding the
evolution of the Universe in its entirety.
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Het onderzoek dat in dit proefschrift wordt gepresenteerd richt zich op sterrenstelsels en be-
handelt twee voornaamste onderwerpen: de Chemische Verrijkingsgeschiedenis en de Bron van
Reïonisatie. Met als doel te leren hoe verschillende sterrenstelsels chemisch evolueren, en om te
verifiëren of sterrenstelsels inderdaad de voornaamste bronnen waren voor de reïonisatie van het
Heelal analyseren we spectroscopische waarnemingen van observatoria zowel in de ruimte (Hubble
Ruimtetelescoop) als op de grond (Very Large Telescope).
Chemische Verrijkingsgeschiedenis van Sterrenstelsels
Er bestaat een behoorlijk gedetailleerd beeld van de chemische evolutie van de Melkweg. Door
het bestuderen van de individuele chemische abundanties van sterren in de Melkweg kunnen we
de volledige historie achterhalen. We weten dat de chemische evolutie van een sterrenstelsel een
direct verband heeft met de geschiedenis van stervorming en de initiële massaverdeling van sterren
[IMF, Tinsley, 1979; Pagel, 1998; Matteucci, 2003]. Een verhouding tussen abundanties die van
bijzonder belang is voor de studie van stervorming en chemische ontwikkeling van een sterrenstelsel
is de verhouding [–/Fe]. –-elementen (O, Mg, Si, S, Ca en Ti) worden geproduceerd in de kernen
van zware sterren (M > 8 M§) en worden de insterstellaire materie (ISM) ingeslingerd via type
II supernovae (SNe). IJzer (Fe), daarentegen, wordt voornamelijk geproduceerd in type Ia SNe.
Hieruit kunnen we voorspellen dat sterren die gevormd worden vlak na de verrijking door SNe II
een chemische samenstelling hebben die verhoogd is in de –-elementen. Sterren die vormen na
verijking van de ISM door SNe Ia zullen juist veel Fe in hun samenstelling hebben, en daarom een
lagere [–/Fe]-verhouding. In de halo van de Melkweg zien we sterren met een verhoogde [–/Fe]-
verhouding van de orde van ≥+0.4 dex [McWilliam, 1997]. Deze verhoudingen in chemische
abundanties zijn consistent met een scenario waarin een initiele explosie van stervorming, met een
normale IMF, vlak voordat de eerste SN Ia begonnen te exploderen, die de ISM hebben verrijkt
met significante hoeveelheden Fe [Matteucci, 2003].
Omdat de hoeveelheid informatie die we kunnen afleiden uit het bestuderen van de chemische
samenstelling van sterren zo groot is, moeten we om meer te leren over de chemische evolutie
van andere spiraalvormige sterrenstelsels, elliptische stelsels, dwergstelsels enzovoorts, de gede-
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tailleerde chemische samenstelling van extragalactische sterpopulaties meten. Met de huidige
instrumentatie is het meten van de chemische samenstelling van individuele sterren op enkele
Mpc afstand een flinke uitdaging. Om de chemische samenstelling te bestuderen van sterpopu-
laties buiten de Melkweg en de Lokale Groep, bestuderen we daarom het geïntegreerde licht van
sterclusters.
In dit proefschrift onderzoeken we de haalbaarheid en de potentie van geïntegreerd-licht waar-
nemingen bij middelmatige resoluties, R < 10, 000, voor het meten van gedetailleerde chemische
samenstellingen van sterclusters met leeftijden van ≥12 Myr tot ≥12 Gyr. We merken op dat
vóór dit onderzoek, studies naar gedetailleerde chemische abundanties slechts mogelijk waren met
hoge resolutie spectroscopische waarnemingen R & 20, 000. Hier presenteren wij de voornaamste
bevindingen van ons werk met betrekking tot de chemische verrijkingsgeschiedenis van sterren-
stelsels.
De hoogtepunten van ons werk in Hoofdstuk 1, waar we twee jonge zware clusters (YMCs)
bestuderen, namelijk NGC 1313-379 en NGC 1705-1, zijn als volgt:
• We laten zien dat spectroscopische waarnemingen van middelmatige resolutie gebruikt kun-
nen worden om betrouwbare gedetailleerde chemische abundanties van YMCs te meten op
afstanden tot maar liefst ≥ 5 Mpc.
• Voor de YMC in NGC 1313 vinden we dat de abundantie van alle gemeten –-elementen (Ti,
Ca en Mg) gelijk zijn aan de waarde in de Zon binnen ≥0.1 dex, zoals verwacht voor relatief
jonge populaties van sterren. Onze metingen komen ook overeen met zuurstofabundanties
gemeten voor meerdere HII gebieden in de nabijheid van NGC 1313-379.
• Binnen de context van chemische evolutie lijkt NGC 1313 veel op meerdere goed bestudeerde
sterrenstelsels met continue stervormingsgeschiedenis (bijvoorbeeld de Melkweg en de LMC).
• in het geval van NGC 1705-1 nemen we – abundanties (Ti, Ca en Mg) waar die hoger zijn dan
in de Zon, met verhogingen vergelijkbaar met die in de oude sterpopulaties in de Melkweg.
Deze verhoging is echter voorspeld door chemische evolutiemodellen [Romano et al., 2006]
die de stervormingsgeschiedenis voor NGC 1705 van Annibali et al. [2003] meeneemt. De
waargenomen supersolaire [–/Fe]-verhouding zijn mogelijk geproduceerd door een periode
van stervorming 3-35 Myr geleden, direct voor de vorming van NGC 1705-1.
• Over het algemeen zouden de waargenomen verhoogde – abundanties kunnen duiden op een
onregelmatiger stervormingsverleden dan welke in de Melkweg heeft plaatsgevonden.
In Hoofdstuk 2 onderzoeken we een omgeving met een hoog metaalgehalte, met als doel het
metaalgehalte te analyseren met het geïntegreerde licht van 8 YMCs, verdeeld over het spiraal-
stelsel NGC 5236. Onze belangrijkste bevindingen zijn de volgende:
• We laten zien dat analyse van het geïntegreerde licht succesvol kan worden gebruikt bij
spectra van middelmatige resolutie van YMCs in omgevingen met hoog metaalgehalte (hoger
dan in de Zon).
• Na het verkrijgen van precieze metaalgehaltes voor een sample van 8 YMCs, vergelijken we
onze metingen met onafhankelijke metingen van stellaire metaalgehaltes and laten zien dat
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deze uitstekend overeenkomen. Dit is vooral bemoedigend omdat we bewijzen dat YMCs
een goed alternatief bieden voor de methode die HII gebieden gebruikt om metaalgehaltes,
en gradiënten te bepalen in stervormende sterrenstelsels, en zo het langstaande raadsel van
systematische onzekerheden uit de weg ruimen.
• Wanneer we onze metaalgehaltes met modellen voor chemische evolutie vergelijken vinden
we de beste overeenkomst als de centrale regio’s van het sterrenstelsel geen inval van mate-
riaal ondergaan, en slechts een klein verlies van materiaal door galactische winden.
We keren terug naar de traditionele studies van bolvormige sterrenhopen in extragalactische
omgevingen, behalve dat we gebruik maken van middelmatige resolutie spectroscopie, in tegen-
stelling tot de gebruikelijke spectra van hoge dispersie zoals gebruikt in gedetaillerde analyse van
chemische samenstelling. In Hoofdstuk 3 richten we ons op de analyse van bolhopen in het
elliptische sterrenstelsel NGC 5128 (Centaurus A). De hoogtepunten van dit werk zijn:
• Het werk in dit hoofdstuk is de uitgebreidste studie naar chemische abundanties in het
systeem van bolhopen in NGC 5128, inclusief metingen van de abundanties van –- (Ti, Ca
en Mg), lichte (Na) en Fe-piek (Cr, Mn en Ni) elementen.
• Kwantitatief vinden we een ietwat verhoogde gemiddelde [–/Fe]-verhouding voor bolhopen
met [Fe/H]<-0.75 dex vergeleken met de waargenomen verhoudingen in bolhopen van de-
zelfde metalliciteit in de Melkweg. Dit kan wijzen op een een andere IMF, die licht helt
naar hogere massa’s. Om deze verrijking te bevestigen zijn we van plan onze analyse uit
te breiden tot een groter sample, met waarnemingen van hogere signaal-ruis-verhouding om
de onzekerheidsmarges te verkleinen.
• We vinden aanwijzingen dat de variaties van ster tot ster in sommige bolhopen in NGC
5128 met verhoogde [Na/Fe]-verhouding gelijk aan wat is gemeten in sommige sterclusters
in onze Melkweg. Daarom concluderen we dat het mechanisme dat verantwoordelijk is voor
het voorkomen van meerdere populaties ook plaats heeft gevonden in de vorming en evolutie
van bolhopen in NGC 5128.
Bronnen van Reïonisatie
De meest algemeen geaccepteerde kandidaat voor de verantwoordelijkheid voor het reïoniseren van
het Heelal na de kosmische ‘Dark Ages’ zijn stervormende sterrenstelsels. Hoewel de waargenomen
heldere stervormende sterrenstelsels niet voldoende zijn voor reïonisatie van het Heelal voor een
roodverschuiving z ≥ 6 [Steidel et al., 2001; Iwata et al., 2009; Robertson et al., 2013], heerst het
geloof dat de minder heldere lagere-massa stervormende sterrenstelsels verantwoordelijk zijn voor
het grootste deel van de straling die het heelal reïoniseerde [Ouchi et al., 2009; Bouwens et al.,
2015]. Om deze sterrenstelsels in staat te stellen het Heelal te reïoniseren moet een voldoende
hoge fractie van de ioniserende straling kunnen ontsnappen, van de orde van 10-20% [Ouchi et al.,
2009; Robertson et al., 2013, 2015].
Omdat directe metingen van de ontsnappingsfractie van ioniserende straling van sterrenstel-
sels op hoge roodverschuiving nogal moeilijk zijn vanwege hun lage helderheid, toenemende ISM
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ondoorzichtgheid en mogelijke inmenging van lagere-roodverschuiving voorgrondbronnen [Van-
zella et al., 2010a; Inoue et al., 2014], richten studies zich tegenwoordig op de identificatie van
lage-roodverschuiving analogieën van deze populaties. Recente studies met de Cosmic Origins
Spectrograph aan boord van de Hubble Ruimtetelescoop hebben ontsnappingsfracties van wel
≥ 46% gemeten [Borthakur et al., 2014; Leitherer et al., 2016; Izotov et al., 2016a,b, 2018]. Zulke
hoge waarden zijn bemoedigend voor het bewijs dat stervormende sterrenstelsels inderdaad de
voornaamste bron van reïonisatie van het Heelal waren. Het doel is om vergelijkbare ontsnap-
pingsfracties van Lyman continuümstraling, fesc(LyC) te meten in een statistisch representatief
sample.
De laatste twee hoofdstukken van dit proefschrift wijden zich aan het onderzoeken of stervor-
mende sterrenstelsels het Heelal reïoniseerden, door verscheidene locale ‘starburst’ sterrenstelsels
te bestuderen. De analyse zoals gedaan in Hoofdstuk 4 & 5 gebruikt spectroscopische waarne-
mingen gedaan met de ruimtespectrograaf COS. Hieronder beschrijven we de hoogtepunten van
ons werk die relevant zijn voor het onderzoek naar de bronnen van reïonisatie.
In Hoofdstuk 4 bestuderen we drie nabije stervormende sterrenstelsels die al eerder aange-
toonde galactische winden ondergaan. Zulke fenomenen in stervormende sterrenstelsels worden
geacht het ontsnappen van ioniserende straling te faciliteren. Dit zijn onze voornaamste bevin-
dingen:
• Ons werk aan nabije stervormende sterrenstelsels laat zien dat deze objecten goede trai-
ningsets zijn voor de studie van het lekken van Lyman continuümstraling. Zo ook tonen
de veranderingen aan de standaard COS pipeline die gemaakt zijn als onderdeel van onze
analyse aan dat COS een geschikt instrument is voor het bestuderen van Lyman continu-
ümwaarnemingen in het nabije heelal.
• De waargenomen nabije starburst sterrenstelsels hebben een absolute ontsnappingsfractie
van fabs(LyC) . 7%. Echter, zonder de aanwezige extinctie door stof zouden deze stelsels
ontsnappingsfracties zo hoog als frel(LyC) . 60% hebben. Dit impliceert dat de ontsnap-
pingsfracties die nodig zijn willen stervormende sterrenstelsels het Heelal reïoniseren bereikt
kunnen worden door deze starbursts, in de afwezigheid van extinctie door stof.
In Hoofdstuk 5 continueren we ons onderzoek naar de bronnen van reïonisatie, maar nu
met een sample van 7 stervormende sterrenstelsels die minder helder zijn dan diegene in recente
publicaties over Lyman continuümstraling ontsnappingsfracties. In dit hoofdstuk bestuderen we
niet alleen de Lyman continuümstraling, maar analyseren we ook de Lyman – profielen en ont-
snappingsfracties. De belangrijkste resultaten zijn:
• We detecteren Lyman – in 4 van de 7 stelsels. Een gedetailleerde analyse van de Lyman –
emissie laat zien dat drie van deze sterrenstelsels een profiel met een dubbele piek vertonen,
die gescheiden worden door 275 tot 655 km s≠1. De relatief hoge piekscheidingen voor twee
van deze stelsels wijst op mogelijke afwezigheid van het lekken van Lyman continuümstra-
ling.
• We schatten de Lyman – ontsnappingsfractie op fesc(Ly–) . 13%. Dit is met name belang-
rijk omdat voor andere Lyman continuümstraling lekkende stelsels fesc(Ly–) & 20%. Dit
kan ook duiden op een afwezigheid van het lekken van Lyman continuümstraling.
230
Samenvatting
• van de gecombineerde spectra van alle 7 stelsels leiden we een conservatieve 2‡ bovengrens
in zowel absolute als relatieve ontsnappingsfractie af van fabs(LyC) < 20% en frel(LyC)
< 30%. Onze metingen wijzen erop dat de sterrenstelsels in dit scenario optisch dik zijn voor
Lyman continuümstraling, wat betekent dat het grootste deel van de ioniserende straling in
het sterrenstelsel zelf gevangen zit.
Vooruit kijkend...
Het gedetailleerde werk aan chemische samenstelling gepresenteerd in dit proefschrift is gedaan
met waarnemingen met X-Shooter, een spectrograaf op de Very Large Telescope. We merken
op dat de waarnemingen zoals geanalyseerd in Hoofdstukken 1, 2 en 3 zijn verkregen met
een belichting van minder dan een uur, en in sommige gevallen minder dan 30 minuten. In de
toekomst zijn we van plan een groter sample bolhopen in NGC 5128 te bestuderen met langere
belichting, om zo de onzekerheden in de metingen van chemische abundanties te reduceren. Met
zulke waarnemingen hopen we te bevestigen dat de IMF of de stervormingsgeschiedenis in NGC
5128 anders of juist hetzelfde zijn als die in onze Melkweg.
We geloven dat de analyse van waarnemingen van geïntegreerd licht van YMCs een sterke en
onafhankelijke tool zijn voor studies naar het metaalgehalte in extragalactische omgevingen, die
een welkom alternatief bieden voor HII technieken. Daarnaast hebben we laten zien dat middel-
matige resolutie waarnemingen een sterke tool zijn voor gedetailleerde analyse van abundanties in
zowel jonge als oude populaties, en we zien uit naar het combineren van YMC studies met die van
bolhopen, en hiermee inzicht te verkrijgen in de evolutie van sterrenstelsels op een doorlopende
kosmische tijdlijn.
Alles bij elkaar genomen laten onze gedetailleerde resultaten betre ende de abundanties zien
dat dit type analyse momenteel haalbaar is met huidige instrumentatie tegen lage kosten (wat
betreft waarneemtijd). De volgende generatie telescopen, de Extreem Grote Telescopen (ELTs)
staan daarentegen hogere signaal-ruis-verhoudingen toe in spectroscopische waarnemingen van
cluster zwakker dan V = 21 met slechts een paar uur belichting. Zulke waarnemingen zullen
geschikt zijn voor de gedetaileerde analyse zoals uitgevoerd in een deel van dit proefschrift. Bo-
vendien hebben de mulitplexing mogelijkheden van spectrografen op de ELTs een e ciëntie die
momenteel niet haalbaar is met de huidige telescopen. De volgende generatie instrumenten laat
e ciënte waarnemingen van ruim duizend bolhopen in NGC 5128 [Woodley et al., 2010; Harris
et al., 2012; Taylor et al., 2016] en meer dan 100 clusters in sterrenstelsels zo ver als het Sombrero-
stelsel [Spitler et al., 2006] toe. We zien uit naar het combineren van fotometrische waarnemingen
met spectroscopische data, beide genomen met ELT instrumentatie, omdat we ervan overtuigd
zijn dat deze meer en meer essentiële informatie geven over de chemische verrijking van andere
sterrenstelsels. De toekomst is helder voor sterrenhopen en sterrenstelsels zelf.
Het werk gepresenteerd in de laatste twee hoofdstukken van dit proefschrift richt zich op het
beantwoorden van de volgende vraag: W at zijn de bronnen van reïonisatie? Ook al zijn we een
stap dichter bij het beantwoorden van die vraag, er is nog steeds ruimte voor meer werk dat ge-
daan kan worden om te bevestigen dat stervormende sterrenstelsels inderdaad de bronnen zijn die
verantwoordelijk zijn voor de ioniserende straling die de Dark Ages liet eindigen. Zoals aangege-
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ven in dit proefschrift heeft het COS instrument aan boord van Hubble met zijn gevoeligheid bij
korte golflengte (⁄<1100 Å) ons in staat gesteld directe Lyman continuümwaarnemingen te doen
aan nabije starburst stelsels die dit vakgebied transformeren. Dit type waarnemingen zijn vaak
gelimiteerd door achtergrondruis in de detector. Dit is een extra kritiek geval, omdat dat de ach-
tergrondruis in COS zowel in tijd als van pixel tot pixel op de detector varieert, mede afhankelijk
van de activiteit van de Zon. Als je bedenkt dat er tot de volledige ontwikkeling van de Large Ul-
traviolet/Optical Infrared (LUVOIR) telescoop, geen vooruitzichten zijn voor astronomie met een
integrale dekking van UV golflengten, willen we graag de grenzen van COS blijven verleggen zolang
deze nog operationeel is. Om de calibratie van de producten van COS data verder te optimalise-
ren, en om de waarnemingen die door Poissonruis worden gelimiteerd verder tegemoet te komen,
zijn we van plan software te ontwikkelen om op de waarnemingen bij lage signaal-ruisverhouding
een statistische achtergrondcorrectie toe te passen (een donkere correctie die rekening houdt met
de waarschijnlijkheid van events volgens een Poissonverdeling). Voor zulke software hebben we
een gedetailleerde karakterisatie van de achtergroundruis nodig op een pixel-voor-pixel basis. Met
zulke software kunnen we de Lyman continuümstraling van zwakke sterrenstelsels in het nabije
heelal analyseren, zonder gelimiteerd te worden door de achtergrondruis in de detector.
Met dit proefschrift hopen we te hebben bijgedragen aan het onderzoek naar sterrenstelsels in
het algemeen. Wij geloven dat het hier gepresenteerde werk laat zien dat sterrenstelsels inderdaad
een krachtig middel zijn voor het begrijpen van het Heelal in zijn geheel.
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El trabajo presentado en esta tesis está enfocado en el estudio de las galaxias, cubriendo dos temas
principales: Historias del Enriquecimiento Químico y Fuentes de la Reionización. Siendo nuestras
metas principales el aprender sobre la evolución químicamente de diferentes galaxias, y verificar
si las galaxias fueron la fuente principal para reionizar el Universo, aquí analizamos observaciones
espectroscópicas de observatorios espaciales (usando el telescopio espacial Hubble), y terrestres
(utilizando el telescopio en Chile, Very Large Telescope).
Historias del Enriquecimiento Químico de Galaxias
Hoy en día tenemos una imagen muy detallada sobre la evolución química de nuestra galaxia, la
Vía Láctea. A través del estudio de abundancias químicas individuales de diferentes estrellas en
la Galaxia, podemos entender su historia completa. Sabemos que la evolución química en una
galaxia esta directamente conectada a su historia de formación de estrellas y su función inicial
de masas [FIM, Tinsley, 1979; Pagel, 1998; Matteucci, 2003]. Una proporción de abundancia
químicas de gran interés cuando se estudia la formación de estrellas y las historias químicas de
una determinada galaxia es la siguiente: [–/Fe]. Los elementos – se producen en el núcleo de las
estrellas con masas mas altas (M>M§), y son expulsados al medio interestelar (MI) a través de
supernovas tipo II. En comparación de los elementos –, Fe (hierro) se produce primordialmente
en supernovas tipo Ia. Una vez teniendo este conocimiento entonces podemos predecir que las
estrellas que se formaron poco después de que el ambiente haya sido enriquecido por supernovas
de tipo II, entonces tendrán una composición rica en elementos –. Estrellas que se formaron
después de que las supernovas tipo Ia hayan enriquecido el MI, entonces tendrán altos contenidos
de abundancias de Fe (hierro), y consecuentemente una baja proporción de [–/Fe]. En las estrellas
encontradas en la aureola galáctica podemos observar altas proporciones de [–/Fe], con valores
alrededor de ≥ +0.4 dex [McWilliam, 1997]. Estas proporciones observadas son consistentes con
un episodio en donde la ráfaga inicial de formación de estrellas tiene una FIM estándar justo
antes de que la primer supernova de tipo Ia estalle, y enriquezca el medio interestelar con grandes
cantidades de Fe [Matteucci, 2003].
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Debido a la cantidad de información que podemos extraer con tan solo estudiar la composi-
ción química de las estrellas, para aprender sobre la evolución química de otras galaxias espirales
(similares a la Vía Láctea), galaxias elípticas, galaxias enanas esferoidales, y otras mas, necesita-
mos medir muy detalladamente las abundancias químicas de poblaciones estelares extragaláctica.
Con la instrumentación que actualmente tenemos disponible, obtener abundancias químicas de
estrellas individuales a distancias de millones de años luz se convierte en un verdadero reto. Para
estudiar la composición de poblaciones estelares fuera de la Vía Láctea, y mas allá del Grupo
Local, podemos analizar la luz integrada de cúmulos estelares.
En esta tesis exploramos la factibilidad y potencial de las observaciones de luz integrada con
resoluciones intermedias, R<10,000, con el objetivo de medir abundancias detalladas de cúmulos
estelares con edades desde ≥12 millones de años, hasta ≥ 12 billones de años. Queremos resaltar
que anteriormente al trabajo presentado en esta tesis, estudios detallados de abundancias estaba
limitados a observaciones espectroscópicas con las mas altas resoluciones, R &20,000. A conti-
nuación presentamos los principales hallazgos de nuestro trabajo concerniente al enriquecimiento
químico de galaxies.
Enseguida detallamos los puntos principales del trabajo presentado en el Capítulo 1 donde
presentamos el estudio de dos poblaciones de estrellas jóvenes, NGC 1313-379 y NGC 1705-1:
• Demostramos que observaciones espectroscópicas con resoluciones intermedias pueden ser
útiles para medir abundancias detalladas fiables de poblaciones de estrellas jóvenes a dis-
tancias de alrededor de 17 millones de años luz.
• Para la población en la galaxia NGC 1313 encontramos que todos los elementos – (Ti, Ca,
y Mg) tienen valores similares a abundancias solares. Estos resultados ya se predecían con-
siderando la edades tan cortas de esta población de estrellas. Nuestras mediciones están en
acuerdo con abundancias de Oxigeno estimadas en varias regiones H ii localizadas próximas
a NGC 1313-379.
• Desde el contexto de la evolución química de la galaxia NGC 1313, ésta se asemeja a varias
galaxias ya estudiadas, en donde se estipula que sus historias de formación de estrellas fue
continua, en lugar de pausada.
• En el caso de NGC 1705-1 observamos que las abundancias de los elementos – (Ti, Ca, y
Mg) tienen valores super-solares, comparables a abundancias observadas en poblaciones de
estrellas antiguas en la Vía Láctea. Aunque los valores medidos son altos, tales abundancias
se predicen en los modelos de evolución química [Romano et al., 2006] que incorporan
las historias de formación de estrellas específicamente de la galaxia NGC 1705 [Annibali
et al., 2003]. Los valores super-solares que observamos en las proporciones de [–/Fe] fueron
producidos por un episodio de formación estelar ocurrido hace 3-35 millones de años atrás,
justo antes de la formación de NGC 1705-1.
• En general, las altas abundancias medidas en NGC 1705 indican que la historia de formación
estelar fue mas explosiva que lo que se observa en la Vía Láctea.
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En el Capítulo 2 exploramos un ambiente con metalicidad alta, realizando un estudio pro-
fundo de metalicidades analizando la luz integrada de 8 poblaciones de estrellas jóvenes distribui-
das a través de la galaxia espiral NGC 5236. Nuestros hallazgos principales son los siguientes:
• Comprobamos que el análisis de luz integrada puede ser aplicado exitosamente en espectros
de resoluciones intermedias específicamente en estudios de ambientes con metalicidades altas
(mas altas que solares).
• Obtuvimos metalicidades precisas de un conjunto de 8 poblaciones estelares diferentes, y
comparamos nuestras mediciones con estudios independientes de metalicidad en NGC 5236
en donde encontramos excelente acuerdo entre los diferentes estudios. Estos resultados son
especialmente motivadores ya que comprobamos que las poblaciones de estrellas jóvenes
pueden ser utilizadas como métodos alternativos a el tradicional análisis de regiones H ii
para estudiar metalicidades extragalácticas, removiendo el problema causante de errores
sistemáticos.
• Comparando nuestras mediciones de metalicidad con modelos de evolución química encon-
tramos que el mejor acuerdo reside en un modelo donde las regiones centrales de la galaxia
no adquieren materia nueva, al contrario pierde un porcentaje de su materia total debido a
vientos galácticos.
Ahora regresamos al estudio tradicional de cúmulos globulares (poblaciones de estrellas an-
tiguas) en ambientes extragalácticos, excepto que continuamos usando observaciones con resolu-
ciones intermedias, en comparación con el análisis típico con espectros de alta resolución. En
el Capítulo 3 enfocamos nuestro análisis en 20 cúmulos globulares en la galaxia elípticas gi-
gante con el nombre de NGC 5128 (o Centaurus A). Los puntos importantes de este trabajo los
presentamos a continuación:
• El trabajo en este capitulo es el estudio mas extenso dedicado a abundancias detalladas del
sistema de cúmulos globulares en NGC 5128. Este análisis incluye mediciones de abundan-
cias de elementos – (Ti, Ca, y Mg), metales alcalinos (Na), y elementos pesados (Cr, Mn,
y Ni).
• Cuantitativamente encontramos un promedio de proporción de [–/Fe] ligeramente mas alto
en las mediciones de cúmulos globulares con metalicidades de [Fe/H]< ≠0.75 dex habitando
NGC 5128 que lo que se observa actualmente en la Vía Láctea. Esto puede estar indicando
una diferencia en la FIM, donde la función contiene mas masas altas. Para confirmar que los
valores realmente son ligeramente mas altos en NGC 5128 que en la Vía Láctea planeamos
expandir nuestro análisis a una muestra mas grande, incrementando los valores en la señal
de las observaciones para poder reducir la magnitude de los errores en nuestras mediciones.
• Encontramos evidencia de variaciones de diferentes estrellas en ciertos cúmulos globulares en
NGC 5128, con aumentos en las proporciones de [Na/Fe] similar a lo que se ha observado en
algunos cúmulos de estrellas en nuestra Galaxia. Esto nos lleva a concluir que el mecanismo
responsable por la presencia de poblaciones múltiples, también formo parte en la evolución
de los cúmulos globulares en la galaxia NGC 5128.
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Fuentes de Reionización
El candidato comúnmente aceptado por ser responsable de la reionización del Universo después
de la Epoca Obscura cósmicas son las galaxias con formación estelar activa. Apesar de que las
galaxias activas luminosas identificadas hasta hoy son insuficientes para completar la reionizacion
del Universo para corrimiento al rojo con valor de z ≥6 [Steidel et al., 2001; Iwata et al., 2009;
Robertson et al., 2013], se cree que las galaxias activas poco luminosas y de poca masa son las
responsables del mayor monto de radiación reionizante del Universo [Ouchi et al., 2009; Bouwens
et al., 2015]. Para poder reionizar el Universo, estas galaxias activas necesitarían haber permitido
el escape de una alta fracción de su radiación ionizante, con fracciones alrededor del 10-20 %
[Ouchi et al., 2009; Robertson et al., 2013, 2015].
Debido a que mediciones directas de la fracción de escape de la radiación ionizante de galaxias a
distancias muy grandes, o con valores de corrimiento al rojo muy altos, son muy difícil de obtener
debido a la baja luminosidad, incremento de la opacidad causada por el medio interestelar, y
posible contaminación causada por objetos cercanos [con valores de corrimiento al rojo bajos,
Vanzella et al., 2010a; Inoue et al., 2014], los estudios hoy en día intentan identificar poblaciones
de galaxias similares pero localizadas a distancias mas cortas (con valores de corrimiento al rojo
bajos). Estudios recientes utilizando el Espectrógrafo de Origines Cósmicos (COS), a bordo del
Telescopio Espacial Hubble (HST), han obtenido mediciones de la fracción de escape con valores
de hasta ≥46 % [Borthakur et al., 2014; Leitherer et al., 2016; Izotov et al., 2016a,b, 2018]. Tales
valores tan altos son motivadores con respecto a la comprobación de que galaxias activas fueron
verdaderamente la fuente principal en la reionización del Universo. El objetivo principal es el de
obtener fracciones de escape del continuo de radiación de Lyman, fesc(LyC), similares, en una
muestra estadísticamente representativa.
Los dos últimos capítulos de esta tesis esta dedicados a explorar si en verdad las galaxias
activas reionizaron el Universo a través del estudio de ciertas galaxias locales con brotes estelares.
El análisis realizado en los Capítulos 4 & 5 utiliza observaciones espectroscopicas tomadas con
el espectrógrafo espacial COS. En seguida describimos los hallazgos de nuestro trabajo relevantes
a la investigación de la fuente de reionización.
En el Capítulo 4 estudiamos tres galaxias locales con brotes estelares previamente identi-
ficadas por tener vientos galácticos. Se espera que tales vientos faciliten el escape de radiación
ionizante. Aquí nuestros resultados:
• Nuestro trabajo en galaxias locales con brotes estelares muestra que estos objetos son ex-
celentes para entrenar los métodos que estudian el escape de radiación de continuo Lyman.
Similarmente, los cambios a los programas de reducción de observaciones de COS incorpo-
rados como parte de nuestro análisis muestran que este instrumento es mas que capaz para
investigar el continuo Lyman en observaciones del universo local.
• Las galaxias locales estudiadas aquí tienen fracciones de escape absolutos con valores de
fabs(LyC) =. 7%. Queremos recalcar que en la ausencia de absorción causada por polvo,
estas galaxias tuviesen fracciones de escape con valores tan altos como fabs(LyC)=.60%.
Esto significa que las fracciones de escape requeridas para que las galaxias activas reionizen
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el Universo pudieran ser alcanzadas por las mismas galaxias estudiadas aquí, en la ausencia
de polvo.
En elCapítulos 5 continuamos con la investigación de la fuente principal de reionización, pero
ahora estudiamos una muestra de galaxies nueva conformada por 7 galaxias con brotes estelares
con menos luminosidad que las galaxias que se han investigado previamente. En este capitulo
no solamente estudiamos la radiación del continuo de Lyman, sino que también analizamos los
perfiles de Lyman – y las fracciones de escape de Lyman –, fesc(Ly–). Nuestras conclusiones
principales son la siguientes:
• Detectamos emisión de Lyman – en 4 de las 7 galaxias estudiadas. Con un detallado análisis
de la emisión de Lyman – demostramos que tres de estas galaxias tienen perfiles dobles,
con separaciónes de 255 a 655 km s≠1. Las altas separaciones de los perfiles de dos de estas
galaxias indican una posible ausencia de escape de radiación del continuo de Lyman.
• Estimamos una fracción de escape de radiación de Lyman – con valores de fesc(Ly–) .13%.
Este valor es particularmente importante ya que otras galaxias que se ha comprobado dejan
escapar radiación del continuo Lyman tienen fracciones de escape de Lyman – de fesc(Ly–)
& 20 %. Esto puede ser indicio de una ausencia de escape de radiación de Lyman continuo.
• Del espectro creado atraves de la combinación de las 7 galaxias, inferimos limites de 2‡ en
la fracción de escape absoluta y relativa con valores de fabs(LyC) <20% y frel(LyC) <30
%. Nuestras mediciones indican que en este caso, las galaxias tienen una opacidad muy alta
a la radiación de continuo de Lyman, lo cual significa que la mayor parte de la radiación
ionizante se queda atrapada en las mismas galaxias.
Una vista al Futuro
El trabajo presentado en esta tesis dedicado a obtener abundancias detalladas se practico uti-
lizando observaciones tomas con el espectrógrafo X-Shooter, montado en el telescopio de Chile,
Very Large Telescope. Queremos resaltar que las observaciones analizadas en los Capítulos 1, 2
y 3 se obtuvieron con un tiempo de integración de menos de una hora, y en algunos casos menos
de 30 minutos. En un futuro planeamos analizar una muestra mas grande de cúmulos globulares
en la galaxia NGC 5128, incrementando el tiempo de integración, y con esto poder reducir los er-
rores en nuestras mediciones de las diferentes abundancias. Con tales observaciones intentaremos
confirmar si realmente la función inicial de masas, o la historia de formación de estrellas en NGC
5128 fue distinta o se compara a la que observamos en la Vía Láctea.
Creemos que el análisis de las observaciones de luz integrada de poblaciones de estrellas jóve-
nes es una herramienta fuerte e independiente para remozar estudios de metalicidad en ambientes
extragalácticos, proveyendo una técnica alternative a la que se utiliza en regiones H ii. Adicional-
mente, habiendo demostrado que las observaciones con resoluciones intermedias son mismamente
una herramienta fuerte para analizar detalladamente abundancias en poblaciones de estrellas jóve-
nes y antiguas, esperamos en un futuro combinar estudio con poblaciones de estrellas jóvenes con
estudios de poblaciones de estrellas antiguas. Tal combinación nos permitirá observar la evolution
de galaxias atraves de una line en el tiempo continua.
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En general, nuestros resultados respecto a las abundancias detalladas de cierto elementos quí-
micos prueban que este tipo de análisis es actualmente factible utilizando la instrumentación de
hoy en día, a un bajo costo (con respecto al tiempo). La siguiente generación de telescopios, esa
de telescopios extremadamente grandes (ELTs), nos permitirá observaciones espectroscópicas con
niveles de señal altos para cúmulos con luminosidades tan bajas, alrededor de V =21, en tan solo
un par de horas de integración. Estas observaciones estarán equipadas para realizar análisis detal-
lado como el que se presento en esta tesis. Las multiples capacidad de los espectrógrafos en estos
ELTs tendrán una eficiencia que actualmente no se puede alcanzar con la instrumentación de hoy
en día. La siguiente generación de instrumentos nos permitirá observaciones eficientes de mas the
miles de cúmulos globulares en NGC 5128 [Woodley et al., 2010; Harris et al., 2012; Taylor et al.,
2016], y mas de 100 cúmulos en galaxias a distancias tan grandes como la de la galaxia Sombrero
[Spitler et al., 2006]. Esperamos con ansiedad el poder combinas las observaciones fotométricas,
con esas de espectroscopia, tomadas con instrumentos de estos telescopios extremadamente gran-
des que estamos seguros continuarán proveyendo información sobre el enriquecimiento químico de
otras galaxias. El futuros es brillante para cúmulos de estrellas y para las mismas galaxies.
El trabajo presentado en los dos últimos capítulos de esta tesis tenia como objetivo el encontrar
una respuesta para la siguiente pregunta: ¿Cual fue la fuente principal que reionizó el Universo?
A pesar the que nos hemos estado acercando a la respuesta, aun hay trabajo por haces para
confirmar que las galaxias activas en realidad fueron la fuente responsable de la radiación ionizante
que terminó la Epoca Obscura. Como lo mencionamos en esta tesis el instrumento en Hubble,
COS, con su sensibilidad en longitudes de onda bajas (⁄ < 1100 å) ha permitido observaciones
directas del continuo de Lyman in galaxias locales con brotes estelares, transformando este campo.
Este tipo de observaciones están mas que nada limitadas por el ruido procedente del detector.
Este es un problema particularmente delicado ya que la corriente negra del detector de COS
(ruido del detector) varía temporal y espacialmente (de pixel a pixel), conectado también a la
actividad Solar. Considerando que hasta que el telescopio Large Ultraviolet/Optical Infrared
(LUVIOR) se construya totalmente, no hay prospectos en astronomía con cobertura de longitudes
de onda en el rango de UV, nos gustaría continuar cambiando los limites del instrumento COS
mientras siga operando exitosamente. Para continuar optimizando la calibración de los productos
de COS, y para beneficiar esas observaciones limitadas por ruido intrínseco al detector, planeamos
trabajar en el desarrollo de código que mejore las observaciones con poca señal aplicando una
corrección estadística (una corrección donde se considere la probabilidad de eventos basada en
una distribución de Poisson). Para tal código vamos a requerir una caracterización detallada del
ruido del detector. Con tal código, observaciones de galaxias con poca luminosidad en el universo
local podrán ser analizadas para medir la radiación del continuo Lyman sin tener que ser limitadas
por el ruido del detector.
Con esta tesis esperamos haber contribuido al estudio general de las galaxias. El trabajo
presentado aquí, realmente creemos que demuestra que las galaxias son una herramienta extre-
madamente potente para estudiar la evolución del Universo en su totalidad.
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Being complex systems containing vast amounts of gas, dust, and stars, 
galaxies allow us to study the Universe in great detail. It is inside these 
systems that stars form, and transform the simplest of elements, hydrogen, 
into heavy elements essential for life as we know it. In this thesis I dissect 
galaxies in an effort to obtain clues to both, their chemical evolution 
histories and insight into the main sources that reionized the Universe. 
The work presented here exploits spectroscopic observations acquired 
with both the ESO Very Large Telescope (VLT) and the Hubble Space 
Telescope (HST).
Using star clusters I investigate the chemical histories of different 
galaxies, as well as the formation and evolution of the clusters themselves. 
Through the study of the chemical composition of stellar populations, 
I obtain insight into the star formation histories of the host galaxies.
Similarly, galaxies are such powerful laboratories where we investigate 
the sources that may have reionized the Universe after the Dark Ages. 
In this thesis I analyze spectroscopic data of  starburst galaxies in an 
effort to confirm if star-forming galaxies were indeed the main contributors 
in the  epoch of reionization.
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