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RESUME 
La ville de Montreal puise son eau brute dans le fleuve St-Laurent au niveau de Ville 
Lasalle. La qualite de l'eau brute en termes de turbidite et de contamination fecale, 
place cette source dans la categorie d'excellente qualite ('Bin 1' de l'USEPA) 
necessitant un traitement minimal. Toutefois, la source est sujette a des augmentations 
significatives de turbidite de courte duree au printemps et a l'automne. La filiere 
actuelle comporte des filtres a sable non assistes chimiquement dont la sortie est 
influencee par la turbidite a l'eau brute. Une autre option de traitement consiste a 
ajouter une etape de coagulation/floculation en amont des filtres (filtration directe). 
Dans ces deux cas, les fluctuations de turbidite a l'eau brute ont des repercussions 
directes sur l'ajustement des traitements et sur la qualite de l'eau filtree. Afin de 
rencontrer les normes du RQEP, la Ville doit pouvoir assurer une valeur de turbidite 
inferieure a un certain seuil, soit 1 UTN en moyenne mobile mensuelle pour la 
filtration non assistee chimiquement. La presente etude consiste a fournir un outil de 
prediction des valeurs de turbidite pour une journee a l'avance pour l'eau brute et 
l'eau filtree, et ceci pour les deux usines de traitement (Atwater et Charles J. Des 
Baillets). L'utilisation de cet outil permettrait de mettre en place des moyens 
preventifs pour minimiser 1'impact des pointes de turbidite transitoires. Ainsi, par 
exemple, en cas de depassement annonce aux normes du RQEP, on pourrait considerer 
la diminution des charges superficielles de filtration, l'ajout de coagulants d'appoint, 
etc. 
Les parametres influencant la turbidite a l'eau brute de Montreal ont deja ete 
determines par des travaux anterieurs (Tremblay, 2004). Ce projet vise a batir un 
modele de reseau de neurones artificiels (RNA) plus precis et plus robuste de 
prediction de la turbidite a la prise d'eau de Des Baillets; puis, d'envisager son 
implantation en ligne afin de fournir un outil de gestion proactif des evenements 
turbides. 
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Les conclusions des travaux menes identifient comme causes explicatives majeures les 
variables de rapport de melange Outaouais fleuve St-Laurent et de tempetes de vent, 
respectivement pour les saisons printemps et automne. Un index de saison fut utilise 
constamment en tant qu'entree pertinente aux modeles developpes. 
Le present projet se base sur une plus grande quantite de donnees disponibles (1996-
2006 au lieu de 1998-2001), ainsi qu'un decoupage en modeles saisonniers. De plus, 
le couplage des modeles de classification et de regression permet d'augmenter les 
performances accessibles. Les modeles de classification detectent des depassements 
par rapport a des seuils de turbidite specifies, alors que le modele de regression donne 
une information sur le sens de variation et Pintensite d'un evenement turbide. La 
creation de ces sous modeles specifiques a une saison et a une plage de turbidite fait 
accroitre les performances. A l'aide des travaux anterieurs et d'une revue de litterature 
sur l'utilisation des reseaux de neurones en hydrologie, une methodologie adaptee aux 
besoins de ce projet a ete developpee. Les chiffres donnees ci-apres se basent sur un 
ensemble de donnees dites « Test », donnees n'ayant pas servi a la calibration des 
modeles. 
Pour l'eau brute a l'usine Des Baillets, le modele printanier montre au moins 91,1% de 
classification correcte pour le seuil 4 UTN, et un coefficient de correlation de 0,92 
pour le modele regressif. A l'automne, les performances sont un peu moins bonnes 
mais atteignent tout de meme 87,1% de classification correcte et une correlation de 
0,78. 
Concernant l'eau brute a Atwater, elle est fortement correlee avec la qualite de l'eau 
brute a Des Baillets deux jours auparavant. Des modeles regressifs lineaires 
saisonniers ont suffi a obtenir des correlations de l'ordre de 0,93 et 0,84 
respectivement pour le printemps et l'automne. 
Vll l 
La turbidite en sortie des filtres variant lentement, un pas de temps journalier fut 
adopte. Sa valeur la veille s'avere etre un bon indicateur de la traitabilite de l'eau. 
Couple aux parametres de qualite de l'eau brute, les correlations a Des Baillets sont 
autour de 0,91 et 0,90, respectivement pour le printemps et l'automne. Pour Atwater, 
ces chiffres montent jusqu'a 0,97 et 0,94 respectivement. 
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ABSTRACT 
The main drinking water intake for the City of Montreal feeding the Charles J. Des 
Baillets and Atwater water treatment plants is located in the Saint-Lawrence River 
channel, near Ville Lasalle. In terms of turbidity and faecal contamination, the raw 
water quality is considered to be excellent, fitting in the 'Binl' of the USEPA long 
term II regulations. The needed credits for the removal of Cryptosporidium and 
Giardia can be achieved through a combination of disinfectants including ozonation, 
chlorination, and of UV inactivation. The current Quebec regulations allow for non 
chemically assisted filtration, if no disinfection credit is granted for this process. This 
waiver for the use of coagulation prior to filtration is conditional to a criteria of filter 
effluent water quality turbidity. The turbidity of each filter effluent must not exceed a 
running monthly average of 1 NTU and a maximum at all times of 5 NTU. Historical 
data has shown that the existing filters in the two large drinking water plants can 
achieve these criteria most of the time with a few exceptions during events of very 
high raw water turbidities. In fact, during spring and fall, the source water undergoes 
short term but significant increases in turbidity. Because the plants are currently 
relying on non-chemically assisted sand filters (<5m/h), the filtered water is highly 
dependent on the raw water quality. 
This work was undertaken to provide a better understanding of the occurrence and 
causes of turbidity in the source water and the filtered water. This project specifically 
proposes a forecasting tool for the prediction one day ahead of raw and filtered water 
turbidity for both treatment plants (Charles J. Des Baillets and Atwater). This model 
can assist operations in preparing for elevated turbidity at the intake. Possible courses 
of action include lowering the filtration rates, splitting flows between plants or adding 
a coagulants or filter aid. This predictive tool will help manage the impact of transient 
turbidity spikes. 
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Building on previous work, the goal of this project is to build a more precise and more 
robust model for forecasting the water turbidity at the plant's intake and to add a 
filtration module. 
Up to now, two main variables have been identified for being responsible for spring 
and fall turbid spikes: respectively, the fraction between the Outaouais and the Saint-
Lawrence rivers, and wind storm. A season index appeared to be a highly relevant 
variable in the developed models. 
Consequently, this project is based on a wider database (ranging from 1996 to 2006 
instead of from 1998 to 2001), and relies on seasonal models. Besides, using both 
classification and regression models increased forecasting performances. On one hand, 
classification models can detect if turbidity exceeds a certain threshold. On the other 
hand, regression models give information about the increase or decrease, and the 
magnitude of turbid events. Building such specialized sub models results in better 
predictions. With the help of former work and literature review on neural network in 
hydrology, a new methodology has been built according to the project needs. Numbers 
given below are taken from a dataset called 'Test', constituted form data which have 
never been presented to the model during the calibration phase. 
First, concerning Des Baillets plant's raw water, the spring model shows at least 
91.1% of correct classification for the threshold 4 NTU, and a correlation coefficient 
of 0.92 for the regression model. During fall, performances are a little bit lower. And 
yet, they reach 87.1 % of correct classification and a correlation of 0.78. 
Second, for Atwater plant's raw water, a strong correlation is found with Des Baillets 
two days before. Regressive linear models are efficient enough to reach correlations of 
0.93 and 0.84 for spring and fall respectively. 
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Finally, filtrated water turbidity shows slow variations, so, a daily time step has been 
adopted. The effluent filters' turbidity the day before appears to be a good predictor of 
the treatability of the water. Coupled with raw water quality variables, correlations as 
high as 0.91 and 0.90 have been found for Des Baillets spring and fall. For Atwater 
plant, these numbers raises to 0.97 and 0.94. 
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INTRODUCTION 
Une usine de production d'eau potable a pour fonction de traiter et distribuer une eau 
potable pour usage domestique (consommation, hygiene, securite, incendie...), ou 
industriel. Le traitement vise a retirer de l'eau toutes les substances pouvant presenter 
un risque pour la sante. De plus, l'eau produite doit satisfaire aux exigences 
esthetiques du consommateur. Le traitement est divise en deux grandes etapes : un 
enlevement physique ou chimique (enlevement de la matiere solide en suspension, de 
la couleur, des gouts et odeurs), et surtout une etape de disinfection visant a degrader 
ou inactiver les pathogenes, micro-organismes et virus responsables de maladies 
hydriques. 
Une bonne partie du traitement est assuree au moyen de l'enlevement physique des 
particules. La filtration peut etre realisee sur un media filtrant (sable, anthracite...), ou 
plus recemment par filtration membranaire, et etre chimiquement assistee ou non. 
Mesurer en temps reel les concentrations de tous les micro-organismes en entree et en 
sortie de traitement serait physiquement irrealisable. Ainsi, un indicateur de la 
performance de la filtration est la mesure physique appelee turbidite (exprimee en 
Unite de Turbidite Nephelometrique, ou UTN). La turbidite est representative du 
nombre de particules en suspension dans l'eau. Cette derniere est liee a Pintensite de 
la lumiere diffusee et transmise par les particules en suspension dans l'eau lorsque 
celle-ci est eclairee par un faisceau incident. Les mesures peuvent done etre effectuees 
en temps reel, autorisant ainsi une surveillance constante de l'integrite des systemes 
filtrants. 
En theorie, la turbidite dans l'eau ne represente pas de risque sanitaire, il s'agit juste 
d'un critere esthetique. Cependant, les micro-organismes responsables de maladies 
hydriques peuvent etre lies aux particules solides par des mecanismes d'adsorption, 
d'occlusion, ou bien etre eux-memes consideres comme particules selon leur taille. 
Ainsi, la turbidite est un indicateur de qualite de l'eau, sa valeur est done normee. 
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Au Quebec, le Reglement sur la Qualite de l'Eau Potable (RQEP, 2005) fixe les 
exigences de traitement en fonction de la qualite de l'eau brute. Concernant la 
filtration, le RQEP oblige a mesurer la turbidite en aval de chaque unite de filtration 
de l'usine. Dans le cas d'une eau coagulee, filtree et desinfectee, la turbidite ne doit 
pas depasser 0,5 UTN dans plus de 5 % des mesures mensuelles effectuees toutes les 4 
heures. Si la filtration n'est pas assistee par coagulation, cette limite monte a 1 UTN 
en moyenne mobile dans les memes conditions de mesure. Dans tout les cas, la 
turbidite de l'eau filtree doit etre inferieure ou egale a 5 UTN en tout temps. Le non 
respect de ces normes peut entrainer des avis de bouillir aupres des consommateurs, 
ou bien le rejet a l'egout de l'eau filtree tant que l'eau produite ne satisfait pas aux 
exigences du RQEP. Ces situations peuvent presenter un risque sanitaire et constitue 
un cout pour l'exploitant. 
La ville de Montreal dispose de deux usines de filtration : Charles J. Des Baillets et 
Atwater, situee en aval du canal eponyme. Toutes les deux puisent leur eau brute dans 
le fleuve Saint-Laurent. Cette source est qualifiee d'excellente qualite (« Bin 1 ») 
selon les criteres de l'US Environmental Protection Agency (USEPA) et necessite un 
traitement minimal. Les deux usines operent des filtres a sable non assistes 
chimiquement. Le non recours aux coagulants chimiques rend ces filtres sensibles aux 
variations de turbidite de l'eau brute. Meme si la turbidite a l'eau brute varie peu (en 
general elle est comprise entre 0 et 4 UTN pour l'usine Des Baillets), elle est 
neanmoins victime de hausses occasionnelles. Ces brusques hausses sont observees 
surtout au printemps et a l'automne et peuvent atteindre des valeurs aussi « hautes » 
que 30 UTN et 16 UTN respectivement pour les usines Des Baillets et Atwater. 
II serait particulierement utile de pouvoir anticiper ces brusques augmentations de 
turbidite aim de pouvoir reagir de maniere proactive a ces situations pouvant etre 
problematiques. Ce projet fait suite a une etude precedente (Tremblay, 2004) qui 
identifia les evenements responsables de ces pointes de turbidite, et qui batit un 
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modele predictif de ces augmentations a l'usine Des Baillets. L'outil de modelisation 
utilise fut les Reseaux de Neurones Artificiels (RNA). Cet outil statistique de 
modelisation base sur les donnees connait une utilisation croissante ces dernieres 
annees. Le present projet doit batir quatre modeles predictifs pour : 
• la turbidite a l'eau brute de l'usine Des Baillets. Ce modele doit etre plus precis 
et plus robuste que celui developpe precedemment. 
• la turbidite a l'eau filtree pour l'usine Atwater. 
• la turbidite a l'eau filtree pour l'usine Des Baillets. 
• la turbidite a l'eau filtree mixte pour l'usine Atwater. 
Ces modeles permettront de connaitre une journee a l'avance la valeur de la turbidite a 
l'eau brute et en sortie des filtres. Une gestion proactive des situations problematiques 
pourra etre menee avec la mise en place de solutions temporaires si un pic est predit. 
Apres une rapide mise en contexte, le premier chapitre vise a rappeler les travaux 
anterieurs et a documenter les articles juges pertinents lors de la revue de litterature 
sur l'utilisation des reseaux de neurones en hydrologie. De la decoulera une 
methodologie qui sera decrite dans le deuxieme chapitre. Cette methodologie servira 
de cadre d'etude pour les autres parties du memoire. Les chapitres 3, 4, 5 et 6 
traiteront en detail de chaque modele predictif elabore. Chacun de ces chapitres sera 
introduit par une rapide mise en contexte, un descriptif de la methode utilisee et les 
resultats attenants. Des commentaires et discussions viendront clore ces chapitres. 
Finalement, une conclusion viendra commenter les travaux effectues et leurs 
contributions. 
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Chapitre 1 REVUE DE LITTERATURE 
Le but de ce projet est de batir un modele predictif de la turbidite a la prise d'eau brute 
et a l'eau filtree des stations de filtration de la ville de Montreal, a savoir Charles J. 
Des Baillets et Atwater. Ces deux stations puisent leur eau brute dans le fleuve Saint-
Laurent a Ville Lasalle, juste en aval du lac Saint-Louis. La filiere actuelle comporte 
des filtres a sable non assistes chimiquement dont la sortie est influencee par la 
turbidite a l'eau brute. 
Les parametres influencant la turbidite a la prise d'eau de la ville de Montreal ayant 
ete determines par des travaux anterieurs (Tremblay, 2004), Pobjectif est de batir un 
modele de reseau de neurones artificiels (RNA) plus precis et plus robuste de 
prediction de la turbidite a la prise d'eau; puis, d'envisager son implantation en ligne 
afin de fournir un outil de gestion proactif des evenements turbides. 
Dans une premiere partie, la situation hydro-geographique de la zone d'etude sera 
recapitulee. Ensuite, les causes potentielles des evenements turbides tels qu'identifies 
par les travaux anterieurs seront rappelees. Et finalement, la troisieme section de cette 
revue de litterature sera consacree a 1'outil statistique considere, a savoir les reseaux 
de neurones artificiels (RNA). 
1.1 Mise en contexte 
La presente section est directement extraite du chapitre 1 du memoire de maitrise de 
Tremblay (2004). 
« La prise d'eau de la Ville de Montreal est situee a 610 m de la rive nord du 
fleuve, a LaSalle, en amont des rapides de Lachine et en aval du lac St-Louis. 
Le lac Saint-Louis est forme par un elargissement naturel du fleuve a sa 
confluence avec la riviere des Outaouais. II a une forme triangulaire, etant 
constitue a la base par les principaux affluents, et au sommet, par I 'exutoire 
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via les rapides de Lachine. II couvre une superficie de 148 km2, soit environ 
23 km de longueur par 10 km de largeur dans ses plus grande dimensions 
(Centre Saint-Laurent, 1993 et Fortin et al. 1994). 
Le lac Saint-Louis regoit les eaux du lac Saint-Franqois, qui s'ecoulent en 
grande partie par le canal de Beauharnois (84% du debit en moyenne) le long 
de la rive sud et par le lit naturel dufleuve en bordure de la rive nord (Fortin 
et al. 1994). Cette section du fleuve regoit aussi les eaux de la riviere des 
Outaouais par I'intermediaire du lac des Deux Montagnes qui se decharge en 
partie dans le lac Saint-Louis par le canal de Vaudreuil, a I'ouest de Vile 
Perrot, et par le canal Sainte-Anne, au nord de Vile Perrot (Figure 1-1). Deux 
tributaires de moindre importance, les rivieres Chdteauguay et Saint-Louis 
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Figure 1-1 : Schema du reseau hydraulique de la region de Montreal 
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Note : une version plus recente du rapport « Synthese des connaissances sur les 
aspects physiques et chimiques de l'eau et des sediments du lac Saint-Louis » (Fortin 
et ah, 1994) est disponible au Centre Saint-Laurent (Lorrain et al., 1999). 
1.2 Travaux anterieurs 
Cette section est principalement inspiree par les travaux anterieurs (Tremblay, 2004), 
que cela soit pour la revue de litterature ou les resultats de Panalyse des causes de la 
turbidite a l'eau brute. 
1.2.1 Analyse descriptive de la turbidite 
Le trace des valeurs de la turbidite a l'eau brute en fonction du temps pour les trois 
annees et demi de donnees superposees (de Janvier 1998 a mars 2001) a permis 
d'identifier la presence de comportements saisonniers. Le printemps et l'automne se 
distinguent par une moyenne et une variabilite beaucoup plus forte qu'a l'ete et a 
l'hiver, ainsi que par la presence de pointes de turbidite d'une duree plus ou moins 
longue. Le printemps s'illustre par une predominance de pointes durant plusieurs 
jours, demontrant une degradation de la qualite globale de l'eau. Ces pointes de 
turbidite sont parfois superposees a d'autres pointes de plus courte duree. La turbidite 
a l'automne semble etre sous influence de pointes de forte amplitude et de courte 
duree. Les dates identifiees graphiquement pour le printemps et l'automne furent 
respectivement du ler mars au 30 avril, et du 15 octobre au 14 Janvier. 
Une analyse statistique de la turbidite a permis de definir la notion d'evenement dit 
« turbide » si la valeur considered de la turbidite excede le 90e centile, soit 3,2 UTN. 
Concernant la notion temporelle, un evenement turbide est defini « de fond » lorsque 
sa duree depasse cinq jours. Si un pic de turbidite a lieu pendant un evenement de 
fond, il est appele « superpose ». L'analyse statistique des quantiles de la variables de 
turbidite donne naissance a une discretisation de la turbidite en cinq intervalles 
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(classes I a V). Les frontieres de ces intervalles sont delimiters par les centiles 
suivants : 75e, 90e, 95e, et 99e. 
1.2.2 Determination des causes potentielles de la turbidite 
Differents apports au systeme 
En isolant le systeme {gire de l'ile Perrot, lac Saint-Louis, prise d'eau a Lasalle}, un 
bilan de masse sedimentologique (Lorrain et al., 1999) permet d'emettre la distinction 
entre deux types d'apports de matieres en suspension : les apports internes et externes 
au systeme. 
Parmi les apports externes, il y a tout d'abord la qualite de l'eau arrivant en amont des 
tributaires principaux (Figure 1-1): soit le fleuve Saint-Laurent par les chenaux 
Beauharnois et Des Cedres, et l'eau en provenance du lac des Deux Montagnes (par 
Vaudreuil et Sainte-Anne de Bellevue). 
Aux apports externes s'ajoutent aussi les contributions potentielles des tributaires 
secondaires comme les rivieres Chateauguay ou Saint-Louis, et des ruisseaux sur l'ile 
de Montreal par lesquels s'ecoulent les eaux de drainage et de pluie de secteurs 
residentiels ou industriels autour des communes de Dorval, Pointe Claire, Kirkland et 
Beaconsfield (Lorrain et al., 1999). II s'agit des ruisseaux Bouchard, Denis, et Saint 
James. Ces ruisseaux sont trop petits pour etre visibles sur les plans d'ensemble de 
l'ile. Lors d'episodes de fortes pluies, la capacite de captage du reseau d'egout peut se 
trouver depassee et ceci donne lieu a des episodes de surverses. En complement de ces 
eaux de drainage, nous pouvons aj outer le lessivage des terres lors de fortes 
precipitations. 
De plus, la hausse des debits lors de crues printanieres et automnales, ou bien a cause 
de fortes precipitations, pourrait etre responsable de Perosion des berges, et dans une 
moindre mesure du lit des cours d'eau. Le debit du fleuve Saint-Laurent est regularise 
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par une serie de barrages depuis les Grands Lacs. Ses fluctuations s'etendent ainsi sur 
plusieurs mois, si bien que la crue printaniere a peu d'effet sur ses debits, 
contrairement aux autres cours d'eau. Par contre, le debit de la riviere des Outaouais, 
qui est regule au barrage de Carillon, peut voir ses valeurs tripler en periode de crue 
(Tremblay, 2004). 
Parmi les apports dits internes, la cause principale identifiee est la remise en 
suspension des sediments des lacs de faibles profondeurs d'eau, en cas de variations 
brusques de debits ou de tempetes de vents. 
Huit phenomenes explicatifs retenus 
Du decoupage precedent, il ressort huit phenomenes explicatifs potentiels des 
evenements turbides. II s'agit: 
1. De la qualite de l'eau en amont et les jours precedents : si en entree du 
systeme, l'eau en provenance des Grands Lacs ou des Outaouais est de 
mauvaise qualite, la prise d'eau de Montreal sera aussi affectee. 
2. Des fortes precipitations : comme vu precedemment, elles affectent le lessivage 
des terres, des reseaux de drainage urbains en cas de surverse, et elles peuvent 
causer 1'augmentation des debits des tributaires secondaires. Ces variables 
semblent s'etre effacees au profit d'autres variables vehiculant plus 
d'informations lors de la selection d'entrees optimales pour les modeles batis 
par Tremblay (2004). 
3. De la hausse des debits des tributaires secondaires : c'est une consequence 
directe et facilement mesurable de la fonte des neiges ou des precipitations 
abondantes. La hausse des debits est responsable de 1'erosion des berges et, 
dans une moindre mesure, du lit des cours d'eau. Une etude basee sur un bilan 
de masse des sediments entre Cornwall et Quebec montre que 65% des apports 
en termes de sediments seraient dus a Perosion des berges (Rondeau et al., 
9 
2000). Cette meme etude identifie le secteur du canal de Beauharnois (juste en 
amont du lac Saint-Louis) comme une zone d'erosion majeure. 
4. Des tempetes de vent sont responsables de la creation de vagues. Ces vagues 
erodent les berges ou bien le lit des lacs fluviaux dans certaines conditions 
specifiques : 
« Les zones oil la hauteur d'eau est inferieure a 4,5 m sont particularement 
vulnerables a I 'automne et au debut de I 'hiver, apres la disparition des plantes 
aquatiques et des grands herbiers de macrophytes (Loiselle et al. 1997) » 
(Tremblay, 2004). 
Des etudes du Centre Saint-Laurent, documentees par Tremblay (2004), 
montrent qu'en raison de leurs faibles profondeurs moyennes et de la faible 
vitesse des courants en dehors du chenal de navigation (<0,3m/s), les lacs 
Saint-Francois et Saint-Louis sont des zones d'accumulation permanente des 
sediments qui peuvent etre remis en suspension par la suite. Le trace des cartes 
de bathymetrie (Figure 1-2) met en evidence que les lacs Saint-Francois et 
Saint-Louis peuvent etre sujets a la remise en suspension des sediments sous 
1'influence de tempetes de vents, de part leurs faibles profondeurs moyennes. 
Ce facteur vent a eu une grande importance dans les entrees finales des 
modeles developpes par Tremblay (2004). 
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b) Lac Saint-Louis 
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Figure 1-2 : Carte bathymetrique des lacs (a) Saint-Francois, (b) Saint-Louis 
1 Source : Centre Saint-Laurent. http://www.qc.ec.gc.ca/csl/inf/infD19_Q02_f.html (page consultee le 
7/09/2007) 
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5. Du renversement des lacs : le renversement est un phenomene mettant en 
mouvement les masses d'eau d'un lac. Sous reserve que le lac soit stratifie, 
lorsque la temperature de l'eau atteint 4°C (temperature du maximum de 
densite de l'eau), il se produit une circulation de l'eau des couches superieures 
vers les couches inferieures. Cette circulation peut etre responsable de la 
remise en suspension des sediments accumules dans les couches inferieures, 
elle peut se produire au printemps et a l'automne. D'autres details de definition 
du renversement sont donnes a l'Annexe A. A cause de leurs faibles 
profondeurs (Figure 1-2), la circulation des courants s'y operant, et la presence 
d'herbiers aquatiques au fond, les lacs Saint-Francois et Saint-Louis sont 
definis par le Centre Saint-Laurent en tant que lacs fluviaux, ils ne sont pas 
sujets a la stratification thermique, done au renversement [(Champoux et 
Sloterdijk, 1988) cites par (Tremblay, 2004)]. Cependant, le regime du lac des 
Deux Montagnes est celui se rapprochant le plus d'un regime lacustre. Les 
baies, avec leurs faibles vitesses de courants accumulent les sediments, et une 
vaste zone dans la partie centrale du lac est aussi une zone d'accumulation 
permanente de sediments. Un renversement remettant en suspension les 
sediments y est done possible (Tremblay, 2004). La suite des travaux de 
Tremblay montre que ce phenomene, initialement suppose comme principale 
explication des pointes de turbidite, n'est qu'un facteur secondaire. 
6. Du rapport de melange des masses d'eau Outaouais / fleuve Saint-Laurent: 
une analyse des melanges de masses d'eau par Hydro-Quebec en 1985 conclut 
que la prise d'eau de la ville de Montreal n'est pas sous influence directe de la 
riviere Chateauguay, de meme qu'elle n'est pas influencee par l'eau des 
Outaouais passant par le chenal de Sainte-Anne de Bellevue (car elle est situee 
suffisamment loin de la rive). Le rapport conclut aussi que l'eau de melange 
passant par Vaudreuil directement dans la gire de l'ile Perrot est aussi sans 
consequence pour la ville de Montreal comme l'attestent les Figures 1-6 et 1-7 
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du rapport de Tremblay. Par soucis de comprehension, le schema de melange 
des masses d'eau en cas de forte crue (> 14000m /d) est rappele en Figure 1-3. 
Cependant, les travaux anterieurs semblent montrer une influence notable de 
l'eau des Outaouais sur la qualite a la prise d'eau de Montreal: 
« L 'accroissement des debits de la riviere des Outaouais et du fleuve St-
Laurent au printemps degrade la qualite de l'eau puisee a la prise d'eau de la 
Ville de Montreal, particulierement au printemps. Frenette et Frenette (1992) 
out determine les periodes sedimentologiques actives du fleuve et de ses 
tributaires a I'aide de sedimentogrammes. On remarque ainsi une pointe 
sedimentologique lors des crues printanieres des tributaires (avril-mai) et une 
seconde pointe, de moindre importance, lors des crues automnales (octobre-
novembre). Entre ces maxima, des pointes tertiaires associees aux differentes 
aver ses d'ete et d'automne (juin-septembre) apparaissent, tandis que les 
charges solides d'hiver demeurent tres faibles (decembre-mars). En tout, la 
periode de crue printaniere serait responsable de 60% et 70% de la charge 
sedimentaire. 
C 'est la charge sedimentaire de la riviere des Outaouais qui contribue le plus 
significativement a I 'augmentation des apports en matieres solides au lac St-
Louis, particulierement au printemps car les variations saisonnieres des 
concentrations de particules en suspension sont aussi beaucoup plus 
prononcees dans la riviere des Outaouais que dans le fleuve St-Laurent (SCN-
Procean, 1992). » (Tremblay, 2004). 
Du fait des vitesses des courants superieures a 0,3 m/s et de sa forte hauteur 
d'eau (voir Figure 1-2 b), le chenal de Beauharnois representerait une zone ou 
les sediments s'accumulent peu et pourraient etre transportes jusqu'a la prise 
d'eau. L'hypothese est que l'eau de melange issue de la gire ait un impact 




















































































7. De la fonte des neiges et de la crue printaniere qui a un double impact: celui 
du lessivage des terres et des conduites de drainage des eaux de pluie, mais 
surtout, le plus problematique, Paugmentation des eaux de l'Outaouais par le 
barrage de Carillon. Ceci a pour consequence d'augmenter significativement le 
rapport de melange entre le fleuve Saint-Laurent et la riviere des Outaouais, de 
bien moins bonne qualite que le Saint-Laurent. 
8. De la fragilite ou du bris du couvert de glace : apres avoir montre la forte 
influence des tempetes de vents sur les pointes de turbidite a la prise d'eau 
brute de Montreal, Tremblay (2004) remarque que la presence d'un couvert de 
glace durant l'hiver offre une protection naturelle aux tempetes de vents et 
intemperies. Cependant, certaines pointes de chaleur hivernales couplees a des 
tempetes peuvent etre responsables du bris partiel de cette protection et de la 
remise en suspension des sediments accumules durant l'hiver sous ce couvert. 
Comme nous l'avons vu precedemment, la disparition de l'herbier aquatique 
rend la periode automne-hiver particulierement sensible a la remise en 
suspension des sediments. Au printemps, la fonte des neiges entraine le bris 
total de ce couvert. La creation d'une variable indicatrice de la fonte des neiges 
permet de distinguer les episodes de fragilisation du couvert et ceux de bris 
total (voir Annexe A). 
Variables indicatrices : constitution d'une base de donnees preliminaire 
Apres avoir cite les facteurs potentiellement responsables des augmentations de 
turbidite a l'eau brute de Montreal, une liste de variables indicatrices de ces facteurs 
permet de fonder une base de donnees preliminaire a la creation d'un modele de 
prediction des evenements turbides. Les connaissances prealablement acquises sur le 
sujet (revue de litterature et analyse descriptive des pointes de turbidite), couplees a 
des analyses statistiques permettent de reduire le nombre de variables en entree des 
modeles. 
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1.2.3 Developpement de deux modeles de prediction par reseaux de neurones 
Deux modeles de prevision furent batis, un modele de classification et un modele de 
regression. Le modele de classification donnait en sortie les classes de turbidite 
identifiees lors de 1'analyse par quantiles de la turbidite a l'eau brute, alors que le 
modele de regression predisait la valeur de la difference entre la turbidite du 
lendemain moins celle du jour. La mise en parallele de ces deux modeles aboutit a la 
creation d'un modele dit fonctionnel. Ce dernier permit d'augmenter la capacite de 
prevision du modele. 
Au final, le modele retenu de classification, predisant la classe de turbidite le jour 
suivant, fut de type perceptron multicouches (PMC) 6 :5 :1. La notation 6 :5 :1 signifie 
que le modele possede six entrees, cinq neurones dans la couche cachee, et un neurone 
en sortie du modele. Les entrees retenues sont la valeur mesuree de la turbidite a Des 
Baillets le jour meme, un index de saison, et quatre variables hydrometeorologiques 
mesurees la veille. Ces quatre variables hydrometeorologiques sont : le pourcentage 
riviere des Outaouais / fleuve Saint-Laurent, la vitesse du vent maximale horaire et 
moyenne horaire au lac Saint-Francois, et la vitesse du vent moyenne horaire a 
Paeroport de Dorval. Ce modele aboutit a un pourcentage de classification correcte sur 
tous les exemples de l'ordre de 83%. 
Quant au modele de regression, ce fut l'architecture GRNN 8 :740 :2 : 1 {Generalized 
Regression Neural Networks) qui fut retenue. Ce modele contient 740 neurones dans 
la couche cache un, deux neurones dans la deuxieme couche cachee, un neurone en 
sortie pour predire la difference entre la valeur de demain moins celle du jour, et huit 
entrees. Ces entrees sont les valeurs mesurees le jour meme pour : l'index de saison, la 
qualite de l'eau a Des Baillets (couleur, conductivite, et turbidite), et les trois variables 
meteorologiques de vent citees precedemment en tant qu'entrees du modele de 
classification. A ces sept entrees s'ajoute le pourcentage mesure la veille du rapport de 
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debit de la riviere des Outaouais sur le debit du fleuve Saint-Laurent Ce modele 
permit d'obtenir un coefficient de correlation sur toutes les donnees egal a 0,84. 
Le modele fonctionnel permit d'atteindre un pourcentage de classification correcte des 
evenements turbides de l'ordre de 94,7% (done 5,3% de faux negatifs). Cependant ce 
dernier accuse encore environ 15% de faux positifs! Ces fausses alertes pourraient 
degrader significativement la confiance que l'operateur pourrait avoir dans le modele 
s'il devait etre implante en station. 
Une des remarques de la discussion du memoire de Tremblay (2004) vise a essayer de 
reduire ces faux positifs tout en conservant une prediction des evenements turbides au 
moins aussi bonne. Pour ce faire, il est suggere d'elaborer un modele specifique a 
chaque saison. En effet, l'analyse descriptive des evenements turbides met en evidence 
des formes distinctes sur les evenements turbides automnaux et printaniers, ces 
comportements peuvent etre sous influence de facteurs explicatifs differents d'une 
saison a l'autre comme le montre l'inclusion systematique de la variable d'index de 
saison dans le choix final des entrees des modeles. De plus, un modele bati sur un plus 
grand nombre d'exemples verra ses capacites de generalisation accrues. 
Ce projet portera done sur l'elaboration d'un modele predictif de la turbidite a l'eau 
brute de Montreal plus precis et plus robuste. Ce modele doit avoir une vocation 
operationnelle, i.e. il doit pouvoir etre implante en station. 
1.3 Les reseaux de neurones 
Cette section sera decoupee en trois volets. Le premier vise a rappeler les concepts 
fondamentaux sur les reseaux de neurones artificiels (RNA). Le deuxieme donnera les 
etapes fondamentales necessaires a la creation d'un modele par RNA, il sera illustre 
par les articles issus de la revue de litterature traitant de 1'application des RNA en 
hydrologie. Finalement, le troisieme et dernier volet observera plus en details quelques 
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articles portant sur la prediction de la qualite de l'eau brute, puis sur la prediction de la 
performance de filtration assistee par coagulation. 
1.3.1 Concepts fondamentaux 
Le concept de neurone artificiel fut invente dans les annees 1940, inspire par des 
recherches visant a modeliser le cerveau humain. Pendant des annees, les RNA 
connurent peu d'engouement jusqu'au developpement de nouveaux algorithmes 
d'apprentissage plus efficaces, algorithmes associes a une puissance de calcul toujours 
croissante. Des lors les champs d'application des RNA s'ouvrerent a des domaines 
aussi varies que l'informatique, la robotique, la finance, l'ingenierie, etc. Ainsi, les 
reseaux de neurones furent utilises dans des problemes de classification (attribution de 
prets bancaires, reconnaissance de formes), de regression (approximer la relation 
existante entre un espace d'entrees et de sorties, modeles de prevision, completion de 
bases de donnees a trous), d'organisation de bases de donnees (cartes auto-
organisatrices et « clustering ») (Govindaraju, 2000a). 
Les concepts essentiels recapitules ci-apres peuvent etre consultes dans les ouvrages 
de reference (Bishop, 1995; Haykin, 1999). 
Par souci de simplification, la sortie des modeles suivants (Y) est en dimension 1. Le 
cas de sortie multi variables (X) se generalisant bien. 
Modele statistique VS conceptuel 
Les RNA sont souvent considered comme des modeles de type 'boites noires'. C'est-a-
dire que contrairement aux modeles conceptuels ou l'ensemble des equations 
physiques gouvernant le systeme est connu, les RNA n'effectuent qu'une 
approximation numerique de fonction, approximation basee sur une serie de donnees 
mesurees. En effet, a partir d'une base de donnees de variables d'entrees X et des 
mesures de la variable de sortie correspondante a modeliser (Y), le reseau neuronal 
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tente d'approcher numeriquement la loi entree/sortie Y=f(X) Hant les couples (X;Y). 
En theorie, aucune connaissance prealable n'est indispensable pour mettre en place un 
modele RNA; cependant, en pratique, le modelisateur peut guider le reseau dans sa 
recherche d'un modele par des choix judicieux et ameliorer la performance accessible. 
Les modeles RNA presentent des desavantages. Ce sont des modeles dependants de 
donnees, c'est-a-dire qu'ils cherchent a extraire un patron a partir des exemples qui les 
alimentent. Les modeles RNA sont done hautement dependants des exemples qui leur 
sont fournis. La performance atteinte par un modele neuronal est limitee par le bruit 
des donnees qui lui sont fournies. Effectivement, trois cas empechent le reseau 
d'atteindre une prediction parfaite : tout d'abord si les donnees exemples sont bruitees, 
si elles contiennent des informations n'ay ant aucun lien avec la loi a modeliser 
(informations parasites non pertinentes), ou bien si elles ne contiennent pas toutes les 
variables explicatives de la loi physique a modeliser. 
Autre inconvenient, compte tenu des donnees qui lui ont ete fournies, le RNA 
convergera vers une equation liant entrees et sortie. Cette approximation numerique 
n'est normalement pas egale a la loi physique sous-jacente qu'un modele conceptuel 
tente de modeliser. Effectivement, bien que les reseaux de type PMC puissent 
converger vers un minimum d'erreur de prediction avec les donnees qui leur ont ete 
fournies, les solutions obtenues peuvent etre physiquement improbables (Kingston et 
al., 2005). II peut s'agir par exemple de predictions negatives pour la variable de 
turbidite. 
Cependant, la mise en place d'un modele conceptuel necessite la connaissance 
complete des phenomenes et interactions physiques du systeme a modeliser. Un 
maillage accompagne d'une campagne extensive de mesures permettrait ensuite de 
calibrer le modele conceptuel. Dans notre cas, il s'agirait de modeliser, a l'echelle du 
Saint-Laurent entre Beauharnois et la prise d'eau a Lasalle, les apports en sediments 
par les cours d'eau, et la mecanique interne du fleuve dans le lac Saint-Louis 
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(ecoulement du fleuve par elements finis, interaction vegetation aquatique sediments, 
etc.). Comme l'avait conclu un article precedent sur la prevision des apports en 
phosphore a l'echelle d'un bassin versant (Nour et al., 2006a), cette approche 
conceptuelle (intensive en termes de donnees requises, de puissance de calcul, et par 
le manque de connaissances scientifiques sur tous les phenomenes engages) semble 
evidemment economiquement inacceptable si l'objectif est d'implanter rapidement 
une solution fonctionnelle en station. Pour cette raison, les RNA constituent une 
alternative attrayante aux modeles conceptuels. 
Specificites des RNA 
Par ailleurs, les RNA appartiennent a la categorie des modeles semi-parametriques 
(Dreyfus et al., 2004): aucune hypothese prealable n'est faite ni sur la distribution des 
donnees, ni sur la relation entree/sortie que Ton souhaite modeliser, et ils sont 
construits par composition d'un nombre variable d'unites elementaires dont l'equation 
est deja predefinie. Ces unites elementaires (ou neurones) sont interconnectees entre 
elles, comme l'illustre la Figure 1-4. 
Comme nous le verrons dans la section suivante, les RNA sont construits par 
composition de fonctions non lineaires. Ils conviennent done parfaitement pour la 
modelisation de phenomenes non lineaires (Haykin, 1999). De plus, les RNA sont 
relativement peu sensibles au bruit des donnees et peuvent fonctionner dans des 
domaines ou le nombre de donnees disponibles est limite. Ils represented done un 
outil particulierement adequat en modelisation environnementale (Maier et Dandy, 
2001; Recknagel, 2001). 
Perceptron multicouches 
Le type de reseau le plus repandu, le perceptron multicouche (PMC) de type 
«feedforward » est represente sur la Figure 1-4 a. Chaque cercle represente une unite 
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elementaire appelee neurone. Le reseau se decompose en trois couches. Le vecteur 
d'entrees X passe par la premiere couche ou chaque variable d'entree Xi va subir une 
premiere transformation pour dormer la sortie XV Ces sorties vont ensuite constituer 
les entrees des neurones de la couche suivante (couche cachee un). Et ainsi de suite 
jusqu'a la sortie du reseau (Yi), le signal se propage de la gauche vers la droite. La 
sortie Yi est done une fonction des entrees (Xi ; X2). Par exemple, Yi peut etre la 
valeur de la turbidite le lendemain, Xi le debit de la riviere Outaouais la veille, et X2 la 
vitesse moyenne du vent a Dorval le jour raeme. La transformation identite (i.e. 
aucune transformation n'est effectuee) est souvent utilisee dans la couche d'entree, les 
variables d'entrees ayant ete prealablement pretraitees. La couche cachee un et la 
couche de sortie suivent les transformations decrites ci-apres. 
II existe aussi des reseaux de neurones dits recurrents ou la sortie d'un ou plusieurs 
neurones est rebouclee en tant qu'entree dans le meme neurone, et/ou ces 
predecesseurs. Utilise couramment en electronique, la retroaction fournit une 
'memoire' au systeme. Ainsi, ces reseaux dynamiques ont vu une utilisation croissante 
dans les problemes de series temporelles (Maier et Dandy, 2001). Cependant, la 
calibration de ce type de reseau s'avere plus compliquee qu'avec un reseau statique 
comme le ((feedforward». Une maniere de procurer une certaine 'memoire' aux 
reseaux statiques est d'inclure en entree des variables retardees temporellement 
(Govindaraju, 2000a). 
Le cas particulier de zero neurone dans la couche cachee et d'une fonction d'activation 
lineaire dans la couche de sortie represente un modele lineaire de base. 
L'inclusion de couches cachees additionnelles, entre la couche cachee un et la couche 
de sortie, peut augmenter la complexite de la sortie modelisee (Bishop, 1995). 
Toutefois, un PMC avec une seule couche cachee est suffisant pour approximer 
n'importe quelle fonction continue sous reserve de le construire avec suffisamment de 
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complexity, i.e. de neurones caches [(Hornik et al., 1989) cites par (Coulibaly et al., 
1999; Haykin, 1999)]. 
II est important de noter que la recherche sur les reseaux de neurones reste un domaine 
ouvert. Effectivement, le theoreme ci-dessus dit qu'une solution existe, mais ne dit pas 
avec quelle methode l'atteindre ! A ce jour il n'existe pas de methode universelle de 
resolution de problemes par reseau neuronal qui fasse l'unanimite au sein de la 
communaute scientifique. Le choix d'une methode est specifique au probleme 
considere, certaines methodes ayant donne de meilleurs resultats empiriques dans des 
applications precises. 
Figure 1-4 : Exemple de RNA de type perceptron multicouches "feedforward" (a) 
schema d'ensemble d'un reseau 2:4:1. (b) detail du neurone j . (c) detail de la fonction 
d'activation G(.) 
22 
Sur la Figure 1-4 b, nous observons le detail du neurone j . En entree de cette unite 
elementaire les variables pretraitees X'i sont ponderees par les scalaires Wy, scalaires 
appeles poids de connexion. L'ensemble est ensuite somme avec l'ajout d'un terme 
additionnel bj appele biais du neurone j . Cette somme ponderee plus le terme de biais 
est transformee par une fonction d'activation G(.). Si M represente le nombre de 
neurones dans la couche precedant le neurone j (ici M est le nombre d'entrees, soit 
deux), alors la sortie du neurone j (OJ) s'ecrit done : 
0j=G 
f M \ 
YJwlJxX\+b] 
V 1=1 J 
(1-1) 
Les parametres libres du modele, parametres a etalonner lors de la phase de calibration 
du modele (phase dite d'apprentissage), sont les variables {(wjj)i=i...M ; bj}j=i.x. Ou L 
represente le nombre total de neurones du reseau. Augmenter la complexity du 
modele revient a inclure plus de neurones, et raj outer plus de parametres libres a 
etalonner, il faut done plus de donnees disponibles (X; Y) pour le faire. Cette 
limitation au pouvoir de modelisation des RNA necessite de batir des modeles les plus 
parcimonieux possible (Haykin, 1999). 
Sur la Figure 1-4 c, le detail de la fonction d'activation G(.) est donne, dans le cas 
particulier ou G est la tangente hyperbolique. Cette fonction peut etre choisie de type 
creneau (quoique jamais utilisee), lineaire, logistique ou tangente hyperbolique. Les 
deux dernieres procurant une transformation non lineaire en sortie des neurones 
permettant de modeliser un lien non lineaire entre entrees et sortie (Govindaraju, 
2000a), et sont les fonctions les plus utilisees dans la couche cachee (Maier et Dandy, 
2000). Notons qu'un simple changement de variable affine permet de passer de l'une a 
l'autre. Concernant la couche de sortie, certains auteurs ont recours a la fonction de 
transfert lineaire dans des applications ou il est necessaire d'extrapoler au-dela des 
donnees qui ont servi a la calibration des parametres libres du modele (Maier et 
Dandy, 2000). 
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Phase de calibration ou d'apprentissage 
Comme mentionne ci-dessus, chaque neurone ou entree supplemental augmente le 
nombre de parametres libres du modele. II convient de trouver la combinaison de ces 
parametres qui minimise l'erreur du critere de performance considere. L'ajustement 
des poids des connexions et des biais est appele phase d'apprentissage du modele. 
II existe deux types d'apprentissage : non supervise et supervise. L'apprentissage non 
supervise ajuste les poids du modele en ne tenant compte que des entrees des donnees 
(X), independamment de la sortie reellement observee (Y). Le reseau apprendra par la 
une representation capturant les similitudes ou differences des donnees (Coulibaly et 
al., 1999). Ce type de reseau est principalement utilise en reconnaissance des patrons 
(« clustering ») avec les cartes auto-organisatrices. Ces cartes permettent de reduire 
l'espace de n entrees (soit 9tn) dans un espace de dimension inferieur (Dreyfus et al., 
2004). 
Ce type d'apprentissage ne sera pas utilise, au profit de l'apprentissage dit supervise. 
Cette fois-ci, les couples entrees et sortie de chaque exemple (Xj, Yj) sont connus et le 
reseau ajuste iterativement ces parametres libres afin de minimiser la fonction d'erreur 
consideree. Le plus souvent il s'agit de l'erreur quadratique moyenne qui est 
l'esperance du carre de la difference entre la valeur reellement observee et celle 
predite par le modele (Maier et Dandy, 2000). Ce type d'apprentissage vise a extraire 
une approximation numerique liant entrees et sortie dans le cas d'un modele de 
regression. Dans le cas d'un modele de classification, l'apprentissage supervise permet 
d'etablir Pequation de la ou des frontieres separant une ou plusieurs classes. 
L'algorithme d'apprentissage le plus repandu est Falgorithme de retropropagation 
(ARP) (Coulibaly et al., 1999; Maier et Dandy, 2000). Le principal objectif de l'ARP 
est de modifier les parametres libres du reseau afin de minimiser l'ecart entre valeurs 
predites et valeurs observees. Un defi partiellement resolu par l'ARP et celui 
24 
d'allocation spatiale : connaissant l'erreur commise sur la prediction, quels neurones 
faut-il aller modifier et de combien ? 












non ^, Tous les exemples 
d'apprentissage ont-ils ete vus ? 
^ Fin de I'apprentissage ^ 
Figure 1-5 : Schema simplifie de I'apprentissage du RNA par retropropagation 
Voici une description sommaire du fonctionnement sequentiel de l'ARP (Figure 1-5). 
Initialement, tous les parametres libres sont initialises suivant une distribution 
(uniforme ou gaussienne) de moyenne zero et de variance un, constituant une 
initialisation aleatoire des parametres libres qui revet une grande importance dans la 
solution finale retenue, nous en discuterons plus bas. Les poids des connexions ont des 
valeurs (w)° a l'etape initiale. Dans un premier temps l'ARP fonctionne dans le sens 
aval. Les exemples reserves pour I'apprentissage sont presentes au reseau, et les 
valeurs de sortie pour chaque exemple sont comparees a la valeur cible (valeur de 
sortie reellement observee), ceci donne la moyenne de l'erreur commise. Ensuite, 
l'ARP fonctionne en sens inverse (sens amont), et propage l'erreur de la sortie vers les 
entrees. Pour chaque neurone, en commencant par celui de la couche de sortie 
2 Plus de details sont disponibles dans (Haykin, 1999) 
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jusqu'aux entrees, Palgorithme calcule la derivee partielle de l'erreur moyenne 
commise par rapport aux parametres libres du neurone en question. Dans l'espace des 
parametres libres du reseau, ralgorithme calcule ainsi la surface d'erreur, localement 
au voisinage du point (w) . Puis, vient la troisieme etape, la phase d'ajustement des 
parametres libres du reseau. A partir du gradient de la surface d'erreur au voisinage du 
point (w)°, l'ARP va chercher la direction de plus grande pente afin de converger vers 
un minimum d'erreur. Notons que les ameliorations potentielles a l'ARP vont etre sur 
la maniere de converger vers un minimum de la surface d'erreur (suivant la ligne de 
plus grande pente par exemple). L'avancee dans la direction de plus grande pente est 
proportionnelle au gradient de l'erreur commise en (w)°, soit (VE|(W)°). Le coefficient 
de proportionnalite s'appelle le taux d'apprentissage (n). A la fin de la premiere 
iteration, le point sur la surface d'erreur se deplace en (w)1 tel que : 
(w)1 = (w)° - n .VE|(W)° (1-2) 
Tous les exemples reserves pour l'apprentissage sont ainsi presentes iterativement. 
Ceci est appele une epoque de Palgorithme d'apprentissage. Plusieurs epoques 
peuvent etre presentees au reseau jusqu'a ce que Palgorithme rencontre un des criteres 
d'arret de l'apprentissage. 
La forme de la surface d'erreur etant specifique a chaque probleme, un taux 
d'apprentissage optimal doit etre trouve pour chaque application. En effet, si n est trop 
petit, une faible distance sera parcourue a chaque etape, la convergence sera longue 
(surtout sur un plateau de la surface d'erreur ou les pentes sont quasiment nulles), et 
Palgorithme risque fort de se retrouver coince dans un minimum local de la surface 
d'erreur. Si r\ est trop eleve, de grandes enjambees seront parcourues sur la surface 
d'erreur, au risque de zigzaguer par-dessus certains minima (crevasses). 
Bien que simple en termes de calcul et demandant peu de memoire, il semble evident 
que, selon la forme de la surface d'erreur, l'ARP peut etre tres lent a converger. Ainsi, 
26 
plusieurs ameliorations a 1'algorithme presente ci-dessus sont disponibles. Citons 
notamment l'apprentissage adaptatif qui fait varier le taux d'apprentissage (r|) en 
fonction de la direction de deplacement (n est augmente si l'algorithme se deplace 
plusieurs fois dans le meme sens, et reduit s'il zigzague). L'apprentissage adaptatif 
permet de trouver un n quasi optimal. Afin d'accelerer la convergence, l'inclusion 
d'un terme du deuxieme ordre (derivee seconde de l'erreur) permet de tenir compte de 
la courbure de la surface d'erreur. A 1'Equation (1-2) est rajoute un terme de 
momentum (|0.) tel que : 
(w)"+> = ( w ) - . r] . ( V E ) ( w )
n + j i . 
(w)n 
(1-3) 
D'autres algorithmes plus complexes existent. lis sont toutefois plus lourds en termes 
de calcul et de memoire requise, mais plus performants et plus rapides pour la 
recherche de minima. Citons notamment les methodes du deuxieme ordre de 
Levenberg-Marquardt, ou les algorithmes ne se deplacant pas suivant la ligne de plus 
grande pente (methodes du gradient conjugue). Empiriquement, on observe que la 
premiere methode convient mieux aux problemes de regression avec la fonction 
d'erreur quadratique moyenne, alors que les methodes du gradient conjugue donnent 
de meilleurs resultats de convergence pour les problemes de classification (The 
MathWorks, 2007). 
Un des principaux desavantages des reseaux de type PMC est que la convergence vers 
un minimum local depend de 1'initialisation des poids au debut de l'algorithme (w)° : 
i.e., selon le point de depart sur la surface d'erreur, l'algorithme va converger vers 
differentes solutions. Ainsi, le meme reseau entraine deux fois de suite ne donnera pas 
les memes resultats. On dit que les resultats obtenus sont probabilistes. 
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1.3.2 Revue des applications en hydrologie 
Apres avoir rappele brievement les concepts fondamentaux des reseaux de neurones 
de type perceptron multicouches, voici un apercu de l'utilisation qui en a ete faite dans 
le domaine de l'hydrologie, et des elements de methodologie preconises par les 
auteurs. Tout d'abord une section traitera des articles faisant une revue des parametres 
utilises et mettant en avant les principales phases necessaires au developpement d'un 
modele par reseau neuronal. Puis, dans une deuxieme partie, les elements de 
methodologie suggeres par divers auteurs seront abordes points par points. 
Revues et etat de l'art 
La revue de litterature fait ressortir quatre articles faisant le point sur l'utilisation de 
reseaux de neurones en modelisation hydrologique et environnementale. 
Le premier article fait la synthese de deux applications concluantes de l'auteur en 
modelisation de la qualite microbiologique de l'eau (Brion et Lingireddy, 2003). Un 
modele RNA servit a predire les pointes de concentration de Cryptosporidium et de 
Giardia a la prise d'eau brute de la riviere Delaware, USA (Neelakantan et al., 2001) 
avec un taux de classification correcte sur 1'ensemble de Test de 88% et 94% 
respectivement. Ces travaux permettraient de predire des donnees microbiologiques 
difficiles a mesurer a partir d'indicateurs plus aisement mesurables (E. Coli, 
coliformes fecaux, parametres meteorologiques, debit de la riviere, turbidite, etc.). Le 
deuxieme modele vise a discriminer parmi des sources et des ages de pollutions 
fecales : egout humain (frais) ou ruissellement d'eau sous influence d'animaux 
(pollution plus agee). Une serie de modeles discriminant entre deux classes furent 
assembles en cascade pour produire la prediction finale. L'etude des variables 
influentes de ce modele permit de decouvrir d'autres variables indicatrices a substituer 
pour la mesure de la qualite de l'eau. 
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Les quatre articles suivants font la revue de Futilisation des RNA en hydrologie 
(Coulibaly et al., 1999; Govindaraju, 2000a; Govindaraju, 2000b; Maier et Dandy, 
2000). Les domaines d'application sont varies, ils concernent: la classification des 
donnees hydrologiques, la prevision des debits, de la qualite de l'eau, de la 
consommation en eau, des apports annuels en eau et en sediments aux reservoirs, et la 
production hydroelectrique (Coulibaly et al., 1999). 
Par ailleurs, l'utilisation des RNA au sein des usines de filtration d'eau potable a pour 
but d'ameliorer la qualite de l'eau produite tout en diminuant les couts de production, 
les RNA etant implantes au sein de systemes automatises de controle des precedes 
(Baxter et al., 2001). L'etude de cas presentee est basee sur les deux usines de 
filtration d'Edmonton (AB). Voici des exemples de l'utilisation des modeles RNA : 
prediction de la couleur a l'eau brute, estimation de la demande en eau, prediction de 
Penlevement de couleur et de turbidite apres filtration assistee par coagulant et 
charbon actif, estimation de la dose d'alun requise (pour atteindre un niveau de 
turbidite donne a Peffluent), estimation de la durete totale a l'effiuent et estimation de 
la dose de chaux requise, et prediction de Penlevement de particules au travers des 
filtres (autre indicateur de la performance de filtration). Tous ces modeles RNA furent 
implantes dans un simulateur virtuel destine a former les operateurs sur la station. De 
plus, notons que P American Water Works Association vient de publier sur ce sujet un 
guide intitule « Real Time Artificial Intelligence Control and Optimization of a Full 
Scale WTP »(2007). 
Phases a considerer lors de Pelaboration d'un modele RNA 
Tous les auteurs concluent qu'aucune methodologie universelle n'existe, mais 
fournissent un cadre general d'etapes a suivre pour Pelaboration d'un modele RNA. 
Ce cadre est aussi decrit dans deux autres references (Dreyfus et al., 2004; Maier et 
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Dandy, 2001). Voici les grandes phases a considerer, dies sont regroupees en onze 
etapes. 
1. Definition des objectifs 
Avant d'envisager toute modelisation, il semble essentiel de bien detailler les objectifs 
auquel devra repondre le modele : quelle doit etre la donnee en sortie? Mesuree avec 
quel pas de temps ? Y a-t-il un niveau de performance acceptable minimal a atteindre 
? Quel critere de performance faut-il choisir ? Est-ce la precision de la prediction, la 
rapidite d'apprentissage, ou bien la precision temporelle de la prevision, i.e. aucun 
retard n'est admis (Maier et Dandy, 2000). 
2. Quel type de modele (lineaire, RNA, etc.) est le mieux adapte ? 
En fonction des objectifs precedents, il est possible de choisir quel modele parmi ceux 
disponibles est le mieux adapte aux besoins de Putilisateur. La modelisation de 
phenomenes non lineaires recommande l'usage de RNA. Selon le critere de 
performance adopte et la variable a modeliser, diverses architectures RNA pourront 
etre employees, chacune ayant ses avantages et inconvenients. 
3. Recuperation de la base de donnees 
La constitution d'une base de donnees preliminaire se fait par connaissance prealable 
du sujet, et/ou disponibilite des donnees (Tremblay, 2004). Toute connaissance 
prealable sur le systeme a modeliser oriente la selection des variables vers un premier 
groupement de variables candidates pour le modele (Bowden et al., 2005). 
4. Tri de la base de donnees 
Cette partie decoule de la precedente. Les donnees recuperees provenant de divers 
formats, il convient de tout uniformiser dans un seul fichier. Les exemples sur lesquels 
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le modele RNA va se calquer doivent etre representatifs de la population d'exemples 
en general. L'inclusion de patrons non representatifs pourrait perturber le reseau dans 
son apprentissage. Ainsi, certains auteurs eliminent les « outliers » de leur base de 
donnees (Govindaraju, 2000a). Notons que, dans le cas present, nous cherchons a 
modeliser les evenements extremes, les valeurs 'aberrantes' seront conservees afin de 
fournir le plus d'exemples possibles necessaires a leur bonne prediction. 
5. Choix des variables d'entrees 
Le choix des variables d'entrees se decompose en deux parties : la reduction de la 
dimension de l'espace des entrees, et 1'elimination des entrees non pertinentes. 
Ces deux etapes sont cruciales, car l'inclusion d'un nombre insuffisant de variables ne 
permet pas d'atteindre une performance maximale (les variables non indues peuvent 
contenir de l'information utile a la prediction). En revanche, inclure trop de variables 
degrade aussi la performance: l'inclusion de variables ne procurant aucune 
information supplemental brouille le reseau dans sa recherche de la loi liant entrees 
et sortie du modele. Ceci augmente la complexity du reseau et degrade sa capacite de 
generalisation: plus d'exemples sont gaspilles pour eliminer les variables non 
pertinentes. 
Reduction de la dimension de l'espace des entrees 
Afin de tendre vers 1'approximation parcimonieuse, il est necessaire de regrouper les 
entrees vehiculant une information identique, ceci permet d'eliminer la redondance de 
l'information. Les techniques les plus couramment utilisees sont les analyses en 
composantes principales (ACP), ou plus rarement les cartes auto-organisatrices. Les 
ACP consistent a projeter les donnees dans des plans principaux expliquant le plus de 
variance; ces plans sont construits orthogonaux, si bien que les composantes projetees 
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sont non correlees entre elles. Toutefois, de rinformation peut etre perdue lors de la 
projection (Dreyfus et al., 2004). 
Elimination des variables d'entree non pertinentes 
Une premiere methode proposee est celle dite du descripteur sonde (Dreyfus et al., 
2004). Pour choisir les entrees d'un modele neuronal, on considere dans un premier 
temps les variables pertinentes pour un modele lineaire (regression polynomiale ou 
analyse discriminante par exemple), puis on utilise les variables selectionnees dans le 
RNA. Le modele lineaire est calibre avec toutes les entrees potentielles plus une 
variable generee aleatoirement n'ayant aucun lien avec la sortie (le descripteur). Une 
orthogonalisation permet de trier les variables par ordre de pertinence sur la base de la 
correlation avec la sortie. Toutes les variables moins bien classees que le descripteur 
sont eliminees. En repetant ces etapes avec un nombre different de variables 
descriptives, on se definit un niveau de risque acceptable de retenir une entree non 
pertinente. Le recours a un modele lineaire garantit l'unicite de la solution trouvee, est 
leger en termes de calculs, et permet de traiter un grand nombre d'entrees en meme 
temps. Cette methode permet un classement des entrees et theorise la selection des 
entrees sur la base du risque d'acceptation d'une entree non pertinente. 
De plus, deux articles traitent de la selection des entrees (Bowden et al., 2005; Maier 
et Dandy, 1997). Le premier recense dans les articles etudies cinq methodes pour 
choisir les entrees pertinentes et en propose deux autres. Ces cinq methodes sont: 
l'utilisation de connaissance prealable sur le systeme, les methodes basees sur la 
correlation croisee (composante lineaire liant des variables), les methodes heuristiques 
(essais et erreurs), l'utilisation des RNA par analyse de sensibilite, et la composition 
des cinq methodes precedentes. Les methodes precedentes (incluant le descripteur 
sonde) presentent souvent 1'inconvenient de ne considerer que la composante lineaire 
liant entrees et sortie, alors que le phenomene a modeliser est non lineaire. 
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Les deux autres methodes proposees par l'article sont particulieres. La premiere est 
libre de modele et utilise la notion statistique de «partial mutual information » pour 
estimer les interdependances, lineaires ou non, entre entrees et sortie. La methode 
permet de calculer pour chaque entree la reduction d'incertitude sur la variable de 
sortie y sachant la variable d'entree X. Un classement des entrees peut ensuite etre 
mene. La deuxieme methode suggere l'utilisation des performances de RNA entraines 
pour determiner quelles entrees ameliorent le mieux la prediction. Cette methode est 
issue de la composition de trois algorithmes d'apprentissage automatises : les cartes 
auto-organisatrices (SOM), les algorithmes genetiques (GA) et les reseaux de 
neurones de regression generalisee (GRNN). Pour chaque combinaison d'entrees, les 
SOM permettent de reduire la dimension des entrees, puis un reseau de type GRNN 
est entraine afin d'evaluer la performance du groupe d'entrees en question sur la 
sortie. L'utilisation d'un GRNN au lieu d'un PMC est justifiee par l'unicite de la 
solution obtenue avec le GRNN au prix d'un temps d'apprentissage plus long qu'avec 
le PMC. Si peu d'entrees potentielles doivent etre testees, il est aise de tester de 
maniere exhaustive toutes les combinaisons d'entrees possibles; malheureusement, ce 
n'est pas toujours le cas. Ainsi, les GA permettent de retenir une combinaison 
d'entrees potentielles optimale sans avoir a tester toutes les combinaisons possibles. 
Une partie de cette methode sera utilisee par la suite en tant que deuxieme avis pour la 
selection des entrees du modele. 
6. Partitionnement des exemples 
Note : si les RNA sont utilises pour le choix des entrees, alors cette etape doit etre 
menee avant. 
II est d'usage courant en modelisation de separer les donnees en deux ensembles : 
l'apprentissage et le test. Le premier ensemble, apprentissage, sert a etalonner les 
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parametres libres du reseau; le deuxieme ensemble, test, sert a evaluer la capacite de 
generalisation du modele avec des donnees qui n'ont jamais ete presentees au modele. 
En modelisation RNA, l'ensemble d'apprentissage est encore decoupe en deux : 
apprentissage, et selection. Comme precedemment, le sous-ensemble d'apprentissage 
sert a etalonner les parametres libres du reseau. Alors que le sous-ensemble de 
selection va etre employe afin de maximiser un parametre de Palgorithme 
d'apprentissage du reseau : le nombre d'epoques d'apprentissage, done l'arret de ce 
dernier. Cette technique permet d'eviter le phenomene de sur-apprentissage (le reseau, 
a force de voir les exemples d'apprentissage, s'ajuste sur le bruit des donnees et perd 
en generalisation). 
Le fonctionnement de la methode de validation croisee est schematise comme suit 
(Figure 1-6) : au fur et a mesure que les exemples de l'ensemble d'apprentissage sont 
presentes au reseau, celui-ci adapte ces poids pour minimiser a chaque etape l'erreur 
commise. Cette courbe est ainsi decroissante (trait plein). L'observation de l'erreur sur 
l'ensemble de selection montre deux phases (trait interrompu). La premiere ou le 
reseau est en train de capturer le phenomene physique sous-jacent montre que l'erreur 
diminue. Puis, la deuxieme montre que l'erreur augmente car le reseau copie 
uniquement l'ensemble d'apprentissage : on parle de sur-ajustement. L'erreur de 
selection passe par un minimum. La valeur des poids de connexion etant conservee a 
chaque etape, l'algorithme d'apprentissage par la methode de validation croisee 
retiendra finalement la configuration a ce minimum. II s'agit d'un compromis entre un 
bon apprentissage du phenomene physique a modeliser (faible erreur d'apprentissage) 




* Nombre d'epoques 
Figure 1-6 : Erreur d'apprentissage et de selection en fonction du nombre d'epoques 
Dans la plupart des articles recenses dans la revue sur l'utilisation des modeles RNA 
en hydrologie, l'ensemble d'apprentissage comprend de 50 a 80% des donnees totales 
disponibles ; selection et test n'ayant que de 10 a 25% des donnees restantes (Maier et 
Dandy, 2000). 
Les RNA performent mieux s'ils ne sont pas nourris avec des donnees au-dela de 
celles utilisees pour la calibration (Shahin et al., 2004). L'ensemble d'apprentissage 
doit evidemment contenir des donnees representatives du phenomene a modeliser, 
mais en plus il doit si possible contenir les exemples extremes de la base de donnees. 
Cependant, les ensembles de selection et de test doivent aussi representer la meme 
population : comment evaluer la performance de generalisation d'un modele predictif 
si les donnees test utilisees sont differentes du phenomene a modeliser ? 
Trois methodes generates sont proposes pour l'echantillonnage (Shahin et al., 2004). 
La premiere, la plus repandue, est aleatoire et ne tient pas compte des statistiques des 
donnees. Une proportion fixee de donnees est repartie aleatoirement entre les trois 
ensembles. Bien souvent le decoupage est plus rudimentaire que cela : pour des series 
temporelles, c'est le temps qui est decoupe en trois parties, l'ensemble de test etant 
souvent la periode la plus recente. Une deuxieme methode prend toujours ces 
3 Inspire de Haykin (1999) 
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exemples de maniere aleatoire dans des proportions fixees, mais verifie a posteriori 
que les trois ensembles soient representatifs d'une meme population (qu'il n'y ait pas 
de differences statistiquement significatives entre les ensembles). Le modelisateur 
procede par essais et erreurs jusqu'a obtenir un bon echantillonnage. Enfin, la 
troisieme methode regroupe les donnees par leurs similitudes (« clustering ») avant de 
les repartir dans les ensembles. Ceci assure que la repartition obtenue donne lieu a 
trois ensembles representatifs d'une meme population. Cette derniere methode semble 
montrer les meilleurs resultats (Shahin et al., 2004). 
Afin de s'assurer que les performances obtenues pour un reseau soient independantes 
du partitionnement des exemples utilises, il est recommande d'avoir recours a 
plusieurs echantillonnages. Par exemple, cinquante reseaux entraines avec repartitions 
differentes ont ete utilises afin d'evaluer la deviation obtenue sur la valeur de sortie 
predite (10e et 90e centile) pour chaque modele (Valentin et al., 1999). 
7. Choix d'une architecture de reseau 
L'architecture va definir le nombre de parametres libres du reseau. II s'agit de la 
maniere dont 1'information s'ecoule a travers le reseau (reseau recurrent ou 
«feedforward»), si le reseau est totalement ou partiellement connecte, et de sa 
geometrie. On appelle geometrie le nombre de couches cachees et le nombre de 
neurones dans chaque couche cachee; les couches d'entrees et de sortie ayant deja ete 
fixees auparavant. 
II s'agit d'une phase tout aussi importante que la selection des entrees pertinentes car 
elle fixe la complexite du modele elabore. La plupart des articles recenses utilisent des 
reseaux de type PMC «feedforward » totalement connectes. Dans la majeure partie 
des cas, la geometrie est determinee par essais et erreurs (Maier et Dandy, 2000). 
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Recemment quelques articles essaient d'adopter des methodes plus systematiques pour 
la determination de la geometrie, mais cette approche n'est pas universellement 
effectuee. Une des methodes est l'elagage des connexions («pruning » en anglais). 
Cette methode considere au depart un reseau plus grand que necessaire, et va eliminer 
les connexions dont la contribution est la plus faible. Si le poids de la connexion 
tombe en dessous d'un certain seuil predetermine, la connexion est eliminee. Le 
reseau final obtenu est partiellement connecte. Ces methodes aboutiraient a un reseau 
plus parcimonieux, done ayant une meilleure capacite de generalisation (Corani et 
Guariso, 2005). 
De plus, ont ete inclus dans le terme architecture les transformations pre et post 
traitement effectuees sur les entrees et les sorties des modeles, ainsi que les fonctions 
d'activation de chaque neurone. Plus de details sur les objectifs et la maniere de 
transformer les variables sont donnes dans PAnnexe D. 
8. Calibration des reseaux (phase d'apprentissage) 
Le reseau 'apprend' de ses experiences passees. La phase d'apprentissage a done pour 
but d'etalonner les parametres libres d'un modele RNA dans le but de minimiser une 
fonction d'erreur, fonction calculee sur la base des exemples disponibles. Une 
description sommaire de la phase d'apprentissage a deja ete donnee dans la section 
1.3.1). 
II convient dans cette phase de choisir un algorithme d'apprentissage 
(retropropagation, Levenberg-Marquardt, gradient conjugue, etc.) et pour chaque 
algorithme de determiner les constantes d'apprentissage. Par exemple, pour 
l'algorithme de retropropagation, ces constantes sont le taux d'apprentissage (r\), le 
momentum (u), et le nombre maximal d'epoques a considerer. L'effet des parametres 
internes de ralgorithme de retropropagation est tres bien documente dans une etude 
empirique sur la prediction de la salinite de la riviere Murray en Australie (Maier et 
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Dandy, 1998a; Maier et Dandy, 1998b). La performance des methodes d'apprentissage 
est comparee empiriquement pour la meme etude de cas (Maier et Dandy, 1999). II est 
aussi possible de consulter l'etude de cas fournie dans l'aide du logiciel Matlab® (The 
MathWorks, 2007). II ressort empiriquement que les algorithmes de type gradient 
conjugue performent mieux pour les problemes de classification; alors que, pour la 
regression l'algorithme de Levenberg-Marquardt est preferable. 
Les algorithmes d'apprentissage ont pour but de minimiser une fonction de cout. Les 
fonctions de cout les plus utilisees sont l'erreur quadratique moyenne pour la 
regression, et l'entropie croisee pour les problemes de classification (Statsoft, 2006). 
II faut toutefois faire attention, la recherche d'un minimum de la fonction de cout peut 
converger vers des solutions physiquement improbables (par exemple, la turbidite a 
Des Baillets inversement proportionnelle a la turbidite en amont a Beauharnois). Ainsi 
des termes de contraintes peuvent etre ajoutes a la fonction de cout pour penaliser des 
contributions improbables de certaines entrees si une connaissance prealable du 
systeme a modeliser est disponible (Kingston et al., 2005). 
9. Choix d'un critere de performance 
Une fois une serie de modeles etalonnes, il est necessaire de les comparer entre eux 
afin de favoriser celui repondant le mieux aux besoins de l'utilisateur. Le choix d'un 
critere de performance adequat permet de quantifier la performance de chaque modele 
et des les trier par ordre d'efficacite. 
Le critere de performance comprend un terme principal, et au besoin des termes 
additionnels de moindre importance. La contribution de chaque terme est ponderee par 
l'importance relative qu'a ce terme vis-a-vis des objectifs du modele, dependamment 
de l'appreciation du modelisateur. Plusieurs criteres principaux sont utilises 
couramment en hydrologie. II y a par exemple pour les problemes de regression, 
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l'erreur des moindres carres sommes, l'erreur absolue moyenne, ou le coefficient de 
Nash-Sutcliff (Martinec et Rango, 1989). L'adequation temporelle entre les 
predictions et les observations peut etre calculee par le coefficient de correlation de 
Pearson (r) (Tremblay, 2004). Pour la discrimination, le pourcentage de classification 
correcte semble etre le critere le plus intuitif, bien que des matrices de perte peuvent 
penaliser plus fortement certaines erreur de classification (Statsoft, 2006). 
En plus de ces criteres de performance principaux, des termes additionnels de plus 
faible ponderation peuvent etre ajoutes. II peut s'agir de termes penalisant les modeles 
trop complexes, ou bien penalisant l'inclusion d'entrees difficilement disponibles 
(Tremblay, 2004). 
10. Determination du meilleur reseau 
Les criteres de performance permettent d'ordonner les reseaux candidats, il convient 
de retenir le ou les modeles repondant le mieux aux besoins du probleme. 
11. Bdtir le modele final 
Cette partie vise a fixer les details techniques pour 1'implantation du modele en 
station, a savoir: le code informatique, l'interface graphique pour les utilisateurs, la 
recuperation des bases de donnees, et au besoin, la mise en commun des predictions 
des modeles si plusieurs modeles ont ete retenus. 
1.3.3 Quelques exemples specifiques 
Au cours de cette section, une serie d'articles presentant des similitudes avec ce projet 
seront commentes. La section est divisee en deux parties : la premiere partie traite de 
la prediction de la qualite a l'eau brute; puis la seconde partie porte sur la prediction 
de la qualite de l'eau filtree, bien souvent avec ajout de coagulant dans la filiere de 
filtration. 
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Prediction de la qualite de l'eau brute 
Une serie d'articles furent deja commentes par Tremblay (2004), par souci de 
diversification, d'autres articles seront etudies ici. 
Prediction de debit de riviere 
Un PMC de type «feedforward » fut utilise pour predire recursivement de un a sept 
jours a l'avance le debit de la riviere Mistassibi (QC) (Birikundavyi et al., 2002). 
Trente deux annees de donnees journalieres furent recoltees et decoupees par annees 
en trois ensembles de 17, 12 et 3 ans. Les entrees retenues furent les memes que le 
modele lineaire ARMAX afin de pouvoir comparer les performances des deux 
modeles; a savoir : les debits des jours precedents, la temperature moyenne predite 
pour le lendemain, la fonte des neiges calculee, et la precipitation. Les 13 entrees du 
modele furent normalisees selon la methode du min max. L'algorithme 
d'apprentissage utilisa la retropropagation avec arret lorsque l'EQM est minimale et le 
coefficient de Nash-Sutcliff maximal sur 1'ensemble de selection. Sur les annees de 
test ces coefficients montrent des performances allant respectivement de 17,71m3/d a 
95,89 m /d, et de 0,9930 a 0,7969. La plus mauvaise performance etant obtenue pour 
les modeles predictifs a 7 jours : la prediction etant determinee a partir des previsions 
les jours precedents, l'erreur s'accumule done de jours en jours. 
Une serie de commentaires interessants viennent completer cet article (Sudheer et al., 
2004). Cigizoglu suggere le recours aux reseaux GRNN pour eviter les minima locaux 
lors de l'apprentissage. Les sorties de ces reseaux etant bornees par les valeurs 
extremes de l'ensemble d'apprentissage, nous obtenons toujours des resultats 
physiquement plausibles. Cependant, ces reseaux extrapoleraient moins bien que les 
PMC. Le probleme de minimum locaux peut etre reduit en considerant un taux 
d'apprentissage et un momentum propre a chaque neurone. Une des ameliorations 
suggerees est aussi la construction de sept modeles predictifs pour la prediction de un 
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a sept jours. Ceci eviterait d'accumuler l'erreur au fur et a mesure des predictions. De 
plus, l'inclusion d'une composante periodique en entree supplementaire guiderait le 
reseau vers la reconnaissance de phenomenes saisonniers (fonte des neiges, pluies 
d'automne, etc.). La derniere amelioration proposee est basee sur la methode du 
« range dependent neural network ». Cette methode vise a decouper les donnees en 
intervalles (bas, moyen, eleve) et d'attribuer des regies d'apprentissage differentes 
selon la classe consideree. La performance de prediction des evenements eleves etant 
limitee par leur faible occurrence (soit peu d'exemples eleves disponibles), il convient 
de leur accorder plus de poids a l'apprentissage. 
Prediction des concentrations en sediments 
Deux autres auteurs ont traite la prediction de concentration en sediments. 
Dans un premier temps, deux articles visent a predire la qualite de l'eau dans un bassin 
versant de la foret boreale canadienne, en Alberta. II s'agit de la prediction des 
concentrations en phosphore et debits dans des zones ou aucune jauge de mesure n'est 
presente (Nour et al., 2006a), mais aussi du debit de la riviere et de la concentration de 
matieres en suspension (MES) (Nour et al., 2006b). Les entrees des modeles sont 
divisees en deux categories : entrees ayant un lien de cause a effet avec la sortie, 
entrees decalees temporellement, et des entrees refletant un cycle annuel ou saisonnier. 
Une analyse spectrale des variations des parametres permet d'identifier que les 
variations mensuelles representent la periode dominante, d'ou la generation de signal 
d'entree de forme sinusoi'dale et de meme periode. Une analyse par correlation croisee 
identifie les decalages temporels a considerer. Les autres entrees potentielles pour le 
debit sont les precipitations, les composantes periodiques, les temperatures de l'air, 
l'indice de temperature degre jour, et l'estimation de la fonte des neiges. Les 
concentrations en phosphore incluent les previsions sur le debit, les concentrations en 
phosphore des jours precedents, la temperature de l'air et les composantes periodiques. 
41 
De meme que ci-dessus, l'apprentissage a lieu avec l'algorithme de retropropagation 
avec methode de validation croisee, et la performance des modeles est determinee par 
le coefficient de determination (R2) ainsi que l'EQM. La division des donnees est 
operee par «clustering» en repartissant les donnees dans un ratio 3 :1 pour 
l'apprentissage et Pensemble de test. L'architecture et les parametres d'apprentissage 
optimaux furent determines par essais et erreurs. Les resultats sur la prediction des 
MES atteignent un R2 de 0,91 sur 1'ensemble de test. Le modele sous-estime 
legerement les pointes lors de la fonte des neiges. 
Le deuxieme auteur merite une attention particuliere car il travaille depuis plus de dix 
ans sur le developpement de modeles predictifs des concentrations en sediments, 
citons notamment les publications suivantes. 
Les premiers articles utilisent des reseaux PMC avec algorithme de retropropagation. 
Les entrees du reseau, les parametres d'apprentissage et l'architecture du reseau sont 
tous determines par essais et erreurs. Les entrees sont normalisees entre 0,2 et 0,8 par 
la methode min max. Des travaux anterieurs montrent, pour la riviere Tees 
(Angleterre), une correlation lineaire entre turbidite et concentration en sediments 
(Cigizoglu, 2002b). Les RNA depassent la performance obtenue par les modeles 
conventionnels de « sediments rating curves » (SRC). Ces methodes conventionnelles 
cherchent une solution de la forme : 
C = a.Qb + e (1-4) 
ou C represente la concentration en sediments, Q est le debit de riviere, et a et b sont 
des constantes a determiner, £ est un terme d'erreur. 
Cependant, il existe une hysteresis sur le lien entre sediments et debit (Cigizoglu, 
2002a), hysteresis non modelisable par l'equation ci-dessus. Ainsi, l'auteur s'est 
tourne vers les modeles neuronaux. Differents modeles RNA furent developpes selon 
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la disponibilite des donnees. Ces modeles considerent comme entrees les debits en 
amont et, si possible, les concentrations en sediments en amont (ou les jours 
precedents). Les modeles RNA etalonnes sont utilises pour estimer des concentrations 
en sediments des rivieres voisines afin de limiter le cout en instruments de mesure. 
Cette etude ne prit pas en compte les precipitations car les donnees ne furent pas 
disponibles. L'auteur suppose cependant que ce parametre aurait pu ameliorer les 
performances de prediction (Cigizoglu, 2002a). 
Le troisieme article developpe les idees precedentes pour la riviere Schuylkill a 
Philadelphie (Cigizoglu, 2004). La meme methodologie est utilisee: PMC, 
architecture determined par essais et erreurs, performance evaluee par R et EQM... 
Les entrees sont determinees par analyse statistique (correlation croisee), et les 
algorithmes de retropropagation et de Levenberg-Marquardt sont utilises pour 
l'apprentissage. Cette publication vise deux objectifs : predire la concentration en 
sediments a partir des concentrations passees et amonts, et estimer la concentration en 
sediments en fonction des debits passes et en amont (comme le feraient les SRC). La 
fonction de transfert adoptee est la tangente hyperbolique, certains modeles donnent 
done des predictions negatives a la place des faibles valeurs de concentration 
observees. Les modeles ayant comme entrees les concentrations en sediments en 
amont performent mieux, l'auteur l'explique en disant que 1'auto-correlation des 
entrees decalees temporellement est plus faible que le coefficient de correlation entre 
entrees et sorties. 
Pour le quatrieme article, il s'agit de predire le debit journalier moyen de la riviere 
Ergene (Turquie) en fonction des debits passes, ou des debits de stations environnantes 
(Cigizoglu, 2005). Afin de resoudre les problemes de minima locaux et de prediction 
non plausibles physiquement, l'auteur utilise dorenavant un reseau de type GRNN. II 
compare les resultats obtenus avec le modele PMC le plus performant obtenu. Le 
choix des parametres internes des reseaux est determine par essais et erreurs. Seule la 
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selection des entrees mele analyse statistique des correlations et resultats des 
performances d'un modele lineaire de regression multi variables. Les modeles 
lineaires, calibres avec leurs groupes d'entrees candidates, sont classes a l'aide du 
critere d'Akaike. Ce critere se base sur l'erreur quadratique moyenne et inclut un 
terme penalisant les modeles les plus complexes. De plus, afin d'ameliorer la 
performance des modeles de series temporelles, l'auteur a inclus une entree 
supplemental sous forme de composante periodique (date en journee julienne divisee 
par 365). 
Le cinquieme article vise a predire la concentration journaliere en sediments de la 
riviere Juniata (PA) en fonction des concentrations passees et des debits d'eau 
(Cigizoglu et Alp, 2006). Les entrees sont cette fois-ci determinees par essais et 
erreurs. On retient le modele dormant de meilleures performances sur 1'ensemble de 
test. Les criteres de performances sont toujours l'EQM et le R2, auxquels s'ajoute la 
somme annuelle des sediments. En effet, la gestion d'une retenue d'eau (par exemple 
dragage du fond) necessite de connaitre les apports totaux annuels. Les performances 
des modeles GRNN, PMC, courbes SRC, et regression lineaire multi variables sont 
comparees. Les resultats montrent que pour les predictions de moyennes et fortes 
concentrations en sediments, PMC et GRNN se valent (avec les criteres de 
performances adoptes). Pour les faibles valeurs de concentrations en sediments, les 
GRNN ne donnent pas de predictions negatives. 
Le sixieme et dernier article recense ici fait la synthese des connaissances obtenues 
des etudes precedentes, et propose de nouvelles methodes pour P etude de cas de la 
prediction de la concentration en sediments de la riviere Schuylkill (USA) (Cigizoglu 
et Kisi, 2006). Le reseau utilise est un PMC de type «feedforward», dont 
Parchitecture est determinee par essais et erreurs. L'apprentissage se fait par 
retropropagation et algorithme de Levenberg-Marquardt. Les entrees et sorties sont 
normalisees entre 0,1 et 0,9. Les faits saillants et methodes nouvelles proposees sont: 
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• L'analyse statistique (correlation lineaire) des donnees pour aider au choix des 
entrees du modele. 
• Le « k-fold partitionning ». Apres avoir decoupe les donnees en k sous-
ensembles, celui apportant le plus d'information est retenu. Cette methode vise 
a tirer parti du fait qu'un sous-ensemble de donnees peut contenir plus 
d'informations pertinentes que toutes les donnees cumulees. 
• Le « range dependent neural network ». La plage de sortie de la variable a 
mesurer est decoupee en plusieurs classes (par exemple, bas moyen et eleve). 
Un modele neuronal est developpe par classes. L'idee sous-jacente est qu'il 
existe une dynamique differente qui gouverne les evenements bas, moyens, et 
hauts; d'ou la construction d'un modele par classes. 
Prediction des performances de la filtration avec coagulant 
Huit articles decrivant 1'implantation d'un modele neuronal afin de predire la 
performance de filtration ont ete recenses (Gagnon et al., 1997; Zhang et Stanley, 
1999; Valentin et al , 1999; Yu et al , 2000; Baxter et al., 2001; Baxter et al., 2002; 
Maier et al., 2004; Hernandez et Le Lann, 2006). Tous ont recours a l'ajout de 
coagulant chimique, et dans certains cas de polymere ou charbon actif en poudre. Bien 
que les filtres a sable de la ville de Montreal fonctionnent sans coagulant, ces articles 
seront etudies ci-apres car ils fournissent des elements de methodologie pour 
1'elaboration un modele predictif de la performance de filtration. 
La plupart de ces articles decrivent des chaines de traitement ayant pour precedes de 
traitement les unites suivantes : coagulation, (floculation) decantation, et filtration. 
L'ajout d'un coagulant chimique permet d'augmenter la performance de filtration en 
creant de gros floes plus facilement decantables. Un dosage optimal de coagulant est 
necessaire car une dose trop faible donnera une faible qualite de l'eau en sortie du 
procede (et peut etre le non respect des normes de production d'eau potable), alors 
qu'une trop forte dose coute cher en produit chimique et une grande quantite 
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d'aluminium residuel (si l'alun est le coagulant employe) presente un risque pour la 
sante publique. Usuellement, rajustement de la dose de coagulant est effectue 
manuellement et periodiquement en fonction de 1'experience des operateurs et de tests 
en laboratoires (jar-tests). Ces methodes excluent tout procede de controle en temps 
reel, c'est pourquoi un modele de type RNA permettrait d'automatiser le pilotage de 
l'unite de filtration afin de reduire les couts d'operation de la station. 
Deux types de modeles 
Dans le but d'automatiser le controle de la performance de la filtration, ces articles 
emettent la distinction entre deux types de modeles : les modeles de procedes, et les 
modeles inverses des procedes. 
Les modeles de procedes visent a decrire la loi entree/sortie du phenomene. Un ou 
plusieurs parametres de qualite de l'eau a la sortie du procede sont predits en fonction 
de la qualite de l'eau a l'entree et des parametres de controle de la station (vitesse de 
filtration, dose de produit chimique, etc.). La plupart des modeles predisant la turbidite 
en sortie du decanteur ont pour entrees : 
• Les variables de qualite de l'eau brute : 
o Le pH : c'est un facteur essentiel a la coagulation. Les coagulants voient 
leur efficacite varier selon les plages de pH considerees. 
o L'alcalinite : elle est necessaire a la reaction de la plupart des coagulants 
et agit en tant que tampon pour limiter la variation de pH. L'ajout de 
coagulant consomme de l'alcalinite. Sa valeur est controlee dans la suite 
du traitement afin de limiter la corrosion dans le reseau de distribution. 
o La temperature : a basse temperature, les cinetiques chimiques sont 
ralenties et la viscosite de l'eau augmente. 
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o La turbidite ou compte de particules: ceci represente la valeur 
initialement presente de matieres solides a enlever. Trop peu ou trop de 
turbidite sont difficiles a traiter. 
o La couleur, l'absorbance UV a 254 nm (UVA-254nm), ou la Demande 
Chimique en Oxygene (DCO). Ces variables refletent generalement la 
quantite de Matiere Organique Naturelle (MON) presente. La quantite de 
MON presente est fortement reliee a la dose d'alun requise. 
o La conductivite (plus rarement): ce parametre indique l'etat de 
mineralisation de l'eau, c'est peut etre un indicateur de qualite de l'eau. 
En effet, si la source d'eau est le resultat du melange de deux masses 
d'eau de qualite et de conductivite differentes, la variation de la 
conductivite peut etre representative du rapport de melange entre les 
sources. 
o La teneur en oxygene dissous. Seulement dans un article ou le precede de 
traitement utilise deux etages de filtres a charbon actif granulaire couples 
a une pre et une inter ozonation (Valentin et al., 1999). La teneur en 
oxygene dissous a une influence sur l'enlevement supplementaire qui 
peut etre realise par filtration biologique. 
• Les variables de controle du precede comme la dose de coagulant, la vitesse de 
filtration ou le debit de l'usine; et, selon les precedes adoptes, la dose de 
polymere, et/ou la dose de charbon actif en poudre. 
Etant donne que les variables a modeliser sont issues de series temporelles, certains 
auteurs utilisent aussi en entree des variables de qualite de l'eau decalees 
temporellement, ou bien ajoutent en entree la variation du parametre de qualite 
(variation depuis le pas de temps precedent). 
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D'autre part, les modeles inverses de precedes ont pour but d'estimer la valeur 
optimale des parametres de controle en fonction des variables de qualite de l'eau a 
l'entree (citees ci-dessus), et des valeurs cibles de la qualite de l'eau a la sortie (par 
exemple, la turbidite a l'eau decantee ou filtree). 
L'acquisition de donnees pour les modeles inverses de precedes requiert des essais 
effectues en laboratoire ou en essai pilote. En usine, il est difficile d' experimenter la 
variation des parametres de reglages dans une large gamme pendant la production 
d'eau potable ! Une telle base de donnees a ete produite en pilote a Edmonton (AB) 
(Baxter et al., 2002). En meme temps que la qualite de l'eau brute variait au fil des 
jours, un algorithme faisait varier aleatoirement la dose d'alun injectee afin d'obtenir 
des donnees couvrant un large eventail de combinaisons possibles. II est meme 
recommande d'utiliser en entree plusieurs variables cibles a l'eau filtree afin 
d'augmenter la plage de fonctionnement du modele et de gagner en flexibilite 
d'operation (Maier et al., 2004). 
L'ensemble des entrees et sorties retenues par les auteurs cites ci-dessus est recapitule 
au Tableau 1-1. Les modeles de precede et leurs inverses y figurent, les entrees (I) et 
sorties (O) sont alors interverties. 
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Tableau 1-1 : Tableau recapitulatif des entrees et sorties retenues des modeles 










































































































































































































































































I: input O : output AI: entree decalee temporellement 
Informations de modelisation 
Certaines informations utiles en termes de methodologie sont presentees ci-apres. 
Tout d'abord, quel pas de temps faut-il adopter ? Les travaux publies ci-dessus 
utilisent comme pas de temps : 5 minutes, 15 minutes, ou la moyenne journaliere. Le 
choix du pas de temps est grandement dependant de la vitesse de variation de la 
qualite de l'eau brute. Plus elle varie rapidement, plus le pas de temps doit etre court. 
Par exemple, dans la ville de Taipei (Taiwan), lors de la saison des pluies, la turbidite 
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a l'eau brute passe de 10 UTN a 100 UTN en quelques minutes, l'auteur a done opte 
pour un echantillonnage toutes les 5 minutes (Yu et al., 2000). 
Par ailleurs, concernant la selection des exemples pertinents, les donnees en regime 
stationnaire sont eliminees afin de reduire le nombre d'exemples redondants et 
d'empecher le reseau d'apprendre un comportement recurrent donne. Ainsi, a Sainte-
Foy (QC), le modele de prediction de la dose optimale de coagulant ne se servit que 
des mesures autour des periodes transitoires (Gagnon et al., 1997). 
Implantation en station 
Trois articles abordent l'implantation en station des modeles RNA afin d'assurer une 
gestion automatisee de la production d'eau ou de fournir un simulateur virtuel pour la 
formation des operateurs (Zhang et Stanley, 1999; Baxter et al , 2002; Maier et al., 
2004). 
Un modele additionnel predisant les pH et 1'aluminium residuel a l'eau filtree en 
fonction de la qualite de l'eau brute et des doses injectees peut etre couple au modele 
de prediction de la dose optimale de coagulant (Maier et al., 2004). 
A Edmonton (AB), les reseaux de neurones furent generes avec le logiciel Statistica®, 
le code fut extrait en langage Visual Basic®, et une interface graphique fut construite 
sous Excel®. La version finale de l'interface agit en optimisant le cout d'operation 
sous contraintes de la qualite de l'eau produite (respect des normes), et contraintes 
d'operation sur les variables de controle. Le logiciel teste toutes les combinaisons des 
trois variables de controle existante (dose d'alun, de polymere, et debit de production 
d'eau a la station), et preconise la meilleure solution trouvee (Baxter et al., 2002). 
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Chapitre 2 MATERIEL ET METHODES 
Le present chapitre definit la methodologie retenue pour batir les modeles predictifs. 
Certaines etapes seront illustrees par les exemples issus du Chapitre 3. 
2.1 Recapitulatif des etapes a suivre 
Les etapes de developpement du modele comprennent: 
1. La definition des objectifs. 
2. Le choix du type de modele (lineaire, RNA, etc.), lequel est le mieux adapte ? 
3. La recuperation de la base de donnees par connaissance prealable sur le sujet, 
et/ou disponibilite des donnees. 
4. Le tri de la base. 
5. Le choix des variables d'entrees. 
6. Le partitionnement des exemples. 
7. Le choix d'une architecture de reseau et des parametres internes (pretraitement, 
parametres internes, algorithme d'apprentissage, fonction d'erreur a minimiser, 
etc.). 
8. La calibration des reseaux (phase d'apprentissage). 
9. Le choix d'un critere de performance. 
10. La determination du meilleur reseau. 
11. L'assemblage du modele final. 
2.2 Materiel 
Les simulations de ce projet ont ete realisees a l'aide du logiciel commercial Statistica 
version 7.1 et de son module «Neural Networks » associe (Statsoft Inc., Tulsa, 
Oklahoma). De plus, des macro-instructions programmees en Visual Basic ont permis 
de programmer les boucles necessaires a la recherche heuristique de solutions. Les 
ordinateurs utilises furent equipes de micro processeurs Pentium 4, 3 GHz, avec IGo 
de memoire RAM. 
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2.3 Methodologie employee 
Cette section de methodologie a ete ecrite comme un guide de conception a usage de 
la Ville. Si les modeles developpes doivent etre implemented en station, il sera 
necessaire de les re-entrainer periodiquement. II est ainsi utile d'enumerer etape par 
etape les hypotheses et les problemes rencontres. Une illustration complete 
accompagnee de valeurs numeriques et figures est disponible au Chapitre 3. 
2.3.1 Definition des besoins 
Le but du modele est de pouvoir predire la turbidite a la prise d'eau brute pour une 
journee a l'avance. Ce modele doit pouvoir etre implante en station. Les usagers cibles 
sont les ingenieurs d'exploitation et les operateurs, l'utilisation du modele doit etre 
simple et conviviale. 
Ses predictions doivent etre precises et fiables, en amplitude et dans le temps. C'est-a-
dire que la valeur numerique produite par le modele doit approcher la valeur reelle, 
mais la prediction temporelle doit etre assez bonne pour ne pas manquer le debut d'un 
pic de turbidite. Par exemple, predire 10 UTN au lieu des 12 observes est plus 
acceptable que de predire exactement 12 UTN, mais avec une journee de retard. 
La fiabilite s'exprime par la confiance que peut avoir Poperateur dans le modele : un 
modele generant beaucoup de faux positifs (done de fausses alertes) pourrait etre juge 
trop sensible et les predictions de pointe de turbidite ne seraient pas prises au serieux. 
Nos modeles se doivent d'etre robustes. Si, une fois implantes en station, nous 
decidons apres quelques annees d'operation de les re-entrainer avec les nouvelles 
donnees disponibles (pour ameliorer la performance et/ou tenir compte de la derive 
dans le temps de certaines valeurs numeriques), le modele qui fut auparavant une 
solution optimale, se doit d'etre encore performant. On eliminera ainsi les modeles 
dont les resultats sont extremement variables. 
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2.3.2 Choix du type de modele le mieux adapte 
Reseaux de neurones ou autre ? 
Ici, notre objectif est de modeliser la qualite de la prise d'eau brute dans le fleuve 
Saint-Laurent. Ceci represente un systeme non lineaire (les memes causes ne 
produisant pas les memes effets), complexe et de grande echelle. Les RNA sont 
particulierement adapte pour la modelisation non lineaire (Haykin, 1999). De plus, 
nous pouvons aj outer que notre but est de pouvoir batir un modele rapidement 
operationnel pour la ville, c'est pourquoi la modelisation de type « boite noire » des 
reseaux de neurones est beaucoup plus appropriee pour nos besoins que 1'elaboration 
d'un modele conceptuel a l'echelle du Saint-Laurent. Ce modele conceptuel exigerait 
la connaissance complete des phenomenes physiques, chimiques, et biologiques ayant 
lieu dans le fleuve. La taille de la zone d'etude est telle qu'un modele conceptuel 
demanderait une puissance de calcul elevee dont la Ville n'a pas utilite (en termes 
d' investissement). 
De plus, les reseaux de neurones artificiels (RNA) sont particulierement adaptes pour 
les modeles non lineaires de part leur construction meme. L'usage des RNA en 
hydrologie est bien documente (voir la revue de litterature au chapitre precedent), et 
les travaux prometteurs de Tremblay (2004) nous fournissent une bonne base pour 
demarrer notre projet. Ces raisons expliquent l'utilisation des RNA a la place d'autre 
types de moderations (ARMAX, regression lineaire ou polynomiale, etc.) 
Type de sortie pour notre modele : classification ou regression ? 
Un modele de regression permettant de predire la valeur numerique de la turbidite le 
lendemain conviendrait en tant qu'outil de gestion pour la quantification des 
depassements potentiels aux normes du RQEP. D'un point de vue operationnel, les 
deux modeles pourraient convenir car la valeur issue de la regression pourrait par 
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exemple servir de base au dosage de coagulant, alors que l'etablissement d'un 
depassement d'un seuil de turbidite par rapport a une valeur jugee « critique » 
declencherait une alarme pour les operateurs qui se prepareraient a une situation 
d'urgence. 
II est interessant de noter que les performances de la regression seront moindres qu'un 
modele de classification specifique a un seuil de turbidite donne. Ce dernier n'ayant 
qu'a se concentrer sur l'equation frontiere entre deux classes au lieu de modeliser des 
valeurs continues. 
Nous deciderons done de coupler notre modele de regression a des modeles de 
classification specifiques a divers seuils de turbidite. Nous pourrons verifier la 
concordance des predictions entre modeles, et ceci resultera en un gain de 
performance (Tremblay, 2004). 
2.3.3 Recuperation de la base de donnees 
Comme nous l'avons vu au chapitre precedent, les connaissances prealables obtenues 
grace aux travaux de Tremblay (2004) ont permis d'isoler huit facteurs explicatifs des 
evenements turbides. Les variables a recuperer sont des indicateurs representatifs de 
ces phenomenes. Nous avons selectionne une liste agrandie de ces variables 
appartenant a trois grandes families de donnees : meteorologique, hydrologique (debits 
des principaux affluents et des tributaires secondaires) et qualite de l'eau en amont. Un 
total de 40 variables constitue la base de donnees preliminaire (Tableau 3-1). 
La zone d'etude est delimitee par le triangle forme par les lacs Saint-Francois, des 
Deux Montagnes et la prise d'eau brute a Lasalle. 
Nous avons considere dix annees de donnees au lieu des trois ans et demi utilises 
precedemment, ceci afin d'etendre le nombre d'exemples turbides disponibles pour la 
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calibration de notre modele. Les donnees furent recueillies pour la periode du 1 
Janvier 1996 au 31 mai 2006. 
La Figure 2-1 presente une carte de la zone d'etude avec la localisation des donnees 
disponibles. 
Figure 2-1 : Carte de la zone etudiee, localisation des donnees 
2.3.4 Tri de la base de donnees 
Dans un premier temps, la sortie du modele est examinee pour observer des 
particularites comme une periodicite, une saisonnalite, etc. Ensuite, un double tri de la 
55 
base de donnees est effectue : d'abord le tri des variables pertinentes, puis parmi les 
variables retenues, un tri des exemples pertinents. 
Analyse du phenomene a modeliser 
Avant d'entamer le tri de la base de donnees, nous devons fixer une serie de 
definitions afin de caracteriser nos phenomenes. Ensuite un examen prealable de la 
variable de sortie a modeliser peut etre fort utile pour orienter nos connaissances vers 
des comportements specifiques. Par exemple, dans notre cas, la presence de pointes 
durant le printemps nous incite a observer les variables representatives des causes 
printanieres (fonte des neiges, renversement, tempetes, etc.). 
Les definitions a adopter doivent permettre de caracteriser les donnees de turbidite. 
Une analyse statistique ou la connaissance d'une valeur seuil critique pour l'operation 
peut definir ce que Ton appelle « un evenement turbide ». Un evenement a ete juge 
«turbide » si sa valeur excede 3.1 UTN (90e centile). De meme, des classes ou 
categories de turbidite sont fixees pour discretiser nos valeurs et en simplifier 
1'analyse (nous creons cinq groupes : classes I a V). Par ailleurs, nous emettons une 
distinction entre l'amplitude de l'evenement et sa duree (Tremblay, 2004). Un 
evenement «turbide » est dit « de fond » si sa duree excede cinq jours. II est dit 
« superpose » si un pic apparait durant un evenement de fond, il est considere « isole » 
sinon (voir Section 3.1.1). 
Ensuite, en tracant la turbidite a l'eau brute en fonction du temps (en journee julienne) 
pour les dix annees de donnees superposees, une vue d'ensemble du phenomene a 
modeliser apparait. La presence de caractere saisonnier nous pousse a explorer des 
sous-modeles (un par saison), pour mieux identifier les causes explicatives propres a 
chaque saison, d'ou un gain de performance attendu. Dans le cas d'evenements 
saisonniers, nous pouvons examiner si les pointes de turbidites observees sont les 
memes d'une saison a l'autre (vis-a-vis des definitions adoptees), si ce n'est pas le cas 
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il y a de fortes chances que differentes causes soient responsables de differents 
evenements. Une analyse statistique pour l'annee et saisonniere vient corroborer ces 
resultats et justifierait le decoupage en saisons. Sur la Figure 3-1, deux saisons 
principales se distinguent: le printemps et l'automne. Des evenements superposes 
dominent au printemps, alors qu'a l'automne les evenements isoles sont plus 
nombreux. 
Notons que si nous disposons d'un nombre insuffisant de donnees, ou que les causes 
explicatives (done les variables d'entrees) pour chaque saison ne varient pas, alors un 
modele unique pour toute l'annee pourrait etre developpe. 
Bien que cela ne soit pas le cas dans la presente etude, la presence de periodes, comme 
les marees, est aussi a envisager car elle peut conditionner le pas de temps, la 
recurrence du phenomene et le reseau peut etre construit pour s'orienter vers la 
reconnaissance d'une solution periodique (Beaudeau et al., 2001). Si des cycles 
annuels ou saisonniers sont observes, des entrees refletant ces cycles peuvent etre 
proposes au modele (Nour et al., 2006b). Ainsi, les etudes anterieures comprenaient 
une variable d'index de saison pour distinguer, l'automne, le printemps et le reste de 
l'annee (Tremblay, 2004). 
Cette analyse preliminaire menee sur la sortie du modele permet d'identifier de facon 
preliminaire les variables d'entree. II convient ensuite d'aller trier parmi toutes les 
donnees recuperees celles qui sont pertinentes et d'ecarter les autres. 
Selection des variables candidates 
Parmi les donnees disponibles, certaines variables peuvent vehiculer une information 
utile pour la modelisation (par exemple, la qualite de l'eau directement en amont), 
mais elles peuvent aussi comporter des limitations conduisant a les rejeter lors de 
l'elaboration du modele. Nous allons voir quels sont les criteres que doivent remplir 
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nos variables pour pouvoir etre considerees comme acceptables ou rejetees. Trois 
criteres sont retenus : la disponibilite, l'accessibilite et la fiabilite des donnees. 
II y a tout d'abord la disponibilite des donnees. Existe-t-il un capteur a l'endroit que 
Ton souhaite ? Si oui, etait-il en fonction durant toute la periode ou nous recherchons 
notre base de donnees ? L'exemple le plus flagrant est la presence de donnees de 
qualite de l'eau a Beauharnois de 2001 a 2006 : si nous considerons cette variable 
incomplete bien que pertinente en termes d'informations, il nous faudra negliger les 
exemples apportes de 1996 a 2001 (soit la moitie de nos donnees), notamment les 
pointes de turbidite de 1998 qui furent assez exceptionnels. 
Ensuite, il faut tenir compte de l'accessibilite des donnees. Y a-t-il cooperation de la 
part des stations ou organismes disposant de telles donnees ? 
De plus, ces donnees doivent etre fiables. La valeur indiquee par le capteur est-elle 
representative de la realite ? Mais surtout, cette valeur a-t-elle le meme comportement 
durant toute la periode des mesures ? Par exemple, le deplacement d'un capteur ou le 
changement de son environnement peut faire translater ces mesures. Les valeurs de 
turbidite a l'eau brute peuvent etre influencees par le point de prelevement de l'eau 
acheminee au capteur (phenomenes de decantation). Ensuite, les valeurs rapportees 
par le capteur peuvent etre biaisees, certains capteurs peuvent saturer : par exemple, un 
capteur de couleur limite a 50 UCV. Au printemps, lors de la fonte et de la 
degradation progressive de la qualite de l'eau de la riviere des Outaouais, le capteur de 
couleur indiquait une hausse jusqu'a la valeur 50 UCV, puis sur dix annees 
printanieres observees, au lieu d'indiquer des valeurs superieures a 50 UCV, voici les 
valeurs qui ont ete recensees : « 0 », « >50 », et « - ». II semble evident que les valeurs 
0 sont erronees, qu'il s'agit reellement d'un nombre superieur a 50 UCV, et que la 
valeur « - » ne peut done etre utilisee telle quelle dans notre modele. L'observation 
pertinente du phenomene permet de dire que ce capteur n'est pas fiable pour utiliser 
ces donnees brutes, il conviendrait de les traiter une par une. Si le nombre d'exemple a 
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traiter est trop grand vis-a-vis de Finformation potentielle supplemental que la 
variable peut apporter, 1'abandon de la variable en question est preferable. 
Ces trois criteres doivent etre remplis au moment de la recuperation de la base de 
donnees, mais aussi dans le futur. Si l'objectif final est d'implementer le modele en 
station, il serait aussi souhaitable de pouvoir recuperer facilement au jour le jour 
(internet, telemetrie, etc.) des donnees fiables durant toute la duree de vie du modele. 
Finalement, il faut aussi tenir compte de la redondance de l'information. Des variables 
comme la couleur et la turbidite a l'eau brute sont fortement correlees : une seule des 
deux variables suffirait a apporter Pinformation necessaire. 
Une fois les variables acceptees ou rejetees (analyse verticale), il convient de regarder 
pour chacune d'elles les exemples afin de detecter des aberrations (analyse 
horizontale). 
Elimination des exemples non pertinents 
Une analyse graphique et une analyse statistique pour chaque variable permet 
d'identifier des valeurs ou periodes a rejeter. Ceci permet de deceler rapidement des 
valeurs aberrantes ou manquantes : il s'agit par exemple de discontinuite dans des 
courbes normalement continues (la temperature de l'eau brute stagnant a 1°C pendant 
l'hiver pour subitement passer a 8 °C), ou bien de valeurs aberrantes refletant un 
disfonctionnement ponctuel du capteur (la valeur -9999 pour remplacer une valeur 
manquante dans les systemes d'acquisition automatique). II faudrait, dans certains cas, 
ecarter l'exemple en question. L'analyse statistique produit des distributions des 
exemples et detecte ceux qui sont extremes ou aberrants. Certaines de ces valeurs 
peuvent refleter un disfonctionnement du capteur et/ou un phenomene extreme (une 
tres forte tempete sans precedent historique par exemple). Comme nous nous 
interessons a la modelisation de phenomenes extremes, nous n'avons pas ecarte ces 
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exemples particuliers. Une expertise couplee a la connaissance historique des 
situations exactes de l'epoque permettrait de trier les exemples pertinents de ceux 
traduisant un disfonctionnement des capteurs ou des mesures. Or, une telle expertise 
sur une periode de temps tres longue ne peut etre apportee pour toutes les donnees 
recuperees aupres de divers organismes. Cependant, cette connaissance des exemples 
formant la base de donnees peut etre utile par la suite lors de Panalyse au cas par cas 
des mauvaises classifications des modeles. 
Ainsi, l'etape de tri de la base de donnees a permis : de convertir les donnees 
provenant de differentes sources dans un format exploitable, d'eliminer les variables 
incompletes, et parmi les variables restantes, d'eliminer les exemples qui ne 
representeraient pas le phenomene a modeliser. 
2.3.5 Selection des entrees du modele 
Une fois le tri preliminaire effectue, le choix des variables est effectue par des 
methodes graphiques et statistiques. 
Connaissances prealables des causes et variables explicatives 
Afin d'effectuer une analyse grossiere dans un premier temps, et au meme titre que 
nous avions discretise la variable de sortie en classes, les variables seront regroupees 
en grandes categories (pluie, vent, hausse des tributaires secondaires, qualite de l'eau 
en amont, etc.); et, dans certains cas, des variables d'index refletant une cause 
explicative donnee seront creees. Par exemple, il s'agit d'index indicateurs de 
renversement ou de fonte des neiges / fragilite du couvert de glace dont les details de 
construction figurent a 1'Annexe A. 
Les causes explicatives sont ensuite resumees dans un tableau ou figurent la cause, les 
variables explicatives associees, et la valeur seuil consideree pour l'activer. Ce tableau 
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sera utile par la suite lors de l'analyse graphique des evenements turbides (un exemple 
est fourni au Tableau 3-5 de l'Annexe B). 
Plusieurs phenomenes decrits sont lies. A titre d'exemple, la hausse des tributaires 
secondaires est une consequence de fortes pluies (l'ete ou a Pautomne), ou de la fonte 
des neiges au printemps. De meme, la fonte est associee a une augmentation du debit 
de passage au barrage de Carillon et done a un accroissement de la contribution des 
Outaouais au melange dans la gire. II y a done redondance de certaines variables, 
certaines pouvant meme expliquer plusieurs 'causes'. 
Recensement des evenements turbides et analyse graphique 
Une fois les valeurs seuils fixees pour caracteriser une situation qualifiee de 
« turbide », un recensement de tous les evenements turbides disponibles pour chaque 
classe de turbidite peut etre effectue : 213 evenements turbides ont ete trouves pour 
l'usine Des Baillets. 
A chaque pic de turbidite sont recenses : la date, 1'amplitude du pic, sa duree, la classe 
a laquelle le pic appartient, mais surtout quelles ont ete les variables et causes 
explicatives « activees » dans les jours qui ont precedes, et combien de jours separent 
la cause potentielle de l'evenement turbide. Un exemple de ce type de tableau resume 
des causes activees est donne au Tableau 2-1. 
Ce recensement fournit une double information : le pourcentage d'occurrence de telle 
ou telle cause selon la saison, ainsi qu'une appreciation sur la fenetre temporelle a 
considerer par variable (voir la section ci-dessous). 
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Decalages temporaux a considerer 
La selection de variables retenues initialement peut aussi inclure les memes variables 
avec les decalages temporaux appropriees. En effet, la modelisation d'un signal issu 
d'une serie temporelle par un reseau non recurrent (modele dit statique ou non 
dynamique) necessite d'inclure des entrees supplementaires pour pallier a cette 
difficulte. Ces entrees additionnelles sont une selection des variables d'entrees 
pertinentes retardees de x jours. Le nombre de jours au-dela duquel la variable decalee 
n'a plus d'influence sur la sortie est appele « fenetre temporelle ». Elle peut etre 
determinee par : une connaissance prealable sur le sujet (temps de sejour de l'eau entre 
deux points par exemple), les resultats de modelisations anterieures, ou devinee grace 
a des analyses graphiques ou statistiques. La premiere (i.e. analyse visuelle) est faite 
lors du recensement ci-dessus, la deuxieme est realisee avec les methodes decrites ci-
apres. 
Analyse statistique - correlation 
Cette analyse est effectuee avec le trace des diagrammes d'auto-correlation et de 
correlation croisee entre la variable et la sortie en fonction du decalage temporel (dont 
les schemas types sont representes a la Figure 2-2). 
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Tout d'abord, il est important de rappeler que ces methodes ne peuvent fournir que la 
composante lineaire entre la variable et elle-meme ou avec la sortie. Etant donne que 
le phenomene a modeliser est non lineaire, il se peut qu'une variable peu correlee avec 
la sortie puisse etre utilisee pour la prediction (a titre d'illustration les variables 
retenues pour le modele final avaient des coefficients de correlation croisee de l'ordre 
de 0,8 a 0,3). II faudra done oublier la valeur usuelle de 0,85, symbolisant 
generalement une bonne correlation en modelisation, et ne considerer les resultats 
donnes par ces courbes que comme des indications relatives. 
Par ailleurs, 1'auto-correlation est generalement une fonction strictement decroissante : 
les variables des jours precedents ayant de moins en moins de lien avec la variable a la 
date to. Une brusque chute suivie d'un replat nous indique qu'au-dela du temps ti les 
decalages ne sont pas lies lineairement a In(to): pour tout t > ti, In(to-t) n'est plus 
correle avec In(to). Ce graphe donne une indication du decalage temporel a considerer 
sur une variable pour limiter la redondance des informations (par exemple : le debit de 
la riviere des Raisins reste auto-correle jusqu'a 3 jours de la valeur 0.8, alors que la 
pluie du jour j au suivant n'est pas correlee). 
En ce qui concerne le graphe de correlation croisee de la variable d'entree In(to) avec 
la sortie O(to) en fonction des decalages temporaux de In, l'allure generate de la courbe 
serait une courbe croissante (optionnel si les temps de reponse sont rapides, le graphe 
est une courbe decroissante), puis decroissante. Dans un premier temps, de 0 a t2, In(t) 
est faiblement correle avec O. II peut s'agir d'un temps de reaction du phenomene 
comme par exemple la hausse graduelle de la turbidite un a deux jours apres une forte 
pluie. Cette correlation croit jusqu'a un maximum a la date 1-13. Puis l'influence 
s'estompe jusqu'a tomber dans un « fond de vallee » a partir de Pinstant U- Ce 
decalage t4 pourrait representer la fenetre temporelle. Ce graphe nous permet d'estimer 
la valeur de la fenetre temporelle ainsi que le decalage ou In sera le plus correle 
lineairement avec la sortie On(to) (soit la date t-t3). 
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Auto-correlation 
Correlation croisee de la 
variable avec la sortie 
t2 t3 
Decalage temporel croissant 
Figure 2-2 : Exemples d'auto-correlation et de correlation croisee de la variable 
d'entree candidate In en fonction du decalage temporel 
Exemple : les 40 variables disponibles initialement pour la prediction de la turbidite a 
Des Baillets sont reduites a 26 variables potentielles une fois les entrees incompletes 
eliminees, et une fois les entrees redondantes regroupees. Apres determination des 
fenetres temporelles, ces 26 variables passent a 91 variables potentielles en entrees des 
modeles. II est necessaire de reduire le nombre d'entrees potentielles a l'aide des 
methodes suivantes. 
Analyse statistique - separation lineaire evidente ? 
L'analyse presentee ici n'a pas de valeur en termes de critere de selection rigoureux, il 
s'agit juste d'une verification graphique utile pour la comprehension du systeme, elle 
permet d'obtenir une meilleure idee du pouvoir separateur des variables dans un plan 
donne. Elle se presente selon deux graphiques. 
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Par la suite, nous parlerons de chevauchement des classes selon les variables (Xi, X2) 
lorsqu'une ou plusieurs donnees appartenant a une classe (Ci) sont entourees de 
donnees appartenant a une autre classe (C2) dans un plan (Xi, X2). A contrario, les 
ensembles de donnees seront dits disjoints. 
La premiere analyse est de type boites a moustaches. Nous tracons les diagrammes 
boites a moustaches de chaque variable, diagrammes groupes par classe de turbidite : 
soit les classes I a III, IV, et V (i.e. respectivement les donnees inferieures au 956me 
centile, du 95eme au 99eme centile, et superieur au 99eme centile). Ceci nous permet 
d'avoir un apercu du chevauchement des valeurs des variables entre les classes : peut-
on trouver une valeur de cette variable qui va separer le 75eme centile de la classe 
considered, du 25eme centile de la classe immediatement au dessus ? 
La deuxieme analyse est un nuage de points categorise par les classes dans un plan 
forme par deux descripteurs (deux variables d'entrees potentielles). Selon le couple de 
variables choisies, nous allons obtenir une plus ou moins bonne separation des classes. 
Ceci nous donne une idee du pouvoir separateur de telle ou telle variable projetee dans 
un plan donne. Ce graphe peut aussi mettre en evidence la presence d'exemples 
problematiques, i.e. dont la bonne classification obligerait a inclure beaucoup de faux 
positifs a cause du chevauchement des classes. 
A titre illustratif, la Figure 2-3 montre peu de chevauchement observe pour la variable 
OUTFLV-1 entre les classes IV et V et celles inferieures, comme en temoignent les 
25e et 75e centiles. Pour la classe V, la mediane (P50) depasse le 75e centile de IV. On 
peut en conclure qu'avec la variable OUTFLV-1 (valeur la veille du pourcentage de 
la riviere des Outaouais par rapport au fleuve Saint-Laurent) la classe IV est bien 
separee des classes I, II, ou III. Alors que les classes IV et V se chevauchent. 
La Figure 2-4 nous montre qu'il y a malgre tout beaucoup de chevauchement entre les 
classes et que certains exemples ne pourront etre bien classes uniquement par ces deux 
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descripteurs. En effet, trois exemples de la classe V se retrouvent dissocies de leurs 
homologues, ils sont dans la partie centrale de la figure meles aux exemples de classe I 
a III. Ces exemples ne pourraient etre expliques seulement par les variables 
OUT_FLV-l et RIVCHAT-3 (debit de la riviere Chateauguay trois jours avant). 
n Median Q 25%-75% I Min-Max 
n = 








Classe I, II, ou III Classe IV Classe V 
Classe de turbidite 
Figure 2-3 : Diagramme boite a moustaches du pourcentage de la riviere des 
Outaouais sur le fleuve Saint-Laurent (OUTFLV-1) par classes de turbidite -
printemps 
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++ ++ + + CLASSE_TURB_bis:Classei,n,oiiin 
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* ++ + * CLASSE_TURB~bis: Classe v | 
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7,5 50,0 250,0 750,0 
RIV_CHAT-3 (m3d) 
Figure 2-4 : Diagramme nuage de points categorise dans un plan (RIV_CHAT-3; 
OUTFLV-1) - printemps. RIV_CHAT : debit de la riviere CMteauguay. OUTFLV : 
contribution des Outaouais 
Analyse statistique - analyse discriminante 
L'analyse discriminante a pour objectif de trouver le meilleur sous-ensemble de 
variables separant lineairement les classes de turbidite. Parmi un tres grand nombre 
d'entrees potentielles (jusqu'a plusieurs dizaines en meme temps), ralgorithme choisit 
etape par etape la meilleure entree a aj outer au modele pour en ameliorer la 
performance de classification. L'analyse s'arrete lorsque toutes les variables ont ete 
incorporees, ou que l'ajout d'entrees supplementaires n'a plus d'impact significatif sur 
la performance. Un classement des entrees retenues par ordre d'importance dans la 
classification est disponible en sortie, d'ou un gain de connaissance du systeme pour le 
modelisateur. 
Bien qu'elle soit lineaire, cette methode de selection des entrees nous apporte une 
solution unique (justement grace au cote lineaire). L'analyse est robuste car nous 
pouvons traiter plusieurs dizaines de variables candidates a la fois. 
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L'evaluation de la performance reelle de chaque classificateur se fait par validation 
croisee. Les exemples sont separes aleatoirement en deux ensembles (Train et Test) 
selon la proportion 80% - 20 % pour chaque classe (basse - haute). 
Pour chaque saison, plusieurs analyses discriminantes sont menees (une par seuil 
classifiant de turbidite), chacune d'elles livrant une selection de variables d'entrees qui 
peut differer d'un seuil a l'autre. En observant l'influence de la valeur seuil et des 
entrees retenues sur le pourcentage de classification correcte, ceci vient confirmer que 
la creation d'une serie de classificateurs specialises a des seuils de turbidite fut une 
bonne idee. 
Par ailleurs, l'inclusion de deux variables supplementaires comme la date en journee 
julienne et la saison parmi les variables potentielles, permet de verifier que le 
decoupage en saison est adequat (si ces variables sont bien classees dans la liste des 
descripteurs influents). 
A une saison donnee, les entrees retenues pour le modele de regression appartiendront 
a un ensemble issu de l'union des sous-ensembles de variables retenues pour chaque 
seuil de classification. Ensuite, l'analyse heuristique automatisee Intelligent Problem 
Solver (IPS) de Statistica determinera un sous-ensemble optimal de variables pour la 
regression. 
Pour la turbidite a Des Baillets, apres analyse discriminante, les entrees potentielles 
sont reduites de 91 a mo ins de 25 variables selon les saisons. Certaines des variables 
retenues sont redondantes, il faut choisir parmi elles lesquelles vehiculent le plus 
d'information pour l'elaboration du modele RNA. 
Analyse statistique - reseau de neurones probabiliste 
Une fois l'analyse de tamisage menee par analyse discriminante, il reste une selection 
reduite d'entrees potentielles par seuil et par saison. Pour chaque saison, les ensembles 
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d'entrees retenues par seuil sont regroupes dans un sur-ensemble resultant de l'union 
de ces ensembles. Cet ensemble d'entrees potentielles sert de base pour confirmer la 
selection d'entrees preconisee pour chaque seuil de turbidite et chaque saison. 
Tel que suggere lors de la revue de litterature, Putilisation de reseaux de neurones 
probabilistes («probabilistic neural network)) ou PNN en anglais) permet d'inclure 
les effets non lineaires liant entrees potentielles et sortie du modele, lors de 
revaluation de la performance de classification d'un groupe d'entrees donne. Ces 
reseaux presentent l'avantage d'offrir Punicite de la solution une fois l'apprentissage 
effectue, contrairement aux reseaux de type perceptron multicouches tributaires de 
Pinitialisation de leurs parametres libres. La calibration de tels reseaux necessite le 
decoupage des exemples en trois ensembles (train, select et test) tel que decrit dans la 
section 2.3.6. Ces reseaux sont couples a des methodes d'exploration des 
combinaisons d'entrees potentielles. 
Dans le meilleur des cas, si peu d'entrees sont presentes, la recherche exhaustive 
parmi toutes les combinaisons possibles peut etre menee dans un temps acceptable. 
Cependant, en general, il faut se contenter d'autres methodes de recherche etape par 
etape. 
Le recours au module «feature selection » de Statistica utilise des algorithmes pre 
programmes afin de tester des combinaisons d'entrees potentielles et de comparer leur 
performance de classification a Paide de reseau de type PNN. 
La premiere est appelee « Stepwise Forward Selection ». A Petape 0, aucune entree 
n'est considered, Palgorithme entraine n reseaux a une entree, n etant le nombre 
d'entrees potentielles. Le meilleur reseau a une entree est retenu a la fin de Petape 1, 
Petape 2 inclus d'office cette entree, et teste sa performance associee a une des n-1 
entrees restantes. L'algorithme fonctionne ainsi de suite jusqu'a ce que toutes les 
entrees aient ete incluses ou que Padjonction d'une entree supplementaire ne modifie 
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plus la performance du modele. Au contraire, la methode «Stepwise Backward 
Selection », considere des le debut un reseau dote de toutes les entrees potentielles. A 
chaque etape, elle elimine 1'entree creant le moins de perturbation sur la performance 
de classification jusqu'a ce que toutes les variables aient ete eliminees. Au final des 
deux methodes, le logiciel retient Pensemble d'entrees ayant donne la meilleure 
performance. Bien que lourd en termes de calcul dans les premieres etapes ou toutes 
les variables d'entrees sont presentes, cette methode par elimination plutot que par 
construction (« stepwise forward ») est preferable si peu d'entrees sont a tester (moins 
de trente). Cette methode presente de surcroit Pavantage d'etre moins sensible aux 
entrees redondantes (Statsoft, 2006). Elle sera done privilegiee pour orienter notre 
choix d'entrees. II est interessant de noter l'ordre dans lequel apparaissent ou 
disparaissent les entrees et la variation relative du critere de performance a chaque 
modification, ceci aide le modelisateur a comprendre 1'importance de chaque entree. 
La deuxieme methode d'exploration utilise les algorithmes genetiques. Dans cette 
methode d'optimisation globale, a chaque epoque, une population symbolisant des 
combinaisons aleatoires des entrees potentielles est creee. Les combinaisons les plus 
performantes suite a l'apprentissage avec le reseau PNN sont 'croisees' entre elles 
pour dormer naissance a une generation fille melant les caracteristiques des deux 
parents. Pour ne pas rester coince dans un minimum local, une partie de la population 
est systematiquement generee au hasard pour apporter de la diversite. Au fil des 
epoques, les meilleures combinaisons d'entrees se voient favorisees. A la fin du 
nombre d'epoques predetermine, le logiciel retient la meilleure combinaison d'entrees 
(Statsoft, 2006). 
Ces deux methodes (« Stepwise Backward » et algorithmes genetiques) sont menees 
pour deux echantillonnages distincts afin de s'assurer que les resultats obtenus sont 
insensibles a la maniere dont sont repartis les exemples. Une entree sera retenue si elle 
a ete proposee par les deux methodes. 
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Choix de variables d'entree potentielles du modele 
Toutes les methodes citees ci-dessus ont permis d'isoler pour chaque saison et chaque 
seuil une liste reduite de variables d'entrees du modele avec les decalages temporaux 
adequats. 
Pour chaque modele, d'autres ensembles d'entrees supplementaires sont testes, a 
savoir : 
• Un sous-ensemble des entrees retenues ou sont eliminees les variables jugees 
redondantes par le modelisateur (par exemple, la pluie le meme jour en une 
autre station meteorologique). 
• Le sur-ensemble forme de l'union de toutes les variables d'entrees retenues 
pour la saison considered. 
• L'influence d'un pretraitement alternatif refletant la distribution propre a 
chaque variable (voir Annexe D). 
En conclusion, l'etape de selection des entrees a utilise plusieurs techniques (visuelles 
et statistiques) pour minimiser la liste des entrees potentielles pour les modeles RNA. 
A partir de cette selection reduite, une combinaison optimale d'entrees de chaque 
modele pourra etre trouvee par essais et erreurs. 
2.3.6 Partitionnement des exemples 
Les exemples disponibles sont tries en trois grands ensembles : « Train », « Select » et 
« Test ». Ces sous-ensembles doivent etre similaires les uns aux autres : ils doivent 
contenir sensiblement la meme proportion d'evenements de basse et haute turbidite 
(selon le seuil considere) et etre statistiquement semblables. Les RNA extrapolent mal 
au-dela des donnees qui ont servis a leur calibration (Haykin, 2004) : les evenements 
extremes de turbidite doivent done etre laisses a 1'ensemble d'apprentissage. 
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Pour verifier que les trois ensembles soient representatifs de la meme population, le 
test non parametrique de Statistica appele « analyse de variance de Kruskal Wallis et 
test de la mediane » est utilise (Statsoft, 2006). Ce test permet de comparer une serie 
de variables independantes classees en trois sous-ensembles et plus. Comme il est non 
parametrique les variables n'ont pas a etre distributes normalement. Cinq grandes 
causes sont considerees au travers des cinq variables suivantes : la turbidite a Des 
Baillets (TURB_DB), la vitesse moyenne du vent au lac Saint-Francois (LSF_VITM), 
les precipitations a Dorval (DORPREC), le debit de la riviere Chateauguay 
(RIVCHAT), et le pourcentage de contribution de la riviere des Outaouais 
(OUTFLV, uniquement au printemps). Ces variables ont ete choisies suite a l'analyse 
discriminante lors de l'etape de selection des entrees du modele. Les dernieres 
s'averent vehiculer beaucoup d'information pour la prediction de la premiere, elles 
refletent respectivement le vent, la pluie et la fonte des neiges ou une forte pluie (et la 
contribution des Outaouais lors de la fonte). Si les ecarts donnes par les tests sont 
faibles avec un «p value » eleve nous pouvons considerer que les ensembles ne sont 
pas statistiquement differents. 
A posteriori, il faut aussi verifier qu'il y ait une proportion d'exemples « bas » sur 
« haut » sensiblement identique entre les ensembles; de plus, l'observation visuelle des 
diagrammes boites a moustaches pour chaque variable importante a la saison 
consideree en fonction des trois ensembles de repartition donne une idee de la 
similitude entre chaque ensemble. Un exemple de ce type de diagramme est fourni a la 
Figure 2-5. 
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Figure 2-5 : Exemple de verification boites a moustaches du partitionnement pour la 
vitesse du vent au lac Saint-Francois la veille (LSFVITM-1) a l'automne 
Afin de verifier que la performance d'un reseau ne soit pas dependante du 
partitionnement utilise, il est necessaire de creer pour chaque saison et pour chaque 
seuil plusieurs echantillonnages differents. Le detail des methodes d'echantillonnage 
est donne dans 1'Annexe C. 
2.3.7 Choix d'une architecture de reseau et des parametres internes 
Architecture considered : perceptron multicouches 
Dans la presente etude, seuls les reseaux de type perceptron multicouche (PMC) a une 
seule couche cachees de neurones sont consideres. Cette architecture est connue 
depuis longtemps, bien documentee, robuste, et surtout elle suffit pour approximer 
numeriquement n'importe quelle fonction continue sous reserve d'avoir une 
complexite suffisante (Haykin, 1999). 
Notons, en ce qui concerne les aptitudes de generalisation du modele, que le PMC a 
une couche cachee possede des capacites de generalisation superieures aux reseaux a 
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base radiale ou aux reseaux de neurones de regression generalisee (respectivement 
appeles RBF et GRNN en anglais). Ces derniers modelisent la densite de probabilite 
jointe entre la sortie et les entrees a l'aide de gaussiennes centrees sur les donnees : 
leurs previsions tendent vers zero 'loin' des exemples vus pendant l'apprentissage. Par 
consequent, ils necessitent un grand nombre de donnees representatives du phenomene 
a modeliser, si possible tous les cas de figures que Ton pourrait rencontrer dans la 
nature. Pour les raisons citees ci-dessus, la modelisation des concentrations en 
sediments dans un reservoir a retenu cette approche pour fournir des predictions 
physiquement plausibles, c'est-a-dire pas de concentration negative pour les faibles 
valeurs (Cigizoglu, 2005). Ce probleme de predictions negatives sera contourne en 
utilisant une fonction d'activation strictement positive en sortie du modele de 
regression (i.e., la fonction logistique). L'utilisation des GRNN pour le modele 
operationnel serait envisageable ulterieurement lorsque plus de donnees auront ete 
acquises. 
Ici, il est important de conserver la capacite de generalisation et d'extrapolation du 
modele, pour prendre en compte les derives eventuelles des donnees au fil des annees 
de fonctionnement entre deux reapprentissages. Ceci justifie le choix des PMC. 
Par experience, la plupart des articles etudies lors de la revue de litterature utilisent 
une seule couche cachee. Une complexity superieure du modele pouvant etre obtenue 
avec la deuxieme couche, comme la modelisation de frontiere non convexe et 
disjointes (Bishop, 1995), la possibilite d'une deuxieme couche sera etudiee seulement 
si le nombre de neurones de la premiere couche doit etre grand pour obtenir une 
performance acceptable. En pratique, peu de neurones et une seule couche cachee se 
reveleront suffisants. 
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Complexity du modele, approche par essais et erreurs 
Les parametres jouant sur la complexite du modele sont les groupes d'entrees choisis 
et le nombre de neurones de la couche cachee. Le premier, les entrees, depend surtout 
de la pertinence des variables retenues; le second, le nombre de neurones, influence 
directement la complexite du modele. 
Une approche quasi exhaustive est adoptee : a un groupe d'entrees donne, la 
complexite du modele augmentera dans un intervalle fixe (i.e. le nombre de neurones 
de la couche cachee). Parmi tous les reseaux entraines, nous retiendrons le reseau 
dormant les meilleures performances avec le plus bas nombre de neurones cachees 
(voir l'approche multicriteres de la Section 2.3.10). 
Par exemple, pour la turbidite a l'eau brute a Des Baillets, la plage de neurones 
considered est: de un a douze neurones avec un pas de un, de quatorze a 50 neurones 
avec un pas de deux, et de 54 a 78 neurones avec un pas de quatre. 
Parametres internes 
II s'agit la du pretraitement des variables (voir Annexe D), de Palgorithme 
d'apprentissage et ses parametres internes, et de la fonction d'erreur a minimiser lors 
de l'apprentissage. Tous les details concernant ces parametres sont fournis dans 
PAnnexe F. 
Configuration de reseau 
Nous appelons « configuration de reseau » une combinaison des parametres : saison, 
combinaison d'entrees, pretraitement ou non, seuil turbide de classification, repartition 
des exemples selon la variable d'echantillonnage et nombre de neurones dans la 
couche cachee. 
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La recherche heuristique parmi les configurations de reseau de notre plan 
d'experiences fut menee par l'algorithme Intelligent Problem Solver (IPS) de 
Statistica. Une macro-instruction, implementee en langage Visual Basic et utilisant 
l'analyse IPS, a permis a l'aide de boucles recursives d'explorer l'influence du nombre 
de neurones de la couche cachee sur la performance obtenue a configuration donnee. 
La description de cette macro-instruction est donnee dans 1'Annexe F. 
2.3.8 Calibration des reseaux 
II s'agit de la phase dite d'apprentissage. Un apprentissage de type supervise fut 
retenu, c'est-a-dire que les couples (entrees; sortie) servirent pour etalonner les 
variables libres du reseau (poids des connexions et biais). 
A partir du partitionnement des exemples en trois ensembles, 1'apprentissage va se 
faire a partir des donnees de « Train ». L'ensemble Select est utilise pour optimiser 
l'arret de l'apprentissage par la methode de validation croisee. 
L'apprentissage est un phenomene probabiliste: selon 1'initialisation des poids, 
l'algorithme d'apprentissage va converger vers divers minimum locaux de la surface 
d'erreur. Afin de se donner une idee de la variability de nos resultats, 40 reseaux a 
configuration fixee seront entraines et seulement les dix reseaux les plus performants 
sur l'ensemble Select seront retenus (selon la fonction d'erreur a minimiser choisie ci-
dessus). 
La calibration a ete menee avec PAnalyse IPS, les details concernant les algorithmes 
utilises pour l'apprentissage et les parametres associes figurent en Annexe F. 
2.3.9 Choix d'un critere de performance 
Les reseaux calibres associent a chaque exemple de turbidite observe une valeur 
predite, il faut convertir les nombres obtenus en resultats facilement interpretables 
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pour juger du reseau repondant le mieux aux besoins de la Ville (i.e. dependamment 
des objectifs du reseau). Nous retiendrons la solution dormant de meilleurs resultats, 
selon nos criteres de performance, et etant la plus parcimonieuse (en termes de 
complexity du reseau), pour pouvoir converser la faculte de generalisation. 
Dans l'Annexe G, sont rappeles les besoins auxquels doit repondre le modele (avec 
1'emphase sur la necessite de predire le moment d'apparition de la pointe de turbidite), 
il en resulte le detail de Papproche multicriteres adoptee ici pour evaluer les resultats 
des configurations de reseaux sur les plans : performance globale, capacite de 
generalisation, et variabilite des resultats. 
2.3.10 Choix du meilleur reseau 
Pour chaque saison, pour chaque seuil de turbidite : un ou plusieurs reseaux semblant 
remplir le mieux possible les objectifs sont selectionnes. II est possible d'agir sur trois 
parametres : le groupe d'entrees a considerer, le pretraitement ou non des variables, et 
le nombre de neurones de la couche cachee. 
Description de la methode 
A une configuration donnee, il faut analyser quatre criteres de performance et leur 
variabilite. Pour chaque critere, un intervalle de neurones de la couche cachee dormant 
les meilleures performances avec les variations les plus faibles est retenu. Les resultats 
etant variables, et afin que le modele puisse etre toujours performant si re-entraine 
quelques annees plus tard, des resultats uniques et absolus ne peuvent etre donnes : il 
s'agira quelques fois de plages optimales de nombre de neurones caches. A 
performance egale, 1'intervalle de neurones caches le plus bas sera privilegie afin de 
conserver la capacite de generalisation du modele. Pour la construction du modele 
final, il faudra rechercher, localement par analyse IPS, une solution optimale dans cet 
intervalle restreint. 
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Tous les graphiques qui suivent vont avoir pour abscisse le nombre de neurones de la 
couche cachee, et en ordonnee, le critere de performance considere. La demarche 
s'effectue en six etapes (Figure 2-6): 
1. Pour chaque repartition (appelee A et B), le ou les meilleurs groupes d'entrees 
(en cas de performance equivalente) sont determines. Tous les ensembles 
d'entrees non pretraitees sont compares entre eux avec le trace en nuage de 
point de la moyenne de chaque critere. Les autres combinaisons sont eliminees. 
2. Une liste de neurones caches dormant une bonne performance pour chaque 
groupe d'entrees retenus est identifiee. Les diagrammes boites a moustaches 
des quatre criteres de performance en fonction du nombre de neurones caches 
sont traces. Ainsi, il est possible d'evaluer la performance globale avec la 
« matrice de perte somme », puis la performance de generalisation avec les 
trois autres criteres (matrice de perte TEST, matrice de performance TEST et 
pourcentage de classification correct TEST). 
3. Est-ce que cette liste est la meme en utilisant une autre repartition ? A priori 
oui car le phenomene physique modelise est independant de comment sont 
repartis les exemples. Sinon, il faut agrandir la liste. 
4. Pour ces ensembles d'entrees retenus, quel est 1'influence du pretraitement? 
L'etape deux est reconduite avec les donnees pre traitees par fonction de 
repartition. On identifie une liste de neurones caches dormant des resultats 
optimaux. Ce ne sont a priori pas les memes qu'en (2) car les donnees ont ete 
transformees non lineairement. 
5. On compare du groupe d'entrees optimal avec ou sans pretraitement en tracant 
le diagramme en nuage de points de la moyenne des criteres de performance. 
6. Choix des reseaux optimaux. Des commentaires sont emis sur l'utilisation du 
pretraitement. Puis, une liste de neurones caches a investiguer dans 
l'elaboration du modele final est proposee. 
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Figure 2-6 : Schema de la methode de choix du meilleur reseau 
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Amelioration des previsions ? 
Les resultats identifies ci-dessus pourraient etre optimises. En effet, dans l'analyse 
detaillee des exemples sous classes (faux negatifs), deux situations peuvent se 
presenter. 
Tout d'abord, les faux negatifs peuvent etre a la limite du seuil de turbidite considere, 
l'equation frontiere entre deux classes n'etant pas parfaite, il y aura toujours quelques 
cas limitrophes mal classes. Par exemple, pour le seuil TURBDB = 5,5 UTN, des 
exemples mal classees d'amplitude 5,6 ou 5,8 UTN ressortent. Leur impact sur 
l'erreur de prediction commise est faible grace a 1'utilisation de plusieurs modeles de 
classification bas/haut pour differentes valeurs seuils de turbidite. 
Deuxiemement, le mauvais classement est du a une cause explicative non prise en 
compte parmi les entrees du modele neuronal. II faut alors revenir dans le fichier de 
recensement pour voir quelles etaient les variables actives pour 1'exemple mal classe. 
Si une variable non prise en compte est identified, il convient de l'inclure dans le 
groupe d'entrees et de refaire les etapes un a six decrites ci-dessus. 
Meilleur reseau pour la regression 
Une fois les combinaisons d'entrees optimales identifiees pour chaque seuil de 
turbidite. Pour chaque saison, nous creons un nouvel ensemble d'entrees qui est 
l'union de ces ensembles. Ce sur-ensemble d'entrees represente toutes les entrees 
pertinentes pour la classification selon les quatre seuils adoptes, certaines entrees y 
sont sans doute redondantes, il convient de les eliminer par une des methodes de 
selection des entrees. 
Le choix des entrees sera confie au module « feature selection » avec les reseaux de 
type GRNN de Statistica, ceci afin d'elaguer les entrees non pertinentes (voir le 
paragraphe sur les reseaux de neurones probabilistes de la section 2.3.5). Puis, le choix 
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de 1'architecture optimale sera confie a l'analyse IPS de Statistica en lui laissant la 
possibilite de choisir le nombre de neurones caches, et au besoin un sous-ensemble 
d'entrees. L'analyse tournera pendant deux jours afin de s'assurer que la recherche 
heuristique de la solution optimale puisse explorer suffisamment de combinaisons. 
Nous retiendrons le reseau offrant la meilleure correlation avec les donnees observees, 
sur l'ensemble de « Test ». Puis, en deuxieme critere, ce reseau devra aussi garantir 
une erreur quadratique moyenne la plus faible possible. 
2.3.11 Bath* le modele final 
Apres avoir trouve une solution optimale pour chaque sous modele, il est necessaire de 
regrouper toutes nos predictions ensembles afin de fournir un outil predictif 
operationnel tout au long de l'annee. En effet, un decoupage temporel (en saison) 
couple a un decoupage de la variable de sortie (en quatre sous modeles de 
classification plus un modele de regression) a ete effectue pour ameliorer les 
performances de prediction. II convient de creer une interface liant les decisions 
apportees par chaque modele. Ce probleme se decompose en deux etapes. 
Mise en commun des modeles - prediction par saison 
Pour chaque saison, les quatre modeles de classification ainsi que le modele de 
regression sont regroupes en parallele pour fournir une prediction tout au long de la 
saison. Seront affiches a l'operateur la synthese des resultats de classification, plus le 
resultat du modele de regression. 
Cette synthese des modeles de classification est calculee avec le resultat des modeles 
mis en cascade. La valeur finale affichee correspond a la valeur mediane entre le 
dernier seuil activite et le seuil directement superieur. Si le premier modele affiche une 
prediction de type Basse, alors la sortie sera la moyenne de la saison consideree. Par 
exemple, dans le probleme de determination de la turbidite a l'eau brute pour la station 
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Des Baillets, si les modeles classifiant de la saison en cours donnent les resultats 
« Haute/Haute/Basse/Basse », respectivement pour les seuils de 4/5,5/7,5/9,3 UTN, le 
resultat de synthese affiche pour la classification sera 6,5 UTN. Deuxieme exemple, si 
le resultat est « Basse/Basse/Haute/Haute », et que la saison est l'automne, alors la 
sortie sera la moyenne de la turbidite a Des Baillets a l'automne, soit 1,97 UTN. Une 
illustration pour la turbidite a l'eau brute de Des Baillets figure au Tableau 3-15. 
Regroupement des modeles saisonniers - prediction tout au long de l'annee 
A partir de ce point, trois modeles saisonniers ont ete crees, il faut les regrouper pour 
foumir une prediction tout au long de l'annee. La date de transition d'une saison a 
l'autre n'est pas fixe : effectivement, d'une annee a l'autre Fete prend fin plus ou 
moins tot, la fonte des neiges est plus ou moins tardive, etc. Ces periodes de 
transitions floues sont surtout problematiques pour les passages des evenements de 
faible turbidite a des saisons riches en pointes : i.e., fin automne - printemps (Janvier -
fevrier), et ete - debut automne (septembre - octobre). 
Afin de representer le flou que l'on peut avoir sur ces transitions, et dans le but d'agir 
de maniere conservatrice dans la prediction fournie a l'operateur, celui-ci sera informe 
chaque jour de la prediction fournie par chaque modele saisonnier, soit trois 
predictions. La decision d'accorder plus ou moins d'importance a la prediction d'une 
saison plutot qu'une autre, sera orientee par une probabilite de pertinence des modeles 
saisonniers. Entre les dates fixes identifiees lors de la phase d'analyse et de decoupage 
temporel, la pertinence du modele adequat sera de 100% (exemple : modele ete avec 
une pertinence de 100% en juillet). Au voisinage de ces dates de transition, la 
probabilite du modele en fin de saison baissera en meme temps que celle du modele de 
la saison a venir augmentera, telle qu'illustre a la Figure 2-7. 
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Probability de pertinence (%) 
Saison A Saison B 
Date (j) 
-> 
to-17 to-3 t0 t0+3 to+17 
Figure 2-7 : Illustration de la probability de pertinence des modeles saisonniers 
La date to represents la date fixe identifiee comme etant la transition entre deux 
periodes. Les valeurs suivantes ne sont pas issues de mesures, elles ont ete choisies 
arbitrairement par le modelisateur. La probabilite du modele en fin de saison (modele 
A) decroit de 5% par jour pendant 20 jours. Elle commence a decroitre trois jours 
avant to, et atteint 0% de pertinence 17 jours apres. La saison qui debute (ici, saison B) 
agit de maniere symetrique par rapport a to. Ces dates arbitrages ont ete choisies de 
sortes que les modeles soient a 50% dans les 10 jours autour de to. Ceci semble un 
compromis raisonnable entre apporter du flou relativement a l'echelle des donnees 
observees a l'eau brute en fonction du temps sur dix annees (Figure 3-1), et fournir des 
modeles specifiques dont 1'interpretation des predictions ne sera pas ambigiie pour 
l'operateur. 
De plus, pour des periodes sensibles de transition, i.e. le passage d'une saison faible en 
turbidite a une saison riche en pointes ou vice versa, des regies speciales pourront 
mettre l'accent sur le modele specialise sur les pointes (afin de rester conservateur). 
La decision finale dans la zone de flou fera appel au bon sens de l'utilisateur : si une 
annee exceptionnellement froide et abondante en chutes de neige ne voit ses 
temperatures monter au-dessus de 0 °C qu'a partir de la mi-mai (au lieu d'avril), la 
fonte des neiges se trouve retardee. Ainsi, le modele printanier (fortement dependant 
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de cette fonte) sera a prendre en consideration, meme si la date favoriserait le modele 
ete. 
En conclusion de ce chapitre, les methodes utilisees dans ce projet pour elaborer un 
modele par reseau de neurones ont ete definies points par points. Les grandes etapes 
de la demarche consistent a definir dans un premier temps les besoins auxquels devra 
repondre le modele, et en fonction de ces derniers, le type de modele le plus adapte 
sera choisi. Ensuite, les connaissances prealable sur le sujet (ou la revue de litterature) 
permettent de reunir une base de donnees preliminaire contenant toutes les entrees 
potentielles du ou des modeles. Une fois cette base de donnees nettoyee des entrees ou 
exemples non pertinents, ces derniers seront repartis en deux groupes : les exemples 
permettant la calibration des modeles, et les exemples non presentes au reseau lors de 
la phase de calibration (i.e. permettant de tester la capacite de generalisation du 
modele). Puis, des methodes statistiques permettent de selectionner un sous-ensemble 
d'entrees contenant le plus d'information pour la prediction. Plusieurs reseaux sont 
ensuite calibres avec ces entrees, ils sont compares entre eux sur la base d'un critere 
de performance adapte aux besoins du probleme. Finalement, les modeles finaux 
retenus sont mis en commun afin de fournir une prediction tout au long de Pannee. 
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Chapitre 3 PREDICTION DE LA TURBIDITE A LA PRISE D'EAU BRUTE 
DE LA STATION CHARLES J. DES BAILLETS 
Apres avoir vu les elements constitutifs de la methodologie adoptee, ce chapitre 
rappelle brievement les choix effectues et presente les resultats des modeles pour 
l'usine Charles J. Des Baillets. 
3.1 E tapes de la moderation 
L'ensemble des donnees recuperees est decrit au Tableau 3-1. Sauf indication 
contraire, celles-ci sont disponibles du ler Janvier 1996 au 31 mai 2006 et 
correspondent a des moyennes j ournalieres. 
Les codes utilises pour decrire les variables sont entre parentheses. Pour alleger le 
tableau, tous les codes des parametres meteorologiques ne sont pas repetes, car ils 
suivent tous le meme schema: « LieuType de variable mesuree». La nomenclature 
pour decrire un lieu ou un type de variable mesuree n'est precisee que la premiere fois 
ou elles apparaissent. 
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Tableau 3-1 : Resume des 40 variables disponibles initialement et des codes utilises 
pour decrire ces variables 
Qualite de l 'eau 
A MONTREAL 
(ATWETDB): 
• turbidite EB (TURB_DB) 
• couleur EB (C0UL_DB) 
• temperature EB (TEMP_DB) 
• conductivity ET {COND_DB) 
A HAWKESBURY : 
• turbidite EB 
(TURB_HAW) 
• couleur EB 
(COUL_HAW) 
• temperature EB 
{TEMP_HAW) 
A OKA (1er Janvier 1998 au 31 
mai 2006): 
• temperature EF 
(TEMF_OKA) 
A BEAUHARNOis(1er Janvier 
2001 au 31 decembre 2005): 
• turbidite EB 
(TURB BHN) 
Donnees hydrologiques 
DEBIT DES OUTAOUAIS a : 
• Vaudreuil 
(OUTJ/AUD) 
• Ste Anne de Bellevue 
(OUT_SAB) 
• Barrage de Carillon 
(OUT_CARI) 
DEBIT DU FLEUVE ST-
LAURENT a: 
• Lasalle (FLV LSL) 
• Des Cedres (FLV_CED) 
• Barrage de Beauharnois 
(FLV_BHN) 
DEBIT DE TRIBUTAIRES 
SECONDAIRES : 
• riviere des Raisins a Glen 
Navis (RIV_RAIS) 
• riviere Beaudette a 
Williamstown (RIV_BEAU) 




VITESSE DU VENT, moyenne 
horaire et maximale horaire: 
• a Dorval (DOR VITM 
etDOR_VITX) 
• au lac St Frangois (LSF_...) 




• a Dorval (DOR_PREC) 
• au lac St Frangois 
• a Ste Anne de Bellevue 
• a Rigaud (RIG ...) 
•aValleyfield (VAL_...) 
• aux Cedres (CED_...) 
TEMPERATURE MOYENNE 
JOURNALIERE DE L'AIR : 
• a Dorval (DORJEMP) 
• au lac St Frangois 
• a Ste Anne de Bellevue 
• a Rigaud 
• a Valleyfield 
• aux Cedres 
3.1.1 Definition d'un evenement turbide 
Conformement a la methodologie developpee par Tremblay (2004), les donnees de 
turbidite furent discretisees a partir d'une analyse des quantiles (separation en cinq 
classes de turbidite). Ainsi la notion d'evenement « turbide » est definie comme etant 
les exemples dont la turbidite moyenne journaliere a l'eau brute de la station Des 
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Baillets depasse 3,1 UTN, soit le 90e centile ou les classes III, IV et V. Les resultats de 
cette analyse figurent au Tableau 3-2. 
Tableau 3-2 : Classes de turbidite, eau brute de la station Des Baillets 







0 a 0,75 
0,75 a 0,90 
0,90 a 0,95 
0,95 a 0,99 
Entre 0,99 et 1 
Bornes de turbidite de 
l'intervalle (UTN) 
TURB DB<2,3 
2,3 < TURB DB<3,1 
3,1 < TURB DB<4 
4 < TURB DB < 9,3 
9,3 < TURB DB<31,3 
Notons que pour l'application pratique, le saut de 4 UTN a 9,3 UTN est assez 
brusque. Une classification par seuil sera utilisee, mais en definissant des valeurs 
intermediaries : 4 UTN, 5,5 UTN, 7,5 UTN et 9,3 UTN. 
Une distinction temporelle est aussi emise : un evenement turbide est dit « defond » si 
sa duree excede ou est egale a 5 jours. Sinon, il est appele de « courte duree ». 
Un evenement turbide de courte duree seul sera dit « isole ». Cependant, s'il arrive en 
meme temps qu'un evenement turbide de fond, il est appele « superpose » (Figure 
3-2). 
3.1.2 Analyse preliminaire de la variables de sortie : TURB_DB 
Le trace de la turbidite en fonction du temps pour dix annees de donnees a la Figure 
3-1 fait ressortir 1'existence de cinq « saisons » ou la reponse du systeme semble 
donner des turbidites a l'eau brute differentes. Aucune periodicite ne se demarque 
clairement. 
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Turbidite eau brute DB, de 1996 6 2006 
Date julienne 
Figure 3-1 : Turbidite de l'eau brute a Des Baillets de 1996 a 2006, en fonction de la 
date julienne 
Trois grandes periodes sont observees (automne, printemps et ete) avec deux periodes 
de transition autour de l'automne. La premiere appelee « debut automne » resulte en 
une degradation progressive de la qualite de l'eau au sortir de 1'ete, sans doute sous 
l'influence des premieres tempetes. La seconde, « fin automne », serait probablement 
liee a des evenements de type automne en 1'absence ou pendant la fragilisation du 
couvert de glace (protection aux intemperies). Ceci expliquerait les pointes de Janvier 
fevrier 2006, hiver chaud et pluvieux ou la saison d'automne s'est prolongee pendant 
longtemps. La localisation temporelle de ces periodes de transitions varie d'une annee 
a Pautre. Un detail du printemps et de l'automne (et ses periodes de transition) est 
donne a la Figure 3-2 et a la Figure 3-3. Les caracteristiques generates des saisons 
ainsi que les dates de decoupage graphique figurent dans le Tableau 3-3. Les 
statistiques descriptives sont donnees en Tableau 3-4. 
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Turbidite eau brute DB, PRINTEMPS de 1996 a 2006 
Date Julienne 
Figure 3-2 : Turbidite de l'eau brute a Des Baillets au printemps, de 1996 a 2006, en 
fonction de la date julienne 
Turbidite eau brute DB . AUTOMNESde 1996 a 2006 
<? # 
Date julienne 
Figure 3-3 : Turbidite de l'eau brute a Des Baillets a l'automne et ses periodes de 
transition, de 1996 a 2006, en fonction de la date julienne 
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Tableau 3-3 : Decoupage graphique en cinq saisons 









Periode de transition. 
Quelques pointes d'amplitude moyenne (max 7,8 UTN). 
Fortes turbidites. 
Pointes isoles, superposes et de fond. 
Turbidite moyenne faible mais plus elevee qu'a l'hiver. 
Quelques pointes de turbidite de faible amplitude (< 5 UTN). 
Periode de transition. 
Quelques pointes d'amplitude moyenne (max 9,6 UTN). 
Nombreuses pointes de turbidite de grande amplitude. 
Augmentations soudaines et de courte duree. 
Majoritairement des evenements isoles, ponctue de quelques 
evenements de fond. 
Dates 











Tableau 3-4 : Statistiques descriptives de TURB_DB 























































































3.1.3 Tri de la base de donnees 
Le tri de la base de donnees permet de retenir les 27 variables candidates pour Pannee 
entiere : respectivement 6, 9 et 12 variables pour les categories qualite de Peau, debit, 
et meteorologie. A cause du manque de donnees, la qualite de Peau a Beauharnois, et 
les variables meteorologiques a Des Cedres, Rigaud, et Valleyfield ont ete ecartees. 
De plus, les mesures de la temperature de Pair en trois places differentes furent 
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regroupees en une seule issue de la moyenne arithmetique : la temperature de Pair 
etant relativement constante sur la region d'etude a une date donnee. 
3.1.4 Choix des variables d'entrees 
Connaissances prealables des causes de la turbidite 
Base sur les resultats de Tremblay (2004), huit facteurs explicatifs des evenements 
turbides furent identifies, et trois variables pour representer trois de ces facteurs furent 
creees (voir l'Annexe A pour les details de construction de ces index). Ces index ont 
ete legerement modifies par rapport aux travaux anterieurs. Ces causes explicatives 
ainsi que les valeurs seuils d'activation pour l'observation graphique sont rappelees 
dans le Tableau 3-5. Ces valeurs seuils furent pour la plupart identifiees par Tremblay 
(2004), elles correspondent generalement a une valeur superieure a la mediane ou au 
85e centile. 
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Tableau 3-5 : Causes, variables explicatives, et seuils d'activation pour l'analyse 
graphique 
Cause 
Degradation de la 
qualite de I'eau en 
amont 
Fonte des neiges 
(printemps) 
Fragilite du 
couvert de glace 






















(DOR, SAB, et 
LSF) 





Valeur seuil d'activation de ces variables 
Une pointe de turbidite (superieure au 90e centile) 
est observee les jours precedents a Des Baillets et 
Hawkesbury. 
TURB DB > 3,1 UTN 
TURB HAW > 9.7 UTN 
= 1 
= y2 
situe entre 0,3 et 1 
Pluie s 5 mm 
Vent moyen ( VITM) > 25 km/h 
Vent maxi (_VITX) > 35 km/h 
RIV BEAU > 5 m3/d 
RV RAIS>9m3/d 
RIV_CHAT > 50 m3/d 
OUT_FLV > 6 % (mediane sur I'annee) 
Recensement des evenements turbides 
Sur nos 3827 exemples disponibles a Des Baillets, nous avons recense 213 cas de 
turbidite (TURBDB > 3,1 UTN, classes III, IV ou V). Ces cas sont r£partis comme 
suit (Tableau 3-6) : 
• Les annees 1998, 2002, et 2003 eurent le plus de pointes. 
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• Le debut de l'automne et la fin de l'automne sont bien des periodes de 
transition de l'automne. La plupart des evenements turbides sont isoles. 
• Les trois principales saisons sont Pautomne, 1'ete et le printemps. 
• L'automne et le printemps cumulent une dizaine d'evenements de fond, 
presque autant que d'annees, il doit s'agir d'evenements se produisant une fois 
par an (renversement, etc.). 
• L'automne se distingue par une abondance d'evenements isoles alors que le 
printemps est plutot constitue d'evenements de fond et superposes. 
























































































































































































F = Fond; S = Superposd; et I = Isole 
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En Annexe B figurent les tableaux du nombre et le pourcentage d'occurrences de nos 
facteurs explicatifs. La cause « qualite de l'eau en amont » fut omise, car elle apparait 
bien souvent pour les evenements de fond (par definition meme). Les facteurs dont 
Poccurrence depasse 51% sont indiques en gras. II est important de rappeler que des 
evenements n'ayant lieu qu'une seule fois par saison comme le renversement ou la 
fonte printaniere ne peuvent avoir un pourcentage d'occurrences eleve, il faudra alors 
regarder le nombre d'occurrences par rapport au nombre de saisons d'observations. 
Plusieurs commentaires resultent de ces tableaux : 
• Durant la fin de l'automne, seulement un evenement de fond et un superpose 
sont recenses. Cependant pour les evenements isoles, la contribution des 
Outaouais et le vent sont des facteurs importants. II serait possible que lors de 
fortes pluies et de la fragilisation du couvert de glace, la protection offerte 
contre le vent s'amenuiserait en meme temps que la hausse des debits et la 
regulation forcee de la contribution des Outaouais par le barrage de Carillon 
degraderait la qualite generale de l'eau. II pourrait s'agir d'annees 
exceptionnellement chaudes ou les causes automnales durent plus longtemps. 
• Durant le printemps, la fonte des neiges est accompagnee de la hausse des 
contributions des tributaires et de la contribution des Outaouais qui restent 
eleves toute la saison. Sur les dix annees d'etude, sept annees font coi'ncider un 
evenement de fond avec le renversement et la fonte des neiges; alors que 
l'indicateur fournit par la contribution des Outaouais est actif douze fois sur les 
quatorze evenements de fond recenses. Precipitations et tempetes de vent 
semblent avoir aussi un role a jouer dans les pointes isolees de turbidite. 
• Durant l'ete, les causes majoritaires semblent liees aux precipitations et a la 
hausse resultante des tributaires secondaires. 
• Durant le debut de l'automne, seuls des evenements isoles sont recenses. lis 
sont associes a des tempetes de vent et des precipitations. Cette saison semble 
etre fortement liee a l'automne. 
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• Durant l'automne, (ainsi que debut et fin), les evenements isoles ont pour 
causes majeures les tempetes de vent, puis les precipitations accompagnees 
d'une hausse des tributaires, et la contribution des Outaouais dans une moindre 
mesure. En ce qui concerne le renversement, sa contribution a la degradation 
de la qualite moyenne de l'eau semble minime vis-a-vis des pointes isolees de 
forte amplitude. 
Ces observations confirment une degradation generate de la qualite de l'eau pour les 
periodes d'automne, du printemps, et dans une moindre mesure, de l'ete. II semble que 
les evenements de fond soient lies a des indicateurs comme le renversement et la 
contribution de la riviere des Outaouais (pour l'automne et le printemps). A cette 
degradation de la qualite moyenne viennent se superposer des evenements ponctuels 
de forte amplitude (vent avec ou sans pluie). Ces observations soutiennent 
Pelaboration de modeles distincts de classification a des seuils de turbidite croissants. 
Chaque modele serait done specifique a un seuil et pourrait distinguer les causes 
propres a la turbidite pour diverses amplitudes. 
Choix des decalages temporaux 
Aux 26 variables candidates viennent s'ajouter possiblement leurs decalages 
temporaux. Les temps de reponse du systeme etant assez rapide, seuls les decalages de 
un a x jours dans le passe seront considered. Pour les donnees de debit et de qualite de 
l'eau en amont, l'eau aurait un temps de sejour de deux a trois jours entre Cornwall et 
Portneuf (Couillard, 1987); ainsi, une valeur double de six jours pour la fenetre 
temporelle semble conservatrice. Tremblay avait retenu dans ses modeles Pinfluence 
du vent decale de un jour (Tremblay, 2004). Une fenetre de trois jours pour le vent 
sera envisaged. L'examen graphique de la turbidite en fonction du temps (voir la 
section sur le choix des variables d'entrees), donne les memes resultats et a revele 
1'influence potentielle de la pluie, de 1'index de renversement et de 1'index de fonte 
(fragilite ou bris du couvert de glace) jusqu'a 6, 10, et 17 jours respectivement. Notons 
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que la valeur 17 jours est unique car la plupart des decalages observes pour la fonte se 
situent entre un et dix jours avant l'evenement turbide. 
Les fenetres temporelles considerees, pour former la base de donnees preliminaire, 
sont recapitulees entre parentheses dans le Tableau 3-7. Ceci represente un total de 91 
variables potentielles d'entree. 
Tableau 3-7 : Fenetre temporelle des variables de la base de donnees preliminaire 
Qualite de l'eau 
4 variables 
COUL DB (3) 
TURB DB (3) 
COND DB (3) 




OUT VAUD (3) 
OUT SAB (3) 
FLV LSL(3) 
FLV BEAU (3) 
FLV CED(3) 
OUT FLV (3) 
RIV RAIS (7) 
RIV BEAU (7) 
RIV CHAT (5) 
Meteorologie 
10 variables 
DOR VITM (3) 
DOR VITX (3) 
LSF VITM (3) 
LSF VITX (3) 
SAB VITM (3) 
SAB VITX (3) 
DOR PREC (6) 
LSF PREC (6) 






Nouveau decoupage temporel 
Dans un premier temps, une analyse discriminante est menee sur l'annee entiere avec 
toutes les variables de la base de donnees preliminaire plus une variable texte : saison. 
Dependamment du seuil considere, cette variable de saison ressort souvent dans les 
dix premiers descripteurs (sur la vingtaine que vont retenir les modeles). Par 
consequent, le decoupage en saison est une bonne idee. Avec les connaissances 
acquises, un deuxieme decoupage en saison plus precis va etre realise a posteriori, afin 
d'aider le reseau dans la reconnaissance d'exemples choisis. 
Etant donne que les trois sous-saisons d'automne semblent presenter des 
caracteristiques et des causes explicatives tres proches, et pour ne pas trop reduire le 
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nombre d'exemples disponibles par saison (et alterer la capacite d'apprentissage du 
modele), elles sont regroupees. 
Le trace du nuage de points des donnees de turbidite en fonction de la date en journee 
julienne donne un decoupage plus precis que celui opere precedemment. Cette figure 
n'apporte pas plus d'information utile a la comprehension du phenomene, elle ne sera 
pas presentee ici. Seules les trois saisons majeures seront considerees (printemps, ete, 
automne) et quatre modeles par saison seront batis (un par valeur seuil de turbidite). 
Ce deuxieme decoupage saisonnier est indique dans le Tableau 3-8. Ce nouveau 
decoupage sera considere pour le reste de l'etude. 
Les frontieres avec l'ete ont ete choisies de sorte que les evenements estivaux soient 
inferieurs a 5 UTN (TURB_DB). L'ete n'etant pas une saison possedant des pointes 
de turbidite abruptes et de forte amplitude, nous ne developperons pas de modele de 
classification specialise pour cette saison: un modele de regression etant suffisant. 
Nos nouvelles dates sont tres proches de celles identifies precedemment. 
La saison dite « hiver » utilisera le modele « automne » car il s'agit d'evenements 
automnaux durant les annees chaudes (sans la protection offerte par le couvert de 
glace). Les exemples de l'hiver n'ont pas ete inclus dans la conception du modele 
automne afln de specialiser celui-ci dans l'apprentissage des pointes de la saison. 

















Analyse discriminante par saison 
L'analyse discriminante est menee par saison et par seuil de turbidite. Chaque analyse 
retient un sous-ensemble de variables d'entree etant les meilleurs descripteurs pour 
separer lineairement les classes de turbidite basse et haute. Les variables retenues sont 
indiquees dans les trois tableaux suivants, un decalage temporel etant represente par la 
notation «VARIABLEj-x » symbolisant la variable i a la date t-x jours. Ainsi, 
TURBDB-1 represente la turbidite de l'eau brute a Des Baillets la veille. 
Certaines variables semblent influentes pour tous les seuils (par exemple, LSFVITM-
1 a l'automne) alors que d'autres sont specifiques a certains seuils (PRECX_DS-1 et -
5 pour les pointes superieurs a 7,5 UTN a l'automne). 
Avis complementaire - analyse par reseau de neurones de type PNN 
Les resultats des analyses discriminantes, « Backward Stepwise » et « GAPNN » sont 
fournis, pour les saisons automne et printemps, dans les tableaux recapitulatifs ci-
dessus. En Annexe B, figure un tableau recapitulatif des commentaires emis lors de 
1'interpretation des entrees par analyse avec reseaux de type PNN (Tableau A-3). 
A titre informatif, les variations observees sur le critere de performance en fonction 
des entrees selectionnees sont de l'ordre de 1%. II n'y a ainsi pas de distinction (ou de 
saut) notable sur 1'information apportee par telle ou telle variable. En effet, nous 
obtiendrons de bonnes performances avec des variables qui furent eliminees par 
l'analyse « Stepwise Backward ». 
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D: analyse discriminante 
B : "Stepwise Backward - PNN" 
G : "Genetic Algorithm - PNN" 































































































































































D: analyse discriminante 
B : "Stepwise Backward - PNN" 
G : "Genetic Algorithm - PNN" 






























































































D : analyse discriminante 
B : "Stepwise Backward - PNN" 
G : "Genetic Algorithm - PNN" 
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Choix final des entrees des modeles 
Pour chaque saison et pour chaque seuil, la selection donnee par l'analyse 
discriminante precedente est retenue, accompagnee des commentaires ci-dessous : 
• Plus de donnees sont disponibles pour RIVRAIS que pour RIV_BEAU, ces 
deux rivieres etant proches geographiquement, l'utilisation de RIVRAIS avec 
le meme decalage temporel que celui preconise pour RIV_BEAU sera 
privilegiee. 
• Les donnees de qualite de l'eau et de debit sont fortement correlees d'un jour 
au suivant. Pour eviter la redondance de T information, nous veillerons a laisser 
une journee d'ecart entre deux mesures. Exemple: le modele automne 
preconise RIVRAIS-1, -2 et -3 en deca de 5,5 UTN. Seulement les decalages 
-1 et -3 seront conserves, 1'information detenue par -2 etant redondante. Les 
donnees de meteorologie sont beaucoup moins auto-correlees, cette restriction 
ne s'applique done pas pour elles. 
3.1.5 Partitionnement des exemples 
Les details du partitionnement sont fournis a l'Annexe C. II s'agit de la nomenclature 
adoptee, du nombre d'exemples disponibles pour chaque saison et chaque ensemble, 
des annees de test et de selection pour les echantillonnages a annee fixe, et des 
proportions de repartition des exemples pour les echantillonnages aleatoires. 
3.1.6 Choix d'une architecture de reseau, des parametres internes, et calibration 
des reseaux 
Se referer au tableau recapitulatif de l'Annexe F. 
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3.1.7 Choix d'un critere de performance 
La definition des criteres de performance crees pour les besoins du probleme, ainsi 
qu'un tableau recapitulatif des valeurs employees figurent a 1'Annexe G. 
3.1.8 Determination du meilleur reseau 
Exemple de selection d'une liste de nombre de neurones caches optimaux 
Voici l'exemple de la prediction du seuil 9.3 UTN au printemps. 
L'analyse des entrees sans pretraitement ayant deja ete effectuee, apres quelques 
essais et erreurs, nous avons retenu l'ensemble d'entrees 031 (10 entrees : TURBDB-
1 et -2; OUT_FLV-l; RIV_CHAT-3 et -5; DOR_VITM-2 et LSF_VITM-1; 
DOR_PREC-2 et PRECX_DS-6; IDXFONT-3). Nous desirons evaluer le meme 
groupe, mais pretraite 031* (* signifiant « avec pretraitement »). Nous commencerons 
a l'etape 4 de notre methodologie (voir la section 2.3.10). Deux repartitions sont 
considerees ainsi que quatre criteres de performance. Deux listes de nombre de 
neurones dormant de bons resultats sont retenues. 
Nous avons trace les diagrammes boites a moustaches pour les quatre criteres et les les 
boites de neurones les plus performants sont surlignees. 
En Figure 3-4, pour la repartition 021, le minimum des pertes globales (fig. b) est 
obtenu pour la liste {7; 9; 11; 18; 26; 32; 44; 66}, avec moins de variations pour {11; 
18; 26; 66}. Les pertes sur TEST proposent la liste {1; 5; 6; 8; 14; 22}. Choisir peu de 
neurones (notamment les solutions 5 ou 6 neurones), donne une bonne generalisation 
(fig. a), mais l'apprentissage est sans doute incomplet car pas assez de complexite 
n'est apportee au modele en deca de 7 neurones (les pertes sommees decroissent 
jusqu'a 7 neurones en Figure b). Toutefois, certaines solutions performantes peuvent 
etre obtenues occasionnellement pour 5 ou 6 neurones. En ce qui concerne la 
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maximisation du critere matrice de performance TEST, celui-ci limite nos choix a {1; 
8; 22; 62}. Le pourcentage de classification correcte TEST, semble privilegier une 
zone moins etendue. {7; 9; 10; 11 16; 32} neurones se demarquent, bien que toutes les 
performances soient assez bonnes : i.e., superieure a 70%. Nous retiendrons pour cette 
repartition le plus petit ensemble faisant l'unanimite, soit entre 7 et 9 neurones. 
Pour la repartition 001, les resultats sont tres similaires bien que 9 neurones se 
demarquent plus nettement. 
En comparant les performances moyennes de l'effet du pretraitement sur nos deux 
repartitions, nous observons que les resultats vont dans le meme sens; ainsi, seul la 
repartition 021 sera commentee en Figure 3-5. 
\Z0 uoiityecfe.! %i£Q S99fl.ug 'aoireuuojjsd ap ssjajuo aijenb 'ajduiaxg : f-£ amSig 
% classification correcte TEST Matrice de perte TEST 
Matrice de performance TEST Matrice de perte SOMME 
_p _o _-* 







































































































































Sur la Figure 3-5, sont tracees les valeurs moyennes des dix meilleurs reseaux retenus 
selon trois criteres (matrice de perte TEST et SOMME, et pourcentage de 
classification correcte TEST), ainsi que Pecart-type pour le critere matrice de perte 
TEST. Par souci d'allegement, les autres figures pour les autres criteres de 
performance ne seront pas presentes ici, ils fournissent cependant des resultats 
identiques. Les lignes pleines et en pointilles sont obtenues par l'ajustement des 
moindres carres pour les entrees 031 et 031 * respectivement. 
Nous observons que les entrees 031 (cercles) peuvent atteindre de bons resultats a 
partir d'un grand nombre de neurones : autour de 40 neurones, la matrice de perte 
TEST descend autour de 6 ou 7 unites (Figure 3-5 a). Ces resultats depassent de 9 
unites les meilleurs resultats obtenus pour le pretraitement (triangles). Concernant la 
stabilite (Figure 3-5 b), le pretraitement fournit sur toute la plage de neurones une 
bonne stabilite comparativement a l'entree 031 ou il faut attendre 24 neurones pour 
que l'ecart-type soit inferieur. Cependant, les entrees 031* se distingue par une 
meilleure classification a bas nombre de neurones (inferieur a 10 neurones caches) 
pour les criteres matrice de perte SOMME et pourcentage de classification correcte 
TEST (Figure 3-5 c et d). 
Cet exemple suggere done l'usage du pretraitement par fonction de repartition pour le 
seuil 9.3 UTN au printemps. Pour batir le modele final, nous chercherons le meilleur 
nombre de neurones caches parmi l'intervalle elargit [6; 10] neurones. 
Rajoutons un commentaire sur cet exemple. Bien que presentant des performances 
legerement moins bonnes pour la matrice de perte TEST (Figure 3-5 a), le 
pretraitement presente l'avantage de fournir des performances quasi equivalentes a 
plus bas nombre de neurones caches. La recherche d'une solution parcimonieuse est 
un atout pour prevenir le sur-apprentissage, et pour garantir plus de generalisation du 
modele. 
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Tableaux recapitulatifs des reseaux retenus par saison et par seuil 
Les resultats finaux des entrees retenues (pretraitees ou non par fonction 
repartition) et du nombre de neurones caches pour chaque modele figurent ci-apres. 





























































Tableau 3-13 : Reseaux et entrees retenus par seuils - Ete 
ETE 
En raison du faible nombre d'exemples "hauts", aucun 
modele de classification n'a ete developpe pour l'ete. 
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II est interessant de remarquer qu'a l'exception du modele de classification 5,5UTN au 
printemps demandant 22 neurones caches, tous les autres modeles necessitent moins 
de dix neurones. Ainsi, l'option d'etudier les performances apportees par une 
deuxieme couche cachee ne sera pas considered etant donne que le nombre de 
neurones caches est deja peu eleve. 
3.1.9 Batir le modele final 
Mise en commun des modeles de classification 
Comme decrit dans la section 2.3.11, il faut calculer une sortie synthese des modeles 
de classification mis en cascade, et ce pour chaque saison. Nous codons arbitrairement 
nos valeurs de sortie tel qu'indique dans le Tableau 3-15. Ces valeurs sont choisies de 
sortes qu'elles soient proches de la mediane des intervalles classifiant. Un « 0 » 
signifie prediction « Basse », alors qu'un « 1 » signifie prediction « Haute ». 
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Tableau 3-15 : Valeur de sortie des modeles de classification en cascade de 
TURB DB 

























Valeur de synthese de la 
classification (en UTN) 
Depend de la saison consideree: 
Printemps => 2,53 UTN 
Ete => 2,09 UTN 





* : quelle que soit la combinaison (0 ou 1) 
Mise en commun des predictions par saison 
II resulte done pour chaque saison deux predictions : une issue de la synthese des 
modeles de classification, et une issue du modele de regression. Afin de prendre en 
compte la variabilite des dates separant une saison a l'autre, un indice de pertinence de 
chaque saison est cree. Ce nombre varie de 0 a 1, 1 signifiant que la saison consideree 
est la plus probable. Cet indice de pertinence en fonction de la date est decrit a la 
Figure 3-6. Les dates frontieres entre deux saisons identifiees a la section 3.1.4 
figurent en gras. 
L'ete etant la saison la moins critique en termes de turbidite a l'eau brute a Des 
Baillets, sa transition sera done ecourtee a +/- 3 jours autour de la date de transition, 
ceci au profit des autres saisons plus problematiques, a savoir printemps et automne. 
L'utilisateur final sera ainsi averti des predictions fournies par chaque modele 
saisonnier par ordre de pertinence. En cas de chevauchement de deux saisons, 
l'affichage de la deuxieme saison potentielle pourrait fournir un avis conservateur 
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dans la situation ou les saisons seraient decalees temporellement. II peut s'agir par 


































































































Figure 3-6 : Indice de pertinence des modeles saisonniers DB en fonction de la date 
3.2 Resultats 
Les exemples de la base de donnees etant divisees aleatoirement, il n'est pas possible 
de reconstituer une annee entiere de donnees consecutives dans le temps qui n'aient 
pas servi a l'apprentissage des modeles. Ainsi, nous ne pourrons quantifier la 
performance du modele fonctionnant sur une annee de test entiere. Cependant, les 
resultats de chaque saison prise independamment vont etre etudies. 
Le trace de la turbidite predite (par classification et par regression) est compare a celui 
de la turbidite reellement observee. Pour chaque exemple constituant les ensembles 
Test des repartitions (x99) de chaque saison afin d'evaluer la performance generale 
des modeles. Les memes figures pour les repartitions (x98) figurent a 1'Annexe B. 
Un tableau recapitulatif a l'Annexe B resume les criteres de performance sur 
l'ensemble Test et toutes les donnees de chaque saison. Ces criteres etant, pour le 
modele de classification, le pourcentage de classification correct de chaque seuil; et 
I l l 
pour le modele de regression, le coefficient de correlation, la racine carree de l'erreur 
quadratique moyenne (EQM ou RMSE en anglais), et l'erreur absolue moyenne 
(EAM). 
Enfin dans une troisieme partie, a titre de comparaison, les pourcentages 
d'amelioration par rapport au modele lineaire de reference equivalent (i.e. avec le 
meme groupe d'entrees que celles finalement retenues pour les modeles de type PMC) 
sont presentes pour chaque seuil de classification, et ce pour les criteres de 
pourcentage de classification correct et de matrice de performance. 
Saison : Printemps 
Parmi les observations superieures a 4UTN, seuls les exemples 36 et 38 sont mal 
classes. lis correspondent respectivement aux dates et valeurs de turbidite suivantes : 
11 mars 2002 (21UTN), et 23 mars 2002 (4,60UTN). Le premier ne presente pas une 
situation problematique : bien que predit a une valeur inferieure a celle reellement 
observee, il ne s'agit pas d'un faux negatif puisque qu'un pic de turbidite est quand 
meme predit. En effet, les modeles de classification en cascade ont annonce 6,5UTN, 
et 8,99UTN pour le modele de regression. Le deuxieme exemple correspond a un 
episode de turbidite isole lors d'une possible fragilisation du couvert de glace, episode 
accompagne de pluie a trois jours et cinq jours precedant l'evenement, ainsi que de 
forts vents deux jours auparavant. Les causes responsables de l'evenement turbide en 
question ne sont pas nettes a cause de la presence hypothetique du couvert de glace. 
De plus, la valeur observee de 4,60 UTN est proche de la frontiere de 4UTN, ce qui 
expliquerait la difficulte du reseau a discriminer dans une zone ou le chevauchement 
des classes de turbidite est fort. 
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Printemps - Repartition 099 - Test 
1 '' 
16 4 H 
1 11 21 31 41 51 61 
Exemples 
E=nPred\\ Classification • Predit Regression — a— Obseive 
Figure 3-7 : TURBDB observee et predite au printemps - r099 - Test 
Pour cette figure (Figure 3-7) et ses homologues dans les saisons suivantes, il est 
important de noter qu'il s'agit bien d'exemples tires aleatoirement en abscisse et non 
d'exemples consecutifs dans le temps. Bien que les series soient reliees entre elles par 
souci de lisibilite, tous les points sont independants les uns des autres. 















































Au Tableau 3-16 sont indiques les criteres de performance des modeles de 
classification et de regression pour les ensembles de Test et toutes les donnees des 
repartitions 099 et 098 (entre parentheses). 
De tres bonnes performances sont atteintes au printemps : concernant les modeles de 
classification, le pourcentage de classification correcte est toujours superieur a 91%. 
Pour la regression, bien que les performances issues de l'echantillonnage 099 soient 
moins bonnes, un coefficient de correlation eleve est observe (superieur a 0,91) pour 
une erreur quadratique moyenne et une erreur absolue moyenne faibles. 
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Figure 3-8 : Comparaison PMC - modele lineaire au printemps. Pourcentage 
d'amelioration du critere (a) pourcentage de classification correcte, (b) matrice de 
performance. 
Sur la Figure 3-8 est tracee la performance additionnelle (en pourcentage) en fonction 
du seuil de turbidite classifiant, performance obtenue pour les deux criteres suivants : 
pourcentage de classification correcte (Fig. a) et matrice de performance (Fig. b). Les 
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courbes « Max » et « min » ont ete obtenues a partir des resultats des repartitions 098 
et 099. 
II ressort que l'influence sur les donnees prises dans leur totalite (surface pleine), suit 
sensiblement la meme tendance que les ensembles de Test (traits d'axe). 
De plus, le pourcentage de classification est sujet a une legere augmentation des 
performances par rapport aux modeles lineaires de base (de 0 a 6,5%). Cependant, les 
fortes augmentations du critere matrice de performance aux seuils 7,5UTN et 9,3UTN 
(38,4 et 40,8% respectivement pour les ensembles de Test) traduit une nette 
amelioration des predictions des evenements hauts. Rappelons-le, le critere matrice de 
performance a ete construit pour accorder deux fois plus d'importance aux evenements 
de « haute » turbidite. Le faible nombre d'exemples hauts a ces seuils explique la 
grande variabilite des resultats sur l'ensemble Test (seulement un faux negatif 
supplemental peut grandement degrader la performance obtenue). Pourtant, 
l'amelioration de la prediction a 7,5 et 9,3UTN est confirmee par les gains de 
performances concentres autour de 15 et 22%) respectivement (quelle que soit la 
repartition utilisee). 
Saison : Ete 
Aux vues du faible nombre de cas observes superieurs a 4UTN, ne sera traite ici que le 
modele de regression, repertorie dans le Tableau 3-17. 
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Les predictions sont un peu moins bonnes temporellement pour l'ete que pour le 
printemps (la correlation passe d'un minimum de 0,91 a 0,74). Elles restent neanmoins 
precises : du fait des faibles valeurs de turbidite observees l'erreur quadratique 
moyenne reste tres faible. Toutefois, cette faible erreur est aussi liee a la moyenne des 
valeurs de turbidite a l'ete qui est aussi faible (par construction, l'ete a regroupe toutes 
les valeurs inferieures a 5 UTN). L'erreur absolue moyenne (0,25UTN) represente 
seulement 12% de la valeur moyenne de la turbidite a l'eau brute l'ete (2,1 UTN). 
Saison : Automne 
L'observation de la turbidite predite et observee pour les 193 exemples de l'ensemble 
Test r299 (Figure 3-9) revele une bonne performance de classification generate offerte 
par les deux modeles (classification ou regression). Seul un evenement turbide n'est 
pas detecte par l'un ou l'autre des modeles. II s'agit d'une pointe a 5,30 UTN du 5 
octobre 2002 occasionnee probablement par les vents a Dorval le jour meme et la 
veille (DOR_VITM et DORVITX 0 et -1). Les parametres du jour meme etant 
inaccessibles, seul les valeurs de la veille pourraient etre incluses. Or, les vitesses du 
vent maximales et moyennes a Dorval la veille ont deja ete ecartees de la liste des 
variables car moins frequemment liees a des pointes de turbidite que d'autres variables 
(comme SABVITM-1 parexemple). 
De plus, notons que le modele de classification surestime bien souvent les pointes 
avec un plus grand nombre de faux positifs que le modele de regression. Ceci semble 
logique dans la mesure ou le modele de regression dispose pour sa calibration d'une 
plus grande proportion d'exemples inferieurs a 5 UTN que de pointes de turbidite. 
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A la lecture du Tableau 3-18, il ressort que les performances obtenues a l'automne 
sont moins bonnes que celle du printemps, les phenomenes a modeliser y etant sans 
doute plus complexes. En effet, le modele de classification affiche des pourcentages 
de classification correcte plus variables (ils s'etalent de 74% a 95%). La 
discrimination semble plus aisee seulement pour le seuil 9,3 UTN ou les performances 
observees se demarquent plus nettement des trois autres seuils. Pour la regression, la 
correlation affichee est elle aussi plus basse : de l'ordre de 0,78 pour l'ensemble de 
Test, compare a 0,87 au printemps. Les valeurs de l'EQM et de TEAM restent du 


















































































































































































































































































































Sur la Figure 3-10, l'amelioration apportee par le modele RNA peut atteindre des 
nombres dont la moyenne est significativement plus elevee qu'au printemps (ou le 
gain de performance du pourcentage de classification correcte s'etalait de 0 a 6,5%). 
La variabilite des resultats obtenus pour les deux repartitions est aussi plus grande. II 
semble qu'a 1'automne la discrimination entre les classes hautes et basses soit moins 
franche qu'au printemps, ainsi les RNA se distinguent par leur capacite a construire 
des frontieres discriminantes plus complexes. Ceci aboutit a une diminution des faux 
positifs tout en maintenant une performance au moins egale en termes de classification 
des evenements de «haute » turbidite. Effectivement, les gains de performance 
obtenus pour le critere pourcentage de classification correcte sont superieurs aux 
valeurs des gains pour le critere matrice de performance (critere mettant l'accent sur 
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Figure 3-10 : Comparaison PMC - modele lineaire a 1'automne. Pourcentage 
d'amelioration du critere (a) pourcentage de classification correcte, (b) matrice de 
performance. 
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En Figure 3-10 b, le critere matrice de performance suggere une amelioration negative 
au seuil 5,5UTN pour Pensemble Test de la repartition 298. Ceci s'explique par le fait 
que le modele choisi contient deux faux negatifs de plus que son equivalent lineaire, 
au benefice d'une diminution des faux positifs. Ce choix du modelisateur est justifie 
pour eviter le sur-apprentissage sur des exemples turbides specifiques, surtout lorsque 
ces exemples sont situes dans une zone ou les classes de turbidite se chevauchent 
fortement. Au prix d'un ou deux faux negatifs supplementaires de l'ensemble Test, 
nous avons privilegie une tres nette diminution des faux positifs (jusqu'a 35% de 
classification correcte supplemental en Figure 3-10 a). 
Les seuils 7,5 et 9,3UTN semblent plus aises a discriminer: en effet, les gains de 
performance sont moins sensibles a la repartition utilisee. Ceci ce verifie 
graphiquement, ils correspondent a des zones ou il y a peu de chevauchement des 
classes de turbidite. 
De plus fortes valeurs de l'EQM sont observees pour le printemps et l'automne que 
pour l'ete (jusqu'a quatre fois plus grandes). Ceci vient du fait que le calcul de l'EQM 
se base sur l'esperance du carre de l'erreur. L'esperance a ete calculee avec la 
moyenne arithmetique. Or, cette moyenne est relativement sensible aux valeurs 
extremes surtout presents au printemps et a Pautomne. 
3.3 Discussion 
3.3.1 Donnees supplementaires pour ameliorer les predictions 
Afin d'augmenter les performances accessibles, il serait interessant d'inclure des 
variables de qualite de l'eau brute directement en amont de la prise d'eau. Ceci 
permettrait d'avoir une meilleure idee de la qualite de l'eau a l'entree du lac Saint-
Louis. Ces variables de qualite de l'eau seraient la turbidite a l'eau brute pour les 
stations de filtration de Beauharnois et de Vaudreuil. La premiere refleterait la qualite 
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de l'eau du fleuve, alors que la seconde donnerait une information sur la qualite de 
l'eau en provenance du lac des Deux Montagnes, eau passant par la gire de Pile Perrot. 
La qualite de l'eau a Beauharnois n'est disponible seulement depuis le ler Janvier 
2002, c'est pourquoi elle fut ecartee dans ce modele. Pour Vaudreuil, les donnees 
existent mais n'ont pas pu etre recuperees pour ce projet. 
3.3.2 Commentaires sur l'usage du pretraitement par fonction de repartition 
Le but de ce pretraitement est d'utiliser l'information prealablement connue sur la 
distribution d'une variable d'entree donnee. Une amelioration des previsions obtenues 
n'est observee que pour deux des quatre modeles de classification. 
Ces performances ne sont pas observees dans tous les modeles. A cause de la faible 
proportion d'evenements extremes dans les bases de donnees, les transformations 
ecrasent ces evenements dans des intervalles restreints. Par exemple, sur la Figure 
A-5, les valeurs de TURBDB-1 superieures a 4 UTN sont toutes comprimees dans 
l'intervalle [0,84 ; 1]. Cet ecrasement des donnees agirait de maniere conservatrice 
dans des cas ou la classification est peu aisee : les faibles valeurs de turbidite a 
l'automne, et les hautes turbidites au printemps. lis amelioreraient la prediction des 
evenements hauts au prix d'un plus grand nombre de faux positifs. 
3.3.3 Commentaires sur la methode de selection des entrees 
II est important de noter que les methodes de selection des entrees ne donnent aucun 
resultat absolu. En effet, selon la repartition des exemples et les methodes utilisees 
(GAPNN, «forward stepwise », « backward stepwise », etc.), les resultats et les 
entrees candidates choisies ne sont pas les memes. Parmi les entrees non elaguees par 
les methodes de selection, le choix final des entrees a retenir par modele est laisse a la 
disposition du modelisateur. 
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Ainsi, tous les efforts effectues au prealable permettent une meilleure comprehension 
des phenomenes explicatifs recurrents et oriente la selection finale d'entrees. Ces 
travaux sont l'observation graphique du phenomene a modeliser, le recensement des 
evenements turbides, le trace des diagrammes de points categorises (afin d'observer le 
pouvoir separateur de deux variables descriptives), etc. 
Apres avoir eu recours aux methodes enoncees dans la Section 2.3.5 pour eliminer le 
plus grand nombre de variables non pertinentes, il reste une serie d'entrees dont 
rinformation peut etre redondante dans certains cas. Le choix final des entrees s'est 
fait a l'aide de ces connaissances prealables et d'essais et erreurs sur l'introduction de 
variables explicatives supplementaires. 
Cette redondance d'information et la correlation existant entre plusieurs variables 
potentiellement candidates est responsable en partie de la variabilite des resultats 
obtenus quant a la selection des entrees pertinentes. Par exemple, les methodes 
employees peuvent retenir indifferemment le vent le meme jour a deux places 
differentes ou bien des variables qui sont la consequence d'autres variables (au 
printemps la fonte des neiges implique la hausse du debit de tributaires secondaires). 
Par consequent, dans le but d'obtenir des selections plus franches des variables 
d'entrees pertinentes, il conviendrait de reduire l'espace des entrees et de s'assurer que 
ces dernieres soient non correlees entre elles. L'analyse en composantes principales 
(ACP) est la technique la plus couramment employee pour projeter orthogonalement 
les variables dans une nouvelle base maximisant la variance des variables. Cependant, 
cette technique induit une perte d'information lors de la projection orthogonale 
(Dreyfus et al., 2004). Une autre technique a explorer serait 1'utilisation de cartes auto-
organisatrices (Bowden et al., 2005). 
Par souci de simplification et pour ne pas perdre d'information contenue dans les 
donnees, ces methodes n'ont pas ete utilisees ici. Si elles etaient utilisees, une 
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selection des entrees plus parcimonieuse que celle obtenue ici pourrait etre accessible. 
Ceci permettrait d'augmenter la performance de generalisation du modele. 
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Chapitre 4 PREDICTION DE LA TURBIDITE A LA PRISE D'EAU BRUTE A 
LA STATION ATWATER 
4.1 Etapes de la modelisation 
4.1.1 Definition des objectifs et mise en contexte 
L'objectif de ce chapitre est de predire la turbidite a l'eau brute, une journee a 
1'avarice, pour l'usine Atwater (variable TURB_ATW). Cette derniere puise son eau 
de la meme source d'eau brute que la station Charles J. Des Baillets, a savoir le fleuve 
Saint-Laurent, et est situee en aval du canal Atwater (Figure 4-1). 
L'usine Des Baillets est directement alimentee par l'eau provenant de la prise d'eau 
brute. L'usine Atwater puise son eau a l'extremite du canal. Huit kilometres de canal a 
ciel ouvert separent ainsi les deux usines. Le canal a une section de 245 m2 (49m x 
5m). L'usine filtre en moyenne annuelle environ 496 000 m /d (donnees de 2006), ce 
qui fait un temps de sejour moyen dans le canal de quatre jours. En periode de forte 
production, ce temps peut etre reduit a trois jours et moins. En termes d'occupation 
des sols, les abords du canal sont principalement constitues d'agglomerations, de 
quelques terrains de sports et de pares (pare Angrignon). Au bout du canal, sur la rive 
nord, l'autoroute A15 longe la berge juste au devant de l'usine Atwater (voir Figure 
4-1). 
Par consequent, l'usine Atwater est sous influence directe de la qualite de l'eau a la 
prise d'eau qui alimente l'usine des Baillets. Le canal pourrait servir de decanteur et 
ainsi diminuer la turbidite a la prise d'eau. Cependant, le fait que ce dernier so it a ciel 
ouvert peut aussi le rendre vulnerable aux precipitations et ruissellements urbains. Les 
causes potentielles pouvant affecter TURBATW sont done la qualite de l'eau en 
amont et les jours precedents; et dans une moindre mesure, l'apport externe par 
ruissellement lors de la fonte des neiges ou de fortes precipitations locales. 
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Dans ce cas particulier, il se pourrait qu'un modele lineaire simple soit amplement 
suffisant pour predire la turbidite a Atwater en fonction de l'eau brute recue a Des 
Baillets les jours precedents. Un gain de complexity pourra etre atteint en examinant la 
reponse du canal au fil des saisons, et un decoupage en saisons serait a envisager ici 
aussi. 
Figure 4-1 : Plan d'occupation des sols autour du canal Atwater (source : Ressources 
Naturelles Canada) 
4.1.2 Recuperation des donnees et inspection 
Les donnees ont deja ete recuperees et triees pour le chapitre precedent. La base de 
donnees s'etale du ler Janvier 1996 au 31 mai 2006. Soit environ 3760 donnees 
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moyennes journalieres exploitables. Un tri fut effectue precedemment mais 
l'observation de la turbidite a l'eau brute a Atwater (TURBATW) en fonction de la 
date julienne revele deux valeurs aberrantes qui furent enlevees. Le graphe resultant 
est donne a la Figure 4-2. 
En effet, deux valeurs semblerent aberrantes : une valeur de 7 UTN le 11 fevrier 1996 
et de 8 UTN le 7 septembre 1998. Les valeurs de turbidite observees autour de ces 
points sont toutes inferieures a 1 UTN, ces brusques pointes creent des discontinuites 
dans les mesures. lis ne sont pas precedes de pointes a DB les jours d'avant, ni de 
precipitations abondantes (>5mm a Dorval ou Sainte-Anne de Bellevue). Aucune des 
causes potentielles n'expliquent ces pointes, il pourrait s'agir d'un facteur exterieur 
non pris en compte ici. Ces pointes ont ete remplacees par la valeur moyenne du jour 
precedent et du jour suivant la mesure. 
Sur la Figure 4-2, un comportement saisonnier se distingue de nouveau. Les trois 
saisons (automne, printemps, et ete) sont marquees par une bonne qualite moyenne de 
l'eau, 1'automne et l'ete sont peu variables alors que le printemps montre de forts 
pointes de durees prolongees. Une serie de pointes isolees viennent ponctuer les trois 
saisons. Les pointes du printemps sont les plus forts : ils peuvent monter jusqu'a 
15,6UTN. Ensuite viennent les pointes de Tautomne de bien moindre intensite 
(jusqu'a 6,3UTN). 
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Figure 4-2 : TURBATW en fonction de la date julienne de 1996 a 2006 
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Vers un nouveau decoupage temporel ? 
Un leger decalage d'une vingtaine de jours semble exister entre les saisons identifiees 
pour l'usine Des Baillets et celles issues de l'inspection visuelle de la turbidite en 
fonction du temps (Figure 4-2). Pour chaque saison, les limites temporelles seraient 
done a redefinir pour classer les valeurs de turbidite a l'usine Atwater. On note les 
observations generates suivantes : 
• Le printemps durerait un peu plus longtemps qu'a Des Baillets, jusqu'au j 142, 
soit le 22 mai. Pour la date de debut, cela depend des causes responsables du 
pic de 6,3UTN le 13 mars 2002. S'il s'agit de la fonte des neiges, ce sera un 
phenomene dit printanier, s'il s'agit de mauvaise qualite de l'eau en amont, ce 
sera un phenomene automnal. C'est cette deuxieme explication qui prevaut: 
l'indice de fonte des neiges n'est actif qu'a partir du 30 mars 2002, et un pic de 
turbidite de 21 UTN est enregistre deux jours avant a Des Baillets. Done, le 
printemps a Atwater aura pour dates : du 25 mars au 22 mai. 
• Par souci de simplification, Pete et l'automne pourraient garder les memes 
dates, soit respectivement du 23 mai au 15 septembre, et pour l'automne du 16 
septembre au 24 mars. 
Si l'analyse des entrees suggere un modele par saison, c'est ce nouveau decoupage 
temporel qui sera adopte pour la prevision d'Atwater. 
4.1.3 Analyse statistique de TURB_ATW 
Les statistiques descriptives sont donnees au Tableau 4-1 pour toutes les donnees, et 
pour chaque saison. 
Tableau 4-1 : Statistiques descriptives TURBATW 
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Sur toute l'annee 
Sur toute l'annee (3772 exemples au total), la moyenne est relativement faible (1,27 
UTN), le maximum est atteint le 5 avril 1998, avec 15,6UTN. Les donnees sont 
relativement concentrees autour de faibles valeurs de turbidite : la mediane (P50) a 
1,10 UTN, le 90*me centile a 2,00 UTN environ, le 95*°* centile a 2,40 UTN ; et le 
99eme centile a 4,60 UTN environ. Globalement, une bonne qualite generale de l'eau 
est observee (95eme centile seulement a 2,40 UTN). 
Par saisons 
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Figure 4-3 : Diagrammes des turbidites de type boites a moustaches par saison de 
TURBATW. (a) Mediane et centiles. (b) Moyenne et ecart-type 
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Le printemps montre une moyenne et une variance plus elevee (Tableau 4-1 et Figure 
4-3 b). L'automne et l'ete presentent peu de variance et des valeurs moyennes quasi 
identiques, bien que l'ete montre une qualite generale de l'eau moindre. En termes de 
centiles (Figure 4-3 a), 90% des donnees de l'automne et de l'ete sont en deca de 2 
UTN, contre 68% au printemps. 
L'ete presente moins de pointes de turbidite avec seulement deux pointes observees. 
Puis vient l'automne, et finalement le printemps avec le plus grand nombre de pointes 
observes. 
Concernant l'intensite de ces pointes, le printemps arrive en tete avec des pointes 
variant de 7,9 UTN a 15,6 UTN, puis vient l'automne (jusqu'a 6,3 UTN) et finalement 
l'ete. L'amplitude saisonniere observee ici est contraire a celle de l'eau brute a Des 
Baillets ou l'automne presentait des pointes de plus fortes intensites que le printemps. 
II semble qu'il y ait encore deux saisons majeures qui regissent ces pointes : l'automne 
et le printemps. Comme vu precedemment, la fonte des neiges au printemps entraine 
un rapport de melange accru entre la riviere des Outaouais et le fleuve Saint-Laurent, 
la qualite generale de l'eau se degrade done. Sa couleur se degrade aussi, elle est plus 
chargee en particules colloi'dales. A l'automne, les pointes observees pour Des Baillets 
sont principalement dus a 1'influence de tempetes de vents remettant en suspension les 
sediments. Ces derniers peuvent decanter dans le canal Atwater, et ne doivent pas etre 
du meme type de particules qu'au printemps, sans doute des particules de plus grosse 
taille. Ceci expliquerait l'inversion de tendance quant a l'intensite des pointes 
saisonnieres. 
Si les modeles de regression capturent mal les evenements extremes, ceux-ci etant trop 
peu nombreux ou trop differents du reste des donnees, un modele de classification 
devrait etre cree. Ce modele serait specialise dans la detection de pointes de turbidite. 
Le seuil de coupure adopte doit etre un bon compromis : s'il est trop bas la separation 
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avec le reste des donnees est difficile, s'il est trop haut, il n'aura pas assez d'exemples 
de « haute » turbidite. Le seuil de coupure 4 UTN pourrait convenir pour predire les 
pointes printanieres. II est en deca de la valeur de 5 UTN, ou la turbidite de l'eau brute 
pourrait presenter un risque pour la filtration (en supposant que la filtration sur sable 
enleve 80% de la turbidite a l'eau brute). 
Un modele de classification en automne n'est pas developpe car trop peu d'exemples 
« hauts » sont disponibles (sept exemples superieurs ou egaux a 4 UTN). De plus, les 
quelques exemples 'hauts' ne represented pas de risque pour le traitement (turbidite 
maximale de 5,6 et 6,3 UTN), et ils sont previsibles par des causes evidentes. En effet, 
la premiere hausse majeure (5,6 UTN) arrive deux jours apres un pic de 31,3 UTN a 
DB (le 8 novembre 2005); et la deuxieme, le 13 mars 2002, est precedee d'un pic de 
21 UTN a Des Baillets (le 11 mars). 
4.1.4 Partitionnement des exemples 
Deux repartitions des exemples sont creees sur le principe de l'echantillonnage 
aleatoire a proportion fixe (voir chapitre precedent). Pour chaque saison, et pour 
chaque exemple des classes inferieures a 4 UTN et superieures ou egales a 4 UTN, 
une proportion fixe de 70% - 15% - 15 % est repartie aleatoirement entre les 
ensembles Train - Select et Test respectivement. Cette repartition aleatoire est repetee 
jusqu'a ce que le test de Kruskall-Wallis et l'observation du diagramme boites a 
moustaches par saison renforce l'idee que les trois ensembles sont extraits de la meme 
population statistique. Ces variables de repartition sont nominees 
« RepartitionATWl » et« RepartitionATW2 ». 
4.1.5 Choix des variables d'entrees 
L'observation graphique des causes actives au voisinage des evenements turbides a 
deja ete menee (Chapitre 3). 
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Analyse de la correlation 
Une analyse statistique revele 1'importance du facteur de qualite de l'eau brute a Des 
Baillets les jours precedents (Tableau 4-2). Le maximum de correlation par type de 
donnees est indique en gras. 
Tableau 4-2 : Correlations croisees de TURBATW avec les donnees de qualite de 
























































L'analyse de la correlation de TURBATW en fonction des parametres de qualite 
amont et les jours precedents montre que la turbidite de l'eau brute d'Atwater est 
fortement correlee avec la turbidite a Des Baillets deux jours avant (r = 0,89 au 
printemps et 0,65 sur toute I'annee). Le decalage de deux jours represente le maximum 
de correlation pour les trois saisons et sur toute I'annee. Pour les donnees d'Atwater, 
le decalage j-1 est preponderant (r varie de 0,71 a 0,89 au printemps). Les plus hautes 
correlations sont obtenues pour le printemps. 
Un modele annuel ou saisonnier simple comprenant TURBDB-2 et TURBATW-1 
comme descripteurs suffirait pour obtenir de bons resultats. Toutefois, au printemps, 
TURB_DB-2 et TURB_ATW-1 sont fortement auto-correlees (r = 0,83). Les modeles 
lineaires pourraient etre suffisants pour obtenir de bonnes predictions. 
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Recours aux modeles saisonniers ? 
Le recours aux modeles saisonniers sera adopte si 1'inclusion de la variable 
IDXSAISONATW s'avere etre un bon predicteur pour le modele annuel. 
Pour le modele annuel, les entrees pertinentes sont selectionnees a l'aide de reseaux de 
type GRNN (voir section 3.1.4). Pour chaque repartition, les variables candidates 
sont: TURB_DB-l-2-3, TURB_ATW-1-2-3, et IDX_SAISON_ATW. 
Apres l'analyse exhaustive de toutes les combinaisons des variables d'entrees, il 
ressort que la variable IDXSAISON ATW est selectionnee a chaque fois. 
L'elaboration de modeles saisonniers serait done une bonne idee. De plus, 
TURB_ATW-1 et TURBDB-2 reviennent aussi regulierement. 
Par consequent, trois modeles de regression (un par saison) seront developpes. 
Determination des entrees candidates par GRNN 
La liste des entrees pertinentes sera determinee par GRNN. Les variables candidates 
fixes sont, pour chaque saison, TURBATW-1 et TURBDB-2. Elles sont 
accompagnees des variables representant les causes majeures identifiees pour la 
prediction saisonniere de l'eau brute a Des Baillets. La fenetre temporelle recherchee 
est augmentee de deux journees en raison de la forte correlation entre la turbidite de 
l'eau a Atwater le jour meme et celle de Des Baillets deux jours auparavant (Tableau 
4-2). Les principales variables candidates sont rappelees ci-apres (Tableau 4-3). 
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Tableau 4-3 : Variables candidates secondaires pour la prediction de TURBATW 
Cause explicative des 
























IDX FONT-1 a-3 




Decalage temporel explore 
pour predire TURB_ATW 
(en jours) 
de-1 a-3 
de -1 a -4 
de-1 a-5 
de-1 a-7 
de -1 a -3 
de-1 a-3 
de -1 a -4 
Note : les precipitations de 1 a 4 jours ont ete incluses pour representer l'hypothese du 
ruissellement urbain a proximite du canal traversant la ville. 
Les modeles candidats sont de type GRNN, il y a trois methodes de selection des 
combinaisons des entrees : approche constructive («forward»), par elimination 
(« backward »), et par algorithmes genetiques. Les resultats de ces analyses figurent 
ci-apres (Tableau 4-4). 
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F : "forward stepwise" . 
B: "backward stepwise" 
G : algorithmes genetiques 
A l'automne et au printemps, TURBATW-1 et TURBDB-2 ressortent 
systematiquement (pour chaque methode et chaque repartition). 
De plus, a Pautomne, la variable LSFVITM-3 se distingue rapidement. Elle est 
accompagnee de variables redondantes (SAB_VITM-3 et DORVITX-3). Les 
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precipitations (DORPREC-4) ont possiblement un impact sur la prediction car elles 
ne sont apparues que pour la repartition 2. 
Au printemps, les indicateurs de fonte des neiges reviennent principalement, soit par 
ordre de priorite, IDXFONT-4 -3, OUTFLV-4 ou 1, RIV_CHAT-5 et -6. Dans une 
moindre mesure, les vents et precipitations pourraient avoir une influence LSFVITM-
2 ou -3, et DOR_PREC-l et -2. 
En conclusion, la plupart des entrees revelees ici ont deja ete utilisees pour la 
prediction de l'eau brute a Des Baillets, variables accompagnees du decalage temporel 
de deux jours. II y a done risque de redondance de rinformation, ces entrees seront 
ajoutees si et seulement si elles expliquent des pointes non predits par les modeles 
incluant juste TURBDB-2 et TURBATW-1. 
4.1.6 Methode suggeree : approche constructive 
Une serie de modeles de regression sont elabores avec Statistica, et leurs performances 
sont comparees. Les reseaux de neurones sont developpes avec 1'analyse IPS de 
Statistica. Les parametres et rarchitecture utilises sont les memes que pour le chapitre 
precedent. 
Les criteres de performance consideres sont par ordre d'importance, pour les deux 
repartitions et pour Pensemble de test et toutes les donnees : le coefficient de 
correlation, Perreur quadratique moyenne (EQM), et l'erreur absolue moyenne 
(EAM). L'EQM met plus d'emphase sur les pointes de turbidite mal predits, elle ne 
sera calculee que pour le printemps et toutes les donnees. 



















Figure 4-4 : Schema de la methode d'elaboration du modele previsionnel TURBATW 
• Etape 1 : modele de regression pour toute l'annee. Pour le modele lineaire et le 
PMC, les entrees sont: TURB_DB-2, TURBATW-1, et 
IDXSAISONATW. La performance pour toutes les donnees et par saison est 
calculee. Si le modele neuronal de type PMC n'apporte pas de difference 
significative dans la performance obtenue, le modele lineaire sera retenu. 
• Etape 2 : decoupage en saisons. Trois modeles de regression sont elabores. 
Dependamment des resultats de 1'etape 1, les modeles explores seront lineaires 
ou neuronaux. Les entrees de base pour chaque saison seront: TURBDB-2 et 
TURBATW-1. Les resultats des modeles saisonniers sont compares au 
modele annuel. 
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• Etape 3 (facultative): analyse des causes potentielles des pointes mal predits 
dans les modeles precedents; au besoin, inclusion de certaines variables 
explicatives supplementaires. Est-ce que les variables incluses ont ameliore la 
performance du modele ? Si oui, elles sont conservees, sinon retour a l'etape 2. 
• Etape 4 : selon les resultats finaux, si les evenements de pointe ne sont pas 
correctement predits par les modeles retenus aux etapes 2 et 3, alors 
l'adjonction d'un modele de classification doit etre envisagee. 
4.1.7 Mise en commun des modeles saisonniers 
De la meme maniere que pour l'usine Des Baillets, une probabilite de pertinence des 
modeles saisonniers est creee. En fonction de la date, cet indicateur avertit l'operateur 
du modele saisonnier auquel il peut accorder le plus de confiance. Si plusieurs 
modeles se chevauchent, les predictions de chacun sont affichees par ordre de 
pertinence croissante. La delimitation des dates est basee sur le decoupage saisonnier 
pour Atwater a la Section 4.1.2, ainsi que sur les hypotheses de la Section 3.1.9. II en 
resulte le graphe de l'indice de pertinence des modeles saisonniers pour Atwater en 
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Figure 4-5 : Indice de pertinence des modeles saisonniers ATW en fonction de la date 
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4.2 Resultats 
4.2.1 Etape 1: modeles annuels 
La geometrie du RNA etant determinee par analyse IPS, la plage de neurones caches 
dormant de bons resultats est 14 - 23 neurones. Un faible nombre de neurones permet 
d'atteindre une plus faible erreur absolue moyenne au prix d'une moins bonne 
correlation. Ainsi, un compromis est obtenu avec 17 neurones dans la couche cachee. 
Le reseau retenu pour les deux repartitions est de type PMC 5 :17 :1. II y a cinq 
entrees, au lieu de trois, car la variable categorielle IDXSAISONATW se retrouve 
automatiquement codee en plusieurs variables binaires. Les performances sont 
comparees au modele lineaire equivalent (5 :1). 
Tableau 4-5 : Performances des modeles annuels pour la prevision de TURBATW 
Modele annuel -





























































































































r: coefficient de correlation 
EQM : erreur quadratique moyenne (en UTN) 
EAM : erreur absolue moyenne (en UTN) 
Sur le Tableau 4-5, les modeles les plus performants sont indiques en gras pour un 
ensemble et un critere de selection fixe. En termes de correlation, il n'y a pas de 
differences notables entre PMC et modele lineaire. Une bonne correlation sur 
l'ensemble Test est obtenue avec le modele lineaire : de 0,81 a 0,86 sur toute l'annee, 
et de 0,66 a 0,93 par saison. Concernant TEAM, le modele lineaire Pemporte plus 
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regulierement, mais la difference est souvent infime (de l'ordre de quelques milliemes 
d'UTN). Quelques differences sur l'EQM pourraient favoriser les reseaux neuronaux : 
des ameliorations de l'ordre de plusieurs dixiemes d'UTN sont observees au printemps 
et sur toute l'annee. Les PMC pourraient avoir des predictions plus precises pour les 
pointes de turbidite. 
Cependant, vu que le critere principal (correlation) ne presente pas de difference 
notable vis-a-vis des PMC et modeles lineaires, ce sont ces derniers qui seront 
conserves dans l'etape 2. 
4.2.2 Etape 2 : modeles saisonniers 
Un modele lineaire par saison (soit trois modeles) est elabore avec les entrees 
TURBATW-1 et TURBDB-2. Ces performances sont comparees au modele lineaire 
fonctionnant sur toute l'annee (Tableau 4-6). 














































































































Un gain d'un a sept dixiemes est obtenu pour la correlation. L'EAM se trouve aussi 
amelioree de quelques centiemes, et les pointes de turbidite du printemps se trouvent 
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mieux predits : les gains sur l'EQM montent jusqu'a 0,55 UTN. Le decoupage en 
saison a ainsi permis d'ameliorer legerement les predictions. 
4.2.3 Etape 3 : identification des pointes mal predits 
Le trace des graphiques de points eparpilles TURBATW predite en fonction de 
TURBATW observee serait une droite d'equation y=x si le modele etait parfait. Une 
prediction de pente inferieure a un est sous-estimee, si elle est au-dessus de cette droite 
elle est surestimee. 
Au printemps 
Pour les repartitions ATW 1 et 2, deux pointes pourraient presenter des problemes au 
traitement, les autres sont predites superieures ou egales a 6 UTN. Le premier est le 13 
mai 2000, predit a 2 UTN au lieu des 6,3 UTN observes. Le deuxieme est le 6 mars 
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Figure 4-6 : TURBATW predite en fonction d'observee-printemps-repartition 
ATW 1-toutes les donnees 
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Le premier pic (celui du 13 mai 2000) n'est pas associe a la qualite de l'eau en amont 
ni meme a la fonte des neiges. Les jours precedents, la turbidite de l'eau brute a Des 
Baillets reste en dessous de 5 UTN, et la contribution des Outaouais dans le fleuve 
Saint-Laurent reste inferieure a 10 %. Par contre, de fortes precipitations ont ete 
enregistrees a Dorval quatre et trois jours avant (respectivement 29 et 21mm). II 
pourrait s'agir de ruissellement urbain. 
Pour le deuxieme pic, celui du 6 mars 2005, ici aussi 27 mm de pluie ont ete 
enregistres a Dorval quatre jours avant. 
Cependant, Pinclusion des variables DORPREC-4 ou IDXFONT-4 n'apporte 
aucune amelioration notable sur ces deux evenements. Le modele de l'etape 2 sera 
conserve. 
A l'automne 
Seulement deux pics sont moins bien predits : le premier predit a 4,2 UTN alors 
qu'observe 5,6 UTN, et le second predit a 3 UTN alors qu'observe a 6,3 UTN. 
Les causes de ces pointes sont deja incluses en entrees (forte turbidite a Des Baillets 
deux jours avant), cependant la limitation a la bonne prediction vient du manque 
d'exemples hauts. La grande proportion d'exemples de faible turbidite oriente 
preferentiellement le modele vers leur apprentissage, au detriment des evenements de 
pointe. 
Les modeles de regression et les entrees finalement retenus pour la prediction de la 
turbidite a l'eau brute de l'usine Atwater sont recapitules au Tableau 4-7. 
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Tableau 4-7 : Tableau recapitulatif des modeles retenus pour la prediction de la 





























4.2.4 Etape 4 : modele de classification 
La section ci-dessus met en evidence que certaines pointes ne peuvent etre bien 
classees par les modeles de regression retenus. L'implantation d'un modele classifiant 
specialise sur ces pointes permettrait de predire ces cas particuliers. 
Cependant, en pratique pour cet ensemble de donnees le faible nombre d'exemples 
hauts necessite d'elaborer un modele de classification annuel. Sur toute l'annee, ce 
dernier n'arriverait pas a separer aisement les evenements identifies ci-dessus. 
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Figure 4-7 : Diagramme de points categorises - Classes de turbidite TURBATW-
toutes les donnees 
Sur la Figure 4-7, les trois evenements de pointe mal predits par les modeles de 
regression presentent un fort chevauchement avec la classe basse (printemps 1 et 
automne 1) ou constituent un point isole d'amplitude exceptionnelle (automne 2). II 
semble evident que les descripteurs TURBATW-1 et TURBDB-2 ne suffisent pas a 
separer ces evenements exceptionnels. Un modele de classification annuel base sur ces 
descripteurs ne permettrait done pas d'obtenir une performance additionnelle. 
4.3 Discussion 
Quelques remarques generales sur les modeles developpes sont presentees. 
Remarque sur les modeles lineaires 
Tout d'abord, concernant les repartitions utilisees, l'utilisation d'un modele lineaire ne 
requiert pas de partitionner les donnees en trois ensembles : en effet, les modeles 
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lineaires ne sont pas sujets au sur-apprentissage. L'ensemble Select est done superflu, 
il pourrait etre incorpore a l'ensemble d'apprentissage pour augmenter la precision de 
prediction. II a cependant ete conserve tel quel afin de pouvoir comparer les modeles 
lineaires au modele PMC annuel. 
Les modeles lineaires developpes ici ne comprennent que les composantes du premier 
ordre. Un modele regressif plus pousse pourrait inclure les composantes du deuxieme 
ordre, ainsi que les effets d'interactions entre les entrees. 
La derniere remarque porte sur l'usage d'un modele lineaire et sur les correlations. Au 
printemps, les deux entrees TURB_ATW-1 et TURBDB-2 sont fortement correlees 
(r=0,83, Tableau 4-2). De meme que ces entrees sont correlees avec la sortie 
TURBATW. Contrairement aux modeles RNA ou cela ne semble pas poser 
probleme, il est d'usage courant en modelisation lineaire de differencier afin que les 
series temporelles soient stationnaires. Voir a ce sujet la methode de Haugh & Box 
(Maier et Dandy, 1997). Une telle operation n'a pas ete effectuee ici, toutefois, des 
predictions suffisamment bonnes ont pu etre obtenues. 
Remarque sur 1'utilisation potentielle des RNA 
La piste de Pimplantation d'un modele neuronal au lieu d'un modele lineaire serait a 
envisager. Bien que les performances des modeles lineaires presentes soient 
convenables, le modele PMC annuel semble montrer une legere amelioration sur un 
des pointes problematique du printemps (donnees encerclees de la Figure 4-8). Le 
modele PMC semble moins sous estimer la prediction que les modeles lineaires. 
Cependant, le modele lineaire saisonnier obtient des predictions semblables. Un 
modele neuronal saisonnier pourrait ameliorer d'avantage ces predictions. 
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Printemps_RepartitionATW1 
Modeles; "•*,. PMC annuel - Lineaire annuel + Lineaire Printemps 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
TURB ATW, Observed 
Figure 4-8 : Diagramme de points eparpilles TURBATW observee en fonction de 
predite pour les trois modeles - Printemps - RepartitionATWl 
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Chapitre 5 PREDICTION DE LA TURBIDITE A L'EAU FILTREE A LA 
STATION DES BAILLETS 
5.1 E tapes de la modelisation 
5.1.1 Objectifs et mise en contexte 
L'usine de Des Baillets fonctionne actuellement avec des filtres a sable non assistes 
chimiquement (sans ajout de coagulant). Elle comporte 60 filtres ayant 160m de 
surface chacun, et ils sont repartis en quatre galeries de quinze filtres. Le milieu 
filtrant est constitue de sable de granulometrie uniforme (0,6mm) sur 1,2m de hauteur. 
L'usine opere la plupart du temps a une charge superficielle relativement constante de 
5m/h. 
L'objectif de cette partie est de batir un modele predictif de la turbidite en sortie des 
filtres une journee a l'avance (variable appelee TURFDB). 
Afin de rencontrer les normes du RQEP (2005), les filtres doivent produire une 
turbidite a l'eau filtree sous une valeur seuil, soit 1 UTN en moyenne mobile 
mensuelle pour la filtration non-assistee chimiquement. 
En cas de degradation rapide de la qualite de l'eau brute, ce modele permettrait de 
predire un eventuel depassement des normes, et ainsi de mettre en place des moyens 
d'action preventifs. 
Nous emettons comme hypothese que la turbidite a l'eau filtree est sous 1'influence 
directe de la qualite de l'eau brute (turbidite, couleur, etc.), de la turbidite a l'eau 
filtree aux pas precedents (ceci refletant sa capacite a etre traitee), des proprietes 
physiques de l'eau (temperature, viscosite, etc.), et de la saison (type de particules). 
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5.1.2 Base de donnees disponible 
Donnees disponibles 
Les variables disponibles avec leurs resolutions temporelles, et les dates auxquelles 
elles sont disponibles figurent au Tableau 5-1. 
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UCA : filtres N-O, S-O, N-E, S-E 
UCV: mixte 
UTN 
UTN : filtres N-O, S-O, N-E, S-E 
R46113, R46123, R46213, R46223 
Filtres 1 a 60 
Contrairement aux articles cites lors de la revue de litterature (Section 1.3.3), il n'y a 
pas d'ajout de coagulant ici. Ainsi, les variables telles que le pH, l'alcalinite, la durete 
totale, etc. ne devraient pas influencer significativement la performance de la 
filtration. 
Pour ce qui est de la temperature de l'eau brute (TEMPEBDB), celle-ci peut affecter 
les proprietes physiques de l'eau, dont la viscosite. Comme elle pourrait etre un 
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parametre important, il faut combler les donnees manquantes. Ceci est effectue par 
interpolation lineaire. Cette variable etant relativement constante dans le temps, il ne 
sera pas utile d'explorer les decalages temporaux de la temperature de l'eau brute. 
La conductivite varie peu, une meilleure information de la qualite de l'eau (et des 
rapports de melange des masses d'eau) serait contenue dans la turbidite a l'eau brute. 
Cette variable sera done ecartee. 
La couleur a l'eau brute varie peu, mais elle peut etre representative d'une eau plus 
chargee en particules colloTdales, done plus difficile a traiter par filtration sur sable 
sans coagulation. 
La vitesse de filtration ou le debit journalier produit par l'usine n'ont pas ete 
disponibles au moment de l'elaboration des modeles. Ces donnees n'ont pu etre 
obtenues avant le debut des analyses. Leurs valeurs sont importantes, elles 
contribueraient sans aucuns doutes a ameliorer la performance des modeles concus ici. 
Pour la turbidite a l'eau filtree, des donnees sont disponibles sur divers pas de temps : 
• Du ler Janvier 96 au 31 mai 2006 en moyenne journaliere par galerie (nord 
ouest, nord est, sud ouest, et sud est). 
• Du ler Janvier 2000 au 14 aout 2005 en moyenne aux 4 heures. 
Les valeurs enregistrees pour les quatre galeries sont assez semblables. Nous emettons 
Phypothese que ces dernieres sont identiques. Une variable additionnelle est creee, 
e'est la moyenne de ces 4 galeries. Elle se nomme TURFDB. 
Quel pas de temps choisir pour la turbidite ? 
II est important de se fixer un pas de temps pour l'analyse de la turbidite. Ce pas de 
temps est dependant des donnees disponibles, mais surtout de la vitesse de variation 
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du phenomene a modeliser. Si ce dernier varie vite, des previsions a court terme 
permettront de capturer ces brusques variations. Au contraire, une variation lente du 
phenomene pourra se contenter d'un pas de temps plus long. 
Des donnees d'eau filtrees mixte sont disponibles aux 4 heures de 2000 a 2007. 
Travailler sur ces donnees ecarterait les fortes pointes de turbidite observes en 1998. II 
faut verifier que la turbidite a l'eau filtree ne varie pas trop vite. 
Pour ce faire, il convient d'analyser les statistiques descriptives de la valeur absolue de 
la variation de la turbidite a l'eau filtree : Delta TURF DB t- x heures. La variable x 
prend les valeurs 4, 8 et 16 heures (Tableau 5-2). 
Tableau 5-2 : Statistiques descriptives des variations de turbidite a l'eau filtree de 
l'usine Des Baillets 
Delta TURF_DB_4H 
Delta TURF DB 8H 




























































Les moyennes et les 75eme centiles observes sont tres faibles (de l'ordre de quelques 
centiemes d'UTN). Meme le 99eme centile est seulement de 0,4 UTN en 16 heures 
d'ecart. 
En conclusion, les variations observees sur la turbidite a l'eau filtrees sont faibles. 
TURFDB variant lentement, il est possible de se contenter des donnees journalieres 
moyennes. Le modele devra predire une journee a l'avance la valeur moyenne 
quotidienne de la variable TURF_DB (elle-meme moyenne des quatre galeries de 
filtres). 
150 
5.1.3 Inspection graphique de TURFDB 
Le trace de la turbidite a l'eau filtree en fonction de la date julienne est donne a la 
Figure 5-1. Les decoupages saisonniers utilises pour la prediction de la turbidite a 
l'eau brute pour Atwater et Des Baillets figurent encore sur le graphe. 





Figure 5-1: TURFDB en fonction de la date julienne de 1996 a 2006 
De nouveau trois saisons se distinguent. Le decoupage en saison utilise pour Des 
Baillets correspond bien a l'exception du printemps, ou le debut serait le meme que le 
printemps a Atwater. La fin serait encore celle du printemps a Des Baillets. Afin de 
calculer les performances de prediction par station, les saisons de Des Baillets seront 
conservees. Ceci ne presente pas d'inconvenient majeur dans la mesure ou la saison de 
Des Baillets englobe tous les pointes printanieres. 
Concernant les deux periodes principales, automne et printemps, la plus grande 
intensite est obtenue au printemps (5,2 UTN le 4 avril 1998), alors que l'automne 
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monte jusqu'a un maximum de 1,51 UTN (le 5 decembre 2003). Les deux saisons 
presentent des pointes de duree prolongee. 
A l'automne, une degradation generale de la qualite de l'eau filtree est observee, mais 
les valeurs sont quasiment inferieures a 1UTN. Tout le reste du temps (ete y compris), 
la TURFDB reste negligeable (<0,5UTN). 
Ici aussi, il y a un inversement de tendance par rapport a l'eau brute : les pics de 
turbidite printaniers sont plus difficiles a traiter, bien qu'ils soient de moindre 
amplitude par rapport aux evenements automnaux. Ce comportement a deja ete 
observe apres le passage dans le canal Atwater. Ceci renforce l'hypothese que les 
particules responsables de la turbidite a l'automne ne sont pas les memes qu'aux 
printemps; elles seraient plus grosses pour pouvoir etre decantees ou enlevees sur les 
filtres a sable. Cet inversement de tendance impose aussi l'elaboration de modeles 
saisonniers : ce ne sont pas les memes phenomenes a modeliser au printemps et a 
l'automne. 
5.1.4 Analyse statistique de TURF_DB 
Les statistiques descriptives sont donnees au Tableau 5-3 pour toutes les donnees, et 
pour chaque saison. 
Tableau 5-3 : Statistiques descriptives de TURFDB, pour l'annee et par saisons 


















































































Sur toute 1'annee 
Sur toute 1'annee (3769 exemples au total), la plupart des valeurs sont comprises entre 
0,04 et 0,15 UTN (mediane). Un maximum de 5,2 UTN est obtenu au printemps 1998. 
Les donnees sont relativement concentrees autour de faibles valeurs de turbidite : le 
95'me centile reste inferieur a 0,52 UTN (et le 98taie centile est de 0,85 UTN). Moins 
de 2% des mesures depassent le seuil de 1 UTN. Sur les dix ans, seulement une 
observation superieure a 5 UTN a ete observee. 
Par saison 
La qualite reste excellente dans le detail des saisons : dans tous les cas, le 90eme centile 
est inferieur ou egal a 0,80 UTN, il est inferieur a 0,5 UTN pour l'automne et l'ete. La 
qualite a l'ete est excellente (moyenne de 0,13 et ecart-type de 0,05 UTN), ensuite 
vient l'automne (0,21 et 0,16 UTN respectivement). Seul le printemps presente un 
risque avec un peu moins de 10% des donnees depassant la norme de 1 UTN. 
° Med ian ! 10%-90% I Non-Outlier Range Outliers * Extremes 
Automne Hiver Printemps 
SAISON DB 
Ete 
Figure 5-2 : Variations saisonnieres de la turbidite a l'eau filtree TURFDB 
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5.1.5 Partitionnement des exemples 
Afin de pouvoir joindre la prediction de l'eau filtree a celle de l'eau brute dans une 
meme interface predictive, le partitionnement des exemples utilise precedemment 
(Chapitre 3) sera de nouveau utilise ici. II comprend deux repartitions (DB 98 et 99) 
issues d'un echantillonnage aleatoire a proportion fixee parmi des classes de turbidite. 
5.1.6 Choix des entrees 
Analyse des correlations 































Quelle que soit la saison, il y a une forte correlation entre TURF_DB et sa valeur la 
veille (r compris entre 0.85 et 0.93). A Pautomne et a Pete, la couleur la veille 
(COUL_DB-l) est la deuxieme variable la plus correlee avec la turbidite a l'effluent, 
alors qu'au printemps, la turbidite revet plus d'importance. 
Pour le modele lineaire annuel, TURFDB-1 est fortement correlee avec la valeur du 
lendemain: il sera inclus d'office dans tous les modeles. Pour les autres variables, 
elles semblent d'egale importance en terme de correlation. Or, a posteriori, quelques 
essais sur les diffCrentes combinaisons entre TURFDB-1, TEMPEBDB-1, 
TURBDB-1 et COUL_DB-l revelent que l'inclusion de deux ou quatre variables ne 
change pas les performances obtenues (en termes de correlation et d'EAM). Ainsi, 
154 
seules les variables TEMPEB_DB-1 et TURFDB-1 seront conservees. La variable de 
temperature vehicule 1'information sur la saison. 
Pour les modeles saisonniers, les quatre variables TURFDB-1, TURBDB-1, 
COULDB-1, et TEMPEBDB-1 semblent fortement correlees avec la sortie. Elles 
seront done les candidates pour les modeles saisonniers. Pour 1'ete, la turbidite a l'eau 
brute est relativement faible, la couleur permettrait de deceler les pointes de matieres 
dissoutes a l'eau brute, matiere difficile a traiter par les filtres a sable. 
5.1.7 Tableau recapitulatif des modeles retenus 
Les entrees des modeles et 1'architecture de ces derniers ont ete determinees par 
l'algorithme IPS de Statistica. Les parametres internes utilises sont les memes que 
pour le modele regressif du Chapitre 3. Les modeles finaux retenus sont decrits dans le 
Tableau 5-5. 






























II ressort que 1'automne et le printemps ont conserve les quatre variables initialement 
candidates. Pour l'ete, les variables TURF_DB-1 et COUL_DB-l sont retenues. De 
plus, vu qu'aucun pic superieur a 0,8 UTN n'a ete observe l'ete, un modele lineaire est 
suffisant pour obtenir un coefficient de correlation superieur a 0,88 (voir Section 5.2). 
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Pour l'automne, quelques modeles elabores par essais et erreurs (modeles non 
presentes ici) ont montres que les donnees de la veille sont insuffisantes pour predire 
un pic de turbidite le lendemain. Ainsi une autre variable explicative des pointes de 
turbidite a l'eau brute (LSFVITM-1) fut incluse afin d'ameliorer les predictions a 
l'eau filtree. 
5.2 Resultats 
Sur le Tableau 5-6, sont affiches les resultats des modeles pour les criteres suivants : le 
coefficient de correlation (r), l'erreur quadratique moyenne (EQM en UTN), et l'erreur 
absolue moyenne (EAM en UTN); ceci selon les deux repartitions utilisees, sur les 
ensembles de test, sur toutes les donnees, et sur toutes les donnees ou TURFDB a ete 
observee superieure ou egale a 0,8 UTN. Ce dernier ensemble permet de representer la 
performance de prediction pour les valeurs critiques de turbidite en sortie des filtres. 
Les performances du modele lineaire sont comparees a celles des modeles saisonniers 
(en italique sur la deuxieme ligne), le plus performant des deux est inscrit en gras. 
Les resultats montrent que le modele saisonnier d'ete apporte une bonne amelioration 
de la prediction sur tous les ensembles de donnees. Aucun depassement superieur a 0,8 
UTN n'est observe, c'est pourquoi la rubrique est vide. 
En ce qui concerne le printemps, les resultats sont assez variables : les differences 
entre modeles saisonniers et lineaire annuel sont de l'ordre de quelques centiemes 
pour les ensembles Test et toutes les donnees. Le modele le plus performant (lineaire 
annuel ou PMC saisonnier) varie selon la repartition consideree. Par contre, pour les 
donnees critiques (les observations superieures a 0,8 UTN), le modele printanier 
semble diminuer TEAM dans les deux repartitions. 
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Tableau 5-6 : Comparaison des performances des modeles annuels et saisonniers pour 
la prevision de TURFDB 
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1,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 5,0 5,! 
TURF DB, Observed 
Figure 5-3 : Turbidite a l'eau filtree de Des Baillets - TURFDB predite en fonction 
de la turbidite observee; printemps-repartitionDB99-toutes les donnees (n=616) 
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Sur la Figure 5-3, sont tracees les predictions donnees par le modele en fonction des 
valeurs observees. Une bonne concordance a basse turbidite est observee, mais au-dela 
de 1 UTN, le modele a tendance a sous-estimer les predictions : neuf valeurs 
observees superieures a 1 UTN (sur un total de 45) sont predites en dessous de 0,8 
UTN, soit 20 % de mauvaise classification. Toutefois, sur ces neuf valeurs mal 
classees, seulement trois ont ete predites en dessous de 0,6 UTN. 
Concernant les resultats de l'automne, le Tableau 5-6 montre une legere amelioration 
du PMC sur toutes les donnees d'automne pour les deux repartitions. En effet, la 
correlation passe d'environ 0,85 a 0,88 dans les deux repartitions. En revanche, les 
ameliorations sont notables pour les evenements superieurs a 0,8 UTN. Par exemple, 
pour la repartition 99, la correlation passe de 0,519 a 0,665 avec le modele PMC 
5 :7 :1. La Figure 5-4 montre que les resultats predits sous-estiment encore les valeurs 
observees, et que trois valeurs sur les neuf observees superieures a 1 UTN sont 
predites en dessous de 0,8 UTN. 






























Predit = 0,048+0,7641 "Observe 
l,0 0,1 0.2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1.0 1,1 1,2 1,3 1,4 1,5 1,6 1,7 
TURF_DB, Observed 
Figure 5-4 : TURFDB predite en fonction d'observee-automne-repartitionDB99-
toutes les donnees (n=1322) 
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5.3 Discussion 
5.3.1 Besoin d'un modele de classification ? 
De gros ecarts sont observes entre les pointes extremes et le reste des donnees (10^me a 
90eme centile sur le Tableau 5-3). Un modele de classification pourrait etre utile afin de 
se specialiser dans la prediction de ces pointes. II pourrait ainsi ameliorer la 
performance de prediction du modele regressif. 
L'automne presente 21 exemples superieurs ou egaux a 0,8 UTN, alors que le 
printemps en presente 61. 
Le seuil 0,8 UTN peut presenter une valeur critique pour Poperation : la norme en 
sortie des filtres est de 1 UTN. De plus, le Chapitre 3 a revele que les valeurs au 
voisinage du seuil de classification sont sujettes a de mauvaises classifications du au 
chevauchement des classes. Le seuil 0,8 UTN semble etre un bon compromis entre 
disposer de suffisamment de donnees superieures a ce seuil, et presenter une bonne 
alarme pour 1'operation de l'usine. 
Sur la Figure 5-5, le diagramme de points categorises montre qu'une bonne separation 
peut etre obtenue pour le printemps (Fig. a), alors que l'automne presente plus de 
chevauchement des classes de turbidite (Fig. b). Les descripteurs utilises sont la 
temperature et la turbidite a l'eau brute le meme jour. Intuitivement, ces descripteurs 
semblent etre les plus aptes a modeliser la turbidite en sortie des filtres. Ceci est vrai 
au printemps, ou la majeure partie des evenements superieurs a 0,8 UTN sont situes 
entre 1 et 6 °C. A l'automne, par contre, les filtres retiennent plusieurs pointes de 
turbidite a l'eau brute meme si la temperature est inferieure a 6°C. II faudrait done 
trouver d'autres descripteurs comme les vitesses moyennes du vent sur les lac Saint-
Louis et Saint-Francois. Par exemple, sur la Figure 5-6, les classes de turbidite par 
rapport au seuil 0,8 UTN sont tracees en fonction de LSFVITM-1 et COULDB. La 
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couleur a Des Baillets le jour meme s'avere etre un bon descripteur, moins de 
chevauchement des classes est observe. 
PRINTEMPS 

























0 2 4 6 8 10 12 14 16 18 20 22 
TEMPEB_DB (en °C) 
C CLASSE TURF 0.8UTN: Basse • CLASSE TURF 0.8UTN: Haute 
Figure 5-5 : Diagramme de points categorises de TURFDB en fonction de 
TURBDB et TEMPEB DB, (a) au printemps, (b) a l'automne 
AUTOMNE 
45 15 20 25 30 
CQUL_DB(UCA) 
(o CLASSE_TURF_0,8UTN: Basse • CLASSE_TURF_0,8UTN: Haute] 
Figure 5-6 : Diagramme de points categorises de TURF_DB en fonction de 
LSF VITM-1 etCOUL DB a l'automne 
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5.3.2 Ameliorations des predictions a l'automne et au printemps 
Les resultats obtenus ici ne sont bases que sur les donnees de la qualite a l'eau brute, 
et de la turbidite a l'eau filtree. Au printemps, une bonne correlation existe entre 
TURFDB et ces variables, ainsi des performances acceptables sont facilement 
accessibles (r de l'ordre de 0,88). Une premiere piste pour ameliorer les predictions 
pourrait tenir compte des causes explicatives de la turbidite a l'eau brute, et inclure ces 
causes en tant que variables d'entrees. Ceci a deja ete mene pour la saison automne 
avec 1'inclusion de la vitesse moyenne du vent sur le lac Saint-Francois. Le coefficient 
de correlation pour les donnees superieures a 0,8 UTN a gagne +0,1 unite. 
Une deuxieme amelioration serait l'elaboration d'un modele tenant compte des 
charges superficielles sur les filtres ou bien du debit d'eau journalier produit par 
l'usine. Ces valeurs affectent directement la qualite de l'eau en sortie des filtres. La 
notion de production d'eau est deja 'incluse' dans la notion de saison : ce n'est pas le 
meme debit qui est produit a l'ete et au printemps. Cependant, cette notion pourrait 
etre raffinee. 
Une troisieme amelioration possible serait la prise en compte des valeurs du 
lendemain en tant qu'entrees. L'etude des correlations (Tableau 5-4) montre qu'il 
existe un lien plus fort entre la turbidite a l'eau brute et a l'eau filtree le meme jour 
(i.e. entre TURB_DB et TURBATW) qu'entre la turbidite a l'eau brute la veille et a 
l'eau filtree le lendemain (i.e. entre TURB_DB-1 et TURBATW). II doit en etre de 
meme avec la couleur. II serait interessant de batir un modele utilisant en entree les 
resultats de la prediction donnee par le modele predictif de la turbidite a l'eau brute; 
i.e., predisant TURF_DB a partir des valeurs predites pour TURBDB (ou bien 
COULDB, si un modele predictif de la couleur devait etre developpe). Reste a 
determiner si le gain de performance obtenu par 1'inclusion d'une entree vehiculant 
plus d'information (par exemple TURBDB) n'est pas compense par l'erreur de 
prediction commise par le modele predictif a l'eau brute. 
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Chapitre 6 PREDICTION DE LA TURBIDITE A L'EAU FILTREE A LA 
STATION ATWATER 
6.1 Etapes de la modelisation 
6.1.1 Objectifs et mise en contexte 
Comme Des Baillets, l'usine Atwater fonctionne actuellement avec des filtres a sable 
non assistes chimiquement (sans ajout de coagulant). L'objectif de cette partie est de 
batir un modele predictif de la turbidite mixte en sortie des filtres une journee a 
l'avance (variable appelee TURFATW). 
Le cheminement et la methode utilisee sont les memes que pour le chapitre precedent. 
L'usine possede 7 galeries de 16 filtres, soit un total de 112 filtres de superficie 111,5 
m . L'epaisseur du milieu filtrant est 0,76 m; il s'agit de sable de granulomere 
uniforme de 0,6 mm. La charge superficielle varie de 2,5 a 5 m/h. Les debits filtres 
journaliers moyens ne sont disponibles qu'a compter de 2002. 
6.1.2 Base de donnees disponible 
Donnees disponibles 
Les variables disponibles avec leurs resolutions temporelles, et les dates auxquelles 
elles sont disponibles sont sensiblement les memes que pour l'usine Des Baillets. Des 
donnees de turbidite ainsi que les debits de filtration par galeries fiirent disponibles 
aux deux heures a partir du ler Janvier 2002. Cependant cette date obligerait a negliger 
les annees 1996 a 2001. Dans un premier temps, le modele sera developpe sans utiliser 
1'information contenue dans les debits de filtration. 
Base sur les resultats du chapitre precedent, les variables suivantes seront utilisdes 
comme candidates potentielles pour 1'elaboration du modele : la qualite de l'eau brute 
a Des Baillets deux jours avant (turbidite, couleur, temperature de l'eau brute), a 
Atwater la veille, et la turbidite a l'eau filtree d'Atwater la veille. De plus, si cela 
ameliore les predictions les variables suivantes seront aussi envisagees : OUTFLV-3, 
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RIV_CHAT-5, IDX-FONT-3, LSFVITM-3, et DORPREC-3-4. Elles correspondent 
aux entrees importantes des modeles saisonniers retenus pour la prediction de 
TURBATW. 
Le pas de temps adopte sera aussi journalier. La variable de sortie du modele sera 
appelee TURFATW. 
Plusieurs valeurs de turbidite a l'eau filtree sont manquantes de 1996 a 1999. Les pics 
de turbidite printaniers de 1998 sont incomplets. 
6.1.3 Inspection graphique de TURF_DB 
Le trace de la turbidite a l'eau filtree en fonction de la date julienne est donne a la 
Figure 6-1. Les decoupages saisonniers utilises pour la prediction de la turbidite a 
l'eau brute pour Atwater et Des Baillets figurent encore sur cette figure. 
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Figure 6-1 : TURFATW en fonction de la date julienne de 1996 a 2006 
A nouveau, trois saisons se distinguent. Les caracteristiques des saisons sont 
identiques a celles identifiees au Chapitre 4. Des modeles saisonniers seront de 
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nouveau developpes. Une bonne correspondance des saisons est observee avec les 
saisons identifiees pour le modele de prediction de TURBATW. Afin de calculer les 
performances de prediction par station, les saisons d'Atwater seront conservees. 
Concernant les deux periodes principales, Pautomne et le printemps, la plus grande 
intensite est mesuree au printemps (5,9 UTN le 6 avril 1998), alors que l'automne 
monte jusqu'a un maximum de 1,32 UTN (le 8 decembre 2003). 
6.1.4 Analyse statistique de TURF_ATW 
Les statistiques descriptives sont donnees au Tableau 6-1 pour toutes les donnees, et 
pour chaque saison. 
Tableau 6-1 : Statistiques descriptives de TURFATW, pour l'annee et par saison 



















































































Sur les 3412 exemples disponibles, toutes saisons confondues, la qualite generate de 
l'eau est excellente : 95 % des valeurs sont inferieures ou egales a 0,52 UTN. De 
nouveau, le printemps represente la saison ou l'eau est la plus difficile a traiter. 10% 
des 570 valeurs qui le composent sont superieures a 1,12 UTN. Le maximum de 
turbidite est atteint le 6 avril 1998 avec 5,90 UTN, soit deux jours apres le maximum 
de turbidite mesure a l'eau filtree de Des Baillets. Le decalage temporel de deux 
journees entre les deux usines apparait de nouveau ici. Une illustration graphique du 
tableau ci-dessus est donnee a la Figure 6-2. 
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D Median • 10%-90% iMin-Max o Outliers * Extremes 
Automne Printernps 
SAISON ATW 
Figure 6-2 : Variations saisonnieres de la turbidite a l'eau filtree de l'usine Atwater 
TURF ATW 
6.1.5 Partitionnement des exemples 
Afin de pouvoir joindre la prediction de l'eau filtree a celle de l'eau brute dans une 
meme interface predictive, le partitionnement des exemples utilise pour la prediction a 
l'eau brute d'Atwater sera de nouveau employe ici. II comprend deux repartitions 
(ATW 1 et 2) issues d'un echantillonnage aleatoire a proportion fixee parmi des 
classes de turbidite. 
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6.1.6 Choix des entrees 
Analyse des correlations 










































Quelle que soit la saison, il y a une forte correlation entre TURF_DB et sa valeur la 
veille (r compris entre 0,70 et 0,94). 
L'automne, les variables les plus correlees sont par ordre decroissant: TURF_ATW-1, 
TURB-ATW-1, COULDB-2, et COULATW-1. La couleur a Des Baillets deux 
jours avant s'avere importante, elle peut etre un indicateur de la qualite de l'eau le jour 
meme a Atwater. 
Pour l'ete, les variables TURF_ATW-1, TURBATW-1 et COULDB-2 sont 
retenues. 
Le printemps est la saison montrant les plus hauts coefficients de correlation. 
COULATW-1 est retenu a la place de TURBATW-1 car il montre une meilleure 
correlation. TURBDB-2 et COULDB-2 seront egalement des candidats potentiels 
car ils peuvent aussi refleter la qualite de l'eau le jour meme a Atwater. 
Le modele lineaire annuel se basera quant a lui sur les variables TURFATW-1, 
COULDB-2, COULATW-1, et IDXSAISONATW. 
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6.1.7 Tableau recapitulatif des modeles retenus 
Les entrees des modeles et l'architecture de ces derniers ont ete determinees par 
l'algorithme IPS de Statistica. Les parametres internes utilises sont les memes que 
pour le modele regressif du Chapitre 3. Les modeles finaux retenus sont decrits dans le 
Tableau 6-3. 
II ressort que les modeles pour l'automne et le printemps ont conserve les quatre 
variables de qualite initialement candidates (TURFATW-1, TURBATW-1, 
TEMPEB_DB-1, et COULJ3B-2 ou TURB_DB-2), alors que pour l'ete deux 
variables (TURFATW-1 et TURBATW-1) sont retenues. De plus, l'automne et le 
printemps incluent chacune une variable representative de la degradation de la 
turbidite a l'eau brute, LSFVITM-3 et RIV CHAT-5 respectivement. 

































Sur le Tableau 6-4, sont affiches les resultats des modeles lineaires annuels et PMC 
saisonniers pour les deux repartitions (ATW 1 et 2). Les trois criteres de performance 
observes sont toujours : r, EAM, et EQM (si la 'saison' considered presente beaucoup 
de valeurs superieures ou egales a 0,8 UTN). Les performances du modele lineaire 
sont comparees a celles des modeles saisonniers (en italique sur la deuxieme ligne), le 
plus performant des deux etant inscrit en gras. 
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Tableau 6-4 : Comparaison des performances des modeles annuels et saisonniers pour 
la prevision de TURFDB 
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Lineaire 4:1 PMC5:7:1 PMC5:6:1 PMC 2:8:1 
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Lineaire 4:1 PMC 5:7:1 PMC 5:6:1 PMC 2:8:1 
II resulte que le modele saisonnier d'ete apporte une amelioration notable du 
coefficient de correlation, ceci sur tous les ensembles de donnees. Par exemple, pour 
la repartition ATW1, r passe de 0,71 a 0,83 sur les donnees test. Aucun depassement 
superieur a 0,8 UTN n'est observe, c'est pourquoi la rubrique est vide. 
En ce qui concerne le printemps, sur toutes les donnees et 1'ensemble test, les criteres 
EQM et EAM semblent privilegier le modele lineaire annuel. Cependant, la 
difference est faible : de l'ordre de quelques centiemes d'UTN. Le coefficient de 
correlation (r) se trouve ameliore systematiquement de +0,02 a +0,03 unites. L'etude 
des evenements observes superieurs a 0,8 UTN favorise plus clairement le modele 
neuronal avec une baisse cumulee de l'EQM jumelee a une augmentation de r. 
En revanche, pour 1'automne, meme si le modele neuronal donne des performances 
quasi equivalentes ou meilleures que le modele lineaire, ses performances se 
degradent sur la prediction des evenements superieurs a 0,8 UTN. En effet, la 
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correlation perd systematiquement 0,05 unites. Cette baisse de performance s'explique 
par le faible nombre de donnees superieures a 0,8 UTN pour TURFATW: 
l'automne, pris separement, contient trop peu d'exemples de 'haute turbidite' pour 
pouvoir capturer efficacement la loi physique sous-jacente. Le modele annuel, bien 
que lineaire, dispose quant a lui de tous les exemples 'hauts'. 
Sur la Figure 6-3 et la Figure 6-4, sont tracees les predictions donnees par les modeles 
saisonniers neuronaux en fonction des valeurs observees. 
Pour le printemps (Figure 6-3), une bonne concordance est obtenue sur toute la 
gamme de turbidites observees : la regression lineaire des points experimentaux (en 
pointilles) est quasiment confondue avec la droite d'equation y=x (en trait d'axe). Un 
seul point est predit inferieur a 0,8 UTN sur les 36 points observes superieurs a 1 
UTN, soit environ 3% de mauvaise classification des evenements 'hauts'. 
Printemps ATW - Repartition 1 - PMC 5:6:1 
0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5 5,0 5,5 
TURF_ATW, Observed (UTN) 
Figure 6-3 : TURFATW predite en fonction d'observee-printemps-repartitionATWl-
toutes les donnees 
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Concernant les resultats de l'automne, la Figure 6-4 montre des predictions 
satisfaisantes de 0 a 0,5 UTN. En revanche, a partir des donnees observees superieures 
a 0,5 UTN, de nombreux cas se retrouvent sous-estimes par le modele neuronal: a 1 
UTN observe, la droite de regression lineaire (en pointilles) est environ 0,2 UTN en 
deca de la courbe y=x (trait d'axe). Cependant, malgre cette sous-estimation, sur les 5 
points observes superieurs a 1 UTN, aucun n'est predit inferieur a 0,8 UTN. En termes 
d'operation de la station, ceci presente des performances suffisantes qui tendraient a 
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Figure 6-4 : TURFATW predite en fonction d'observee-automne-repartitionATW2-
toutes les donnees 
6.3 Discussion 
6.3.1 Ameliorations des predictions a l'automne et au printemps 
A la vue des resultats presentes ci-dessus, le printemps est suffisamment bien predit 
par le modele neuronal (environ 3% de mauvaise classification). 
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Le modele pour l'automne, par contre, pourrait etre ameliore particulierement pour les 
predictions d'evenements superieurs a 0,8 UTN par l'implantation d'un modele de 
classification. II conviendrait de tester les deux pistes suivantes pour augmenter le 
nombre d'exemples « hauts » disponibles et ameliorer les predictions obtenues: 
• Inclure tous les evenements superieurs a 0,8 UTN dans un modele de 
prediction annuel de type PMC. 
• Abaisser le seuil de turbidite, au prix d'un peu plus de chevauchement des 
classes. 
La premiere option va a l'encontre des resultats observes sur les facteurs explicatifs 
saisonniers. La deuxieme option serait done a privilegier pour viser de meilleurs 
resultats. 
La remarque de la Section 5.3.2 s'applique aussi ici: l'inclusion des charges 
superficielles sur les filtres ou bien le debit d'eau journalier produit par l'usine 
pourrait ameliorer les predictions. Ces valeurs affectent directement la qualite de l'eau 
en sortie des filtres. Compte tenu des donnees disponibles pour le projet, elles n'ont 
pas ete incluses pour ne pas renoncer a cinq annees d'exemples (notamment l'annee 
1998). 
Tenir compte des valeurs predites pour la turbidite a l'eau brute (TURBATW) ne 
devrait pas augmenter significativement les performances des modeles saisonniers. En 
effet, l'usine Atwater dispose des donnees de qualite d'eau en amont a Des Baillets. 
La qualite de l'eau brute a Atwater est fortement correlee avec celle de Des Baillets 
deux jours avant. Ainsi les variables de qualite COULDB-2 et TURBDB-2 ont deja 
ete incluses dans l'elaboration des modeles pour representer la qualite de l'eau brute 
TURB ATW. 
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CONCLUSION ET PERSPECTIVES 
Conclusion 
Ce projet avait pour but de remplir quatre objectifs consistant en 1'elaboration de 
quatre modeles predictifs des pointes de turbidite a l'eau brute et a l'eau filtree pour 
les usines Des Baillets et Atwater. Les codes de ces modeles etalonnes ont ete stockes 
en format « Statistica Visual Basic® » en vue d'une possible implantation au sein 
d'une base de donnees de type Access®. 
Une methodologie de construction d'un modele par reseau de neurones a ete definie 
pour repondre aux besoins du probleme. Cette methodologie peut etre transferee a 
d'autres situations. De plus, des techniques novatrices telles que le pretraitement des 
donnees par fonction de repartition ont ete essayes ici et ont fait leurs preuves pour 
certains exemples particuliers. 
La continuite des travaux de Tremblay (2004) permit de corroborer certains resultats 
quant a la determination des variables influentes pour la prediction de la turbidite a 
l'eau brute de Des Baillets. En effet, le recensement des 213 evenements turbides 
(>3.1 UTN) et l'occurrence des huit causes expliquant potentiellement ces hausses ont 
fait ressortir que: 
• A Pautomne, les pointes de turbidite sont principalement sous influence directe 
des tempetes de vent; tempetes responsables de la remise en suspension des 
sediments des lacs Saint-Francois et Saint-Louis. Durant les mois de Janvier -
fevrier, la presence d'un couvert de glace offre une protection naturelle a ces 
intemperies. Or, lors d'episodes de chaleur hivernale accompagnee de pluie, la 
fragilite ou bris de cette protection naturelle met a nu le lit du lac qui est 
particulierement vulnerable du fait de Pabsence d'herbier aquatique. Ceci 
expliquerait les evenements isoles de la fin de l'automne et du debut du 
printemps. 
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• Au printemps, une des causes majeures est la fonte des neiges impliquant le 
deversement des eaux au barrage de Carillon et Paugmentation du rapport de 
melange des Outaouais par rapport au fleuve Saint-Laurent. De plus, la fonte 
des neiges pourrait etre indirectement responsable du ruissellement et de la 
hausse des tributaires secondaires. Le rapport de melange utilise ici ne tenait 
compte que de la proportion de la riviere Outaouais passant par le chenal de 
Vaudreuil. Ce rapport s'est avere etre un indicateur important pour la 
prediction. Ceci renforce l'hypothese que la prise d'eau de Montreal serait sous 
influence limitee des eaux de melange provenant de Sainte-Anne de Bellevue, 
et qu'elle dependrait grandement du melange dans la gire de l'ile Perrot. Les 
eaux de la gire suivraient ensuite le chenal de navigation ou les vitesses 
d'ecoulement sont plus elevees, rendant la sedimentation des particules plus 
difficiles. 
• Le renversement au lac des Deux Montagnes contribue a la degradation de la 
qualite moyenne de l'eau au printemps et a l'automne sans pour autant 
expliquer les fortes hausses de turbidite. 
• Les precipitations n'influencent qu'episodiquement la turbidite a l'eau brute. 
Elles semblent moins importantes que le facteur vent. 
En ce qui concerne les modeles neuronaux developpes et la methodologie abordee : 
• La mise en evidence de comportements saisonniers pouvant obeir a des lois 
physiques differentes, et l'utilisation de modeles specifiques saisonniers permet 
d'ameliorer la performance du reseau cree. 
• De meme le decoupage horizontal en modeles de classification pour divers 
seuils de turbidite permet de faire ressortir les causes explicatives propres a 
chaque intensite d'evenement turbide. Par exemple, les causes renversement et 
tempete de vent n'ont pas la meme intensite a l'automne. Le premier degrade 
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la valeur moyenne de l'eau sur plusieurs jours alors que le second peut causer 
des pointes de forte amplitude durant une courte duree. 
• Le tri et l'analyse de la base de donnee permet d'enlever les informations non 
pertinentes, de gagner en connaissance sur le phenomene a modeliser, et 
permet ulterieurement de definir les causes des evenements mal classes par un 
modele. 
• Le partitionnement des exemples gagne a etre effectue en preservant la 
representativite des donnees dans chaque ensemble, qui doivent etre issues de 
la meme population statistique. Ainsi, l'utilisation de dates fixes est a proscrire. 
• Le choix des entrees combine differentes approches. Soit dans l'ordre : 
connaissances prealables du modelisateur sur le sujet, inspection visuelle du 
phenomene, analyses statistiques lineaires (correlations et analyse 
discriminante), et au besoin l'etude des performances de modeles neuronaux de 
type GRNN calibres avec differentes combinaisons des entrees potentielles. 
• Le critere de performance utilise doit etre adopte aux besoins du modele. II est 
essentiel de bien definir les objectifs auxquels il doit repondre, et au besoin de 
se creer un ou plusieurs criteres de performance representatifs de ces besoins. 
Concernant l'etude sur l'usine Atwater, il ressort que : 
• L'eau brute a l'usine exhibe une forte correlation avec la qualite de l'eau brute 
a Des Baillets deux jours avant, et ce quelle que soit la saison. 
• L'eau brute reste sous faible influence des precipitations. A moins d'avoir des 
pluies exceptionnelles, il semble ne pas y avoir d'impact notable du 
ruissellement urbain sur la qualite de l'eau dans le canal. 
• Les quelques 8 km de canal agissent en tant que decanteur, ainsi la turbidite a 
l'eau brute observee a Atwater et beaucoup moins forte qu'a Des Baillets. 
• La saison printaniere reste une saison critique. La ou l'automne presente des 
pointes de tres forte amplitude a l'automne a Des Baillets, ces pointes se 
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retrouvent estompes rendus a Atwater. Les particules responsables de la 
turbidite doivent e r̂e assez grosses pour decanter dans le canal. 
• En revanche, le printemps est la saison critique pour l'eau brute a Atwater avec 
des pointes pouvant atteindre 15 UTN. Le canal semble n'avoir qu'un faible 
impact sur les pointes du printemps. 
En termes de traitement et de turbidite en sortie des filtres : 
• Le printemps est la saison critique ou les deux usines peuvent experimenter des 
difficultes de filtration. Ceci doit aussi etre relie a une nature de particules 
differentes au printemps et a l'automne. 
• La turbidite en sortie des filtres variant lentement, elle est assez bien predite 
par sa valeur de la veille. II suffit d'inclure au modele des variables de qualite 
de l'eau brute et, au besoin, des variables explicatives des pointes saisonniers 
pour obtenir une bonne prediction de la turbidite a l'eau filtree. 
II est interessant de noter que le printemps est la periode critique pour le traitement et 
l'eau brute a Atwater, sans doute a cause d'une nature de particules differente. Lors du 
deversement des eaux du barrage de Carillon, le rapport de melange des Outaouais 
passe de l'ordre de 3 a 6 % a 20 % environ. Les sols en amont de l'Outaouais sont 
fortement occupes par des terres agricoles et autres elevages. L'eau est sans doute plus 
chargee en matiere organique naturelle et autres substances colloidales de faible taille, 
ou meme des substances dissoutes dans l'eau. D'ou la difficulte a traiter l'eau avec des 
filtres a sable non assistes chimiquement et la degradation de la couleur observee 
chaque printemps par les operateurs de l'usine de Pointe Claire. 
Dans les annees a venir, une plus grande contribution de la riviere des Outaouais par 
rapport au fleuve Saint-Laurent est annoncee par les experts en changement 
climatique. Ce rapport de melange accru pourrait etre responsable de la degradation de 
la qualite moyenne a l'eau brute pour la ville de Montreal. 
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Perspectives 
Les codes des modeles developpes ont ete stockes en langage Visual Basic en vue de 
leur implantation en station. Ceci serait realisable au moyen d'une base de donnees de 
type Access. Dans un premier temps, a chaque jour, les donnees pourraient etre 
recuperees par des systemes d'acquisition automatique (capteur telemetrique, donnees 
disponibles sur internet, etc.). Ensuite, une interface graphique fournirait toutes les 
informations utiles a l'operateur pour prendre une decision. A savoir : 
• Une courbe avec la turbidite des vingt derniers jours observes accompagnee de 
leur prediction. Ceci afin de situer la tendance de la courbe de turbidite. 
• Les resultats des modeles de classification en cascade et de regression pour la 
saison dont l'indice de pertinence est le plus eleve. 
• En cas de chevauchement des saisons, ces resultats seront accompagnes de 
ceux de la saison dont l'indice de pertinence est inferieur. 
• Pour avoir un jugement conservateur, les indices de renversement et de fonte 
des neiges des 10 derniers jours devraient etre affiches en tant qu'alarme. Leur 
activation pousserait l'operateur a choisir la solution la plus conservatrice si 
deux predictions sont disponibles. 
La construction d'un tel systeme permettrait d'alimenter en continu une base de 
donnees et de re-calibrer les modeles au bout de quelques annees. Ceci permettrait de 
prendre en compte une eventuelle derive des valeurs mesurees, et sans doute 
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A - ANNEXES 
Annexe A Definition des variables d' index 
Afin de representer les evenements de fonte de neiges et de renversement, deux 
variables d'index appelees respectivement IDXFONT et IDXRENV furent 
construites. Sont aussi presentees les informations de construction relative a la 
contribution des Outaouais dans le fleuve Saint-Laurent, et un indicateur de la pluie 
maximale autour de l'ile de Montreal. 
Index de fonte des neiges IDX_FONT 
L'objectif de cette section est de refleter la fonte printaniere, ou tout simplement un 
evenement de fragilisation du couvert de glace a cause du rechauffement couple a des 
precipitations. Ainsi, un index indicateur de la fonte des neiges fut cree, index base sur 
les debits hydrologiques, sur le debit au barrage de Carillon et sur la temperature de 
l'air moyenne entre les stations meteorologiques situees a Dorval, Sainte-Anne de 
Bellevue, et Lac Saint-Francois. 
Cet index de fonte ne peut prendre que 3 valeurs discretes [0; 1/2; 1]. La valeur 1 
symbolisant la fonte des neiges et le deversement important d'eau au barrage de 
Carillon sur la riviere des Outaouais, cette valeur traduit souvent le bris total du 
couvert de glace. La valeur Vi etant un etat intermediaire ou les tributaires secondaires 
augmentent au-dela de valeurs seuils fixees a cause de precipitations abondantes et du 
rechauffement de la temperature de Pair, cette valeur traduit souvent la fragilite du 
couvert de glace. La valeur 0 etant active le reste du temps. 
A partir des valeurs seuils d'activation de causes, valeurs suggerees par Tremblay 
(2004), et en fonction des valeurs moyennes des variables au printemps, des valeurs 
seuils furent determinees de telle sorte que celles-ci soient proches de la mediane des 
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donnees (arrondies a la valeur inferieure) : a savoir 5, 9, 50, et 2400 m3/d pour les 
debits des rivieres Beaudette, des Raisins, de Chateauguay, et du barrage de Carillon 
respectivement. 
Pour traduire l'effet d'inertie du au deversement des masses d'eau stockees par le 
barrage de Carillon, un «terme de memoire » fut ajoute. Lorsque l'index de fonte 
passe a 1, tant que le debit au barrage est croissant, l'index reste a 1 et la valeur 
maximale atteinte par ce debit est stockee. Si OUTCARI (voir les notations des 
variables au Tableau 3-1) decroit en dessous de 95% de son maximum, l'index perd la 
valeur 1, il peut reprendre ses valeurs normales (soit 0 ou V2). La valeur 95% a ete 
determinee par essais et erreurs en observant graphiquement les pointes de turbidite et 
IDXFONT en fonction du temps. Les zones du graphique ou IDXFONT etait actif 
(V2 ou 1) devaient englober les pointes de turbidite. 
On exprime les conditions de passage a 0, V2 ou 1 de la maniere suivante : 
• conditions de passage a Vi : deux des trois tributaires secondaires (Raisin, 
Beaudette ou Chateauguay) doivent depasser leur seuil ET la temperature 
moyenne de l'air doit etre positive les deux jours precedents 
• conditions de passage a 1 : 
o trois tributaires depassent leur seuil ET depassement du seuil a Carillon 
ET temperature moyenne de l'air positive les 6 derniers jours 
o OU si IDXFONTlagl est a 1, et que le debit a Carillon est au dessus 
de 95% du debit max pendant le pic etudie alors IDX_FONT reste a 1 
SINON il prend la valeur qu'il devrait prendre normalement 
• 0 sinon 
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Notons que la temperature de l'air est assez stable dans les diverses stations a un jour 
donne; ces donnees sont regroupees en faisant la moyenne quotidienne de la 
temperature de l'air aux stations de Dorval, Sainte-Anne de Bellevue et lac Saint-
Francois. 
Index de renversement IDX_RENV 
Le renversement est un phenomene mettant en mouvement les masses d'eau d'un lac. 
Sous reserve que le lac soit stratifie, lorsque la temperature de l'eau atteint 4°C 
(temperature du maximum de densite de l'eau), il se produit une circulation de l'eau 
des couches superieures vers les couches inferieures. La stratification peut avoir lieu 
si : le lac est suffisamment profond, s'il ne fonctionne pas comme un reacteur 
completement melange (du a l'arrivee de nombreux affluents et a de fortes 
turbulences). Au fond du lac, s'accumule une couche d'eau froide appelee 
hypolimnion. Cette couche est en contact direct avec les sediments accumules au fil du 
temps (metaux, argiles et sables, nutriments re-largues par la biomasse sedimentee et 
en decomposition). Lors du brassage ces sediments peuvent etre remis en suspension 
et etre une cause d'evenements turbides. 
Ce phenomene de renversement peut arriver deux fois par an : a l'automne et au 
printemps. A la fin de l'automne, les eaux de surface se refroidissent, deviennent plus 
denses, descendent et remplacent la couche inferieure. Durant l'hiver la temperature 
au sein du lac est assez homogene (inferieure a 4°C) jusqu'au rechauffement 
printanier. La couche de surface se rechauffant apres la fonte du couvert de glace, la 
temperature de l'eau de surface remonte en passant par 4°C, il se produit un deuxieme 
brassage des couches d'eau. 
Concernant le systeme etudie, il y a potentiellement trois lacs ou pourrait se produire 
le renversement: le lac Saint-Francois, le lac Saint-Louis, et le lac des Deux 
Montagnes. Seul ce dernier est sujet a la stratification, done au renversement. 
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L'estimation du renversement au lac des Deux Montagnes ce fait en utilisant un 
indicateur double : la temperature quotidienne moyenne de l'eau brute a Hawkesbury, 
et celle de l'eau filtree a Oka. Le premier donne une idee de la temperature plus en 
amont sur la riviere des Outaouais, puis la deuxieme station, renseigne sur la situation 
juste devant le lac. En effet, le lac constituant une forte masse d'eau, la temperature de 
celle-ci ne risque pas de varier aussi vite que l'eau des Outaouais. Ainsi, prendre 
seulement un indicateur situe loin en amont du lac risquerait d'anticiper le 
renversement. Le choix de la ville d'Hawkesbury s'est fait a cause de la disponibilite 
des donnees. L'inclusion de la temperature a Oka permet de confirmer que les masses 
d'eau intermediaries entre Hawkesbury et le lac n'ont pas joue un effet tampon. 
Pour representer le flou existant sur le vrai moment du renversement par rapport a 
celui suggere par la temperature de l'eau mesuree ponctuellement en nos deux villes 
(ou la temperature en valeur discrete ne passe pas necessairement par 4°C), une 
probabilite de renversement pour chaque ville a ete definie sous la forme d'une 
gaussienne centree sur 4°C pour Hawkesbury, et 5°C pour Oka (meme si elle est peu 
mesuree, la temperature de l'eau brute est d'environ 1°C de moins que l'eau filtree, 
selon le chef operateur de la station). Ces probabilites sont d'amplitude 1 et d'ecart-
type 0,75°C. Les equations et les courbes associees sont indiquees ci-dessous : 
Normal _ HA W = exp 
\(TEMB_HAW-4^ 
0,75 




• - • Normale HAW 
Normale OKA 
Temperature de I'eau (en °C) 
Figure A-l: Probability de renversement par ville en fonction de la temperature de 
l'eau 
On verifie que les deux probabilites concordent en definissant la variable d'index par 
IDX RENV = 
Normal HAW Normal OKA\ 
2 + 2 ^ j 
Le facteur Vi permet de normaliser la sortie IDXRENV a 1 et assurer une egale 
contribution des deux indicateurs. Le carre assure une forte intensite lorsque les 
pointes concordent, les pointes sont plus francs et brusque ce qui permet une meilleure 
localisation temporelle estimee du renversement. 
Dans la situation ou des donnees de temperature de l'eau pour l'une des deux stations 
seraient absentes, l'index est calcule seulement sur un point de mesure, en supposant 
que Normal_Station i = 1 (i etant la station dont la mesure est indisponible). 
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Pourcentage de contribution des Outaouais OUT_FLV 
Le but est ici de representer la contribution de la riviere des Outaouais par rapport au 
fleuve Saint-Laurent. Cette riviere est bien souvent de bien moindre qualite 
(microbiologique et physico-chimique): les operateurs de la station de Pointe-Claire 
relatent meme un jaunissement net de l'eau brute au printemps lorsque la contribution 
des Outaouais devient maximale avec le deversement du barrage de Carillon. 
Sous l'hypothese que la prise d'eau de Montreal est situee suffisamment loin de la 
berge pour ne pas etre sous influence de la langue d'eau passant par Sainte-Anne de 
Bellevue (voir la Figure 1-3 de la revue de litterature), la contribution des Outaouais 
ne tient seulement compte de l'eau passant par le chenal de Vaudreuil. 
La contribution des Outaouais sera alors donnee par la formule : 
OUT VAUD 
OUT FLV 
(FLVCED + FLVBEAU) 
ou OUTVAUD, FLVCED, et FLVBEAU represented respectivement les debits 
des Outaouais a Vaudreuil, et du fleuve par Des Cedres et le barrage de Beauharnois. 
Or, cette derniere variable est du domaine du prive (donnee d'Hydro-Quebec), elle n'a 
pas ete facile a obtenir des le debut du projet. L'expression fut simplifiee en supposant 
que les contributions externes entre Beauharnois et Lasalle sont negligeables par 
rapport au debit du fleuve a Lasalle (FLVLSL). 
D'ou la nouvelle expression de la variable OUTFLV ayant servie pour les calculs : 
OUT VAUD 
OUT FLV = 
(FLVLSL - OUTVAUD - OUTSAB) 
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Precipitation maximale journaliere PRECX_DS 
La reduction du nombre de variables en entree du reseau tout en gardant le plus 
d'informations possibles peut se faire en regroupant les precipitations moyennes 
journalieres autour de Pile de Montreal, soit a Sainte-Anne de Bellevue et a Dorval en 
une variable commune maximum des deux. 
PRECXDS = max (DORPREC ; SAB_PREC) 
Les precipitations sont des phenomenes tres localises, cependant cette variable testera 
quelle pourrait etre la pluie maximale autour du lac Saint-Louis, pluie influencant le 
ruissellement et les possibles surverses d'egout sur le lac en amont de la prise d'eau. 
Annexe B Courbes et tableaux - turbidite de l'eau brute a Des Baillets 
Observation graphique des evenements turbides 






























































































































































































































































































































































































































































































































Cette saison est marquee par la predominance des vents (SABVITM-1 et LSFVITM-1, 
et avec une moindre influence DORVITX-2 et LSFVITX-2) actifs sur tous les seuils, ils 
ne seront done pas rappeles ci-apres. 
La qualite de l'eau a court terme (TURBDB-1) semble influencer la prediction. L'index 
de renversement et les precipitations sont elimines rapidement. 
De meme, la qualite" de l'eau a tres court terme est privilegtee. Les precipitations, l'index 
de renversement, puis les tributaires s'effacent dans cet ordre. 
Seuls les vents subsistent au final. Cependant, il est interessant de noter que les 
precipitations persistent un peu (notamment DOR PREC-2 et LSFPREC-2), ainsi que 
TURBHAW-1 et RIVRAIS-1 qui tiennent jusqu'aux dernieres etapes. Precipitations et 
hausse des tributaires seraient liees. 
Les descripteurs de qualite, de debit, et de pluie de moyen terme (trois jours et plus) sont 
elimines au debut. Puis, la qualite, meme a Des Baillets, se voit supprimee, pour ne 
conserver que le vent et les pluies proches (DORPREC-2). 
L'index de fonte ressort en premier (surtout autour du 3e jour de decalage), suivi de la 
qualite" de l'eau en amont et les jours prex&lents a Des Baillets (-3 j a Hawkesbury et -1 j a 
DB), puis des tributaires secondaires (RAIS-6 en premier) et du vent au final. Les 
precipitations sont rapidement dliminees. 
Presque la meme chose que 4UTN. L'index de fonte avec un decalage de deux jours 
ressort, puis qualite de l'eau (TURB_DB-1), tributaires et vents en dernier. Les debits des 
tributaires a moyen et long terme (RIV_CHAT-3 et -5) sont fortement presents, ils 
symboliseraient aussi la fonte des neiges. La precipitation a courte terme autour de Pile de 
Montreal (PRECXDS-1) persiste un moment avant d'etre 61iminee. 
La fonte domine (IDXFONT-1 ou -2), suivie de la qualite a court et moyen terme 
(TURB_DB-1 et -3, puis TURBHAW-3). Les debits restent de bons descripteurs 
(RIV_RAIS-6 et RIV_CHAT-1 et -3). La contribution des Outaouais (OUTFLV-1) 
semble prendre de 1'importance ici. Les vents (LSFVITM-1 et SABVITM-1) 
apparaissent quelques fois. L'index de renversement (IDX_Renv-l) ne ressort que pour 
une seule des deux repartitions. 
IDXFONT-1 reste toujours en tSte suivi de tres pres par les debits de moyen et long 
terme (RIVRAIS-6, RIVCHAT-3 et -5), mais aussi par la qualit6 'de proximitd' 
(TURBDB-1). OUT_FLV-l confirme sa place pour les evenements de haute turbidite. 
Les conditions meteorologiques au lac St Francois restent presentes (LSF PREC-2 et 
LSF Y1TM-1), 
TURBDB-1 se distingue en premier, il peut etre accompagne de TURBDB-3; par 
ailleurs, les tributaires a court terme (1 et 3 jours) apparaissent vite. 
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Resultats des modeles neuronaux 
Figurent ci-apres les resultats pour les ensembles Test des repartitions x98 pour les 
saisons « Printemps », « Ete », et « Automne ». 
Printemps - Repartition 098 - Test 
16-- fdr 
EssisaPredit Classification * - Predit Regression — a— Obseive 
Figure A-2 : TURBDB observee et predite par classification et regression au 
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Figure A-3 : TURBDB observee et predite par classification et regression a 
l'automne - r298 - Test 
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A l'automne, pour la repartition 298, seuls deux evenements de haute turbidite n'ont 
pas ete predits correctement. Le premier datant du 18 novembre 1997 (8,00 UTN), 
aurait pour causes potentielles les pluies a Dorval quatre jours avant, ou bien autour du 
lac Saint-Francois entre trois et quatre jours avant, selon l'inspection visuelle des 
evenements turbides. De plus, il semblerait que ce pic isole soit au debut d'un episode 
de renversement: l'index de renversement du jour en question est de 80 % et de 40% 
la veille. Pour cette annee nous ne disposions pas des donnees d'Oka, IDX_RENV 
etant calcule seulement avec les donnees d'Hawkesbury. Notons que les modeles 
classifiant a 7,5 et 9,3 UTN annonce un evenement de haute turbidite ; mais cette 
prediction ne ressort pas car les seuils precedents n'etant pas actives, la sortie du 
modele classifiant reste a 2 UTN. 
Pour le deuxieme pic non predit, celui du 27 decembre 2000 a 18 UTN, nous n'avions 
trouve aucune variable explicative activee lors de la phase d'analyse graphique. 
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Annexe C Partitionnement des exemples 
Nomenclature adoptee 
Que cela soit pour les groupes d'entrees ou les repartitions, une nomenclature a trois 
chiffres fut adoptee. Le premier chiffre, celui des centaines, defini la saison ; le chiffre 
des dizaines defini le seuil de turbidite, et celui des unites est un compteur incremental 
au besoin. La nomenclature est resumee dans le tableau suivant: 







« 0 » : Printemps 
« 1 » : Ete 
« 2 » : Automne 
Dizaine 
Seuil de turbidite 
« 0 » : 4 UTN 
« 1 » : 5,5 UTN 
« 2 » : 7,5 UTN 




Remarque : la repartition xOl represente celle choisie avec les annees fixes. Elle reste 
valable pour tous les seuils de turbidite considered. 
Remarque : les repartitions x98 et x99 represented des echantillonnages aleatoires 
valables pour tous les seuils de turbidite. 
Exemple : « Repartition 211 » signifie la repartition des donnees d'automne, pour le 
seuil 5,5 UTN, et il s'agit de la premiere repartition adoptee pour ce seuil et cette 
saison. 
Methodes d'echantillonnage specifique a chaque saison 
Decoupage par annee (xOl) 
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Le decoupage par annees entieres est le plus facile a realiser. Sur les dix annees de 
donnees, huit annees sont dediees pour l'apprentissage, un an entier pour Select et 
l'annee restante pour Test. Cette repartition presente l'inconvenient d'etre dependante 
des conditions a chaque annee : beaucoup d'evenements turbides, annee de secheresse, 
etc. II est done plus difficile d'avoir des ensembles representatifs de la meme 
population. De plus, il se peut qu'un nombre faible d'exemples aux seuils eleves de 
turbidite soit frequent (seulement un exemple superieur a 9,3 UTN au printemps 
2005). Ceci motive le recours a la deuxieme methode de decoupage : par repartition 
aleatoire. 
Decoupage aleatoirement specifique a chaque seuil de turbidite 
Une proportion fixe des exemples bas puis hauts est allouee aleatoirement dans chaque 
ensemble. Le nombre d'exemples diminuant avec 1'augmentation de la valeur seuil de 
turbidite, une repartition propre a chaque seuil est done creee. Le pourcentage des 
ensembles Select et Test varie de 10 a 20 % dependamment du nombre total 
d'exemples hauts disponibles. Chacune de ces repartitions est specifique a sa saison et 
a son seuil. 
Decoupage aleatoire valable pour tous les seuils (x98 et x99) 
La repartition precedente donne de bons resultats en termes de similitudes des 
ensembles, cependant, lors de la construction du modele final et la mise en commun 
de tous les modeles, un echantillonnage efficace pour tous les seuils est indispensable. 
Les exemples en deca de 4 UTN sont repartis comme ceux des repartitions x02 et xl 1 
(seuils 4 et 5,5 UTN respectivement); puis, les donnees sont triees par turbidite 
croissante (TURBDB). Entre chaque valeur seuil de turbidite, entre 8 et 16 % des 
exemples dans sont repartis dans Select et Test en respectant les quatre consignes 
suivantes : 
198 
• Toujours mettre les exemples maximaux de turbidite dans Train. 
• Garantir un minimum de deux exemples hauts dans chaque ensemble. 
• Utiliser des annees differentes dans chaque ensemble (exemple : Test ne doit 
pas contenir uniquement des exemples de 1998). 
• Ne pas concentrer les exemples d'un ensemble dans un intervalle de turbidite 
restreint (exemple : dans 1'intervalle [4 ; 5,5 UTN], il ne faut pas que ces trois 
exemples de turbidite soit extraits de Pintervalle [4,0 ; 4,2 UTN]). 
Tableau recapitulatif- turbidite a l'eau brute de Des Baillets 
Dans les tableaux ci-apres, figurent les details de construction de chaque repartition. 
Dans le tableau suivant, pour les echantillonnages issus d'un decoupage annee par 
annee, sont indiquees les annees des ensembles Select et Test; et, dans le cas des 
echantillonnages aleatoires, la proportion des exemples allouee dans chaque ensemble. 






























































































































































































































































































































































































































































































































































































































































































Annexe D Pretraitement des entrees du modele 
Dans le choix des variables candidates retenues pour l'elaboration des reseaux de 
neurones, il convient d'investiguer l'influence du pretraitement sur la performance 
obtenue par le reseau. Dans un premier temps, la fonction du pretraitement sera 
rappelee, ensuite deux pretraitements seront considered : min-max et fonction de 
repartition couplee a un min max. 
Pourquoi pre traiter les variables ? 
Ceci n'est pas indispensable et il serait possible de laisser les variables telles quelles. 
Le reseau, lors de sa phase d'apprentissage, peut jouer sur ces poids et biais pour 
identifier 1'importance relative de chaque variable sur la sortie. Cependant ce 
processus peut etre assez long car il implique avant l'apprentissage du phenomene a 
modeliser de se concentrer sur l'etalonnage des valeurs numeriques des variables. Ceci 
entraine un double probleme. 
Tout d'abord, il semble evident que toutes les valeurs numeriques ne traduisent pas 
1'importance relative des entrees sur la sortie a modeliser. Considerons l'exemple 
suivant: modelisation la turbidite du jour J en fonction de la turbidite et de la 
conductivite de la veille. Le rapport entre les valeurs de turbidite et de conductivite est 
de l'ordre de 10 a 100, ainsi tant que les poids ne sont pas correctement etalonnes, les 
valeurs de turbidite peuvent etre considerees negligeables par rapport a la 
conductivite, bien que la variable soit importante pour la prediction. 
De plus, des variables brutes avec de fortes valeurs numeriques, qui ne sont pas 
ponderees par de faibles poids des neurones (ce qui est le cas au debut de 
l'apprentissage ou les poids sont choisis aleatoirement), peuvent entrainer une forte 
valeur en entree de la fonction d'activation, ici tangente hyperbolique dans la couche 
cachee. Ainsi, si la fonction d'activation demarre dans sa zone extreme ou sa derivee 
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est quasiment nulle, la derivee relative de la sortie du neurone par rapport aux poids 
sera faible egalement. Done, le gradient de l'erreur commise par rapport aux poids des 
connexions sera lui aussi tres faible. Lors de la phase d'apprentissage par Palgorithme 
de retropropagation, l'avancee dans l'espace des poids est proportionnelle au gradient 
de l'erreur commise. Ceci entrainerait done des deplacements minimes dans l'espace 
des poids lors de l'etalonnage de ces derniers, d'ou une phase d'apprentissage tres 
longue. 
Pour plus de details sur le pretraitement, se reporter au chapitre 8 du livre de Bishop 
(1995). En conclusion de ce paragraphe, il est important de retenir que le pretraitement 
doit ramener les valeurs numeriques des variables dans la zone de fonctionnement 
lineaire des fonctions d'activation (Figure A-4). Les variables seront centree-reduites 
dans la plage [-0,8 ; 0,8]. La sortie du modele de regression sera post-traitee pour 
coder les valeurs numeriques dans la plage de sortie de la fonction d'activation, ici 
pour une sigmoide [0;1]. Cette fonction doit imperativement etre reversible. 
Zone de saturation Zone lineaire 
Entree de la fonction d'activation 
Figure A-4 : Fonction d'activation tangente hyperbolique 
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Differents pretraitements 
Apres avoir vu l'importance du pretraitement afin d'aider le reseau dans son 
apprentissage, voici les deux pretraitements differents consideree pour Petude : min-
max et la fonction de repartition couplee a une transformation lineaire entre [-0,8 ; 
0,8]. 
Commentaire sur le choix du pretraitement avec fonction de repartition 
La connaissance prealable de la fonction a modeliser est un element clef de 
1'optimisation de la performance du reseau (Haykin, 1999). Le theoreme de Bayes 
definit que la probabilite qu'un exemple x puisse etre classe dans la classe 
(Ck)ke{basse;haute} s 'eCIlt .' 
F ( L k | X ) P(x) 
La probabilite a posteriori P(Ck|x) est fonction de la probabilite de vraisemblance 
(P(x|Ck), determinee lors de la calibration du reseau, de la probabilite a priori (P(Ck)) 
et d'un facteur de normalisation (P(x)) independant des classes (Bishop, 1995). II 
semble clair qu'il soit important d'avoir une connaissance prealable sur la repartition 
des donnees : P(Ck) ou P(x). Ceci afin de guider le reseau dans son apprentissage en le 
forcant par des hypotheses prealables sur les variables. 
Fonctionnement des transformations 
La fonction de repartition associe a toute valeur x numerique d'une variable le 
pourcentage du nombre de mesures inferieures ou egales a x. C'est done une fonction 
bijective et monotone de 9? vers [0; 1]. Ainsi, a toute valeur de la variable d'entree 
correspond une et une seule valeur de sortie comprise entre zero et un. Cette 
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transformation est done reversible. II convient dans un premier temps de definir quelle 
distribution convient le mieux aux variables (ceci fait l'objet de l'Annexe E, ci-apres). 
Ensuite, les pretraitements peuvent etre menes. 
Voici l'exemple pour la turbidite a l'automne dans le cas ou l'objectif serait de 
transformer les donnees de Si vers [0; 1]. A partir des donnees brutes, il ressort que la 
distribution log-normale convient le mieux a la variable TURBDB-1 (Figure A-5 a). 
En abscisse, la valeur de la turbidite en UTN, en ordonnees le nombre d'observations. 
Nous en deduisons sa fonction de repartition (Figure A-5 b) en trait plein. En 
ordonnee, la frequence cumulative en pourcentage donnera le resultat du pretraitement 
par fonction de repartition. En trait d'axe, est trace la droite passant par les points 
[Turb_DB-lmjn; 0%] et [TurbDB-lMax; 100%], cette droite donnera le resultat de la 
transformation min-max. 
Illustration numerique : sur le schema b), a la valeur Turb_DB-l = 4UTN seront 
associees les valeurs pretraitees 0,18 et 0,84, pour les methodes min-max et fonction 
de repartition respectivement. 
Un calcul identique est effectue pour chaque variable de chaque saison. Si l'objectif 
etait de ramener les donnees pretraitees dans la plage [-0,8 ; 0,8], il suffirait de rajouter 
une transformation lineaire de [0; 1] vers [-0,8 ; 0,8] en derniere etape. 
a) 










Kolmogorov-Smimov d = 0,03613, p = n.s. 
Chi-Square test = 19,8354?, df = 8 (adjusted), p = 0,01098 
b) 
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Turb_DB min TURB_DB-I (UTN) Turb DB Max 
22T23 24 
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Figure A-5 : (a) Distribution log-normale associee a la TURB_DB-1 a l'automne. (b) 
Fonction de repartition associee a la loi log normale et transformation lineaire min-
max 
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Annexe E Distributions adoptees pour les variables 
Comme nous l'avons vu dans 1'annexe precedente, afin de realiser un pretraitement 
specifique a chaque variable, il faut connaitre les distributions de ces dernieres. Cette 
annexe decrit la methodologie et le materiel utilise a cette fin. 
Materiel et methode 
Deux logiciels furent utilises. Tout d'abord l'extension d'Excel® appelee Crystal Ball® 
afin d'effectuer une recherche globale par variable et par saison de la meilleure 
distribution parmi celles disponibles dans le logiciel. A savoir : gaussienne, log-
normale, beta, gamma, weibull, exponentielle. Le logiciel sort un classement des 
distributions selon trois criteres de test: le test du khi deux, celui de Kolmogorov-
Smirnov (K-S), et celui d'Anderson Darling. L'equation et les parametres internes de 
la meilleure distribution sont ensuite rentres sous Statistica® afin de modifier la base 
de donnees. Cette operation est effectuee pour toutes les variables retenues dans 
chaque saison sauf les variables d'index car ces dernieres furent deja construites pour 
etre comprises entre zero et un. 
Critere de selection d'une distribution 
Nous avons choisi de privilegier les tests du K-S et celui d'Anderson Darling au khi 
deux. Ce dernier presente l'inconvenient d'etre sensible au nombre d'intervalles avec 
lesquels on discretise notre variable (i.e. le nombre de barres sur 1'histogramme, voir 
Figure A-5a). 
La valeur de sortie du test K-S represente 1'ecart absolu maximal entre la fonction de 
distribution cumulee observee et celle predite. On appelle valeur critique du K-S la 
valeur en deca de laquelle nous pouvons accepter la distribution considered pour 
modeliser la serie de donnees. La valeur critique du K-S ne depend pas la distribution 
adoptee, mais seulement du risque de rejeter faussement l'hypothese « Ho : aucune 
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difference entre les distributions » (generalement 5%), et du nombre d'exemples 
disponibles (ce qui affecte la resolution de la courbe de distribution cumulee 
observee). 
Le test d'Anderson Darling est une variante du test du K-S qui met l'accent sur 
l'extremite des distributions, ses valeurs critiques dependent en plus de la distribution 
consideree (NIST/SEMATECH, 2006). 
Comme nous nous interessons aux phenomenes extremes nous avons privilegie le test 
d'Anderson Darling, puis le test du K-S, et finalement regarder la valeur du khi deux 
pour s'assurer qu'il y ait une bonne approximation globale de la distribution (les 
valeurs des deux premiers tests etant des indicateurs ponctuels). II est rare que nous 
obtenions une valeur de K-S inferieure a la valeur critique, cependant elle s'en 
approche pour la plupart des variables excepte la pluie. Un examen graphique 
complementaire permet de dire si la distribution convient. Rappelons-le le but n'est 
pas de trouver la meilleure distribution, mais d'extraire une tendance generale quant a 
la repartition de nos donnees, ainsi deux distribution aux valeurs de K-S voisines 
pourraient convenir. 
Tableau recapitulatif des distributions par saison 
Voici ci-apres un tableau recapitulatif par saison des distributions retenues pour les 
variables. Chaque variable n'a ete consideree qu'une seule fois car nous avons emis 
l'hypothese qu'un decalage temporel de quelques jours n'aurait pas d'impact majeur 
sur la distribution finale ; en effet, le changement de quelques valeurs sur les centaines 
presentes pour le calcul ne doit pas changer fondamentalement nos resultats. A titre 
indicatif, sont donnees les valeurs du test du K-S et la valeur critique associee pour 
une probabilite de se tromper de 5%. Celle-ci est calculee par la formule : 
1,36 /\/Nombre d'exemples (si l'echantillon est plus grand que 35 exemples). 
Saison Automne 













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Annexe F Intelligent Problem Solver de Statistica 
Afin de determiner quelle configuration (entrees - pretraitement - et nombre de 
neurones de la couche cachee) donne le modele le plus performant, nous avons utilise 
l'algoritnme de recherche heuristique de Statistica appele Intelligent Problem Solver 
(IPS). Pour des architectures de reseaux pre definies, soit par exemple le type de 
reseau (perceptron multicouches, reseau a base radiale, etc), la plage dans laquelle le 
nombre de neurones des couches cachees va varier, les entrees varient aussi.etc. L'IPS 
va effectuer l'apprentissage de x reseaux et en retenir les y parmi x meilleurs. Une 
macro-instruction programmed en Visual Basic®, a permis d'utiliser l'analyse de TIPS 
en fixant certains parametres et en faisant varier les autres. Ces parametres variables 
furent notamment: l'ensemble d'entrees utilise, la repartition utilisee, le nombre de 
neurones dans la couche cachee et le pretraitement ou non des entrees (par fonction de 
repartition, voir Annexe D). A chaque reseau teste, les criteres de performance pre-
etablis sortaient un scalaire et l'apprentissage repete du reseau indiqua la variability de 
la performance, done la stabilite du resultat. Au final, nous pouvions tracer des 
courbes de type boites a moustaches du critere de performance considere en fonction 
du nombre de neurones de la couche cachee et identifier le meilleur modele repondant 
a nos besoins. 
Afin que les experiences puissent etre reconduites, nous allons decrire dans cette 
annexe quels furent les parametres utilises. 
Organisation des bases de donnees 
Pour chaque saison, nous disposions de deux fichiers de donnees. Le premier pour les 
donnees brutes, le deuxieme pour les donnees pre traitees. Ces fichiers contenaient les 
variables suivantes : 
• Toutes les entrees a tester, brutes ou pre traitees par fonction de repartition. 
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• Des variables de type texte stockant les classes de turbidite (classe de I a V, ou 
seuils 4 ; 5,5 ; 7,5 et 9,3 UTN ayant comme sortie « basse » ou « haute »). 
• Des variables texte stockant l'echantillonnage utilise (« Train », « Select » et 
« Test »). 
Algorithme sommaire de la macro-instruction 
1. Ouverture du fichier de donnees specifie (fixant la saison et le recours au 
pretraitement ou non). 
2. On fixe les variables de seuil de turbidite, d'echantillonnage, d'entrees utilisees 
et les neurones de la couche cachee a tester. 
Exemple : dans la macro-instruction est ecrit 
«Analyse_Main("Seuil4 UTN", "Repartition! 02 ", 103,1,20,1,22,40,2,45,80,5)» 
Ceci veut dire que pour le seuil 4UTN, l'echantillonnage numero 102 et le groupe 
d'entrees numero 103, nous allons obtenir les resultats pour la plage de neurones 
suivante : de 1 a 20 neurones avec un pas de 1, de 22 a 40 neurones avec un pas de 2, 
et de 45 a 80 neurones avec unpas de 5. 
3. Creation des tableaux recapitulatifs qui vont contenir tous les resultats de nos 
experiences. 
4. Analyse IPS modifiee pour chaque nombre de neurones de la couche cachee. 
5. Calcul des resultats selon les criteres de performance choisis. 
6. Ecriture des resultats dans les tableaux recapitulatifs appropries. 
7. Repetition des etapes 2 a 6 pour chaque configuration de notre plan 
d'experience. 
Details des parametres de l'analyse IPS modifiee 
Cette partie fut redigee a l'aide de l'aide electronique de Statistica disponible en ligne 
(Statsoft, 2006). 
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Rendu a l'etape 4 de la macro-instruction precedente, sont fixes les parametres 
suivants : saison, combinaison d'entrees, pretraitement ou non, seuil turbide de 
classification, repartition des exemples selon la variable d'echantillonnage, nombre de 
neurones dans la couche cachee. Nous appellerons cette combinaison de notre plan 
d'experience, une « configuration de reseau ». 
Seulement le type de reseau dit perceptron multicouches (PMC) a une seule couche 
cachee sera considere (voir la section 2.3.7). Le groupe d'entrees fut fixe : il n'y a pas 
de determination de sous-ensemble d'entrees par « pruning ». 
Architecture 
L'IPS effectue un pretraitement automatique lineaire des entrees. Par la methode du 
min-max, il ramene automatiquement nos entrees dans la plage [0 ; 1]. C'est pourquoi 
les fichiers de donnees ne comprenaient que les donnees brutes ou transformers par la 
fonction de repartition. La transformation lineaire finale etant assuree par le logiciel. 
Quant aux fonctions d'activation, nous avons choisi la tangente hyperbolique dans la 
couche cachee et la fonction sigmoide dans la couche de sortie. Tanh est 
particulierement adaptee pour les PMC avec son caractere antisymetrique permettant 
d'accelerer l'apprentissage (Haykin, 1999), alors que la fonction sigmoide (bornee 
entre 0 et 1) peut correspondre a une probabilite d'appartenance a une classe ou 1'autre 
dans le cas de classificateur a un seuil. La valeur 0 etant «turbidite basse », la valeur 1 
etant «turbidite haute». Pour la regression, sigmoide permet de donner des 
predictions physiquement plausibles (pas de valeurs de turbidites predites negatives) 
Dans le probleme de classification, le seuil de classification optimal (i.e. scalaire 
compris entre 0 et 1 definissant la frontiere entre basse et haute turbidite) et determine 
par le logiciel lui-meme par le trace de courbes ROC. Les courbes ROC, largement 
utilisees en sante publique permettent de trouver un compromis optimal entre 
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sensibilite et specificite (Moise et al., 1986). L'objectif est de maximiser le classement 
des evenements hauts tout en minimisant les faux positifs. Dans Panalyse IPS, nous 
avons choisi un coefficient de perte de deux : sur la courbe ROC Statistica cherche le 
point ou le rapport faux positif sur faux negatif vaut deux, independamment du 
nombre d'exemples dans chaque classe (Statsoft, 2006). Ceci veut dire que les 
evenements de haute turbidite ont ete choisis arbitrairement deux fois plus importants 
dans l'elaboration des modeles. 
Apprentissage 
A configuration donnee, l'analyse va effectuer 40 apprentissages de reseaux avec une 
initialisation des poids differente (choisie aleatoirement a chaque re-apprentissage 
selon une distribution uniforme comprise entre 0 et 1). Cette initialisation nous permet 
de partir d'un point different de l'espace des poids et de converger vers divers minima 
locaux, ou globaux si possible, de la surface d'erreur. 
L'apprentissage se deroule en deux phases ou nous avons laisse les parametres par 
defaut du logiciel. La premiere phase sur 100 epoques avec 1'algorithme de 
retropropagation (taux d'apprentissage n = 0,01 et momentum \i = 0,3). La deuxieme 
phase se faisant avec Palgorifhme du gradient conjugue sur 500 epoques. Plus de 
details sur ces algorithmes peuvent etre retrouves au chapitre 4 du livre de Haykin 
(1999). L'algorithme de Levenberg-Marquardt etant plus adapte pour les problemes de 
regression avec de plus petits reseaux (nombre de neurones caches inferieurs a 100), il 
sera utilise pour le modele de regression (Statsoft, 2006). Une fois ces epoques 
terminees, Statistica recupere le meilleur reseau obtenu precedemment (minimum de 
l'erreur consideree sur l'ensemble Select). Cette methode, dite de validation croisee, 
permet d'optimiser l'arret de l'apprentissage lorsque l'erreur de generalisation 
augmente et que l'erreur d'apprentissage continu de diminuer, elle permet de prevenir 
le phenomene du sur-apprentissage. Nous n'avons pas modifie les parametres 
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d'apprentissage car la convergence vers un « bon » minima local s'effectuera par le 
biais de nos deux phases d'apprentissage melant methodes du premier ordre et du 
deuxieme ordre: abaisser le taux d'apprentissage ne conduirait pas a des solutions 
significativement meilleures, sous reserve que l'erreur de diverge pas (Ozesmi et al., 
2006). Les principaux facteurs influencant nos resultats sont les entrees utilisees et le 
nombre de neurones de la couche cachee. 
A chaque epoque de la phase d'apprentissage les exemples sont melanges afin de ne 
pas etre soumis au reseau dans un ordre sequentiel fixe. Ceci rend 1'algorithme moins 
susceptible de tomber dans un minimum local de la surface d'erreur. 
L'algorithme pratique de plus une methode appelee «pruning » pour eliminer les 
neurones caches dont la contribution est quasi nulle, soit ou tous les poids en sortie du 
neurone sont en deca du seuil 0.05 (valeur par defaut). Par consequent, mettre plus de 
neurones que necessaires tendra a faire stagner les performances car TIPS eliminera 
des connexions. Cette option est desactivee pour la recherche des modeles de 
classification. 
Reseaux retenus 
De nos 40 reseaux calibres, nous ne retenons que les 10 meilleurs resultats de 
l'ensemble de selection. La fonction d'erreur considered est l'entropie ou la somme 
des carres des erreurs pour les problemes de classification et de regression 
respectivement. Les resultats obtenus etant probabilistes, les chiffres arbitraires 40 et 
10 reseaux furent choisis pour retenir seulement 25% des reseaux testes parmi un 
nombre qui puissent etre un compromis entre un temps de calcul raisonnable et la 
determination non biaisee de l'erreur moyenne d'une configuration de reseau. 
Les differents parametres utilises lors de l'analyse IPS sont resumes dans le tableau 
recapitulatif ci-apres. 
217 




Type de modele 





Nombre de neurones caches 
Fonctions d'activation 
Nombre des reseaux testes 
Fonction d'erreur 
Apprentissage 
Arret de l'apprentissage 
Methode de regularisation 
« Pruning » 
Seuil de classification 
optimal 
Nombre de reseaux retenus 
Fixee par base de donnee (automne, printemps, ete) 
Fixee par base de donnee, puis min-max sur [0; 1 ] 
Classification 
Variable binaire 




Fixee dans la macro-instruction (plan d'experience) 
Non Oui 
Fixee dans la macro-instruction (plan d'experience) 
Fixee dans la macro-instruction 
Couche cachee : tangente hyperbolique 
Couche de sortie : sigmoi'de 
40 reseaux 
Entropie 
Special: on fait tourner 
1'IPS pendant deux jours 
Somme des carres de 
l'erreur 
Maximum de 100 epoques de retropropagation (n=0,01 et 
11=0,3) 
Maximum de 500 epoques de gradient conjugue 
Validation croisee : arret de l'apprentissage lorsque 
l'erreur de l'ensemble de selection est minimale 
Methode de regularisation des 
Non 
Determine automatiquement 
par courbe ROC. 
Coefficient de perte = 2 
aoids de Weigend 
Oui, seuil de sortie 0,05 
Ne s'applique pas 
10 reseaux donnant le minimum de la fonction d'erreur 
sur l'ensemble de selection 
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Annexe G Criteres de performance retenus 
Rappel des objectifs 
Apres avoir obtenu par simulation toute une serie de resultats, il convient de pouvoir 
les transformer dans un format plus facilement interpretable, representatif de nos 
objectifs de modelisation, et uniformise pour pouvoir comparer differents modeles 
entre eux. 
Nos objectifs de modelisation sont rappelons-le de pouvoir predire les pointes de 
turbidite. Les consequences en termes de traitement peuvent devenir serieuses a partir 
de 4UTN a l'eau brute, au-dela la prediction d'un pic de 9 ou 12 UTN ne va pas etre 
fondamentalement differente pour l'operateur s'il peut etre averti de l'arrivee 
imminente d'une situation de crise. Ainsi une mauvaise classification dans la branche 
inferieure a 4UTN (predit 1UTN alors qu'observe 3UTN) sera mo ins importante 
qu'un faux positif a 4 UTN (predit superieur a 4UTN alors qu'observe inferieur a 
4UTN), qui sera moins importante qu'un faux negatif (predit inferieur a 4UTN alors 
qu'observe superieur a 4UTN). Dans la meme idee, avec nos modeles de 
classificateurs a un seuil implemented en cascade, un faux negatif empeche le modele 
suivant de detecter un pic potentiel (puisque celui-ci a deja ete identifie comme 
appartenant a la classe basse), ainsi on preferera avoir un modele plus performant pour 
detecter les evenements de la classe « haute »turbidite, quitte a accepter quelques faux 
positif supplementaires. Ceci determine le poids que Ton souhaite accorder a telle ou 
telle mauvaise classification. Bien evidemment il convient d'accorder plus 
d'importance aux evenements « haut » que « bas ». 
Un format plus aisement interpretable veut que les resultats de classification qui sont 
sous forme matricielle, doivent etre transformes en scalaires pour pouvoir mener des 
analyses de sensibilite en tracant la variation du critere de performance considere en 
fonction des parametres du reseau. 
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Afin de pouvoir comparer les modeles entre eux, le critere de performance doit 
pouvoir etre independant des exemples qui le composent. Par exemple, si nous 
desirons comparer l'effet d'une repartition sur un modele donne, il ne faut pas 
regarder les ensembles «Test» car ceux-ci ne sont pas formes des memes 
exemples done ne sont pas comparables. 
Format des resultats bruts 
Matrice de classification 
Chaque classificateur a un seuil donnera en resultat une matrice de classification (MC) 
2x2 de la forme : 






(A, B, C, et D) etant 4 entiers : nombre d'exemples appartenant a chaque categoric 
A et B sont des exemples bien classes, C est un faux negatif, D est un faux positif. 
Trois ensembles 
Chaque modele de classification donnera une matrice de classification par ensemble 
d'echantillonnage (Train, Select, et Test). Train a servi pour l'apprentissage, il 
comprend de 60 a 80% des donnees, Select nous a servi pour optimiser un des 
parametres de l'apprentissage (pour savoir quand arreter afin d'eviter le sur-
apprentissage) et Test represente des exemples non presentes au reseau lors de 
l'apprentissage. C'est la performance sur ce dernier qui est particulierement 






Un nombre d'exemples variables par saison et par seuil de turbidite 
Selon la saison consideree et la valeur de turbidite seuil, nous n'avons pas le meme 
nombre d'exemples disponibles dans les classes « basse » et « haute ». 
Par consequent, si les evenements « haut » ne representent que quelques pourcents des 
exemples disponibles, leur mauvaise classification pourrait etre masquee par de bons 
resultats dans la classe « basse ». Plus le seuil de turbidite augmente, moins le nombre 
d'exemples de « haute »turbidite disponibles est eleve. 
Par exemple, nous avons pour l'automne : 
Tableau A-12 : Nombre d'exemples observes par classe et par seuil - automne 
Seuil 
Turb obs basse 













II est interessant de noter que le nombre d'exemples dans chaque classe va varier aussi 
selon la repartition d'echantillonnage consideree. 
Definition des criteres de performance 
Afin de rencontrer tous les objectifs cites ci-dessus, et d'etre plus selectif sur le 
modele optimal repondant tous nos besoins, nous avons opte pour une approche 
multicriteres avec quatre indicateurs de performance : 
1. Pourcentage de classification correcte TEST. 
2. Matrice de perte TEST. 
3. Matrice de perte SOMME. 
4. Matrice de performance TEST. 
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A l'exception du troisieme critere, tous ces indicateurs sont calcules a partir de la 
matrice de classification de l'ensemble de Test pour refleter la capacite de 
generalisation du modele. 
% classification correcte TEST 
II s'agit du premier critere directement donne par Statistica, mais aussi le plus parlant 
en termes de communication des resultats. 
II est calcule par la formule : ——^ „ ^ , v (A+B+C+D) 
Les resultats varient entre 0 et 1. Si notre classificateur etait parfait, la valeur obtenue 
serait 1. 
Cependant, il presente le gros desavantage, dans notre application, de considerer 
comme equivalent les evenements « bas » et «haut ». Vu que nous souhaitons 
accorder plus d'importance aux pointes de haute turbidite, nous avons cree le 
deuxieme critere. 
Matrice de perte TEST 
Souvent utilise en classification, une matrice de perte (MP') attribuant un cout a 
chaque erreur dans les classes a ete creee. 
La matrice se presente sous la forme ci-apres. Un evenement bien classe ne « coute » 
rien, alors qu'un evenement mal classe se voit attribuer un cout variable. 
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2*Card(Cbasse ^SUTN) / Card(Chaute ;5;5UTN) 
0 
Predit 
Ou (Card(Ck ;5,5UTN))k={basse; haute} represente le nombre total d'exemples (cardinal) de la 
classe Ck a la saison considered et au seuil 5,5UTN. Le facteur 2 a ete choisi 
arbitrairement, il a pour but d'accorder deux fois plus d'importance aux evenements 
« haut »,. Une etude economique sur les couts d'operation de la station et sur le cout 
associe a une erreur pourrait definir precisement ce facteur; il faudrait cependant 
pouvoir dormer un prix a la non prediction d'un pic et a ces consequences en termes de 
sante publique et d'operation (avis de bouillir, non respect des normes du RQEP), ceci 
est assez subjectif... 
Nous visons le minimum de la fonction de cout associee qui s'ecrit: 
2 2 
£ i(ML)ij.(MC)ij = 1*D + 2*C* Card(CbaSSe ;5I5UTN) 
: = 1 i = i Card(Chaute ;5,5UTN) 
Le resultat est un reel positif ou nul, une classification parfaite dormant le resultat 0. 
Ce critere nous donne une meilleure idee de la repartition des mauvaises 
classifications car il est plus sensible aux faux negatifs : ces derniers provoquant 
generalement une forte augmentation du score. 
Matrice de perte SOMME 
II s'agit du meme concept que precedemment mais applique a Fensemble des 
exemples de la saison. Le nombre total d'exemples etant le meme, quelque soit 
rechantillonnage utilise, sommer le score des fonctions de cout des matrices de perte 
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pour chaque ensemble (Train, Select, et Test), permet d'obtenir une idee de la 
performance globale du modele et ceci autorise a comparer les repartitions entre elles. 
Matrice de performance TEST 
Ce critere vient combiner pourcentage de classification correcte et matrice de perte. Le 
principe est le meme que pour cette derniere : nous creons une matrice attribuant des 
« couts » a chaque situation et calculons le cout total engendre. Ici, la difference vient 
du fait que Ton donne un « credit » aux bons classements, et un cout aux erreurs 
(valeur negative). La matrice de performance (MP) se presente sous la forme 
suivante : 









-2*Card(Cbasse xUTN) / Card(Chaute xUTN) 
TEST TEST 
2*Card(Cbasse / Card(Chaute 
, xUTN^ 
TEST 
Ou Card(Cbasse xUTN) represente le nombre d'exemples « bas » de l'ensemble TEST au 
TEST 
seuil x UTN. L'explication pour Card(Chaute xUTN) est equivalente mais pour les 
exemples « haut ». 
La fonction de cout associee s'ecrit: 
2 2 
i = , j = ! ((A+C)*(MP)n+(B+D).(MP)22) 
(MP)i,.(MC)ii 
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Le denominateur etant un facteur de normalisation dans le cas ou tous les exemples 
seraient bien classes. Le resultat obtenu est entre 0 et 1, une classification parfaite 
dormant la valeur 1. 
Nous obtenons ici une version plus generate du pourcentage de classification correct 
car il prend en compte 1'importance relative des evenements « haut » et attribue un 
malus aux mauvaises classifications, malus venant degrader Pefficacite du modele. 
Toutefois, dans certains cas ou ne disposant que de tres peu d'exemples de haute 
turbidite, il se peut qu'il y ait plus de faux negatifs que d'evenement bien classes (C > 
B), le score obtenu devenant ainsi negatif. Afin de limiter les scores negatifs (dans le 
cas ou les malus negatifs soient plus forts que les credits accordes a une classification 
TEST TEST 
correcte), nous retenons le rapport MP22 = min (Card(Cbasse xUTN) / Card(Chaute xUTN)) 
minimal sur les repartitions considerees pour le seuil x UTN. 
Tableau recapitulatif des matrices par seuil et par saison 
Les chiffres nous ayant permis de calculer les scores de performance sont indiques 
dans le tableau ci-apres. Par souci de simplification, nous n'y avons ecrit que le 
scalaire variant de chaque tableau, au lieu de la matrice complete. 
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Tableau A-15 : Tableau recapitulatif des matrices de perte et de performance par seuil 





Matrice de perte, 
(ML)12 
27 
26 
188 
Seuil de 
turbidite 
4UTN 
5,5 UTN 
7,5 UTN 
9,3 UTN 
4 UTN 
5,5 UTN 
7,5 UTN 
9,3 UTN 
4 UTN 
Matrice de 
performance, 
(MP)22 
13 
27 
35 
84 
11,3 
26 
42 
62,8 
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