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Fraud detection in large-scale accounting data is a long-standing issue in financial statement
auditing and fraud investigation. The majority of applied techniques to inspect journal entries
often fail to generalize unknown fraud cases which are new methods of fraud detection because
they are hand-crafted. To overcome this disadvantage, the paper written by Schreyer, Marco, et
al.(2007), introduced the use of deep autoencoder neural networks to detect anomalous journal
entries. We aim to develop new neural network models that can improve the fraud detection
accuracy over the previous study’s one. The first point is the variational autoencoder model
(VAE), which is an extension of the autoencoder model. The second one is the max voting model
with multiple autoencoders which are made by different data sets, and the output results are finally
judged by majority voting. We use the SAP system data as well as previous study.




























ルネットワーク (以下 NN)，オートエンコーダ (以下 AE)，
Variational Autoencoder(以下 VAE) について以下の前提知識
で触れる．
本研究での貢献は，以下の二点である．
• 実社会で活用された企業の会計データを SAP に対す
る不正検出を行った．
















































BELNR WAERS BUKRS KTOSL PRCTR BSCHL HKONT DMBTR WRBTR label
288203 C3 C31 C9 C92 A3 B1 280979.6 0 regular
324441 C1 C18 C7 C76 A1 B2 129856.5 243343 regular
532980 C1 C20 C1 C18 A1 B1 129856.5 54449.84 local






ている.エンコーダマッピング fθ(·)は,入力ベクトル xi を潜
在空間 Z の圧縮表現 zi にマッピングする.次に,この潜在表




f lθ(·) = σl(W l( f l−1θ (·)) + bl) (1)
glθ(·) = σ′l(W ′l(gl−1θ (·)) + dl) (2)







































E = E(y1, ..., yk) (4)








る．データ集合を，X＝x⃗1, x⃗2, · · · , x⃗N とする．各データ点を，







rnk(x⃗n − µ⃗k)2 (5)






















用した．活性化関数は，LReLU関数 (Leaky Rectified Linear
Unit)を用い，スケーリング・ファクタを a = 0.4に設定した．
学習が収束すると，学習済のモデルを，各仕訳項目の復元














計でない正常データ 532909件を k-means法により 3分割に
し，そのデータを各オートエンコーダに学習させた．また，
3種類のオートエンコーダに用いるテストデータは，不正会








TP(True Positive)を真陽性, FP(False Positive)を偽陽性 (第
一種の誤り)，FN(False Negative) を偽陰性 (第二種の誤り)，
TN(True Negative) を真陰性とする．本研究では不正解デー
タを陽性とする．また，先行研究では，不正会計ラベルに
























T P + FN
(7)
c) F1-score
F1-Score とは，Precision と Recall の調和平均であり，陽
性と予測データ及び実際に陽性であるデータが正しく陽性と
して検出できる割合.
F1 − S core = T P




































model Precision Recall F1-Score
M.Schreyer et. al.[1] 0.5688 - 0.7251




























実際のクラス Positive 92 1
Negative 8 99
表 6結果
AE Precision Recall F1-Score
AE1 0.925234 0.99 0.956522
AE2 0.98 0.98 0.98
AE3 0.59375 0.95 0.730769





max(D1) < Re < min(D3) (9)
Re ≤ min(Global) (10)
AE2における不正会計である仕訳入力の範囲を求める閾値
の算出方法は次式で示す．
max(D2) < Re < min(D1 ∪ D2) (11)
Re ≤ min(Global) (12)
AE3における不正会計である仕訳入力の範囲を求める閾値
の算出方法は次式で示す．
min(D1 ∪ D2) < Re < (13)























































































































トエンコーダの散布図より，実際には Global と Local では
それぞれ異なる結果を出力する．実験環境や取得可能なデー
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