Abstract: A dependable long-term hydrologic prediction is essential to planning, designing and 12 management activities of water resources. A three-stage indirect multi-step-ahead prediction model, 
Introduction 27
A dependable long-term hydrologic prediction is essential to planning, designing and spatial and temporal scales (Parasuraman and Elshorbagy, 2007) . The mechanistic models 37 used to model such processes would require a large amount of high-quality data associated 38 with astronomical, meteorological, natural geographical characteristics as well as human 39 activity (Arora, 2002; Maier and Dandy, 1999; Milly, 1994) , while the burden of data 40 constrains the application of mechanistic models. In the other hand, the black-box models, 41 that at first were only designed to identify the connection between inputs and outputs, are 42 widely applied to forecast the long-term streamflow because of their requirement of little 43 data and their simple formulation. The earlier methods include time series techniques and 44 multiple linear regression methods (Smith, 1991; Irvine and Eberhartdt, 1992) . As an 45 alternative to the aforementioned mathematical models, ANNs, which map the input to For many engineering applications, a series of forecasts with a long ahead time are required. 53 In recent decades, multi-step-ahead (MS) techniques (Williams and Zipser,1995) The fundamental idea behind cubic spline interpolation is used to draw smooth curves 133 through a number of points. A third degree polynomial s i (x) is determined by 
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. Using the four conditions of cubic splines (Pollock, 1999 ), 136 we can draw the following equation. 
Note that this system has n-2 rows and n columns, and is therefore under-determined. In Using spline interpolation methods, we can increase sampling points between observations. 
SATNN model architecture and algorithm

168
The basic idea behind the design of the model is to use higher temporal resolution (i.e., a higher 169 sampling rate and higher frequencies) for the long-term history and to use lower temporal 170 resolution for the short-term history (human brain uses a similar approach when combining 171 the "detailed" certain-memory with the "general" uncertain-memory to predict future events).
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By this means, we get more essential information on the "detailed" and "general" history of 173 the time series while we use a relatively small number of inputs in the forecasting system. 174 With interpolation algorithm, some dynamic virtual data which can be called the "detailed" 175 are inserted into the original sequences at the point far from the current spot. So the impact of 176 previous prediction errors that would be iterated into the model for the next step prediction is 177 decreased. Therefore, the reliability of this indirect multi-step-ahead prediction model will be 178 improved when we make multi-step ahead prediction. 
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where the variable with a cap "^" denotes the prediction value. . This bipolar sigmoid will generally yield an output that 238 approaches 1 or -1.
239
By using the spline interpolation, the typical neuron governing equations are developed as 240 follows:
The output of the j th neuron in the lth layer at time t is denoted by ( ) series. This example is used to explore the SATNN model for general MS prediction problem.
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The second involves the long-term forecast of monthly discharge of a real hydropower plant.
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The goal is to explore the algorithm efficiency to long-term hydrologic prediction. We must pay more attention in designing a proper structure for ATNN in our model. In 272 most prediction applications, the goal is to train the network to achieve a balance between the 273 ability of the network to respond correctly to prediction results, and its ability to spend In order to compare to other models, we also employ the normalized mean squared error 306 (NMSE) which is the ratio between the MSE and the variance of the time series. Comparison 307 among six algorithms for Set 1 is listed in Table 1 . SATNN holds the holds all best result in 308 each steps ahead prediction. For example, NMSE 1-step-ahead =0.0505, NMSE 2-step-ahead =0.1283, 309 NMSE 3-step-ahead =0.1457, NMSE 4-step-ahead =0.1457, NMSE 5-step-ahead =0.1478,
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NMSE 6-step-ahead =0.150. Furthermore, the mean of them is also the best NMSE mean1-6 =0.1280. 
