Abstract. We discuss boundedness and compactness properties of the embedding M 
Introduction
A classical result due to Müntz says that, if 0 = λ 0 < λ 1 < · · · < λ n < . . . is an increasing sequence of nonnegative real numbers, then the linear span of x λn is dense in C([0 < ∞, the closed linear span of the monomials x λn in different Banach spaces that contain them is usually not equal to the whole space; it is therefore interesting to study the new spaces thus obtained. In particular, if 1 ≤ p < +∞ and We may refer principally to the two monographs [3] and [4] and the references within, as well as to the recent papers [2, 6] .
The starting point of our research is formed by some recent results of Ihab Al Alam, either published in [2] or contained in his thesis [1] . They deal with properties of weighted composition operators on Müntz spaces, and it is noted therein that the properties of these operators are connected to embedding of the spaces into Lebesgue spaces.
In the present paper we have pursued this line of approach systematically. More precisely, we discuss boundedness and compactness properties of the embedding M 1 Λ ⊂ L 1 (µ), where µ is a finite positive Borel measure on the interval [0, 1] . In general the embedding properties are critically dependent on the nature of the sequence Λ = (λ n ).
The plan of the paper is the following. Section 2 contains preliminaries as well as general results concerning boundedness of the embedding, while Section 3 discusses compactness of the embedding. In Section 4 we introduce an important class of measures that we call sublinear, and which bear a certain resemblance to Carleson measures defined in the unit disc or half-plane. These allow in Section 5 a rather complete solution of the embedding problem for the class of quasilacunary sequences Λ. Section 6 discusses through some examples the problems that may appear in the general case, while Section 7 investigates the important sequence λ n = n 2 . Finally, in Section 8 we show how one can recapture in this context some of Al Alam's results on weighted composition operators.
Embedding measures
The basic reference for Müntz spaces is [4] ; occasionally we will use also some results from [3] .
We denote by m the Lebesgue measure on [0, 1] and by Λ = (λ n ) n≥1 an increasing sequence of positive real numbers with n≥1 Note that sometimes Müntz spaces are defined by including the value λ 0 = 0 in the family of monomials; but the statements are simpler if we start with λ 1 > 0. This is a matter of convenience only: all boundedness and compactness results below remain true if we add the one-dimensional space formed by the constants. 
for all polynomials p in M 1 Λ . It is immediate (by applying the condition to the functions x λn ) that if µ is Λ-embedding, then µ({1}) = 0, so we will suppose this condition satisfied for all measures appearing in this paper. If 0 < ǫ < 1, then the interval [1 − ǫ, 1] will be denoted by J ǫ .
The next lemma is a useful technical tool. Lemma 2.2. Suppose ρ : R + → R + is an increasing, C 1 function with ρ(0) = 0 such that µ(J ǫ ) ≤ ρ(ǫ) for all ǫ ∈ (0, 1]. Then for any continuous, positive, increasing function g we have
, then integration by parts yields
. Plugging this into the previous equation, integrating again by parts, and using ρ(0) = 0, we obtain
The proof is finished by noting that
We intend to investigate necessary and sufficient conditions for a measure µ to be Λ-embedding. These conditions depend in general on the sequence Λ; also, in most cases there is a gap between necessity and sufficiency. The starting point for our approach is the following result from [3, p.185, E.8.a]. |f (x)|dx.
In particular, the supremum in the left-hand side is majorized by c ǫ f 1 .
Formally the inequality (2.2) is stated in [3] only for polynomials in M , with essentially bounded density, then µ is Λ-embedding for any Λ.
In particular, there exists a subsequence (p n k ) k which converges almost everywhere (with respect to µ) to g. But according to Lemma 2.3, (p n ) n tends to f uniformly on every compact of [0, 1), so g(t) = f (t) for almost every t ∈ [0, 1) with respect to µ;
Using standard arguments based on the closed graph theorem, it is easy to see that it is sufficient to have the set inclusion M 1 Λ ⊂ L 1 (µ) in order to obtain that µ is Λ-embedding. For a Λ-embedding µ we denote by ι µ the embedding operator
To obtain a more general sufficient condition, note that the smallest constant that can appear in the right-hand side of (2.2) is a positive, decreasing function of ǫ, and thus admits decreasing and continuous majorants. In the sequel we fix such a majorant, denoted by c(ǫ). Then κ(t) := c(1 − t) is positive, increasing and continuous on [0, 1). Using (2.2) for any monomial x λ i , we see that κ(t) → ∞ for t → 1, and the order of increase is at least (1 − t) −1 .
Proof. For k, m ≥ 1, define the set E m,k = {x ∈ [0, 1) :
Since κ is increasing and continuous, we have E m,k = (a 
then κ m is a decreasing sequence of functions tending everywhere to κ. By the monotone convergence theorem, it follows from the hypothesis that
On the other hand, from (2.2) it follows that, for any
whence (taking into account that f (0) = 0 and µ({1}) = 0)
Letting now m → ∞ and using (2.3), it follows that µ is Λ-embedding and
Since κ is continuous, increasing and κ(t) → +∞ for t → 1, the condition κ ∈ L 1 (µ) is related to the asymptotics of µ in 1. The next corollary gives a sufficient condition on µ expressed in terms of µ(J ǫ ).
Proof. The proof follows by applying Lemma 2.2 to the case g = κ.
In general κ has not an explicit formula in terms of the sequence Λ. We would like to obtain more treatable formulas; this will be done below for some special classes of Λ.
Compactness and essential norm
A related problem is that of the compactness of the embedding ι µ . Here, the starting point is a result stated as Lemma 4.2.5 in [1] ; we will sketch a proof for completeness. We may now improve Corollary 2.4.
Proof. The proof is an immediate consequence of Lemma 3.1: if we take a sequence (f n ) n in the unit ball of M = 0 the embedding ι µ is compact.
as a subspace of L 1 (µ), and the operators ι µm as taking values in L 1 (µ). The hypothesis implies that µ ′ m = µ − µ m is Λ-embedding, with embedding constant tending to 0. Therefore ι µ − ι µm → 0. Since each ι µm is compact, by Proposition 3.2, the result follows.
For a general bounded embedding, one can use the measures µ ′ m to obtain a formula for the essential norm of ι µ . We start with an abstract simple lemma that will be used also in Section 8.
Lemma 3.4. Let X be a Banach space, (E, ν) a measurable space, T : X → L 1 (ν) a bounded operator, (E m ) m a decreasing sequence of measurable subsets of E such that ν( m E m ) = 0. Suppose that (I−P m ) is compact for all m, where P m denotes the natural projection of
Then the essential norm of T is given by
Proof. Note that the sequence ( P m T ) m is decreasing, so the limit exists. Since T − P m T is compact for each m, it is obvious that T e ≤ lim m→∞ P m T . To prove the reverse inequality, let ǫ > 0 and K :
Since g ∈ L 1 (ν) and ν( m E m ) = 0, there exists a positive integer N such that Em |g| dν ≤ ǫ for all m ≥ N. Then, if m j ≥ N, we have
From (3.1) it follows then that
Since this is true for any compact K, we have
Letting ǫ → 0 yields the desired inequality. The formula given in Theorem 3.5 can be made explicit in particular cases. We state an example that will be used in Section 8.
On the other side, fix again ǫ > 0. If m is sufficiently large, then dµ
and the last quantity tends to a − ǫ for n → ∞. Therefore ι µ ′ m ≥ a − ǫ for all ǫ > 0. Letting now ǫ → 0 yields the desired reverse inequality.
Sublinear measures
We start with the following simple observation. .
It follows that for all
Therefore, for all n ≥ N, we have
It is now obvious that there exists C > 0 such that µ(J 1/λn ) ≤
We can then obtain a necessary condition for Λ-embedding for a class of sequences Λ. Proof. Obviously it is sufficient to check the condition of sublinearity for ǫ sufficiently small. Since 1/λ n is a decreasing sequence tending to 0, we may assume that for some n we have
It is interesting that sublinearity is also a sufficient condition for Λ-embedding for the class of quasilacunary sequences Λ. This will be proved in the next section; now we continue with some elementary facts about sublinear measures.
The next lemma is a consequence of Lemma 2.2, in case ρ(x) = x.
Lemma 4.4. Suppose that µ S < ∞. If g is continuous, positive, and increasing, we have 
(ii) If µ is vanishing sublinear, then
Proof. For (i), we apply Lemma 4.4 to the case g = x λ . For (ii), fix ǫ > 0. By the definition of vanishing sublinear, there is δ > 0 such that µ(J δ ′ ) ≤ ǫδ ′ for all δ ′ ≤ δ. If λ is large enough, then λx λ ≤ ǫ for all x ≤ 1 − δ, and we have
Let µ δ be the measure which is equal to µ on J δ and is 0 elsewhere. Then applying again Lemma 4.4 to the measure µ δ and to the function g(x) = λx λ , we get that the second term is also bounded by ǫ.
Quasilacunary sequences
A sequence Λ is lacunary if for some q > 1 we have λ n+1 /λ n ≥ q, n ≥ 1. More generally a sequence Λ is quasilacunary if for some increasing sequence (n k ) of integers and some q > 1 we have λ n k+1 /λ n k ≥ q and N := sup k (n k+1 − n k ) < ∞. (The first condition of quasilacunarity is sometimes stated as λ n k +1 /λ n k ≥ q; it is easy to see that the two are equivalent, of course with a different q.) The sequence Λ will be fixed in this section. We need a few results from [4] . 
Lemma 5.2 ([4, Proposition 8.2.2]). There is a constant
K > 0 (de- pending only on Λ) such that, if f (x) = m n=1 α n x λn , then f ′ ∞ ≤ K m n=1 λ n f ∞ .
Lemma 5.3 ([4, Theorem 9.3.3]).
If Λ is quasilacunary, F k = span {x λ n k +1 , . . . , x λn k+1 }, then there is d 1 > 0 such that for any sequence of functions f k ∈ F k we have
In particular, if Λ is lacunary, then there is d 1 > 0 such that
for every polynomial p(x) = n a n x λn in M 1 Λ . Let us also note that, in the proof of [4, Theorem 9.3.3] , it is shown that any quasilacunary sequence may be enlarged to one that is still quasilacunary and satisfies λ n+1 /λ n ≤ q 2 for all n. We will suppose this true in the sequel; it follows then that we can assume
Finally, we will use also the following elementary lemma.
Replacing f by −f we may assume that f (x 0 ) = M. Obviously one of the intervals
The proof in the case where [x 0 , x 0 + 1/2] is in [0, 1] follows along the same lines.
We are ready now for the promised extension.
Theorem 5.5. If Λ is quasilacunary, then any sublinear measure µ is Λ-embedding.
Proof. By Lemma 5.3, it is enough to show that there is a constant C > 0 such that for any k and any f ∈ F k we have f L 1 (µ) ≤ C f 1 . Let us then fix k and f ∈ F k . Applying Lemma 5.1 and Corollary 4.5, we have
We apply now Lemma 5.4; there are two possible cases. If f ∞ ≤ 4 f 1 , then it follows immediately from (5.3) that
We obtain thus the desired inequality and the theorem is proved in this case.
If the minimum in Lemma 5.4 is given by the other term, we use Lemma 5.2, which yields
Then, by Lemma 5.4,
We cancel f ∞ from both sides and plug the resulting inequality into (5.3). With the aid of (5.2), one obtains
which finishes the proof.
Combining Theorem 5.5 with Proposition 4.3, we obtain a class of Λ for which sublinearity is a necessary and sufficient condition for Λ-embedding.
Corollary 5.6. If, for some increasing sequence (n k ) of integers with sup k (n k+1 − n k ) < ∞ we have
then a measure µ is Λ-embedding if and only if it is sublinear.
The next corollary follows from Proposition 3.3 and Theorem 5.5.
Corollary 5.7. If Λ is quasilacunary, then for any vanishing sublinear measure the embedding ι µ is compact.
Some examples
In general the property of being Λ-embedding depends on the sequence Λ, as shown by the next example.
Example 6.1. We intend to construct a measure µ and two lacunary sequences Λ = (λ n ) n and Λ ′ = (λ ′ n ) n such that µ is Λ-embedding but not Λ ′ -embedding. For 0 < a < 1, consider the function λ → λa λ . It attains its maximum in x a = − 1 ln a , and the maximum value is between x a /2 and x a ; also, the limit for λ → ∞ is 0. Since, for a close to 1, − ln a is of the same order as 1 − a, it follows that x a is of the same order as (1 − a) −1 . Take then µ = k c k δ a k , where δ x defines the Dirac measure in x, a k ↑ 1 and c k > 0, k c k < ∞. The values c k , a k , λ k will be defined recurrently. We start with c 0 = λ 0 = 1 and a 0 = 0. Suppose then that they have been defined for k ≥ n. We choose then λ n+1 large enough such that λ n+1 a
. Finally, we define c n+1 = (n + 1)(1 − a n+1 ).
Note first that (i) implies 1 − a n ≤ 2 −n and therefore c :
Since (ii) implies that c n λ n ≤ 1, it follows that, for all n ≥ 3 λ n x λn dµ ≤ c + 3, and therefore, for all n, there exists a positive constant C > 0 such that
Now, if we take an arbitrary function f of the form
(the last inequality follows from (5.1)). Therefore µ is Λ-embedding.
As for Λ ′ , we define λ
Since the maximum value of λ → λa λ is greater than x a /2, and since x an is of the same order as 1 
1−an
when n tends to ∞, there exists a positive constant C 1 such that
Then, by definition of c n , it follows that
The next example shows that for sequences that are not quasilacunary, the sublinearity of the measure µ is not in general a sufficient condition for Λ-embedding.
Example 6.2. Note first that if δ t is the Dirac measure in t ∈ [0, 1),
Let us consider, for all positive integers p, q, the function h p,q (x) = x p (1 − x) q . We are interested in some estimates related to this function when p, q → ∞ and q/p → 0.
First, note that the maximum of (1 − x)h p,q (x) is attained in t p,q = p p+q+1
. If p, q → ∞ and q/p → 0, then this maximum value is of order 1 p q+1 .
Secondly, to estimate h p,q 1 , note that it is equal to B(p + 1, q + 1) (Euler's beta function), and thus (by standard estimates for B) we have
After some simple computations using the definition of e, it follows that
Define then the sequence Λ by adding together the groups of consecutive integers from k 7 to k 7 + k 5 , for all k ≥ 1. Then
. Then µ is sublinear,
On the other hand, by (6.1) we have
and therefore
Thus µ is not Λ-embedding.
7. The sequence λ n = n 2
To show an example of what can be obtained going beyond quasilacunary sequences, we give in this section a more precise estimate for the function κ in the case of the sequence λ n = n 2 . This will be done in several steps, which essentially make explicit the calculations that are involved in the general results, as found, for instance, in [3, 4.2] . The sequence n 2 is a main example of a standard sequence, that is, one for which λ n+1 /λ n → 1; it is a test for several unsolved questions in the theory of Müntz spaces (see [4] ). For the rest of this section, we will denote Λ = (n 2 ) n≥1 andΛ = (n 2 + 1) n≥1 . First, if f (x) = a γ x γ + m n=1 a n x γn , then by standard euclidian space arguments we have
where d is the distance in L 2 [0, 1] from x γ to the span of the functions x γ 1 , . . . , x γm . A calculation involving biorthogonal bases and Cauchy determinants that can be found in [3, pp. 176-177] shows that
We intend now to apply (7.1) to the case of the Müntz space M 1 Λ . Suppose f (x) = n≥1ã n x n 2 +1 . According to (7.1), we have
We break in three parts the infinite product in the right-hand side. The first two are estimated simply:
As for the third, we have
Using the inequality log(1 + x) ≤ x, we obtain
, and thus
2m .
Remembering now that Stirling's formula says that
we obtain from (7.3), (7.4), and (7.5), after some majorizations,
, and we may apply the previous estimate top, obtaining
The last estimate is obtained from the fact [5, p 57 ] that, for a > 1,
(log a) 2 4 log x when x ր 1.
In conclusion, for the sequence Λ = (i 2 ) i≥1 we can use in Theorem 2.6 and Corollary 2.7 the function κ(t) = C 1 e C 1−t in order to obtain sufficient conditions for a Λ-embedding measure µ. One can see that there is a big gap between these conditions and the necessary sublinearity given by Proposition 4.3.
Applications: weighted composition operators
A starting point for this paper was Section 4.2 from [1] , which studies certain weighted composition operators on M 
At this level of generality, C φ and T ψ are linear mappings in the vector space of Borel functions. We are interested in conditions under which the weighted composition operator
in case this happens, we may want to compute the essential norm.
There is a standard way to view this as an embedding problem. Recall that the pullback of a measure ν by φ is the measure φ
for any Borel set E. Then the formula
is easily checked on characteristic functions, whence it extends to all Borel functions on [0, 1].
Lemma 8.1. Define the measure µ = φ * (ψdm). Then (i) T ψ •C φ is bounded from M 1 Λ to L 1 if and only if µ is a Λ-embedding measure.
(ii) T ψ • C φ is compact from M , 1])), one verifies easily that
whence (I − P n )T is compact by Proposition 3.2. It follows then from Lemma 3.4 that
One can now recapture some of the results in [1] , where a certain regularity is assumed for the functions φ and ψ; in this case we can describe more precisely the measure φ * (ψ dm), as shown by the following lemma, whose proof is a simple computation. One should note that both Propositions 8.3 and 8.4 are valid for any Λ. This is a consequence of imposing rather strong hypotheses on φ and ψ (correspondingly, on the measure µ).
