Background and aim: Gastric cancer is one of the most prevalent cancers in the world. Characterized by poor prognosis, it is a frequent cause of cancer in Iran. The aim of the study was to design a predictive model of survival time for patients suffering from gastric cancer. Methods: This was a historical cohort conducted between 2011 and 2016. Study population were 277 patients suffering from gastric cancer. Data were gathered from the Iranian Cancer Registry and the laboratory of Emam Reza Hospital in Mashhad, Iran. Patients or their relatives underwent interviews where it was needed. Missing values were imputed by data mining techniques. Fifteen factors were analyzed. Survival was addressed as a dependent variable. Then, the predictive model was designed by combining both genetic algorithm and logistic regression. Matlab 2014 software was used to combine them. Results: Of the 277 patients, only survival of 80 patients was available whose data were used for designing the predictive model. Mean ± SD of missing values for each patient was 4.43±1.41 combined predictive model achieved 72.57% accuracy. Sex, birth year, age at diagnosis time, age at diagnosis time of patients' family, family history of gastric cancer, and family history of other gastrointestinal cancers were six parameters associated with patient survival. Conclusion: The study revealed that imputing missing values by data mining techniques have a good accuracy. And it also revealed six parameters extracted by genetic algorithm effect on the survival of patients with gastric cancer. Our combined predictive model, with a good accuracy, is appropriate to forecast the survival of patients suffering from Gastric cancer. So, we suggest policy makers and specialists to apply it for prediction of patients' survival.
Introduction
Gastric cancer is known as one of the common causes of cancer mortality worldwide (1) , as of the 74,067 new cases of cancer in Iran in 2009, 6,886 were detected as having gastric cancer (2) . The five most common cancers (excluding skin cancer) are stomach, esophagus, colon-rectum, bladder and leukemia in males, and in females are breast, esophagus, stomach, colon-rectum and cervix uteri (3) . Despite a decline that has occurred in incidences of gastric cancer in Iran during recent years, according to results of the present study, Iran is placed in the group of countries with a moderate risk of gastric cancer (4) . High level clustering of the cases was seen in northern, northwestern, western, and northeastern areas for esophagus, gastric, and colorectal cancers (5) . According to the latest reports of the Iranian Ministry of Health and Medical Education, the five leading gastrointestinal causes of death in order of frequency were: gastric cancer, hepatobiliary cancer, liver cirrhosis, esophageal cancer, and colorectal cancer. Gastric adenocarcinoma has been introduced as the most fatal cancer in Iran (6, 7) . Patients are often diagnosed with advanced disease and five-year survival rates are poor, usually less than 30% (8) . A few studies have already investigated the survival pattern of stomach cancer in different regions of Iran and prognostic factors are being ascertained (9) (10) (11) (12) . The likelihood of death was higher in men and likelihood of tumors was higher in corpus and cardia patients more than 70 years old (13) . In Yazd, 295 gastric cancer patients had a 5-year survival rate of 8% (14) . In another study from the national cancer registry file, where 3,439 cases of stomach cancer between 2001 and 2005 were studied, age, tumor size and advance pathologic stage was related to survival. But sex, distant metastasis, histology type, tumor grade and lymph node metastasis were not prognostic factors (15) . The statistics of gastric cancer should be updated periodically to identify trends in incidence, prevalence, and mortality, all of which have important implications for health policy planning (16) . To the best of our knowledge, despite high prevalence of gastric cancer in the northeastern area, there is no study on survival of gastric cancer and prognostic factors in this area. So, to investigate the survival and the factors influencing the survival time of gastric cancer patients, which are the main objectives of this study (14) , we aimed to design a model for predicting the survival rate of patients with stomach cancer regarding to histopathology type, anatomical site, and family history between 2010 and 2015 in Mashhad, Iran.
Material and Methods
The data of this research was from the type of survival studies. This data were collected through a historical cohort conducted between 2011 and 2016. Study population were 277 patients suffering from gastric cancer. In cases of deceased patients, their relatives were interviewed if they were satisfied to do so. Survival prediction modeling for the patients requires the information of the deceased patients, especially their chances of survival after their cancer diagnosis. Among 277 patients, 197 were either alive at the time of this research or their survival was not clear. Therefore, the information of 80 patients was applied for the purpose of modeling. This information included 15 independent variables and one dependent variable among which 3, 10 and 3 variables were nominal, ordinal and interval respectively. The details of these variables have been described in Table 1 .
Data preprocessing
Of the 277 patients, only survival of 80 patients was available whose data were used for conducting a predictive model. We removed 118 patients because they were alive when research was in progress, removed 10 patients due to having outlier data and removed 10 patients due to unavailability of survival data.
The steps of preprocessing have been depicted in Figure 1 . Table 2 ; from 15 independent variables, 8 variables were missing. The variable "Hx. of extra. GI. Cancer" had the highest percentage of missing data with 88.75%. The mean and standard deviation of the missing variables for each patient were 4.43±1.41. MICE algorithm (6), with some modifications which will be mentioned later, was used to impute missing values. The form of the algorithm to find the missing values is in a way in which at first, the variables must be prioritized based on their missing values. The variables with the lowest missing values come first and the ones with the highest come thereafter. Using data mining technique, a data classification method was generated in which the independent variables were variables without missing data, and dependent variables were the ones with the least number of missing variables. Then, with the use of data mining algorithm, the missing values of the dependent variable were imputed and the dependent variables were added to the previous collection of the independent variables. The next variable with the least number of missing values was chosen as a dependent variable and again, the previous process was repeated for it. This process continued until no variable with missing value existed (17). The above process was repeated several times until no change occurred in the data. By the end of this process, all the empty fields were imputed and no missing value existed.
Recognition of the out-of-range data
In order to cross out the out-of-range data for each feature, algorithm IQR was used (7) . The number of the records with the out-of-range data is 10, which all have been crossed out. 
The recommended model
In this research, Logistic Regression Algorithm, Genetics Algorithm and MICE Algorithm were applied. Logistic regression is a predictive analysis which is used to describe the data and to explain the relationship between one dependent binary variable and one or more independent, variable, ordinal, interval, or ratio-level independent variables. A genetic algorithm (GA) is a method for solving both constrained and unconstrained optimization problems based on a natural selection process that mimics biological evolution. The algorithm repeatedly modifies a population of individual solutions. Multivariate imputation by chained equations (MICE) has emerged as a principled method of dealing with missing data. Despite properties that make MICE particularly useful for large imputation procedures, advances in data mining now make it accessible to many researchers. The issue was dealt with in three forms. In the first form, logistic regression was used for all 15 independent variables. In the second form, the missing values were imputed by MICE algorithm. Then, the dimensions were reduced by genetic algorithm. In the third form, the missing values were imputed by the optimized algorithm and then the dimensions were reduced by genetic algorithm.
Solve problem by regression algorithm
In this stage, all data with their features has been considered. The data was divided in two sections: test and train. The division technique will be described in the assessment section. The regression algorithm was applied for train data and a model was designed. To assess the recommended model, test data was not used (model assessment technique is described in the assessment section).
Solve the problem by MICE algorithm and genetic algorithm
In this technique, at first, the missing values were imputed and then the dimensions of the data were reduced by MICE algorithm and genetic algorithm respectively. After the dimensions' reduction, the data was divided into two sections of train and test. Like the previous stage, logistic regression algorithm was applied for train data and then the model was assessed by test data. In Figure 2 , the way to reduce dimensions by genetic algorithm and application of the regression algorithm has been demonstrated. First, the missing values were imputed by MICE algorithm and then, all 80 records were applied for genetic algorithm. Genetic algorithm chose a subset of records which has been assessed by regression algorithm. This process was repeated until the best subset was chosen as output, and effective parameters for survival rate were selected. Then data has been divided into two sections of test and train, regression algorithm was applied for the train data and a model was designed. The designed model was assessed by test data.
Figure 2. Model design by logistic algorithm and genetic algorithm

Solve the problem by MICE optimized algorithm and genetic algorithm
This model looks like section 4-2 and the only difference is that MICE optimized algorithm has been applied instead of MICE algorithm. The process of this optimization on MICE algorithm has been described in section 2-1-1. The solution has been given in Figure 3 . 
Results
To assess the algorithms, three features of Sensitivity, Specificity and Accuracy have been used. In order to conduct the research, data has been divided into two test and train sections. 10-fold technique was used to divide data. Then, regression algorithm was run 10,000 times and algorithm accuracy was measured 1,000 times and its mean was chosen as the algorithm's accuracy. In the model assessment, the problem was solved in three situations. In the first one, regression algorithm was used for 15 independent variables and in the second, the independent variables were reduced by genetic algorithm and then the missing values were imputed through MICE algorithm. In the third case, the independent variables were reduced using genetic algorithm and then the missing data was imputed by MICE optimized algorithm.
Application o logistic algorithm for all variables
In this stage, logistic regression was applied for all variables. The algorithm was run for 10,000 times and then Sensitivity, Specificity and Accuracy algorithms were run on both test and test data.
Application of logistic regression along with dimensions' reduction with the help of genetic algorithm and MICE algorithm
First, the missing values were imputed by MICE algorithm and then the number of independent variables were reduced to nine by the use of genetic algorithm. Education, race, PMH, age at diagnosis, family history of gastric cancer, age at Dx of family GC, Hx of other GI cancer, type of other GI Cancer, Hx. of extra GI cancer were the nine parameters associated with patient survival. After this reduction, logistic regression algorithm was run on these nine variables and repeated 10,000 times. Then the algorithm of Sensitivity, Specificity and Accuracy were run for training, as well as test data.
Application of logistic regression with dimensions' reduction with the help of genetic algorithm and optimized MICE algorithm
As explained in 2-1-1, the missing values were imputed by data mining algorithms, and independent variables were reduced to six: Sex, birth year, age at diagnosis time, age at diagnosis time of patients' family, family history of gastric cancer, and family history of other gastrointestinal cancers. After the reduction of the variable, logistic regression algorithm was run on these six variables for 10,000 times. Then, Sensitivity, Specificity and Accuracy algorithm was run on test data. The logistic regression coefficients are described in Table 3 . If the regression coefficient is positive, the rise of that variable causes the rise of patient's survival rate, and if it is negative, its rise causes the fall of the patient's survival rate.
A comparison among the three techniques for problem solution
In this stage, the three different techniques for problem solution were compared by considering the three assessment parameters. The details of this comparison are demonstrated in Figure 4 . As seen in Figure 4 , the optimized MICE technique has worked better on all three parameters of Sensitivity, Specificity and Accuracy. 
Discussion
In this research, a model was designed to predict the chances of survival in gastric cancer patients. From 15 independent variables, 6 variables were chosen for the purpose of modeling. Two dependent variables studied the Page 6041 survival rate of the patients in two forms of one and two years. According to the logistic regression coefficients, each variable was described. The survival rate falls and if it is one (male), the chances of survival falls. Based on the amount of e^(β_1 )according to Table 3 , the possibility of survival fall is 29% more in women than in men. In two articles of Yang et al. in 2011 (19) and Zeraati and Amiri in 2016 (20) , it was demonstrated that gender directly influences the survival rate in gastric cancer. The 2nd, 3rd and 4th variables were patient's age, the age of diagnosis and age of diagnosis time at patients' family, respectively. As the age rises, the period of patient's survival falls and vice versa. The two studies of De Angelis et al. in 2014 (21) and Ferro et al. in 2014 (22) reveal that as the age of patient as well as the age of diagnosis rise, the survival period falls. Due to a negative coefficient for the variable "Family history of gastric cancer", if there has been any case of gastric cancer in the family, the possibility of survival decreases and in the case of gastric cancer in relatives, the possibility of survival rises. Based on the amount of e^(β_1 ) according to Table 3 , the chance of survival in patients with gastric cancer history in the family is 5% less than patients with gastric cancer history in relatives. In the paper of Rugge et al in 2015 (23) , the influence of cancer history in family on survival possibility has been revealed. Due to a negative coefficient for the variable "Other type of cancer", if this variable is small intestine or liver, survival rate falls and if it is esophagus or large intestine, survival rate rises. The most noticeable limitation in this study is the low number of records used for modeling. Therefore, it is highly recommended that this study be repeated in future with more records to find a model with higher level of accuracy, although the designed model with these available records was good enough in accuracy, which can be among the advantages of this study. As seen in Figure 4 , with dimensions' reduction algorithm as well as MICE optimized algorithm, the accuracy of the model increases from 63.03% to 72.57% which shows the appropriateness of this recommended technique in modeling the prediction of gastric cancer patients' survival rate.
Conclusions
In this study, a prediction model is presented for the survival time of patients with gastritis. In this model, six variables of gender, year of birth, age at diagnosis, age of diagnosis in the family of patients, family history of gastric cancer, and family history of other gastrointestinal cancers affect survival time. Having a patient's survival time can be a great help in determining the treatment method for doctors. It is suggested that the proposed model be evaluated for other examples. A further study on the methods for extracting variables that affect gastric cancer can be appropriate for future research.
