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ABSTRACT 
This paper presents some precise structural results concerning combinatorially 
symmetric, sign symmetric, and sign antisymmetric invertible matrices whose associ- 
ated digraphs are trees. In particular given an invertible sign antisymmetric matrix A 
whose associated digraph is a tree and the fact that A _ ’ is sign antisymmetric, we are 
able to completely determine the associated digraph of A- ‘. 
1. INTRODUCTION 
A large amount of research has been done in recent years in applying 
graph theory to the study of matrices, particularly to the study of large sparse 
matrices. In particular graph theory has served to give insight into how sparse 
Gaussian-elimination algorithms can be made more efficient [l] as well as to 
give concrete results concerning the eigenvalues of certain matrices [2]. In 
this paper we explore how graph theory can give precise and clear informa- 
tion concerning certain matrices and their inverses. Specifically, we examine 
matrices which are either combinatorially symmetric, sign symmetric, or sign 
antisymmetric and whose associated digraphs are trees. 
The major result in this paper is Theorem 10, which gives precise 
structural information concerning certain sign antisymmetric matrices whose 
associated digraphs are trees. The results preceding Theorem 10 provide the 
general setting for the subject, while those after Theorem 10 serve to 
delineate the implications of this theorem. 
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2. BACKGROUND 
Suppose A is a real n X n matrix. Then A is said to be combinatorially 
symmetric iff aij = 0 implies a j i = 0, 1~ i, j< n. A is sign symmetric iff 
sgn a, j = sgn a j i, 1~ i, j < n. Finally A is sign antisymmetric iff sgn a i j = - 
sgnaji, l<i,j<n, i*j (a,,*0 is permitted). We shall assume that all 
matrices in the remainder of the article are real n X n matrices unless stated 
otherwise. 
Given a matrix A, we associate with it the digraph D(A) having n points 
labeled 1,2 , . . . , n. The ordered pair (i, j) will be an edge in D(A) iff aij * 0. 
If P is a path in D(A) consisting of the edges (ii, iz), (iz, is), . . . , (i,_ i, i,), 
we let P(i, --* i,) stand for the product u~,~,u~,~, . . . a, m _,i,. The length of P 
(i.e. the number of edges in P) will be denoted by 1 PI, and the set of points on 
P will be denoted by N(P). For the above path P, (P( = m - 1 and N(P) = 
{il, i,,. . . ,i,>. 
D(A) is said to be a tree if it is weakly connected, having no semicycle of 
length greater than two. (For a more detailed explanation see [3].) All 
digraphs contain subdigraphs which are trees. In particular, any weakly 
connected digraph D must contain a maximal tree subdigraph, called a 
spanning tree of D. 
Given a matrix A, we let A({i,, is,. . . , ik)) denote the principal submatrix 
in rows and columns ii, is,. . . ,i,. The determinant of this submatrix will be 
denoted detA({i,,i,,..., ik}). In the following we shall assume that det A( 0) 
= 1. 
Keeping these definitions in mind, suppose A is invertible with associated 
digraph D(A). By [4], we know that if p and q are distinct points in D(A) 
then 
uPq=(detA)-‘cofA[q,p] 
=(detA)-‘~P(p+q)detA(Pc)(-l)‘P’. 
P 
(I) 
HereuPqisthep,qelementinA~1,PCisthesetofpoints{1,2,...,n}-N(P), 
and the sum is to be taken over all paths P from p to q. In the event that there 
is no path from p to g, then upq = 0. If there is exactly one path P from p to g, 
then 
uPq=(detA)-‘P(p-tq)[detA(P”)]( -1)“‘. 
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3. INVERSES 
We now use the formula (1) to prove a series of new results. 
PROPOSITION 1. Suppose A is combinatorially symmetric. Let p, q be 
distinct points in D(A). Zf there is at most one path jknn p to q, then apq * 0 
iffaqp*O. ZfinadditionsgnP(p-+q)=sgnQ(q+p), whereQ(q+p)is 
the unique path f&n q to p, then sgn aPQ = sgn aqp. 
Proof. Use (1). 
As a result of Proposition 1 we have the following corollary. 
COROLLARY 2. Suppose D(A) is a tree. Zf A is combinutorially symmet- 
ric, then A- ’ is combinuttially symmetric. Zf A is sign symmetric then A-’ 
is sign symmetric. 
The next proposition is a result similar to Corollary 2 and can be proved 
using Theorem 3 of [5]. 
PROPOSITION 3. Let A be a cornbinuttially symmetric matrix satisfying 
the following conditions: 
(I) There is a spanning tree T of D( A) such that if (p, q) is an edge of T 
then aPqaVP > 0. 
(II) Zf P is a path from p to q lying entirely in T, then a,,P(p + q) = 
a ,,Q(q --f p) where Q is the unique path in T fiorn q to p. 
Then A ~ ’ is sign symmetric. 
Proof. By [5, Theorem 31, there exists a real diagonal matrix D such that 
D-‘AD = S is symmetric. Thus A-’ = DS-‘D-l, implying apq = dppsPqdqq 
and aqp = dqqsqPdPP. Thus when p * q we have sgnapq = sgnaqp, since 
SgnaPqaqP = sPqs4P = (sP9)2e n 
At this point note that even though D(A) may not be a tree, we can still 
apply Proposition 1 to portions of D(A) that are treelike. 
Since the inverse of a sign symmetric matrix whose associated digraph is a 
tree must be sign symmetric, we might expect a similar result to hold for sign 
antisymmetric matrices whose digraphs are trees. The following proposition 
and corollary show that this is generally not the case. 
PROPOSITION 4. Suppose A is invertible and sign antisymmetric. Let p, q 
be distinct points in D(A). Suppose there is exactly one path P j&n p to q. 
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Then sgn up4 = sgn aqp if P has even length. If P has odd length then 
sgn a Pq = - sgna4P. 
Proof. By (1) 
apq = (det A) - ’ P( p + o)[det A( P”)]( - 1)“’ 
and 
aqP = (det A) - ‘Q( q + p) [det A( PC)] ( - I)“‘, 
where Q is the unique path of length 1 PJ from q to p. If P( p -+ q) has k plus 
signs and m minus signs, then Q(q + p) will have k minus signs and m plus 
signs. 
If ) P 1 is even, then both k and m are odd or both are even. In either case 
sgn P(p + q)= sgnQ(q -+ p), so sgnaPq = sgnaqP. 
On the other hand, if IPJ is odd, then k is odd and m is even or vice versa. 
In either case sgn P( p + q) = - sgn Q( q + p). Thus sgn aPq = - sgn uqp. n 
COROLLARY 5. Suppose A is an invertible sign antisymmetric matrix and 
D(A) is a tree. Then A-’ is sign antisymmetric iff detA( PC) = 0 for all paths 
P in A of even length. 
One should note that if an antisymmetric matrix A is invertible, then its 
inverse is antisymmetric. Hence we have the following corollary: 
COROLLARY 6. Suppose A is an invertible antisymmetric matrix and that 
in D(A) there is exactly one path P of even length from point p to point q, 
p * q. Then det A( PC) = 0 and apq = aqp = 0. 
In particular note that if A is an invertible antisymmetric matrix and 
D(A) is a tree, then approximately one-half of the elements in A-’ must be 
zero. In fact much more can be said concerning A-’ (see Theorem 10). 
Before discussing these issues however, we must introduce some lemmas. 
In the remainder of this paper we shall occasionally refer to the determi- 
nants of components in D(A) - {p} where p is some point in D(A). By this 
we mean the determinants of the principal submatrices in A corresponding to 
these particular components. 
LEMMA 7. Suppose A is a matrix and D(A) is a tree. Let p be a point of 
D(A), and let qi’ 1~ j< a(p), be the points in D(A) adjacent to p. lf x, y are 
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I 1,6 = {6,7>8,9) 
I,,, = (I,%3,4,5) 
FIG. 1. 
two points in D(A), let I,,, be the set of points in the weak component of 
D(A) - {x} that contains y (see Figure 1). Then 
U(P) a(P) 
- C apq,ag,pdetA(ZP,Yj- 9j)knldetA(zPs,k)- 
j=l 
k==j 
(Note: Zf Zp, 81 - ( 9j) = 0, we set det A(Z,, 9j - ( 9j}) = 1.) 
Proof. see [2]. n 
LEMMA 8. Suppose A is a matrix and D(A) is a tree. Let p be an interior 
point of D( A). Zf A is invertible, then at most one weak component at p has a 
zero determinant (the weak components at p are the weak components of 
D(A) - (P>). 
Proof. By Lemma 7, if two or more weak components have zero 
determinants, then det A = 0, and thus A is not invertible. n 
LEMMA 9. Suppose A is a matrix satisfying the assumptions of Lemma 7. 
Zf det A(Zp,qj)= 0 and det A(Z,,,j - {qj})= 0 for some j 1~ jr a(p), then 
det A = 0. 
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Proof. Apply Lemma 7. W 
In the remainder of this paper a component of D(A) will be a strong 
component unless explicitly stated otherwise. 
THEOREM 10. Suppose A is a sign antisymmetric matrix of order > 2 and 
D(A) is a tree. Then A is invertible and A- ’ is sign antisymmetric iff given 
any interior point p, the following conditions hold: 
(I) Exactly one of the components at p has a zero determinant. 
(II) lf a component at p is odd-ordered (i.e., has an odd number of 
points), then its determinant must be zero. If a component at p is even-ordered, 
then its determinant must be nonzero. 
Note that if p is an interior point, then (I) and (II) imply that exactly one 
of the components at p will be odd-ordered and that this component will have 
a zero determinant. All other components at p will be even-ordered and have 
nonzero determinants. Also note that these facts imply that D(A) must 
contain an even number of points. 
Proof. Suppose A is invertible and A- ’ is sign antisymmetric. Let 9? 
1~ j< a(p), be the points in D(A) adjacent top. Let D(A(Zj)), 1~ j< a(p), 
be the components at p, and let D(A(J,)), 1~ k < a(q,), be the components 
at 9i. Here IP 1~ j< a(p), are the points in D(A(Zj)), 1 < j< a(p), respec- 
tively; and .lk, 1 <k < a(q,), are the points in D(A(J,)), 1 <k < a(q,), 
respectively. Assume 9j E I ., 1~ j < a(p), and that p E Ji (see Figure 2). 
In order to prove (I) /et Q be the path in D(A) from 9a to 9i going 
through p. Then Q has even length, and by Corollary 5, 
U(P) 
detA(Q”)=detA(Z,-{q,})detA(Z,-{9,})ndetA(Zj)=0. 
j=3 
[Note: If a(p)= 2, then we can set lYl$qdet A(Zj) equal to one. If I, - (9r) 
or I, - { 9s) is empty, then we can set det A(Z, - { 9i)) or det A(Z, - (9s)) 
equal to one respectively.] Assume llg$)det A( Zj) * 0. Then either det A(Z, 
- (9i)) = 0 or det A(Z, - {92)) = 0. Without loss of generality assume 
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Z,={a,b,c,d,e;f,9I,r) 
z,={g,h>i,9,) 
&={j.93) 
z,={a,k) 
J1={g,h,i,j,k,9,,9,,9,,p) 
I2 = {a, b, c, r> 
J3=(d,e) 
h=(f) 
FIG. 2. 
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det A(Z, - {qi}) = 0. Now, 
4%) 
detA(Z,- (qJ)= kc2detA(lk). 
Thus one of the A(&), 2 < k < a(q,), has a zero determinant, say A(&). Let r 
be the point in D(A(.Z,)) adjacent to oi. Then the path R from p to r is of 
even length, and thus by Corollary 5, det A(P) = 0. But 
Since A is invertible, 
det A(.& - {r}) * 0 by Lemma 9 
and 
a(%) 
n detA(.Z,)*O byLemma8. 
k=3 
[We have assumed that a(qi) > 2. If a(q,) = 2, then we can set 
l’l$~)det A( .Zk) equal to 1.1 Hence, ll “Lpz’det A( Zj) = 0, implying det A( 1s) = 
0, as we assumed to begin with that rf ._ $qdet A(Zj) * 0. In any event we see 
that at least one of the components at p has a zero determinant. Again since A 
is invertible, Lemma 8 tells us that at most one of the components at p has a 
zero determinant. Thus (I) holds. 
In order to prove (II), we shall prove the following three facts: 
(A) A component at p of order 1 must have a zero determinant. 
(B) If a component at p of odd order t > 1 has a nonzero determinant, 
then there exists either 
(i) a component at p of odd order less than t having a nonzero determinant, 
(“, n a component at p of even order less than t having a zero determinant. 
(C) If a component at p of even order s has a zero determinant, then 
there exists a component at p of odd order less than s having a nonzero 
determinant. 
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If these three facts are combined, (II) will follow by induction. 
Without loss of generality, let us assume that D( A( I, )) is a component at 
p of odd order t with nonzero determinant and that D(A(Z,)) is the 
component at p having determinant zero. As in the proof of (I), let Q be the 
path from 9s to 9i. Then 
4(P) 
detA(Q”)=detA(Z,-{q,})detA(Z,-(9,)) fldetA(Zj)=O. 
j=3 
Now, det A(Z, - {92)) * 0 by Lemma 9 and rl$s)det A(Zj) * 0 by Lemma 8. 
Thus det A( I, - { 9i)) = 0. But this yields a contradiction if D( A( Zi)) contains 
only one point 9i. Thus t, the order of D(A(Z,)), must be greater than 1, and 
det A(Z, - {91>) = ,v2 det A(.&) = 0. 
By Lemma 8, only one of the components D( A( Jk)), 2 G k =G a( 9i), has a zero 
determinant, say D( A( Is)). If D( A(&)) is even-ordered, then (B) (ii) is 
satisfied. If D( A( Js)) is odd-ordered then there must be a different odd-ordered 
component among D( A(&)), 2 6 k G a(9,), having a nonzero determinant. 
This follows because 
a(911 
t = !%~(ZI))/= 1+ c k’(A(Jd)i 
k=2 
and t is odd. (Here ISJ denotes the order of S.) In this case (B) (i) is satisfied. 
The proofs of (A) and (B) are now complete. 
In order to prove (C), let us assume that D( A( Ii)) is a component at p of 
even order s having a zero determinant. Then by Lemma 9 det A(Jk) * 0, 
2 < k < 49,). Since 
and lD(A(Z,))) is even, at least one of ID(A(J,))I, 2 < k < a(sl), must be odd. 
Hence, we can conclude that the determinant of a component at p of odd 
order less than s must be nonzero. The proof of (C) is now complete and (II) 
will follow by induction. 
Conversely, assume p is an arbitrary interior point in D(A) and that (I) 
and (II) hold. (There exists at least one interior point p, since the order of 
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A > 2.) Then there is exactly one odd-ordered components, say D( A( I,, ,,)), 
at p with zero determinant, and all the other components at p are even-ordered 
with nonzero determinants. Thus all the terms in the determinant formula in 
Lemma 7 will be zero except for the term 
This implies that A is invertible. 
Now suppose P is a path in D(A) of even length. Then P must contain an 
odd number of points and D( A( PC )) must also contain an odd number of 
points. [Recall that D(A) must have an even number of points.] This implies 
that one of the components of D( A( PC)) must have an odd number of points. 
But any component of D( A( PC)) is a component of D(A) - {u} for some 
interior point v in D(A). Since det A( PC) is the product of the determinants 
of its components and one of these components is an odd-ordered component 
of D(A) - {v} for some interior point v in D(A), we must have det A( PC ) = 0 
by (II). Since P is an arbitrary path of even length in D(A), we see that A- ’ 
is sign antisymmetric once Corollary 5 is invoked. 
The proof of Theorem 10 is now complete. W 
COROLLARY 11. Suppose A is a sign antisymmetric matrix of order > 2 
and D(A) is a tree. Then conditions (I) and (II) in Theorem 10 are equivalent 
to conditions (I) and (II’), where (II’) is the following condition: 
(II’) Zf p is an interior point in D(A) that is not adjacent to an endpoint 
or if p is an.endpoint in D(A), then app = 0. 
Proof. Assume conditions (I) and (II) hold. Let p be an interior point in 
D(A) that is not adjacent to an endpoint. Let B be the oddordered 
component of D(A) - {p}, and let q1 be the point in B adjacent to p. Let C 
be the component of D(A) - {ql} containing p. (Note: By assumption q1 
cannot be an endpoint. See Figure 3.) 
Because C is an odd-ordered component at ql, its determinant must be 
zero. Using Lemma 7, we have 
Q(P) 
detC=aPPJFadetA(Zj) 
a(P) a(P) 
- c UP,,a,,P det A( Zj - { qj}) n det A( Zk) 
j=Z k=2 
k*j 
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FIG. 3. 
where the A( Ii), 2 < j < a(p), correspond to the components at p other than 
B, and the qj, 2 < j,< a(p), are the points in these components adjacent to p. 
Now, 
a(P) 
n det A( Zj) * 0 
j=2 
since all the components at p other than B are even-ordered. 
Also 
HP) U(P) 
Ca ps,~a,pdetA(Zj-{~j}) n detA(&)=O, 
j=2 
kk’f2 j 
since the subdigraphs corresponding to the det A(Z, - { qj}), 2 < j< a(p), 
must contain odd-ordered components. Thus det C = 0 implies up,, = 0. The 
fact that app = 0 for all endpoints p is a direct consequence of (I) and (II). 
The proof of the converse also uses Lemma 7, and is a straightforward 
induction argument. It is left to the reader. 
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Before presenting another result analogous to Theorem 10, we must 
introduce some auxiliary material. 
PROPOSITION 12. Suppose A is a matrix and D(A) is a tree. Given a 
point p in D(A), let p(i), 1 < i < a(p) be the points in D(A) adjacent to p. Zf 
P is a path in D(A), then 
do) 
det A(P”) = n 
PEIV(P) 
i;l CM ALd 
P(i)@NP) 
Here A(Zp, p(i) ) is defined as in Lemma 7. (See Figure 4 for an example.) In 
other words, det A(P”) is equal to the product of the determinants of all the 
components in the digraph D(A) - N( P ). 
COROLLARY 13. Suppose A satisfies the assumptions in Proposition 12. 
Then up4 = 0 iff either 
(i) there is rw path P in D(A) from p to q, or 
(ii) given the unique path Pfiom p to q in D(A), there exists a component 
D( A(Z,, r(t) ))atrwhererEN(P)andr(t)~N(P)suchthatdetA(Z,,,(,,)=O. 
We can now prove a result analogous to Theorem 10. 
THEOREM 14. Suppose A is an invertible sign antisymmetric matrix of 
order > 2 and D(A) is a tree. Then condition (I) in Theorem 10 is equivalent 
to condition (I”), and condition (II) in Theorem 10 is equivalent to condition 
(II”), where (I”) and (II”) are as follows: 
(I”) app = 0 for all interior points p in D(A). 
(II”) Suppose p and q are distinct points in D(A), and P is the unique 
path in D(A) joiningp to q. Zf a component of D( A) - N(P) is odd-ordered, 
then apq, aqp = 0. Otherwise apq, aqp * 0. 
Proof. If p is an interior point of D(A) and condition (I) of Theorem 10 
holds, then one of the components of D(A) - p has a zero determinant. Thus, 
aPP=detA({1,2,...,n}-{p))(detA)-’ 
=O(detA)-1 
= 0 
and condition (I”) holds. The converse follows by Lemma 8. 
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Let 
Zl,l(l) = Il.2 = P>, 
Z1,1@) = Z,,, = {3), 
Z,,w,= Z,,, = {5>6,7,8,9}, 
Z 1,1(4) = I,,, = (4)> 
Zuw = Z,,, = W&3,4), 
15,5(2)= 15.6 = {6,7,8,9), 
Z 6,6(l)= 16,s - {1>2,3,4,5), 
Z6,6@, = Z,,, = (7), 
z6,f3(3) = 16.6 = W, 
z6,6(4) = I,,, = (9). 
If P is the path from vertex 1 to vertex 8, then 
detA(P)= fi detA(Z 
4 
i=l 
l,l(i)) ,I-J det A(z6,6(i,). 
it3 i +a I,3 
FIG. 4. 
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In light of Proposition 12 and Corollary 13 it is clear that condition (II) 
implies condition (II”). The fact that (II”) implies (II) can be demonstrated 
by considering the appropriate paths in D(A) as was done in Theorem 10. n 
Thus when A and A ~ ’ are sign antisymmetric matrices and D(A) is a 
tree, all the off-diagonal zeros in A- ’ are completely determined by the 
digraph of A. Some examples are given in Figure 5. 
One should note that Corollary 13 is quite useful in its own right. In 
particular we have the following proposition and corollary: 
0 10 0 00 
-1 -1 1 0 0 0 
0 -1 1 0 00 
0 o-1 0 10 
0 0 o-1 11 
-0 0 0 0 -1 0 
-1 - 
-1 -1 0 -1 0 -1 
1 00 00 0 
0 0 0 -1 0 -1 = 
1 01 00 0 
0 00 00-l 
1 0 1 0 1 _ -l_ 
FIG. 5. Note that a”’ must be zero if the path P in D(A) from u to T has even 
length. 
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PROPOSITION 15. Suppose A is a combinatorially symmetric, tridiagonal 
matrix. Zfa’i = 0, i < j, then either det A({l, . . . , i - 1)) = 0 or det A(( j+ 1,. . . , 
n}) = 0. Zf det A({l,. . . , i - l}) = 0, then aik = 0 for all k 2 i. Zf det A(j + 
1 ,. . .,n)= 0, then ahj= Of07 all h G j. 
COROLLARY 16. Zf A satisfies the assumptions of Proposition 15, then 
aij= 0 and a’(j+‘) = 0, i c j, imply aik = 0 fo7 all k 2 i. Similarly aij= 0 and 
a ci- l)j = 0, i -c j, imply a kj = 0 for all k Q j. 
Proof Note that aij = 0 and ai(j+ ‘) = 0, i < j, imply det A({ j+ 1,. . . , n}) 
+ 0 by Lemma 9. The remainder of the proof is now straightforward. n 
These results can be extended to matrices whose digraphs are trees. They 
also can be further generalized for matrices whose digraphs have cutpoints. 
At this point we should note that some sign antisymmetric matrices have 
inverses which are sign symmetric. For example, 
[-y _p 2-q; i ;]. 
We might expect to find a class of sign antisymmetric matrices whose 
digraphs are trees and whose inverse are sign symmetric. We leave it to the 
reader to prove the following proposition: 
PROPOSITION 17. Suppose A is an invertible sign antisymmetric matrix of 
order > 1 and D(A) is a tree. Then A-’ cannot be sign symmetric. 
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