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Abstract
We obtain in explicit form the unique Gaussian cubature for balls (spheres) in Rn based on integrals over
balls (spheres), centered at the origin, that integrates exactly all m-harmonic functions. In particular, this
formula is exact for all polynomials in n variables of degree 2m − 1. A Gaussian cubature for simplices is
also constructed. Upper bounds for the errors for certain smoothness classes are derived.
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1. Introduction
The classical approach for recovery of a function (or functionals of it) is based on the knowledge
of the function values at a set of points. However, as mentioned in [5] in the one-dimensional
case, sometimes it is convenient to interpret the function values {f(tj)} as a mean value of f over
intervals containing the nodes {tj}, because in practice the data {f(tj)} is usually available up to
a certain accuracy and even the nodes {tj} may be given approximately (similar interpretation can
be given in higher dimensions). Moreover, in some practical problems, di=erent functionals, not
necessarily point evaluations, are the only data available and in such cases generalizations of the
existing theory and algorithms are required.
Recently, some progress in this direction has been made in the theory of cubature formulae. The ex-
tensions involve explicit construction of multivariate cubature, based on various type of information.
These problems are extremely di?cult. Even though there is a vast literature on cubatures/quadratures
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(see, for example, [7,16,17] and the references therein) that use as recovery information point values,
there are only a few known Gaussian formulae in explicit form that are based on di=erent type of
data and integrate exactly all polynomials in n variables of degree as high as possible. Here, we list
some of the recent results. Cubature formulae of the form
∫
B
u(x) dx ≈
m−1∑
j=0
Cj
∫
S(rj)
u() d(); (1.1)
where B is the unit ball and S(rj) are the spheres with radius rj, centered at the origin, have been
considered and completely described in [4]. It has been proved [14] that this is the only cubature
that integrates exactly all polyharmonic functions of degree 2m and that there is no such formula,
that is exact for every (2m + 1)-harmonic function. This cubature is called Gaussian and its nodes
and weights are derived in [4] in explicit form. Gaussian quadrature for the unit ball in Rn, based
on the Radon projections of the function, was obtained and completely characterized in [6]. In [5],
the uniqueness of the Gaussian interval quadrature formula, based on integrals over nonoverlapping
subintervals with equal lengths was shown. Such formulae have been computed for particular choices
of the weight and the interval.
In the last few years, an approach based on the theory of polyharmonic functions was used to
derive cubatures, exact for multivariate algebraic polynomials (see [2–4,8,13]). The technique utilizes
the fact that every polynomial in n variables of degree 2m− 1 is a polyharmonic function of order
m, and therefore any approximation rule that applies to polyharmonic functions would apply to the
corresponding set of algebraic polynomials.
Here, we use this approach to investigate cubature with weight  of the form
∫
D(r)
(|x|)u(x) dx ≈
m−1∑
j=0
Cj(r)
∫
D(rj)
(|x|)u(x) dx; (1.2)
where r; rj; j = 0; : : : ; m− 1, is a given set of distinct radii and {
∫
D(rj)
u}m−1j=0 are given data. The
domain of integration D(r) is either a sphere or a ball in Rn; n¿ 1, centered at the origin with
radius r, or a simplex. For n¿ 1, we construct explicitly the unique cubature of this type, that
integrates exactly all m-harmonic functions (and therefore all algebraic polynomials in n variables
of degree 2m − 1). We show that there are no cubatures (1.2) with precision higher than m. We
also derive the unique Gaussian formula for the simplex that is exact for all elements in the space
m−1(Rn), consisting of all algebraic polynomials in n variables of degree m− 1.
For n= 1, formula (1.2) has the form
∫ r
−r
(t)f(t) dt ≈
m−1∑
j=0
Dj(r)
∫ rj
−rj
(t)f(t) dt: (1.3)
It is shown (see Section 4.1) that there is a unique quadrature of this type that is exact for all
polynomials of degree 2m− 1, and that this is the highest possible precision. The weights {Dj(r)}
are calculated for particular weight functions . Upper bounds for the errors of (1.2) for certain
smoothness classes are also obtained.
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We would like to mention that, aside of the theory of cubatures, formulae (1.2) can be viewed
as extensions of the Pizzetti formula for polyharmonic functions (see [15,11,2]),∫
B(r)
u(x) dx = n=2rn
m−1∑
k=0
r2k
22k(n=2 + k + 1)
ku(0)
k!
;
and its analogue on the sphere [11].
2. Preliminaries and notation
Let D be a simply connected domain in Rn; B(r) := {x∈Rn : |x|= (∑ni=1 x2i )1=2¡r} be the ball
with radius r, centered at the origin, and S(r) := {x∈Rn : |x| = r} be its boundary (we will omit
writing r in the case r=1). A function u, deKned on D ⊂ Rn, is called a polyharmonic function of
order m (or m-harmonic function) (see [1,11]) if u∈C2m−1( LD)∩C2m(D) ( LD denotes the closure of
D) and it satisKes the equation
mu(x) = 0; x∈D; where  :=
n∑
i=1
92
9x2i
; m := m−1: (2.1)
In particular, when m = 1 (m = 2); u is called harmonic (biharmonic). The set of all m-harmonic
functions on D is denoted by Hm(D). Di=erent representations of m-harmonic functions are available.
Here, we shall use the lemma (see [4, Lemma 2]):
Lemma 2.1. Let 0; : : : ; m−1, be a basis in the space of univariate algebraic polynomials of degree
m−1. For each u∈Hm(B(r)) there exist unique functions b0; : : : ; bm−1, each harmonic in B(r), such
that
u(x) =
m−1∑
j=0
j(|x|2)bj(x); x∈B(r): (2.2)
The particular choice of j(t)= tj recovers the Almansi’s expansion (see [1, Proposition 1.3, p. 4]).
It is clear that
2m−1(Rn) ⊂ Hm(B(r)): (2.3)
We shall also employ the fact that for every harmonic function b∫
S(r)
b() d() = nrn−1b(0); n =
nn=2
(n=2 + 1)
; (2.4)
where d is the (n− 1)-dimensional surface measure on S(r), and  is the Gamma function.
We are interested in cubature (1.2) that are exact for all polyharmonic functions on D(r) (D(r)
being B(r) or S(r)) of order as high as possible. If p is the largest natural number for which (1.2)
is exact for all u∈Hp(D(r)), we call p a polyharmonic degree of precision (PDP) of (1.2). Recall,
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that in the classical case, we say that (1.3) has algebraic degree of precision (ADP) p, if it integrates
exactly all elements in p(R), and there is a polynomial in p+1(R) for which the quadrature is
not exact. Formulae for numerical integration with the best possible PDP(ADP) are called Gaussian
cubatures (quadratures). The error of (1.2) for a particular function f is denoted by
Em(f) = Em(D(r);D(r0); : : : ;D(rm−1); f)
:=
∣∣∣∣∣∣
∫
D(r)
(|x|)u(x) dx−
m−1∑
j=0
Cj(r)
∫
D(rj)
(|x|)u(x) dx
∣∣∣∣∣∣ :
Then, the error for a function class H is
Em(H) = Em(D(r);D(r0); : : : ;D(rm−1);H) := sup
f∈H
Em(D(r);D(r0); : : : ;D(rm−1); f): (2.5)
We derive an upper bound for (2.5) in the case of D = B and smoothness class W . We use the
theorem (see [10, Theorem 1])
Em(f; LB)∞6Cm− ⇔ f∈W : (2.6)
Here
Em(f;D(R))∞ := inf
P∈m(Rn)
‖f − P‖L∞(D(R)) (2.7)
is the error of best polynomial approximation of f in L∞(D(R)) and W ; 0¡ ¡ 1, is the smooth-
ness class
W :=
{
f : |f(x)− f(y)|6C
(
|x− y|+ ‖x| − |y‖√
1− |x|2 +√1− |y|2
) 
; x; y∈ LB
}
: (2.8)
In our error estimates, we employ also the Lebesgue function %m−1 of order m− 1 for the nodes
T := (t0; : : : ; tm−1), which is
%m−1(t;T) :=
m−1∑
j=0
|‘j(t;T)|; (2.9)
with ‘j(t;T); j = 0; : : : ; m− 1, being the basic Lagrange polynomials for the nodes T.
3. Cubature formulae for the sphere in Rn
In this section, we investigate cubature of the form∫
S(r)
u() d() ≈
m−1∑
j=0
Aj(r)
∫
S(rj)
u() d(); r = rj; (3.1)
G. Petrova / Journal of Computational and Applied Mathematics 162 (2004) 483–496 487
for any distinct radii {r; rj}m−1j=0 . Let R := maxj=0; :::;m−1{r; rj}. Formula (3.1) is not exact for the
polynomial
L(x) :=
m−1∏
j=0
(|x|2 − r2j )∈ 2m(Rn) ⊂ Hm+1(B(R));
and hence the PDP(3:1)6m.
We construct the unique formula of type (3.1), that is exact for all u∈Hm(B(R)). In particular,
this cubature will have ADP=2m−1 (PDP=m), and can be viewed as a multidimensional analogue
of the Gaussian quadrature in the one-dimensional case. More precisely, the following theorem is
true:
Theorem 3.1. For any set of distinct radii {r; rj}m−1j=0 and information {
∫
S(rj)
u() d()}m−1j=0 , there
is a unique cubature formula
∫
S(r)
u() d() ≈
m−1∑
j=0
Aj(r)
∫
S(rj)
u() d(); (3.2)
exact for all u∈Hm(B(R)), where R := maxj=0; :::;m−1{r; rj}. Its weights Aj(r) are
Aj(r) =
rn−1
rn−1j
‘j(r2); (3.3)
with ‘j; j = 0; : : : ; m− 1, being the basic Lagrange polynomials for the nodes r20 ; : : : ; r2m−1.
Proof. Lemma 2.1 (with j = ‘j), gives
u(x) =
m−1∑
j=0
‘j(|x|2)bj(x); where ‘j(r2k ) = (jk : (3.4)
Integration of (3.4) over S(rk) and application of (2.4) results in∫
S(rk)
u() d() =
m−1∑
j=0
‘j(r2k )
∫
S(rk)
bj() d() = nrn−1k bk(0);
and therefore
bk(0) =
1
nrn−1k
∫
S(rk)
u() d(): (3.5)
Further, we integrate (3.4) over the sphere S(r) and get
∫
S(r)
u() d() =
m−1∑
j=0
‘j(r2)
∫
S(r)
bj() d();
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which together with (2.4) and (3.5) leads to∫
S(r)
u() d() =
m−1∑
j=0
‘j(r2)nrn−1bj(0) =
m−1∑
j=0
‘j(r2)
rn−1
rn−1j
∫
S(rj)
u() d()
=
m−1∑
j=0
Aj(r)
∫
S(rj)
u() d()
with weights Aj(r) given by (3.3). The existence is proved.
Let (3.1) be exact for all elements in Hm(B(R)). It is exact, in particular, for ‘k(|x|2)∈ 2m−1(Rn);
k = 0; : : : ; m− 1. We apply (3.1) to ‘k(|x|2) and since∫
S(rj)
‘k(|x|2) d() = (kjnrn−1j ;
∫
S(r)
‘k(|x|2) d() = nrn−1‘k(r2);
we arrive at Aj(r) = (rn−1=rn−1j )‘j(r2); j = 0; : : : ; m− 1. The proof is completed.
Remark 3.2. An approach similar to [4], can be applied to construct cubature formulae where the
information available are the integrals of u and its consecutive normal derivatives 9
k
9 k u of any given
multiplicities 0; : : : ; m−1, namely∫
S(r)
u() d() ≈
m−1∑
j=0
j−1∑
k=0
Cjk(r)
∫
S(rj)
9k
9k u() d():
4. Cubature formulae for the ball in Rn
In this section, we consider the cubature∫
B(r)
(|x|)u(x) dx ≈
m−1∑
j=0
Cj(r)
∫
B(rj)
(|x|)u(x) dx (4.1)
with strictly positive weight ; (t)¿ 0; t =0. There is a one-to-one correspondence between cu-
bature (4.1) and the univariate interval quadrature (1.3). Properties of (1.3) are inherited in (4.1).
Therefore, investigation of (4.1) requires a complete understanding of interval quadrature. We study
the latter formulae in the next section.
4.1. Interval cubature formulae
Here, we investigate the interval quadratures (1.3) with strictly positive even weight ; (t)¿ 0,
t = 0. In what follows, we use the next lemma, which we prove for completeness:
Lemma 4.1. For every 0¡r0¡ · · ·¡rm−1 and strictly positive even function , the determinant
det{∫ rj−rj (t)t2k dt} = 0.
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Proof. Assume the opposite. Then, there is a nontrivial polynomial Q∈ m−1(R), for which∫ rj
0
(t)Q(t2) dt = 0; j = 0; : : : ; m− 1;
and therefore there are j’s, j = 0; : : : ; m− 1; j ∈ (rj−1; rj), such that
Q(2j )
∫ rj
rj−1
(t) dt =
∫ rj
rj−1
(t)Q(t2) dt = 0; r−1 := 0; j = 0; : : : ; m− 1;
with (t)¿ 0; t = 0. Hence, the nontrivial polynomial Q∈ m−1(R) has at least m zeroes in (0;∞)
(at least one zero in each of (r2j−1; r2j ); j = 0; : : : ; m− 1)—a contradiction.
Further, we show that for every set of nodes rj; j = 0; : : : ; m − 1, there is only one Gaus-
sian quadrature of type (1.3). Its ADP = 2m − 1 and its weights can be computed explicitly. We
give the formula for the weights in the case (t) = |t|s. More precisely, the following theorem is
true:
Theorem 4.2. For every set of distinct radii {r; rj}m−1j=0 and every strictly positive even weight 
there is a unique quadrature of type (1.3) with ADP = 2m− 1. Its weights are
Dj(r) = 2
∫ r
0
(t) L‘j(t2) dt; (4.2)
where L‘j ∈ m−1(R) are uniquely determined by the interpolation conditions
2
∫ rj
0
(t) L‘k(t2) dt = (jk ; j; k = 0; : : : ; m− 1:
In the special case of (t) = |t|s, s—constant,
Dj(r) =
rs+1
rs+1j
‘j(r2); j = 0; : : : ; m− 1;
with {‘j} being the basic Lagrange polynomials for the nodes r20 ; : : : ; r2m−1. There is no quadrature
of type (1.3) with ADP¿ 2m.
Proof. We consider quadrature (1.3) with Kxed nodes {rj}. We will construct a polynomial
Q0 ∈ 2m(R) for which (1.3) is not exact, and therefore ADP(1:3)6 2m− 1.
First, we show that the interpolation problem (see [12])
∫ rk
rk−1
(t)Q(t) dt = 0; k = 0; : : : ; m− 1; (4.3)
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in the set of all even algebraic polynomials of degree 2m has a nontrivial solution Q0. Indeed, there
is a nontrivial vector (c0; c1; : : : ; cm)∈Rm+1 that is perpendicular to the space span{%0; : : : ; %m−1},
where
%k :=
(∫ rk
rk−1
(t) dt;
∫ rk
rk−1
(t)t2 dt; : : : ;
∫ rk
rk−1
(t)t2(m−1) dt;
∫ rk
rk−1
(t)t2m dt
)
∈Rm+1;
that is
m∑
j=0
cj
∫ rk
rk−1
(t)t2j dt = 0; k = 0; : : : ; m− 1: (4.4)
Relation (4.4) can be written as∫ rk
rk−1
(t)Q0(t) dt = 0; k = 0; : : : ; m− 1;
where Q0 is the polynomial Q0(t) :=
∑m
j=0 cjt
2j, and thus is the nontrivial solution of problem (4.3).
Now, we show that (1.3) is not exact for Q0. Assume the opposite. Since Q0 is even function, we
have ∫ rk
−rk
(t)Q0(t) dt=2
∫ rk
0
(t)Q0(t) dt
=2
k∑
j=0
∫ rj
rj−1
(t)Q0(t) dt = 0; k = 0; : : : ; m− 1; r−1 := 0: (4.5)
Relation (4.5) and quadrature (1.3), applied to Q0, result in∫ r
−r
(t)Q0(t) dt = 0:
The above equation and (4.5) give (we assume r0¡ · · ·¡rm−1)∫ r
rl−1
(t)Q0(t) dt = 0 =
∫ rl
r
(t)Q0(t) dt; if rl−1¡r¡rl;
for some l∈{0; : : : ; m− 1}, or∫ r
rm−1
(t)Q0(t) dt = 0; if rm−1¡r:
As in the proof of Lemma 4.1, this implies that Q0 has at least m+1 zeroes on (0;∞) (at least one
zero in each of the intervals (0; r0); (r0; r1); : : : ; (rl−1; r); (r; rl) : : : ; (rm−2; rm−1), if rl−1¡r¡rl, or at
least one zero in each of (0; r0); (r0; r1); : : : ; (rm−2; rm−1); (rm−1; r), if rm−1¡r). Since Q0 is even, it
then has at least 2m+2 zeros. This contradicts the fact that Q0 is a nontrivial polynomial of degree
2m.
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Next, we construct the quadrature of type (1.3) with ADP = 2m− 1. It follows from Lemma 4.1
that the interpolation problem of Knding p∈ m−1(R), such that
2
∫ rk
0
(t)p(t2) dt = k ; k = 0; : : : ; m− 1; (4.6)
has a unique solution for any choice of data {k}. The solution is
p(t2) =
m−1∑
j=0
2 L‘j(t2)
∫ rj
0
(t)p(t2) dt =
m−1∑
j=0
j L‘j(t2); (4.7)
where L‘j are the polynomials satisfying (4.6) with k = (jk . We integrate (4.7) and get∫ r
−r
(t)p(t2) dt=
m−1∑
j=0
[∫ r
−r
(t) L‘j(t2) dt
] [
2
∫ rj
0
(t)p(t2) dt
]
=
m−1∑
j=0
Dj(r)
∫ rj
−rj
(t)p(t2) dt; where Dj(r) = 2
∫ r
0
(t) L‘j(t2): (4.8)
Since
∫ a
−a (t)f(t) dt = 0 for every odd f and every constant a, formula (4.8) is exact not only
for p(t2); p∈ m−1(R), but also for all polynomials in 2m−1(R). Therefore it is Gaussian. The
uniqueness follows directly from Lemma 4.1.
According to (4.8), the calculation of Dj(r) requires a knowledge for the corresponding L‘j’s. Let
(t) = |t|s, and {‘j}∈ m−1(R) be the basic Lagrange polynomials for the nodes r20 ; : : : ; r2m−1. We
deKne
qj(x) :=
1
2rs+1j
((s+ 1)‘j(x) + 2x‘′j(x)); qj ∈ m−1(R):
It is clear that for
Fj(t) :=
ts+1
rs+1j
‘j(t2);
Fj(0) = 0; Fj(rk) = (jk and F ′j(t) = 2tsqj(t2). Then
2
∫ rk
0
tsqj(t2) dt =
∫ rk
0
F ′j(t) dt = Fk(rj)− Fk(0) = (jk ;
and therefore (because of the uniqueness) qj ≡ L‘j. We calculate the weights Dj(r) as follows:
Dj(r) = 2
∫ r
0
ts L‘j(t2) dt = 2
∫ r
0
tsqj(t2) dt =
∫ r
0
F ′j(t) dt = Fj(r)− Fj(0) =
rs+1
rs+1j
‘j(r2):
The proof is completed.
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Theorem 4.3. Let (1.3) be the Gaussian interval quadrature formula with weight (t) = |t|s,
s—constant. The error of (1.3) for any function f is estimated by
Em(f)6
2Rs+1
s+ 1
E2m−1(f; [− R; R])∞
(
1 + max
t∈[0;R2]
%m−1(t;T)
)
;
where R=maxj=0; :::;m−1{r; rj} and T= (r20 ; : : : ; r2m−1).
Proof. Quadrature (1.3) is exact for 2m−1(R), and therefore for any function f and any P ∈ 2m−1(R)
we have that Em(f) := E((−r; r); (−r0; r0); : : : ; (−rm−1; rm−1); f) is bounded by
Em(f)6
∫ r
−r
(t)|f(t)− P(t)| dt +
m−1∑
j=0
|Dj(r)|
∫ rj
−rj
(t)|f(t)− P(t)| dt
6
2rs+1
s+ 1
‖f − P‖L∞([−R;R])

1 + m−1∑
j=0
|‘j(r2)|


6
2Rs+1
s+ 1
‖f − P‖L∞([−R;R])
(
1 + max
t∈[0;R2]
%m−1(t;T)
)
:
Here, in the next to the last inequality we have used the explicit form of the coe?cients Dj(r) from
Theorem 4.2. Using deKnition (2.7), we complete the proof.
4.2. Gaussian cubature for the ball
In this section, we explicitly construct the unique Gaussian formula of type (4.1) that integrates
exactly all m-harmonic functions and derive an error estimate for the smoothness classW (see (2.8)
for the deKnition of W ). First, we show in Lemma 4.4 how the PDP of (4.1) can be determined
in a quantitative way, and use it to present the one-to-one correspondence between formulae (4.1)
and (1.3) (Lemma 4.5). This allows a straightforward application to (4.1) of the theory, developed
for interval quadratures (1.3).
Lemma 4.4. Formula (4.1) integrates exactly all polynomials |x|2l; l=0; : : : ; p−1, and is not exact
for |x|2p if and only if PDP(4:1) = p.
Proof. Let (4.1) be exact for |x|2l; l= 0; : : : ; p− 1, and does not integrate exactly |x|2p. We apply
(4.1) to |x|2l; l= 0; : : : ; p− 1, and from the fact that for any a∫
B(a)
(|x|)|x|2l dx = n
∫ a
0
(t)t2l+n−1 dt;
we obtain∫ r
0
(t)t2l+n−1 dt =
m−1∑
j=0
Cj(r)
∫ rj
0
(t)t2l+n−1 dt; l= 0; : : : ; p− 1: (4.9)
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Let u be any polyharmonic function of order p, and therefore has representation (2.2). Integration
of (2.2) (with 0(t) = tj), and formulae (2.4) and (4.9) give∫
B(r)
(|x|)u(x) dx=
p−1∑
l=0
∫ r
0
(t)
[
t2l
∫
S(t)
bl() d()
]
dt =
p−1∑
l=0
nbl(0)
∫ r
0
(t)t2l+n−1 dt
=
p−1∑
l=0
nbl(0)
m−1∑
j=0
Cj(r)
∫ rj
0
(t)t2l+n−1 dt
=
m−1∑
j=0
Cj(r)
∫ rj
0
(t)
[
p−1∑
l=0
t2lntn−1bl(0)
]
dt
=
m−1∑
j=0
Cj(r)
∫
B(rj)
(|x|)u(x) dx; (4.10)
i.e., the cubature integrates exactly all p-harmonic functions. Since (4.1) is not exact for the (p+1)-
harmonic function |x|2p, we obtain that PDP(4:1) = p.
Next, if PDP(4:1)=p, (2.3) gives that (4.1) is exact for |x|2l; l=0; : : : ; p−1. If we assume that the
cubature is exact also for |x|2p, then by the above arguments it will integrate all (p+ 1)-harmonic
functions, which will be a contradiction.
Lemma 4.5. PDP(4:1) = p if and only if the quadrature (1.3) with Dj(r) = Cj(r) and
(t) :=
{
(t)tn−1; 0¡t;
(−t)|t|n−1; t ¡ 0;
(4.11)
has ADP(1:3) = (2p− 1).
Proof. Let PDP(4:1) = p. Lemma 4.4 gives that (4.1) is exact for |x|2l; l = 0; : : : ; p − 1, and it is
not exact for |x|2p. As in Lemma 4.4, we obtain that (4.9) holds, and that∫ r
0
(t)tn−1t2p dt =
m−1∑
j=0
Cj(r)
∫ rj
0
(t)tn−1t2p dt: (4.12)
Integration rules of odd and even functions over symmetric intervals give that (4.9) is equivalent to∫ r
−r
(t)Q(t) dt =
m−1∑
j=0
Cj(r)
∫ rj
−rj
(t)Q(t) dt; (4.13)
where Q∈ 2p−1(R), and  is the weight deKned in (4.11). Relation (4.12) shows that (4.13) is not
exact for Q(t)=t2p, and therefore (4.13) is the Gaussian interval quadrature (1.3) with ADP=2p−1.
Now, let (1.3) be the Gaussian interval quadrature with weight , deKned in (4.11). Then (4.9)
holds ((1.3) is exact for t2l; l=0; : : : ; p−1), and as in Lemma 4.4 we get (4.10) for any p-harmonic
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function, with Cj(r) being Dj(r). As in Lemma 4.4, we show that the obtained cubature is not exact
for |x|2p. The proof is completed.
The next theorem gives the explicit construction of the unique Gaussian cubature of type (4.1).
Theorem 4.6. Let r ∈ (0; 1), and {rj}; 0¡r0¡ · · ·¡rm−1¡ 1, be given radii. Then, there is a
unique cubature of type (4.1) that is exact for all u∈Hm(B). The weights Cj(r) are given explicitly
by
Cj(r) = 2
∫ r
0
(t)tn−1 L‘j(t2) dt;
where L‘j ∈ m−1(R) are uniquely determined by the interpolation conditions
2
∫ rj
0
(t)tn−1 L‘k(t2) dt = (jk ; j; k = 0; : : : ; m− 1:
There is no formula of this type with PDP¿m.
For weights (t) = |t|s, s—constant, the coe;cients are
Cj(r) =
rs+n
rs+nj
‘j(r2); j = 0; : : : ; m− 1;
with {‘j} being the basic Lagrange polynomials for the nodes r20 ; : : : ; r2m−1. The error of (4.1) for
the class W is (see (2.8) for the de<nition of W )
Em(B; B(r0); : : : ; B(rm−1))6
n
s+ n
m− 
(
1 + max
t∈[0;1]
%m−1(t;T)
)
; (4.14)
where T= (r20 ; : : : ; r
2
m−1).
Proof. The theorem follows directly from Lemma 4.5, Theorem 4.2, and relation (2.6).
Remark 4.7. Theorem 4.6 can be stated for any choice of distinct radii (not necessary all of them
being in (0; 1)). In this case, a proper modiKcation of the class W is needed.
5. Cubature formula for simplices in Rn
In this section, we study formulae of type∫
1(r)
1√
u1 : : : un
f(u) du ≈
m−1∑
j=0
Ej(r)
∫
1(rj)
1√
u1 : : : un
f(u) du; (5.1)
where 1(r) is the simplex 1(r) := {u∈Rn : u1¿ 0; : : : ; un¿ 0;
∑n
i=0 ui ¡ r
2}. We construct the
unique formula of this type that integrates exactly all polynomials in m−1(Rn). We show that there
is no such formula with algebraic degree of precision higher than (m − 1). The proof is based on
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the theory we develop in Section 4 and the fact that for any g, and any constant a (see [18])∫
B(a)
g(x21 ; : : : ; x
2
n) dx =
∫
1(a)
1√
u1 : : : un
g(u1; : : : ; un) du: (5.2)
The latter formula establishes the correspondence between cubature over balls and simplices. The
following lemma holds:
Lemma 5.1. Cubature (4.1) with ≡ 1 has PDP(4:1) = p if and only if cubature (5.1) (with
Ej(r) = Cj(r)) has ADP(5:1) = p− 1.
Proof. By Lemma 4.4, PDP(4:1) = p if and only if (4.1) integrates exactly the polynomials |x|2l,
l= 0; : : : ; p− 1, and is not exact for |x|2p. Therefore, to prove the lemma, it is enough to consider
(4.1) only for |x|2l; l= 0; : : : ; p.
Let ADP(5:1) = p− 1. We apply (5.1) to (∑ni=1 ui)l ∈ p−1(Rn); l= 0; : : : ; p− 1, and use (5.2)
for each of the integrals in the cubature. We derive that∫
B(r)
|x|2l dx =
m−1∑
j=0
Ej(r)
∫
B(rj)
|x|2l dx; l= 0; : : : ; p− 1: (5.3)
If we assume that (5.3) is exact for |x|2p, then again by (5.2), we get that (5.1) is exact for
(u1 + · · · + un)p, which contradicts the fact that ADP(5:1) = p − 1. Hence, by Lemma 4.4, the
polyharmonic degree of precision of (4.1) (with  ≡ 1, and Ej(r) = Cj(r)) is p.
Now, let PDP(4:1)=p. Then, it will be exact for S(x21 ; : : : ; x
2
n), where S is an arbitrary polynomial
in p−1(Rn), and from (5.2) we get∫
1(r)
1√
u1 : : : un
S(u) du =
m−1∑
j=0
Cj(r)
∫
1(rj)
1√
u1 : : : un
S(u) du; for any S ∈ p−1(Rn): (5.4)
Formula (5.4) is not exact for (u1+: : :+un)p, because otherwise (again using (5.2)) it will follow that
(4.1) is exact for |x|2p, which contradicts Lemma 4.4. Therefore the algebraic degree of precision
of (5.1) (with Ej(r) = Cj(r)) is p− 1.
The main result in this section is the following theorem, which is a direct corollary of Lemma
5.1 and Theorem 4.6.
Theorem 5.2. For every set of distinct radii {r; rj}m−1j=0 , there is a unique cubature∫
1(r)
1√
u1 : : : un
f(u) du ≈
m−1∑
j=0
Ej(r)
∫
1(rj)
1√
u1 : : : un
f(u) du; (5.5)
that is exact for all f∈ m−1(Rn). The weights Ej(r) are given explicitly by
Ej(r) =
rn
rnj
‘j(r2); j = 0; : : : ; m− 1;
where ‘j are the basic Lagrange polynomials for the nodes r20 ; : : : ; r
2
m−1.
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Remark 5.3. As in Theorem 4.6, error estimates for cubature (5.5) and certain function classes can
be derived. For this, direct and inverse theorems of polynomial approximation over a convex body
need to be used (see, for example [9,10]).
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