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This thesis addresses the problem of image recovery from partially given da-
ta in both the image and tight frame transform domains. Firstly, we consider a
special case for the problem. In that case, the given data are the original image
restricted on the support index set in the image domain and the canonical coeffi-
cients restricted on the support index set in the transform domain. Motivated by
an uncertainty principle, a sufficient condition that ensures the exact recovery of
an image is derived. The corresponding recovery algorithm is also given. Further-
more, we compare our algorithm with an existing reconstruction algorithm and
see the similarity between them.
Then an analysis based model is proposed to handle situations in which exact
recovery is impossible or unnecessary, such as when insufficient or only inaccurate
data is available. An efficient iterative algorithm is obtained for the model by
applying the split Bregman method. Several numerical examples are presented to
demonstrate the potential of the algorithm.
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1.1 Image Restoration in Image and Transform
Domains
Image inpainting problem is an interesting and important inverse problem. It
arises for example in restoring ancient drawings, in removing scratches in photos,
and filling in the pixels of images when corrupted by noises. We need to find a
solution for this inverse problem that is close to the given observed data. Further-
more, in this process, we are required to preserve the edges and some preferred
regularities of the image.
In many problems in image processing, the data in the image domain and in
the transform domain under certain transforms (such as the wavelet transform,
discrete fourier transform, etc.) are both incomplete. In this thesis, we will focus
on this problem.
We denote Rn to be the image domain by concatenating the columns of the
image and f ∈ Rn be the original image. In the image domain, only the data on
the index set Λ ⊂ N = {1, . . . , n} are given and we assume the given data is x.





1 if i = j ∈ Λ
0 otherwise
Let Rm be the transform domain when we consider the transform operator
W to be a m × n matrix. The data on the index set Γ ⊂ M := {1, . . . ,m} are
given and we assume the given data is y. Then in the transform domain, we have
PΓWf = y and the projective matrix PΓ is defined similar to PΛ.
Therefore, for the problem that contains missing data in both image and trans-





The problem (1.1) is an ill-posed inverse problem. It may have trivial solutions
in some cases. For example, when Λ = N and Γ = ∅, then f = x if x contains
no noise, or it reduces to a denoising problem otherwise. The problem (1.1) can
also have infinitely many solutions in some cases. For example, when Λ ⊂ N and
Γ = ∅, one can choose any values to fill in the region N\Λ. In these cases, we
need to impose some regularization conditions on the solution such that the chosen
solution has certain smoothness requirements among all possible solutions. Yet
in some other cases, the problem (1.1) may have no solution at all. For example,
when the data set y falls out of the range of PΓW. This is possible, since the
range of W is the orthogonal compliment of the kernel of WT which is not empty
when W is a redundant system. Even when y does fall inside of the range of
PΓW, the given data on Λ may not be compatible with the given data on Γ and
this results in (1.1) having no solution again. In these cases, we choose a solution
f∗ so that PΛf∗ is close to x in the image domain and PΓWf∗ is close to y in the
transform domain in some sense.
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For the problem (1.1) ,the authors proposed the following iterative algorithm
in [5]
fk+1 = x+ (I−PΛ)WTTµ(y + (I−PΓ)Wfk) (1.2)
where Tµ is the soft thresholding operator
Tµ(y) := (tµ(1)(y(1)), · · · , tµ(i)(y(i)), · · · , tµ(m)(y(m)))
defined in [18] with
tµ(i)(y(i)) :=

0 if |y(i)| ≤ µ(i),
y(i)− sgn(y(i))µ(i) if |y(i)| ≥ µ(i).
We will give the details of this algorithm in Chapter two and show that the it-
eration generated by (1.2) converges to the variational model: Let tk = Tµ(y +






‖PΛWT t− x‖22 +
1
2
‖(I−WWT )t‖22 + ‖diag(µ)t‖1}, (1.3)
and the solution is given as f∗ = WT t∗.
This model solves the problem in the transform domain. The first term pe-
nalizes the distance of the given data x to the solution WT t∗. The second term
penalizes the distance between the coefficients t and the canonical coefficients of
the tight frame transform W. Hence the second term is related to the smoothness
of f∗, since canonical coefficients of a transform is often linked to the smoothness
of the underlying function. For example, some weighted norm of the canonical
framelet coefficients is equivalent to some Besov norm of the underlying function
(see for instance [26]). The third term is to ensure the sparsity of the transform
coefficients, which in turn ensures the sharpness of the edges. Therefore when
ix
the data x and y are arbitrarily given, and assume the the underlying solution
has a good sparse approximation in transform domain, this model balances the
approximation to the data fidelity and sparsity in the transform domain.
One special case for the above problem (1.1) is that the given data are PΛf in
the image domain and PΓWf in the transform domain respectively, i.e., x = PΛf ,
y = PΓWf in (1.1). For this case, we will prove in this thesis that if the transform
W is tight frame transform, and the support index sets Λ in the image domain




j /∈Λ |W(i, j)|2 < 1 where W(i, j)
is the (i, j)-th entry of the transform matrix W, we can reconstruct the original
data f exactly by applying the following iterative algorithm:
fk+1 = PΛf + (I−PΛ)WT (PΓWf + (I−PΓ)Wfk) (1.4)
The above algorithm is essentially interpolating the given data in image domain
and transform domain alternately. We can see in (1.4) that for an approximation
fk of the underlying solution f , we firstly transform fk into the transform domain
and replace the data on Γ by the given data PΓWf . After that we transform it
back to the image domain and replace the data on Λ by the given data PΛf . This
gives the approximation fk+1 of f and then go on to the next iteration.
For the above special case, i.e., the given data is PΛf in the image domain and
PΓWf in the transform domain, the image restoration algorithm (1.2) becomes:
fk+1 = PΛf + (I−PΛ)WTTµ(PΓWf + (I−PΓ)Wfk) (1.5)
where Tµ is the soft thresholding operator.
It is interesting to know that the two algorithm (1.4) and (1.5) are quite sim-
ilar. The only difference between these two algorithms is that the denoising soft
thresholding operator is applied in (1.5). This means that we may use (1.5) when
the exact recovery condition does not hold or when the given data is contaminated
x
by noises.
1.2 Wavelets and Frames
Our approaches in this thesis are based on tight frame method, i.e., the trans-
form operator W used in this thesis is tight frame transform. In this part we
will give some preliminaries of tight framelets (see, e.g.,[6]). We firstly present
the univariate framelets and the framelets for two variables can be constructed by
tensor product of univariate framelets. The following part are mainly taken from
[7, 11].
1.2.1 Framelets in L2(R)




〈f ,x〉x, ∀ f ∈ L2(R) (1.6)




‖〈f ,x〉‖22, ∀ f ∈ L2(R) (1.7)
where 〈·, ·〉 and ‖ · ‖22 are the inner product and norm of L2(R). It is clear that
an orthonormal basis is a tight frame system, since the identities (1.6) and (1.7)
hold for arbitrary orthonormal basis in L2(R). Hence tight frames are general-
ization of orthonormal basis that bring in the redundancy which is often useful
in applications such as denoising (see e.g. [14]). Recall that a wavelet (or affine)
system X(Ψ) is defined to be the collection of dilations and shifts of a finite set
Ψ ∈ L2(R), i.e.,
X(Ψ) = {2k/2ψ(2kx− j) : ψ ∈ Ψ, k, j ∈ Z}
xi
and the elements in Ψ are called the generators. When X(Ψ) is also a tight frame
for L2(R), then ψ ∈ Ψ are called (tight) framelets, following the terminology used
in [17].
To construct compactly supported framelet systems, one starts with a com-
pactly supported refinable function φ ∈ L2(R) with a refinement mask (low-pass
filter) ζφ such that φ satisfies the refinement equation: φˆ(2·) = ζφφˆ. Here φˆ is the
Fourier transform of φ, and ζφ is a trigonometric polynomial with ζφ(0) = 1. A
multiresolution analysis (MRA) from this given refinable function can be formed,
see [2, 28]. The compactly supported framelets Ψ are defined in the Fourier do-
main by ψˆ(2·) = ζψφˆ for some trigonometric polynomials ζψ, ψ ∈ Ψ. The unitary
extension principle (UEP) of [30] asserts that the system X(Ψ) generated by the
finite set Ψ forms a tight frame in L2(R) provided that the masks ζφ and {ζψ}ψ∈Ψ
satisfy:
ζφζφ(ω + γpi) +
∑
ψ∈Ψ
ζψζψ(ω + γpi) = δγ,0, γ = 0, 1 (1.8)
for almost all ω ∈ R. The sequences of Fourier coefficients of ζψ, as well as ζψ
itself, are called framelet masks or high-pass filters. The construction of framelets
Ψ essentially is to design framelet masks {ζψ}ψ∈Φ for a given refinement mask ζφ
such that (1.8) holds. For a given φ with refinement mask ζφ, as shown in [15, 17],
it is easy to construct ζψ, ψ ∈ Ψ whenever ζφ satisfies
|ζφ|2 + |ζφ(·+ pi)|2 ≤ 1
Furthermore, the framelets can be constructed to be symmetric as long as φ is
symmetric. In particular, one can construct tight framelet systems from B-splines.
Here, we give two examples.
The first example is derived from piecewise linear B-spline whose refinement
xii
mask is h0 =
1
4





[1, 0,−1], h2 = 1
4
[−1, 2,−1]
The second example is derived from piecewise cubic B-spline whose refinement
mask is h0 =
1
16








[−1, 0, 2; 0,−1];h3 = 1
8
[−1, 2, 0,−1, 1];h4 = 1
16
[1,−4, 6,−4, 1]
Construction of tight framelets from B-splines of high orders can be found in
[30]. The refinement and framelet masks can be used to derive fast decomposition
and reconstruction algorithms similar to the orthonormal wavelet case. Interested
readers can refer [9, 30] for more details.
1.2.2 Frames in Rn
Since images are finite dimensional, we describe briefly here how to convert the
framelet decomposition and reconstruction to finite dimension frames. Let W be
a m-by-n (n ≤ m) matrix whose rows are vectors in Rn. The system, denoted by
W again, consisting of all the rows of W, is a tight frame for Rn if for any vector





Note that the above equation is equivalent to the perfect reconstruction formula
f =
∑
x∈W〈f ,x〉x. The matrix W is called the analysis (or decomposition) oper-
ator, and its adjoint WT is called the synthesis (or reconstruction) operator. The
perfect reconstruction formula can be rewritten as f = WTWf . Hence W is a
tight frame if and only if WTW = I. Unlike the orthonormal basis, we empha-
size that WWT 6= I in general. Or else the system of the rows of W form an
orthonormal basis. The basic assumption for tight frame based image restoration
xiii
is that the real images can be sparse represented by tight frame. This ”sparse
approximation” is the key in many problems in applications.
In the following, we derive the tight frame system W from the given masks
{hk}0≤k≤2m. Let h be a filter with length 2m+ 1, i.e.,
h = [h(−m), h(−m+ 1), · · · , h(−1), h(0), · · · , h(m− 1), h(m)]
If Neumann (symmetric) boundary condition is used, then the matrices represen-
tation of h will be an n× n matrix H given by
H(i, j) =

h(i− j) + h(i+ j − 1), if i+ j ≤ m+ 1
h(i− j) + h(−1− (2n− i− j)), if i+ j ≥ 2n−m+ 1
h(i− j), otherwise
(1.9)
When the filter h is symmetric, the resulting matrix H is a Toeplitz-plus-Toeplitz
and its spectra can be computed easily (see, e.g., [12]). We note that Neumann
boundary conditions usually produce restored images having less artifacts near
the boundary, see [10, 12] for instances.
Next we define the matrix Lk and Hk:









 , k > 0 (1.10)
where H
(l)
k is the matrix representation of the filters formed from hk by inserting
2l−1 − 1 zeros between every two adjacent components of hk. The multi-level
decomposition operator W up to level L induced from the spline tight framelets
xiv













where W0 = LL and W1 consists of the remaining blocks of W.
The unitary extension principle asserts that
WTW = WT0 W0 +W
T
1 W1 = I
Hence W is a tight frame in Rn.
So far we have only considered tight framelet systems in 1-D. Since images are
2-D objects, when we handle images, we use tensor product tight framelet system
generated by the corresponding univariate tight framelet system. Let H
(l)
k ,0 ≤





i ⊗H(l)j , 0 ≤ i, j ≤ 2m



















 k > 0
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and W is a tight frame from the unitary extension principle.
1.3 Motivation, Contribution and Structure
As stated in the previous part, for some image f ∈ Rn, when W is tight frame
transform, the given data are PΛf in the image domain and PΓWf in the transfor-
m domain (x = PΛf and y = PΓWf in (1.1)), we can exactly recover the original




j /∈Λ |W(i, j)|2 < 1
holds. However, when the exact recovery condition does not hold or the data
x and y are arbitrarily given, we can get an approximate solution from the al-
gorithm (1.2) derived by solving the model (1.3) which is a balanced approach
model. While the algorithm (1.2) is efficient, it may not very much closely related
to PΓWf in the transform domain, when the given data is closely related to PΛf
and PΓWf . It is more proper to have a model whose approximation term in the
transform domain is reflected by PΓWf . Note that, since W is redundant, for
given f there are infinitely many t such that f = WT t. In the frame literature
Wf is called canonical coefficients of the frame transform of f . In many cases,
the sparsity assumption is also imposed on the canonical coefficients which is also
reflected by the regularity term in the model. Altogether, we propose the follow-
ing analysis based model when the exact recovery is impossible or unnecessary
and when approximation and regularity of Wf are desirable: The solution is a
xvi





‖PΛf − x‖22 +
ν
2
‖PΓWf − y‖22 + ‖diag(µ)Wf‖1} (1.11)
where ν > 0 is a weighted parameter and µ is a positively weighted vector. The
first term penalizes the distance of PΛf to the given data x in the image domain.
The second term penalizes the distance of PΓWf to the given data y in the
transform domain. Thus the first two terms in (1.11) penalize the distance of
the given data to the solution in both image and transform domains. The third
term guarantees the regularity and sparsity of the underlying solution. We will
derive an efficient iterative algorithm for the model (1.11) by using split Bregman
method (see [8]).
The rest of the thesis is organized as follows. In chapter two, we will intro-
duce the balanced approach algorithm in details. Furthermore, to accelerate the
convergence rate of the algorithm, accelerated proximal gradient(APG) algorith-
m for the balanced approach algorithm is proposed by applying the idea in [31].
The corresponding convergence rate of these two algorithms are also given. In
chapter three, we focus on a special case for the problem (1.1), i.e., x = PΛf
and y = PΓWf in (1.1). A sufficient condition which enables f can be exactly
recovered is given and the reconstruction algorithm is also proposed. In chapter
four, for the case that the exact recovery condition does not hold or the data x
and y are arbitrarily given, we proposed an analysis based model for (1.1) and
derive our algorithm by using split Bregman method. Some implementations of





Image inpainting is to recover data by interpolation. There are many interpo-
lation schemes available, e.g., spline interpolation, but majority of them are only
good for smooth functions. Images are either piecewise smooth function or texture
which do not have the required globe smoothness to provide a good approximation
of underlying solutions. The major challenge in image inpainting is to keep the
features, e.g., edges of images, which many of those available interpolation algo-
rithms cannot preserve. Furthermore, since images are usually contaminated by
noises, the algorithms should have a build in denoising component. In this part,
we will introduce the balanced approach image restoration.
1
22.1 Balanced Approach Image Restoration
For arbitrary given data x supported on Λ ⊂ N and y supported on Γ ⊂M,




The simple idea of the balanced approach for frame based image restoration
comes as follows: one may use any simple interpolation scheme to interpolate the
given data in both image and transform domains that leads to an inpainted image.
The edges might be blurred in this inpainted image. One of the simplest ways to
sharpen the image is to threw out small coefficients under a tight wavelet frame
transform. This deletion of small wavelet frame coefficients not only sharpens
edges but also removes noises. When it is reconstructed back to image domain,
it will not interpolate the data anymore, the simplest way to make it interpolate
the given data is to put the given data back. One may iterate this process till
convergence.
To be precise, the authors in [5] proposed the iterative algorithm (1.2) for the
problem (1.1):
fk+1 = x+ (I−PΛ)WTTµ(y + (I−PΓ)Wfk) (2.1)
where Tµ is the soft thresholding operator.
From fk to fk+1, we first transform fk to the transform domain to get the
transform coefficients Wfk. Then we replace the data on Γ by the given data
y. After that, we apply the soft thresholding operator Tµ on the coefficients
y+(I−PΓ)Wfk to perturb the transform coefficients and to remove possible noise.
Finally, the modified coefficients are transformed back to the image domain, and
3the data on Λ is replaced by the given data x. This gives the next approximation
fk+1.
By letting tk = Tµ(y + (I−PΓ)Wfk), the iteration (2.1) can be written as

tk = Tµ(y + (I−PΓ)Wfk)
fk+1 = x+ (I−PΛ)WT tk
(2.2)





‖PΛWT t− x‖22 +
1
2
‖(I−WWT )t‖22 + ‖diag(µ)t‖1}, (2.3)
and the solution is given as f∗ = WT t∗.
The idea of the convergence proof is that the sequence {tk}k≥0 in (2.2) can be
written as a proximal forward-backward splitting iteration of (2.3). If we define
the set I and the indicator function ιI as




0, if t ∈ I
+∞, otherwise





‖PΛWT t− x‖22 +
1
2
‖(I−WWT )t‖22 + ξ(t)} (2.4)
where ξ(t) := ‖diag(µ)t‖1 + ιI(t).
By letting
F1(t) = ξ(t), F2(t) =
1
2




4the authors show in [5] that the reconstruction algorithm (2.2) is equivalent to the
proximal forward-backward splitting (PFBS) iteration for (2.4):
tk+1 = proxF1{tk −∇F2(tk)}
where proxϕ(r) is the proximal operator of ϕ defined by




‖r− t‖22 + ϕ(t)}
Note that if the F1(t) = ξ(t) is defined as above, then the proximal operator
of F1 is




‖r− t‖22 + ‖diag(µ)t‖1 + ιI(t} = Tµ(y + (I−PΓ)r)
Then, the balanced approach reconstruction algorithm (2.2) can be written in
the following form: Set initial guesses t0 = t−1 ∈ Rm, the iteration (2.2) for the
balanced approach is 
gk = tk −∇F2(tk)
tk+1 = proxF1(gk)
(2.6)
The convergence of the proximal forward-backward splitting is guaranteed by
the following theorem in [13]
Theorem 2.1.1. Consider the minimization problem
min
t∈Rm
F1(t) + F2(t) (2.7)
where F1 : Rm → R is a proper, convex, lower semi-continuous function and
F2 : Rm → R is a convex, differentiable function with an L-Lipschitz continuous
gradient. Assume a minimizer of (2.7) exists. Then for any initial guess t0 , the
5iteration (called the proximal forward-backward splitting):
tk+1 = proxF1/L(tk −∇F2(tk)/L) (2.8)
converges to the minimizer of F1(t) + F2(t).
We will not prove this Theorem since the conclusion of this Theorem is included
in Theorem 2.1.2 below. It is easy to verify that F1(t), F2(t) defined in (2.5) satisfy
the conditions in Theorem 2.1.1 and F2(t) is 1-Lipschitz (see,e.g.,[16]). Thus the
iteration {tk}k≥0 in (2.6) converges to a minimization of model (2.4), and hence
model (2.3).
In [16], the authors considered the image inpainting problem (Γ = ∅ in (1.1))
and the convergence rate is given. The PFBS algorithm can still be written as
(2.6) with F1(t) = ‖diag(µ)t‖1. For the two domain image restoration problem
(1.1), the PFBS algorithm is (2.6) with F1(t) = ‖diag(µ)t‖1 + ιI(t). With differ-
ent definition of F1, we still have a similar result for the convergence rate. The
arguments is quite similar and we will give a proof in order to make the thesis
self-contained.
For notational convenience we denote F(t) = F1(t) + F2(t) and
lF(α; β) = F2(β) + 〈∇F2(β), α− β〉+ F1(α)
where the sum of the first two terms is the linear approximation of F2 at β. Since




‖α− β‖22 ≤ lF(α; β) (2.9)
We have the following theorem which reveals the convergence rate of the PFBS
iteration (2.8)
6Theorem 2.1.2. Consider the minimization problem
min
t∈Rm
F1(t) + F2(t) (2.10)
where F1(t) = ‖diag(µ)t‖1 + ιI(t) and F2 : Rm → R is a convex, differentiable
function with an L-Lipschitz continuous gradient. Let F := F1 + F2 and denote
by t∗ a solution of (2.10). Then the sequence {tk}k≥0 generated by the iteration
(2.8) satisfies




As a consequence, for given  > 0, we have








‖tk − t∗‖22 = 0
First, we recall the following result on convergence of minimizing sequences
which is taken from [8]
Proposition 2.1.1. Let F(t) be a convex function defined on Rm and nowhere
assumes the values ±∞. Suppose F has a unique minimizer t∗ ∈ Rm. Then any
minimizing sequence {tk}k≥0, i.e., F(tk)→ F(t∗) as k → +∞, converges to t∗ in
any Euclidean norm of Rm.
Now we can prove Theorem 2.1.2
Proof of Thm. 2.1.2. For k ≥ 1 , we firstly show that
tk+1 ∈ arg min
t∈Rm
{lF(t; tk) + L〈tk+1 − tk, t〉} (2.13)
7By letting gk = tk −∇F2(tk)/L, it is easy to see that (2.13) is equivalent to
tk+1 ∈ arg min
t∈Rm
{〈tk+1 − gk, t〉+ F1(t)/L} (2.14)
Since we have
tk+1 = proxF1/L(gk) = arg min
t∈Rm
{‖t− gk‖22 + F1(t)/L}
we have
0 ∈ tk+1 − gk + ∂F1(tk+1)/L
which implies (2.14) and hence (2.13). From (2.13), we now have
lF(tk+1; tk) + L〈tk+1 − tk, tk+1〉 ≤ lF(t∗; tk) + L〈tk+1 − tk, t∗〉 (2.15)
Letting α = tk+1 and β = tk in (2.9), we get
F(tk+1) ≤ lF(tk+1; tk) + L
2
‖tk+1 − tk‖22 (2.16)
Applying (2.15) to (2.16), we have











≤ F(t∗) + L
2




where the last inequality follows from the definition of lF and the convexity of F2.
Then we will have the following inequality
F(tk+1)− F(t∗) ≤ L
2




8Telescoping on the above inequality, we will get
k+1∑
j=1
F(tj)− (k + 1)F(t∗) ≤ L
2
‖t∗ − t0‖22 (2.17)
By using (2.13) again, we have
lF(tk+1; tk) + L〈tk+1 − tk, tk+1〉 ≤ lF(tk; tk) + L〈tk+1 − tk, tk〉
= F(tk) + L〈tk+1 − tk, tk〉
By applying the above inequality to (2.16), we get
F(tk+1)− F(tk) ≤ −L
2
‖tk+1 − tk‖22












Combining (2.17) and (2.18), we have
(k + 1)(F(tk+1)− F(t∗)) ≤ L
2
‖t∗ − t0‖22
and thus (2.11) holds. In addition, by applying the triangle inequality
‖t∗ − t0‖2 ≤ ‖t∗‖2 + ‖t0‖2 ≤ ‖t∗‖1 + ‖t0‖2
we obtain (2.12).
The conclusion that tk → t∗ when t∗ is the unique minimizer of F follows
directly from Proposition 2.1.1.
It is obvious by Theorem 2.1.2 that it requires O(L/) iterations to get an -
9optimal solution. In the next section, we will introduce an acceleration algorithm
for the PFBS algorithm.
2.2 Accelerated Proximal Gradient Method for
Framed Based Image Restoration
As stated in the previous section, the proximal forward-backward splitting al-
gorithm generates an -optimal solution in O(L/) iterations, which is reasonably
efficient. However, in practice, faster algorithms are always desired. Therefore, one
always wishes to reduce the total number of iterations to get an satisfactory solu-
tion. In [31],the authors adapt the accelerated proximal gradient (APG) algorithm
to solve the l1-regularized linear least squares problem in the balanced approach in
frame based image restoration. We will follow this idea to derive the APG for (2.8)
with incomplete data in both image and transform domains. The APG algorith-
m of [32] is obtained by adjusting the gk step in the proximal forward-backward
splitting algorithm. This idea has already appeared in [1, 34]. Next, we describe
the APG algorithm for (2.8): Set initial guesses t0 = t−1 ∈ Rm,s0 = 1,and s−1 = 0
and generate tk by 












The convergence rate of the APG algorithm (2.19) is revealed by the following
theorem which is similar to the Theorem 4.5 in [16]
Theorem 2.2.1. Consider the minimization problem
min
t∈Rm
F1(t) + F2(t) (2.20)
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where F1(t) = ‖diag(µ)t‖1 + ιI(t) and F2 : Rm → R is a convex, differentiable
function with an L-Lipschitz continuous gradient. Let F := F1+F2 and {tk}, {βk},
and {sk} be the sequences generated by Algorithm (2.19). Then for any k ≥ 1 and
any optimal solution t∗ to the minimization problem (2.20) with 0 ≤ k < ∞, we
have









(‖t0‖2 + C)− 1 (2.22)
where C is a constant satisfies ‖t∗‖1 ≤ C. Furthermore, if t∗ is the unique mini-
mizer of F (t), then tk → t∗ as k →∞.
Proof. For k ≥ 1 and any optimal solution t∗, let t˜ = t∗+(sk−1)tk
sk
. We first show
that
tk+1 ∈ arg min
t∈Rm
{lF(t; βk) + L〈tk+1 − βk, t〉} (2.23)
which is equivalent to
tk+1 ∈ arg min
t∈Rm
{〈tk+1 − gk, t〉+ F1(t)/L} (2.24)
Since we have
tk+1 = proxF1/L(gk) = arg min
t∈Rm
{‖t− gk‖22 + F1(t)/L}
we can get
0 ∈ tk+1 − gk + ∂F1(tk+1)/L
which implies (2.24) and hence (2.23). From (2.23), we now have
lF(tk+1; βk) + L〈tk+1 − βk, tk+1〉 ≤ lF(t˜; βk) + L〈tk+1 − tk, t˜〉 (2.25)
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Letting α = tk+1 and β = βk in (2.9), we get
F(tk+1) ≤ lF(tk+1; βk) + L
2
‖tk+1 − βk‖22 (2.26)
Applying (2.25) to (2.26), we have
F(tk+1) ≤ lF(t˜; βk) + L〈tk+1 − βk, t˜− tk+1〉+ L
2
‖tk+1 − βk‖22







Substituting t˜ = t
∗+(sk−1)tk
sk
into the above inequality and denoting γk := (sk−1 −
1)tk−1 − sk−1tk, we obtain










‖(sk − 1)tk + t∗ − skβk‖22 −
L
2s2k




























Here, the first inequality follows from that lF is convex and sk ≥ 1 which is easy
to verify. The last inequality follows from the definition of lF and the convexity
of F2.
Subtracting F(t∗) from both sides of the last inequality of (2.27), multiplying
s2k at both sides and noticing that s
2
k−1 = sk(sk − 1), we have
s2k(F(tk+1)− F(t∗)) ≤ s2k−1(F(tk))− F(t∗)) +
L
2










Hence we have (2.21) and (2.22) follows from the triangle inequality.
The conclusion that tk → t∗ when t∗ is the unique minimizer of F follows
directly from Proposition 2.1.1.
As we can see from Theorem 2.2.1 the accelerated proximal gradient (APG)
algorithm (see also the FISTA algorithm of [1]) is much more efficient than the
proximal forward-backward splitting algorithm because it only requires O(L/
√
)




In this Chapter, we will focus on the special case where the given data are PΛf
in the image domain and PΓWf in the transform domain, i.e., we have x = PΛf
and y = PΓWf in (1.1). A sufficient condition is given to assert the exact recovery
of the underlying data f . We will also propose an algorithm to recover the data
and compare it with the algorithm (1.5) proposed in [5].
For simplicity, we denote that Γc =M\Γ and Λc = N\Λ. The main result of
this Chapter is the following Theorem:
Theorem 3.1.1. Let W be the tight frame transform, i.e. WTW = I. Given





|W(i, j)|2 < 1 (3.1)
holds, then




f = (I−PΛcWTPΓcW)−1(PΛf +PΛcWTPΓWf) (3.3)
The key issue to prove the above Theorem is to prove the invertibility of the
operator I−WTPΓcWPΛc in (3.2) and I−PΛcWTPΓcW in (3.3).
It is a common sense that we cannot lose too much information if we want
to recover the original data. Therefore the condition (3.1) should guarantee that
large proportion of data in the image or transform domain are known. This fact is
revealed by the following proposition which is some kind of uncertainty principle
with the same spirit of Theorem 2 in [19].
Proposition 3.1.1. Let W is a tight frame transform, Λ ⊂ N and Γ ⊂ M be
given sets. If there exist none zero f ∈ Rn, ε, η ≥ 0, such that
‖PΛf‖2 ≤ ε‖f‖2 (3.4)
and
‖PΓWf‖2 ≤ η‖Wf‖2 (3.5)




|W(i, j)|2 ≥ (1− ε− η)2







































On the other hand, by triangle inequality, we have
‖Wf‖2 − ‖PΓcWPΛcf‖2 ≤ ‖Wf −PΓcWPΛcf‖2
≤ ‖Wf −PΓcWf‖2 + ‖PΓcWf −PΓcWPΛcf‖2
≤ η‖f‖2 + ‖PΓc‖‖W‖‖f −PΛcf‖2
≤ η‖f‖2 + ε‖f‖2
where the operator norm ‖PΓc‖, ‖W‖ are both equal to 1. The last two inequality
come from the conditions(3.4),(3.5) respectively.






|W(i, j)|2)1/2‖f‖2 ≥ ‖PΓcWPΛcf‖2
≥ ‖Wf‖2 − η‖f‖2 − ε‖f‖2
= (1− η − ε)‖f‖2
By dividing ‖f‖2 on both sides, we get the result.
Proposition 3.1.1 shows that if (3.4) and (3.5) hold with small  and η, i.e.
there is too little information given, the chance for (3.1) to be hold is slim, i.e.
the exact recovery via Theorem 3.1.1 becomes difficult .
In the following we prove Theorem 3.1.1.
Proof of Thm. 3.1.1. First of all, from (3.1) and (3.6), we have the operator
norm ‖WTPΓcWPΛc‖ < 1, which ensures the invertibility of I −WTPΓcWPΛc .
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Furthermore, we observe that





We notice that the data at the right hand side of the above equality are known
since the data PΓWf and PΛf are both given. Then by the invertibility of I −
WTPΓcWPΛc , we can restore the original f from the known data PΛf and PΓWf
by the following expression
f = (I−WTPΓcWPΛc)−1(WTPΓWf +WTPΓcWPΛf) (3.7)
The above equality provides us the algorithm for exactly recovering the original
signal f . Furthermore, there is another expression which also provides a way to
recover f .
Similarly, we have the operator norm ‖PΛcWTPΓcW‖ < 1, which ensures the
invertibility of I−PΛcWTPΓcW. By a similar argument, we observe that





The data at the right hand side of the above equality are known since PΛf
and PΓWf are both given. Then by the invertibility of I−PΛcWTPΓcW, we can
restore the original f from the known data PΛf and PΓWf by the expression
f = (I−PΛcWTPΓcW)−1(PΛf +PΛcWTPΓWf) (3.8)
Thus, we proved the theorem and provided two ways to recover the original
17
data.
The exact recovery by applying Theorem 3.1.1 necessarily implies that the
recovery is unique. Indeed, this uniqueness is asserted by the assumption (3.1).
Assume that f1 and f2 both satisfy (1.1), we let h = f1− f1. Then, it follows from
(1.1) that PΛh = PΓWh = 0, which implies by (3.2) or (3.3) h = 0 and hence
f1 = f2 . This uniqueness is why we called exact recovery in this thesis.
3.2 Algorithms
Theorem 3.1.1 guarantees the exact recovery of f under the condition (3.1), and
(3.2) and (3.3) provide the recovery expressions of f . However we merely use them
to reconstruct the original data in the implementations since it is complicated to
compute the inverse of a matrix. In the following, we will propose the iterative
algorithms for the two recovery expressions above.
The algorithms are based on the following well known approach (see for in-
stance [24]). Let L be a m ×m matrix that satisfies ‖L‖ < 1. Then the matrix
I− L is invertible. Starting from any given vector v0 ∈ Rm, we define
vk+1 = v0 + Lvk, k ≥ 0.
The contraction mapping principle ensures that this iterative procedure converges
in a geometric rate to the unique fixed point v∗ given by
v∗ = v0 + Lv∗.
In other words, v∗ = (I− L)−1v0.




we will finally get the iterative algorithm :
fk+1 = W
T (PΓWf + (I−PΓ)W(PΛf + (I−PΛ)fk)) (3.9)
In (3.9), the data is updated in the following procedure: in the image domain,
we update the coefficients on Λ by the known data PΛf , then transform it to the
transform domain and use the known data PΓWf in the transform domain to
replace the coefficients on Γ. Then we transform it back to the image domain and
go to the next iteration.
In the same way, we can formulate the iterative algorithm for (3.3) by letting
L = PΛcW
TPΓcW and v0 = PΛf +PΛcW
TPΓWf :
fk+1 = PΛf + (I−PΛ)WT (PΓWf + (I−PΓ)Wfk) (3.10)
In (3.10), from fk to fk+1, we firstly transform fk to the transform domain to
get the transform coefficients Wfk. Then we replace the coefficients on Γ by the
known data PΓWf . After that, we transform it back to the image domain and
update the data on Λ by the known data PΛf in the image domain.
We have provided two algorithms (3.9) and (3.10) for the exact recovery case.
However, we will see that they are essentially the same by the following arguments.
In (3.9), if we denote tk = x + (I− PΛ)fk, then our algorithm can be written
as follows 
tk = x+ (I−PΛ)fk




Similarly, in (3.10), we denote rk = y+ (I−PΓ)Wfk. The algorithm (2.15) is
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equivalent to the following iteration

rk = y + (I−PΓ)Wfk
tk = W
T rk
fk+1 = x+ (I−PΛ)tk
(3.12)
By comparing (3.11) and (3.12), we can easily see that these two iterations
are essentially doing the same calculation process. Thus the algorithm (3.9) and
(3.10) can be considered as the same. The only difference is that we choose WT r
as the result in (3.9) and PΛf + (I−PΛ)t in (3.10) where r and t are the limit of
rk in(3.11) and tk in (3.12) respectively. Therefore, we can just consider (3.10) as
our exact recovery algorithm.
Note that the exact recovery algorithm (3.10) is slightly different from the
balanced approach algorithm (1.5) by a plunging denoising operator, i.e., soft




4.1 Analysis and Algorithm
In the general case, the data x in the image domain and y in the transform do-
main are arbitrarily given and are normally contaminated by noises. Furthermore,
the sufficient condition (3.1) that guarantees the exact recovery does not hold with




is a very ill posed problem in general. It may have no solution or have infinity
many solutions in many cases and since the data is normally contaminated by
noises, it is unnecessary to have exact recovery in those cases.
We propose the following analysis based model under the assumptions that the
data given is somehow close to PΛf in the image domain and PΓWf in the trans-
form domain where f is the underlying solution which has a sparse approximation








‖PΛf − x‖22 +
ν
2
‖PΓWf − y‖22 + ‖diag(µ)Wf‖1} (4.1)
where ν > 0 is a weighted parameter and µ is a positively weighted vector.
Now we consider each terms of (4.1): The first term penalizes the distant
between f and the given data in the image domain. The second term penalizes
the distant of our solution to the known data in the transform domain. Thus
the first two terms guarantee the fidelity of the solution. The last term uses the
assumptions that the underlying solution has a good sparse approximation by its
canonical coefficients.
Since the minimization problem (4.1) is not separable, it cannot be solved
simply by thresholding as in the balanced or synthesis based approach (see, e.g.,
[7, 11, 21, 22]). In the next we will derive an iterative algorithm for (4.1) by using
split Bregman method.
The derivation of the split Bregman method in [8, 25] is based on Bregman
distance. Furthermore, the split Bregman method can be understood as the aug-
mented Lagrangian method (see [23]) applying to (4.1)(see e.g.,[20, 33]). It is clear





‖PΛf − x‖22 +
ν
2




subject to Wf = d
(4.2)
where λ > 0. The Lagrangian for problem (4.2) is given by










The saddle points of L(f ,d,p) are obtained by the following iteration





pk+1 = pk + λ(dk+1 −Wfk+1)
By letting bk = −pk/λ, the above iteration becomes
(fk+1,dk+1) = arg minf ,d{12‖PΛf − x‖22 + ν2‖PΓd− y‖22 + ‖diag(µ)d‖1
+λ
2
‖Wf − d+ bk‖22}
bk+1 = bk + (Wfk+1 − dk+1)
For the first subproblem above, we usually use alternative minimization method
to solve it. Then, we can get the following iteration for (4.1)

fk+1 = arg minf{12‖PΛf − x‖22 + λ2‖Wf − dk + bk‖22}
dk+1 = arg mind{ν2‖PΓd− y‖22 + λ2‖Wfk+1 − d+ bk‖22 + ‖diag(µ)d‖1}
bk+1 = bk + (Wfk+1 − dk+1)
(4.3)
The first subproblem is easy to solve and implement. For the second subprob-
lem, since it is separable for d, we can handle it for two parts, one is {d(i)}i/∈Γ
and the other one {d(i)}i∈Γ where d(i) is the i-th element of the vector d. We
will show that for both cases, the solution of the subproblem is simply a soft
thresholding. Now let us handle them separately.
For those i /∈ Γ, the second subproblem of (4.3) simply becomes




(Wfk+1(i)− d(i) + bk(i))2 + |µ(i)d(i)|}
and it is well-known that the solution is dk+1(i) = tµ(i)
λ




is the i-th component of the theresholding operator Tµ
λ
(see, e.g. [13]).
For those i ∈ Γ, the second subproblem of (4.3) is




(d(i)− y(i))2 + λ
2
(Wfk+1(i)− d(i) + bk(i))2 + |µ(i)d(i)|}
which is also a soft thresholding by the following argument:




(d(i)− y(i))2 + λ
2
(Wfk+1(i)− d(i) + bk(i))2 + |µ(i)d(i)|}
= arg min
d(i)∈R
{|µ(i)d(i)|+ ν + λ
2






νy(i) + λ(Wfk+1(i) + bk(i))
ν + λ
)
Combine these two cases, we can write the solution for the second subproblem
of (4.3) in the following form
dk+1 = (I−PΓ)Tµ
λ
(Wfk+1 + bk) +PΓT µ
ν+λ
(
νy + λ(Wfk+1 + bk)
ν + λ
)
Hence, algorithm (4.3) can be written by a more explicit way as follows:

fk+1 = (PΛ + λI)
−1(x+ λWT (dk − bk))
dk+1 = (I−PΓ)Tµ
λ





bk+1 = bk + (Wfk+1 − dk+1)
(4.4)
where Tµ is the soft threshloding operator as defined before.
Since PΛ + λI is a diagonal matrix, it is easy to be inverted and computed.
Thus the algorithm (4.4) is easy to be implemented and efficient.
For the algorithm (4.3), we have the following convergence result which is
similar to Theorem 4.8 in [16]: Assume there is at least one solution f∗ for (4.1),
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‖PΛfk − x‖22 +
ν
2




‖PΛf∗ − x‖22 +
ν
2
‖PΓWf∗ − y‖22 + ‖diag(µ)Wf∗‖1
Furthermore, when (4.1) has a unique solution, we have limk→∞ ‖fk − f∗‖2 = 0.
The result will be proved in the next section in a more general context.
4.2 Convergence Analysis





where H(f) is convex and smooth. The convergence analysis of (4.3) is quite
similar. For consistence of this thesis, I will prove the convergence of algorithm
(4.3).
To get the convergence result for the iteration (4.3), we will provide a more




where H(f) is a smooth convex function and K(d) is convex. By a similar argu-
ment, we will get the split Bregman algorithm for (4.5)

fk+1 = arg minf{H(f) + λ2‖Wf − dk + bk‖22}
dk+1 = arg mind{K(d) + λ2‖Wfk+1 − d+ bk‖22}
bk+1 = bk + (Wfk+1 − dk+1)
(4.6)
We have the following theorem which is a generalization of Theorem 4.8 in [16]
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Theorem 4.2.1. For the iteration algorithm (4.6) generated by split Bregman
method, if there is at least one solution f∗ for the minimization problem (4.5) and
λ > 0, we have
lim
k→∞
{H(fk) +K(Wfk)} = {H(f∗) +K(Wf∗)} (4.7)
and if the solution is unique, then we have
lim
k→∞
‖fk − f∗‖22 = 0 (4.8)
By substituting H(f) = 1
2
‖PΛf −x‖22 and K(d) = ν2‖PΓd−y‖22 + ‖diag(µ)d‖1
in theorem 4.2.1, we can easily get the convergence result for the analysis based
algorithm (4.3). We now give a proof of the theorem
Proof. The first order optimality condition of (4.6) gives

0 = ∇H(fk+1) + λWT (Wfk+1 − dk + bk)
0 = pk+1 + λ(dk+1 −Wfk+1 − bk) with pk+1 ∈ ∂K(dk+1)
bk+1 = bk + (Wfk+1 − dk+1)
(4.9)
where ∂K(dk+1) is the subdifferential of K(d) at dk+1.
The solution f∗ for (4.5) must satisfies
0 = WTp∗ +∇H(f∗) (4.10)




0 = ∇H(f∗) + λWT (Wf∗ − d∗ + b∗)
0 = p∗ + λ(d∗ −Wf∗ − b∗) with p∗ ∈ ∂K(dk+1)
b∗ = b∗ + (Wf∗ − d∗)
(4.11)
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This means that (f∗,d∗,b∗) is a fixed point of (4.9). Denote the errors by
f ek = fk − f∗, dek = dk − d∗, bek = bk − b∗
Subtracting the first equation of (4.11) from the first equation of (4.9), we
obtain
0 = ∇H(fk+1)−∇H(f∗) + λWT (Wf ek+1 − dek + bek)
Take inner product on both side with respect to f ek+1, we have
0 = 〈∇H(fk+1)−∇H(f∗), f ek+1〉+ λ‖Wf ek+1‖22 − λ〈WTdek, f ek+1〉+ λ〈WTbek, f ek+1〉
(4.12)
Applying similar manipulations to the second equation of (4.11) and (4.9), we
have
0 = 〈pk+1 − p∗,dek+1〉+ λ‖dek+1‖22 − λ〈Wf ek+1,dek+1〉 − λ〈bek,dek+1〉 (4.13)
where pk+1 ∈ ∂K(dk+1) and p∗ = λb∗ ∈ ∂K(d∗).






k+1 − dek+1) (4.14)
Taking the inner product of (4.14) with itself, we will have the following identity






‖Wf ek+1 − dek+1‖22 (4.15)
27
By summing (4.13) and (4.12), we get
0 =〈∇H(fk+1)−∇H(f∗), f ek+1〉+ 〈pk+1 − p∗,dek+1〉
+ λ(‖Wf ek+1‖22 + ‖dek+1‖22 − 〈Wf ek+1,dek+1 + dek〉+ 〈bek,Wf ek+1 − dek+1〉)
(4.16)




= 〈∇H(fk+1)−∇H(f∗), f ek+1〉+ 〈pk+1 − p∗,dek+1〉
+ λ(‖Wf ek+1‖22 + ‖dek+1‖22 − 〈Wf ek+1,dek + dek+1〉 −
1
2
‖Wf ek+1 − dek+1‖22







‖dek+1‖22 − 〈Wf ek+1,dek〉)












By summing the above equation from k = 0 to k = K, we get
λ
2




〈∇H(fk+1)−∇H(f∗), fk+1 − f∗〉+
K∑
k=0











By the property of subgradient, all the terms at the right-hand side of the above
identity are nonnegative. Thus we have the following inequality:
λ
2
(‖be0‖22 + ‖de0‖22) ≥
K∑
k=0
〈∇H(fk+1)−∇H(f∗), fk+1 − f∗〉 (4.19)
Since λ > 0, we have
∑K





〈∇H(fk+1)−∇H(f∗), fk+1 − f∗〉 = 0 (4.20)
By the definition of subgradient, we have
H(fk)−H(f∗)− 〈fk − f∗,∇H(f∗)〉 ≥ 0
and
H(f∗)−H(fk)− 〈f∗ − fk,∇H(fk)〉 ≥ 0
which leads to
0 ≤ H(fk)−H(u∗)− 〈fk − f∗,∇H(f∗)〉 ≤ 〈∇H(fk)−∇H(f∗), fk − f∗〉
This, together with (4.20), we have
lim
k→+∞
H(fk)−H(f∗)− 〈fk − f∗,∇H(f∗)〉 = 0 (4.21)
Similarly, we can have the following results by a similar argument
lim
k→+∞
K(dk)−K(d∗)− 〈dk − d∗, ∂K(d∗)〉 = 0 (4.22)
Furthermore,(4.18) also provides the following inequalities
µ
2









‖Wf ek+1 − dek‖22 = 0
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This, with the fact Wu∗ = d∗, we have the following result
lim
k→+∞
‖Wfk+1 − dk‖22 = 0 (4.24)
Since ‖ · ‖1 and ‖ · ‖2 are both continuous, by (4.22) and (4.24), we have
lim
k→+∞
K(Wfk)−K(Wf∗)− 〈Wfk −Wf∗, p∗)〉 = 0 (4.25)




− 〈fk − f∗,∇H(f∗) +WTp∗〉) = 0
(4.26)
By (4.10) and (4.26), we proves (4.7) and (4.8) follows from Proposition 2.1.1.
Chapter 5
Numerical Implementation
In this Chapter, we will apply our proposed analysis based algorithm on the
following three image restoration problems:
(1) Image inpainting
(2) Super resolution image reconstruction with multiple sensors
(3) Super resolution image reconstruction with different zooms
(4) Data reconstruction from normal vectors
The first three applications correspond to three different data missing cate-
gories. The second and the fourth application are in the same data category but
different problems in practise. The quality of the reconstructed images is evaluated
by the peak signal-to-noise ratio(PSNR) defined as





where f and f∞ are the original image and the reconstructed image respectively,
and N is the number of pixels of f . For all our implementations, we set the
initial data f0 be zeros and the iteration is recorded when the reconstructed image
achieves the highest PSNR value. Furthermore, in each image restoration problem,
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we also illustrate the result by the balanced approach algorithm, APG for the
balanced approach and the analysis based approach algorithm.
For the first three application, the transform we used are linear B-spline tight
frame, i.e., we use the following filters to construct the transform matrix





and Haar wavelet in the fourth application, i.e.,
h0 = (1/2, 1/2), h2 = (1/2,−1/2)
Readers can refer [6] for how to derive the transform matrix W from the given
filter. In implementation, we use fast reconstruction and decomposition operators
derived from the filters, see [16] for more details.
Example 5.1 :(Image Inpainting) Our first application for our algorithm is
image inpainting where only part of the information in the image domain are
given. In this thesis, this means Λ 6= ∅ and Γ = ∅ in (1.1). We are only given
part of data in the image domain. This is an interesting and important inverse
problem. It arises in removing scratches in photos, in restoring ancient drawings,
and in filling in the missing pixels of images transmitted through a noisy channel,
etc. See [6, 16] for more on image inpainting. In our application, the missing data
are the white words in the tested images.
Figure 5.1 is the inpainting results for our algorithm (4.4) for the analysis based
approach, (2.1) for the the balanced approach and its APG algorithm. We can see
that better result comes back in a fewer iteration for algorithm (4.4). This comes
from the common fact that the Bregman iteration will give back edges quickly.
Example 5.2 :(Super Resolution With Multiple Sensors) We are going to
reconstruct f by taking its low-resolution images using K(K = 2 in our imple-
mentation) multiple sensors of the same resolution but with different subpixel
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Figure 5.1: Inpainting in image domain for the ’cameraman’ image. Columns
(from left to right) are the observed corrupted image, the recovered image by the
analysis based model(4.1), the recovered image by the balance approach model
(1.3), the recovered image by the APG algotirhm (2.19) respectively. The PSNR
value of the recovered images are 35.7742, 34.3899,36.7285, respectively. The
corresponding number of iteration are 9,100,13, respectively.
displacements, i.e., we just know part of the information in the transform domain.
This means the application is for the case Λ = ∅ and Γ 6= ∅ in (1.1). Readers can
refer [5] on how to get the index set Γ from the low-resolution images and [3, 10]
for more details about super-resolution with multiple sensors. The first column of
the images in Figure 5.2 are the given data. The second column are the observed
high-resolution images. The third ,fourth and fifth column are the reconstruction
high-resolution images by analysis based approach, balance based approach and
its APG algorithm. All the low-resolution images are given in the first row and
only parts of the low-resolution images are given for the rest.
Example 5.3 :(Super Resolution with Different Zooms) In this applica-
tion, we are given part of the data in the image domain which is the first image
in Figure 5.3. This means Λ 6= ∅. In the transform domain, we use two differ-
ent sensors to get two different data sets. By using 2 × 2 sensor, we will get a
low-resolution image, then we choose appropriate index set to get part of this low-
resolution image which is the second image in Figure 5.3. By using 4 × 4 sensor
(2nd level associated with the 2×2 sensor), we get a low-resolution image which is
the third image in Figure 5.3. The second and third images are the given data in
the transform domain, i.e., Γ 6= ∅. See [5] for more details on how to get the index
set Γ from the given data in the transform domain and [5, 29] for more details on
33
Figure 5.2: 2×2 sensors for the ’boat’ image. Columns (from left to right) are the
available low-resolution images, the observed high-resolution images, the recon-
structed high-resolution images by the analysis based model(4.1), by the balance
approach model (1.3), by the APG algotirhm (2.19) respectively. The PSNR
values of the reconstructed image are 31.7281,28.0557 22.4243, respectively for
algorithm (3.10) (analysis based approach), 29.2638,29.1752,24.5309,respectively
for algorithm (2.1)(balanced approach) and 35.8150,34.2161,28.8958 respectively
for the APG algorithm (2.19).
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Figure 5.3: Reconstructed super-resolution images for ’boat’ image. Column-
s (from left to right) are low-resolution image from 4×4 sensors, part of low-
resolution image form 2×2 sensors, part of original image, the reconstructed high-
resolution image by the model (4.1), by the model (1.3) and by the APG algorithm
(2.19) respectively. The PSNR value is 25.7972 for the analysis based model(4.1),
24.9855 for the balance approach model and 24.3859 for the APG algorithm (2.19)
(1.3)
super-resolution with different zooms.
Example 5.4 :(Data Reconsturction From Normal V ectors) Now we con-
sider another application for our model. For an image, if only parts of the normal
vectors are given where, i.e.,(Dxu,Dyu)Γ are known where Γ is the supported in-
dex set. We will see that this problem can be considered as data reconstruction in
transform domain, i.e., Λ = ∅ and Γ 6= ∅. This is similar with the second example
but different problem in practise. Readers can refer [27, 35] for more details on
the data reconstruction from normal vector.
The differential operators can be calculated approximately by the following
formula 
Dxu(i, j) ≈ u(i+ 1, j)− u(i, j)
Dyu(i, j) ≈ u(i, j + 1)− u(i, j)
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Figure 5.4: Image reconstruction from the normal vectors. The first column is
the original images we used and the second column is the recovered images by
(4.1) from the normal vectors of the boundary. The psnr are 28.9008,27.0168
respectively.
We use Haar wavelet in this implementation. Then by the four part of the







































Thus if we are given the data (Dxu,Dyu)Γ, we can consider that we are given
the corresponding wavelet coefficient of LH and HL on the index Γ. The readers
can refer [4] for more information on this relationship.
The first image we tested in the implementation is a 0− 1 square, means the
value in the square is 1 and 0 outsides. We take Γ to be the boundary of the
square. The second tested image is a a 0− 1 disk, means the value in the circle is
1 and 0 outsides. We take Γ to be the boundary of the disk.
Chapter 6
Conclusion
In this thesis, we firstly give a review on the balanced approach two domain
image restoration and its APG algorithm. The convergence rate of these two al-
gorithm are also stated. Then we give a sufficient condition that ensures the exact
recovery when the given data are PΛf in the image domain and PΓWf in the
transformed domain. The algorithm for the exact recovery is also proposed and
we compared it with the balanced approach algorithm. We notice that the only
difference between these two algorithms are the plunging denoising soft threshold-
ing operator. Then the analysis based model is proposed and the correspondence
algorithm are derived by using split Bregman method.
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