Abstract Metagenomic studies sequence DNA directly from environmental samples to explore the structure and function of complex microbial and viral communities. Individual, short pieces of sequenced DNA ("reads") are classified into (putative) taxonomic or metabolic groups which are analyzed for patterns across samples. Analysis of such read matrices is at the core of using metagenomic data to make inferences about ecosystem structure and function. Non-negative matrix factorization (NMF) is a numerical technique for approximating high-dimensional data points as positive linear combinations of positive components. It is thus well suited to interpretation of observed samples as combinations of different components. We develop, test and apply an NMF-based framework to analyze metagenomic read matrices. In particular, we introduce a method for choosing NMF degree in the presence of overlap, and apply spectral-reordering techniques to NMF-based similarity matrices to aid visualization. We show that our method can robustly identify the appropriate degree and disentangle overlapping contributions using synthetic data sets. We then examine and discuss the NMF decomposition of a metabolic profile matrix extracted from 39 publicly available metagenomic samples, and identify canonical sample types, including one associated with coral ecosystems, one associated with highly saline ecosystems and others. We also identify specific associations between pathways and canonical environments, and explore how alternative choices of decompositions facilitate analysis of read matrices at a finer scale.
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Introduction
Metagenomic studies sequence DNA directly from environmental samples. Direct sequencing allows for characterization of microbial communities without the need to culture individual species (Turnbaugh and Gordon 2008) . Metagenomic studies are rapidly expanding (e.g., Tyson et al. 2004; Tringe et al. 2005; Gill et al. 2006; Warnecke et al. 2007; Sogin et al. 2006; Rusch et al. 2007) , with the expectation that they will provide deep insights into the function and evolution of microbial ecosystems (Hemme et al. 2010) , including insights about the importance of humans' resident microbial communities for health and disease (Peterson et al. 2009 ).
Metagenomic studies classify "reads"-individual, short pieces of sequenced DNA-into (putative) taxonomic or metabolic groups which are then analyzed for patterns across samples. Processing (Mavromatis et al. 2007; Richter et al. 2008; Quince et al. 2009; Morgan et al. 2010 ) and classifying Huson et al. 2007; Kislyuk et al. 2009; Kelley and Salzberg 2010) these reads is a complex process, which we will not discuss here. In particular, metabolic profile matrices (MPMs), which describe how reads identified with particular metabolic pathways are distributed across samples, are used to probe the metabolic function of a community even if the majority of the organisms cannot be isolated and cultured (Handelsman 2004; Dinsdale et al. 2008; Gianoulis et al. 2009; Parks and Beiko 2010) .
As the availability of experimental data rapidly increases, and computational methods for classification improve, an important challenge is to develop statistical methods to analyze such profiles. Analysis typically relies on a combination of: dimensionalreduction techniques, including principle component analysis (PCA) (Turnbaugh et al. 2009; ), multidimensional scaling ) discriminant analysis (Dinsdale et al. 2008) , and canonical correlation analysis (Gianoulis et al. 2009) , to look for simple patterns and aid visualization; and clustering and classification techniques including hierarchical clustering (Turnbaugh et al. 2009; ), which put samples (or pathways) into groups.
Non-negative matrix factorization (NMF) provides an exciting alternative to traditional dimensional-reduction methods (Lee and Seung 1999) . In NMF, samples are represented by non-negative combinations of canonical components. The structure found by NMF methods is thus often very different from, and more intuitive to interpret than, that of more traditional eigenvector-based methods, such as PCA. By constructing samples as positive combinations, NMF also has the potential to "disentangle" canonical components which often overlap to create particular community samples. Fig. 1 The NMF method approximates the matrix X , whose p rows are metabolic pathways, and s columns are samples, as the product of p × k and k × s non-negative matrices, for an appropriately chosen "degree" k, usually relatively small
The price of this more biologically intuitive decomposition is that the factorization is approximate, and components depend on the dimension of the decomposition, requiring greater care in interpretation.
NMF approximates a data matrix X with non-negative entries as the product of two non-negative matrices W and H (see Fig. 1 ). In a metagenomic example, X typically has p rows corresponding to metabolic pathways, and s columns corresponding to environmental samples; the entries would then represent the amount of evidence for a certain kind of pathway in a certain sample [often a number of DNA reads (Gianoulis et al. 2009)] . The matrix W is p ×k whereas the matrix H is k ×s. Hence, each column of W has one entry for each of the p metabolic pathways; we can thus think of W as a collection of k "canonical samples", where k is the "degree" of the factorization. In this interpretation the s columns of H give each of the s environmental samples as linear combinations of these canonical samples. In the dual interpretation, the k rows of H are "canonical pathways" and the p rows of W give the observed pathways as linear combinations of them.
The modern approach to NMF (Lee and Seung 1999) has been used in a wide range of data mining and pattern recognition applications (Lee and Seung 1999; in the last decade, as well as in large-scale biological data analysis (Kim and Tidor 2003; Devarajan 2008; Brunet et al. 2004; Kim and Park 2007) . Advantages of this method include its ability to simultaneously cluster the columns and rows of a data matrix (bi-clustering) , and unsupervised discovery of hierarchical structures (Brunet et al. 2004) . There is also evidence that NMF can reveal overlapping structures in data (Brunet et al. 2004; Zhang et al. 2007 ).
Here we develop a NMF-based framework for extracting biologically relevant patterns from MPMs. We begin with a brief review of the mathematical theory underlying NMF. Next, we describe a novel means of choosing the "degree" of decomposition in NMF, using a robust model selection method that accounts for the possibility of overlapping structures in the data matrix. We also propose an ordering method to visualize the overlapping and hierarchical structure embedded in MPMs. We demonstrate the validity of our method on synthetic and empirical data. We show that our method can robustly identify the correct degree within synthetically generated data matrices with overlapping groups of canonical samples.
We then apply our model to a set of 39 metagenomic samples comprising >4,000,000 sequence reads. In doing so we hope to shed some light on Simon Levin's recent call to consider the information found in metagenomic studies in order to quantify how information "is distributed over the biota, and why specific genes are associated with particular regions of the ecosystem" (Levin 2006) . We find that our method identifies canonical components corresponding to predominantly hyper-saline environments, coral environments, fish environments and others. We identify metabolic pathways with a high degree of specificity to canonical samples and discuss the biological interpretation of our findings in light of previous efforts to categorize what is similar and what is distinct about metagenomes across a broad range of habitats.
Datasets and methods

Datasets
We consider sequence data from metagenomic projects available on the metagenomics RAST server (MG-RAST) (Meyer et al. 2008) , by Dinsdale et al. (2008) as well as an additional four hyper-saline samples from Desnues et al. (2008) . We utilized the most detailed pathway breakdown available (of three provided by MG-RAST), using default parameters. In doing so, every read was assigned to a single (putative) metabolic pathway when possible. We downloaded all available data from Dinsdale et al. (2008) as of March 2010, but excluded two subterranean samples, as well as one anomalous marine sample from an area with very high nutrient levels. The resulting 39 samples are from seven biomes: hyper-saline (13), coral (7), marine (7), freshwater (4), fish (4), terrestrial animal (2), and "microbialites" (benthic microbial communities, 2). Of these, 24 samples are from aquatic environments, providing a gradient across salinity levels.
We arrange our data as a matrix X , whose p rows are pathways and s columns are samples. For our metagenomic dataset, we eliminated pathways with fewer than 0.01% of the total reads, leading to a read matrix with p = 558 rows and s = 39 columns. Each column of the matrix was normalized by dividing by the sum of the column; thus each entry is the proportion of reads from a given sample that correspond to a particular pathway (Gianoulis et al. 2009 ).
We used the statistical environment R (R Development Core Team downloaded 2010) to generate simulated data and to do our analyses. These analyses also made use of the NMF package in R (Gaujoux and Seoighe 2010).
Non-negative matrix factorization
Given the p × s matrix X , we want to find matrices W and H , (with dimension p × k and k ×s, respectively, where k is the degree of our factorization) so that W H ≈ X . We do this by minimizing an objective function under the constraint that W and H must be non-negative. The objective function we use is the KL divergence (Lee and Seung 1999) , which is frequently used in gene expression analyses (Brunet et al. 2004) .
The NMF package (Gaujoux and Seoighe 2010) picks random starting values for W and H and then updates iteratively to find a local minimum of KL divergence. We repeated this process for 100 different starting points for each value of k, and used the results to evaluate the quality and stability of the factorization at this degree. To go forward, we used the factorization which minimized the objective function.
Model selection
NMF is not a hierarchical method; each component depends on the choice of degree, k, and thus this choice should be made with care. There are two basic approaches to Fig. 2 The symmetric matrix S =H TH is an s × s matrix showing the similarity of different samples in the projection defined by an NMF decomposition. The concordance index C reflects the stability of this matrix across different realizations of the decomposition approximation, and is used to select good values of the decomposition degree k making this choice: we can evaluate either the quality of the factorization (ie., how similar is W H to X ?) or its stability (how similar are the factorizations W j H j that emerge from different realizations of the iterative solution process to each other?).
We are not aware of any work which has used quality to select k for NMF. In general, we would expect quality to be an increasing function of k, so a "good" value of k would not be a local maximum for quality, but instead a point where the response of quality to k changes from being steep to shallow (ie., a "good" value of k provides a substantially better approximation than nearby smaller values, but only a slightly worse approximation than nearby larger values).
Conventional degree-selection methods are based on using each factorization W j H j to categorize samples into k groups, corresponding to the k canonical samples. A degree choice is stable if it repeatably produces similar categorizations, as measured by the cophenetic correlation coefficient (CPCC) (Brunet et al. 2004) , or by the dispersion coefficient (Kim and Park 2007) .
We are not primarily interested in NMF as a categorization tool, nor do we necessarily expect stable categorizations, given that canonical samples may "overlap"-in other words, our observed samples may be intermediate between two or more canonical samples. We therefore introduce a method for evaluating stability based on a sample similarity matrix which depends on the decomposition W j H j , but does not depend on categorizing samples into canonical groups.
We construct our similarity matrix S from the sample-projection matrix H (Fig. 2) . We normalize H toH by dividing each column by its Euclidean norm. Then S =H TH is a symmetric similarity matrix, with ones down the diagonal, and each entry showing the similarity of two samples in the projection given by our NMF decomposition. We then define our "concordance index" C = 1 − D, where D is the mean squared difference between off-diagonal entries of S j obtained from different realizations of the decomposition (Fig. 2 ).
Visualization and biclustering using NMF
Biclustering algorithms are used in gene-expression studies to identify patterns of interactions between types of genes and types of samples (Kluger et al. 2003; Madeira and Oliveira 2004) ; NMF techniques have also been used for this purpose ). Here we suggest a new technique for biclustering, based on the sample similarity matrix S and its "dual", the pathway similarity matrix P =ŴŴ T . Here theŴ represents the row-normalization of W by dividing each row by the row norm.
We treat these two symmetric, positive, similarity matrices as adjacency matrices of a weighted graph, and applied spectral reordering after applying an "affinity" transformation (Maetschke et al. 2010) . Choosing the scale r of the affinity transformation is a complex problem (Zelnik-Manor and Perona 2004; Alzate and Suykens 2010)-we used the value of r that minimized the Laplacian distance criterion for the untransformed matrix. We used these orderings of samples and pathways to reorder our dataset and provide visualizations of clustering structures. The complexity of our algorithms (for both computer time and storage space) is linear in the product m × k, where m = p × s is the size of our read matrix.
It is also interesting to investigate the similarity of canonical pathways and samples. We calculate k ×k canonical similarity matrices, analogously to the similarity matrices above, asĤĤ T andW TW , respectively. Spectral reordering can also be applied to these matrices.
Specificity
Because NMF can provide canonical representations for environmental samples and pathways simultaneously, it is possible to study the specificity and overlapping pattern of pathways among different canonical components. Each row W i of W corresponds to a set of k weights describing the profile of a pathway over sample sites as a linear combination of canonical pathways. We define the specificity of a pathway as the sparseness of row vector W i 
. The specificity is 1 if a pathway profile can be represented using a single canonical pathway, and 0 if all k canonical pathways are equally represented. We define sample specificity in a similar manner (using columns of H ).
Results
NMF extracts structure from simulated data with overlapping patterns
To facilitate the understanding of our method, Fig. S1 gives a flowchart of the NMF framework that used in this paper. We illustrate an explicit factorization in Fig. 3 .
We start with a synthetic metabolic profile (Fig. 3a) in which we embedded a stochastic realization of an overlapping pattern (with 3 "modules" consisting of disjoint pathways, but overlapping samples; see Sect. 2). The concordance plot (Fig. 3b ) correctly identifies k = 3 as a good degree for the NMF decomposition. The best factorization found for this degree is also shown (Fig. 3c, d ). To evaluate the reliability of the method, we applied this method (and two other methods, for comparison) to 100 such random matrices. Our concordance method identified the desired degree of k = 3 in 98/100 cases, compared to 81/100 for the dispersion method and 44/100 for CPCC. We also tested synthetic profiles with desired degrees of k = 4 and k = 5, with similar results (see Figs. S2, S3) .
The re-ordering method is illustrated in Fig. 4 . We generated the pathway similarity matrix P =ŴŴ T and the sample similarity matrix S =H TH . Recall thatŴ andH are normalized versions of the original matrices (see Sect. 2). We then apply spectral reordering to put as much weight as possible near the diagonal (note that both ordered and original similarity matrices have high values (ones) on the diagonal). This calculation gives us an ordering for rows (pathways) and another one for columns (samples), which we can apply going forward. The reordered similarity matrices show clearly the structure we embedded in our data: three modules that don't overlap in pathways (P, Fig. 4c ), but do overlap in some of the samples (S, Fig. 4d ). We use the tilde to indicate a matrix which has been reordered using the spectral reorderings from the pathway and sample similarity matrices. In Fig. 5 , we show the re-ordered "canonical" matricesW ( Fig. 5a ) andH (Fig. 5b) . We also show a reordering of the original data matrixX (Fig. 5c) , and compare it with the productWH (Fig. 5d) . The product shows the data as "filtered" through an NMF (a) (b) (d) (c) Fig. 4 Reordering based on similarity matrices. We apply spectral reordering to the a pathway similarity matrix and the b sample similarity matrix to find orderings which put a lot of similarity "weight" near the diagonal. The orderings are applied to the similarity matrices in c and d; we also apply them below decomposition of the chosen degree (in this case 3). Both filtered and unfiltered versions of the reordered read matrix show clearly the structure that we embedded in a randomized fashion.
In contrast, a classic PCA analysis (Fig. S4) does not identify the overlapping structure of the fake dataset. This is due to the fact that unlike NMF, PCA does not rely on positive combinations of positive components, and thus would not be expected to disentangle overlapping modules (Lee and Seung 1999) .
NMF analysis of metagenomic profile data
Canonical representation of samples and pathways
Here we consider the structure of an MPM comprised of 39 metagenomic samples and 558 pathways. The concordance plot for this MPM shows relatively complex The canonical pathways (a) and samples (b), re-ordered using the ordering derived from their respective similarity matrices. We apply both of these orderings to the original MPM (c), and to the the "filtered" MPM, given by the product W H (d) structure, with clear peaks at k = 3 and k = 6 (see Fig. 6a ). We first examine the factorization for k = 3. The sample similarity matrixS shows three clear clusters of samples with overlap (Fig. 6b) . The pathway similarity matrixP is more complex, with a small cluster in the upper left overlapping with the main cluster in the center, and a less-compact cluster in the lower right (Fig. 6c) . We can visualize the matrix H as projections of our samples into a space of "canonical samples" (Fig. 6d) The sample similarity matrix shows well-defined clusters with overlap. c The pathway similarity matrix shows one main cluster, and two less-defined clusters. d Samples projected into a space of canonical samples, using the matrix H associated with corals, but we see a lot of overlap (and one anomalous coral sample that lies close to axis 2). Figure S5 shows the MPM, reordered based on the similarity matrices P and S calculated using degree-3 NMF. Many of the pathways are overlapping, and modules are thus hard to pick out. Biological interpretation may be facilitated by separate examination of pathways with high specificity (to look for environment-specific modules) and of pathways with low specificity (to look for pathways that span across different environments). Pathway specificity, based on the three canonical pathways from our NMF decomposition, is shown along the right side. Figure 7a and b shows the subset of the matrix in Figure S5 corresponding to pathways with high specificity. For clarity of exposition, we have outlined three relatively Modules in the MPM. a The MPM reordered using a spectral reordering derived from a degree-3 NMF (specificity σ > 0.99). b The same matrix, but "filtered" as well as reordered. c and d show analogous matrices, but based on a degree-6 factorization (σ > 0.9). It is worth noting that a and c show matrix entries from the original read matrix; only the order (and filtering) is different distinct modules in Fig. 7a ; these are not picked out by the method, we selected them qualitatively. Modules 1 and 3 are small, while module 2 is larger and more diffuse. Module 1 shows an association between coral samples and photosystem-related pathways, unsurprising given that corals are high-light environments where microbial photosynthesis is common. Module 3 shows an association between high-salinity samples and archaeal pathways, consistent with prior work showing archaea associated with high-salinity environments (Hollister et al. 2010) . Module 2 shows a larger group of specific pathways, but these are less specific than those associated with the two smaller modules-many of them overlap the samples associated with these modules.
Identifying adaptive and common pathways of basis environment
We also see some anomalies. In particular, one sample labelled as coral clusters along the high-salinity axis, and away from other corals. This result warrants further study. The straightforward visualization offered by NMF may help in many cases to identify anomalies like this one, and separate them from overlap samples, which may be misclassified by clustering algorithms without representing true anomalies.
At this scale, it seems that NMF has "pulled out" the coral-photosystem and salinearchaea modules, and left the rest of the reads in a less sharply defined group. This observation underlines the problems and opportunities associated with choosing a degree for NMF. While our synthetic matrix had a single, best scale, the real MPM matrix can be profitably analyzed at various scales.
The next natural scale to view this particular matrix is k = 6; at this scale (Fig. 7c, d ) the NMF resolves three smaller modules that roughly correspond to the diffuse module 2 seen at k = 3, while the smaller modules stay roughly the same (although the anomalous coral sample splits off from the salinity module). Module 4 remains rather large and diffuse, including aquatic samples from freshwater, low-salinity and marine environments. Modules 3 and 6 break out the mouse-and fish-associated samples, respectively. It is interesting that the fish module has pathways that overlap both the mouse and the aquatic modules (despite the fact that the pathways shown here were chosen for specificity). Also interesting is the presence of a "mercury-resistance operon" in the fish module. We also find overlapping between samples in different modules; the sample similarity matrix corresponding to this ordering is shown in Fig. S7 .
It is also interesting to examine the pathways with low specificity in Fig. S5 . These pathways, found relatively evenly across environments, are shown in Fig. S6 . There are a large number of these common pathways, including a variety of basic biological processes such as transport of iron and zinc, poly-hydroxybutyrate metabolism, alanine biosynthesis and many more. The grouping of metabolic pathways into relatively conserved and variable groups will assist in identification of novel organization of microbial metabolism at the sample level.
Discussion
We introduced a computational framework based on NMF for exploring patterns contained in read matrices from metagenomic sequencing projects. We showed that our scheme (based largely on existing NMF techniques, but with some innovations) has the ability to: identify appropriate degrees for NMF decomposition; decompose read matrices into "canonical samples" which can be combined to approximate the observed samples, and used to visualize relationships between these samples (with a dual interpretation using canonical classifications); generate similarity matrices which illuminate clustering structure of samples or classifications at a given scale; and re-order the rows and columns of the original matrix in a way that aids visualization of structure. The non-negative nature of the representation facilitates biological interpretation of the results and thus provides a useful complement to other dimension-reduction methods, such as PCA (Turnbaugh et al. 2009 ) and discriminant analysis (Dinsdale et al. 2008) . The NMF framework also provides a direct visualization of overlapping structures, and thus provides a valuable alternative to clustering methods.
The approach outlined here offers a convenient way of extracting structure from metagenomic read matrices, which could be incorporated into metagenomic analysis pipelines, and also applied to NMF methods more broadly. We developed and applied a model-selection method based on the stability of similarity matrices, rather than of classifications, and showed that this approach is suitable for identifying overlapping structures. We also showed that spectral reordering based on NMF provides a convenient method to visualize such overlapping structures present in read matrices. Furthermore, we showed that NMF can be applied at different scales to detect different hierarchical levels of structure.
We applied our NMF scheme to the analysis of 39 publicly available metagenomic data sets, and showed that it provides a convenient method to identify structure in these sets. Our analysis found simple patterns consistent with known biology (e.g., coral ecosystems are distinguished by photosynthetic pathways; high-salinity environments by archaeal pathways), and other patterns perhaps worthy of follow-up (e.g., the association of fish with a group of pathways including a mercury-resistance operon). We also demonstrated the method's ability to identify metabolic pathways which span habitats in the sample set. The method can also help to identify sample outliers worthy of follow-up study, e.g., the finding of a coral ecosystem whose metabolic pathway profile was more similar to that of a high-saline environment.
Unlike PCA components, NMF components are not orthogonal. We thus investigate similarity patterns between our canonical pathways ( Fig. S8 ) and canonical samples (Fig. S9) . We find that the overlap patterns are similar, but the canonical pathways ( Fig.  S8 .a) have less overlap (smaller off-diagonal similarity values) than canonical samples ( Fig. S8.b ). There are interesting overlapping patterns, for instance, the fifth canonical sample is broadly represented across pathways, and has relatively high overlap with other canonical samples. An analogous pattern is seen for the fifth canonical pathway, although the signature is hard to see in the similarity matrix, because the off-diagonal similarity values are low.
Whereas NMF is widely utilized in other fields (Brunet et al. 2004; Devarajan 2008) , to our knowledge this is the first application of NMF to metagenomic data. Although we focused on metagenomic data sets in this paper, both the NMF approach in general, and the framework developed here, have potential applications to a variety of different kinds of biological profiles, including transcriptional profiles and protein expression profiles. In order to facilitate future use and method development, we make all R software used in the current analysis freely available (and modifiable) at http://lalashan.mcmaster.ca/theobio/projects/index.php/NMF.
