We will present a potential reduction method for linear programming where only the constraints with relatively small dual slacksactive constraints-will be taken into account to form the ellipsoid constraint at each iteration of the process. The algorithm converges to the optimal feasible solution in 0( faL) iterations witlt the same polynomial bound with the full constraints case, where n is tlte number of variables and L is the data length. If a small portion of the constraints is active near ·the optimal solution, the computational cost to find the next direction of movement in one iteration will be fairly reduced by the proposed strategy. As a special case of this strategy, we will show that the interior point method can be managed by the basis factorization techniques of the simplex method coupled with a sequence of rank-one changes to matrices. [( ey words: Linear programming, interior point method, active set strategy.
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Introduction
Since the epoch-making breakthrough by Karmarkar [6] , the interior point methods for linear programming have been studied in many aspects. Karmarkar introduced the potential function for linear programming for the first time. Since then many researchers have studied and extended it with big theoretical successes. (See Gonzaga [4] , Ye [10] , Freund [3] , Todd and Ye [8] , Kojima, Mizuno and Yoshise [7] among others.) Ye [10] has developed an 0( ynL) iteration potential reduction algorithm based on the primal-dual potential function. (Gonzaga [5] and Freund [3] have presented similar results.)
The purpose of this paper is to introduce an active-set strategy in Ye's dual potential reduction method. Usually, a linear program in the inequality constraints form has many redundant constraints in the optimal solution. If we deal with all constra.ints, we are forced to solve simultaneous linear equations related with the entire coefficient matrix of the problem. The proposed active-set strategy will allow to reduce the cost fairly, still keeping the same order of polynomial convergence property. In Section 2, we will define the problem and the po.tential functions along with some preliminary lemmas. vVe mainly concern with the dual form of linear programming. In Section 3, an active set strategy for finding the direction of movement in the scaled dual space will be introduced. Also, we will discuss on some properties related with the expansion of the active set. In Section 4, we will introduce the primal variable. In Section 5, an algorithm based on the active set strategy will be presented. In Section 6, we will analyze the convergence property of the algorithm and show that it terminates in 0( ynL) iterations. In Section 7, we will observe the case when the active set constitutes a basis and show that the interior point method can be managed by the basis factorization techniques of the simplex method coupled with a sequence of rank-one changes to matrices.
Problem and Potential Functions
vVe are concerned with the linear program whose primal form is 
{2.13)
The following lemma is due to Ye [10] .
Lemma 1 (Ye) For any two points
(2.14)
we have
ll(Sot1(s1 -so)ll2 (2.15)
Active Set Strategy
From the assumption above, we have an interior feasible pair 
bTyo.
We partition the index set J = {1, 2, ... , n} into (J and (Jin the following way:
1. Let us reorder the index set J in the ascending order of sJ: (3.3)
We will call the set /3 thus obtained as active.
and f3 may be empty. We will use the suffix f3 (ft) to denote the partition of a matrix or a vector in accordance with the set f3 (/3). Now, we minimize the linearized dual potential function subject to the ellipsoid constraint formed by the active set {3.
The solution y(1) of this problem is given by where the direction vector d~ is defined as
The slack variable s(I') is given by
It is easy to see that 
If f3 = 0, the ratio is equal to 1. 
then (y(T1), s('Y)) of {3.6} and {3.9} is an interior feasible dual solution.
· Here, we will try to expand the active set fJ and show that 'Y/3 of (3.13) is non decreasing with respect to {J. For this purpose, we will refer to a lemma (Wilkinson (9] ) concerning with the eigenvalues of a synunetric matrix perturbed by a rank-one matrix. 
where J..i(A) (J..i(B)) is the i-th largest eigenvalue of A (B).
Moreover 
Algorithm
One iteration of the dual potential reduction algorithm with the active set strategy is as follows: The iteration will be repeated until (x 0 )T s 0 < 2-L is satisfied. Proof. In the dual step, we have, from (6.7) and (2.11) 16 (6.8) (6.9) In the primal step, we have by Lemma 8,
Convergence

Lemma 9 The inner iteration in Algorithm
On the other hand, by Lemma 7, it holds
l+v l+v From (6.10) and (6.11), we have If we do not assume llAill = 1 (j = 1, ... , n), the ordering {3.1) should be in the ascending order of sUllAill· Also, in the inner iteration we use this order in expanding the active set.
Remark 6.3
The choice of a = 0.4 and o = 0.05 is only for theoretical purpose. It is a subject of future study to determine practically efficient a and 6. Also, there may be other active set strategies.
A Special Active Set Strategy
Here, we observe a special case when the active set consists of m elements:
{7.1) (7.10) (7.11) (7. 12)
The key factor for this step is the computation of r:e~kb. For this purpose,
let Ui E Rm be the solution of (7.13) vVhat we need is to deal with B-1 , (BT)- 1 and a sequence of rankone modifications of type (7.17 ). This may bring us a big economy ~n the numerical implementation of the algorithm. We can use several efficient techniques developed for the simplex method( [2] , [1] ).
In order to make IPI = m, it is sufficient to change the active set strategy in Section 3 as follows:
1. Let us reorder the index set J = { 1, · · · , n} in the ascending order of Thus, we have the index sets P = {ji, · · ·, im} and p = J -p.
. As to the basis chang~, we can use the same basis for several iterations so long as the potential reduction. is big. However, if we use the same basis for a long time, the ellipsoid constraint (7.21) may come to be very flat in the direction y(ri). As a result, a short step, a small potential reduction and hence many additions to the active set will come out. There may be <:i· trade-off between the frequency of basis change and the amount of works. ·
Conclusion·
In this paper, we proposed an active set strategy for Ye's dual potential 
