Abstract. In this paper, we study matricial representations of certain finitely presented groups Γ 2 N with N -generators of order-2. As an application, we consider a group algebra A 2 of Γ 2 2 , under our representations. Specifically, we characterize the inverses g −1 of all group elements g in Γ 2 2 , in terms of matrices in the group algebra A 2 . From the study of this characterization, we realize there are close relations between the trace of the radial operator of A 2 , and the Lucas numbers appearing in the Lucas triangle.
Introduction
In this paper, we consider certain finite-dimensional representations (C n , α n ) of a finitely presented group Γ with Ngenerators g 1 , ..., g N , where e is the group-identity of the free group F N , and " Group = " means "being group-isomorphic" (e.g., [1] and [2] ). By construction, all elements g of the group Γ In this paper, for an arbitrarily fixed N ∈ N, we establish and study certain n-dimensional Hilbert-space representations (C n , α n ) of the groups Γ 2 N , for all n ∈ N \ {1}. Under our representations, each element g of Γ
2
N is understood as a matrix A g acting on C n , for all n ∈ N. Moreover, if
(as a "non-reduced" word in Γ 2 N ), then there exists corresponding matrices A i1 , ..., A i l , such that
in M n (C) (as a "reduced" word in M n (C)), where M n (C) is the matricial algebra consisting of all (n × n)-matrices, for all n ∈ N.
1.1. Motivation. The readers may skip reading this sub-section. Here, we simply want to emphasize why we are interested in the groups Γ 2 N , for N ∈ N. Free probability is a branch of operator algebra. By considering free-distributional data, one can establish operator-valued noncommutative probability theory on (topological, or pure-algebraic) algebras as in classical probability theory (e.g., [3] , [4] and cited papers therein). Also, such free-probabilistic data let us have structure theorems of given algebras under free product determined by given linear functionals. Here, the independence of classical probability is replaced by the so-called freeness. There are two approaches in free probability theory: Voiculescu's original analytic approach (e.g., [4] ), and Speicher 's combinatorial approach (e.g., [3] ).
The second-named author, Cho, has considered connections between operator algebra theory, and Hecke-algebraic number theory via free probability recently, to provide tools for studying number-theoretic results with operator-algebraic techniques, and vice versa, by establishing certain representational and operator-theoretic models from combinatorial free probability settings of [3] .
Especially, in the series of research papers [5] , [2] and [1] , Cho considered the free-probabilistic representations of the Hecke algebras H(G p ) generated by the generalized linear ((2 × 2)-matricial ) groups G p = GL 2 (Q p ) over the p-adic number fields Q p , for primes p.
In the frontier paper [5] , Cho and Gillespie established free probability models of certain subalgebras H Yp of the Hecke algebras H(G p ) by defining suitable linear functionals on H(G p ). In particular, they constructed free-probabilistic structures preserving number-theoretic data from H Yp .
In [2] , Cho extended free-probabilistic models of H Yp in the sense of [6] to those of H(G p ) fully, for all primes p. On such models, the C * -algebras H(G p ) were constructed by realizing elements of H(G p ) as operators under free-probabilistic representations of H(G p ). And the operator-theoretic properties of generating operators of H(G p ) were studied there.
In [1] , by studying certain types of partial isometries of H(G p ), Cho obtained the embedded non-abelian multiplicative groups G N of H(G p ) generated by N -many partial isometries in the sense of [1] . In particular, it was shown there that:
(1.1.1)
N is in the sense of (1.0.1), satisfying (1.0.2).
To study detailed algebraic properties of G N in H(G p ), and to investigate operatoralgebraic properties of C * (G N ) in H(G p ), he used the isomorphic group Γ 2 N of (1.0.1), and the corresponding group C * -algebra C * Γ 2 N . Thus, for authors, it is natural to be interested in the groups Γ 2 N . In this paper, we study the groups Γ 2 N of (1.0.1) pure-algebraically (independent from those in [1] , [2] and [5] ).
1.2. Overview. In this paper, we concentrate on studying the groups Γ 2 N of (1.0.1) independently. The main purpose is to establish suitable Hilbert-space representations (other than those of [1] 
N is understood as a matrix A g in the matricial algebra M n (C), consisting of all (n× n)-matirices. To study an algebraic object g ∈ Γ 2 N , we will investigate functional properties of the corresponding matrices A g ∈ M n (C) for g, for all n ∈ N (See Section 2).
As application, we consider a group algebra A 2 of Γ 2 2 , under our representations. Specifically, we characterize the inverses g −1 of all group elements g in Γ 2 , in terms of matrices in the group algebra A 2 generated by Γ 
× is the Cartesian product of C and C × . Define now a function
It is not difficult to check that:
Lemma 2.1. Let A be the map in the sense of (2.1.1). Then (2.1.2)
with N -generators g 1 , ..., g N , and R N means the relator set,
, where e is the group-identity of F N .
Recall that the group Γ 2 N of (1.0.1) is group-isomorphic to the quotient group F N / R N , by (1.0.2). Therefore, one has that
Therefore, the 2-dimensional, order-2, N -generator group M 2 2 (N ) is group-isomorphic to the group Γ 2 N of (1.0.1). By (2.1.7), two groups M 2 2 (N ) and Γ 2 N are isomorphic from each other, equivalently, there does exist a group-isomorphism,
The above structure theorem (2.1.7), equivalently, the existence of the groupisomorphism α 2 of (2.1.8) provides a 2-dimensional Hilbert-space representation
2 is in the sense of (2.1.8).
Proof. Since α 2 of (2.1.8) is a generator-preserving group-isomorphism from Γ
2 N , and
N . Therefore, the pair C 2 , α 2 forms a Hilbert-space representation of Γ 2 N .
2.2.
Certain Order-2 Matrices in M n (C). Now, let n > 2 in N. And consider certain types of matrices in M n (C). In Section 2.1, we showed that our group Γ 2 N of (1.0.1) is group-isomorphic to the multiplicative subgroup M 2 2 (N ) of (2.1.5) in M 2 (C), by (2.1.7), and hence, we obtain a natural 2-dimensional representation
. In this section, we construct a base-stone to extend the representation
To do that, we fix the matrices formed by
as blocks of certain matrices in M n (C).
Assumption For our main purpose, we always assume that:
′ , where
Assume first that n = 3, and consider a matrix A 3 formed by (2.2.1)
for some a, b, c ∈ C × . As we have seen in (2.2.1), this matrix A 3 is regarded as the following block matrix, (2.2.1)
where A 2 (a, b) is in the sense of (2. Let's define now a morphism
Now, let n = 4 in N, and consider a matrix A 4 formed by (2.2.3) 
where I 2 is the (2 × 2)-identity matrix, O 2,2 is the (2 × 2)-zero matrix, and
The image A 4 (a, b, c, d) of (2.2.6) becomes a well-defined matrix in M 4 (C), by (2.2.3) and (2.2.4). Moreover, by (2.2.5), we have (2.2.7)
Let's consider one more step: let n = 5. Similarly, we define the following map,
is in the sense of (2.1.1),
is the (2 × 3)-zero matrix, and I 3 is the (3 × 3)-identity matrix, and
i.e.,
From direct computation, one again obtain that (2.2.9)
Inductively, for n ≥ 3, we define the following map
where
is in the sense of (2.1.1), O 2,n−2 is the (2 × (n − 2))-zero matrix, I n−2 is the (n − 2) × (n − 2) identity matrix, and
Then we obtain the following computation.
Theorem 2.4. Let A n be the morphism (2.2.10), and let A n (a 1 , ..., a n ) be the image of A n realized in the matricial algebra M n (C), for arbitrarily fixed n ≥ 3 in N. Then (2.2.11)
(A n (a 1 , ..., a n )) 2 = I n , the identity matrix of M n (C).
Proof. Let n ≥ 3 be given in N. Then, by (2.2.2), (2.2.7) and (2.2.9), we have
for k = 3, 4, 5. Now, without loss of generality take n ≥ 6 in N, generally. Then, by (2.2.10),
For convenience, we let
and
A n (a 1 , ..., a n )
So, to show (2.2.11), it is sufficient to show that
by (2.2.12). Notice that
a 2 a n −1
So, for any n ≥ 6, (2.2.13)
the identity matrix of M n (C).
Therefore, for any n ≥ 3 in N,
Let N ∈ N be the fixed quantity, and fix n ∈ N \ {1}. Also, let Γ 2 N be our finitely presented group (1.0.1). For the fixed n, we take the n-tuples (2.3.1)
for k = 1, ..., N, and assume that W 1 , ..., W N are "mutually distinct."
Observation and Notation As we assumed above, let
For our purposes, one may further assume that these mutually distinct n-tuples satisfy
in the sense that:
If the n-tuples W 1 , ..., W N satisfy the above stronger condition than the mutuallydistinctness, we say they are strongly mutually distinct.
Define the corresponding matrices, (2.3.2)
as in (2.2.10), where W k are "strongly mutually distinct" n-tuples of (2.3.1), for all k = 1, ..., N.
Then, as in Section 2.1, one can get the multiplicative subgroup M 2 n (N ) of M n (C) by the (reduced) free group generated by {X 1 , ..., X N }. i.e., (2.3.3)
, where X j 's are in the sense of (2.3.2), for all j = 1, ..., N.
Then, similar to the proof of the structure theorem (2.1.7), one can obtain the following generalized result.
In particular, there exist generator-preserving group-isomorphisms
where x j 's are the generators of Γ 2 N , and X j 's are in the sense of (2.3.2).
Proof. Let n = 2. Then, by (2.1.7), the isomorphic relation (2.3.4) holds. Assume now that n ≥ 3. Then the proof of (2.3.4) is similar to that of (2.1.7). Indeed, one can show that
N , for all n ∈ N. Therefore, there exists a natural generator-preserving groupisomorphism α n from Γ 2 N onto M 2 n (N ) as in (2.3.5). The structure theorem (2.3.4) is the generalized result of (2.1.7). And the groupisomorphism α n of (2.3.5) generalizes α 2 of (2.1.8). Therefore, we obtain the following theorem, generalizing (2.1.9). Theorem 2.6. Let Γ 2 N be the group in the sense of (1.0.1), for some N ∈ N. Then there exist n-dimensional Hilbert-space representation (C n , α n ) of Γ 2 N , where α n are in the sense of (2.3.5), for all n ∈ N \ {1}. i.e., (2.
Proof. If n = 2, as we have seen in (2.1.9), there exists a 2-dimensional Hilbertspace representation C 2 , α 2 , where α 2 is the group-isomorphism in the sense of (2.1.8).
Suppose n ≥ 3 in N. For such n, two groups Γ
The above two theorems show that, for a fixed group Γ 2 N of (1.0.1), one has a system
of Hilbert-space representations, and the corresponding isomorphic groups
} . Fix n = 3. Now, take the following strongly distinct triples,
, and construct two matrices,
is established as the reduced free group
So, one has a natural 3-dimensional representation C 3 , α 3 , where α 3 is the group-isomorphism satisfying
, for all l = 1, 2.
3. Application: A Group Algebra A 2 Induced by Γ
2
In Section 2, we showed that the finitely presented group Γ 2 N of (1.0.1) can have its family of finite-dimensional Hilbert-space representations
all n ∈ N \ {1}. 2 . In this section, we concentrate on the case where N = 2, i.e., we study the group elements of Γ 2 2 in detail. As a special case of (2.3.4), (3.1.1) 
Algebraic Observation for Group
in , for some n ∈ N, as in (1.0.3), for some (i 1 , ..., i n ) ∈ {1, 2} n , and (k 1 , ..., k n ) ∈ Z n . However, by the relation on Γ In other words, the generators x 1 and x 2 are "self-invertible," and "indeed of order-2," in Γ So, the general expression (3.1.2) of g is in fact (3.1.4)
n , for some n ∈ N, by (3.1.3), or by (3.1.3) ′ . By the characterization,
and by the definition of the noncommutative (non-reduced) free group F 2 , the expression (3.1.4) of g goes to (3.1.5)
Similarly, one obtains that (3.1.7)
..x 2 x 1 ) = e. So, one has that (3.1.8)
and equivalently, (3.1.9)
2 \ {e}, and let |g| means the length of g in {x 1 ,
Proof. Suppose |g| is odd in N. Then, by (3.1.5), the group element g is one of
for n ∈ N. By (3.1.6) and (3.1.7), in such cases,
2 . So, the statement (3.1.10) holds. Now, assume that |g|is even in N. Then, by (3.1.5), this element g is either
By (3.1.8) and (3.1.9), one has that
Therefore, the statement (3.1.11) holds, too.
By the self-invertibility of the group-identity e, the generators x 1 , x 2 , and the group elements g with odd length |g|, we are interested in the cases where |g| is even. Equivalently, we are interested in the cases where
Analytic-and-Combinatorial Observation for Elements of
As we have seen, the group Γ 2 2 is group-isomorphic to the 2-dimensional, order-2, 2-generator subgroup M 2 2 (2) of M 2 (C) under our representation C 2 , α 2 . In particular, M 2 2 (2) is generated by two matrices A 2 (t 1 , s 1 ), and A 2 (t 2 , s 2 ) for the strongly mutually distinct pairs (t 1 , s 1 ) and (t 2 , s 2 ) in C × × C × . More precisely,
Notation In the rest of this paper, we denote A 2 (t 1 , s 1 ) and A 2 (t 2 , s 2 ), by X 1 and X 2 , respectively, for convenience.
As we mentioned at the end of Section 3.1, we are interested in group-elements g formed by (3.2.1)
2 , for k ∈ N. i.e., under α 2 , if g is not of the form of (3.2.1), we obtain a self-invertible matrix
and hence,
from the straightforward computation in M 2 (C). Consider now that det (X 1 ) = −1 = det(X 2 ), and det (X 1 + X 2 ) = det
, where det(·) means the determinant on M 2 (C) So, one can get that (3.2.4)
Lemma 3.3. Let X 1 and X 2 be the generating matrices of M 2 2 (2) as above. Then there exists ε 0 ∈ C, such that (3.2.5)
, and
Proof. The proof of (3.2.5) is done by (3.2.3) and (3.2.4).
Therefore, by (3.2.5), one can observe that
, where ε 0 is in the sense of (3.2.5). i.e., we obtain that (3.2.6)
By (3.2.5) and (3.2.6), we have that
More generally, we obtain the following recurrence relation. 
then the following recurrence relation is obtained: (3.2.7) X 1 = ε 0 I 2 , and X 2 = ε 2 0 − 2 I 2 , and
Proof. By (3.2.5), indeed, one has
and by (3.2.6),
Thus, one obtains that (3.2.8)
So, if n = 3, then the relation (3.2.7) holds true.
Assume now that the statement (3.2.9)
by the assumption (3.2.9) = ε 0 X n0 − X n0−1 , i.e., for the fixed n 0 ≥ 3, (3.2.10)
Since n 0 is arbitrary in N \ {1, 2}, we can conclude that
for all n ∈ N \ {1}, by the induction, because of (3.2.8), (3.2.9) and (3.2.10).
Therefore, we obtain the recurrence relation:
for all n ≥ 3 in N. Equivalently, the relation (3.2.7) holds.
By the recurrence relation (3.2.7), we obtain that:
Inductively, one can verify that:
is in the sense of (3.2.11), then
etc.
The following theorem provides the refined result of (3.2.11).
Theorem 3.6. Let X 1 and X 2 be the generating matrices of a 2-dimensional,
in the sense of (3.2.1), and let
for all l ∈ N. Then there exists a functional sequence (f n )
where [ Proof. By (3.2.7) and (3.2.11), there exists a functional sequence (f n ) ∞ n=1 such that
For instance, (3.2.13)
etc. So, it suffices to show that each n-th entry of the sequence f n (z) satisfies (3.2.12), for all n ∈ N.
Say n = 1. Then the function f 1 (z) of (3.2.12) satisfies
= (−1)
If n = 2, then the function f 2 (z) of (3.2.12) goes to
Therefore, the formula (3.2.12) holds true where n = 1, 2, by (3.2.13). Now, we consider the functions f n (z) of (3.2.12) satisfy the recurrence relation; (3.2.16)
First of all, the functions f 1 and f 2 satisfy the initial condition of the relation (3.2.16), by (3.2.14) and (3.2.15). So, concentrate on the cases where n ≥ 2 in N.
Observe that
, and then
i.e., for any n ≥ 2, we obtain (3.2.18)
where Y is in the sense of (3.2.17).
Notice that if n ≥ 2 is even in N, then
and hence, the first term of (3.2.18) contains the second one. Therefore, one has (3.2.19)
if and only if
Now, assume n ≥ 2 is odd in N. Then
i.e., (3.2.20)
So, by (3.2.20), if n ≥ 2 is odd in N, then (3.2.21)
if and only if 
The above result (3.2.22) shows that 
Therefore, one can conclude that if
By the recurrence relation (3.2.7), we obtain the above main theorem of Section 3.
Summary of Section 3.2 If X 1 and X 2 are the generating matrices of the 2-dimensional, order-2, 2-generator subgroup
in M 2 (C), where
Let x 1 and x 2 be the generators of the group Γ 2 2 of (1.0.1), and let α 2 (x 1 ) = X 1 and α 2 (x 2 ) = X 2 be the corresponding generating matrices of the isomorphic group M 
where L(H) means the operator algebra consisting of all linear operators on H.
Remark that, if we are working with topologies, then one may replace L(H) to B(H), the operator algebra consisting of all bounded (or continuous) linear operators on H. However, we are not considering topologies throughout this paper, so we simply set the representational models for L(H) here.
For example, our group Γ 2 N of (1.0.1) has its Hilbert-space representations (C n , α n ) , for all n ∈ N \ {1}, and each element g of Γ
The first equivalence relation (=) of (3.3.1) holds because, under finite-dimensionality, all linear operators on C n are matrices acting on C n , and vice versa. The second equivalence relation (=) of (3.3.1) holds, because, under finite-dimensionality, all pure-algebraic operators on C n are automatically bounded (and hence, continuous). For an arbitrary group Γ, realized by (H, α), one obtains the isomorphic group
So, one can construct a subalgebra, (3.3.2)
where C[X] mean the polynomial ring in sets X. Such rings C[X] form algebras under polynomial addition and polynomial multiplication over C, and hence, under the inherited operator addition and operator multiplication, C [α(Γ)] forms an algebra in L(H) in (3.3.2). 
are in the sense of (3.3.2), and A Γ 2 N is the group algebra in the sense of (3.3.3), then (3.3.5)
, for all n ∈ N. Proof. The proof of (3.3.5) is from the general relation (3.3.4). Recall that, by the group-isomorphism α n ,
. In this section, we take the group algebra in the sense of (3.3.2), (3.4.1) 3.5. Trace of Certain Matrices of A 2 . Throughout this section, we will use the same notations used before. Let M n (C) be the (n × n)-matricial algebra, for n ∈ N. Then the trace tr on M n (C) is well-defined as a linear functional on M n (C) by
For instance, if n = 2, then
, in the sense of (3.4.1). Since the algebra A 2 is a subalgebra of M 2 (C), one can naturally restrict the trace tr on M 2 (C) to that on A 2 . i.e., the pair (A 2 , tr) forms a noncommutative free probability space in the sense of [8] and [9] .
In this section, we are interested in trace of certain types of matrices in A 2 . Let X 1 and X 2 be the generating matrices of M
Proof. The proof of (3.5.2) is done inductively by the observations in the very above paragraphs. Indeed, one can get that:
in A 2 , for all n ∈ N. And, since f 1 (z) = z, we obtain
where ε 0 is in the sense of (3.2.5).
By (3.5.2), we obtain the following data.
Corollary 3.11. Let T = X 1 + X 2 be the radial operator of A 2 . Then (3.5.3)
if n is even 0 if n is odd for all n ∈ N.
Proof. Let's set (3.5.4)
where (t 1 , s 1 ) and (t 2 , s 2 ) are strongly distinct pair in C × × C × . By (3.5.2), if T is given as above in A 2 , then
for all n ∈ N. Thus, it is not difficult to check that
n , for all n ∈ N, i.e., (3.5.5)
By the direct computation and by (3.5.4), one has (3.5.6)
So, one can get that:
by (3.5.6). Also, again by (3.5.2), we have
n tr(T ) = 0, for all n ∈ N. i.e., tr(T ) = 0 = tr T 2n+1 , for all n ∈ N.
In summary, we have (3.5.7)
Therefore, by (3.5.5) and (3.5.7), we obtain the formula (3.5.3).
Application: A 2 and Lucas Numbers
In this section, we will use the same notations used in Section 3 above. For instance, let
Here, as application of Sections 2 and 3, we study connections between analytic data obtained from elements of A 2 and Lucas numbers.
For more details about Lucas numbers, see [7] , [8] , [9] , [10] , [11] and cited papers therein.
From the main result (3.2.23) of Section 3, we find a functional sequence (f n ) ∞ n=1 , with its n-th entries (4.1)
for all n ∈ N, satisfying (X 1 X 2 ) n + ((X 1 X 2 ) n ) −1 = f n (ε 0 ) I 2 in A 2 , where ε 0 = det(X 1 ) + det(X 2 ) − det (X 1 + X 2 ) . For any arbitrarily fixed n ∈ N, consider the (non-alternative parts of) summands Therefore, one can get the recurrence relation (4.4), by (4.6) and (4.7).
By (4.4), we can realize that the family {g(n, k) : (n, k) ∈ N × N 0 } satisfies the following diagram (4.8) 2  1  1  2  1  3  1  4  2  1  5  5  1  6  9  2  1  7  14  7  1  8  20  16  2  1  9  27  30  9  1  10  35  50  25  2 . . . . . .
where the rows of (4.8) represents n ∈ N, and the columns of (4.8) represents k ∈ N 0 of the quantities g(n, k).
Observation The above diagram (4.8) is nothing but the Lucas triangle (e.g., [11] ) induced by the Lucas numbers (e.g., [7] , [8] , [9] and [10] ). By using the above family {g(n, k)} (n, k)∈N×N0 of quantities obtained from (4.3), one can re-write the n-th entries f n of (4.1) as follows; (4.9)
k=0 (−1) k (g(n, k)) z n−2k , for all n ∈ N.
The new expression (4.9) shows that the coefficients of f n is determined by the Lucas numbers alternatively, by (4.8).
Corollary 4.2. The coefficients of the functions f n of (4.1) are determined by the Lucas numbers in the Lucas triangle (4.8) alternatively.
Moreover, we can verify that
= zf n (z)− f n−1 (z).
i.e., from the recurrence relation (4.7), we can re-prove the recurrence relation (3.2.16). be in the sense of (4.9), where {g(n, k)} (n,k)∈N×N0 are in the sense of (4.3). Then f 1 (z) = z and f 2 (z) = z 2 − 2, and f n+1 (z) = zf n (z) − f n−1 (z), for all n ≥ 2 in N.
Again, the above corollary demonstrates the connection between our Hilbertspace representations of Γ 2 2 and Lucas numbers.
