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439 systems without missing deadline constraint. There are several issues have to be addressed for the energy reduction on multi-FPGA systems. First, a task may use a number of logic blocks and it is required that these blocks be located together. We define this as integral allocation of logic blocks on a reconfigurable system to a task. Second, the reconfigurable systems take into account the reconfiguration overheads. It takes a non-eligible amount of time to reconfigure logic blocks in order to execute a new task. Moreover, most partial reconfigurable systems only allow one task to be executed for reconfiguration on the systems. So, the tasks on multi-FPGA systems have to distribute onto different FPGA at one time to avoid the reconfiguration overheads. Last, it is an NP-complete problem for minimizing the overall energy consumption while meeting the deadline constraints on multi-FPGA systems.
There have been a few researches on energy conversation in reconfigurable systems. Many of them are dedicated to proposing efficient hardware design in circuit or architecture level [9, 10] and system level [11, 12] . Authors in [10] have developed a dual / voltage on LUTBased FPGA in order to tune the overall energy consumption. In [6] , DVS (Dynamic Voltage Scaling) is applied to adjust voltage level in commercial FPGAs embedded with a logic delay measurement circuit. The other researches are focusing on the scheduling technique for reduction of energy consumption in existed dynamically reconfigurable systems. In [11] a postplacement leakage ware scheduler is invoked to decrease leakage waste, which is a delay between task reconfiguration and execution. In [12] , optimal algorithm is proposed for the case when a task partition over contexts is given, and approximation algorithms are developed for the case when no task partition is given. In [13] , a transformable task model has been proposed based on the feature of high parallel computing on FPGA-based system. Then, they proposed an ant-colony optimization based algorithm to reduce the energy dissipation on reconfigurable system. Moreover, the work in [14, 15] the effective methods are proposed with the consideration of reconfiguration overhead as well as exclusiveness. However, all these work either neglects the reconfiguration overhead and exclusiveness or concerns single FPGA-based reconfigurable systems. It cannot be applied to solve the problem of energy-efficient on multi-FPGA systems.
Currently, most work on multi-FPGA systems [4, 6] , [16] [17] are concentrated on high performance. Researchers on work [18] focus on energy reduction on multi-FPGA based systems. They have proposed a heuristic algorithm for reducing the energy consumption. However, it is for online scenario. The algorithm is mainly based on ant-colony optimization. The results are suboptimal. Although there are considerable attentions on energy-efficient scheduling on multi-processor or core [19] [20] .
Toward challenges for energy-efficient scheduling on multi-FPGA systems, a dynamic programming based algorithm is proposed. And, a comprehensive trace-driven simulation experiments to evaluate our algorithm and results demonstrate that our algorithm successfully process all tasks without violating deadline constraint.
The main contributions of the paper are listed as follows: 1. The problem of energy-efficient scheduling on multi-FPGA system has been strictly formulated with the objective of energy reduction and deadline satisfaction.
2. The complexity of optimization energy on multi-FPGA system has been analyzed. Because it is an NP-Complete problem, we have designed and implemented a dynamic programming based energy-efficient scheduling algorithm to save the overall energy when meeting the deadline constraint.
3. We conduct the trace-driven simulations. The results have demonstrated that the overall energy conservation can be improved 26.3% and 13.3% than that of fully balanced algorithm and Particle Swarm Optimization, respectively.
The remainder of paper is organized as follows. We introduce related work in Section II. In Section III, we formally formulate the problem. In Section IV, we detail the dynamic programming based energy-efficient algorithm on multi-FPGA based reconfigurable systems. The performance evaluation methodology and discuss evaluation results in Section V. We conclude the paper in Section VI.
Related Work
There are lots of studies interested in performance versus power on dynamically reconfigurable systems. These works can be divided into two parts, the former one requires  ISSN: 1693-6930 modifying the architecture or circuitry of FPGA, and latter one is from the view of system-level. Fei Li, et al, [10] devote their works from the aspect of developing architecture or circuit level. With the programmability of SRAM on LUT-based FPGA, they have developed a pre-define dual / voltages on circuit. And they present a power-aware CAD algorithm to save power. C.T. Chow, et al., [9] have presented a methodology for commercial FPGA supporting DVS to adjust FPGA power consumption. To avoid the logic latency, they also use measurement circuit to determine a speed.
Moreover, from the view of system-level, many researchers adopt the scheduling techniques to reach the optimized energy designs on systems. Because the scheduling techniques can substantially help in further saving the system level power. In the work [11] a post placement method is leveraged to decrease the leakage waste. In their way, they firstly obtain the minimum-length schedule. Latter, to eliminate leakage waste, a leakage-aware scheduler is triggered to guarantee the schedule length not increasing. However, their approach only can be applied while the data has dependency among the tasks. Authors in [12] have implemented an optimal algorithms for the case while giving the task partition over contexts, and approximation algorithms are implemented while not giving the task partitions. However, these algorithms ignore the reconfiguration overhead and the exclusiveness requirement.
Some of research work focus on the reconfiguration overheads and exclusiveness for scheduling on reconfigurable system in [14, 15] . In [14] , reconfigurable device model is extended which similar to parallel machine with single server model. Furthermore, a heuristic algorithm for task placement with the consideration of reconfiguration overhead is proposed.
And the experimental results are demonstrated the improvement of proposed algorithm. But, they assume that reconfiguration overhead is to be equal for all tasks. Y. Lu, et al., [15] have developed an efficient task scheduling algorithm on partially dynamical reconfigurable systems with consideration of reconfiguration overhead and exclusiveness. In [13] , they have proposed an ant-colony optimization based algorithm to reduce energy consumption. However, this only focus on scheduling on single-FPGA based reconfigurable system. They cannot be extended to multi-FPGA based reconfigurable systems.
A number of work for multi-FPGA work have emphasized on high performance, but they have degraded the impact on power consumption [4, 6, 16] . F. Redaelli, et al., [16] have proposed a baseline scheduling algorithm. The result can give a suggestion number of FPGAs for later use. Maxwell is a supercomputing machine have developed by FHPCA [4] (FPGA High Performance Computing Alliance) aims at providing high performance by FPGA technology for applications in oil and gas prospecting, medical imagery and financial services. In 2015, Dr. Tang [21] has given the methodology of multi-FPGA platform generation. Only BEE2 [5] mentioned power consumption by simply tuning clock rate. Work in [18] is for energy reduction on multi-FPGA based systems. But, it is for online scheduling, the results are suboptimal far away from the optimal energy reduction.
Even though there are considerable work in energy-efficient scheduling on multi-core or processor [19] [20] . However, scheduling on multi-FPGA has several important aspects, such as integral allocation, reconfiguration overhead and the exclusiveness, energy minimization on multi-FPGA based reconfigurable systems. Therefore, it is important to develop an energyefficient algorithm for multi-FPGA based systems.
Problem Formulation 3.1. System Model
The multi-FPGA based system is consisted of a set of homogeneous partial runtime reconfigurable FPGAs, denoted by = * 1 , 2 , … , +. Each FPGA has reconfigurable logic resources arranged in 1D array of logic blocks [22] . Some latest commercial FPGAs can support the one dimensional reconfigurability. The number of logic blocks available in each FPGA are same , and the number of logic blocks in FPGA is denoted by = * 1 , 2 , … , +, where 1 = 2 = ⋯ = = . At any given time, the subset of can be reconfigured one task. The number of reconfiguration ports in each FPGA units are limited which leads to reconfiguration overheads caused by exclusiveness. The basic frameworks of multi-FPGA based reconfigurable systems are illustrated in Figure 1 Given a set of independent and non preemptive tasks, = * 1 , 2 , … , +. At begin, all tasks are released, and must be completed within a given deadline . We assume the workload of a task is its cycle counts = * 1 , 2 , … , +. In our model, due to the feature of reconfigurable system, a task completion is needed to experience two steps: reconfiguration and execution. So, the cycle counts can be categorized to reconfiguration and execution cycle counts, task ' cycle counts is denoted as =< , >, ∀ ∈ ,1, -. Besides, for completion of a task, the logic blocks is needed to integrally allocate to task, which is defined as a number of contiguous logic blocks denote = * 1 , 2 , … , +.
According to [23] , in some situations, we only take execution phase into account, if the logic blocks have already been reconfigured by the same type tasks and not overwritten by the other tasks. Note that same type tasks indicate the tasks share the same logic blocks, reconfiguration cycle and speed level in certain FPGA. For example, suppose that two tasks and run on at speed with same logic blocks and = .
Reconfiguration phase is earlier than that of . Thus, for completion of , it only needs to run execution phase, and reconfiguration phase can be ignored. 
Energy Model
The FPGAs circuitry in our model is implemented by CMOS technology. For a CMOS circuit, the dominant power consumption is from the dynamical power dissipation, which is defined as:
Where , , and ( ) denote the effective load capacitance, supply voltage, running speed and power consumption under the certain speed, respectively.
The adjustment of voltage level aims at lowering energy consumption. However, with the lessening of , the circuit delay may exist. Now, since delay is subjected to = ⁄ , where , is cycle count and frequency respectively. We substitute frequency to running speed , and can be given by:
Where parameters , ℎ and stand for the threshold voltage, proportionality constant and velocity saturation index.
From (1) and (2) , where usually most literatures [11] use the value = 2 and = 0, we obtain the power consumption function as (3). 
Problem Statement
Given a set of tasks with no precedence constraint, and homogenous FPGAs in the system, each FPGA contains logic blocks, and shares a common speed with level. With the features of FPGAs system, the reconfiguration overheads, exclusive reconfiguration, integral allocation and constrained number of availability logic blocks are required to be considered. The FPGAs energy consumption can be adjusted by tuning the speed. Under the these assumptions, for the completion of all tasks, the goal is to minimize overall energy dissipation without violating the deadline . It is an NP-Complete problem [24] . Now, we formally define the problem of minimizing overall energy consumption on multi-FPGA based systems (MOM) with deadline constraint: Definition 3 (Minimum Overall Energy Consumption on Multi-FPGA based Reconfigurable Systems: MOM): The multi-FPGA systems energy minimum is defined as the goal by minimizing total energy consumption E without violating deadline , which define as below. 
The maximum 1,2,…, should be less than the deadline constraint. And is proportion to 1/ .
Algorithm Design 4.1. Overview
Through analysis of the complexity of MOM, it is difficult to solve the MOM. From (5), we can find that the overall energy consumption is greatly impact by the maximum feasible timelines γ 1,2,…,M , which we call global time . Formally: Definition 4 (Minimum Global Timeline): Given a deadline , when feasible timelines in each FPGA are obtained by tasks placement, we want to minimize global timeline , the maximum one among feasible timelines, which can be defined as: 
By doing so, energy-efficient scheduling algorithm with the deadline constraint on multi-FPGA system is proposed. The general steps can be described as follows: with the purpose of minimizing global timeline, FPGAs are initially set at maximum speed. Because if it is set at minimum speed level, the overall energy consumption can be conserved but it may violate the deadline constraints. Later, a dynamic programming based energy-efficient algorithm is exploited by integrating a tasks placement algorithm MPLF which is to obtain global timeline to fulfill the deadline constraint. Finally, once it gains the optimal scheduling solution. FPGAs speed are readjusted to minimize the overall energy consumption with no violating deadline constraint. 
DP-based Energy-Efficient Algorithm on Multi-FPGA Systems
In this subsection, we are going to detail the DP-based energy-efficient algorithm to obtain optimal scheduling solution. First, we will give the details of MLPF to obtain the minimum global timeline. Based on the MLPF, we next present the DP-based algorithm to gain minimum energy consumption solution. 
MLPF: Multi-FPGA Left-bottom Point First Placement
On the contrary to the task scheduling on multi-processor and single FPGA, tasks placement to avoid the reconfiguration overheads brought by exclusiveness have to be considered in multi-FPGA based reconfigurable systems. Otherwise, the improved capability of high processing in such systems could not be fully exploited. As Figure 2 is shown, there are two FPGA 1 and 2 resources arrayed in 1D model with five resources, three tasks 1 , 2 and 3 . Figure 2 (b) outperforms than that of Figure 2 (a) both in processing time and energy saving, since much more slack to deadline are available in Figure 2 (b) to tune the speed level. Except of that, resources utilization in each FPGA is also a noticeable issue which may lead to the problem of fragmentation, hence result in prolonging global timeline. In the course of tasks placement, as long as there are not enough resources, tasks have to wait until the resources availability in terms of prolonging running time. As long as the available resources are highly fragmented, even though resources are sufficient, task cannot be fitted onto a proper FPGA. So, it is important to develop a placement algorithm on multi-FPGA systems to eliminate the reconfiguration overheads. The general idea of MLPF is as below:
Given tasks cycle counts and speed level, every FPGA can provide available placement information (left-bottom point). With the forthcoming tasks, tasks are trying to place onto the first left bottom point. Through such way, each FPGA will obtain a feasible timeline, and the minimum feasible timeline is reserved. If the minimum timeline in different FPGAs are same, the least number of placed tasks FPGAs will be selected for tasks placement. When all tasks are fitted onto FPGA units, we therefore select the maximum feasible timeline among the FPGAs as the global timeline. MLPF is detailed in Figure 3 . The complexity of MLPF is bounded by ( × ℳ).
DP-based Energy-Efficient Scheduling Algorithm
Dynamic programming is a method for solving complex problems by breaking them down into simpler subproblems. And it solves the subproblem only once, thus reducing the number of computations. It is used to apply to solve NP-Complete problem, such as (TSP) Travelling Salesman Problem, Knapsack and so on.
On multi-FPGA systems, DP-based energy-efficient scheduling algorithm is adopted. Firstly, we define the recursive formula to find the minimum global timeline as well as tasks placement. Later, by the obtained results, the common speed is adjusted to lower the overall energy consumption.
Initially, MOM problem is broken into subproblems as the number of tasks. Suppose that FPGAs are tuned at maximum speed level to avoid violating the deadline constraint. denotes a starting task from = * 1 , 2 , … , +; is a set of tasks yet to be placed, and ∩ = ∅; is one of the elements from . We further define ℋ, , -to document minimum global timeline that begins at , and follow with task set . In summary, we define recursive formula as:
By iteratively doing (8) , as the incremental number of placed tasks, we eventually obtain the minimum global timeline. For each iterative process the global timeline is calculated by .
Up to now, we have gain a completed tasks placement in multi-FPGA systems. And the global timeline is minimized not violated the deadline constraint. Now, we next need to tune the FPGA speed to minimize the overall energy consumption. The Pseudo code of DP-based Energy-Efficient Scheduling Algorithm is illustrated in Figure 4 .
Performance Evaluation 5.1. Methodology and Setting
We adopt a competitive study, comparing our algorithm with other alternative algorithms 
Where ( ′ ) and ( ) are overall energy consumptions after adjustment of speed level and maximum speed level, respectively.
A series of simulations are conducted to demonstrate the effectiveness of our algorithm. We evaluate our algorithms on a simulated multi-FPGA system consisting of four FPGA units, each of which include same number of continuous logic blocks denote as ℒ. For each simulation, we vary in *100, 150, 200+ and by changing the number of tasks *12, 15, 18+ and workload of tasks.
Each simulation is run 10 times, and average value is taken for comparison. The experiment is conducted on Intel(R) Xeon(R) dual CPUs@2.13 GHz and 8GB of RAM. The algorithm is programmed by C#.
Compared Algorithms
We compare our algorithm with other two algorithms. Both algorithms are based on idea: (1) let tasks fit onto the FPGAs with the maximum speed level; (2) while the tasks placement is determined, the speed level is allowed to adjust.
Particle Swarm Optimization (PSO)
PSO algorithm is a well-known heuristic algorithm for solving combinatorial optimization problem. It has a population (swarm) of candidate solutions (particles). Given a few sample formulation, the particles move around in the search-space. The movements of the particles are guided by their own best known position in the search-space as well as the entire swarm's best known position. When improved positions are being discovered these will then come to guide the movements of the swarm. The process is repeated and by doing so, but not guaranteed, that a satisfactory solution will eventually be discovered. We adopt an iterative procedure that starts with an arbitrary candidate solution to problem. Then, with incrementally changing a multielement, a better solution is attempting to find. By repeatedly doing so, the results output until it reaches the terminated condition.
Fully-balanced algorithm (FB)
For the sakes of elimination reconfiguration overhead, FB can evenly assign tasks to FPGA units. Number of tasks is initially determined per FPGA unit. Later, tasks are randomly selected and placed onto FPGA units. Because speed and cycle counts are given, tasks are trying to fit onto FPGA unit and the least feasible timeline is reserved.
Comparisons
In Figure 5 , the performance of the three algorithms in terms of normalized energy consumption is shown. Three logic block groups with same task number are used, i.e., 100, 150 and 200 with tasks number 18. We can see that our algorithm for energy conservation is at most 13.3% and 26.3% more than that of PSO and FB, respectively. FB performs the worst. Because FB only concentrates on the loading balance of task number in order to elimination of reconfiguration overheads caused by exclusiveness. Although the tasks are evenly fitted onto FPGA units, the FB cannot perform better than that of two other algorithms in energy reduction. PSO is better than FB, but worse than our algorithm. Because problem of MOM is a discrete problem, PSO is not suitable for solving the discrete problem. Additionally, it is easy to trap into a local optimal result and obtain the suboptimal results.
We further show comparisons of minimum global timeline in Figure 6 . Three tasks set with different number of tasks and are used. We can see that the DP-based algorithm in obtaining minimum global timeline performs best. With comparison of Figure 5 and 6, we also find that less global timeline is obtained; more overall energy dissipation can be reduced. This results well demonstrate that the importance of minimizing global timeline and effectiveness of our algorithm in tasks placement. 
Conclusion and Future Work
This paper has proposed an energy-efficient scheduling algorithm for multi-FPGA based reconfigurable systems based on the dynamic programming. The objective is to minimize the overall energy consumption without deadline constraints. There are several challenges for the energy reduction, such as integral allocation, reconfiguration overheads caused by exclusiveness. To address these issues, we give the details of problem formulation. Then, due to the difficulty of NP-complete, we adopt the dynamic programming to solve the energy minimization problem on multi-FPGA based systems. Furthermore, for the features of multi-FPGA systems, we also devise an algorithm for task proper placement. At last, we conduct a series of simulations to demonstrate the effectiveness of our algorithms. The results show that 13.3% and 26.3% improved in energy saving than that of PSO and FB, respectively. 
