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Abstract
In this paper, we consider higher order paired symmetric tensors and strongly paired sym-
metric tensors. Elasticity tensors and higher order elasticity tensors in solid mechanics are
strongly paired symmetric tensors. A (strongly) paired symmetric tensor is said to be positive
definite if the homogeneous polynomial defined by it is positive definite. Positive definite-
ness of elasticity and higher order elasticity tensors is strong ellipticity in solid mechanics,
which plays an important role in nonlinear elasticity theory. We mainly investigate positive
definiteness of fourth order three dimensional and sixth order three dimensional (strongly)
paired symmetric tensors. We first show that the concerned (strongly) paired symmetric
tensor is positive definite if and only if its smallest M -eigenvalue is positive. Second, we pro-
pose several necessary and sufficient conditions under which the concerned (strongly) paired
symmetric tensor is positive definite. Third, we study the conditions under which the homoge-
neous polynomial defined by a fourth order three dimensional or sixth order three dimensional
(strongly) paired symmetric tensor can be written as a sum of squares of polynomials, and
further, propose several necessary and/or sufficient conditions to judge whether the concerned
(strongly) paired symmetric tensors are positive definite or not. Fourth, by using semidefinite
relaxation we propose a sequential semidefinite programming method to compute the small-
est M -eigenvalue of a fourth order three dimensional (strongly) paired symmetric tensor, by
which we can check positive definiteness of the concerned tensor. The preliminary numerical
results confirm our theoretical findings.
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1
1 Introduction
For any positive integers m and n, an m-th order n dimensional real tensor can be denoted by
A := (ai1i2···im), where ai1i2···im ∈ R for all ij ∈ [n] with j ∈ [m],
here [l] := {1, 2, . . . , l} for any positive integer l. We use Tm,n to denote the set of all m-th order
n dimensional real tensors. For any A = (ai1i2···im),B = (bi1i2···im) ∈ Tm,n, we will use the inner
product defined by
〈A ,B〉 =
n∑
i1,··· ,im=1
ai1i2···imbi1i2···im
and the Hilbert-Schmidt norm defined by
‖A ‖HS =
√
〈A ,A 〉 =

 n∑
i1,··· ,im=1
a2i1i2···im

1/2 .
A tensor A ∈ Tm,n is said to be symmetric if its entries are invariant under any permutation of
indices {i1, i2, . . . , im}. For any x = (x1, . . . , xn) ∈ R
n, a tensor A = (ai1i2···im) ∈ Tm,n defines a
homogeneous polynomial by
p(x) =
n∑
i1,··· ,im=1
ai1i2···imxi1xi2 · · · xim. (1)
We denote the degree of a polynomial p by deg(p). The polynomial p defined by (1) is said to
be positive semidefinite if p(x) ≥ 0 holds for all x ∈ Rn; and p is said to be positive definite
if p(x) > 0 holds for all x ∈ Rn\{0}. Obviously, for nonzero tensors, m being an even integer
is a necessity for positive semidefiniteness. A tensor is said to positive (semidefinite) definite if
its corresponding homogeneous polynomial is positive (semidefinite) definite. Positive (semidefi-
niteness) definiteness of the polynomial is very important in many areas, which is related to the
Hilbert seventeenth problem [24].
For an arbitrary 2m-th order n dimensional tensor denoted by A = (ai1j1i2j2···imjm), its indices
can be divided into m adjacent blocks {i1j1}, . . . , {imjm}. If entries of A are invariant under any
permutation of indices in every block {iljl} for l ∈ [m], i.e.,
ai1j1i2j2···imjm = aj1i1i2j2···imjm = ai1j1j2i2···imjm = · · · = ai1j1i2j2···jmim ,
then A is called a 2m-th order n dimensional paired symmetric tensor. It is well known that
the most important representatives for fourth order three dimensional paired symmetric tensors
are: the piezooptical tensor, the second order electrooptical effect (Kerr effect), electrostriction
and second order magnetostriction [5]. Furthermore, if a paired symmetric tensor additionally
satisfies block symmetry, i.e.,
ai1j1i2j2···imjm = ai2j2i3j3···i1j1 = ai3j3i4j4···i2j2 = · · · = aimjmi1j1···im−1jm−1 ,
then A is called a 2m-th order n dimensional strongly paired symmetric tensor. The most
significant representative of fourth order three dimensional strongly paired symmetric tensors is
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the elasticity tensor, in which the pairwise permutability is based on the reversibility of mechanical
deformation work [5]. In the elasticity tensor and higher order elasticity tensor [6, 9, 29], every
entry ai1j1i2j2···imjm is called an m-th order elastic constant, which is an important quantity in
studies of elasticity theory. Positive definiteness of the elasticity tensor is called strong ellipticity,
which plays an important role in elasticity theory and has been studied extensively (see, for
example, [2, 4, 10, 11, 15, 20, 25, 26, 27, 28, 31, 33]).
In this paper, we consider positive definiteness of higher order three dimensional (strongly)
paired symmetric tensors. For simplicity of symbols, we only investigate some properties of
fourth order three dimensional and sixth order three dimensional (strongly) paired symmetric
tensors, mainly in positive definiteness of the concerned tensors. The results we obtained can be
similarly extended to the case of more higher order (strongly) paired symmetric tensors. Some
basic properties of fourth order three dimensional and sixth order three dimensional (strongly)
paired symmetric tensors are given in the next section.
Eigenvalues of higher order tensors, introduced by Qi [18] and Lim [13], have been studied
extensively in the recent years [1, 7, 19, 21]. The concept of M -eigenvalue for fourth order paired
symmetric tensor was introduced in [4, 20] and further studied in [32]. In Section 3, we extend
the concept of M -eigenvalue to sixth order three dimensional (strongly) paired symmetric tensors
and bi-block symmetric tensors, and further discuss some related properties. In particular, we
show that a sixth order three dimensional (strongly) paired symmetric tensor is positive definite
if and only if its smallest M -eigenvalue is positive.
Positive definiteness of polynomials has been being an important issue in many areas, which
has been discussed extensively. In [4, 17, 20], the authors studied positive definiteness conditions
of fourth order paired symmetric tensors, which plays an important role in elasticity theory. In
Section 4, following the ideas given in [4, 20], we further discuss positive definiteness of fourth
order three dimensional (strongly) paired symmetric tensors and propose several necessary and
sufficient conditions for which the concerned tensor is positive definite. Furthermore, we extend
the related results to the case of sixth order three dimensional (strongly) paired symmetric tensor.
A polynomial with real coefficients is called a sum of squares (SOS) if it can be expressed
as a sum of several squares of polynomials with real coefficients [12, 16]. It is obvious that
a polynomial is positive semidefinite if it is an SOS polynomial. In Section 5, we investigate
the SOS properties of polynomials defined by a fourth order three dimensional or a sixth order
three dimensional (strongly) paired symmetric tensor. We give several necessary and/or sufficient
conditions of a fourth order three dimensional (strongly) paired symmetric tensor being an SOS
tensor, and propose several conditions under which a fourth order three dimensional (strongly)
paired symmetric tensor is positive definite. In particular, we extend the related results to the
case of sixth order three dimensional (strongly) paired symmetric tensor.
In [8], the authors introduced the tensor conic linear programming problem and proposed
a sequential semidefinite programming method to solve it. As an application, they showed that
their method can be applied to find the smallest Z-eigenvalue of a symmetric tensor. In Section 6,
by using the special structure of the (strongly) paired symmetric tensor, we propose a sequential
semidefinite programming method to compute the smallest M -eigenvalue of a fourth order three
3
dimensional (strongly) paired symmetric tensor, which is an extension of the method proposed
in [8]. By this method, we can check whether a fourth order three dimensional (strongly) paired
symmetric tensor is positive definite or not.
In Section 7, we give some numerical results of our methods for judging whether a fourth order
three dimensional or sixth order three dimensional (strongly) paired symmetric tensor is positive
definite or not. The preliminary numerical results are consistent with our theoretical results.
Some concluding remarks are made in Section 8.
In the remaining parts of our paper, we will simply call a three dimensional strongly paired
symmetric tensor an elasticity tensor as the main motivation of our paper is the strong ellipticity
of elasticity and higher order elasticity tensors.
2 Preliminaries
In this section, we consider fourth order three dimensional and sixth order three dimensional
paired symmetric (elasticity) tensor and discuss related basic properties.
2.1 Fourth order paired symmetric tensor. For any A = (aijkl) ∈ T4,3, if
aijkl = ajikl = aijlk = ajilk, ∀i, j, k, l ∈ {1, 2, 3},
then A is a paired symmetric tensor A ∈ T4,3; and if
aijkl = ajikl = aijlk = ajilk and aijkl = aklij, ∀i, j, k, l ∈ {1, 2, 3},
then A is a fourth order three dimensional elasticity tensor [5].
For any tensor A = (aijkl) ∈ T4,3, the corresponding biquadratic form is defined by
A x2y2 :=
3∑
i,j,k,l=1
aijklxixjykyl, ∀x, y ∈ R
3. (2)
Define
C := {A ∈ T4,3 : A x
2y2 ≥ 0,∀x, y ∈ R3}. (3)
Then, by a similar way as those in [22, 23], we can obtain the following results.
Proposition 2.1. Suppose that the polynomial A x2y2 and the set C are defined by (2) and (3),
respectively. Then, the following statements hold.
(i) The interior of C, denoted by intC, is nonempty, and
intC = {A ∈ T4,3 : A x
2y2 > 0,∀x, y ∈ R3\{0}}. (4)
(ii) The set C is a pointed closed convex cone.
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Proof. (i) It is obvious that C has nonempty interior. We show that (4) holds. On the one
hand, if A ∈ C is not positive definite, then there exists two nonzero vectors x, y ∈ R3 such that
A x2y2 = 0; and hence, for any ǫ > 0,
(A − ǫE )x2y2 = −ǫ(x⊤x)(y⊤y) < 0
where E = (eijkl) ∈ T4,3 is defined by
eijkl :=
{
1 if i = j, k = l,
0 otherwise,
∀i, j, k, l ∈ {1, 2, 3}. (5)
This implies that A 6∈ intC; and hence, intC ⊆ {A ∈ T4,3 : A x
2y2 > 0,∀x, y ∈ R3\{0}}. On the
other hand, if A 6∈ intC, then there exists a sequence {(B(k), ǫ(k))} satisfying ‖B
(k)‖HS = 1 and
ǫ(k) > 0 for all k ∈ {1, 2, . . .} such that
A + ǫ(k)B
(k) 6∈ C for all k ∈ {1, 2, . . .} and lim
k→∞
ǫ(k) = 0,
which leads to that there exist {x(k)}, {y(k)} ⊆ R3 satisfying ‖x(k)‖ = 1 and ‖y(k)‖ = 1 for all
k ∈ {1, 2, . . .} such that (
A + ǫ(k)B
(k)
)(
x(k)
)2 (
y(k)
)2
≤ 0.
Let x∗, y∗ be the limiting points of {x(k)} and {y(k)}, respectively. Then, ‖x∗‖ = 1, ‖y∗‖ = 1 and
A (x∗)2(y∗)2 ≤ 0, which implies that A is not positive definite; and hence, {A ∈ T4,3 : A x
2y2 >
0,∀x, y ∈ R3\{0}} ⊆ intC. So, (4) holds.
(ii) For any A ,B ∈ C and α, β ≥ 0, let C := αA + βB. Then, for any x, y ∈ R3,
Cx2y2 = (αA + βB)x2y2 = αA x2y2 + βBx2y2 ≥ 0,
which implies that C is a convex cone.
For any A = (aijkl) ∈ C, if −A ∈ C, then it follows from (2) that
3∑
i,j,k,l=1
aijklxixjykyl ≡ 0,∀x, y ∈ R
3,
which yields that A = 0 by arbitrariness of x and y. This implies that C is a pointed cone.
For any {A (k)} ⊆ C and limk→∞A
(k) = A , it is easy to see that for any x, y ∈ Rn,
A x2y2 = lim
k→∞
A
(k)x2y2 ≥ 0,
which implies that C is a closed cone.
Therefore, by combining (i) with (ii), we conclude that the results of proposition hold. 
In the following, we define a class of matrices which is related to tensor A ∈ T4,3.
Definition 2.2. For any A = (aijkl) ∈ T4,3, we define a matrix by
M = (mst) with mst = aisitjsjt ∀s, t ∈ {1, 2, . . . , 9} (6)
where i1i2 · · · i9 and j1j2 · · · j9 are two arbitrary permutations of 123123123. We say that the
matrix M defined by (6) is an unfolded matrix of tensor A with respect to indices i1i2 · · · i9
and j1j2 · · · j9.
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Obviously, there exists a unique unfold matrix of tensor A for each pair of permutations of
i1i2 · · · i9 and j1j2 · · · j9. The following result is easy to be obtained.
Proposition 2.3. Suppose that A ∈ T4,3 is a paired symmetric tensor, and M is its unfolded
matrix defined by Definition 2.2. Then, the matrix M is symmetric.
For any A ∈ T4,3, we define
• matrix M1 = (mst) ∈ R
9×9 by
M1 := (m1st) with m
1
st = a3(i−1)+k,3(j−1)+l = aijkl for any i, j, k, l ∈ {1, 2, 3}; (7)
• and matrix M2 = (mst) ∈ R
9×9 by
M2 := (m2st) with m
2
st = a3(k−1)+i,3(l−1)+j = aijkl for any i, j, k, l ∈ {1, 2, 3}. (8)
Then, M1 and M2 are two unfolded matrices of A .
Moreover, for any i, j, k, l ∈ {1, 2, 3}, we define two block sub-matrices of tensor A by
Aij := (aijkl)kl and Bkl := (aijkl)ij . (9)
Then, we can easily obtain the following results.
Proposition 2.4. For any A ∈ T4,3, suppose that matrices M
1, M2, Aij and Bkl are given by
(7), (8) and (9), respectively.
(i) If A ∈ T4,3 is a paired symmetric tensor, then the following statements hold.
(a) The matrices M1 and M2 are symmetric, and
M1 =

 A11 A12 A13A21 A22 A23
A31 A32 A33

 and M2 =

 B11 B12 B13B21 B22 B23
B31 B32 B33

 ; (10)
(b) All sub-matrices Aij and Bkl are symmetric.
(ii) If A ∈ T4,3 is an elasticity tensor, then M
1 =M2.
2.2 Sixth order paired symmetric tensor. A = (aijklpq) ∈ T6,3 is a paired symmetric tensor
if its entries satisfy
aijklpq = ajiklpq = aijlkpq = aijklqp, ∀i, j, k, l, p, q ∈ {1, 2, 3}. (11)
Furthermore, a paired symmetric tensor A ∈ T6,3 is a sixth order elasticity tensor [5] if
aijklpq = aklijpq = aijpqkl, ∀i, j, k, l, p, q ∈ {1, 2, 3}. (12)
For any tensor A = (aijklpq) ∈ T6,3, the corresponding homogeneous polynomial is defined by
A x2y2z2 :=
3∑
i,j,k,l,p,q=1
aijklpqxixjykylzpzq, ∀x, y, z ∈ R
3. (13)
Then, similar to Proposition 2.1, we have the following results.
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Proposition 2.5. Suppose that A x2y2z2 is defined by (13). Then, the following statements hold.
(i) The interior of set D defined by D := {A ∈ T6,3 : A x
2y2z2 ≥ 0,∀x, y, z ∈ R3} is nonempty,
and intD = {A ∈ T6,3 : A x
2y2z2 > 0,∀x, y, z ∈ R3\{0}}.
(ii) The set D is a pointed closed convex cone.
Similar to Definition 2.2, we define the unfolded matrix of sixth order three dimensional tensor
as follows.
Definition 2.6. For any A = (aijklpq) ∈ T6,3, we define a matrix by
N = (nst) with nst = aisitjsjtkskt ∀s, t ∈ {1, 2, . . . , 27} (14)
where i1i2 · · · i27, j1j2 · · · j27 and k1k2 · · · k27 are three arbitrary permutations of 123123 · 123︸ ︷︷ ︸
27
. We
say that the matrix N defined by (14) is an unfolded matrix of tensor A with respect to indices
i1i2 · · · i27, j1j2 · · · j27 and k1k2 · · · k27.
Obviously, there exists a unique unfolded matrix of tensor A for each triple of permutations
of i1i2 · · · i27, j1j2 · · · j27 and k1k2 · · · k27; and the following result holds.
Proposition 2.7. Suppose that A ∈ T6,3 is a paired symmetric tensor, and N is its unfolded
matrix defined by Definition 2.6. Then, the matrix N is symmetric.
In the following, we give several specific examples of the unfolded matrix. That is, for any
A ∈ T6,3, we define
N1 := (nst) ∈ R
27×27 with
nst = n3[3(i−1)+(k−1)]+p,3[3(j−1)+(l−1)]+q = aijklpq, ∀i, j, k, l, p, q ∈ {1, 2, 3};
N2 := (nst) ∈ R
27×27 with
nst = n3[3(k−1)+(i−1)]+p,3[3(l−1)+(j−1)]+q = aijklpq, ∀i, j, k, l, p, q ∈ {1, 2, 3};
N3 := (nst) ∈ R
27×27 with
nst = n3[3(p−1)+(k−1)]+i,3[3(q−1)+(l−1)]+j = aijklpq, ∀i, j, k, l, p, q ∈ {1, 2, 3};
N4 := (nst) ∈ R
27×27 with
nst = n3[3(i−1)+(p−1)]+k,3[3(j−1)+(q−1)]+l = aijklpq, ∀i, j, k, l, p, q ∈ {1, 2, 3};
N5 := (nst) ∈ R
27×27 with
nst = n3[3(k−1)+(p−1)]+i,3[3(l−1)+(q−1)+j = aijklpq, ∀i, j, k, l, p, q ∈ {1, 2, 3};
N6 := (nst) ∈ R
27×27 with
nst = f3[3(p−1)+(i−1)]+k,3[3(q−1)+(j−1)]+l = aijklpq, ∀i, j, k, l, p, q ∈ {1, 2, 3}.
(15)
Then, we have the following results.
Proposition 2.8. For any paired symmetric tensor A ∈ T6,3, we have the following results.
• All matrices N1, N2, . . . , N6 defined by (15) are symmetric.
• If A is an elasticity tensor, then N1 = N2 = · · · = N6.
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For any tensor A = (aijklpq) ∈ T6,3 and any i, j, k, l, p, q ∈ {1, 2, 3}, we define three block
sub-tensors of tensor A by
Aij := (aijklpq)klpq, Bkl := (aijklpq)ijpq and Cpq := (aijklpq)ijkl. (16)
Then, we have the following results.
Proposition 2.9. For any A ∈ T6,3, let sub-tensors Aij , Bkl and Cpq be defined by (16).
• If A is a paired symmetric tensor, then all sub-tensors Aij, Bkl and Cpq are paired sym-
metric tensors.
• If A is an elasticity tensor (i.e., its entries satisfy (11) and (12)), then Ast = Bst = Cst
for all s, t ∈ {1, 2, 3}.
3 M-Eigenvalue and Properties
In this section, we extend the concept of M -eigenvalues for fourth order paired symmetric tensor
introduced in [4, 20] to sixth order three dimensional paired symmetric (elasticity) tensor and
bi-block symmetric tensor, and discuss some related properties.
For any paired symmetric tensor A = (aijklpq) ∈ T6,3, the corresponding homogeneous poly-
nomial is given in (13). For any x, y, z ∈ R3, we let A xy2z2,A x2yz2,A x2y2z ∈ R3 be defined
by
(A xy2z2)i :=
3∑
j,k,l,p,q=1
aijklpqxjykylzpzq, ∀i ∈ {1, 2, 3},
(A x2yz2)k :=
3∑
i,j,l,p,q=1
aijklpqxixjylzpzq, ∀k ∈ {1, 2, 3},
(A x2y2z)p :=
3∑
i,j,k,l,q=1
aijklpqxixjykylzq, ∀p ∈ {1, 2, 3}.
Then, it is easy to see that
〈x,A xy2z2〉 = A x2y2z2, 〈y,A x2yz2〉 = A x2y2z2, 〈z,A x2y2z〉 = A x2y2z2 (17)
hold for any x, y, z ∈ R3.
Definition 3.1. For any paired symmetric tensor A = (aijklpq) ∈ T6,3, if there exist λ ∈ R and
x, y, z ∈ R3 such that {
A xy2z2 = λx, A x2yz2 = λy, A x2y2z = λz,
x⊤x = 1, y⊤y = 1, z⊤z = 1,
then λ is called an M -eigenvalue of A and x, y, z are the eigenvectors of A associated with the
M -eigenvalue λ.
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Theorem 3.2. For any paired symmetric (elasticity) tensor A = (aijklpq) ∈ T6,3, its M -
eigenvalues always exist. Moreover, if x, y, z are the eigenvectors of A associated with the M -
eigenvalue λ, then λ = A x2y2z2.
Proof. Let A x2y2z2 be defined by (13). We consider the following optimization problem:{
min A x2y2z2
s.t. x⊤x = 1, y⊤y = 1, z⊤z = 1.
(18)
It is easy to see that the feasible set of (18) is compact and the objective function of (18) is
continuous. Thus, the optimization problem (18) has at least a minimizer, say (x∗, y∗, z∗), which
satisfies the first order optimality condition of (18), i.e., there exist α, β, γ ∈ R such that{
A x∗(y∗)2(z∗)2 = αx∗, A (x∗)2y∗(z∗)2 = βy∗, A (x∗)2(y∗)2z∗ = γz∗,
(x∗)⊤x∗ = 1, (y∗)⊤y∗ = 1, (z∗)⊤z∗ = 1.
This, together with (17), implies that
α = β = γ = A (x∗)2(y∗)2(z∗)2.
Thus, α is an M -eigenvalue of A and x∗, y∗, z∗ are the eigenvectors of A associated with the
M -eigenvalue α. We complete the proof. 
By Theorem 3.2, we have the following result.
Theorem 3.3. A paired symmetric (elasticity) tensor A = (aijklpq) ∈ T6,3 is positive definite if
and only if the smallest M -eigenvalue of A is positive.
This theorem demonstrates that positive definiteness detection of a paired symmetric (elas-
ticity) tensor A ∈ T6,3 can be done by computing the smallest M -eigenvalue of A . Moreover,
from Definition 3.1 and Theorem 3.3, it is easy to obtain the following results.
Theorem 3.4. For any paired symmetric (elasticity) tensor A = (aijklpq) ∈ T6,3, it follows that
λ is an M -eigenvalue of A if and only if −λ is an M -eigenvalue of −A ; and furthermore, A is
positive definite if and only if the largest M -eigenvalue of −A is negative.
From the point of view of numerical calculation, Theorem 3.4 is useful since positive definite-
ness detection of a paired symmetric (elasticity) tensor A ∈ T6,3 can be done by computing the
largest M -eigenvalue of −A .
For any (λ, x, y, z) ∈ R×R3×R3×R3 and tensor A ∈ T6,3, λx
2y2z2 is a rank-one sixth order
paired symmetric tensor with its entries being λxixjykylzpzq for all i, j, k, l, p, q ∈ {1, 2, 3}. We say
that λ∗(x
∗)2(y∗)2(z∗)2 is the best rank-one approximation of A if (λ∗, x
∗, y∗, z∗) ∈ R×R3×R3×R3
solves the optimization problem:
min ‖A − λx2y2z2‖2HS
s.t. λ ∈ R and x⊤x = 1, y⊤y = 1, z⊤z = 1, ∀x, y, z ∈ R3.
(19)
The best rank-one approximation has wide applications in signal and image processing, wireless
communication systems, independent component analysis, and so on.
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Theorem 3.5. For any paired symmetric (elasticity) tensor A = (aijklpq) ∈ T6,3, if λ∗ is an M -
eigenvalue of A with the largest absolute value among all M -eigenvalues of A , and x∗, y∗, z∗ ∈ R3
are the eigenvectors of A associated with the M -eigenvalue λ∗, then λ∗(x
∗)2(y∗)2(z∗)2 is the best
rank-one approximation of A .
Proof. We denote the feasible set of (19) by Ω, i.e.,
Ω := {(λ, x, y, z) ∈ R× R3 × R3 × R3 : x⊤x = 1, y⊤y = 1, z⊤z = 1}.
On the one hand, since
min{‖A − λx2y2z2‖2HS : (λ, x, y, z) ∈ Ω}
= min{‖A ‖2HS − 2λA x
2y2z2 + λ2(x⊤x)(y⊤y)(z⊤z) : (λ, x, y, z) ∈ Ω}
= min{‖A ‖2HS − 2λA x
2y2z2 + λ2 : (λ, x, y, z) ∈ Ω}
and when λ = A xxyyzz,
min{‖A − λx2y2z2‖2HS : (λ, x, y, z) ∈ Ω} = min{‖A ‖
2
HS − (λA x
2y2z2)2 : (λ, x, y, z) ∈ Ω}
= ‖A ‖2HS −max{(A x
2y2z2)2 : (λ, x, y, z) ∈ Ω},
it is easy to see that ‖A −λx2y2z2‖2HS is the smallest if and only if the absolute value of λ is the
largest among all λ ∈ R satisfying λ = A x2y2z2 and (λ, x, y, z) ∈ Ω. On the other hand, since
λ∗ is an M -eigenvalues of A and x
∗, y∗, z∗ ∈ R3 are the eigenvectors of A associated with the
M -eigenvalue λ∗, from Definition 3.1 it follows that (λ∗, x
∗, y∗, z∗) ∈ Ω; and from Theorem 3.2 it
follows that λ∗ = A (x
∗)2(y∗)2(z∗)2.
Therefore, by the assumption that λ∗ is an M -eigenvalues of A with the largest absolute
value among all M -eigenvalues of A , we obtain that λ∗(x
∗)2(y∗)2(z∗)2 is the best rank-one
approximation of A , which completes the proof. 
In the following, we introduce the bi-block symmetric tensor and study some related properties.
Definition 3.6. A = (ai1i2···i2m) ∈ T2m,3 is called a bi-block symmetric tensor if its indices
{i1, i2, · · · , i2m} are divided into two adjacent blocks {i1, i2, · · · , it} and {it+1, it+2, · · · , i2m} with
t ∈ [1, 2m] being an even number and entries of A being invariant under any permutation of
indices in every block of {i1, i2, · · · , it} and {it+1, it+2, · · · , i2m}, i.e.,
ai1i2···itit+1it+2···i2m = aσ(i1i2···it)σ(it+1it+2···i2m) (20)
for all i1, i2, . . . , i2m ∈ {1, 2, 3}, where σ(i1i2 · · · it) denotes an arbitrary permutation of i1i2 · · · it.
For any even number t ∈ [1, 2m] and x, y ∈ R3, we use the following notation:
x[t] := (xt1, x
t
2, x
t
3)
⊤;
A xty2m−t :=
3∑
i1,··· ,it,it+1,··· ,i2m=1
ai1···itit+1···i2mxi1 · · · xtyt+1 · · · y2m
A xt−1y2m−t ∈ R3 with
(A xt−1y2m−t)i :=
3∑
i2,··· ,it,it+1,··· ,i2m=1
aii2···itit+1···i2mxi2 · · · xtyt+1 · · · y2m, ∀i ∈ {1, 2, 3},
A xty2m−t−1 ∈ R3 with
(A xty2m−t−1)i :=
3∑
i1,··· ,it,iit+2,··· ,i2m=1
ai1···itiit+2···i2mxi1 · · · xtyt+2 · · · y2m, ∀i ∈ {1, 2, 3}.
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Definition 3.7. For any bi-block symmetric tensor A = (ai1···itit+1···i2m) ∈ T2m,3 whose entries
satisfy bi-block symmetry given by (20), if there exist λ ∈ R and x, y ∈ R3 such that
 A x
t−1y2m−t = λx, A xty2m−t−1 = λy,(
x[
t
2 ]
)⊤
x[
t
2 ] = 1,
(
y[
2m−t
2 ]
)⊤
y[
2m−t
2 ] = 1,
then λ is called an M -eigenvalue of A and x, y are the eigenvectors of A associated with the
M -eigenvalue λ.
Then, similar to Theorem 3.2, we can obtain the following results.
Theorem 3.8. For any bi-block symmetric tensor A = (ai1···itit+1···i2m) ∈ T2m,3 whose entries
satisfy bi-block symmetry given by (20), M -eigenvalues always exist. Moreover, if x, y are the
eigenvectors of A associated with the M -eigenvalue λ, then λ = A xty2m−t.
By using Theorem 3.8, the following result holds.
Theorem 3.9. A bi-block symmetric tensor A = (ai1···itit+1···i2m) ∈ T2m,3 whose entries satisfy
bi-block symmetry given by (20) is positive definite if and only if the smallest M -eigenvalue of A
is positive.
From Definition 3.7 and Theorem 3.9, we have the following results.
Theorem 3.10. For any bi-block symmetric tensor A ∈ T2m,3 whose entries satisfy bi-block
symmetry given by (20), it follows that λ is an M -eigenvalue of A if and only if −λ is an M -
eigenvalue of −A ; and furthermore, A is positive definite if and only if the largest M -eigenvalue
of −A is negative.
Moreover, similar to Theorem 3.5, we can obtain the following result.
Theorem 3.11. For any bi-block symmetric tensor A = (ai1···itit+1···i2m) ∈ T2m,3 whose entries
satisfy bi-block symmetry given by (20), if λ∗ is an M -eigenvalues of A with the largest absolute
value among all M -eigenvalues of A , and x∗, y∗ ∈ R3 are the eigenvectors of A associated with
the M -eigenvalue λ∗, then λ∗(x
∗)t(y∗)2m−t is the best rank-one approximation of A .
For any bi-block symmetric tensor A = (ai1···itit+1···i2m) ∈ T2m,3 whose entries satisfy bi-block
symmetry given by (20), when m = 2 and t = 2, the tensor A reduces to a fourth order three
dimensional paired symmetric tensor; and hence, the definition of M -eigenvalue and results of
Theorems 3.8, 3.9 and 3.11 reduce to those given in [20]. For example, by Theorem 3.9 we have
Corollary 3.12. A paired symmetric (elasticity) tensor A = (aijkl) ∈ T4,3 is positive definite if
and only if the smallest M -eigenvalue of A is positive.
4 Eigenvalue and Positive Definiteness
In this section, following the ideas given in [4], we consider positive definiteness of fourth order
three dimensional and sixth order three dimensional paired symmetric (elasticity) tensors. Spe-
cially, we propose several necessary and sufficient conditions under which the concerned tensors
are positive definite.
11
4.1 Fourth order paired symmetric tensors. For any x, y ∈ R3, we define two matrices by
A(y) :=

 y
⊤A11y y
⊤A12y y
⊤A13y
y⊤A21y y
⊤A22y y
⊤A23y
y⊤A31y y
⊤A32y y
⊤A33y

 and B(x) :=

 x
⊤B11x x
⊤B12x x
⊤B13x
x⊤B21x x
⊤B22x x
⊤B23x
x⊤B31x x
⊤B32x x
⊤B33x

 , (21)
where Aij and Bkl for i, j, k, l ∈ {1, 2, 3} are defined by (9). Recall that for any tensor A =
(aijkl) ∈ T4,3, the corresponding biquadratic form is given by (2), i.e.,
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl, ∀x, y ∈ R
3.
Thus, it follows that
A x2y2 = x⊤A(y)x = y⊤B(x)y, ∀x, y ∈ R3.
Proposition 4.1. For any paired symmetric (elasticity) tensor A ∈ T4,3, suppose that the ma-
trices A(·) and B(·) are defined by (21). Then, the following results are equivalent.
(i) The polynomial A x2y2 defined by (2) is positive definite.
(ii) The matrix A(y) is positive definite for all y ∈ R3\{0}.
(iii) The matrix B(x) is positive definite for all x ∈ R3\{0}.
It is well known that a symmetric matrix M is positive definite if and only if all leading
principal minors of M are positive, which is the Sylvester’s criterion. Thus, we have the following
results, where det(M) denotes the determinant of the matrix M .
Theorem 4.2. Suppose that A ∈ T4,3 is a paired symmetric tensor, the polynomial A x
2y2 is
defined by (2), and matrices A(·) and B(·) are defined by (21). Then, the polynomial A x2y2 is
positive definite if and only if one of the following results holds.
(i) The matrix A11 is positive definite, and
y⊤A11yy
⊤A22y − y
⊤A12yy
⊤A21y > 0 and det(A(y)) > 0, ∀y ∈ R
3\{0}.
(ii) The matrix B11 is positive definite, and
x⊤B11xx
⊤B22x− x
⊤B12xx
⊤B21x > 0 and det(B(x)) > 0, ∀x ∈ R
3\{0}.
Furthermore, if A is an elasticity tensor, then the above (i) and (ii) are the same.
It is easy to see that
(a) y⊤A11yy
⊤A22y − y
⊤A12yy
⊤A21y is a special homogeneous polynomial of degree 4, and
there exists a unique symmetric tensor T 1A ∈ T4,3 such that T
1
Ay
4 = y⊤A11yy
⊤A22y −
y⊤A12yy
⊤A21y; and
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(b) det(A(y)) is a special homogeneous polynomial of degree 6, and there exists a unique sym-
metric tensor T 2A ∈ T6,3 such that T
2
Ay
6 = det(A(y)).
Similarly, there exist symmetric tensors T 1B ∈ T4,3 and T
2
B ∈ T6,3 such that
(c) T 1Bx
4 = x⊤B11xx
⊤B22x− x
⊤B12xx
⊤B21x and T
2
By
6 = det(B(x)).
By combining the theory of Z-eigenvalues of symmetric tensors with Theorem 4.2, we have the
following results.
Theorem 4.3. Suppose that A ∈ T4,3 is a paired symmetric tensor, the polynomial A x
2y2 is
defined by (2), and symmetric tensors T 1A ,T
2
A ,T
1
B ,T
2
B are defined by the above (a)-(c). Then,
the polynomial A x2y2 is positive definite if and only if one of the following results holds.
(i) The symmetric matrix A11 is positive definite, and the smallest Z-eigenvalues of the sym-
metric tensors T 1A and T
2
A are positive.
(ii) The symmetric matrix B11 is positive definite, and the smallest Z-eigenvalues of the sym-
metric tensors T 1B and T
2
B are positive.
Furthermore, if A is an elasticity tensor, then the above (i) and (ii) are the same.
4.2 Sixth order paired symmetric tensors. In this part, we consider positive definiteness of
sixth order three dimensional paired symmetric tensors and elasticity tensors.
For any x, y, z ∈ R3, we define three matrices by
A(y, z) :=

 A11y
2z2 A12y
2z2 A13y
2z2
A21y
2z2 A22y
2z2 A23y
2z2
A31y
2z2 A32y
2z2 A33y
2z2

 ,
B(x, z) :=

 B11x
2z2 B12x
2z2 B13x
2z2
B21x
2z2 B22x
2z2 B23x
2z2
B31x
2z2 B32x
2z2 B33x
2z2

 ,
C(x, y) :=

 C11x
2y2 C12x
2y2 C13x
2y2
C21x
2y2 C22x
2y2 C23x
2y2
C31x
2y2 C32x
2y2 C33x
2y2

 .
(22)
Then, it is easy to see that
A x2y2z2 = x⊤A(y, z)x = y⊤B(x, z)y = z⊤C(x, y)z, ∀x, y, z ∈ R3. (23)
Proposition 4.4. For any paired symmetric (elasticity) tensor A ∈ T6,3, suppose that matrices
A(·, ·), B(·, ·) and C(·, ·) are defined by (22). Then, the following results are equivalent.
(i) The polynomial A x2y2z2 defined by (13) is positive definite.
(ii) The matrix A(y, z) is positive definite for all y, z ∈ R3\{0}.
(iii) The matrix B(x, z) is positive definite for all x, z ∈ R3\{0}.
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(iv) The matrix C(x, y) is positive definite for all x, y ∈ R3\{0}.
Furthermore, if A is an elasticity tensor, then the above (ii), (iii) and (iv) are the same.
Furthermore, by Sylvester’s criterion we have the following results.
Theorem 4.5. For any paired symmetric tensor A ∈ T6,3, we assume that matrices A(·, ·),
B(·, ·) and C(·, ·) are defined by (22). Then, the polynomial A x2y2z2 is positive definite if and
only if one of the following results holds.
(i) A11y
2z2 > 0, (A11y
2z2)(A22y
2z2) − (A12y
2z2)(A21y
2z2) > 0 and det(A(y, z)) > 0 for all
y, z ∈ R3\{0}.
(ii) B11x
2z2 > 0, (B11x
2z2)(B22x
2z2)− (B12x
2z2)(B21x
2z2) > 0 and det(B(x, z)) > 0 for all
x, z ∈ R3\{0}.
(iii) C11x
2y2 > 0, (C11x
2y2)(C22x
2y2) − (C12x
2y2)(C21x
2y2) > 0 and det(C(x, y)) > 0 for all
x, y ∈ R3\{0}.
Furthermore, if A is an elasticity tensor, then the above (i), (ii) and (iii) are the same.
We consider the above result (i).
• It is easy to see that A11 is a paired symmetric tensor; and hence, the positive definiteness
of A11y
2z2 can be checked by the minimum M -eigenvalue of the tensor A11 given in the
above subsection.
• It is easy to see that (A11y
2z2)(A22y
2z2)−(A12y
2z2)(A21y
2z2) is a homogeneous polynomial
of degree 8 with special structure. We can define the unique paired symmetric tensor
T 1A ∈ T8,3 such that
T
1
Ay
4z4 = (A11y
2z2)(A22y
2z2)− (A12y
2z2)(A21y
2z2),
where (T 1A )i1i2···i8 = (T
1
A )σ(i1i2i3i4)σ(i5i6i7i8) with σ(i1i2i3i4) being an arbitrary permutation
of i1i2i3i4. Thus, (A11y
2z2)(A22y
2z2) − (A12y
2z2)(A21y
2z2) > 0 can be checked by the
minimum M -eigenvalue of the tensor T 1A .
• It is easy to see that det(A(y, z)) is a homogeneous polynomial of degree 12 with special
structure. We can define the unique paired symmetric tensor T 2A ∈ T12,3 such that
T
2
Ay
6z6 = det(A(y, z)),
where (T 2A )i1i2···i12 = (T
2
A )σ(i1···i6)σ(i7···i12) with σ(i1 · · · i6) being an arbitrary permutation
of i1i2i3i4i5i6. Thus, det(A(y, z)) > 0 can be checked by the minimum M -eigenvalue of the
tensor T 2A .
Similarly, we can define paired symmetric tensors T 1B ,T
1
C ∈ T8,3 and T
2
B ,T
2
C ∈ T12,3 by
T 1Bx
4z4 = (B11x
2z2)(B22x
2z2)− (B12x
2z2)(B21x
2z2), T 2Bx
6z6 = det(B(x, z));
T 1C x
4y4 = (C11x
2y2)(C22x
2y2)− (C12x
2y2)(C21x
2y2), T 2C x
6y6 = det(C(x, y)).
By combining Theorem 3.9 with Theorem 4.5, we have the following results.
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Theorem 4.6. For any paired symmetric tensor A ∈ T6,3, the polynomial A x
2y2z2 defined by
(13) is positive definite if and only if one of the following results holds.
(i) The smallest M -eigenvalues of tensors A11, T
1
A and T
2
A are positive.
(ii) The smallest M -eigenvalues of tensors B11, T
1
B and T
2
B are positive.
(iii) The smallest M -eigenvalue of tensors C11, T
1
C and T
2
C are positive.
Furthermore, if A is an elasticity tensor, then the above (i), (ii) and (iii) are the same.
5 Sum of Squares and Positive Definiteness
In this section, we investigate the SOS properties of polynomials defined by fourth order three di-
mensional paired symmetric (elasticity) tensors and sixth order three dimensional paired symmet-
ric (elasticity) tensors, respectively. In particular, we give necessary and/or sufficient conditions
of the concerned tensor being positive definite.
5.1 Fourth order paired symmetric tensors. For any paired symmetric tensor A = (aijkl) ∈
T4,3, we assume that the biquadratic form is defined by (2), i.e.,
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl, ∀x, y ∈ R
3.
We first investigate sufficient conditions under which the biquadratic form defined by (2) is an
SOS of bilinear forms, or is positive definite.
Theorem 5.1. Let i1i2 · · · i9 and j1j2 · · · j9 be two arbitrary permutations of 123123123. For any
paired symmetric (elasticity) tensor A ∈ T4,3, let M defined by Definition 2.2 be an unfolded
matrix of A with respect to indices i1i2 · · · i9 and j1j2 · · · j9. Then, the following results hold.
(i) If M is positive semidefinite, then the biquadratic form defined by (2) is an SOS of bilinear
forms.
(ii) If M is positive definite, then the biquadratic form defined by (2) is positive definite.
Proof. (i) For any x, y ∈ R3, by given indices i1i2 · · · i9 and j1j2 · · · j9, we define w ∈ R
9 by
w := (xi1yj1 , xi2yj2, xi3yj3, xi4yj4, xi5yj5, xi6yj6, xi7yj7, xi8yj8, xi9yj9)
⊤.
Then, from Definition 2.2, it is not difficult to show that
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl = w
⊤Mw, ∀x, y ∈ R3, (24)
and from Proposition 2.3 it follows that the matrix M is symmetric.
Since the matrix M is positive semidefinite, there are real numbers λ1, λ2, . . . , λ9 with λ1 ≥
λ2 ≥ . . . ≥ λr ≥ λr+1 = · · · = λ9 = 0 and an orthogonal matrix Q = (q1 q2 · · · q9) such that
Q⊤MQ = diag(λ1, λ2, . . . , λ9), i.e., M =
r∑
i=1
λiqiq
⊤
i . (25)
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This, together with (24), implies that
A x2y2 = w⊤Mw =
r∑
i=1
λiw
⊤qiq
⊤
i w =
r∑
i=1
(√
λiw
⊤qi
)2
, (26)
which means that A x2y2 is an SOS of bilinear forms.
(ii) Since the matrix M is positive definite, there are real numbers λ1, λ2, . . ., λ9 with λi > 0
for all i ∈ {1, 2, . . . , 9} and an orthogonal matrix Q = (q1 q2 · · · q9) such that (25) holds; and
hence, (26) holds. If x 6= 0 and y 6= 0, then it is easy to see that w 6= 0, which further implies that
there exists at least an index i ∈ {1, 2, . . . , 9} such that w⊤qi 6= 0 since the matrix Q is invertible.
Thus, when the matrix M is positive definite, it follows from (26) that A x2y2 > 0 for any x 6= 0
and y 6= 0, i.e., A x2y2 is positive definite. 
Especially, we have following results.
Theorem 5.2. For any paired symmetric tensor A ∈ T4,3, let matrices M
1 and M2 be defined
by (7) and (8), respectively. Then, the following results hold.
• The biquadratic form defined by (2) is an SOS of bilinear forms if the matrix M1 is positive
semidefinite or the matrix M2 is positive semidefinite. Furthermore, if A ∈ T4,3 is an
elasticity tensor, then the results mentioned above are the same.
• The biquadratic form defined by (2) is positive definite if the matrix M1 is positive definite
or the matrix M2 is positive definite. Furthermore, if A ∈ T4,3 is an elasticity tensor, then
the results mentioned above are the same.
Proof. For any x, y ∈ R3, we define two vectors u, v ∈ R9 by
u := (x1y1, x1y2, x1y3, x2y1, x2y2, x2y3, x3y1, x3y2, x3y3)
⊤,
v := (x1y1, x2y1, x3y1, x1y2, x2y2, x3y2, x1y3, x2y3, x3y3)
⊤.
(27)
Then, it is easy to show that
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl = u
⊤M1u = v⊤M2v, ∀x, y ∈ R3.
Thus, by a similar way as Theorem 5.1 and using Proposition 2.4, we can complete the proof. 
Next, we define a class of tensors with the help of A ∈ T4,3.
Definition 5.3. For any paired symmetric tensor A ∈ T4,3, we define a tensor B ∈ T4,3 whose
entries satisfy
bijkl = bjilk, bijlk = bjikl, and bijkl + bjilk + bijlk + bjikl = 4aijkl.
We say that B is a semi-paired symmetric tensor of A .
Especially, we give the following remark.
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Remark 5.4. We define two sets of indices by
I := {(i, j, k, l) ∈ {1, 2, 3}4 : i 6= j, k 6= l};
J := {(i, j, k, l) ∈ {1, 2, 3}4 : i < j, l < k or i > j, k > l}.
For any paired symmetric tensor A = (aijkl) ∈ T4,3, we define a tensor B = (bijkl) ∈ T4,3 whose
entries satisfy
bijkl =


2aijlk if (i, j, l, k) ∈ J,
0 if (i, j, l, k) ∈ I \ J,
aijlk otherwise,
∀i, j, k, l ∈ {1, 2, 3},
then B is a semi-paired symmetric tensor of A .
It is easy to see that the biquadratic forms defined by a paired symmetric tensor A ∈ T4,3
and by its semi-paired symmetric tensor B are the same. Thus, the following results hold.
Theorem 5.5. For any paired symmetric (elasticity) tensor A ∈ T4,3, let B defined by Definition
5.3 be a semi-paired symmetric tensor of A . Then, the quadratic form A x2y2 is an SOS of
bilinear forms if and only if the quadratic form Bx2y2 is an SOS of bilinear forms; and tensor
A is positive (semidefinite) definite if and only if tensor B is positive (semidefinite) definite.
Thus, SOS property and positive (semidefiniteness) definiteness of the paired symmetric tensor
A ∈ T4,3 can be studied by investigating SOS property and positive (semidefiniteness) definiteness
of its semi-paired symmetric tensor.
By Theorems 5.1 and 5.5, we have the following results.
Theorem 5.6. For any paired symmetric (elasticity) tensor A ∈ T4,3, let B defined by Defini-
tion 5.3 be a semi-paired symmetric tensor of A . Suppose that i1i2 · · · i9 and j1j2 · · · j9 are two
arbitrary permutations of 123123123; and S is an unfolded matrix of tensor B with respect to
indices i1i2 · · · i9 and j1j2 · · · j9. Then, the matrix S is symmetric. Furthermore, if the matrix S
is positive semidefinite, then the biquadratic form defined by (2) is an SOS of bilinear forms; and
if the matrix S is positive definite, then the biquadratic form defined by (2) is positive definite.
Corollary 5.7. For any paired symmetric (elasticity) tensor A ∈ T4,3, suppose that B = (bijkl)
defined by Remark 5.4 is a semi-paired symmetric tensor of A , and the unfolded matrix of B is
defined by
M := (mst) with mst = m3(i−1)+k,3(j−1)+l = bijkl for any i, j, k, l ∈ {1, 2, 3}; (28)
If the matrix M is positive semidefinite, then the biquadratic form defined by (2) is an SOS of
bilinear forms; and if the matrix M is positive definite, then the biquadratic form defined by (2)
is positive definite.
In the following, we propose a necessary and sufficient condition under which a fourth order
three dimensional paired symmetric (elasticity) tensor is positive semidefinite. For this purpose,
we need the following lemma.
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Lemma 5.8. For any paired symmetric (elasticity) tensor A ∈ T4,3, suppose that the biquadratic
form defined by (2) can be written as
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl = u
⊤Mu, ∀x, y ∈ R3, (29)
where the vector u is given by (27) and M = (mst) ∈ R
9×9 is a symmetric matrix. Then, the
matrix M is an unfolded matrix of some semi-paired symmetric tensor of A .
Proof. We define a tensor B = (bijkl) ∈ T4,3 by

b1111 b1112 b1113 b1211 b1212 b1213 b1311 b1312 b1313
b1121 b1122 b1123 b1221 b1222 b1223 b1321 b1322 b1323
b1131 b1132 b1133 b1231 b1232 b1233 b1331 b1332 b1333
b2111 b2112 b2113 b2211 b2212 b2213 b2311 b2312 b2313
b2121 b2122 b2123 b2221 b2222 b2223 b2321 b2322 b2323
b2131 b2132 b2133 b2231 b2232 b2233 b2331 b2332 b2333
b3111 b3112 b3113 b3211 b3212 b3213 b3311 b3312 b3313
b3121 b3122 b3123 b3221 b3222 b3223 b3321 b3322 b3323
b3131 b3132 b3133 b3231 b3232 b3233 b3331 b3332 b3333


:= (mst). (30)
By using the symmetry of matrix M , it is easy to show that
bijkl = bjilk and bijlk = bjikl, ∀i, j, k, l ∈ {1, 2, 3}. (31)
Moreover, by combining (29) with (30) we have
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl = u
⊤Mu =
3∑
i,j,k,l=1
bijklxixjykyl = Bx
2y2,
which, together with (31) and the paired symmetry of A , implies that
bijkl + bjilk + bijlk + bjikl = 4aijkl, ∀i, j, k, l ∈ {1, 2, 3}. (32)
Thus, by Definition 5.3, (31) and (32), it follows that B is a semi-paired symmetric tensor of A .
In addition, from (30) it is easy to see that
mst = bisitjsjt , ∀s, t ∈ {1, 2, . . . , 9} with
(i1, i2, i3, i4, i5, i6, i7, i8, i9) = (1, 1, 1, 2, 2, 2, 3, 3, 3),
(j1, j2, j3, j4, j5, j6, j7, j8, j9) = (1, 2, 3, 1, 2, 3, 1, 2, 3).
Thus, by Definition 2.2 we obtain that the matrix M is an unfolded matrix of tensor B with
respect to indices 111222333 and 123123123. 
Theorem 5.9. For any paired symmetric (elasticity) tensor A ∈ T4,3, the biquadratic form
defined by (2) is an SOS of bilinear forms if and only if an unfolded matrix of some semi-paired
symmetric tensor of A is positive semidefinite.
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Proof. The sufficiency can be obtained by Theorem 5.6(i). We now show the necessity. Since
A x2y2 is an SOS of bilinear forms, there exists some positive integer r ≥ 1 such that
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl =
r∑
s=1

 3∑
i,j=1
αsijxiyj

2 , ∀x, y ∈ R3
where αsij ∈ R for any s ∈ {1, 2, . . . , r} and i, j ∈ {1, 2, 3}. For any s ∈ {1, 2, . . . , r}, we denote
qs := (α
s
11, α
s
12, α
s
13, α
s
21, α
s
22, α
s
23, α
s
31, α
s
32, α
s
33)
⊤.
Let the vector u ∈ Rn be defined by (27). Then,
A x2y2 =
r∑
s=1
(
q⊤s u
)2
= u⊤
(
r∑
s=1
qsq
⊤
s
)
u, ∀x, y ∈ R3.
By Lemma 5.8, we can obtain that the matrix
∑r
s=1 qsq
⊤
s is an unfolded matrix of some semi-
paired symmetric tensor of A , which is positive semidefinite. 
In the following, we give a necessary condition of a fourth order three dimensional paired
symmetric tensor being an SOS of bilinear forms, which is convenient for judging some fourth
order three dimensional paired symmetric tensors not be an SOS.
Theorem 5.10. For any paired symmetric (elasticity) tensor A ∈ T4,3, if the biquadratic form
defined by (2) is an SOS of bilinear forms, then it follows that
aiikk ≥ 0, ∀i, k ∈ {1, 2, 3}.
Proof. By the assumption, we can let
A x2y2 =
3∑
i,j,k,l=1
aijklxixjykyl =
r∑
s=1

 3∑
i,k=1
αsikxiyk

2 , ∀x, y ∈ R3
where r ≥ 1 is a positive integer and αsik ∈ R for any s ∈ {1, 2, . . . , r} and i, k ∈ {1, 2, 3}. Then,
it is easy to show that
aiikk =
r∑
s=1
(αsik)
2 , ∀i, k ∈ {1, 2, 3},
which completes the proof. 
5.2 Sixth order paired symmetric tensors. In this part, we consider the homogeneous
polynomial defined by a tensor A = (aijklpq) ∈ T6,3, which is given by (13).
Similar to Theorem 5.1, we have the following results.
Theorem 5.11. Let i1i2 · · · i27 and j1j2 · · · j27 be two arbitrary permutations of 123123 · · · 123︸ ︷︷ ︸
27
.
For any paired symmetric (elasticity) tensor A ∈ T6,3, suppose that N defined by Definition 2.6
is an unfold matrix of A with respect to indices i1i2 · · · i27 and j1j2 · · · j27. Then, the following
results hold.
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(i) If N is positive semidefinite, then the polynomial defined by (13) is an SOS of trilinear
forms.
(ii) If N is positive definite, then the polynomial defined by (13) is positive definite.
Especially, we have the following results.
Theorem 5.12. For any paired symmetric tensor A = (aijklpq) ∈ T6,3, let matrices N
1, N2, . . . , N6
be defined by (15). Then, the following results hold.
(i) The polynomial defined by (13) is an SOS of trilinear polynomials if one of matrices
N1, N2, . . . , N6 is positive semidefinite. Furthermore, if A = (aijklpq) ∈ T6,3 is an elasticity
tensor, then the results mentioned above are the same.
(ii) The polynomial defined by (13) is positive definite if one of matrices N1, N2, . . ., N6 is
positive definite. Furthermore, if A = (aijklpq) ∈ T6,3 is an elasticity tensor, then the
results mentioned above are the same.
Proof. For any x, y, z ∈ R3, we define six vectors ui ∈ R27 (i ∈ {1, 2, . . . , 6}) by
(u1)⊤ := (x1y1z1, x1y1z2, x1y1z3, x1y2z1, x1y2z2, x1y2z3, x1y3z1, x1y3z2, x1y3z3,
x2y1z1, x2y1z2, x2y1z3, x2y2z1, x2y2z2, x2y2z3, x2y3z1, x2y3z2, x2y3z3,
x3y1z1, x3y1z2, x3y1z3, x3y2z1, x3y2z2, x3y2z3, x3y3z1, x3y3z2, x3y3z3);
(u2)⊤ := (x1y1z1, x1y1z2, x1y1z3, x2y1z1, x2y1z2, x2y1z3, x3y1z1, x3y1z2, x3y1z3,
x1y2z1, x1y2z2, x1y2z3, x2y2z1, x2y2z2, x2y2z3, x3y2z1, x3y2z2, x3y2z3,
x3y1z1, x3y1z2, x3y1z3, x3y2z1, x3y2z2, x3y2z3, x3y3z1, x3y3z2, x3y3z3);
(u3)⊤ := (x1y1z1, x2y1z1, x3y1z1, x1y2z1, x2y2z1, x3y2z1, x1y3z1, x2y3z1, x3y3z1,
x1y1z2, x2y1z2, x3y1z2, x1y2z2, x2y2z2, x3y2z2, x1y3z2, x2y3z2, x3y3z2,
x1y1z3, x2y1z3, x3y1z3, x1y2z3, x2y2z3, x3y2z3, x1y3z3, x2y3z3, x3y3z3);
(u4)⊤ := (x1y1z1, x1y2z1, x1y3z1, x1y1z2, x1y2z2, x1y3z2, x1y1z3, x1y2z3, x1y3z3,
x2y1z1, x2y2z1, x2y3z1, x2y1z2, x2y2z2, x2y3z2, x2y1z3, x2y2z3, x2y3z3,
x3y1z1, x3y1z2, x3y1z3, x3y2z1, x3y2z2, x3y2z3, x3y3z1, x3y3z2, x3y3z3);
(u5)⊤ := (x1y1z1, x1y2z1, x1y3z1, x2y1z1, x2y2z1, x2y3z1, x3y1z1, x3y2z1, x3y3z1,
x1y1z2, x1y2z2, x1y3z2, x2y1z2, x2y2z2, x2y3z2, x3y1z2, x3y2z2, x3y3z2,
x1y1z3, x2y1z3, x3y1z3, x1y2z3, x2y2z3, x3y2z3, x1y3z3, x2y3z3, x3y3z3);
(u6)⊤ := (x1y1z1, x2y1z1, x3y1z1, x1y1z2, x2y1z2, x3y1z2, x1y1z3, x2y1z3, x3y1z3,
x1y2z1, x2y2z1, x3y2z1, x1y2z2, x2y2z2, x3y2z2, x1y2z3, x2y2z3, x3y2z3,
x1y3z1, x1y3z2, x1y3z3, x2y3z1, x2y3z2, x2y3z3, x3y3z1, x3y3z2, x3y3z3).
With the help of the definitions of matrices N1, N2, . . . , N6 by (15), it is easy to verify that
A x2y2z2 =
3∑
i,j,k,l,p,q=1
aijklpqxixjykylzpzq = (u
1)⊤N1u1 = (u2)⊤N2u2 = · · · = (u6)⊤N6u6.
Thus, similar to Theorem 5.2, we can obtain the desired results. 
Similar to Definition 5.3, we give the concept of semi-paired symmetric tensor of A ∈ T6,3.
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Definition 5.13. For any paired symmetric tensor A ∈ T6,3, we define a tensor B ∈ T6,3 whose
entries satisfy
bijklpq = bjilkqp, bjiklpq = bijlkqp, bijlkpq = bjiklqp, bijklqp = bjilkpq,
and bijklpq + bjiklpq + bijlkpq + bijklqp = 4aijklpq.
We say that B is a semi-paired symmetric tensor of A .
Especially, we give the following remark.
Remark 5.14. We define several index sets by
T1 :=
{
(i, j, k, l, p, q) ∈ {1, 2, 3}6 : i 6= j, k 6= l and p 6= q
}
,
T2 :=

(i, j, k, l, p, q) ∈ {1, 2, 3}6 :
i 6= j, k 6= l and p = q;
or i 6= j, k = l and p 6= q;
or i = j, k 6= l and p 6= q

 ,
T3 :=

(i, j, k, l, p, q) ∈ {1, 2, 3}6 :
i 6= j, k = l and p = q;
or i = j, k 6= l and p = q;
or i = j, k = l and p 6= q

 ,
T4 :=
{
(i, j, k, l, p, q) ∈ {1, 2, 3}6 : i = j, k = l and p = q
}
and
S1 :=
{
(i, j, k, l, p, q) ∈ T1 :
i < j, k < l and p < q;
or i > j, k > l and p > q
}
,
S2 :=
{
(i, j, k, l, p, q) ∈ T2 :
i < j, k < l and p = q;
or i > j, k > l and p = q
}
,
S3 :=
{
(i, j, k, l, p, q) ∈ T2 :
i < j, k = l and p < q;
or i > j, k = l and p > q
}
,
S4 :=
{
(i, j, k, l, p, q) ∈ T2 :
i = j, k < l and p < q;
or i = j, k > l and p > q
}
.
For any paired symmetric tensor A ∈ T6,3, we define a tensor B = (bijklpq) ∈ T6,3 whose entries
satisfy
bijklpq =


4aijlkpq if (i, j, l, k, p, q) ∈ S1,
0 if (i, j, l, k, p, q) ∈ T1 \ S1,
2aijlkpq if (i, j, l, k, p, q) ∈ S2
⋃
S3
⋃
S4,
0 if (i, j, l, k, p, q) ∈ T2 \ {S2
⋃
S3
⋃
S4},
aijlkpq otherwise,
∀i, j, k, l, p, q ∈ {1, 2, 3},
then B is a semi-paired symmetric tensor of A .
Similar to Theorem 5.5, we have the following results.
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Theorem 5.15. For any paired symmetric (elasticity) tensor A ∈ T6,3, suppose that B defined
by Definition 5.13 is an semi-paired symmetric tensor of A . Then, the polynomial A x2y2z2 is
an SOS of trilinear forms if and only if the polynomial Bx2y2z2 is an SOS of trilinear forms;
and tensor A is positive (semidefinite) definite if and only if tensor B is positive (semidefinite)
definite.
Corollary 5.16. For any paired symmetric (elasticity) tensor A ∈ T6,3, suppose that B = (bijkl)
defined by Remark 5.14 is a semi-paired symmetric tensor of A , and the unfolded matrix of B
is defined by
N := (nst) with
nst = n3[3(i−1)+(k−1)]+p,3[3(j−1)+(l−1)]+q = bijklpq, ∀i, j, k, l, p, q ∈ {1, 2, 3};
(33)
If the matrix N is positive semidefinite, then the polynomial defined by (13) is an SOS of trilinear
forms; and if the matrix N is positive definite, then the polynomial defined by (13) is positive
definite.
Similar to Theorem 5.9, we have the following results.
Theorem 5.17. For any paired symmetric (elasticity) tensor A ∈ T6,3, the polynomial defined by
(13) is an SOS of trilinear forms if and only if an unfolded matrix of some semi-paired symmetric
tensor of A is positive semidefinite.
The following necessary condition can be obtained in a similar way as Theorem 5.10.
Theorem 5.18. For any paired symmetric (elasticity) tensor A = (aijklpq) ∈ T6,3. If the
homogeneous polynomial defined by (13) is an SOS of trilinear polynomials, then it follows that
aiikkpp ≥ 0, ∀i, k, p ∈ {1, 2, 3}.
6 Algorithm for the Smallest M-Eigenvalue
In order to judge positive definiteness of a fourth order three dimensional paired symmetric (elas-
ticity) tensor, from Corollary 3.12 we may compute the smallest M -eigenvalue of the concerned
tensor. Some methods can be applied to do it, such as the one given in [17]. In this section, by
using the special structure of the paired symmetric (elasticity) tensor, we propose a sequential
sedefinite programming method for computing the smallest M -eigenvalue of a fourth order three
dimensional paired symmetric (elasticity) tensor, by which we can judge whether a fourth order
three dimensional paired symmetric (elasticity) tensor is positive definite or not.
Let A x2y2 be defined by (2) and r be some nonnegative integer, we define a polynomial
Fr,s : R
3 × R3 → R by
Fr,s(x, y) :=
(
3∑
i=1
x2i
)r( 3∑
i=1
y2i
)s
A x2y2, (34)
which is a homogeneous polynomial with deg(Fr) = 2(r + s) + 4. The following result can be
obtained in a similar way as those in [24, Corollary], [8, Theorem 3.2] and [14, Lemma 3.5].
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Theorem 6.1. For any paired symmetric tensor A = (aijkl) ∈ T4,3, let intC and Fr,s be defined
by (4) and (34), respectively. If A ∈ intC, then it follows that Fr,s(x, y) is an SOS for some
sufficiently large integers r, s ≥ 0.
With Theorem 6.1, we define
K := {A ∈ T4,3 : Fr,s(x, y) is an SOS for some r, s ≥ 0}. (35)
Then, similar to Theorem 3.3 in [8], we can obtain the following result.
Theorem 6.2. For any paired symmetric tensor A = (aijkl) ∈ T4,3, K defined by (35) is a
convex cone. In particular, it follows that intC ⊆ K ⊆ C, where C and intC are defined by (3) and
(4), respectively.
For any nonnegative integer r, by the multinomial theorem we have(
3∑
i=1
x2i
)r
=
∑
r1+r2+r3=r
r!
r1!× r2!× r3!
x2r11 x
2r2
2 x
2r3
3 .
Thus, the polynomial Fr,s(x, y) defined by (34) is a linear combination of monomials
x2r11 x
2r2
2 x
2r3
3 y
2s1
1 y
2s2
2 y
2s3
3 xixjykyl
for i, j, k, l ∈ {1, 2, 3} and nonnegative integers r1, r2, r3, s1, s2, s3 satisfying
∑3
i=1 ri = r and∑3
i=1 si = s. We assume that the corresponding vector of monomials is denoted by vr+s+2(x, y),
which is first ordered in descending order of powers of x1, x2, x3 and is then ordered in descending
order of powers of y1, y2, y3 given by
vr+s+2(x, y)
⊤ : = (xr+11 y
s+1
1 , x
r+1
1 y
s
1y2, . . . , x
r+1
1 y
s+1
3 , x
r
1x2y
r+1
2 , . . . , x
r+1
3 y
s+1
3 ). (36)
Then, the following result is immediate.
Theorem 6.3. For any paired symmetric tensor A = (aijkl) ∈ T4,3 and nonnegative integers r
and s, suppose that the homogeneous polynomial Fr,s and the vector of monomials vr+s+2(x, y)
are defined by (34) and (36), respectively. Then, the polynomial Fr,s(x, y) is an SOS if and only
if Fr,s(x, y) = vr+s+2(x, y)
⊤Hvr+s+2(x, y), where H is a positive semidefinite matrix.
For any given nonnegative integers r and s, we let ur+s+2(x, y) denote the vector made up
of different monomials in vr+s+2(x, y)
⊤vr+s+2(x, y), which is first ordered in descending order
of powers of x1, x2, x3 and then ordered in descending order of powers of y1, y2, y3; and denote
the dimensions of vectors vr+s+2(x, y) and ur+s+2(x, y) by dvrs := dim(vr+s+2(x, y)) and durs :=
dim(ur+s+2(x, y)), respectively.
• For r = 0 and s = 0, the vector vr+s+2(x, y) contains monomials
xiyj, ∀i, j ∈ {1, 2, 3},
and hence, dv00 = C
1
3C
1
3 = 9; and the vector ur+s+2(x, y) contains monomials
x2i ykyl (k < l), x
2
i y
2
k, xixjykyl (i < j, k < l), xixjy
2
k (i < j), ∀i, j, k, l ∈ {1, 2, 3},
and hence, du00 = C
1
3C
2
3 + C
1
3C
1
3 + C
2
3C
2
3 + C
1
3C
2
3 = 36.
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• For r = 1 and s = 0, the vector vr+s+2(x, y) contains monomials
xα11 x
α2
2 x
α3
3 y
β1
1 y
β2
2 y
β3
3 ,
where αi, βi ≥ 0 for all i ∈ {1, 2, 3}, α1 + α2 + α3 = 2 and β1 + β2 + β3 = 1, and hence,
dv10 = C
2
3+2−1C
1
3+1−1 = 18; and the vector ur+s+2(x, y) contains monomials
xα11 x
α2
2 x
α3
3 y
β1
1 y
β2
2 y
β3
3 ,
where αi, βi ≥ 0 for all i ∈ {1, 2, 3}, α1 + α2 + α3 = 4 and β1 + β2 + β3 = 2, and hence,
du10 = C
4
3+4−1C
2
3+2−1 = 90.
• For r = 0 and s = 1, the vector vr+s+2(x, y) contains monomials
xα11 x
α2
2 x
α3
3 y
β1
1 y
β2
2 y
β3
3 ,
where αi, βi ≥ 0 for all i ∈ {1, 2, 3}, α1 + α2 + α3 = 1 and β1 + β2 + β3 = 2, and hence,
dv01 = C
1
3+1−1C
2
3+2−1 = 18; and the vector ur+s+2(x, y) contains monomials
xα11 x
α2
2 x
α3
3 y
β1
1 y
β2
2 y
β3
3 ,
where αi, βi ≥ 0 for all i ∈ {1, 2, 3}, α1 + α2 + α3 = 2 and β1 + β2 + β3 = 4, and hence,
du01 = C
2
3+2−1C
4
3+4−1 = 90.
• For r = 1 and s = 1, the vector vr+s+2(x, y) contains monomials
xα11 x
α2
2 x
α3
3 y
β1
1 y
β2
2 y
β3
3 ,
where αi, βi ≥ 0 for all i ∈ {1, 2, 3}, α1 + α2 + α3 = 2 and β1 + β2 + β3 = 2, and hence,
dv01 = C
2
3+2−1C
2
3+2−1 = 36; and the vector ur+s+2(x, y) contains monomials
xα11 x
α2
2 x
α3
3 y
β1
1 y
β2
2 y
β3
3 ,
where αi, βi ≥ 0 for all i ∈ {1, 2, 3}, α1 + α2 + α3 = 4 and β1 + β2 + β3 = 4, and hence,
du01 = C
4
3+4−1C
4
3+4−1 = 225.
Furthermore, we introduce two operators V and W in the following:
V: For any nonnegative integers r and s, we define an operator V : Rdvrs×dvrs → Rdurs such that
[V(H)]i is the coefficient of the ith monomial in the vector ur+s+2(x, y) of the polynomial
vr+s+2(x, y)
⊤Hvr+s+2(x, y) for any H ∈ R
dvrs×dvrs .
W: For any nonnegative integers r and s, we define an operator W which maps a homoge-
neous polynomial Fr,s(x, y) defined by (34) to a vector in R
durs satisfying Fr,s(x, y) =
ur+s+2(x, y)
⊤W(Fr,s(x, y)).
Thus, by Theorem 6.2 it follows that the set K defined by (35) can be written as
K :=
{
A ∈ T4,3 : W(Fr,s(x, y)) = V(Q), r, s ∈ {0, 1, 2, . . .}, Q ∈ S
dvrs
+
}
. (37)
For any r, s ∈ {0, 1, 2, . . .}, we define
Kr+s :=
{
A ∈ T4,3 : W(Fr,s(x, y)) = V(Q), Q ∈ S
dvrs
+
}
. (38)
Then, the following result is immediate.
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Theorem 6.4. For any paired symmetric tensor A = (aijkl) ∈ T4,3 and nonnegative integers r
and s, suppose that the set Kr+s is defined by (38). Then,
Kr+s ⊆ Kr+s+1 for any r, s ∈ {0, 1, 2, . . .} and lim
r+s→∞
Kr+s = ∪
∞
r+s=0Kr+s = K.
For any paired symmetric tensor A = (aijkl) ∈ T4,3, it follows from Definition 3.7 and
Theorem 3.8 that the smallestM -eigenvalue of A is the optimal value of the following biquadratic
optimization over unit spheres [14]:
min A x2y2
s.t. x⊤x = 1, y⊤y = 1,
(39)
which is equivalent to
max γ
s.t. A x2y2 ≥ γ,∀(x, y) ∈ {(x, y) ∈ R3 ×R3 : x⊤x = 1, y⊤y = 1}.
(40)
Let tensor E = (eijkl) ∈ T4,3 be defined by (5). Then, it is easy to see that problem (40) is
equivalent to
max γ
s.t. A + γE ∈ K.
(41)
Furthermore, by replacing the constraint A + γE ∈ K by A + γE ∈ Kr+s, we obtain the r+ sth
order relaxation problem of (41), which can be written as
max γ
s.t. V(Q) = W(Fr,s(x, y)) + γW
(
(
∑3
i=1 x
2
i )
r+1(
∑3
i=1 y
2
i )
s+1
)
,
Q ∈ Sdvrs+ ,
(42)
where r, s ∈ {0, 1, 2, . . .}. For any r, s ∈ {0, 1, 2, . . .}, (42) is a semidefinite programming problem,
which is denoted by SDP (r+s). Thus, we can solve a sequence of SDP (r+s) through increasing
r + s to obtain an approximation optimal solution of (39) up to a priori precision.
7 Numerical Results
In this section, we present preliminary numerical results to judge whether a fourth order three
dimensional or a sixth order three dimensional paired symmetric tensor is positive definite or
not. All numerical experiments were run in Matlab on a PC with 2.93 GHz CPU and 2.00 GB
of RAM. We divide our experiments into the following two parts.
Part 1. In this part, by using the sequential semidefinite programming method proposed in
Section 6, we present preliminary numerical results for computing the smallest M -eigenvalue of
the fourth order three dimensional paired symmetric tensor. We use SDPT3 [30] to solve the
resulted conic linear programming problem.
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Example 7.1. Let A = (aijkl) ∈ T4,3 be given by
a1111 = 1, a2222 = 1, a3333 = 1, a1122 = 2, a2233 = 2, a3311 = 2,
a1212 = a1221 = a2112 = a2121 = −
1
2 , a2323 = a2332 = a3223 = a3232 = −
1
2 ,
a3131 = a3113 = a1331 = a1313 = −
1
2 .
(43)
The biquadratic form defined by this tensor is
f(x, y) = x21y
2
1 + x
2
2y
2
2 + x
2
3y
2
3 − 2(x1x2y1y2 + x2x3y2y3 + x3x1y3y1)
+2(x21y
2
2 + x
2
2y
2
3 + x
2
3y
2
1),
(44)
which is a positive semidefinite biquadratic form that is not an SOS of bilinear forms [3].
Suppose λ ∈ R is an M -eigenvalue of A and x, y ∈ R3 \ {0} are the eigenvectors of A
associated with the M -eigenvalue λ, then it follows from the definition of the M -eigenvalue that

x1y
2
1 − (x2y1y2 + x3y3y1) + 2x1y
2
2 = λx1,
x2y
2
2 − (x1y1y2 + x3y2y3) + 2x2y
2
3 = λx2,
x3y
2
3 − (x2y2y3 + x1y3y1) + 2x3y
2
1 = λx3,
x21y1 − (x1x2y2 + x3x1y3) + 2x
2
3y1 = λy1,
x22y2 − (x1x2y1 + x2x3y3) + 2x
2
1y2 = λy2,
x23y3 − (x2x3y2 + x3x1y1) + 2x
2
2y3 = λy3,
x21 + x
2
2 + x
2
3 = 1, y
2
1 + y
2
2 + y
2
3 = 1.
(45)
From (45) it is not difficult to show that λ = 0 is an M -eigenvalue of A , and
((x1, x2, x3), (y1, y2, y3)) = ((1, 0, 0), (0, 0, 1)), ((0, 1, 0), (1, 0, 0)), ((0, 0, 1), (0, 1, 0))
are the eigenvectors of A associated with the M -eigenvalue λ = 0. Furthermore, λ = 0 is the
smallest M -eigenvalue of A since the biquadratic form f(x, y) in (44) is positive semidefinite.
The numerical result is listed in Table 1.
Table 1: The numerical results of the problem in Example 7.1
r s ITER CPU(s) OPT VOL
0 0 9 1.313 -1.5243441995e-09 2.7246124908e-12
1 0 11 1.719 -2.6041279810e-10 5.7978715466e-12
0 1 11 1.813 -2.6041187999e-10 5.7989670655e-12
1 1 13 4.594 -2.4538473770e-10 1.5420658730e-11
2 1 14 8.797 -2.3617078649e-10 1.3527256926e-11
1 2 14 8.859 -2.3616477957e-10 1.3665548633e-11
2 2 16 29.344 -2.8204474346e-10 1.0935180661e-11
In Table 1, “ITER” means the iteration number of the SDP solver, “CPU(s)” means the total
time in seconds spent for both setting up the problem and solving it, “OPT” means the approx-
imation value computed, and “VOL” means the norm of the violation of the constraints of the
approximation solution. From this table, we see that the method can find a good approximation
solution even with the zero order relaxation.
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Example 7.2. Let A = (aijkl) ∈ T4,3 be given by
a1111 = a1122 = a1133 = a2211 = a2222 = a2233 = a3311 = 1,
a3322 = 3, a3333 = 3, a3323 = a3332 = −1, other aijkl = 0.
(46)
The biquadratic form defined by this tensor is
f(x, y) = x21y
2
1 + x
2
1y
2
2 + x
2
1y
2
3 + x
2
2y
2
1 + x
2
2y
2
2 + x
2
2y
2
3 + x
2
3y
2
1 + 3x
2
3y
2
2 − 2x
2
3y2y3 + 3x
2
3y
2
3 . (47)
Suppose λ ∈ R is an M -eigenvalue of A and x, y ∈ R3 \ {0} are the eigenvectors of A
associated with the M -eigenvalue λ, then it follows from the definition of the M -eigenvalue that

x1y
2
1 + x1y
2
2 + x1y
2
3 = λx1,
x2y
2
1 + x2y
2
2 + x2y
2
3 = λx2,
x3y
2
1 + 3x3y
2
2 − 2x3y2y3 + 3x3y
2
3 = λx3,
x21y1 + x
2
2y1 + x
2
3y1 = λy1,
x21y2 + x
2
2y2 + 3x
2
3y2 − x
2
3y3 = λy2,
x21y3 + x
2
2y3 − x
2
3y2 + 3x
2
3y3 = λy3,
x21 + x
2
2 + x
2
3 = 1,
y21 + y
2
2 + y
2
3 = 1.
(48)
From the first three equalities and last two equalities in (48), we can obtain that
λ = 1 + x23y
2
2 + (x3y2 − x3y2)
2 + x23y
2
3 ≥ 1,
which implies that all M -eigenvalues of A given in (49) are greater than or equal to 1. Moreover,
it is easy to see that (λ∗, x
∗, y∗) = (1, (1, 0, 0)⊤ , (1, 0, 0)⊤) is a solution to (48). Therefore, λ∗ = 1
is the smallest M -eigenvalues of A given in (49).
The numerical result is listed in Table 2.
Table 2: The numerical results of the problem in Example 7.2
r s ITER CPU(s) OPT VOL
0 0 10 1.219 9.9999999970e-01 1.4472115766e-14
1 0 12 1.734 9.9999999963e-01 1.8617918560e-11
0 1 11 1.844 9.9999999504e-01 2.6733847183e-10
1 1 13 4.906 9.9999999954e-01 1.7099952719e-11
2 1 14 9.000 9.9999999949e-01 1.4822319679e-11
1 2 14 8.938 9.9999999812e-01 3.8117223117e-11
2 2 16 29.734 9.9999999749e-01 6.7937294113e-12
In Table 2, symbols “ITER”, “CPU(s)”, “OPT”, “VOL” are the same as in Example 7.1.
From this table, we see that the method can find a good approximation solution even with the
zero order relaxation.
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Part 2. In this part, by using some results obtained in Section 5, we compute the smallest
eigenvalue of an unfolded matrix of some semi-paired symmetric tensor to judge whether the
concerned paired symmetric tensor is positive definite or not.
Example 7.3. Let A = (aijkl) ∈ T4,3 be given by
a1111 = 2, a2222 = 2, a3333 = 2, a1313 = a3113 = a1331 = a3131 = −
1
2 ,
a2323 = a3223 = a2332 = a3232 = −
1
2 , other aijkl = 0.
(49)
The biquadratic form defined by this tensor is
f(x, y) = 2x21y
2
1 + 2x
2
2y
2
2 + 2x
2
3y
2
3 − 2x1x3y1y3 − 2x2x3y2y3. (50)
It is not difficult to obtain that f(x, y) = x21y
2
1 + x
2
2y
2
2 + (x1y1 − x3y3)
2 + (x2y2 − x3y3)
2 and
f(x∗, y∗) = 0 where x∗ = (1, 0, 0)⊤ and y∗ = (0, 1, 0). These demonstrate that the biquadratic
form in (50) is an SOS of bilinear forms but not positive definite.
Let A be given by (49) and B defined by Remark 5.4 be a semi-paired symmetric tensor,
then
b1111 = 2, b2222 = 2, b3333 = 2, b1313 = d3131 = −1, b2323 = b3232 = −1, other bijkl = 0.
Suppose M ∈ R9×9 defined by (28) is the unfolded matrix of B, then
m11 = 2, m55 = 2, m99 = 2, m19 = m91 = −1, m59 = m95 = −1, other mij = 0.
It is easy to obtain that eigenvalues of M are 0, 0, 0, 0, 0, 0, 0.5858, 2, 3.4142, respectively, which
implies that the matrix M is positive semidefinite but not positive definite. Thus, by Corollary
5.7 we obtain that the quadratic form (50) is an SOS of bilinear forms but not positive definite.
Example 7.4. Let A = (aijklpq) ∈ T6,3 be given by
a111111 = a112233 = a221111 = a222222 = a331122 = a333333 = 1,
a111213 = a111231 = a112113 = a112131 = −
1
2 , a221212 = a221221 = a222112 = a222121 = −
1
2 ,
a331323 = a331332 = a333123 = a333132 = −
1
2 , other aijklpq = 0.
(51)
The homogeneous polynomial defined by this tensor is
f(x, y, z) = x21y
2
1z
2
1 + x
2
1y
2
2z
2
3 + x
2
2y
2
1z
2
1 + x
2
2y
2
2z
2
2 + x
2
3y
2
1z
2
2 + x
2
3y
2
3z
2
3
−2(x21y1y2z1z3 + x
2
2y1y2z1z2 + x
2
3y1y3z2z3),
(52)
It is not difficult to obtain that f(x, y, z) = (x1y1z1 − x1y2z3)
2 + (x2y1z1 − x2y2z2)
2 + (x3y1z2 −
x3y3z3)
2 and f(x∗, y∗, z∗) = 0 where x∗ = (0, 0, 1)⊤, y∗ = (0, 1, 0) and y∗ = (1, 0, 0). These
demonstrate that the homogeneous polynomial in (52) is an SOS of bilinear forms but not positive
definite.
Let A be given by (51) and B defined by Remark 5.14 be a semi-paired symmetric tensor,
then
b111111 = b112233 = b221111 = b222222 = b331122 = b333333 = 1,
b111213 = b112131 = −1, b221212 = b222121 = −1, b331323 = b333132 = −1, other bijklpq = 0.
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Suppose N ∈ R27×27 defined by (33) is the unfolded matrix of B, then
n11 = n66 = n10,10 = n14,14 = n20,20 = n27,27 = 1,
n16 = n61 = n10,14 = n14,10 = n20,27 = n27,20 = −1, other nij = 0.
It is easy to obtain that eigenvalues of N are 0, 0, · · · , 0︸ ︷︷ ︸
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, 2, 2, 2, respectively, which implies that
the matrix N is positive semidefinite but not positive definite. Thus, by Corollary 5.16 we obtain
that the homogeneous polynomial in (52) is an SOS of trilinear forms but not positive definite.
8 Concluding Remarks
In this paper, we investigated positive definiteness of the fourth order three dimensional and sixth
order three dimensional paired symmetric (elasticity) tensor. With the help of the M -eigenvalue
we gave several necessary and/or sufficient conditions under which a fourth order three dimen-
sional or sixth order three dimensional paired symmetric (elasticity) tensor is positive definite.
By introducing semi-paired symmetric tensor and the unfolded matrix of that tensor, we showed
that positive definiteness of a fourth order three dimensional and sixth order three dimensional
paired symmetric (elasticity) tensor can be obtained by investigating positive definiteness of some
unfolded matrix of a semi-paired symmetric tensor of that tensor. We also proposed a necessary
and sufficient condition under which a fourth order three dimensional or sixth order three dimen-
sional paired symmetric (elasticity) tensor is positive semidefinite. These results can be extended
to the case of higher order higher dimensional (strongly) paired symmetric tensors. We reported
preliminary numerical results which confirm our theoretical findings.
We derived several necessary and sufficient conditions for positive definiteness of a sixth order
three dimensional paired symmetric tensor in Section 4, where the most main condition needs
to judge positive definiteness of a fourth order paired symmetric tensor, an eighth order bi-
block symmetric tensor and a twelfth order bi-block symmetric tensor. It is well known that
it is difficult to solve the polynomial optimization problem with the involved polynomials being
defined by higher order higher dimensional tensors. Thus, one of further issues is how to design
effective methods to judge positive definiteness of higher order (strongly) paired symmetric tensors
or higher order elasticity tensors. Moreover, in this paper, we mainly gave some analysis for
positive definiteness of the fourth order three dimensional and sixth order three dimensional
paired symmetric (elasticity) tensor. It is worth investigating effective algorithms to check positive
definiteness of paired symmetric (elasticity) tensors arised from practical mechanical problems.
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