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Abstract
The Galactic extinction map is the most fundamental data in extragalactic astronomy.
Since the Galactic dust scatters and absorbs extragalactic light in ultra-violet to near-
infrared regimes, one cannot measure any fundamental quantities such as uxes or colors
of extragalactic objects unless the dust extinction is properly corrected for.
The most widely-used Galactic extinction map was constructed by Schlegel, Finkbeiner,
& Davis (1998), on the basis of far-infrared (FIR) emission map. Nevertheless, the num-
ber count analysis of SDSS DR4 (Sloan Digital Sky Survey Fourth Data Release) galaxies
by Yahata et al. (2007) exhibited the anomalous positive correlation between the surface
number densities of galaxies and the SFD extinction, indicating the existence of unknown
systematics in the SFD map. They argued that the origin of the anomaly is due to the
FIR emission from galaxies contaminated in the SFD map.
The rst question addressed in this thesis is the anomaly in the SFD map. We ask
if the observed anomaly is quantitatively explained by the hypothesis of the FIR con-
tamination of galaxies, which was rst proposed by Yahata et al. (2007). We present the
stacking image analysis of SDSS DR7 galaxies on the SFD map. The stacking analysis
directly detect the FIR emission of galaxies contaminated in the SFD map, of the order
of 0.1 to 1 mmag in the r-band extinction. We next model the eect of the FIR contami-
nation on the surface number densities of galaxies both numerically and analytically, and
compare the model predictions with the observed anomaly. We nd that the amount of
FIR emission required to reproduce the observed surface number densities is in reasonable
agreement with that measured by the stacking analysis. Thus we conclude that the FIR
contamination of galaxies quantitatively explains the anomaly in the SFD map. Never-
theless, our attempt to correct the SFD map for the FIR contamination by subtracting
the average FIR emission of SDSS galaxies does not remove the anomaly well. This is
possibly due to the dependence of the FIR emission on the morphology of galaxies, which
is neglected in our present model.
The other question addressed in this thesis is the spatial extent of dust around galax-
ies. Since dust grains are produced through stellar activities, they are conventionally
thought to be conned in the interstellar space of galaxies. A recent measurement by
Menard et al. (2010a, MSFR), however, found that the dust reddening prole around
SDSS galaxies extends up to few Mpc, far beyond the typical scale of galactic disks. Thus
the measurement of MSFR may appear to suggest the existence of the dust smoothly
lling the intergalactic space. In the last part of this thesis, we measure the FIR emission
prole of the same galaxy sample as MSFR using the stacking analysis. Combined with
the reddening measurement by MSFR, the dust emission to extinction ratio provides a
constraint on the dust temperature as  18  1K, which is similar to that of typical
interstellar dust. Therefore the extended dust claimed by MSFR is equally explained by
the statistical sum of interstellar dust due to spacial clustering of galaxies, at least, from
the point of view of the dust temperature. While this result may be supporting our hy-
pothesis, the uncertainties in our constraint need to be further investigated, given several
simplication and assumptions that we adopted.
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Chapter 1
Introduction
All extragalactic observations are conducted through the Galactic foregrounds. Since
extragalactic light in ultra-violet to near-infrared regimes is dimmed due to the absorption
and scattering by the Galactic dust, which is called dust extinction, we cannot measure
any fundamental quantities of extragalactic objects, such as their uxes or colors, unless
the dust extinction is accurately corrected for. This is why the Galactic extinction map
is one of the most fundamental data throughout the entire elds of astronomy. The dust
extinction has been the major source of the systematics in interpreting observational data,
and the accuracy of the Galactic extinction map becomes more critical as higher precision
is achieved by continuous progress in observational instruments.
Schlegel, Finkbeiner, & Davis (1998, SFD) constructed the Galactic extinction map,
which is the most successful and widely-used Galactic extinction map at present. The
SFD map is based on the all-sky far-infrared (FIR) data provided by IRAS/ISSA (Infrared
Astronomical Satellite/IRAS Sky Survey Atlas) and COBE/DIRBE (Cosmic Background
Explorer/Diuse Infrared Background Experiment). They estimated the Galactic dust
extinction assuming the proportionality between the FIR emission and the optical depth
of the Galactic dust, and achieved the signicant improvements in accuracy and angular
resolution relative to the previous extinction map using the HI 21cm ux map (Burstein
& Heiles, 1978, 1982, BH map). Nevertheless, it should be noted that the SFD map is not
based on any direct measurement of dust extinction, but derived from its emission. Since
the FIR emission is converted into the dust extinction relying on several assumptions,
the SFD map may suer from systematic errors if the assumptions are not justied.
Therefore the validity of the SFD map must be independently tested by comparison with
other observations.
This motivated Yahata et al. (2007) to test the SFD map using the number count
analysis of galaxies. They used the photometric galaxies from SDSS DR4 (Sloan Digital
Sky Survey Fourth Data Release) and tested the SFD map in low extinction regions. They
computed the surface number densities of the SDSS galaxies as a function of the SFD
extinction, with/without extinction correction with the SFD map. As a result, they found
that the surface number densities exhibit anomalous positive correlation with the SFD
dust extinction, in particular, where the r-band extinction is less than 0.1 mag. This is
precisely opposite to the expected eect due to the Galactic dust, indicating the presence
of unknown systematic errors in the SFD map.
The origin of the anomaly may be attributed to unknown component of Galactic dust
that is not traced by the FIR emission. Yahata et al. (2007) did not nd, however,
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any signature of such a component even in the HI 21cm ux map. Furthermore, they
found that the anomalous correlation between the surface number densities and the SFD
extinction becomes weaker for more distant spectroscopic galaxies, and quite small for
distant quasars (1 < z < 2). If the hypothetical component of Galactic dust exists, it
should also aect these distant objects as the same as the nearby galaxies. Therefore they
concluded that this explanation is not plausible.
In fact, Yahata et al. (2007) proposed a hypothesis that the SFD map is contaminated
by the FIR emission from the SDSS galaxies themselves. The SFD extinction was esti-
mated by assuming that it is proportional to the FIR emission. Therefore the positive
correlation between the surface number densities of galaxies and the SFD extinction may
be ascribed to the intrinsic correlation between the number of galaxies and their FIR
emission.
The systematic errors in the SFD map due to the FIR contamination of galaxies are
likely to be small, and it appears unlikely that the contamination substantially aects
observations targeting individual extragalactic object. Since the contaminated FIR emis-
sion of galaxies are correlated with spatial distribution and clustering of galaxies, however,
these systematics potentially bias cosmological data in a statistical fashion. Therefore, we
further investigate the problem of FIR contamination in Chapter 4 and 5 of this thesis.
The Galactic dust may be not the only source responsible for the dust extinction of
extragalactic lights, if the intergalactic space is smoothly lled with dust ejected from
the interstellar space of galaxies. Since the optical depth of such intergalactic dust, if it
exists, should be increasing with redshift, it would systematically aect the measurements
of distant objects and their cosmological implications (Aguirre, 1999; Menard et al., 2010b;
Fang et al., 2011). The spatial distribution of dust itself is of fundamental importance in
understanding the star formation and metal circulation history in the universe. Therefore,
ever since Zwicky (1962) suggested the existence of dust lling the intracluster within the
Coma cluster, many earlier studies investigated the abundance and spatial distribution of
dust in dierent environments.
Recently, Menard et al. (2010a, MSFR) investigated the distribution of dust around
galaxies by measuring the angular correlation between SDSS galaxy distribution and
distant quasar colors. They found that the mean reddening prole around the foreground
galaxies is well described by a single power-law and, surprisingly, it extends up to a few
Mpc from the galaxies. This is far beyond the typical scale of galactic disks, and even
larger than the virial radius of typical galaxy clusters.
The MSFR measurement may be interpreted as evidence of intergalactic dust compo-
nent, which is smoothly surrounding an individual foreground galaxy. The interpretation,
however, is rather subtle. The power-law index of the mean reddening prole from their
measurement is close to that of the angular correlation function of galaxies. Thus the de-
tected dust reddening may be equally explained by the summation of the dust component
associated with the central part of galaxies according to the spatial clustering of those
galaxies. In practical, it is rather dicult to distinguish between these interpretation on
the basis of the statistical correlation analysis as performed by MSFR. Therefore a com-
plementary and independent methodology to constrain the nature of the dust is needed.
This is exactly what we attempt to propose in Chapter 6.
The present thesis is organized as follows.
3 Chapter 2 summarizes the denition of dust extinction and derives the basic rela-
tions between the dust emission and extinction.
 Chapter 3 presents the procedures of constructing the SFD map and previous studies
testing the reliability of the SFD map, with the emphasis on the rst discovery of
the anomaly by Yahata et al. (2007).
 In Chapter 4, we perform the stacking analysis of the SFD map on the SDSS galaxies
and directly detect and measure the FIR contamination due to the SDSS galaxies.
This chapter is based on Kashiwagi, Yahata, & Suto (2013).
 Chapter 5 conrms the anomaly of the SFD map using updated SDSS DR7 data set.
We numerically and analytically model the eect of the FIR contamination in the
SFD map on the surface density of the galaxies. We evaluate the required amount
of FIR contamination in order to reproduce the observed anomaly, and discuss its
consistency with the FIR emission signals detected by the stacking analysis. We also
discuss the future directions for correcting the SFD map for FIR contamination, and
prospects for application of the upcoming data by AKARI satellite. This chapter is
based on Kashiwagi et al. (2015).
 Chapter 6 applies the stacking analysis above for the galaxy sample as the same as
MSFR. Combining the detected FIR emission with the corresponding dust extinc-
tion measured by MSFR, we put the constraints on the dust temperature, which
would provide complementary information for the interpretation of the MSFR mea-
surement. This chapter is based on Kashiwagi & Suto (2015).
 Chapter 7 is devoted to the summary and conclusion of this thesis.

Chapter 2
Galactic extinction
2.1 Galactic extinction and extinction curve
Light from extragalactic sources is dimmed due to scattering and absorption by dust
grains in the Galactic interstellar medium (ISM), which is called dust extinction. The
amount of dust extinction is dened in terms of the intrinsic and observed intensity of
sources, Iint() and Iobs(), as
A()   2:5 log10

Iobs()
Iint()

(2.1)
Since Iint() and Iobs() are related to the dust optical depth, (), as
Iobs() = Iint()e
 (); (2.2)
A() is simply proportional to ():
A() =
2:5
ln 10
(): (2.3)
For photometric observations, the dust extinction at passband X is given as
AX =  2:5 log10
R
dWX()S()e
 ()R
dWX()S()

; (2.4)
where WX() is the response function of the X passband and S() denotes the spectral
energy distribution (SED) of the observed source per unit wavelength. The observed and
intrinsic magnitudes of objects, mX;obs and mX;int, are then related as
mX;obs = mX;int + AX : (2.5)
The wavelength dependence of the extinction is referred to as extinction curve, or
equivalently reddening law, and conventionally dened as
k() =
A()
AV
; (2.6)
normalized by V -band extinction, AV . The extinction curve depends on optical properties
of dust grains in a complicated fashion as we see in the following subsections. For the
5
6 CHAPTER 2. GALACTIC EXTINCTION
RV = 4.0
RV = 3.5
RV = 3.1
RV = 2.5
RV = 2.0
 0  5  10
 0
 5
 10
1/λ [µm−1]
k(λ
)
RV = 2.0
RV = 2.5
RV = 3.1
RV = 3.5
RV = 4.0
u
g
r
i
z
4000 6000 8000 10000
 0
 1
 2
λ [Å]
k(λ
)
Figure 2.1: Extinction curves of the Galactic dust for RV = 2:0; 2:5; 3:1; 3:5; and 4:0 for
1= < 10m 1 (left panel) and optical regime (3000A <  < 10000A, right panel). The
tting function provided by Cardelli et al. (1989) is adopted. For reference, the response
functions of SDSS are shown at the bottom of right panel for u; g; r; i; and z-band, where
the vertical scale is arbitrary.
Galactic extinction, however, it is empirically known that k() is well characterized by a
single parameter,
RV  AV
E(B   V ) ; (2.7)
where E(B   V )  AB  AV is the color excess. The Galactic dust in diuse interstellar
medium typically has RV ' 3:1, whereas RV varies and tends to be larger for denser
molecular clouds. The l.h.s of equation (2.6) is well approximated by
k(x) = a(x) +
b(x)
RV
; (2.8)
where a(x) and b(x) is the polynomial tting functions obtained by several studies (Fitz-
patrick, 1999; Cardelli et al., 1989; O'Donnell, 1994) in terms of x  1= [m 1]. One
example of the tting functions of the extinction curve by Cardelli et al. (1989) is shown in
Figure 2.1. The dust extinction is larger for shorter wavelengths, thus the corresponding
colors becomes redder (dust reddening).
It is known that the dust and cool gas in ISM are well mixed, thus the dust extinction
is approximated as proportional to the hydrogen column density:
NH
E(B   V ) = 5:8 10
21cm 2mag 1; (2.9)
where NH denotes the column number density including both HI and molecular hydrogen
(Bohlin, Savage, & Drake, 1978). Similarly, Burstein & Heiles (1982) used the HI column
density map as the tracer of the dust color excess. If an extinction curve is given, the
color excess can be converted into dust extinction at each wavelength.
2.2. SCATTERING AND ABSORPTION BY DUST PARTICLES 7
2.2 Scattering and absorption by dust particles
Consider the source at a distance r with intensity I(; r). If the dust consists of a single
chemical component and has xed grain size, the increment of the intensity, dI, due to
the scattering and absorption by the dust grains is given as
dI(; r) =  I(; r)nd(r)Csca()dr
 I(; r)nd(r)Cabs()dr
+B[; T (r)]nd(r)Cabs()dr; (2.10)
where Csca and Cabs are the scattering and absorption cross sections of dust grains, and
nd(r) is the number density of the grains. The rst and second terms in the r.h.s of
equation (2.10) represent the decrement of light due to scattering and absorption by dust.
The third term denotes the thermal radiation of dust grains themselves given by the
blackbody spectrum of equilibrium temperature T but modied by Cabs. Here we neglect
the contribution of light that is scattered into the line of sight from dierent directions.
Since both scattering and absorption by dust grains decrease the light coming along the
line of sight, thus cause extinction, the extinction cross sections is dened as
Cext()  Csca() + Cabs(): (2.11)
In reality, the dust grains have a variety of chemical composition and broad size
distribution. In this case, for the given dust composition, equation (2.10) should be
replaced by
dI(; r) =  I(; r)dsca()
dr
dr   I(; r)dabs()
dr
dr +B[; T (r)]
dabs()
dr
dr; (2.12)
where
dsca()
dr
=
X
i
Z
da
dni
da
Csca;i(; a) (2.13)
dabs()
dr
=
X
i
Z
da
dni
da
Cabs;i(; a); (2.14)
Csca;i(; a) and Cabs;i(; a) are the scattering and absorption cross sections for the i-th
component of dust grains with a radius a, and dni=da denotes the dierential number
density as a function of a.
For spherical grains, the scatter and absorption cross sections are given by the Mie
theory (Mie, 1908; van de Hulst, 1957). Basically, they are calculated by solving the
propagation of electromagnetic plane waves following the Maxwell equations with the
boundary condition on the surface of grain. The solution is given in terms of the eciency
factors, which are given as the sum of series expansion:
Qext(x)  Cext
a2
=
2
x2
1X
n=1
(2n+ 1)  Re(an + bn); (2.15)
Qsca(x)  Csca
a2
=
2
x2
1X
n=1
(2n+ 1)  janj2 + jbnj2; (2.16)
Qabs(x) = Qext(x) Qsca(x); (2.17)
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Figure 2.2: Extinction, absorption, and scattering eciency factors of spherical grain with
a constant refractive index, m = 1:33+0:01i, calculated by Mie theory (Mie, 1908; van de
Hulst, 1957), using the publicly available code bhmie (Bohren & Human, 1983, the bhmie
code is downloaded from http://www.astro.princeton.edu/~draine/scattering.html).
where x = 2a= is the size parameter, and m is the complex refractive index of the
grain, which is a function of  in general. The coecients an and bn are given as
an =
 n(x)   0n(mx) m n(mx)   0n(x)
n(x)   0n(mx) m n(mx)   0n(x)
; (2.18)
bn =
m n(x)   0n(mx)   n(mx)   0n(x)
mn(x)   0n(mx)   n(mx)   0n(x)
; (2.19)
where the complex functions are given as
 n(z) = zjn(z) (2.20)
 0n(z) =
d n
dz
= zjn 1(z)  njn(z) (2.21)
n(z) = z[jn(z) + iyn(z)] (2.22)
 0n(z) =
dn
dz
= z[jn 1(z) + iyn 1(z)]  n[jn(z) + iyn(z)]; (2.23)
by the spherical Bessel functions of the rst kind (jn) and the second kind (yn).
While the eciency factors are complicated function of x, in the Rayleigh-Jeans limit
(x 1), they reduce to
Qabs = 4xIm

m2   1
m2 + 2

= 12x
2
(1 + 2)2 + 22
(2.24)
Qsca =
8
3
x4
m2   1m2 + 2
2 = 83x4
  1+ 2
2 ; (2.25)
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where  = 1 + i2 is the complex dielectric function related to the refractive index as
m2 = . In the long wavelength limits, the dielectric function asymptote to
1 ! const: (2.26)
2 ! A2c

+
2
c
; (2.27)
where A is constant, and  is the electrical conductivity (e.g., Draine , 2004; Draine, 2011).
In both cases for insulator ( = 0) and conductors ( 6= 0), the eciency coecients scale
as
Qabs /  2 (2.28)
Qsca /  4; (2.29)
for a   (FIR regime), insensitive to the dust chemical composition or sizes. Thus the
dust scattering is negligible compared to its absorption at long wavelengths.
On the other hand, in the short wavelength limits, a , Qext exactly asymptotes to
constant, 2, independent of the nature of dust grains. This limiting value exceeds unity
due to diraction, in addition to the geometrical cross section, a2. In this regime, the
dust reddening does not occur, as called as neutral extinction. Therefore, the fact that
the observed extinction curve is increasing even at 10m 1 < 1= indicates the signicant
contribution of Galactic dust grains as small as  0:01m.
2.3 Dust composition model
When the composition and size distribution of dust grains are given, the extinction curve is
straightforwardly calculated by following procedures: (1) compute the dielectric functions
(or refractive indices) for each dust grains component (Draine & Lee, 1984; Draine & Li,
2007), (2) calculate the scattering and absorption cross section as functions of grains size
using Mie theory , and (3) integrate the cross section over the size distribution following
equations (2.13) and (2.14).
Current dust composition models take the silicate and graphite grains as the main
component of dust grains, which explain the spectral features in dust extinction and
absorption. The bump in extinction curves at 2175A (Figure 2.1) is considered due to
 !  electronic excitation in graphites, and the infrared absorption features at 3.4,
9.7 and 18m are thought to be the signature of C-H stretch, Si-O stretch, and O-Si-O
bending modes.
Mathis, Rumpl, & Nordsieck (1977) found that the observed Galactic extinction curve
is well produced assuming the power law size distribution, normalized by the number
density of hydrogen nH, as
1
nH
dn
da
= Ca 3:5; (2.30)
for 50A < a < 0:25m, where C = 10 25:13 and 10 25:11cm2:5 for graphite and silicate
grains, respectively. Weingartner & Draine (2001) and Li & Draine (2001) further sophis-
ticated this size distribution function to better reproduce the observed Galactic extinction
curve, for which Fitzpatrick (1999) tting function is adopted, and the FIR emission spec-
trum measured by COBE and IRTS. Figure 2.3 shows the resulting cross sections of dust
grains per unit dust mass.
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Figure 2.3: Cross sections of dust grains per unit dust mass by Weingartner & Draine
(2001) dust model for 1= < 10m 1 (left panel) and 1:0m <  < 1000m (right panel).
Solid curves indicate the extinction (black), absorption (red), and scattering (blue) cross
sections for Milky Way (RV = 3:1) dust model. Dashed curve shows the extinction cross
section for SMC dust model. Gray dot-dashed curve in left panel shows the Fitzpatrick
(1999) tting function normalized at V -band.
2.4 Relation between dust extinction and FIR emis-
sion
Dust grains typically absorb and scatter the UV to optical light of interstellar radiation
eld (ISRF), and reradiate its energy in FIR regime, where the dust emission peak is
determined by the temperature of dust grains. Except for very small grains, for which
stochasticity of heating becomes important, dust grains are well in thermal equilibrium.
The dust thermal temperature is determined by the balance of heating and cooling.
The radiative heating rate of the dust grains is written as
dEh
dt
= c
Z
duCabs(; a)  ca2hQabsiISRFhui; (2.31)
where c is the speed of light, u is the ISRF spectrum, and hQabsiISRF denotes the ISRF
spectrum-averaged absorption cross section:
hQabsiISRF 
R
duQabs()
hui ; hui 
Z
d u: (2.32)
On the other hand, the radiative cooling by dust thermal radiation is given as
dEc
dt
= 4
Z
dB(; T )Cabs(; a)  4a2hQabsiTT 4; (2.33)
where  is the Stefan-Boltzmann constant, and hQabsiT is the Planck-averaged absorption
cross section:
hQabsiT 
R
dB(T )Qabs()R
dB(T )
: (2.34)
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If we assume the absorption cross section is given by a single power-law as Qabs =
Q0(=0)
 , equation (2.34) reduces to
hQabsiT = 15
4
 (4 + )(4 + )Q0

0kBT
hc

; (2.35)
where kB,  (x), and (x) denote the Boltzmann constant, the Gamma function, and
Riemann zeta function, respectively. Equating the heating and cooling rates, equations
(2.31) and (2.33), the thermal equilibrium temperature is solved as
T =

hc
0kB
=(4+) 
c4hQabsiISRF
60 (4 + )(4 + )Q0
1=(4+)
hui1=(4+): (2.36)
In the cases for silicate and graphite grains, adopting the ISRF spectrum in the solar
neighborhood, equation (2.32) is approximated by
hQabsiISRF = 0:18

a
0:1m
0:6
(silicate; 0:01 < a < 1m); (2.37)
hQabsiISRF = 0:8

a
0:1m
0:85
(graphite; 0:005 < a < 0:15m); (2.38)
whereas the absorption cross sections in FIR regimes are well described by
Qabs = 1:4 10 3

a
0:1m


0
 2
(silicate); (2.39)
Qabs = 1:0 10 3

a
0:1m


0
 2
(graphite); (2.40)
where 0 = 100m. Adopting equations (2.37) to (2.40), the equilibrium temperature of
equation (2.36) reduces to
T = 16:4

a
0:1m
 1=15 hui
huiMMP
1=6
K (silicate); (2.41)
T = 22:3

a
0:1m
 1=40 hui
huiMMP
1=6
K (graphite); (2.42)
(Draine & Lee, 1984; Draine, 2011). Here huiMMP denotes the value for ISRF model by
Mathis, Mezger, & Panagia (1983). Thus the dust equilibrium temperature is typically
 20K, which results in emission peak at  150m, insensitive to the strength of ISRF
and dust grain size.
Next we derive the relation between the dust extinction and emission. Equations
(2.28) and (2.29) indicate that Csca is much smaller than Cabs in the long wavelength
limit, therefore equation (2.12) reduces to
dI(FIR; r) = fB[FIR; T (r)]  I(FIR; r)gdabs(FIR): (2.43)
Assuming T is independent of r, equation (2.43) is analytically solved as
I[FIR; abs(FIR)] = B(FIR; T )f1 exp[ abs(FIR)]g+I0(FIR) exp[ abs(FIR)]; (2.44)
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where I0 denotes the background intensity. Since the Galactic emission is dominated by
dust emission in FIR, I0 can be reasonably ignored. Therefore, if we consider an optical
thin limit (abs  1), equation (2.44) reduces to
I[FIR; abs(FIR)] = B(FIR; T )abs(FIR): (2.45)
In the UV to optical regimes, which is in the Wien tail of the dust blackbody, the dust
emission is negligible. In this case, ignoring the third term, equation (2.12) becomes
dI(opt; r) =  I(opt; r)dext(opt); (2.46)
and gives
I(opt; r) = I0(opt) exp[ ext(opt)]: (2.47)
Combining equations (2.3), (2.45), and (2.47), the relation between the dust extinction
at  = opt and emission at  = FIR is given as
A(opt) =
2:5
ln 10
ext(opt)
abs(FIR)
I(FIR)
B(FIR; T )
: (2.48)
Thus the observables for dust extinction, A(opt), and FIR emission, I(FIR), are propor-
tional, whereas the conversion coecient depends on the dust model and temperature.
Chapter 3
The SFD Galactic extinction map
3.1 Early attempts before SFD
It has been a dicult task to construct the dust map, which is equivalent to estimating the
dust column density and its optical depth for each line of sight. Hubble (1936) modeled
the distribution of the Galactic dust as a uniform disk with a nite height, h, along
the Galactic plane. In this model, the path length crossing the dust layer is written as
a function of galactic latitude, b, as hcosecjbj. He assumed that the dust extinction is
proportional to this length, thus the extinction is given as
AV = h1cosecjbj; (3.1)
where h1 denotes the extinction along the Galactic Pole (Binney & Merrield, 1998).
Signicant improvement from this toy model was achieved by Burstein & Heiles (1978,
1982, hereafter, BH). They estimated the extinction based on the HI column density map
with FWHM = 0:6 derived from 21cm ux map (Heiles, 1975). The relation between
the dust reddening and the HI column density was calibrated using the reddening of 84
RR Lyrae stars and 49 globular clusters, as
E(B   V ) =  0:0372 + 0:357 10 3

NH
2:23 1018cm2

: (3.2)
They reported the accuracy of their estimate is of the order of 0:01mag in E(B   V ).
3.2 The construction of the SFD map
Twenty years after the BH map, Schlegel, Finkbeiner, & Davis (1998) constructed the
SFD Galactic extinction map. They used the IRAS/ISSA (Infrared Astronomical Satel-
lite/IRAS Sky Survey Atlas) 100m all-sky map, whose angular resolution is FWHM = 50,
as the tracer of the Galactic dust emission. Basically, they derived the dust extinction
assuming that the dust FIR emission is proportional to the optical depth. Therefore it
is not based on any direct measurement of the dust extinction itself. In order to cor-
rect for the dust temperature, as well as calibrate the IRAS 100m data, they used
the COBE/DIRBE (Cosmic Background Explorer / Diuse Infrared Background Exper-
iment) 100m and 240m data (FWHM=0:7). The DIRBE 25m data were also used
for constructing the template of the zodiacal emission.
The procedure of SFD is summarized as follows:
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1. The zodiacal emission, which is irrelevant for the Galactic dust emission, was sub-
tracted from the DIRBE 100m and 240m data, using the DIRBE 25m data as
the zodiacal light template.
2. They constructed the dust temperature map from the color temperature estimated
from the (zodiacal-subtracted) DIRBE 100m and 240m data.
3. The IRAS 100m data were corrected for the IRAS calibration errors and the strip-
ing artifacts, using the DIRBE 100m map as the calibrator.
4. Bright point sources identied by IRAS were removed.
5. The temperature-corrected IRAS 100m emission was converted into the dust color
excess, E(B   V ), using the Mg2 index of elliptical galaxies as the standard color
indicators.
We describe these construction procedures in details below.
3.2.1 Zodiacal light subtraction
The subtraction of the zodiacal light is crucial in constructing the Galactic extinction map
from the FIR emission. The typical temperature of interplanetary dust (IPD), which is
mainly responsible for the zodiacal light, is  280K, whereas that of the Galactic dust is
typically  20K. Therefore the zodiacal emission is much higher than that of the Galactic
dust by a factor of 105 for an equivalent column density. In other words, the contribution
of IPD in extinction is negligibly small compared to that of the Galactic dust with the
same FIR emission. If the zodiacal emission is not subtracted, the extinction is impossible
to be estimated from the FIR emission map should be signicantly overestimated.
As the zodiacal light template, SFD used the DIRBE 25m data, where the IPD
emission is the most dominant in the DIRBE passbands, They rst conrmed that the
IPD temperature does not signicantly vary over the all-sky, using the DIRBE 12m to
60m color temperature, and modeled the zodiacal-subtracted DIRBE data, DQb , as
DQb = Db   [Ab +Qb D25()]D25  Bb; (3.3)
where Db (b = 100m; 240m) is the raw DIRBE data, Ab represents the scaling factor
of the zodiacal emission from 25m to passband b, and the oset Bb is responsible for
the possible monopole component from the Galaxy or extragalactic light, i.e., Cosmic
Infrared Background (CIB). The quadratic term, Qb D25(), is included to account for the
IPD temperature variation as a function of ecliptic latitude, , where D25() denotes the
average 25m emission. Assuming that the resulting Galactic dust emission, DQb , should
be proportional to HI gas at high galactic latitudes, Ab, Bb, and Qb are determined by
minimizing the dierence between DLb and HI ux by the Leiden-Dwingeloo 21cm Survey
(Hartmann & Burton, 1997) at galactic latitude jbj > 20.
The residual scatter of DQ100 against the HI ux is 0.05 MJy/sr in rms, which is
equivalent to the error of 0.003 mag in r-band extinction, adopting the conversion factor
determined as below. The resulting DQ100 and D
Q
240 are used for the dust temperate map
and the calibration of the IRAS below.
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3.2.2 Construction of the dust temperature map
Since the Galactic dust temperature varies from 17 to 21K, the dust emission at 100m
varies by a factor of  5 within this temperature range for the same dust column density.
Thus it is clearly needed to correct for the dust temperature to estimate the dust column
density form FIR emission. Since IRAS data suer from the signicant calibration errors
and noises, they used the well-calibrated DIRBE map, though its angular resolution is
poor ( 0:7), for the dust color temperature estimate. It should be noted that the
resolution of the dust temperature correction is limited by that of DIRBE. The DIRBE
140m data were also not used because its noise level is worse than that of the nearby
100m data.
Their scheme is essentially equivalent to the spectrum t to 100m and 240m data
by the modied blackbody, abs()B(T ), where T is the dust temperature and abs()
is the dust emissivity assumed as abs() / 2. Here they also assumed that the dust
temperature is constant along each line of sight. The DIRBE 100m and 240m data,
however, are still noisy in order to reliably calculate the temperature. Therefore they
adopted a ltering scheme as below. They introduced a weight function,W , that minimize
the variance of
1
R =
DS240
DS100
; (3.4)
where DSb is the ltered DIRBE ux:
DSb =WDQb + (1 W) DQb ; (3.5)
and DQb is the average background level estimated at high galactic latitude. Then they
solved
R(T ) = D100
D240
=
K100(T )I100(T )
K240(T )I240(T )
; (3.6)
for the temperature T , where
Kb(T ) =
Z
dB(T )
2Wb(); (3.7)
Wb() denotes the DIRBE response function, and Ib is the intrinsic intensity not aected
by the response function. The temperature correction factor, X(T ), is derived as
X(T ) =
B100(T0)K100(T0)
B100(T )K100(T )
; (3.8)
so as to translate into the reference temperature, T0 = 18:2K. This correction factor is
shown in Figure 3.2 as a function of T . Finally, the temperature corrected 100m ux is
given as
DT = DQ100X(T ): (3.9)
The assumption that the dust temperature is constant along a single line of sight is
not necessarily correct. Therefore they checked the validity of the assumption as follows.
They considered the sum of two blackbody spectrum with temperatures 18K and TB. If
it is tted by a single temperature blackbody, the true column density was systematically,
but only 10% underestimated for the range of 15 < TB < 21:5K, which well covers the
variation of the dust temperature obtained above. The resulting temperature map is
shown in Figure 3.3.
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Figure 3.1: The raw data of COBE/DIRBE all-sky map at 12, 25, 100, and 240m
in Galactic coordinates. At 12 and 25m, the zodiacal emission is clearly dominating
over the entire sky. At 100 and 240m, the Galactic dust emission near the Galac-
tic plane is prominent, but still the signicant zodiacal light is visible. The intensities
are log scaled. The data are downloaded from NASA/IPAC infrared science archive
(http://irsa.ipac.caltech.edu/data/Planck/release 1/external-data/external maps.html).
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Figure 3.2: Temperature correction factor, X(T ), in equation (3.8) as a function of the
dust temperature. Derived from equations (16) and (17) in Schlegel, Finkbeiner, & Davis
(1998).
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Figure 3.3: Dust temperature map derived from the DIRBE 100 and 240m data in
Galactic coordinate. The centers of Lambert projection are North Galactic Pole (left
panel) and South Galactic Pole (right panel). The dashed lines are drawn by the interval
of 30 for Galactic latitudes and longitudes.
3.2.3 Calibration of the IRAS data
The IRAS data suer from the calibration uncertainties and the striping artifacts, whereas
the DIRBE data are better calibrated, but their angular resolution is worse. Therefore,
they calibrated the IRAS data at the scale of the DIRBE resolution, keeping the IRAS
small scale uctuations as follows.
They rst Fourier transformed each plate of the IRAS 100m data, and removed the
striping artifacts by replacing the fourier modes of striping feature by the modes with the
same wavenumber, but dierent phase. The resulting 100m data are denoted as Ides.
Next they convolved the IRAS data with FWHM = 30:2 Gaussian, and corrected the
IRAS gain to match the DIRBE data, multiplying the conversion factor, C = 0:87, which
is assumed to be constant over the entire sky. Thus the calibrated IRAS data, Icorr, are
written as
Icorr = C  Ides WG(30:2) + I; (3.10)
where they calibrated the IRAS to the DIRBE dat on scales larger than 1, adding the
zero-point dierence map
I = [DQ   C  Ides WG(30:2) W(210)] WG(400): (3.11)
Here the destriped IRAS data, Ides, was smoothed with Top-Hat lter of radius 21
0, and
then the dierence from the color-corrected DIRBE data, DQ, is taken as the zero-point
drift of the IRAS. This dierence map was further smoothed by FWHM = 400 Gaussian
lter. Since the zodiacal light had been already removed from the DIRBE data, DQ, the
resulting IRAS data, Icore, are also corrected for the zodiacal emission.
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3.2.4 Subtraction of the IRAS point sources
The IRAS 100m data contain the emission from extragalactic objects and the Galactic
stars, which should be removed for estimating the Galactic dust emission. They removed
 104 extragalactic point sources, 70 large galaxies, and  5000 stars, identied by the
IRAS 1.2Jy Galaxy Survey and the PSCZ redshift survey. They removed sources selected
according to the 60m uxes, as f60m > 1:2Jy for the IRAS 1.2Jy Galaxy Survey, and
f60m > 0:6Jy for the PSCZ redshift survey. Since the shape of the IRAS PSF is very
complex and depends on scan directions, they replaced the pixels that contains the point
sources by the median of the neighbor pixels.
They noted that many faint galaxies inevitably remain in the IRAS map. Those
galaxies just below the adopted ux cut, however, has roughly f100m  1:2Jy, thus the
contamination of those sources contribute at most  0:01mag in r-band.
3.2.5 Converting the 100m emission to extinction
Assuming the proportionality between the dust 100m emission and column density, the
reddening is written as
E(B   V ) = pIcorrX; (3.12)
where X is the temperature correction factor derived above. The remaining task is to
determine the normalization factor, p. They used the Mg2 indices of  400 elliptical
galaxies (Faber et al., 1989) for this purpose. The Mg2 index is the absorption strength
at 5200A, and known to tightly correlate with the colors of elliptical galaxies, therefore
it can be used as the indicator of the intrinsic color of ellipticals. They determined the
normalization, p, so that the residual of the correlation between the Mg2 indices and
the colors of the ellipticals corrected with their E(B   V ) is minimized. They found
p = 0:01840:0014 from this calibration, and reported the residual of the elliptical colors
is  10%, which is a factor of 2 smaller than that for the BH maps.
Figure 3.4 is the nal extinction map, in terms of E(B   V ). They also presented
the conversion factor from E(B   V ) to a set of other passbands that cover the range
from 3300A to 3:8m, assuming O'Donnell (1994) and Cardelli et al. (1989) reddening
law with RV = 3:1.
3.3 Previous attempts to study the SFD map accu-
racy
Since the SFD map achieved higher angular resolution and accuracy than the BH map,
it has been widely-used in all branches of extragalactic astronomy. Nevertheless, it is not
based on direct measurement of dust extinction, and therefore it is important to check
the reliability of the SFD map through independent observations.
3.3.1 High extinction regions
In high-extinction regions, such as molecular clouds, nebulae, or near the Galactic plane,
many earlier studies examined the reliability of the SFD map by independently estimating
the amount of dust extinction.
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Figure 3.4: The SFD Galactic extinction map in E(B   V ) with logarithmic color scale.
The projection is the same as Figure 3.3.
Arce & Goodman (1999a,b) derived the dust extinction, AV , towards the Taurus
dark cloud complex using four independent methods. Their results suggest that the SFD
map over-predicts the extinction by a factor of 1:3{1:5 in the Taurus cloud region with
AV > 0:5 mag. They also found that the SFD map under-predicts the extinction towards
those regions where the extinction sharply peaks.
Cambresy et al. (2001) estimated the B-band extinction towards the Polaris molecular
cirrus cloud using a star-count method, and found that the SFD extinction is  2 to
3 times larger than that from the star counts. They further conrmed that the SFD
map over-predicts extinction by a factor of 1.3 where AV > 1:0 mag, compared to that
estimated by NIR galaxy colors of 2MASS (Two Micron All Sky Survey) Extended Source
Catalog (Jarrett et al., 2000).
Yasuda et al. (2007) applied the galaxy number count method for the SDSS low
Galactic latitude sample (Finkbeiner et al., 2004) and estimated extinction where E(B 
V ) > 0:15. They found that the SFD map overestimates reddening by a factor up to 1.4.
Several other studies also found that the SFD map overestimates the amount of dust
extinction at high extinction regions (Chen et al., 1999; Dobashi et al., 2005; Rowles &
Froebrich, 2009). The origin of the SFD over-estimate is often attributed to the relatively
poor angular resolution of the temperature map, which cannot trace the complex structure
of ISM in such high extinction regions. Another possible origin is the variation of dust
grain components, which SFD assume to be uniform over the entire sky and along the
line of sights. Indeed, Cambresy et al. (2001, 2005) argued that the discrepancies between
the SFD prediction and their estimation would be explained by introducing the cold dust
components with higher FIR emissivity.
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3.3.2 Low extinction regions
In contrast, the reliability of the SFD map in low-extinction regions has not been carefully
examined until the large data set with very accurate photometry became available, in-
cluding the Sloan Digital Sky Survey (SDSS), and more recently PAN-STARRS1. Earlier
studies usually validated the accuracy of the SFD map in low-extinction region (Fukugita
et al., 2004; Mortsell, 2013; Tian et al., 2014; Green et al., 2014; Schlay et al., 2014),
while the possible systematic trends were often reported by several studies as follows.
Fukugita et al. (2004) tested the SFD map at low extinction regions where E(B V ) <
0:15, using number counts of the SDSS DR1 (Abazajian et al., 2003) galaxies. They
measured the dierential number count of the SDSS galaxies as a function of r band
magnitude, dN=dmr, and compared its spatial variation with the SFD extinction. As a
result, they found that the results are consistent with the SFD map. On the other hand,
Yahata et al. (2007) revealed the systematic errors in the SFD map using SDSS DR4
galaxies, which is the main topic of this thesis. In the following section, we describe their
results and interpretation in detail.
Using the SDSS stars, Schlay et al. (2010) measured dust reddening from the shift of
the bluer edge of the stellar locus as standard color indicator. They found that the SFD
map over-predicts E(B   V ) by  14% in southern sky, possibly due to the errors in the
dust temperature map. They also pointed out that the extinction curve of the Galactic
dust is better described by the Fitzpatrick (1999) reddening law with RV = 3:1 rather
than that by O'Donnell, which is recommended by SFD. These results are conrmed
using the colors of the SDSS/SSPP (The Sloan Extension for Galactic Understanding
and Exploration Stellar Parameter Pipeline; Lee et al., 2008) stars (Schlay & Finkbeiner,
2011), and using SDSS and 2MASS starts (Berry et al., 2012).
Peek & Graves (2010) compared the SFD map and the colors of the passively evolv-
ing galaxies which are selected from the SDSS DR7 spectroscopic Main Galaxy Sample
(Strauss et al., 2002) according to their emission lines. The passively evolving galaxies
are known to populate a tight sequence in the color-magnitude diagram, thus they com-
pared the shift of galaxy colors from the sequence with the SFD map. As a result, their
measurement and the SFD map is consistent for most of the sky area, within 3 mmag
in E(B   V ). Nevertheless, they found that the SFD map under-predicts reddening in
some regions, at most by 0:045 mag in E(B   V ). They noted that the SFD map tends
to under-predict reddening where the SFD dust temperature is low, possibly because the
dust temperature varies along the line of sight in those regions, whereas SFD assumed
it to be constant. They corrected the SFD map for those deviations and constructed a
corrected Galactic extinction map at 4:5 resolution. Figure 3.5 shows their correction
map, which is also tested in section 5.6.2 as well as the SFD map.
3.4 Discovery of the anomaly in the SFD map by
SDSS DR4 analysis
Yahata et al. (2007) tested the SFD map by the galaxy number count analysis using the
SDSS DR4 data sets. They used  3  106 photometric galaxies with 17:5 < mr < 19:4
from the SDSS DR4 catalog, which covers  6600deg2 of sky area.
They rst divided the entire SDSS DR4 sky area into small pixels with the area of
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Figure 3.5: Left panel; Correction to the SFD map in E(B   V ) provided by Peek &
Graves (2010) at the resolution of  4:5. This correction term, E(B   V ), is to be
added to the SFD map extinction. The projection is the same as Figure 3.3, but the data
are only available for the SDSS sky area in the north galactic hemisphere. Right panel;
Dust temperature map by SFD as the same as Figure 3.3, but only the SDSS sky area is
shown for visual comparison with left panel.
(20:37)2, which corresponds to the resolution of the SFD map. Those pixels are grouped
into 69 bins according to the values of the SFD map extinction. This results in the 69
subregions with almost equal areas,  100deg2, where each subregion is spatially discon-
tinuous (see Figure 5.3 for the schematic example of the discontinuous subregions). They
next counted the number of the galaxies in each subregion, whose observed (extinction-
uncorrected) and extinction-corrected r-band magnitudes are within the xed range, 17.5
and 19.4. Finally they calculated the surface number density of galaxies as a function of
the SFD extinction.
If the SFD map is perfect, the surface number densities without extinction correction
should decrease against the SFD extinction, since more objects are dimmed and exceed
the fainter magnitude limit in the higher extinction region. On the other hand, if the
dust extinction is properly corrected using the SFD map, the surface number densities
should be constant and independent of the SFD extinction. The resulting surface number
densities shown in Figure 3.6 indicated the expected behavior at relatively high extinction
regions, Ar;SFD > 0:1 mag. At low extinction regions with Ar;SFD < 0:1 mag, however,
the surface number densities exhibited the positive correlation with the SFD extinction,
exactly opposite to the expected behavior of dust extinction.
One may naively consider that the observed anomaly of the SFD map is due to un-
known dust components that are not traced by FIR emission, in the low extinction region.
They found, however, that the SFD extinction tightly correlates with the HI 21cm ux,
and no signature of such unknown components is seen in the HI ux. Furthermore, they
performed the same number count analysis using the SDSS spectroscopic galaxies and
photometric quasars (Richards et al., 2004). The results are shown in Figure 3.7. Inter-
estingly, the spectroscopic galaxies with z > 0:1 exhibited a weaker anomaly compared
to those with z < 0:1, and the photometric quasars, if any, indicated a quite weak cor-
relation with the SFD extinction. If the anomaly is due to unknown component of the
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Figure 3.6: Surface number densities of the SDSS DR4 photometric galaxies with 17:5 <
mr < 19:4, as a function Ar;SFD (Yahata et al., 2007). The circles/triangles indicate the
surface number densities calculated with extinction un-corrected/corrected magnitudes,
respectively. At low extinction region, Ar;SFD < 0:1 mag, the surface number densities
positively correlate with Ar;SFD, opposite to the expected eect of dust extinction.
Galactic dust, the surface number densities of the extragalactic objects should indicate the
similar anomaly as the photometric galaxies, independent of the distance to the objects.
Therefore, these results imply that the origin of the anomaly is related to the galaxies
themselves, especially to nearby galaxies, rather than the Galactic dust itself.
Instead, they proposed a hypothesis that the observed anomaly is due to the contam-
ination of the FIR emission of galaxies that are too faint to be individually removed from
the SFD map. Since the SFD map is constructed from the assumption of the simple pro-
portionality to 100m emission, the anomalous positive correlation between the surface
number density of galaxies and the SFD extinction can be interpreted as the correlation
between the surface density of the galaxies and their FIR emission. For distant objects,
uctuations of their FIR emission and surface densities should be small, if averaged over
the relatively large pixels of the SFD map, which would result in the absence of the
anomaly for those objects.
We note that the hypothesis of the FIR contamination would explain why the number
count analysis by Fukugita et al. (2004) did not found any signature of the anomaly,
despite that their methodology is essentially equivalent to that of Yahata et al. (2007).
Fukugita et al. (2004) divided the sky area of SDSS DR1 into patches with the area
of 2:5  2:5, which is much larger than the pixels adopted by Yahata et al. (2007),
and counted the number of galaxies in each patch. Due to the variance of the Galactic
extinction in the relatively large area of the patches, the correlation between the dust
extinction and the number of galaxies would be smoothed out.
SFD reported that the amount of the cosmic infrared background is I  25nWm 2sr 1
at 100m, which corresponds to 0:04 mag in r-band extinction. Yahata et al. (2007) dis-
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Figure 3.7: Surface number densities of the SDSS DR4 spectroscopic galaxies (blue:
z < 0:1, green: z > 0:1, red: all) and photometric quasars (black) as a function of
Ar;SFD (Yahata et al., 2007). The circles/triangles indicate the surface number densities
calculated with extinction un-corrected/corrected magnitudes, respectively. The error
bars reects the Poisson noise alone. The surface number densities of the spectroscopic
galaxies with z > 0:1 and photometric quasars are shifted by +60deg 2 and +70deg 2,
for clarity.
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cussed that the amount of the FIR contamination due to SDSS galaxies should be smaller
than that level, maybe less than 0.01 mag. They performed a simple numerical experiment
and showed that even such a quite small contamination could qualitatively reproduce the
observed anomaly. Thus, the possible systematic in the SFD map due to FIR contam-
ination would not cause a signicant problem for most purposes. Since it is directly
associated with the spatial distribution of galaxies, however, it may systematically aect
the cosmological interpretations of the large scale structure of the universe. This is why
we investigate the origin of the anomaly carefully in Chapter 4 and 5.
Chapter 4
Detection of the FIR emission from
SDSS galaxies by stacking analysis
This Chapter presents the stacking image analyses of SDSS DR7 galaxies over the SFD
map, aiming at the direct detection of the FIR emission of galaxies in the SFD map. Since
SFD subtracted the detectable extragalactic sources, the FIR emission of most galaxies in
the SFD map cannot be individually detected. The stacking analysis using the large data
set of SDSS, however, enables us to measure the average FIR emission of those galaxies in
a statistical fashion. The detection of the FIR emission in the SFD map presented below
directly conrms the hypothesis of the FIR contamination rst proposed by Yahata et al.
(2007).
4.1 Sloan Digital Sky Survey DR7
In the following analysis, we use the Sloan Digital Sky Survey (SDSS) DR7 photomet-
ric galaxy catalog. SDSS DR7 covers 11663 deg2 of sky area, with photometry in ve
passbands; u, g, r, i, and z (Stoughton et al., 2002; Gunn et al., 1998, 2006; Fukugita
et al., 1996; Hogg et al., 2001; Ivezic et al., 2004; Smith et al., 2002; Tucker et al., 2006;
Padmanabhan et al., 2008; Pier et al., 2003). The photometric data is corrected for the
Galactic extinction using the SFD map (Stoughton et al., 2002). They calculated the
extinction in each passband adopting the conversion factors from the SFD color excess,
E(B   V ):
kx  Ax;SFD
E(B   V ) ; (4.1)
where x = u, g, r, i, and z. They adopted the values provided in Table 6 of SFD, which
is computed assuming the Cardelli et al. (1989) and O'Donnell (1994) extinction curve
with RV = 3:1, and the spectral energy distribution of elliptical galaxies.
Since the spatial distribution of stars in the SDSS catalogue is likely to be correlated
with the Galactic dust distribution, the contamination of stellar objects in the galaxy
sample systematically aects our results. For the reliable star-galaxy separation, we
carefully select our galaxy sample following Yahata et al. (2007) as follows.
We note that our analysis below does not exclude the galaxies that are also detected
by IRAS PSCz (Saunders et al., 2000) that are removed in the SFD map. We made sure,
however, that this has a negligibly small eect on our result because of the small number
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Figure 4.1: The region of the sky used for the present analysis, which is shaded accord-
ing to the extinction value Ar;SFD. The yellow lines indicate the inner regions used for
comparison in Subsection 4.2.2.
of overlapped galaxies.
4.1.1 Sky area selection
We choose the regions of SDSS DR7 survey area labeled \PRIMARY". Indeed we found
that the \PRIMARY" regions in the southern Galactic hemisphere are slightly dierent
from the area where the objects are actually located. We are not able to understand why,
and thus decide to use the regions in the northern Galactic hemisphere alone to avoid
possible problems.
To ensure the quality of good photometric data, we exclude masked regions. The
SDSS pipeline denes the ve types of masked regions according to the observational
conditions. We remove the four types of the masked regions, labeled \BLEEDING",
\BRIGHT STAR", \TRAIL" and \HOLE" from our analysis. The masked regions la-
beled \SEEING" is not removed, since relatively bad seeing does not seriously aect the
photometry of relatively bright galaxies that we use in the present analysis. The total
area of the removed masked regions is about 340 deg2, which comprises roughly 4:5% of
the entire \PRIMARY" regions in the northern Galactic hemisphere.
The resulting survey area used in this thesis is shown in Figure 4.1, which covers
 7270deg2.
4.1.2 Removing false objects
We remove false objects according to photometry processing ags. We rst remove fast-
moving objects, which are likely in the Solar system or associated with the interplanetary
dust. We also discard objects that have bad photometry or were observed in the poor
condition. A fraction of objects suers from deblending problems, i.e., the decomposition
of photometry images consisting of superimposed multi-objects is unreliable or failed. We
remove such objects as well.
4.2. STACKING ANALYSIS 27
4.1.3 Magnitude range of galaxies
The SDSS catalogue denes the type of objects according to the dierences between the
cmodel and PSF magnitudes, where the former magnitude is computed from the composite
ux of the linear combination of the best-t exponential and de Vaucouleurs proles. An
object is classied as a galaxy if
mPSF  mcmodel > 0:145; (4.2)
and otherwise classied as a star. Since the reliability of this star-galaxy separation
method depends on the model magnitude before extinction correction, we choose the
magnitude ranges of our sample for the analysis as follows. In r-band, the star-galaxy
separation is known to be reliable for galaxies brighter than 21 mag (Yasuda et al.,
2001; Stoughton et al., 2002), while the saturation of stellar images typically occurs for
objects brighter than 15 mag in r-band. Therefore, we use the galaxies selected by r-band
magnitude as 15:5 < mr < 20:5, where mr denotes the extinction-corrected magnitude.
Since the r-band extinction predicted by SFD is at most 0:5mag, the reliable star-galaxy
separation criteria, mr < 21, is satised even for the faintest galaxies in the highest
extinction regions.
4.2 Stacking analysis
4.2.1 Stacking Method
As discussed by Yahata et al. (2007), the amount of FIR emission from SDSS galaxies is
expected to be very small, and it is impossible to detect for individual galaxies. Therefore
we stack those regions of the SFD map centered at the positions of SDSS photometric
galaxies and quasars over their appropriate magnitude bins.
The original SFD map divides all sky area into 20:37 20:37 pixels and the extinction
value is provided for the central position of each pixel. The histograms of Ar;SFD evaluated
at those pixels as a function of the number of galaxies with 15:5 < mr < 20:5 within
the pixel, Ng;pix, are shown in Figure 4.2. While the overall shapes of the histograms
are very similar for dierent Ng;pix, the normalized probability density function (PDF)
plotted in Figure 4.3 exhibits the small but systematic shift toward the larger Ar;SFD
with increasing Ng;pix. This indicates the correlation of the Galactic extinction and the
background galaxies that will be extensively discussed in what follows.
First we show the result of stacked SFD map images centered at photometric galaxies
in the r-band magnitude range of 17:5 < mr < 19:4 randomly selected from a contiguous
region in Figure 4.1. In this procedure we evaluate the value of Ar;SFD on 0
0:2  00:2
pixels over 400  400 images by cloud-in-cell interpolation of the 4 nearest neighbors in
the original SFD pixels. Each image is stacked after randomly rotated. Upper panels
of Figure 4.4 clearly show the presence of the strong feature of Ar;SFD around SDSS
galaxies, which becomes more pronounced as increasing the number of stacked galaxies.
For reference, lower panels of Figure 4.4 show the stacked SFD map images centered at
the same number of randomly chosen positions from the same region of the corresponding
top panels. Figure 4.5 shows the radial proles of the stacked images for the randomly
selected SDSS galaxies. This result directly conrms the interpretation of Y07 that the
SFD map is contaminated by the FIR emission from SDSS galaxies.
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Figure 4.2: Histograms of Ar;SFD for 2
0:37 20:37 pixels over our selected survey region of
SDSS DR7 as a function of the number of galaxies within the pixel, Ng;pix; Ng;pix = 0  3
in black, 4  7 in red, 8  11 in blue, and 12  15 in green.
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Figure 4.3: The normalized probability density function (PDF) of Ar;SFD corresponding
to Figure 4.2.
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Figure 4.4: Stacked images of the SFD map for 400400 regions; Upper panels are centered
at the positions of SDSS galaxies of 17:5 < mr < 19:4, and lower panels show the reference
images centered at randomly selected positions. Left, middle and right panels correspond
to images stacking 103; 104; 105 images.
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Figure 4.5: Radial proles of the stacked images for randomly selected SDSS galaxies
shown in upper panels of Figure 4.4. Left, middle, and right panels correspond to images
stacking 103; 104; 105 images. The error-bars indicate rms in each circular bin.
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Figure 4.6: Statistical noise due to the Galactic foreground in the stacked images for ran-
domly chosen positions. The symbols and the error-bars are computed from 100 stacked
images centered at Nrand random positions. The dashed line indicates equation (4.3).
In order to evaluate the detection signicance of the signal from SDSS galaxies, we
repeat the stacking analysis centered at the random positions 100 times for each xed
value of Nrand. We then compute rms of Ar;SFD over each stacked image, and dene the
average of the rms for the 100 stacked images as A;rand. Figure 4.6 shows A;rand as a
function of Nrand. We nd that A;rand is well approximated by
A;rand(Nrand) =
10:8 mmagp
Nrand
; (4.3)
for Nrand < 10
6, whereas A;rand departs from equation (4.3) for Nrand > 10
6. This is due
to overlapping of the sampled regions of the SFD map, thus the Nrand random images are
not independent in the case of large values of Nrand.
1 Adopting A;rand as the statistical
noise due to the Galactic foreground, we evaluate the signal-to-noise ratio of the detected
FIR emission of galaxies by
S
N
=
Ar;SFD( = 0
0)  Ar;SFD( = 200)
A;rand(Ng)
; (4.4)
where Ar;SFD() denotes the observed radial prole of the stacked images. For the cases
of the randomly selected SDSS galaxies shown in upper panels of Figure 4.4, S=N =
1:9; 3:8; 10:9 for Ng = 10
3; 104; 105, respectively.
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Figure 4.7: Stacked images of the SFD map for 400  400 centered at SDSS galaxies
of dierent r-band magnitudes (mr = 15:5  20:5mag.) in 0.5 magnitude bin. The
magnitude range and the number of galaxies in the range are denoted in each panel. The
signal-to-noise ratio evaluated by equation (4.4) is 23.6, 26.2, 27.2, 26.9, 28.9, 30.4, 29.8,
29.9, 27.1, and 22.8, respectively, for the brightest to faintest sample.
32CHAPTER 4. DETECTIONOF THE FIR EMISSION FROM SDSS GALAXIES BY STACKING ANALYSIS
 0  5  10  15  20  25  30
 50
 100
 150
Ng,pix
A r
,S
FD
 
[m
ma
g]
Figure 4.8: Mean values of Ar;SFD of pixels containing Ng;pix plotted against Ng;pix. The
quoted error bars indicate the corresponding rms.
4.2.2 Radial proles of galaxies
To estimate the dependence of the contribution to Ar;SFD, or equivalently the amount
of the FIR emission, on galaxy r-band magnitudes, we stack the images at the location
of galaxies according to their r-band magnitudes. The results are plotted in Figure 4.7.
Thanks to the signicantly large number of the SDSS galaxies, those images are highly
circular, assuring that the signals do not originate from the Galactic foreground. All
the angular radii of the images are very similar to the expected smoothing length of
the SFD map (= 60:1 FWHM), and one may naively interpret that the central signal is
dominated by the contribution of single galaxies at the image centers. As we will show
below, however, this is not the case; in most cases the signal is rather dominated by the
contribution from the nearby galaxies due to galaxy spatial clustering. Qualitatively this
is understood from Figure 4.3 that shows the systematic increase of Ar;SFD as a function
of numbers of galaxies in the pixel whose size is much smaller than the overall smoothing
size of the SFD map.
To proceed more quantitatively, we attempt to model the radial prole of the stacked
images as follows. Denote the angular prole of a single galaxy with r-band magnitude
mr as 
s
g(;mr). Then the statistically averaged prole of the stacked images centered
at the galaxy is given by
totg (;mr) = 
s
g(;mr) + 
c
g(;mr) + C; (4.5)
where cg(;mr) denotes the clustering term corresponding to the contribution from the
nearby galaxies, and C represents the background level of the extinction. Naively, C is
1If we approximate the entire SDSS survey region, whose area is 7270deg2, as a square with the side
of  85deg, it contains the  2000  2000 pixels of the SFD map. Therefore, the number of random
images that are independent each other is Nrand  4 106, at most.
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expected to be independent of mr and computed from the PDF of the extinction P (A)
(see Figure 4.3) as
C = hAi  Ap
Ng
; (4.6)
where Ng is the number of stacked galaxy images, and the mean and rms are given by
hAi =
Z 1
0
AP (A)dA; (4.7)
2A =
Z 1
0
A2P (A)dA  hAi2: (4.8)
As we see below, however, this is not the case. Therefore we treat C as a free parameter
for each magnitude bin in the tting analysis described below. Figure 4.8 plots hAi with
quoted error-bars of A as a function of Ng;pix.
The clustering term is written as
cg(;mr) =
ZZ
dm0d' sg(  ';m0)wg(';m0;mr)
dNg(m
0)
dm0
; (4.9)
where wg(';m
0;mr) is the angular galaxy cross-correlation function between magnitudes
m0 and mr, and dNg(m0)=dm0 is the dierential galaxy number density.
Given the large smoothing length of the SFD map (60:1 FWHM), a single galaxy
prole is expected to be approximated by the circular Point Spread Function (PSF),
independently of its intrinsic prole. Thus we adopt the Gaussian PSF prole:
sg(;mr) = 
s0
g (mr) exp

  
2
22

; (4.10)
where  is the Gaussian width of the PSF. The Gaussian approximation of the PSF is
justied in Appendix A. Also we assume that the angular cross-correlation function is
given as
wg(';m
0;mr) = K(m0;mr)('='0) ; (4.11)
where the constants '0 and  are assumed to be independent of m
0 and mr. We adopt
 = 0:75 (Connolly et al., 2002; Scranton et al., 2002), which is valid for ' < 1. With
equations (4.10) and (4.11), equation (4.9) reduces to
cg(;mr) = 
c0
g (mr) exp

  
2
22

1F1

1  
2
; 1;
2
22

; (4.12)
where 1F1(; ; x) is the conuent hypergeometric function, and
c0g (mr) = 2
2

'0p
2

 

1  
2
Z
dm0s0g (m
0)K(m0;mr)
dNg(m
0)
dm0
: (4.13)
Equation (4.12) results in the extended tail due to the clustering term in addition to the
Gaussian tail of the single central galaxy. The latter is negligible at   , and the
observed tail of the prole around galaxies is basically dominated by the clustering term.
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Figure 4.9: Best-t values of the Gaussian PSF width, , in the case that  is treated
as a free parameter separately for dierent magnitudes. The error-bars computed from
400 jackknife resamplings. The dashed line indicates the error-weighted average of the all
magnitude bins.
The average radial proles of the stacked images centered at photometric galaxies
are plotted in Figure 4.10. Filled circles and triangles correspond to galaxies in the
dierent r-band magnitude ranges in Figure 4.7, and the quoted error-bars represent rms
in each circular bin of  = 00:66. The signal-to-noise ratio evaluated by equation (4.4) is
S=N = 23:6 for the brightest sample (15:5 < mr < 16:0), and S=N = 22:8 for the faintest
sample (20:0 < mr < 20:5).
We t the observed radial proles by equations (4.5), (4.10), and (4.12), treating s0g ,
c0g , and C as free tting parameters for each magnitude bin. The Gaussian width of PSF,
, is also an uncertain, since the SFD map is constructed after smoothing the IRAS data
in a complicated fashion. Therefore we determine the value of  by the radial prole tting
as follows. We rst perform the model-t to the observed prole treating  as another
free parameter separately for dierent magnitudes, (mr), in addition to 
s0
g , 
c0
g , and
C. The resulting best-t values of s0g and 
c0
g are shown in Figure 4.11. The results
return small negative values for s0g , in the cases of mr > 19:0. This would be simply
due to the fact the total signal is dominated by the clustering term; the unambiguous
extraction of the single galaxy contribution in those cases is dicult if we add another
degree of freedom in  for each magnitude bin. Figure 4.9 shows the best-t values and
the statistical errors of . In the case of mr < 19, the best-t values of  are indeed
almost independent of mr and  = 3
0:1 as expected from our model assumption. This
value of  = 30:1 is reasonable, given the resolution of the SFD map (20:59 in Gaussian
width) and the additional smoothing due to the 20:37 pixelization and our cloud-in-cell
interpolation. This is why we constrain  to be independent of mr and x as  = 3
0:1 in
the actual tting procedure below. We will discuss to what extent the result of the prole
t is aected by the xed value of  later.
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Figure 4.10: Radial proles of stacked galaxy images corresponding to Figure 4.7. Solid
curves indicate the best-t model of equation (4.5), (4.10), and (4.12).
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Figure 4.11: Best-t parameters characterizing the FIR emission of galaxies against their
r-band magnitude. Blue crosses, red triangles, and black circles indicate the best-t value
of s0g , 
c0
g , and 
s0
g +
c0
g , respectively, assuming  = 3
0:1 and  = 0:75. The same symbols
in cyan, magenta, and gray indicate the best-t values in the case that  is treated as a
free parameter separately for each magnitude bin.
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Figure 4.12: Ratio of the clustering term and the central galaxy contribution as a function
of the r-band magnitude of the central galaxy.
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Figure 4.13: Left panel; The background noise level C against the r-band magnitude of
the central galaxy. Black crosses indicate the results for all our sample and red ones
are restricted in the inner regions shown as yellow lines in Figure 4.1. Right panel; The
best-t values of s0g (cyan), 
c0
g (magenta), and 
s0
g +
c0
g (gray) for the restricted region.
The shaded regions indicate the best-t values for all our sample as the same as shown
in Figure 4.11.
The solid curves in Figure 4.10 indicate the best-t model of equations (4.5), (4.10),
and (4.12), where we treat s0g , 
c0
g , and C as the free parameters for each magnitude
bin. The best-t parameters for s0g (mr) and 
c0
g (mr) are plotted in Figure 4.11. The
statistical uncertainties of the best-t parameters are evaluated from the 400 subsamples of
the random jackknife resampling. The quoted error bars for each parameter are computed
by marginalizing the other parameters. Since we x the value of  = 30:1, the error bars
are smaller than those for the case that we treat  as a free parameter. Even at the central
position of the stacked images, the FIR signals are indeed dominated by the clustering
term cg rather than the single galaxy term (see Figure 4.12).
The tted values of the background oset term C are plotted against mr in the left
panel of Figure 4.13. Although our model assumes that C is independent of mr, it is
not the case at all; a systematic decrease of C against mr is clearly seen. We repeated
the same analysis by selecting those galaxies located in the inner contiguous regions
(160 <  < 220, 5 <  < 80; see Figure 4.1). The results are plotted in red crosses
after shifting 25 mmag, just for the ease of visual comparison. While the values of C
is sensitive to the region of the map and their dependence on mr is weaker in this case,
the best-t values for other quantities are hardly changed due to the particular choice of
subregions in the SFD map as shown in the right panel of Figure 4.13. We discuss the
possible origins of the systematic dependence of C on mr in Appendix B.
Incidentally the small value of C with respect to the general trend at 16:0 < mr < 16:5
is the reason why the corresponding prole in Figure 4.10 does not follow the systematic
trend of the other proles.
Figure 4.14 shows to what extent the results of the prole t are aected by the choice
of  and . Since the value of  is somewhat uncertain and also depends on magnitudes,mr
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Figure 4.14: Best-t parameters of the radial prole t by varying the values of  (upper
panels) and  (bottom panels). Left panels indicate the best-t values of s0g (squares),
c0g (triangles), and 
s0
g + 
c0
g (circles). Right panels indicate the best-t values of C.
The best-t values shown as lled (open) symbols for  = 0:65 (0:85) and  = 20:9 (30:3).
The shaded regions indicate the best-t value for all our sample as the same as shown in
Figure 4.11.
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Figure 4.15: Best-t parameters of the radial prole t for the analysis using restricted
sky area by ecliptic latitude as,  > 15

(lled symbols),  > 30

(open). Left panel
indicates the best-t values of s0g , 
c0
g , and 
s0
g + 
c0
g . Right panel shows the best-t
values of C, which are shifted by +6 and +12 mmag, just for the ease of visual comparison.
The shaded regions indicate the best-t value for all our sample as the same as shown in
Figure 4.11.
and m0r, we performed the same tting analysis by varying the value for 0:65 <  < 0:85,
which roughly covers the range of  for our sample magnitudes. The results are shown in
the upper panels of Figure 4.14, where the lled symbols show best-t values for  = 0:65,
and open symbols for  = 0:85. Although the best-t values of s0g (mr) are aected by
the choice of , especially for the faint magnitudes, the results for c0g (mr) hardly change.
Similarly, we repeat the tting analysis by varying  as  = 20:9 and 30:3, and the
resulting best-t parameters are shown in the bottom panels of Figure 4.14. The choice
of  aects the best-t values of both s0g (mr) and 
c0
g (mr), whereas the sum of those
values, s0g (mr) + 
c0
g (mr), is hardly changed. This result indicates that decomposing
the total signal into single and clustering terms certainly degenerates with , while the
clustering term still dominates the single term in both cases of  = 20:9 and 30:3.
We also examine the possible eects of the residual zodiacal light in the SFD map.
Figure 4.15 shows the results of the radial prole t using the data restricted by ecliptic
latitude as  > 15 (lled symbols) , and  > 30 (open). Although the best-t values
of s0g , 
c0
g are not signicantly aected, a closer look reveals that 
c0
g slightly increase
with ecliptic latitude, which may indicate that the residual of zodiacal light systematically
aects and dilutes the signal of the clustering term. The oset level C signicantly varies
by the choice of , but the systematic trend against mr still remains.
4.3 Implications
The tting results presented in the previous section are model-independent in a sense
that it does not assume any a priori relation between the r-band magnitude and the FIR
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emission of galaxies. Therefore, the empirical relation between the optical and FIR uxes
presented in Figure 4.11 would provide the method for correcting the SFD extinction for
FIR emission of galaxies, as we attempt in x5.7.
It is interesting to consider the underlying connection between the FIR emission and
r-band magnitude of galaxies on the basis of the present result. Consider a galaxy with
intensity prole I100m()[MJy/sr]. Then its contribution to the r-band extinction should
be
sg(;mr) =

Ar
E(B   V )

 p I100m(); (4.14)
where Ar=E(B   V ) and p are the conversion factors from the color excess E(B   V ) to
the r-band extinction and from 100m intensity to E(B V ), and are given as 2.751 and
0.0184, respectively. Integrating equation (4.14) over  assuming the Gaussian prole, we
obtain
22s0g (mr) =

Ar
E(B   V )

 p f100m [MJy]: (4.15)
Finally the 100m ux, f100m is translated to the 100m magnitude:
m100m =  2:5 log(f100m=3:63 10 3[MJy]); (4.16)
and equation (4.15) is rewritten in terms of mr as
s0g (mr) = 36:0 10 0:4m100m

30:1

2
: (4.17)
Since those magnitudes, mr and m100m, should correspond to the same galaxy, their
dierence is equivalent to the ratio of their absolute luminosities, L100m=Lr. Thus es-
timated ratios are plotted in Figure 4.16. The fact that the ratio for a single galaxy is
approximately constant indicates that the statistically averaged ratio of FIR and optical
luminosities of galaxies are independent of the r-band magnitude, which is very reason-
able. For comparison, we plot the ratio for adding the clustering term in FIR. In this
case the integration of cg(;mr) over  does not converge because our assumed value of
(= 0:75) is valid only for angular separation less than 1. Thus we evaluate the ux sim-
ply by multiplying 22 as in the case of the Gaussian prole. Therefore L100m includes
the contribution of other galaxies, but the total amplitude is subject to change depending
on the more accurate prole at larger angular scales. The total ratio follows a clear single
power-law and we believe that the wiggles of the ratio for single galaxies is not real but
comes from the diculty in separate the single galaxy contribution from the total signal
as mentioned at the end of the previous section.
The relation between FIR and optical luminosities of galaxies can be directly probed
from the sample of galaxies overlapped in the SDSS and PSCz (IRAS Point Source Catalog
Redshift Survey; Saunders et al., 2000). Yahata (2007) constructed the PSCz/SDSS
overlapped sample, selecting the brightest SDSS galaxy locating within 2 arcmin from each
PSCz galaxy as its counterpart. In this procedure, they found SDSS optical counterpart
for  95% of the PSCz galaxies that are located in the SDSS survey region, and the
resulting sample consists of 3304 galaxies in total. For this overlapped sample, we apply
the K-correction based on the \K-corrections calculator" service (Chilingarian, Melchior,
& Zolotukhin , 2010) for r-band, and extrapolate the FIR spectral energy densities using
second-order polynomials determined from 25, 60 m ux for 100 m (Takeuchi et al.,
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Figure 4.16: Ratio of FIR and r-band luminosities as a function of the r-band magnitude
of the central galaxy. Crosses indicate the ratio for single galaxy term, while circles include
the clustering term as well.
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Figure 4.17: Relation between L100m and Lr for the IRAS/SDSS overlapped galaxies.
The solid and dashed lines indicate L100m=Lr = 20, and 50, respectively.
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2003). Figure 4.17 is a scatter plot of L100m (PSCz) and Lr (SDSS) for the PSCz{
SDSS overlapped sample of galaxies. Figure 4.17 indicates an approximate linear relation
between L100m and Lr albeit with considerable scatters. The solid lines correspond
to L100m=Lr = 20 and 50 for reference. Thus the approximate linear relation implied
from Figure 4.16 is largely consistent with Figure 4.17 since the IRAS galaxies may be
preferentially biased toward the FIR brighter ones than average. In turn, this conrms
that our interpretation that sg represents the contribution of a single galaxy.
4.4 Stacking analysis of SDSS DR6 quasars
Yahata et al. (2007) did not nd any denite anomaly between the quasar surface densities
and ASFD beyond the statistical errors. Nevertheless it is interesting to repeat the stacking
analysis to SDSS quasar sample as well. Indeed as we show below, we found that a weaker
but similar pattern of the enhanced extinction around stacked quasar images.
For this purpose, we use the SDSS DR6 photometric quasar sample (Richards et al.,
2009a,b). The analysis method is basically identical to that performed in subsection 4.2.2
except that we have to use the larger magnitude bins (mr = 1:0) due to the limited
number of the quasars as well as the weaker signature of the eect. The stacked images
are plotted in Figure 4.18. As in the case of galaxies, we t the radial prole to equations
(4.5), (4.10), and (4.12) assuming that  is independent of mr. We nd the best-t value
of  = 30:13, which is similar to that for galaxy radial prole. The radial proles and the
best-t curves are plotted in Figure 4.19. The signal-to-noise ratio evaluated by equation
(4.4) are S=N = 1:5; 3:4; 5:0; 3:8; and 3:2, for the brightest to the faintest magnitude
sample.
Unlike galaxies, the proles are not completely circular, and also the best-t parame-
ters do not exhibit regular behavior as a function of mr. Part of the behavior may be due
to the contamination of non-quasars objects in the photometric quasar sample. Therefore
it would be better to repeat the analysis for the spectroscopic quasar sample, which we
plan to do in due course. Nevertheless the results indicate a clear signal around the center
of all the stacked images. If we look at Figure 3.7 carefully, a very weak anomaly may
be recognized for photometric quasars as well. This would be consistent with our current
nding of the FIR emission around those quasars in the SFD map.
It is interesting to ask if the detected FIR emission around quasars originated from (1)
quasars themselves, (2) their host galaxies, (3) neighbor galaxies due to the quasar-galaxy
and/or quasar host galaxy-galaxy correlation, and/or (4) some other eects (lensing, for
instance). Observational studies of quasar V-band luminosity Mq and that of the host
galaxy Mg imply a very weak correlation, at most, with signicant scatters. Typically a
quasar is one or two magnitudes brighter than its host galaxy (Hamilton, Casertano, &
Turnshek, 2008; Letawe, Letawe, & Magain, 2010). Given those combined with the results
for galaxies discussed in x4.3, the signal may be ascribed to the possibility (3). Recent
high resolution diuse FIR data by AKARI (Murakami et al., 2007), WISE (Wright et al.,
2010), etc., will enable us to further investigate the quasar-galaxy correlation in FIR with
higher statistical signicance.
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Figure 4.18: Stacked images of the SFD map for 400  400 centered at SDSS quasars
of dierent r-band magnitudes (mr = 15:5  20:5 mag) in 1.0 magnitude bin. The
magnitude range and the number of quasars in the range are denoted in each panel.
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Figure 4.19: Radial proles of stacked quasar images corresponding to Fig. 4.18. Solid
curves indicate the best-t model of equation (4.5), (4.10), and (4.12).
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Figure 4.20: Best-t parameters characterizing the FIR emission of quasars against their
r-band magnitude.
 16  18  20
0.1
1.0
10.0
100.0
mr [mag]
Σ q
c0
(m
r) /
 Σ q
s0
(m
r)
Figure 4.21: Ratio of the clustering term and the central quasar contribution as a function
of the r-band magnitude of the central quasar.
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Figure 4.22: Ar as a function of r-band magnitude of the central galaxy. Crosses indicate
the single galaxy term, while circles include the clustering term as well.
4.5 Summary
We have detected the small but systematic contamination in the SFD Galactic extinction
map due to FIR emission from galaxies. This result conrms the hypothesis of FIR
contamination rst suggested by Yahata et al. (2007). The amount of the contamination
of the order of mmag is very small and may be negligible for most astronomical purposes.
Nevertheless, the contamination is intrinsically correlated with the large-scale structure
of the universe traced by galaxies, and therefore should be kept in mind in precision
cosmological measurements.
The major result in this Chapter is that a galaxy of r-band magnitude mr has an
additional contribution to the SFD Galactic extinction by an amount of
Ar(mr) = (0:096 0:008) 10(0:360:02)(18 mr) [mmag]; (4.18)
due to the FIR emission from itself (single term), and
Ar(mr) = (0:64 0:01) 10(0:1670:005)(18 mr) [mmag]; (4.19)
including the contribution from nearby galaxies (clustering term: Figure 4.22). Note
that since the SFD determination of conversion factor p has statistical and systematic
uncertainties of approximately 8%, equation (4.18) and (4.19) would have the similar
level of uncertainties.
The detection of the FIR emission of galaxies is the direct evidence of the FIR con-
tamination in the SFD map, and qualitatively consistent with the hypothesis proposed by
Yahata et al. (2007) as the origin of the anomaly in the SFD map. This empirical relation
provides the model-independent constraints on the amount of FIR contamination in the
SFD map, which is confronted to the observed anomaly in the surface number densities
of galaxies in the next Chapter.

Chapter 5
Modeling the anomaly of the SFD
map on the contamination of galaxy
FIR emission
In the previous chapter, we detected and measured the FIR emission of galaxies contam-
inated in the SFD map, which is of the order of 0:1 to 1 mmag in r-band extinction.
Our next task is to ask if the detected amount of the FIR emission of galaxies properly
accounts for the observed anomaly in the surface number density of SDSS galaxies.
For that purpose, we rst repeat the surface number density analysis of galaxies using
the SDSS DR7 data set. Next we construct an analytic method to compute the surface
density of galaxies taking account of the contamination of their FIR emission. Then
we consider the required amount of FIR emission of galaxies to reproduce the observed
anomaly, which can be directly compared to that measured by the stacking analysis. We
also present our attempts to correct the SFD map for the FIR contamination.
5.1 The Sloan Digital Sky Survey DR7
In the following number count analysis, we use the photometric galaxy sample from SDSS
DR7, selected according to each ve passband of SDSS; u; g; r; i; and z. Following Yahata
et al. (2007), we impose a magnitude range as 17:5 < mr < 19:4 for r-band, which is more
conservative than that adopted in the previous Chapter.
Figure 5.1 shows the dierential number counts of SDSS galaxies as a function of mx
for each bandpass. The faint-end threshold of our r-band selected sample, mr = 19:4,
is  2 mag brighter than the turnover of the dierential number count. We similarly
determine the faint-end of magnitude range for the other bandpasses as 2 mag brighter
than the turnover magnitude. We conrmed that shifting the upper or lower limits by
1:0mag does not signicantly change our conclusions below. We adopt the same value
of upper/lower limits for both extinction-uncorrected and corrected magnitudes.
We adopt the same criteria for the sky area (x4.1.1) and the photometry ags (x4.1.2)
as in the previous Chapter. We summarize the magnitude range and the number of
galaxies with and without photometry ag selection for each bandpass in Table 5.1.
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Figure 5.1: Dierential number counts of the photometric galaxy sample as functions of
extinction uncorrected magnitudes for each band (solid lines). The vertical dashed lines
indicate the magnitude ranges within which we use for the analysis.
Table 5.1: The magnitude range and the number of SDSS galaxies for each bandpass. The
third column shows the number of all SDSS galaxies within the magnitude range. The
fourth column shows the number of the galaxies after photometry ag selection described
in x4.1.2, which are used in our measurement in x5.2. The numbers of galaxies are counted
without extinction correction.
bandpass magnitude range # of galaxies # of galaxies rejection rate
(w/o ag selection) (w/ ag selection)
u 18:3 < mu < 20:2 1200586 633319 0.472
g 18:0 < mg < 20:4 4891030 3428064 0.299
r 17:5 < mr < 19:4 4347881 3205638 0.263
i 17:0 < mi < 18:9 4450724 3140684 0.295
z 16:8 < mz < 18:3 2984104 2136639 0.284
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Figure 5.2: Photometric survey area of the SDSS DR7 in Galactic coordinates (left panel),
and the cumulative distribution of the area as a function of Ar;SFD (right panel). The left
panel is color-coded according to the value of Ar;SFD. The thick lines in the both panels
indicate Ar;SFD = 0:1mag, corresponding to 74 % of the entire survey. The thin lines
correspond to each bin of 84 subregions color-coded as the same as the left panel.
5.2 Surface number densities of SDSS DR7 photo-
metric galaxies
5.2.1 Methodology
In this section, we extend the previous analysis of Yahata et al. (2007), and re-examine
the anomaly in the surface number density of galaxies using the SDSS DR7 photometric
galaxies, instead of DR4. The left panel of Figure 5.2 plots the sky area of the SDSS DR7
that is employed in our analysis, where the color scale indicates the value of the r-band
extinction provided by SFD, Ar;SFD.
Since most of the increased survey area of DR7 relative to DR4 corresponds to regions
with Ar;SFD < 0:1mag, we can study the anomaly in such low-extinction regions discovered
by Yahata et al. (2007) with higher statistical signicance.
We rst divide the entire sky area of the SDSS DR7 (right panel of Figure 5.2) into
84 subregions according to the value of Ar;SFD. Each subregion is chosen so as to have an
approximately same area ( 100deg2), and consists of spatially separated (disjoint) small
patches over the sky. (Figure 5.3 illustrates the example of disjoint subregions in the case
that the entire sky area is divided into three.) The right panel of Figure 5.2 shows the
cumulative area fraction of the sky as a function of Ar;SFD. Note that approximately 74
% of the entire sky corresponds to Ar;SFD < 0:1mag, in which we are interested.
Next we count the number of galaxies with the specied range of magnitudes in each
subregion, and obtain their surface number densities as a function of the extinction. Since
the spatial distribution of galaxies is expected to be homogeneous when averaged over a
suciently large area, the surface number densities of galaxies should be constant, and
should not correlate with the extinction. In other words, any systematic trend with
respect to Ar;SFD should indicate to a problem of the SFD map.
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Figure 5.3: Examples of disjoint subregions in the case that all the SDSS sky area is
divided into three subregions. Left, center, and right panel correspond to the subregions
where Ar;SFD < 0:05, 0:05 < Ar;SFD < 0:1, and 0:1 < Ar;SFD, respectively.
5.2.2 Results
Figure 5.5 shows the surface number densities of galaxies, Sgal, in the 84 subregions for the
ve passbands. The red lled circles indicate Sgal uncorrected for dust extinction, while
the blue lled triangles are the results after extinction correction using the SFD map. Note
that the surface number densities of galaxies in dierent passpands are plotted against
their corresponding r-band extinction, Ar;SFD.
Following Yahata et al. (2007) again, we estimate the statistical error of the surface
number density, 2S, as follows:
2S
S2
=
1
N
+
1

2
Z


Z


w(12)d
1d
2; (5.1)
where N and S denote the number and the surface number density of the galaxies in
the subregion of area 
, and w(12) is the angular correlation function of galaxies with
12 being the angular separation between two solid angle elements, d
1 and d
2. The
rst term in equation (5.1) denotes the Poisson noise, while the second term comes from
galaxy clustering.
For deniteness, we adopt the double power-law model (Scranton et al., 2002; Fukugita
et al., 2004) for w(12):
w(12) =
(
0:008(12=deg)
 0:75 (12  1deg)
0:008(12=deg)
 2:1 (12 > 1deg):
(5.2)
Strictly speaking, the integration in the second term of equation (5.1) should be performed
over a complex and disjoint shape of each subregion. For simplicity, however, we substitute
the integration over a circular region whose area is equal to that of the actual subregion.
Although this approximation may overestimate the true error, it does not aect our
conclusion at all. Figure 5.4 shows the fractional error, S=S, computed from equation
(5.1) and (5.2) as a function of 
, where we adopted S = 500 deg 2. For the typical
value of 
  100deg2, the second term is larger by two orders of magnitude than the rst
Poisson-noise term.
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Figure 5.4: Fractional error of the surface number densities computed from equation (5.1)
and (5.2), assuming S = 500deg2 (solid line). Dott-dashed and dashed lines indicate
the contributions of the rst term (Poisson noise) and the second term (galaxy angular
clustering) of equation (5.1).
Figure 5.5 suggests that the SFD correction works well in relatively high-extinction
regions, i.e., Ar;SFD > 0:1; before corrected for extinction, the surface number density of
galaxy, Sgal, monotonically decreases against Ar;SFD as naturally expected. It becomes
roughly constant within the statistical error after extinction correction.
In low-extinction regions (Ar;SFD < 0:1), however, the uncorrected Sgal increases with
Ar;SFD, which is opposite to the behavior expected from the Galactic dust extinction.
The anomalous positive correlation between surface number densities and extinction is
even more enhanced after the extinction correction. Apart from the slight quantitative
dierences, these results are consistent with the trend discovered for the SDSS DR4 by
Yahata et al. (2007), especially for the positive correlations in Ar;SFD < 0:1.
In what follows, we examine to what extent the FIR emission of galaxies detected by
the stacking analysis (Chapter 4) accounts for the observed anomaly that we described
here. Hereafter, we consider the surface number density of the galaxies measured in r-
band alone, simply because it is the central SDSS passband, and the result is equally
applicable to the other passbands.
5.3 Mock numerical simulation to compute the FIR
contamination eect of galaxies on the extinction
map
In this section, we present the results of mock numerical simulations that take into account
the eect of the FIR emission of mock galaxies in a fairly straightforward manner. First
we randomly place mock galaxies over the SDSS DR7 sky area so that they have the same
number density and the same r-band magnitude distribution of the SDSS DR7 sample.
Next, we assign a 100m ux to each mock galaxy according to the probability distribution
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Figure 5.5: Surface number densities of the SDSS DR7 photometric galaxy sample corre-
sponding to Figure 5.1, against Ar;SFD. The circles/triangles indicates the surface number
densities calculated with extinction un-corrected/corrected magnitudes, respectively. The
statistical errors are calculated from equation (5.1). The horizontal axis is the mean of
Ar;SFD over the galaxies in each subregion.
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Figure 5.6: Left panel; Relation between 100mL100m and rLr for the PSCz/SDSS over-
lapped galaxies. Right panel same as the left panel, but for the mock particles generated
based on r-band luminosity function (equation 5.7), the log-normal PDF of y adopting
the parameters in equation (5.13), and the ux cut f100m < 1:0Jy.
function discussed in x5.3.1. We sum up the 100m uxes of the mock galaxies over the
raw SFD map that is assumed to be not contaminated by the FIR emission of mock
galaxies, and construct a contaminated mock extinction map. Finally, we compute the
surface number densities of mock galaxies exactly as we did for the real galaxy sample.
Further details are described below.
5.3.1 Empirical correlation between 100m and r-band lumi-
nosities of PSCz/SDSS galaxies
In order to assign 100m emission to each mock galaxy with a given r-band magnitude, we
need an empirical relation between the two luminosities, L100m and Lr. For that purpose,
we use the sample of 3304 galaxies that are detected both in SDSS and PSCz (Yahata,
2007, See x4.3 for more details). Note, however, that the sample is biased towards the
FIR luminous galaxies since SDSS optical magnitude-limit is signicantly deeper than
that of PSCz galaxies.
The left panel of Figure 5.6 shows the relation between 100mL100m (PSCz) and rLr
(SDSS) of the PSCz/SDSS overlapped sample. The resulting scatter plot indicates that
L100m and Lr are approximately proportional, albeit with considerable scatter. So we
compute the probability distribution function (PDF) of the luminosity ratio,
y  100mL100m
rLr
; (5.3)
for the sample (solid histogram in Figure 5.7), and nd that the PDF is reasonably well
described by a log-normal distribution:
Pratio(y)dy =
1
y ln 10
p
22
exp

 (log10 y   )
2
22

dy; (5.4)
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Figure 5.7: The probability distribution function of L100m=Lr; the PSCz/SDSS over-
lapped sample (histogram), the best-t log-normal function (black solid curve), ux-
limited mock galaxies (red dashed histogram), and the best-t log-normal function esti-
mated for the entire SDSS galaxies (blue dot dashed curve).
where  = 0:393 and  = 0:428 are the mean and dispersion of log10 y (solid curve in
Figure 5.7).
Since the PSCz/SDSS overlapped sample is a biased sample in a sense that these
galaxies are selected towards the FIR luminous galaxies, the above log-normal distribu-
tion is not necessarily applicable for the entire SDSS galaxies. Therefore we assume the
FIR-optical luminosity ratio of the entire SDSS galaxies also follows a log-normal distri-
bution, and estimate the values of  and  for the entire sample by considering the PSCz
detection limit. Although the ux limit of PSCz is dened through f60m > 0:6Jy, we
roughly estimate the corresponding eective ux limit at 100m is f100m > 1:0Jy from
the distribution of f100m for the PSCz/SDSS galaxies (Left-panel of Figure 5.6).
Armed with these assumptions, the number of the galaxies that are detected by this
ux cut and have the luminosity between Lr  Lr + dLr and L100m  L100m + dL100m
is calculated as,
Nobs(Lr; L100m)dLrdL100m
=

s
4
 Z 1
0
dz
dV (< z)
dz
(L100m; z)(Lr)P (L100mjLr;; )

dLrdL100m; (5.5)
where 
s is the solid angle of the PSCz/SDSS overlapped survey area, and V (< z) denotes
the co-moving volume up to redshift z. The step function (L100m; z) describes the ux
cut of PSCz:
(L100m; z) =
(
1 (L100m=4d
2
L(z) > 1:0Jy)
0 (else);
(5.6)
where dL(z) is the luminosity distance at redshift z.
We adopt the double-Schechter luminosity function in r-band measured from the SDSS
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Figure 5.8: Luminosity function (LF) of galaxies at 100m and r-band. Solid line is
100m LF directly measured from the PSCz data (Serjeant & Harrison, 2005), while
dashed line shows our estimate of 100m LF based on equation (5.9) with the best-t ,
 and r-band LF (Blanton et al., 2005b, blue dotted line).
DR2 data (Blanton et al., 2005b) for (Lr):
(Lr)dLr =
dLr
Lr;
exp

  Lr
Lr;

;1

Lr
Lr;
1
+ ;2

Lr
Lr;
2
: (5.7)
The conditional probability density function of L100m for given Lr is assumed to be
log-normal:
P (L100mjLr;; )dL100m = 1
ln 10
p
22
exp

  [log(100mL100m=rLr)  ]
2
22

dL100m
L100m
= yPratio(y;; )
dL100m
L100m
: (5.8)
We use equation (5.5) to nd the best-t  and  in equation (5.8) for the entire SDSS
galaxies that reproduce the observed distribution of the PSCz/SDSS overlapped sample.
The resulting values are  =  0:662 and  = 0:559 as plotted in blue dot-dashed line in
Figure 5.7. This result indicates that the mean value of y of the PSCz/SDSS overlapped
sample is biased by an order of magnitude relative to that for the entire galaxies; see
equation (5.12) and (5.13).
Adopting now the best-t log-normal distribution, the luminosity function at 100m
is calculated as
(L100m) =
Z 1
0
dLr(Lr)P (L100mjLr;; ): (5.9)
As plotted in Figure 5.8, the above best-t indeed agrees well with the luminosity function
independently measured from the PSCz data (Serjeant & Harrison, 2005).
In order to make sure if the above FIR log-normal PDF combined with the FIR
ux cut reproduces the left panel of Figure 5.6, we generate particles and assign z, Lr,
and L100m following the redshift distribution dV (< z), and equations (5.7) and (5.8).
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Then we exclude those particles with f100m < 1:0Jy to mimic the ux cut. The right
panel of Figure 5.6 and the dashed histogram in Figure 5.7 show the resulting luminosity
distribution and the PDF of y for those particles. Although not perfect, the mock particles
reproduce the observed distribution reasonably well. We suspect that the discrepancy
between the observed data and the mock simulation is mainly due to the limitation of our
log-normal approximation neglecting the dependence of the ratio L100m=L60m on L100m.
For simplicity of the procedure, however, we adopt the best-t log-normal distribution
as the ducial model of the 100 m ux of the SDSS galaxies in what follows. In doing
so, we parametrize the distribution by yavg and yrms instead of  and :
yavg = e
 ln 10+( ln 10)2=2; (5.10)
yrms = e
 ln 10+( ln 10)2=2
p
e( ln 10)2   1; (5.11)
since the anomaly is basically determined by yavg as will be shown in Figure 5.11 below.
For deniteness, the PSCz/SDSS overlapped sample is characterized by
 = 0:393;  = 0:428; yavg = 4:015; yrms = 5:143; (5.12)
while the entire SDSS sample is estimated to have
 =  0:662;  = 0:559; yavg = 0:499; yrms = 1:026: (5.13)
5.3.2 Simulations
Now we are in a position to present our mock simulations that exhibit the eect of the
FIR contamination of galaxies. In this subsection, we neglect the spatial clustering of
galaxies and consider the case for Poisson distributed mock galaxies. The eect of spatial
clustering of galaxies will be discussed separately in x5.6.1. Our mock simulations are
performed as follows.
1. We distribute random particles as mock galaxies over the SDSS DR7 survey area.
The number of the particles is adjusted so as to approximately match that of the
SDSS photometric galaxies.
2. We assign an intrinsic apparent magnitude in r-band to each mock galaxy so that
the resulting magnitude distribution reproduces that of the SDSS galaxies (Figure
5.1).
3. Assign 100m ux to each mock galaxy adopting the log-normal PDF for the 100m-
to-r-band ux ratio, y. The PDF is characterized by yavg and yrms.
4. We convolve the 100m uxes of the mock galaxies with a FWHM = 50:2 Gaus-
sian lter, so as to mimic the SFD resolution, FWHM = 60:1 (see also Appendix
C). Those mock galaxies with 100 m ux being larger than 1:0Jy are excluded,
since SFD individually subtracted the 100m emission of those bright galaxies. We
include only the contribution of the mock galaxies with 17:5 < mr < 19:4 so as
to be consistent with our analysis in x5.2.2. We note, however, that in reality the
FIR contamination would be likely contributed by galaxies outside the magnitude
range (not only SDSS galaxies but non-SDSS galaxies that do not satisfy the SDSS
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selection criteria). Therefore the current mock simulation should be interpreted to
see the extent to which the SDSS galaxies in that magnitude range alone account
for the observed anomaly in their surface number density.
5. We superimpose the 100m intensity of the mock galaxies on a true extinction map
and construct a contaminated extinction map after subtracting the background (i.e.,
mean) level of the mock galaxy emission. In what follows, the resulting extinction
with mock galaxy contaminated is denoted as A0r.
6. Finally, we calculate Smock, surface number densities of mock galaxies whose cor-
rected/uncorrected magnitudes lie between 17.5 and 19.4 mag, repeating the same
procedure discussed in x5.2, but using A0r instead.
Note that our mock analysis uses the SFD map as the true extinction map without
being contaminated by FIR emission of mock galaxies. Of course, the SFD map is con-
taminated by FIR emission from real galaxies, and thus cannot be regarded as a true
extinction map for them. Nevertheless the contamination of real galaxies should not be
correlated at all with the mock galaxies. This is why the SFD map can be used as the
true extinction map for the current simulation.
The observed magnitude of each mock galaxy, i.e., aected by the Galactic dust ab-
sorption alone, is calculated from the true, in the present case the SFD map, but the
extinction correction is done using A0r. Note that the dierence between the true map
and the contaminated map aects the value of extinction of regions where mock galaxies
are located. Therefore, surface number densities of mock galaxies before the extinction
correction are also inuenced by the FIR contamination.
Figure 5.9 shows the surface number densities of mock galaxies as a function of A0r.
Here we adopt yavg = 0:499 and yrms = 1:026, i.e., equation (5.13) which are estimated
for the entire SDSS galaxy sample. The quoted error bars in the panel reect the Poisson
noise alone. The results exhibit a similar, but signicantly weak correlation with Ar;SFD
at Ar;SFD < 0:1 compared to the observed one (Fig.5.5), especially for the extinction-
uncorrected surface densities.
Figure 5.10 would help us to understand the origin of the anomaly intuitively. (In this
plot, we have adopted yavg = 10 and yrms = 5 just to clearly visualize the trends discussed
in the following.) The dashed line indicates the dierential distribution of the sky area as
a function of Ar;SFD, 
(Ar;SFD), which corresponds to the derivative of the left panel of
Figure 5.2. The black solid line shows the same distribution, but as a function of A0r. The
resulting 
0(A0r) slightly diers from 
(Ar;SFD) due to the FIR contamination of mock
galaxies.
The blue and red solid lines in Figure 5.10 show the dierential number counts of
galaxies, N 0gal;uncorr and N
0
gal;corr, as a function of A
0
r calculated from magnitudes uncor-
rected/corrected for extinction with A0r. The shapes of N
0
gal;uncorr and N
0
gal;corr are slightly
shifted towards the right relative to 
0(A0r), because the pixels with more galaxies suer
from the larger contamination and thus have larger values of A0r.
Although the amount of this shift is quite small on average, the dierences between 
0
and the dierential number counts for the same A0r become larger in low-extinction regions
because 
0 is a rapidly increasing function of A0r. Therefore the surface number densities,
N 0gal;uncorr or N
0
gal;corr divided by 

0, drastically change especially in low-extinction regions.
In other words, the correlation between the surface number densities and A0r is signicantly
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Figure 5.9: The surface number densities of the randomly distributed mock galaxies with
assigned magnitude of 17:5 < mr < 19:4. The symbols are the same as in Figure 5.5.
The values of yavg and yrms estimated for the entire SDSS galaxies are adopted, instead
of those for the PSCz/SDSS overlapped sample. The error bars reect the Poisson noise
alone.
enhanced due to the nature of the SDSS sky area and the SFD map. This also implies
that the shape of the anomaly in Sgal is basically determined by the functional form of

(< A).
We also investigate how this result is aected by the 100m emission of galaxies outside
the magnitude range. We incorporate the 100m ux of mock galaxies within a wider
magnitude range (15:0 < mr < 21:0), but the result is almost indistinguishable. This
is mainly because that the additional contamination is not directly correlated with the
surface number densities that we measure, partly because we neglect spatial clustering of
galaxies. Therefore it aects only as the statistical noise in the extinction map, and does
not contribute to the systematic correlation.
Finally we examine the dependence of the surface number densities on the parameters
of yavg and yrms for log-normal PDF of y (Fig. 5.11). The results indicate stronger
correlations for larger yavg, but turn out to be relatively insensitive to yrms. This is why
we choose yavg and yrms, instead of  and , to parametrize the log-normal PDF. A closer
look reveals that larger yrms shows slightly weaker anomaly, since a larger fraction of the
mock galaxies are brighter than the IRAS/PSCz ux limit and does not contribute to
FIR contamination. This eect of ux limit becomes critical for very large yavg and yrms,
as we will see in x5.5.1.
As seen above, the mock result adopting equation (5.13) estimated for the entire SDSS
galaxies (Fig 5.9) indicates disagreement with the observed anomaly (Fig 5.5). This result
may appear to imply that the hypothesis of galaxy FIR contamination fails to explain
the observed anomaly. This is, however, not the case because we have neglected spatial
clustering of galaxies. The previous parameters for the entire SDSS are estimated from
the contribution of each single galaxy itself, but in the presence of galaxy clustering, the
FIR emission associated with that galaxies can be signicantly enhanced by the neighbor
galaxies. In fact, the stacking analysis in the previous Chapter revealed that the FIR
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Figure 5.10: The distribution of sky area and mock galaxies. The dashed line is the
distribution of sky area as a function of true extinction, A, and the solid black line is
calculated as a function of contaminated extinction, A+A. The red (blue) line indicates
the distribution of number of galaxies as a function of contaminated extinction, A+A,
with uncorrected (corrected) using the contaminated extinction. The distributions of
number of galaxies are divided by the average surface number density, therefore surface
number densities are equal to the average at the points where the distribution of sky
area and number of galaxies cross. We have adopted yavg = 10 and yrms = 5 for clear
visualization of the dierences between each lines.
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emission of neighbor galaxies dominate the central galaxy even by an order of magnitude.
Therefore, we should adopt yavg and yrms that represent the total contribution both for
each single galaxy and clustering neighbor galaxies, in order to reproduce the observed
anomaly by our Poisson mock simulation.
In principle, we can probe such FIR uxes from the comparison between mock simu-
lations and observations, but the simulations are very time-consuming. Thus we develop
an analytic model that reproduces the mock results in the next section.
5.4 Analytic model of the FIR contamination
In this section, we develop an analytic model that describes the anomaly of surface number
densities of galaxies due to their FIR emission. The reliability of the analytic model is
checked against the result of the numerical simulations presented in the previous section.
We present a brief outline in the next subsection, and the details are described in Appendix
D.
5.4.1 Outline
Let A dene the true Galactic extinction, not contaminated by the galaxy emissions. We
denote the sky area whose value of the true extinction is between A and A+dA by 
(A)dA,
and the number of galaxies that are located in the area 
(A)dA by Ngal(A)dA. Since there
is no spatial correlation between galaxies and the Galactic dust, the corresponding surface
number densities of the galaxies as a function of A:
S(A)  Ngal(A)

(A)
(5.14)
should be independent of A and constant within the statistical error.
If the FIR emission from galaxies contaminates the true extinction, however, the above
quantities should depend on the contaminated extinction, A0, which are dened as 
0(A0)
and N 0gal(A
0), respectively. Thus the observed surface number densities, S 0(A0), should be
S 0(A0) =
N 0gal(A
0)

0(A0)
: (5.15)
The essence of our analytic model is how to compute the expected 
0(A0) and N 0gal(A
0)
under the presence of the FIR contamination of galaxies, which are distorted from the
given true 
(A) and Ngal(A).
Due to its angular resolution, the FIR emission of multiple galaxies contaminate to
the extinction in the SFD map at a given position. Thus we need to sum up the FIR
emission contribution of those galaxies located within the angular resolution scale:
A0 = A+A; (5.16)
where the additional extinction, A, is computed by summing up the contribution of the
i-th galaxies (i = 1  N) located in the pixel:
A =
NX
i=1
Ai: (5.17)
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Figure 5.11: The results of the mock simulations with Poisson distributed sample for
various parameters of the log-normal PDF of y. The symbols indicate the results of
the simulation for the mock Poisson sample, the same as Figure 5.9. The error bars
reect the Poisson noise alone. The cyan and pink lines indicate the analytic model
prediction from equations (5.18) and (5.19) in x5.4. The lines and symbols are the same
as Figure 5.9. The goodness of agreement between Poisson mock simulation and analytic
model are evaluated by reduced 2 for extinction un-corrected/corrected one, where only
Poisson noise is considered. For all panels, the same average surface number density,
S = 480deg 2, is assumed and shown as gray dashed lines.
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In order to perform the summation analytically, we need a joint probability distribution
function, Pjoint(A;N), corresponding to the situation where there are N galaxies in a
pixel of the dust map, and the total contribution of those galaxies is A. In Appendix D,
we present a prescription to compute Pjoint(A;N), and provide the integral expressions
for 
0(A0) and N 0gal(A
0).
5.4.2 Application of the analytic model
The analytic expressions for 
0(A0), N 0gal;corr(A
0) and N 0gal;uncorr(A
0) are given in equations
(D.8), (D.19) and (D.20) in Appendix D. Thus one can compute the surface number
densities for the i-th subregion of the extinction between A0i and A
0
i+1 as
S 0corr;i =
R A0i+1
A0i
N 0gal;corr(A
0)dA0R A0i+1
A0i

0(A0)dA0
; (5.18)
S 0uncorr;i =
R A0i+1
A0i
N 0gal;uncorr(A
0)dA0R A0i+1
A0i

0(A0)dA0
; (5.19)
where S 0corr and S
0
uncorr are the extinction-corrected and uncorrected surface number den-
sities, respectively. The solid lines in Figure 5.11 show the surface number densities
calculated from equations (5.18) and (5.19) adopting 9 parameter sets of yavg and yrms.
The horizontal axis, an average extinction in each subregion, is calculated as
A0corr;i =
R A0i+1
A0i
A0N 0gal;corr(A
0)dA0R A0i+1
A0i
N 0gal;corr(A0)dA0
; (5.20)
A0uncorr;i =
R A0i+1
A0i
A0N 0gal;uncorr(A
0)dA0R A0i+1
A0i
N 0gal;uncorr(A0)dA0
: (5.21)
Figure 5.11 clearly indicates that the analytic predictions and the simulation results
are in good agreement. Strictly speaking, the agreement is not perfect in a sense that the
reduced 2 is as large as  3.5 for the worst cases, when only the Poisson noise is consid-
ered. The statistical errors for the observed SDSS surface number densities (Figure 5.5),
however, includes the variance due to spatial clustering and are larger than the Poisson
noise by an order of magnitude. Thus the discrepancy between the mock simulation and
the analytic model is negligible for the parameter-t analysis to the observational result
in the following section.
5.5 Comparison of FIR contamination with the ob-
served anomaly
Given the success of the analytic model described above, we compare the model prediction
with the observed SFD anomaly. Our discussion in this section is organized as follows.
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(1) We attempt to nd the optimal values of yavg and yrms by tting the analytic model
prediction to the observed anomaly. It turns out that the observed anomaly is reproduced
fairly well with a relatively wide range of yavg and yrms as long as yavg is larger than  4.
(2) This value should be compared with with the empirical, and thus model-independent,
result yavg  2:8 obtained from the stacking analysis in Chapter 5. The fact that the rough
agreement of the two independent estimates for the average FIR to r-band uxes is inter-
preted as a supporting evidence for our FIR explanation of the observed SFD anomaly.
(3) Finally, we attempt to reproduce the FIR ux of SDSS galaxies required above
within our framework of the simplied modeling for FIR-to-optical relation. This estimate
qualitatively explains the result (2), but not quantitatively. We suspect that this is due
to the limitation of our FIR assignment model for galaxies, and not the basic aw of the
FIR explanation for the SFD anomaly. Namely, given the fact that the stacking analysis
already indicates the barely required value for yavg, we have to rene the FIR assignment
model for SDSS galaxies, rather than to rule out the FIR explanation itself.
5.5.1 Estimating of the FIR emission of galaxies from the ob-
served anomaly
Given the success of the analytic model described above, we attempt to nd the best-t
parameters, yavg, and yrms, to the observed anomaly by minimizing
2(yavg; yrms; N) =
X
i
(Sobsuncorr;i   S 0uncorr;i)2
2obs;i
; (5.22)
where Sobsuncorr;i is the extinction-uncorrected surface number densities in the i-th subre-
gion of extinction, obs;i is its statistical errors, and S
0
uncorr;i = S
0
uncorr;i(yavg; yrms; N) is
the analytic model prediction given by equation (5.19). In the present t, we use the
extinction-uncorrected surface number densities, but the result is almost the same even
if we use Scorr instead. In addition to yavg and yrms, we include another free parameter,
the intrinsic average number of galaxy in a pixel, N , which is also unknown since the
extinction correction is not necessarily reliable. It turns out that N is in the range of 480
to 500[deg 2] and the results below is not sensitive to this value.
In reality, however, the resulting constraints are not so strong as shown in the top-left
panel in Figure 5.12. This is partly due to the fact that we simply compute obs;i from
the variance of each extinction bin, which does not represent the proper error. Thus our
analysis here should be interpreted as a qualitative attempt to nd a possible parameter
space to explain the anomaly in terms of the FIR contamination; it would be quite dicult
to make more quantitative analysis, given several crude approximations in our theoretical
modeling and the poor angular-resolution and uncertain dust temperature correction in
the SFD map.
Bearing this remark in mind, let us consider the constraints on yavg { yrms plane from
the observed anomaly shown in the top-left panel of Figure 5.12. Fairly acceptable ts
are obtained over the bluish region. Just for illustration, we select two widely separated
points A and B with (yavg; yrms) = (15; 300) and (3:8; 4:0), respectively, and plot the
corresponding analytical predictions in the other three panels. Even though their yavg is
dierent by an order of magnitude, the two sets of parameters account for the observed
anomaly reasonably and equally well.
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Figure 5.12: Fit to the observed anomaly using the analytical model. Top left panel;
constraints on yavg and yrms through the chi-squared analysis with equation (5.22). The
black dashed curves correspond to 2=d:o:f = 1 and 2=d:o:f = 0:5 constraints. The
orange (A) and magenta (B) crosses are representative values that best explain the ob-
served anomaly. The black dotted line and cross (C) indicates the value of yavg estimated
by stacking analysis (Chapter 4). The blue cross shows the best-t parameters for single
galaxy of entire SDSS sample estimated in x5.3.1. The cyan dot-dashed line and cross (D)
also indicates the value of yavg estimated for entire SDSS sample, but including neighbor
galaxies contribution (x5.5.3). Top right panel; the analytic model predictions plotted
over the observational data. The solid lines indicate the analytic prediction by equation
(5.18) and (5.19), adopting the values of (yavg; yrms) shown as the crosses in top left. The
symbols are the observational results for the SDSS galaxies in r-band, the same as Figure
5.5. The plots for Sgal corrected with Ar;SFD are shifted by +20deg
 2 just for clarity.
Bottom left; the same as top right, but indicates Sgal uncorrected for extinction and the
horizontal axis is log-scaled. Bottom right; the same as bottom left, but for Sgal corrected
with Ar;SFD.
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5.5.2 Comparison with the stacking image analysis
We have shown that the anomaly in the surface number densities of SDSS galaxies on
the SFD map is well reproduced by assuming their 100m to r-band ux ratio is  3:8
on average, where the 100m ux includes the contribution of neighbor galaxies. On the
other hand, the ux ratio of a single galaxy is estimated as  0:5 (see x5.3.1).
Indeed these values should be compared with the result of the stacking image analysis.
In the previous Chapter, we found that a galaxy of r-band magnitude mr contributes to
the extinction on average by
Asr(mr) = 0:10 100:34(18 mr) [mmag]; (5.23)
by itself (single term), and
Atotr (mr) = 0:64 100:17(18 mr) [mmag]; (5.24)
including the contribution from nearby galaxies (clustering term). The above extinction
due to the 100m emission from galaxies is translated into its 100m to r-band ux ratio
as
y =
22
frr=100m
Ar
krp
; (5.25)
where  is the Gaussian PSF width and fr is the r-band ux. Thus integrated over the
dierential number density, equations (5.23) and (5.24) suggest that
ysavg =
R
dmr
dN
dmr
ysavg(mr)R
dmr
dN
dmr
= 0:239; (5.26)
and
ytotavg =
R
dmr
dN
dmr
ycavg(mr)R
dmr
dN
dmr
= 2:77; (5.27)
respectively.
These values are based on the direct measurement of the FIR contamination, and thus
independent of the modeling of 100m to optical relation. We also emphasis that they
should automatically include possible contributions from those galaxies not identied by
SDSS. Therefore the sum of the two terms can be reliably interpreted as the expected
contribution of the SDSS galaxies to yavg including neighbor galaxies, which is plotted in
Figure 5.12. While we do not know the corresponding yrms, we have already found that
the dependence of the anomaly on yrms is rather weak, at least in our analytic model.
Thus the empirical value of yavg from the stacking analysis roughly explains the observed
anomaly as plotted in the three panels of Figure 5.12.
We interpret this as a supporting evidence for the FIR model of the SFD anomaly
given the fact that we assume a very simple relation between 100m and optical lumi-
nosities, neglecting the galaxy morphology dependence that certainly leads to the FIR
ux dierence.
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5.5.3 Estimates of clustering contribution of SDSS galaxies
We tried to independently estimate yavg, including an additional contribution of neighbor
galaxies, using the SDSS galaxy distribution over the SFD map, instead of the stacking
result discussed in x5.5.2. We rst randomly assign the FIR ux of SDSS galaxies assuming
(yavg; yrms) = (0:5; 1:0) for each SDSS galaxy itself neglecting the clustering term. Second,
we sum up the FIR uxes of galaxies convolved with the PSF of the SFD map (the
Gaussian width of 30:1) centered at each galaxy. Finally we compute yavg and yrms using
the summed FIR uxes after subtracting the average background ux.
Note that the resulting values of yavg and yrms should be dierent from the above input
values because of the contribution of the clustering term. We nd yavg  2, but yrms is not
well determined because it turned out to be very sensitive to the choice of the background
ux. This result indicates that the FIR ux of the SDSS galaxies explains only a half of
those required to well reproduce the observed anomaly, yavg = 3:8.
Indeed, employing yavg  2, our model still reproduces the anomaly qualitatively, but
the predicted feature is substantially weaker than that of the observed one. The assigned
FIR ux in this model, however, is based on the single galaxy contribution estimated in
x5.3.1 (yavg = 0:5), thus would be sensitive to the FIR assignment model. Given the fact
that the empirical value from the stacking analysis, which is independent of such models,
is fairly successful in reproducing the anomaly, we suspect that the factor of two dierence
originates from the limitation of our crude modeling for FIR ux, instead of the basic aw
of the FIR explanation of the anomaly.
5.6 Discussion
5.6.1 Eects of spatial clustering of galaxies
Both the mock simulations and the analytic model discussed in the previous section com-
pletely ignore the spatial clustering of galaxies. We, therefore, examine the clustering
eect on the anomaly in this subsection. The most straightforward method is to replace
the Poisson distributed particles by dark matter particles from cosmological N-body sim-
ulation. For that purpose, we use a realization in the standard CDM cosmology with
8 = 0:76 performed by Nishimichi et al. (2009).
We repeat similar mock observations as in x5.3.2, except that we assign r-band lu-
minosity to each mock galaxy instead of their apparent magnitude. To be more specic,
(i) we randomly assign r-band luminosities to all N-body dark matter particles according
to the luminosity function of equation (5.7), (ii) convert their luminosities to apparent
r-band magnitudes observed from a xed observer position, and (iii) randomly select a
fraction of the particles as mock galaxies so that they match the SDSS observed dN=dmr
(Figure 5.1). The symbols in the top-right panel of Figure 5.13 show the resulting sur-
face number densities of the mock galaxies, adopting yavg = 3:8 and yrms = 4:75. The
mock observation including the galaxy clustering eect shows stronger anomaly than the
prediction of the analytic model with the identical yavg and yrms (dashed lines).
We repeat the same tting analysis as shown in Figure 5.12, except that the data are
now replaced by the mock result on the basis of the cosmological N-body simulation. The
top-left panel of Figure 5.13 shows the resulting constraints on yavg and yrms. As similar
to the case for t to the observational data (Figure 5.12), the values of yavg and yrms are
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Figure 5.13: Poisson-analytic model t to the anomaly in the mock simulation result
on the basis of the cosmological N-body simulation that takes account of the eect of
spatial clustering. Left panel; symbols indicate the surface number densities of the mock
galaxies with spatial clustering, where we adopt (yavg; yrms) = (3:8; 4:75). Right panel;
constraints on yavg and yrms from tting to the anomaly of the mock simulation by the
analytic model that neglects the spatial clustering. Gray dashed curves correspond to
2=d:o:f = 1 and 2=d:o:f = 0:5 constraints. Black cross indicates the input values of
(yavg; yrms) = (3:8; 4:75) adopted in the mock simulation. Orange and blue crosses show
the examples of yavg and yrms that well reproduce the mock simulation result, (yavg; yrms) =
(15; 300) and (yavg; yrms) = (6:9; 4:75), respectively. The prediction of the analytic model
corresponding to each cross is shown as dashed curves in the right panel.
68 CHAPTER 5. MODELING THE ANOMALY OF THE SFD MAP ON GALAXY FIR EMISSION
not tightly constrained, and the large values are preferred, e.g. (yavg; yrms) = (30; 150)
(orange cross). The analytic model that neglects the spatial clustering, however, still
reproduces the simulated anomaly very well, if we adopt yavg  7 (blue cross), which is
larger than the input value by a factor of 2. This result implies that the eect of galaxy
clustering results in the overestimate of the real value of yavg, but it can be absorbed
eectively by re-interpreting the best-t values of yavg in the Poisson (without clustering)
model appropriately.
In order to quantitatively understand the relation between this bias and the strength
of the galaxy spatial clustering, we have to incorporate the eect of spatial clustering
in our analytic model. For that purpose, we measure the PDF of the number of the
N-body mock particles in a pixel and replace the Poisson distribution in equation (D.2)
with the measured one. The analytic model prediction, however, hardly changes by such
a modication. Thus more sophisticated improvements seem to be needed to account for
the spatial clustering eect, which is beyond the scope of this paper.
5.6.2 Testing the Peek and Graves correction map
In x5.5.2, we found that the observed anomaly of the SDSS galaxies is roughly explained
by the contamination of galaxy FIR emission. Nevertheless, the observed and predicted
surface number densities (Fig 5.12) do not match perfectly, which might be attributed to
other possible systematics in the SFD map.
In order to check the possible systematic eect, we use the improved extinction map
by Peek & Graves (2010, hereafter PG). They found that the SFD map under-predicts
extinction up to  0:1 mag in r-band, using the passively evolving galaxies as standard
color indicators. Their method is complementary to our galaxy number count analysis in a
sense that they directly measure the reddening by the Galactic dust. Since the resolution
of the PG correction map to SFD is 4:5, the FIR uctuations due to the emission of
galaxies are not expected to be removed. The PG correction map, however, may have
removed other systematics than the FIR contamination, which are not considered in our
analytic model at all. Figure 5.14 illustrates the dierence between the PG and SFD maps,
in which we select the SDSS DR7 survey area alone. Indeed, fairly broad dierences are
seen around Ar;SFD  0:1 mag.
To see if their correction aects the number count analysis and the anomaly in the
original SFD map, we repeat the same analysis described in x6 using the PG map. The
results are shown in Figure 5.15. Basically, we nd a very similar correlation between
Sgal and Ar;PG, suggesting that the PG map still suers from the FIR contamination of
galaxies as expected. The resulting constraints on yavg and yrms is also similar to the case
of the SFD map. We note, however, that our analytic model prediction exhibits slightly
better agreement for the PG map than for the SFD map, This may indicates that possible
systematic errors in the SFD map other than the FIR contamination are removed, at least
partially, in the PG map.
5.6.3 Eects of the FIR contamination on cosmological analysis
The systematic errors in the SFD map due to the FIR contamination, which turned out
to be of the order of 0:1   1 mmag, would not signicantly aect the observations of
individual objects. The FIR contamination is, however, directly correlated with the large
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Figure 5.14: Left panel; Comparison of the SFD map with the corrected extinction map
provided by Peek & Graves (2010). The numbers of pixels in the SDSS survey region are
evaluated for intervals of 1 mmag for both Ar;SFD and Ar;PG. Right panel; The distribution
of sky area as a function of Ar;SFD (dashed line) and Ar;PG (solid line).
scale structure of the universe, these errors are potentially important for the cosmological
studies using galaxy surveys.
One possible eect is an apparent enhancement of the spatial clustering of galaxies.
Given that the SFD map is contaminated by the FIR emission of galaxies, dust extinc-
tion is overestimated in the regions where the surface number densities of the galaxies
are large, i.e., strong clustering regions. Therefore, the magnitudes of the galaxies in
over-dense regions are overcorrected for dust extinction, and then the observed surface
number densities are even more enhanced. Thus the signal of galaxy clustering, which is
an important prove for cosmology, is expected to be systematically enhanced. The en-
hancement of the surface number densities expected from the FIR contamination of  1
mmag would be small, of the order of 0:1%, therefore it may be not crucial for the most
purposes. It would aect, however, the measurement of the galaxy clustering in a com-
plicated fashion, potential systematics due to the FIR contamination should be carefully
investigated.
For instance, Fang et al. (2011) investigated the eect of the extinction due to the
dust associated with galaxies. The surface densities of galaxies in over-dense regions are
suppressed by dust extinction associated with neighbor galaxies. As a result of this eect,
they found that dust extinction of the order of 1 mmag distorts the correlation function of
galaxies in redshift space, and potentially biases the measurement of the redshift distortion
parameter, by up to  5%, which is non-negligible compared to the accuracy of current
measurements. Interestingly, the expected eect of the dust extinction on the clustering
of galaxies is quantitatively opposite to that of the FIR contamination, therefore the FIR
contamination could also signicantly aect the cosmological tests of the general relativity
using the redshift distortion of galaxy clustering, which is one of the aims of the upcoming
galaxy surveys, e.g., Euclid, LSST (Large Synoptic Survey Telescope), etc.
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Figure 5.15: Fit to the observed anomaly using the analytical model, as the same as
Figure 5.12, but for the corrected extinction map provided by Peek & Graves (2010),
Ar;PG. The reference values of yavg and yrms indicated as crosses are the same as Figure
5.12.
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Figure 5.16: Surface number densities of the SDSS galaxies with 17:5 < mr < 19:4 after
subtracting their average FIR emission contamination, where yavg = 0:3; 1:0; 2:0; 3:8 are
adopted for estimation of the FIR emission of the SDSS galaxies.
5.7 Limitation of the correction for the FIR emission
of galaxies
We attempt to correct the SFD map by subtracting the average FIR contamination of
SDSS galaxies. The corrected extinction at an angular position  in the Galactic map is
computed as
Ar;corrected() = Ar;SFD() 
X
j
A(j   ;mjr); (5.28)
where j is the position of the j-th galaxy with its r-band magnitude of m
j
r. We employ
4 dierent values for A given the uncertainty of the interpretation of the best-t value
of yavg discussed before. As shown in Figure 5.16, however, the above correction does not
seem to remove the anomaly so well. This is possibly because we neglect the variance
of the relation between optical-FIR uxes, and corrected the SFD map assuming the
deterministic relation using yavg.
For comparison, we apply the same method of correcting the FIR contamination to
the mock Poisson simulations in subsection 5.3.2. We repeat the similar mock Poisson
simulation to x5.3, but the contaminated mock extinction map, A0r, is corrected by sub-
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Figure 5.17: The surface number density of the Poisson mock simulation, subtracting the
FIR contamination by the deterministic correction adopting the input value of yavg alone.
For yavg and yrms, the same parameters as Figure 5.11 are adopted.
tracting the FIR ux of the mock galaxies. As we did for the SFD map above, here we
adopt only the input value of yavg, and neglect its variance, thus assume yrms = 0.
Figure 5.17 shows the surface number density of the mock galaxies as a function of
the average-corrected extinction, A0r;corrected. The anomaly is reasonably removed for the
smallest value of yrms = 5, i.e., the surface number density after extinction correction
is independent of A0r;corrected. For the larger values of yrms = 15 and 30, however, the
surface number densities are clearly overcorrected and decrease against A0r;corrected where
A0r;corrected < 0:04 mag, as qualitatively similar to what we found for the SFD map. These
results indicate that the deterministic correction for the FIR contamination neglecting
the variance of the FIR uxes does not appropriately resolve the anomaly, even in the
case that all the systematic errors are due to the FIR contamination and the exact value
of yavg is adopted for subtracting the FIR uxes.
The possible reason of the negative correlation is that the our correction method over-
corrects the FIR contamination in the low extinction region. In order to conrm that, we
calculate the average values of y as a function of A0r in the Poisson mock simulations. We
again divide the entire sky area into subregions according to the contaminated extinction,
A0r, and then separately compute the average value of y(A
0
r) for the mock galaxies in each
A0r bin. Figure 5.18 shows the fractional dierence between y(A
0
r) and the assumed value
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Figure 5.18: Fractional dierence between y and the input value of yavg as a function of
A0r in the Poisson mock simulation. For yavg and yrms, the same parameters as Figure 5.11
are adopted.
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of yavg. The result indicates that y(A
0
r) is systematically smaller than that for entire mock
galaxies where A0r < 0:1 in the cases for large yrms, thus the FIR contamination is indeed
overcorrected if we adopt yavg for those galaxies in the corresponding regions.
The relation between the FIR and optical ux for SDSS galaxies probably have a large
variance due to its dependence on the morphology, luminosity, and redshift, although the
value yrms for SDSS galaxies is hardly constrained by the tting analysis to the observed
anomaly presented in subsection 5.5.1. This would be, at least a part of, the reason why
our correction to the SFD map does not well work and exhibits the negative correlation
similar to the cases for the Poisson mock simulations. The scatter of the FIR to optical
relation is possibly reduced if it is individually estimated for each class of galaxies, divided
according to their properties. We examine the feasibility to measure the dependence of
the FIR emission on the morphology of galaxies using the stacking analysis below.
5.7.1 Dependence of the FIR to optical relation on galaxy colors
In order to investigate the morphology dependence of the FIR to optical relation, we
perform the stacking analysis for the subsamples of galaxies divided by their morphologies.
It is known that the color and morphology of galaxies are closely related, and the bimodal
distributions of galaxies on color-color or color-magnitude diagram are useful to divide
galaxies into red-early and blue-late type (e.g., Strateva et al., 2001; Blanton et al., 2005a;
Zehavi et al., 2011). Strateva et al. (2001) indicated that SDSS galaxies are roughly
divided into the two populations by u   r = 2:22, thus we use u   r color of galaxies as
the indicator of galaxy morphologies,
Figure 5.19 shows the dierential number count as a function of u  r for our sample,
which is divided into ve mr bins with mr = 1:0. We further divide each subsample of
mr into ve subsamples according to u   r as  0:8 < u   r < 1:7, 1:7 < u   r < 2:2,
2:2 < u  r < 2:7, 2:7 < u  r < 3:2, and 3:2 < u  r < 6:7. Then we repeat the stacking
analysis for each 5 (mr bin)  5 (u r bin) = 25 subsamples, and decompose the detected
signal into the single term, clustering term, and the constant oset term as in Chapter 4.
Figure 5.20 indicates the best-t values of s0g , 
c0
g , and 
s0
g + 
c0
g . The values of
single term, s0g , for the bluest two subsample are consistent each other, and decrease for
redder galaxies. We also note that s0g for u   r < 2:7 scale as proportional to 10 0:4mr ,
which indicates the FIR to optical ux ratio is constant. For the reddest subsample,
3:2 < u   r < 6:7, the best-t values are zero, therefore not shown in this plot. The
systematic trend of s0g decreasing for redder galaxies is reasonable, since the morphology
of galaxies is correlated with their star formation activity and thus the interstellar dust in
the blue star-forming galaxies is more eectively heated by the ISRF, compared to the red
quiescent ones. On the other hand, the values of single term, c0g does not signicantly
vary with the galaxy color, although the slight increasing trend for redder galaxies may
be marginally recognizable, which could be attributed to the morphology-density relation
of galaxies.
We attempt to correct the SFD map taking account for the color dependence of the FIR
contamination due to SDSS galaxies. The best-t values of s0g (mr; u r) is approximated
as
s0g (mr; u  r) = Bu r  10u r(18 mr); (5.29)
where the best-t values of Bu r and u r are computed for each u  r subsamples. For
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Figure 5.19: The dierential number count of SDSS galaxies as a function of u   r.
From top to bottom, each panel shows the number of galaxies with 20:5 < mr < 19:5,
19:5 < mr < 18:5, 18:5 < mr < 17:5, 17:5 < mr < 16:5, and 16:5 < mr < 15:5.
The vertical dashed lines indicate the boundaries of our subsample used in the stacking
analysis. The vertical solid line shows the color separator proposed by Strateva et al.
(2001) so that the SDSS galaxies are divided into red early and blue late type.
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Figure 5.20: The best-t values of s0g (top left), 
c0
g (top right), and 
s0
g + 
c0
g (bottom)
for mr and u   r binned 25 subsamples. Blue, cyan, green, magenta, and red symbols
indicate the best-t values for  0:8 < u  r < 1:7, 1:7 < u  r < 2:2, 2:2 < u  r < 2:7,
2:7 < u   r < 3:2, and 3:2 < u   r < 6:7, respectively. The error bars are computed
from 400 jackknife resampling. Dashed lines in the top left panel indicate the best-
t power law of equation (5.29), for  0:8 < u   r < 1:7, 1:7 < u   r < 2:2, and
2:2 < u  r < 2:7. Dot-dashed (black) lines in each panel indicate the best-t power law
for the entire sample, neglecting the color dependence shown Figure 4.11. The best-t
values of s0g for 3:2 < u  r < 6:7 are zero for all mr bin, therefore not shown here.
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Figure 5.21: Surface number densities of the SDSS galaxies with 17:5 < mr < 19:4 after
subtracting their FIR emission contamination from the SFD map, taking account for its
dependence on their colors, following equation (5.29) (red circles, blue triangles). Gray
symbols with the error bars indicate the surface number densities without any correction
for the FIR contamination, the same as Figure 5.5.
2:7 < u   r < 3:2 and 3:2 < u   r < 6:7 color-bins, we set s0g (mr; u   r) as zero.
We compute the FIR uxes of SDSS galaxies following equation (5.29), and individually
subtract those contribution from the SFD map. The anomaly of the SFD map is still
not well removed as shown in Figure 5.21. The possible reasons include (1). the FIR to
optical ux relation of SDSS galaxies is much more complicated than considered here, (2).
optical faint galaxies that are not identied by SDSS signicantly contribute to the FIR
contamination. Those contribution cannot be corrected for in our current method, and
(3). unknown systematic errors other than the FIR contamination are also responsible
for the anomaly. In principle, the rst possibility can be directly examined by repeating
the stacking analysis according to the properties of galaxies other than their colors, while
it would be dicult in practical, since the statistical signicance of the stacked signal and
the reliability of prole decomposition are limited by the resolution of IRAS. The current
high resolution data by AKARI satellite will be very promising for this direction.
5.7.2 Future prospects for the all-sky images by AKARI
The AKARI satellite (Murakami et al., 2007) performed the all-sky imaging survey in
FIR, covering the wide range of wavelengths, 9m to 160m. The angular resolution
of the AKARI all-sky image is 1000 FWHM for 9, 18m (IRC: InfraRed Camera) and
FWHM 10 for 65 to 160m (FIS: Far-Infrared Surveyor), which are much better than the
FIR all-sky data by IRAS that we have used throughout this thesis. Taking advantages
of multi-wavelength and high resolution imaging data, the upcoming dust map using
AKARI data will achieve signicant improvements in the removal of zodiacal light and
the accuracy of the color temperature correction, which is limited by the poor resolution
of DIRBE in the SFD map construction (Ootsubo et al. 2014).
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On the other hand, the detection limits of point sources at 90m is  0:5Jy, whereas
the amount of the FIR contamination in the SFD map, Ar;SFD  1 mmag, corresponds
to 0:1Jy. Therefore it would be not sucient only to subtract the AKARI point sources,
at least, in order to remove all the FIR contamination associated with SDSS galaxies.
Nevertheless, the high angular resolution of the AKARI data will enable us to detect
the FIR emission of galaxies with much higher statistical signicance, and improve the
reliability of the interpretation of the detected signal, including the decomposition into
single and clustering term. Therefore the extensive studies of the FIR emission of SDSS
galaxies will become possible, which will be helpful for constructing the new dust map
free from the systematic due to extragalactic light contaminations based on the AKARI
data.
5.8 Summary
In this chapter, we have revisited the origin of the anomaly of surface number density of
SDSS galaxies with respect to the Galactic extinction, originally pointed out by Yahata
et al. (2007). We rst computed the anomaly using the SDSS DR7 photometric catalogs,
and then developed both numerical and analytic models to explain the anomaly. We take
account of the contamination of galaxies in the IRAS 100m ux that was assumed to
come entirely from the Galactic dust.
Our main ndings are summarized as follows.
 Both numerical simulations and analytic model reproduce the observed anomaly
quite well. Thus we quantitatively conrmed the validity of the hypothesis that the
observed anomaly in the SFD Galactic extinction map is mainly due to the FIR
emission from galaxies, originally proposed by Yahata et al. (2007).
 The comparison of the analytic model and the observed anomaly constrains mainly
the average 100m to optical ux ratio for SDSS galaxies. The resulting value is in
a reasonable agreement with that obtained from the stacking image analysis of the
SDSS galaxies (Chapter 5).
 We also independently estimated the FIR contribution of single SDSS galaxy based
on IRAS/SDSS overlapped catalogue data assuming a simple relation between FIR
and optical luminosities. Summing up such FIR ux according to the SDSS galaxy
distribution, however, we nd that those contribution only explains roughly half of
that required to reproduce the observed anomaly. This result may be due to the
limitation of our modeling of the FIR to optical relation.
While our current analytic model still needs to be improved, the fact that the empiri-
cally determined value of yavg nicely reproduces the observed anomaly indicates that the
FIR emission of SDSS galaxies is the major origin of the anomaly.
In particular, we note that subtracting the average FIR contamination of the SDSS
galaxies from the SFD extinction map does not properly remove the observed anomaly.
This may imply that it is essential to consider the dependence of FIR emission on galaxy
morphology and/or the eect of galaxy clustering, both of which we have neglected in
the current analytical model. Such morphology dependence of FIR luminosities of SDSS
galaxies needs to be extensively investigated by stacking analysis, fully exploiting the
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multi-band photometries of SDSS DR7, and using the recent high resolution and multi-
wavelength data of AKARI, WISE, etc.
The FIR contamination that explains the anomalous behavior in the surface number
density of the SDSS galaxies is just statistical and tiny, on the order of (0.11) mmag of
extinction in r-band, which is much less serious than naively expected from the anomaly.
Nevertheless the galaxy FIR emission is correlated with the large scale structure of the
universe. Thus it may systematically bias the cosmological analysis. The present method-
ology is in principle applicable to check the reliability, and even to improve the accuracy
of the future Galactic extinction map that should play a key role in all astronomical
observations, in particular for the purpose of precision cosmology.

Chapter 6
Implication of stacking analysis for
spatial extent and temperature of
dust around galaxies
In this Chapter, we present an application of the stacking analysis presented in Chapter 4.
We propose the method to constrain the spatial extent of dust around galaxies through
the measurement of dust temperature from FIR stacking image analysis, which would
provide a information to diagnose the spatial extent of dust around galaxies, which has
been implicitly assumed to be conned in galactic disks so far.
6.1 Suggestion of extended dust around galaxies from
SDSS angular correlation analysis
Dust plays important roles in cosmic star formation and evolution of the galaxies. The
basic ingredients of dust grains are metals produced through past stellar activity, and thus
the main reservoir of dust is conventionally thought to be mainly conned in interstellar
space within galaxies. Zwicky (1962), however, suggested the existence of dust lling
the intracluster space within the Coma cluster, which motivated the investigation of the
abundance and spatial distribution of dust in dierent environments, including the color-
excess of background objects due to dust optical-UV reddening (Zaritsky, 1994; Chelouche
et al., 2007; McGee & Balogh, 2010; Muller et al., 2008), and the FIR dust emission from
individual objects (Stickel et al., 1998, 2002; Kaneda et al., 2009; Kitayama et al., 2009),
and from stacking analysis (Montier & Giard, 2005; Gutierrez & Lopez-Corredoira, 2014).
Recently, Menard et al. (2010a: hereafter MSFR) investigated the distribution of dust
around galaxies by measuring the angular correlation between the spatial distribution of
SDSS photometric galaxy (z  0:35) and the colors of distant SDSS quasars (1 < z < 2).
Their result is shown in Figure 6.1. They found that mean g-i reddening prole around
the SDSS galaxies is well approximated by a single power-law:
hEg ii() = (1:5 0:4) 10 3


10:0
 0:860:19
; (6.1)
where  is the angular separation between foreground galaxies and background quasars.
Furthermore they discovered that the above power-law extends even for  > 100. The
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Figure 6.1: Radial prole of dust reddening around SDSS galaxies with 17 < mi < 21
(Menard et al., 2010a). The dashed line indicates the best power-law t of equation (6.1).
angular scale corresponds to several Mpc at the mean redshift hzi = 0:36 of their SDSS
galaxy sample. This is far beyond the typical scale of galactic disks, and even larger than
the virial radius of typical galaxy clusters.
MSFR appear to interpret their result as an evidence for a dust component surrounding
an individual galaxy beyond a few Mpc, which we refer to as the extended dust model.
The interpretation, however, is rather subtle. The mean reddening prole from their
measurement /  0:8 is close to that of the angular correlation function of galaxies. This
raises a possibility that the detected dust reddening may be equally explained by the
summation of the dust component associated with the central part of galaxies according
to the spatial clustering of those galaxies, which will be referred to as the clustered dust
model.
In practice, it is rather dicult to distinguish between the extended and clustering
dust models on the basis of the statistical correlation analysis as performed by MSFR.
Therefore a complementary and independent methodology to constrain the nature of the
dust is needed. This is exactly what we attempt to propose in this Chapter.
For that purpose, we measure the dust far-infrared (FIR) emission of the SDSS galaxies
by stacking analysis. We return to the 100m intensity map by SFD, rather than the
extinction map, and perform the stacking analysis of the same sample as the MSFR. If the
detected FIR emission originates from the same dust component as the MSFR reddening
measurement, the emission to absorption ratio gives a constraint on dust temperature,
which would oer complementary information to distinguish between the extended and
clustered dust models mentioned above.
In the following analysis, we assume the standard CDM cosmology with 
m = 0:3,
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 = 0:7, and h = 0:7.
6.2 Data
We select our galaxy sample adopting the same sky are selection and photometry ag
selection as the previous chapters. Then we impose the same magnitude cut, 17 < mi <
21, as the MSFR sample for a direct comparison with their results, where the magnitudes
of the galaxies are corrected for Galactic extinction using the SFD map. Our nal sample
collects 2:88 107 galaxies.
For far-infrared data, we use the all-sky diuse 100m map provided by SFD, which is
denoted as Icorr in equation (3.10). Hereafter, we adopt a Gaussian with  = 3
0:1 for the
point spread function (PSF) of SFD/IRAS map, as measured by similar stacking analysis
in Chapter 4.
6.3 Stacking image analysis of FIR emission from
SDSS galaxies
6.3.1 Stacked radial proles
Following the procedures in Chapter 4, we stack the SFD/IRAS 100m map over 400400
squares centered on each SDSS galaxy. Each image is randomly rotated around the center.
The resulting stacked image shows clear circular signature of dust emission associated with
those galaxies.
The radial prole of the stacked image is shown in Figure 6.2, where the error bars
reect the rms in each radial bin ( = 0:50). The radial prole is Gaussian-like around
the central region, but exhibits an extended tail beyond the PSF width,  = 30:1, which
corresponds to roughly 1Mpc for the mean redshift hzi  0:36 of the SDSS galaxies.
We suspect that our measurement is equivalent to the large-scale correlated of dust
reddening detected by MSFR. We interpret the detected signal in terms of the clustered
dust model, and adopt the radial prole:
Itot() = Is() + Ic() + C; (6.2)
where Is and Ic represent the contributions from the central single galaxy (single term)
and from the clustered neighbor galaxies (clustering term), respectively 1, and C is the
background level of the foreground Galactic dust emission. The Galactic foreground, C,
should be uncorrelated with the SDSS galaxies, and thus is assumed to be constant. Since
the PSF of SFD/IRAS map is well approximated by Gaussian, Is() is written as
Is() = Is0 exp

  
2
22

; (6.3)
where  = 30:1 is the Gaussian width of PSF.
1These denitions of Itot, Is, and Ic are equivalent to 
tot
g , 
s
g, and 
c
g used in Chapter 4, respectively,
except that g denotes the SFD map extinction in units of [mag], whereas I in this paper denotes the
intensity in units of [MJr/sr].
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Figure 6.2: Radial prole of the FIR stacked image of SDSS galaxies. The symbols
indicate the radial average of the stacked image and the error bars show rms in each
radial bin. The oset level due to the Galactic dust is computed assuming  = 0:86, and
the resulting value of C = 1:4[MJy sr 1] is subtracted from the stacked data. The lines
indicate the best-ts for Is (black dotted), Ic (red solid), and Itot   C (blue dot-dashed);
see equation (6.2). Just for reference, we plot the power-laws of  = 0:65, 0.86 and 1.05
in dashed lines, which covers the ranges of the MSFR result in equation (6.1).
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The clustering term Ic is written in terms of Is and angular two-point correlation
function (2PCF) of galaxy, w(), as
Ic() =
Z
dm0
dN(m0)
dm
Z
d'Is(   ';m0)w(';m0); (6.4)
where dN(m0)=dm0 is the dierential number count of galaxies (whether or not detected
by SDSS) as a function of m0. We assume that the single term is written as the function
of mi, therefore the dependences on other physical quantities are neglected. We assume
the angular 2PCF is described as a single power-law in this angular scale (Connolly et al.,
2002; Scranton et al., 2002);
w(;m0) = A(m0)


0
 
; (6.5)
where the amplitude A is a function of mi, but the index  is assumed to be independent
of mi. In this case, equation (6.4) reduces to
Ic() = Ic0 exp

  
2
22

1F1

1  
2
; 1;
2
22

; (6.6)
where
Ic0 = 2
2

'0p
2

 

1  
2
Z
dm0Is0(m0)A(m0)
dN(m0)
dm0
: (6.7)
We t the radial prole of the stacked image using equations (6.2), (6.3), and (6.6). In
doing so, we do not use equation (6.7), but treat Ic0 simply as one of the tting parameters
empirically determined from the observed prole. We estimate the statistical errors using
the jackknife resampling method by dividing the entire SDSS sky area into 400 patches
of equal area.
The detected emission prole at small  is aected due to the IRAS PSF, and should
not be directly compared with the MSFR measurement. Therefore, we use the clustering
term, which is relevant for   , for the dust temperature constraint in the following
Section. In fact, the PSF eect on the clustering term vanishes at large  and equation
(6.6) reduces to the power-law as
Ic() =
Ic0
  (1  =2)

p
2
 
: (6.8)
Since we (implicitly) assume here that the mean reddening prole of MSFR, equation
(6.1), is explained in the clustered dust model, the value of  in equation (6.5) should
match the MSFR result. In order to conrm the validity of the assumption, we rst
choose Is0, Ic0, C, and  as free parameters, and t to the observed prole imposing
Is0  0 and Ic0  0. The resulting best-t value,  = 1:07  0:16, is consistent with
that of MSFR,  = 0:86  0:19 (the other best-t values include Is0 = 0[MJy sr 1],
Ic0 = (3:5  0:4)  10 3[MJy sr 1], and C = 1:399  0:035[MJy sr 1]). Indeed as Figure
6.2 illustrates, the dierence among the predicted proles for 0:65 <  < 1:05 is very
small for the angular scales of our interest   . The departure from the power-law for
Ic < 6 10 4[MJy sr 1] is not a problem because it simply reects the sensitivity to the
subtracted oset C.
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Thus we x  = 0:86 in what follows, and obtain the best-t parameters as Is0 = (6:1
4:0)10 4[MJy sr 1], Ic0 = (3:10:7)10 3[MJy sr 1], and C = 1:3990:035[MJy sr 1].
The best-t prole for each component is shown in Figure 6.2.
The stacked FIR emission prole corresponding to the clustering term for  = 0:86 is
nally given as
hI100mi() = (7:0 1:6) 10
 3
MJy sr 1


10:0
 0:86
; (6.9)
at large , which plays a major role in the discussion presented in Section 6.3.3.
We note that while the statistical error of C is much larger than the best-t values of
Is0 and Ic0 themselves, it does not aect the detection signicance of the dust emission
from SDSS galaxies. In fact, the variance of C simply comes from that of the Galactic
dust over the SDSS survey area; the majority of the 400 jackknife subsamples indicates
similar signatures of the dust emission, except for the dierence of C.
The good agreement between the observed stacked prole and the prediction from
the summation of individual SDSS galaxies is already interpreted to be supporting the
clustered dust model. Nevertheless we will present an independent and complementary
analysis to constrain the spatial extent of dust in the rest of this section.
6.3.2 Predictions in the clustered dust model
While the dust extinction is mainly sensitive to properties of dust grains, the dust emission
depends on their temperature as well. Therefore, if the measured extinction and emission
come from the same dust distribution, their ratio is a sensitive measure of the dust
temperature. In this subsection, we will explicitly show theoretical expressions for the
reddening and emission of dust in the clustered dust model. Since we are interested in
the scales far beyond the galactic disk scale, we consider the clustering term alone.
The angular prole of dust extinction and emission around a galaxy is calculated
by integrating the dust surface density d(rp; z) of nearby galaxies at z separated by
the projected distance rp = dA(z) from the central galaxy, where dA(z) is the angular
diameter distance at z. Assuming that the 3-dimensional correlation function of galaxies
follows a single power-law:
(r; z) =

r
r0(z)
 
; (6.10)
the 2-dimensional projected dust surface density responsible for the clustering term is
given by
d(rp; z) = Md(z)n(z)
Z 1
 1

 q
r2p + 
2; z

d
= Md(z)n(z)wp(rp; z); (6.11)
where M(z) is the average mass of dust associated with a galaxy at z, n(z) is the average
comoving number density of galaxies at z, and the 2-dimensional projected correlation
function is dened as
wp(rp; z) = rp

rp
r0(z)
 
 

1
2

 

  1
2

 

2

; (6.12)
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and  (x) is Gamma function. For simplicity, we assume that the dust mass per one galaxy,
Md(z), depends on z alone, neglecting its dependence on the morphology of galaxies.
Thus, equation (6.11) reduces to a single power-law:
d(rp; z) = d0(z)

rp
rp;0
 
; (6.13)
where  =   1, and
d0(z) =Md(z)n(z)r0(z)

rp;0
r0(z)
 
 

1
2

 

2

 

1 + 
2

: (6.14)
Since we adopt the clustered dust model, the power-law index  is set to that of the galaxy
angular correlation function, equation (6.5), specically  = 0:86 in what follows. Thus
the redshift evolutions of the dust mass Md, the number density n, and the correlation
length r0 of galaxies are eectively absorbed in the evolution of d0(z), as long as  is
time-independent as assumed here.
Under the above assumptions, the angular extinction prole of dust at redshift z is
written as
Eg i(; z) =
2:5
ln 10



;
g
1 + z

  

;
i
1 + z

=
2:5
ln 10

ext

g
1 + z

  ext

i
1 + z

d
 
dA(z); z

; (6.15)
where ext() is the extinction cross-section per unit dust mass at a wavelength of , and
g, i are the rest-frame wavelengths of SDSS g and i-bands, respectively. The average
angular extinction prole around SDSS galaxies is then given by
hEg ii() = 2:5
ln 10
Z 1
0
dN
dz
dz
 1

Z 1
0

ext

g
1 + z

  ext

i
1 + z

d0(z)

dA(z)
rp;0
 
dN
dz
dz; (6.16)
where dN=dz is the redshift distribution of SDSS galaxies. Following MSFR, we adopt
an approximation (Dodelsonet al., 2002):
dN
dz
/ z2e (z=0:187)1:26 ; (6.17)
and we obtain the number-weighted mean redshift of the sample as
hzi =
R
z(dN=dz)dzR
(dN=dz)dz
= 0:36: (6.18)
One can similarly compute the angular FIR emission prole around SDSS galaxies.
Since the dust emission at  = 100m is well approximated by blackbody, the correspond-
ing surface brightness at redshift z is given as
I100m(100m; ; z) =
1
(1 + z)4
B

100m
1 + z
; Td

abs

100m
1 + z

d
 
dA(z); z

; (6.19)
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where abs is the absorption cross section per unit dust mass, B is the blackbody spectrum
per unit frequency, Td is the dust temperature, which we assume to be independent of z,
and the same for all SDSS galaxies, and 1=(1+ z)4 comes from the cosmological dimming
eect.
The average angular emission prole of SDSS galaxies, which corresponds to Ic()
observed by the stacking analysis, is given as
hI100mi() =
Z 1
0
dN
dz
dz
 1 Z 1
0
1
(1 + z)4
B

100m
1 + z
; Td

 abs

100m
1 + z

d0(z)

dA(z)
rp;0
 
dN
dz
dz: (6.20)
Because both equations (6.20) and (6.16) follow the single power-law with the same
index, the ratio of the emission to the extinction is independent of , and written in terms
of ext, abs, and Td. This is what we expect in the clustered dust model as indicated also
from the observed proles, equations (6.1) and (6.9).
The observed prole of the emission to reddening ratio is shown in Figure 6.3. The
lled circles are plotted using the residual of the emission prole, from which the best-
t single term and the oset level assuming  = 0:86 are subtracted. The red solid
curve shows the ratio of the best-t clustering term, Ic(), with  = 0:86 to equation
(6.1), and shaded region indicates its uncertainty that comes from the statistical error
of Ic0 and the amplitude of equation (6.1). The uncertainty of the power-law index in
equation (6.1) is not considered here. At small , the emission prole is suppressed due
to the SFD/IRAS PSF eect, whereas the ratio converges to a constant at large scale.
The emission to reddening ratio at large  limits is given by equations (6.1) and (6.9) as
hI100mi=hEg ii = 4:7 1:6 [MJy sr 1mag 1], which corresponds to the shaded regions in
Figure 6.4 below.
We also consider to what extent this result is sensitive to the choice of the power-law
index , which is xed as 0.86 in the analysis above. We repeat both the tting to the
observed prole and the theoretical calculation of equation (6.16) and (6.20), varying the
value of  from 0.65 to 1.05. Figure 6.3 shows the observed emission to reddening ratio
assuming  = 0:65, 0:86 and 1:05. The average ratio changes approximately  20 per
cent (and its fractional uncertainty is similar to that for the case of  = 0:86, although it
is not shown in Figure 6.3). We also make sure that the theoretical value from equation
(6.16) and (6.20) changes by 10 per cent according to the corresponding change of .
Consequently, we nd that the constraint of dust temperature below is aected at most
by  1K within this range of .
6.3.3 Constraints on dust temperature
The solid and dashed lines in Figure 6.4 indicate the expected emission to extinction
ratio as a function of Td. For ext and abs, we adopt the values from the dust model by
Weingartner & Draine (2001) 2 for Milky Way (RV = 3:1) and SMC dust, for solid and
dashed lines, respectively.
Here the redshift dependence of d0(z) is neglected and assumed to be constant just
for simplicity. Incidentally we made sure that the z-dependence of d0(z) does not signi-
2Data is taken fromWeb-site of B. T. Draine, http://www.astro.princeton.edu/ draine/dust/dustmix.html.
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Figure 6.3: Radial prole of 100m emission to reddening ratio. Filled circles (black)
indicate the observed 100m emission prole of the stacking analysis divided by the MSFR
reddening prole, where the best-t single term Is() and the oset level C assuming the
2PCF index as  = 0:86 are subtracted. Red solid curve is the best-t prole of the
clustering term Ic() with  = 0:86, divided by Eg i() of MSFR. Shaded region indicates
the uncertainty of the emission to reddening ratio where the statistical error of Ic0 and
the MSFR measurement is taken into account. Crosses (lled triangles) and dashed (dot-
dashed) curve indicate the same as lled circles and solid curve, but for  = 0:65 (1:05).
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Figure 6.4: Constraints on the FIR emission to extinction ratio from MSFR and the
stacking results (shaded region). Solid and dashed lines indicate the prediction for Milky
Way (RV = 3:1) and SMC dust model (Weingartner & Draine, 2001), respectively. The
power-law index of galaxy 2PCF is xed as  = 0:86. If  = 0:65 and 1:05 is assumed,
the allowed region is shifted by  20 and 20 per cent, respectively.
cantly change the result; if we assume d0(z) / (1+z)p for instance, the model prediction
of hI100mi=hEg ii changes by 15 per cent for p = 1, and the dust temperature con-
straint changes by 0:2K. The recent measurement of dust mass function by Dunne
(2011) found that the cosmic dust mass density in sub-mm galaxies rapidly increases with
redshift up to z  0:5. Thus the constraint on the dust temperature below may be slightly
underestimated.
Figure 6.4 indicates that the dust model predictions and the observed region are
consistent if Td = 18:2
+0:6
 0:9K for MW dust, and Td = 17:0
+0:5
 0:8K for SMC, thus the obtained
constraints are almost insensitive to the choice of dust model.
Given several approximations adopted in our simple models, the quoted statistical
errors may underestimate the real uncertainty of the dust temperature. Nevertheless it
is encouraging that the derived dust temperature is in good agreement with that of the
typical interstellar dust around the central parts of galaxies (Schlegel, Finkbeiner, & Davis
, 1998; Clemens et al., 2013). This result may support, at least in consistent with, the
clustered dust model.
The dust temperature in the extended dust model is highly uncertain due to the lack
of direct observations of dust in intra-cluster and intergalactic environments. The obser-
vation of M31 reported 15K near the edge of its disk (Draine, 2014), therefore the dust
temperature in the outskirt is naturally expected to be much lower. Indeed, if we assume
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the heating source of intergalactic dust is dominated by the cosmic UV background, which
is lower than the ISRF in the solar neighborhood by two orders of magnitude (e.g., Madau
& Pozzetti, 2000; Gardner et al., 2000; Xu et al., 2005), equation (2.42) follows the dust
temperature of ' 10K, much lower than that from our constraint. On the other hand,
Yamada & Kitayama (2005) suggested a possibility that the dust temperature reaches
 30K, if collisional heating by hot plasma and injection of dust grains into intrahalo
space is suciently ecient. In this respect, we cannot exclude the extended dust model
at this point. Nevertheless further improvements in model predictions and the observa-
tions in future would put more stringent constraints on the spatial extent of dust through
the measurement of dust temperature as we proposed in this Chapter.
The radial dust prole expected from the clustered dust model can be independently
computed when the galaxy correlation function and the dust optical depth within single
galactic disk are given. Comparing the expected prole with equation (6.1), we further
discuss the validity of the clustered dust model in what follows.
Mu~noz-Mateos et al. (2009) derived the radial dust prole of the nearby galaxies from
the SINGS (Spitzer Infrared Nearby Galaxies Survey) sample, combining with the UV
images observed by GALEX (Galaxy Evolution Explorer). They found that the median
value of the far-UV extinction at  30kpc from the centers of galaxies as AFUV  1 mag,
which corresponds to Eg i  0:2 mag adopting the conventional Galactic reddening laws
(Cardelli et al., 1989; Fitzpatrick, 1999).
Just for simplicity, we approximate the galaxies as the circular disks with the radius of
rdisk hereafter. We also assume that all the galaxies are located at the median redshift of
MSFR sample, hzi  0:36, and the extinction due to the galactic dust, Ediskg i , is constant
within those disks. Under these approximations, the dust reddening prole expected by
the clustered dust model is given by
Eclug i() = E
disk
g i 

rdisk
dA(z = 0:36)
2
nwgg(); (6.21)
where n denotes the average surface number density of the galaxies, and wgg() is the
angular auto-correlation function of the galaxies. MSFR computed wgg() for their galaxy
sample and found that the dust-to-galaxy ratio dened as
g i()  hEg ii()
wgg()
; (6.22)
is  0:015 mag, almost independent of , where hEg ii() is given by equation (6.1). This
follows
wgg() ' 0:1


10:0
 0:86
: (6.23)
Adopting equation (6.23) and n = 1:8 arcmin 2, equation (6.21) reduces to
Eclug i() = 1:1 10 3
 
Ediskg i
0:2
!
rdisk
30kpc
2

10:0
 0:86
: (6.24)
This result is in reasonable agreement with equation (6.1), which would favor the clustered
dust model. The SINGS sample, for which the ducial values adopted for Ediskg i and rdisk
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are originally derived, is mainly consists of spiral galaxies, therefore those values might
be larger than the representative ones for the entire SDSS galaxies. However, this result
indicates, at least, that a non-negligible fraction of the dust reddening found by MSFR
would be explained by the sum of the dust conned in galactic disks.
6.4 Summary
The spatial distribution of dust is of fundamental importance in understanding the star
formation and metal circulation in the universe. It is also crucial in correcting for the
magnitude of distant objects due to the resulting reddening/extinction (Aguirre, 1999;
Menard et al., 2010b; Fang et al., 2011).
In Chapter 4, we have detected the FIR dust emission from SDSS galaxies via their
stacking image analysis, and found that the amount of dust emission is largely responsible
for the observed anomaly in the surface density of SDSS galaxies as a function of the SFD
extinction (Yahata et al., 2007, Chapter 5). Our model implicitly assumed that the dust
of each galaxy is locally conned in the galactic disk scale, and that the observed FIR
emission within the large PSF width (FWHM= 60:1) is simply a sum of contributions of
individual galaxies (the clustering dust model). In contrast, the dust around a galaxy
may be indeed spatially extended up to  1Mpc (the extended dust model), as claimed
by Menard et al. (2010a) and more recently by Peek, Menard & Corrales (2014) through
the correlation of background object colors against the separation of foreground galaxies.
In order to distinguish between the two models, we attempt to constrain the temper-
ature of dust by combining the absorption (detected through reddening of quasars) and
emission (detected through the stacking of galaxies) features. Assuming that the nature
of galactic dust is described by those of MW and SMC, we nd that the dust temperature
is approximately 18K. The temperature is consistent with that of the galactic dust in the
central region, but too high for the conventional prediction for the intra-cluster dust.
Given several simplication and approximations that we adopted in the present anal-
ysis, the associated error-bars of the derived dust temperature is fairly uncertain. The
main purpose of the present paper is to propose a new observational method to diagnose
the nature of galactic dust. Therefore we do not argue that our present result rules out
the extended dust model, but conservatively conclude that it favors the clustering dust
model at this point.
Our proposed method can be improved in many ways; the redshift evolution of the
temperature and amount of dust may be considered from theoretical models, the distri-
bution of dust temperature for dierent galaxies may be taken into account, the amount
of dust emission should depend on the morphology of stacked galaxies, and the stack-
ing analysis may be repeated in other wavelengths. In particular, the current result is
signicantly limited by the poor angular resolution of IRAS. In those respects, the higher-
angular-resolution and multi-band far-infrared data by AKARI (Murakami et al., 2007)
are very promising.
Chapter 7
Summary and Conclusions
Since dust grains scatter and absorb the light in ultra-violet to near infrared regime, dust
extinction has been one of the major systematics for the extragalactic observations. The
uxes and colors of extragalactic objects, and the large scale structure of the universe is
accessible only after the dust extinction is accurately corrected for.
A dominant origin of the dust extinction is the Galactic dust. Currently, the SFD
map (Schlegel, Finkbeiner, & Davis , 1998) is the most-widely used for the correcting
for the Galactic dust extinction throughout the entire elds of astronomy. It has been
suggested, however, that the SFD map suers from the systematics, possibly due to the
contamination of FIR emission from galaxies (Yahata et al., 2007).
In this thesis, we presented further investigation of the FIR contamination of the
galaxies. In Chapter 4, we rst directly detected the FIR emission of SDSS galaxies in the
SFD map using the stacking analysis, validating the hypothesis of the FIR contamination
rst proposed by Yahata et al. (2007). The systematics due to SDSS galaxy emission
is of the order of 10 3 in r-band extinction, which is roughly consistent with the value
suggested by Yahata et al. (2007).
In Chapter 5, we next conrmed the anomaly of the SFD map using the updated
SDSS DR7 data, and independently modeled the anomaly of the surface number density
in the vicinity of the FIR contamination, in both numerical and analytical fashion. We
found that the amount of FIR contamination required to quantitatively reproduce the
observed anomaly is consistent with the values measured by the stacking analysis above.
This indicates that the observed anomaly is well explained by the hypothesis of FIR
contamination.
The systematics due to FIR contamination is quite small, therefore it would not sig-
nicantly aect the measurement of individual objects. Since the FIR contamination,
however, is correlated with the spatial distribution of galaxies, it would statistically and
systematically aect the cosmological implications from galaxy surveys or CMB (Cosmic
Microwave Background), if the SFD map is used to correct for the Galactic dust fore-
ground. The eects of the FIR contamination could be important, in particular, for the
future large galaxy surveys, e.g, Euclid, LSST, etc. We therefore attempted to correct the
SFD map by subtracting the FIR emission from SDSS galaxies, following the empirical
relation between their optical ux and FIR emission measured by the stacking analysis.
We found that, however, our correction does not work well for the purpose of removing the
anomaly. This probably implies that more sophisticated estimate of FIR emission from
galaxies, including its dependence on morphology, luminosity, and redshift, is essentially
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important.
Another possible origin of the dust extinction is the intergalactic dust, which is ejected
from galactic disks and smoothly lls the intergalactic space. If a signicant amount of
such intergalactic dust exists, its extinction systematically aects the measurement of
distant objects.
In Chapter 6, we focused on the recent result by (Menard et al., 2010a, MSFR). MSFR
detected the reddening of distant quasars up to few Mpc from the foreground galaxies,
using the angular cross-correlation analysis. This scale is far beyond the typical galactic
disks, therefore their measurement may imply that the dust is universally expelled from
interstellar space and extending out to intergalactic space.
On the other hand, since the reddening prole measured by MSFR is similar to that
of angular correlation function of galaxies, we propose that MSFR measurement might
be equally explained by the statistical sum of the dust, which is conned within the
galactic disk scale, due to galaxy spatial clustering. Our hypothesis is confronted with
the stacking analysis result for the same galaxy sample as MSFR. Combined with the
reddening measurement by MSFR, the detected FIR emission provides the information
of the dust temperature. We put the constraint on the dust temperature as  18  1K,
which is consistent with the typical temperature of interstellar dust. This results may be
supporting our hypothesis, but further investigation is needed to overcome the underlying
uncertainties in our constraint, which comes from our simplied model calculation.
Stacking analysis of galaxies provides a unique opportunity for investigating statis-
tical relations among galaxy properties in dierent wavelength and to infer the angular
cross-correlation of galaxies, much beyond the magnitude limit for individual galaxy sur-
veys. Combining various sky maps in dierent wavelengths, e.g., AKARI, WISE, Planck
(Tauber et al., 2010), etc., stacking analyses will enable us to extensively study the dust
content of galaxies.
Appendix A
IRAS Point Spread Function
In subsection 4.2.2, we decompose the stacked radial proles into single and clustering
terms, assuming the Gaussian PSF. Since the IRAS PSF is known to be very complex,
we need to check the validity of this assumption. For the purpose of determining the PSF
directly, we perform similar stacking analysis with SDSS stars.
More specically, we select spectroscopic stars brighter than mr = 17:0 (12823 stars in
total) from the SDSS DR7 catalog. We rst stack the SFD map centered on those SDSS
stars as we did for SDSS galaxies and quasars, but we nd no signicant signature. This is
mainly because the bright point sources in the IRAS catalogue are already removed from
the SFD map. Therefore we go back to the original ISSA 100m diuse map, and perform
the stacking analysis. The resulting stacked average radial prole of the SDSS stars is
shown in Figure A.1. The data points are well approximated by a single Gaussian. The
best-t Gaussian shown in the dashed curve has a width of  = 20:42, which is slightly
smaller than that found in subsection 4.2.2. This is understood because since the SFD
map is constructed by further smoothing the original ISSA map. Thus we conclude that
our assumption of the Gaussian PSF is valid.
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Figure A.1: Radial proles of stacked star images. The dashed curve indicates the best-t
Gaussian prole.
Appendix B
Discussion on the origin of the
correlation between the Galactic
foreground and SDSS galaxies
In Chapter 4, we presented the stacking analysis of the SFD map centered on the SDSS
photometric galaxies, and performed the model t to the radial proles of the stacked
images. Our model for the radial prole is described by equations (4.5), (4.10), and
(4.12), where we assumed that the radial proles are decomposed into the contributions
of central galaxy (single term; s0g ), neighbor galaxies (clustering term; 
c0
g ), and the
Galactic dust emission (C). As a result of the prole t, we found that the best-t values
of C systematically decreases against the apparent magnitude of the galaxies, mr, on
contrary to the expectation (see Figure 4.13). In this Appendix, we present the several
attempts to clarify the origin of this anomalous correlation.
In the case that the spatial distribution of the SDSS galaxies is completely uniform, i.e.,
if those galaxies are Poisson distributed, C should not indicate any systematic dependence
on properties of the galaxies. Therefore the origin of the systematic trend of C could be
related to the inhomogeneities of the spatial distribution of galaxies.
Figure B.1 shows the 2-dimensional projected over-densities of the SDSS galaxies,
gal  ngal=ngal   1, for ve magnitude bins with mr = 1:0. Here we computed the
surface number densities, ngal, for each grid divided by  = 3
:6; = 1:8. The
surface density of the brightest sample (15:5 < mr < 16:5) exhibits the large uctuations,
in particular, gal is signicantly large where 210
 <  < 250 and  < 30. Comparison
with the SFD map (the bottom right panel of Figure B.1) reveals that this over-dense
region of the brightest sample coincidentally corresponds to the relatively high extinction
region in the SFD map. Similar structures are also visible for the fainter magnitude bins,
but the density contrast becomes weaker for fainter sample. Thus the stacking analysis
over the bright galaxies likely to be biased to high extinction regions, which could be the
origin of the correlation between C and mr.
We repeat the stacking analysis and the radial prole t excluding the over-dense
regions shown as the dashed lines in the upper top panel of Figure B.1. The best-t
values of C, however, still indicate the correlation with mr, as shown in top left panel of
Figure B.2, while the best-t values s0g and 
c0
g are almost identical to those for the entire
sky, except for s0g (mr < 18:0). Thus we conclude that the over-dense regions excluded
here is not the dominant origin of the anomalous trend.
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We next suspected that the systematic trend of C might be due to the contamination
of the Galactic stellar objects in our SDSS galaxy sample. Since the number densities of
stars relative to that of SDSS galaxies is larger for brighter magnitudes, the contamination
of stars would be more signicant for brighter galaxy sample. On the other hand, the
spatial distribution of stars is correlated with that of the Galactic dust, therefore the
stacking analysis over brighter galaxy sample would return systematically larger values of
C.
Since the eect of the star contamination is expected to be small for high galactic
latitudes, we repeat the stacking analysis excluding the regions with low galactic latitudes,
as b > 30, b > 45, b > 60 (dashed lines in the top right panel of Figure B.1). The results
are shown in the middle panels of Figure B.2. Although the strength of the correlation
varies, the systematic trend of C still remains for all the cases. Thus we nd that the
stellar contamination would not explain the correlation between C and mr.
We also tested to what extent the photometry ag selection, which is adopted through
this thesis, aect the correlation between C and mr. The results for the galaxy sample
without any photometry ag selection are shown in the bottom panels of Figure B.2,
however, the systematic trend of C is still clearly seen.
Thus we could not identify the origin of the correlation between C and mr so far. This
anomalous correlation could be due to the inhomogeneities of the survey completeness of
SDSS. The oset level of the Galactic foreground would be larger for fainter objects, if
the completeness of the original SDSS photometric sample is systematically worse for
fainter objects in high extinction regions, possibly due to the Galactic extinction itself
and/or other observational problems correlated with the Galactic foreground. Although
the survey completeness would not signicantly varies over the SDSS survey area, it
may partially explain the correlation between C and mr, given that the dierence of C
between the brightest and the faintest sample is subtle,  1 mmag, and needs to be
further investigated.
We emphasize that the best-t values for the FIR emission of galaxies, s0g and 
c0
g ,
are hardly aected by the choice of the survey area as we presented above, while the oset
values of C signicantly varies. Thus we expect that the dependence of C on mr is not
due to the FIR emission of galaxies themselves, and the result for s0g and 
c0
g would be
reliable.
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Figure B.1: Over-densities of the SDSS galaxies for magnitude bin of mr = 1:0 mag.
The dashed lines in the top left panel (magenta) show the over-dense regions excluded in
the stacking analysis corresponding to the top panels of Figure B.2. The red dashed lines
in the top right panel (red) indicate the galactic latitude b = 30; 45; 60. The bottom
right panel shows the r-band extinction of the SFD map over the SDSS survey area.
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Figure B.2: The best-t parameters of the radial prole t excluding the over-dense
regions of the brightest sample (top panels), and low galactic latitudes (middle panels).
The bottom panels indicate the results for the galaxy sample without any photometry ag
selection. Left panels indicate the best-t values of s0g , 
c0
g , and 
s0
g +
c0
g . Right panels
indicate the best-t values of C, which are shifted for the ease of visual comparison.
The shaded regions indicate the best-t parameters for the entire galaxy sample with
photometric ag selections, as the same as Figure 4.11.
Appendix C
Point Spread Function in Analytic
Formulation
In the mock simulation (x5.3), we assign the FIR uxes to the mock galaxies by modeling
the PDF of FIR to optical luminosity ratio, y. On the other hand, their contribution to
the contamination in the SFD map is determined by their intensities as
Ar = pkr
f100m
22e
; (C.1)
where e is the Gaussian width of the eective PSF, thus the impact of the FIR contam-
ination directly depends on e even for the mock galaxies with the same 100m uxes,
f100m. Due to the smoothing eects by the pixelization and interpolation of the SFD map,
the eective PSF is degraded from that applied in the mock simulations (FWHM = 50:2),
which is aimed to mimic the purely instrumental PSF. Therefore, in order to precisely
reproduce the mock simulation results by our analytic model (x5.4), we have to carefully
evaluate the appropriate e to be applied in equation (D.30). In this appendix, we derive
e as a function of the intrinsic PSF width, int.
First we calculate the intensity of a single galaxy with a given 100m ux and position,
taking into account of the two smoothing eects. Hereafter, we assume that the pixels of
the SFD map are squares with the sides, pix = 2
0:372. We denote the pixel of the SFD
map, in which the galaxy is located, as 
0, and its neighbor pixels as 
1 to 
8. We dene
the 2-dimensional Cartesian coordinate system  = (x; y), whose origin is at the center
of 
0. The conguration of 
0 to 
8 is illustrated in the left panel of Figure C.1. The
intensity of the galaxy with 100m ux, f , in the pixel 
i (i = 0; :::; 8) is given as
Ii(g) =
f
22int
pix
Z

i
exp

 j   gj
2
22int

d; (C.2)
where g denotes the position of the galaxy, and 
pix = 
2
pix is the area of the pixels. Since
the value of the SFD map extinction is evaluated by the linear CIC interpolation, the
intensity of the galaxy depends on g, but also the position where the value is evaluated,
, and calculated as
ICIC(; g) =

1  x
pix

1  y
pix

Ii1(g) +

1  x
pix

y
pix
Ii2(g)
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+
x
pix
y
pix
Ii3(g) +
x
pix

1  y
pix

Ii4(g); (C.3)
where (i1; :::; i4) are the indices of the nearest 4 pixels to :
(
i1 ;
i2 ;
i3 ;
i4) =
8>>><>>>:
(
0;
1;
2;
3) (0 < x <
pix
2
; 0 < y <
pix
2
)
(
0;
5;
4;
3) (0 < x <
pix
2
;  pix
2
< y < 0)
(
0;
5;
6;
7) (  pix2 < x < 0;  pix2 < y < 0)
(
0;
1;
8;
7) (  pix2 < x < 0; 0 < y < pix2 ):
(C.4)
Since the resulting eective PSF also depends on  and g, we compute the PSF width
appropriately averaged over  and g in the following. In our analytic model (x5.4), we
compute the expected 
0(A0) and N 0gal(A
0) under the presence of the FIR contamination
of galaxies. We note that the eective PSF widths are slightly dierent for 
0(A0) and
N 0gal(A
0). This is because the extinction contaminated by the FIR intensities, A0, is always
evaluated at the position of the galaxies, i.e.,  = g, for N
0
gal(A
0), while this is not the
case for 
0(A0). Therefore we separately derive the eective PSF widths for 
0(A0) and
N 0gal(A
0). We denote these eective PSF widths as e;
 and e;N .
Now let us calculate e;
. Since  and g are independent for computing 

0(A0), we
calculate the intensity of galaxies averaged over  and g as
I =
1

2pix
Z

0
d
Z

0
dgICIC(; g): (C.5)
We dene e;
 as
f
22e;

 I; (C.6)
and this leads to
e;
 =
4p


pix
int
1
6F (s)  5F (0)  2F ( s) + F ( 2s) ; (C.7)
where
F (x) =
Z
erf(x)dx = x erf(x) +
e x
2
p

; (C.8)
s = pix=
p
2int, and erf(x) denotes the error function.
Similarly, considering that  = g, we dene e;N as
f
22e;N
 1

pix
Z

0
ICIC(g; g)dg: (C.9)
Equation (C.9) is reduced to
e;N =

pixp
8R ; (C.10)
where
2R
2int
=

J1

 pix
2

  J2

 pix
2
2
+ 2J1

 pix
2

J2

pix
2

 2J2

 pix
2

J2

pix
2

+ J2

pix
2

J2

pix
2

; (C.11)
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Figure C.1: left panel; Conguration of the SFD map pixels for calculating the eective
PSF width. right panel; The eective Gaussian PSF widths, e;
 (magenta) and e;N
(cyan), as functions of the intrinsic PSF width int. The vertical and horizontal dashed
lines indicate the Gaussian PSF width applied in the mock simulation (x5.3), and the
resolution of the SFD map, respectively.
J1(x) =
h
F (b+ s)  F

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s
2

  F (b) + F

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2
i
; (C.12)
J2(x) =
1
s
h
G(b+ s) G

b+
s
2

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
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2
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  1
2
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
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2

  F

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
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G(x) =
Z
x erf(x)dx =
1
2

x2erf(x) +
1p

xe x
2   1
2
erf(x)

; (C.14)
and b  x=p2int.
The right panel of Figure C.1 shows the equations (C.7) and (C.10) as functions of
int, which are adopted to equation (D.30) in the analytic model presented in Appendix D.
In numerical simulations in x5.3, we adopted int = 20:21, which reproduces the eective
resolutions e;
 and e;N both similar to the SFD angular resolution FWHM = 6
0:1.

Appendix D
Details of the analytic formulation of
the anomaly neglecting spatial
clustering of galaxies
An analytic model that we present in Chapter 5 neglects the spatial clustering of galaxies,
but it is, at least partially, incorporated by the assigned value of 100m ux for each r-
band selected galaxy. The interpretation is slightly subtle, but we would like to emphasize
that the neglect of the spatial clustering in our analytic model is not serious in practice
as discussed in x5.6.
Assume that galaxies are randomly distributed over the pixel, and denote the expected
number of the galaxies of the true (albeit unobservable) apparent magnitude mtrue being
mmin < mtrue < mmax by N . Then the probability that the pixel has N galaxies obeys
the Poisson distribution:
PPoisson(N jN) = N
N
exp( N)
N !
: (D.1)
Here we assume that the area of all the pixels of the dust map is equal. Then the joint
probability is the product of the conditional probability that the total FIR contamination
in the pixel is A, given that there are N galaxies and that the probability that the pixel
has N galaxies:
Pjoint(A;N) = PN(A)PPoisson(N jN): (D.2)
The conditional probability PN(A) can be computed recursively. When there is no
galaxy in a pixel (N = 0), A should vanish:
P0(A) = D(A); (D.3)
where D is the 1-dimensional Dirac delta function. We compute P1(A) from the dier-
ential number count of galaxy magnitude and the PDF of the FIR to r-band ux ratio as
discussed later in detail. Then PN(A) for N  2 should satisfy the following recursive
equation:
PN(A) =
Z A
0
dxP1(x)PN 1(A  x): (D.4)
Finally the PDF of the total contamination in a pixel, P (A), is given as
P (A) =
1X
N=0
Pjoint(A;N) =
1X
N=0
PN(A)PPoisson(N jN): (D.5)
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Note therefore that Pjoint(A;N) and P (A) are computed in a straightforward fashion
once the two inputs, P1(A) and N , are specied from the observed data.
Next let us proceed to compute 
0(A0) and N 0(A0) according to this model. Since
SFD subtracted the mean FIR contamination in a pixel in constructing the map, we also
subtract its theoretical counterpart:
A =
Z 1
0
d(A)AP (A); (D.6)
from the FIR contamination A in each pixel. So the extinction contaminated by the
galaxy emission is now given by
A0 = A+A A: (D.7)
Therefore, the probability that a pixel with the true extinction A is observed as A0 due
to the FIR contamination is given by P (A) = P (A0   A+A). Finally we obtain the
expected observed distribution function of sky area, 
0(A0) as

0(A0) =
Z 1
0
dA
Z 1
0
d(A)
(A)P (A)D
 
A0   (A+A A)
=
Z A0+A
0
dA
(A)P (A0   A+A): (D.8)
We can similarly derive the expression for N 0gal(A
0), the number distribution of the galaxies
located in the pixels of the extinction A0, as follows.
Since we assume that the area of each pixel is the same and equal to 
pixel, the number
of pixels that have the true extinction in the range of A and A+ dA is
Npixel(A)dA =

(A)dA

pixel
: (D.9)
Thus the expected number distribution of galaxies in a pixel that suers from the FIR
contamination of A is
N(A) =
1X
N=0
NPjoint(A;N): (D.10)
Therefore, the number distribution of galaxies, N 0gal(A
0), is given as
N 0gal(A
0) =
Z 1
0
dA
Z 1
0
d(A)Npixel(A)N(A)D
 
A0   (A+A A)
=
Z A0+A
0
d(A)Npixel(A
0  A+A)N(A): (D.11)
While the above expression is correct for those galaxies with mmin < mtrue < mmax,
we cannot measure their true magnitude mtrue in reality, and one has to take into account
the selection eect carefully. Consider a galaxy of mtrue is located in a pixel of the
contaminated extinction of A0. Then its observed (uncorrected) magnitude is
muncorr(A
0) = mtrue + A; (D.12)
107
because its magnitude suers from the true Galactic extinction A alone, instead of A0.
This yields the corrected magnitude relying on the contaminated extinction A0:
mcorr(A
0) = muncorr(A0)  A0 = mtrue + A  A0 = mtrue   (A A) (D.13)
leading to the over-correction by the amount of A A.
Therefore, those galaxies with mmin < mcorr(A
0) < mmax indeed correspond to
mmin + (A A) < mtrue < mmax + (A A): (D.14)
In other words, the selection incorrectly excludes galaxies with mmin < mtrue < mmin +
A   A, and includes those with mmax < mtrue < mmax + A   A because of the
contamination of FIR galaxy emission.
Given their dierential number count with respect to magnitude, the number of such
galaxies can be computed as
Nex;corr(A) =
Z mmin+A A
mmin
dn(< m)
dm
dm; (D.15)
Nin;corr(A) =
Z mmax+A A
mmax
dn(< m)
dm
dm: (D.16)
We adopt a power-law t with a slope  (see Fig. 5.1) for the dierential number counts
of galaxies in a pixel that contains N and N galaxies:
dn(< m)
dm
=
N10m ln 10
10mmax   10mmin ; (D.17)
dn(< m)
dm
=
N10m ln 10
10mmax   10mmin : (D.18)
The excluded number should be normalized for the actual number of galaxies, N , instead
of N , in the pixel. Nevertheless the included number is not correlated to N in the Poisson
distributed assumption, and thus should be normalized for N .
Therefore we obtain nally the number distribution of galaxies after correcting for the
contaminated extinction A0 as
N 0gal;corr(A
0) =
Z 1
0
dA
Z 1
0
d(A)Npixel(A)[N(A) Nex;corr(A) +Nin;corr(A)]
 D
 
A0   (A+A A)
=
Z A0+A
0
d(A)Npixel(A
0  A+A)[N(A) Nex;corr(A) +Nin;corr(A)]:
(D.19)
Similarly, the number distribution of galaxies before correcting for the contaminated
extinction A0, i.e., with mmin   A < mtrue < mmax   A, is given as
N 0gal;uncorr(A
0) =
Z 1
0
dA
Z 1
0
d(A)Npixel(A)[N(A) Nex;uncorr(A) +Nin;uncorr(A)]
 D
 
A0   (A+A A); (D.20)
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where
Nex;uncorr(A) =
Z mmax
mmax A
dn(< m)
dm
dm; (D.21)
and
Nin;uncorr(A) =
Z mmin
mmin A
dn(< m)
dm
dm: (D.22)
In order to proceed further, we need an expression for the PDF of the FIR contamina-
tion due to a single galaxy, P1(A). The mock simulations presented in x5.3 convert the
r-band magnitude, mr, of each mock galaxy into its 100 m ux from the FIR/optical
luminosity ratio y as
f100m(mr; y) = yf010
 0:4mr ; (D.23)
where f0 = 3631Jy, and y is assumed to obey the log-normal PDF Pratio given by equation
(5.4). In the present analytic model, we further assume that the dierential number count
of galaxies in r-band obeys
Pmag(mr) =
r10
rmr ln 10
10rmr;max   10rmr;min ; (D.24)
where mr;max and mr;min denote the upper and lower limits of the magnitude, and r is
the power-law index.
Once Pmag(mr) and Pratio(y) are given, the PDF of 100m ux from a single galaxy is
computed as
Pux(f) =
Z
dy
Z
dmr Pmag(mr)Pratio(y)D
 
f   f100m(mr; y)

: (D.25)
With the PDFs of equations (D.24) and (5.4), Pux(f) reduces to
Pux(f) = K

f
f0
 1  5
2
r 
erf
 
smax(f)
  erf smin(f) ; (D.26)
where erf(x) denotes the error function, and K, smax and smin are dened as
K  5r10
5
2
r
4f0(10rmr;max   10rmr;min) exp

25
8
22r (ln 10)
2

; (D.27)
smax(f)  1p
22

0:4mr;max   + log10

f
f0

  5
2
2r ln 10

; (D.28)
smin(f)  1p
22

0:4mr;min   + log10

f
f0

  5
2
2r ln 10

: (D.29)
Incidentally, Pux(f) turns out to be well approximated by a log-normal function also,
but we use equation (D.26) to be precise. Considering that the mock galaxies with ux
larger than flim are removed and do not contaminate, P1(A) is calculated as
P1(A) = D(A)
Z 1
flim
Pux(f)df +
1
C
(Cflim  A)Pux

A
C

; (D.30)
where C  krp=
pix;e is a conversion factor from the FIR ux to the r-band extinction.
We adopt 
pix;e = 2
2
e as the eective area of a pixel, where e is the Gaussian width
corresponding to the eective angular resolution, which is given in Appendix C. We adopt
equation (C.7) for calculating 
0(A0), and (C.10) for N 0(A0).
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