papers suggested how multi-faceted Rasch analysis (using Facets) might be used to illustrate the effectiveness and validity of various statistical indicators in detecting and measuring a number of different rater effects using data from judgement-based contexts. While the arguments presented by Myford and Wolfe were clearly of significance for measurement specialists, this study sets out to explore how practically relevant they might be for classroom teachers as well as test developers. This study explores a dataset containing the ratings by a group of 20 raters of 81 writing scripts from a major international English language examination. The purpose of the study was to see to what extent the statistical indicators that Myford & Wolfe proposed were useful for identifying problematic raters in the real-world data set. To do so, this study compared group-and individual-level indicators of three rater effects (severity/ leniency, randomness, and halo effect) between Myford and Wolfe's simulated data sets and the real-world data set. Rater behavior was modeled using the Facets program, Version 3.64 (Linacre, 2008) . A comparison of results showed that the indicators suggested by Myford & Wolfe proved as effective with real data as they had done with simulated data. The implication of this finding is that the use of MFRM using Facets is likely to offer a valuable statistical tool for the exploration of rater effects not only in large-scale test systems but also in classroom assessments. Findings of this study can provide practical implications for English teachers in middle and high schools who will be conducting a small-scale study of rater effects in performance assessments.
Ⅰ. Introduction 1. Brief review of Wolfe (2003, 2004) Myford and Wolfe (2003, 2004 ) indicated a number of ways in which the many facet Rasch measurement approach could be used for detecting and measuring five rater effects: leniency/severity, central tendency, randomness, halo, and differential leniency/severity. They identified group-and individual-level statistical indicators of these five effects and explained how to interpret outputs from Facets analyses to detect each effect.
In order to demonstrate how the Facets program might be used to illustrate these five effects, Myford and Wolfe simulated five data sets in which 10 raters rated 300 candidates on a single trait (or four traits in the case of the data set used to illustrate halo effect) on a scale of 0 to 6. Data sets were generated by replacing the simulated ratings of Rater 10 (the so-called "effect" rater) with ratings designed to simulate the effect in question. The remaining 9 raters were regarded as "normal" raters. Although they presented group-level statistical indicators of a rater effect, each simulated data set was modelled to show individual rater effects (i.e., Rater 10's effect) rather than a group-level effect.
Brief overview of rating effects
Since this study investigates only three of the original five rater effects highlighted by Myford & Wolfe (this study deals with an authentic dataset in which there is no data, or rationale to support any differential severity/leniency analysis), it will focus on these three from this point on.
The three 1) effects can be summarized as follows:
Ÿ The leniency/severity effect occurs when raters assign consistently higher or lower ratings to candidates than those ratings other raters would assign the same candidates.
Ÿ The randomness effect is defined as a rater's tendency to apply one or 1) Due to the limit of the article length, it was decided to focus on three rater effects, excluding the central tendency effect.
more rating scale categories in a different way to the other raters. A rater who exhibits this effect will rank candidates in a different order to other raters.
Ÿ The halo effect is a rater's tendency to assign candidates similar ratings on conceptually distinct rating criteria (i.e., traits). A rater who exhibits a halo effect cannot distinguish among several traits and thus gives similar ratings across them.
These three rater effects can manifest themselves with relation to either an individual rater or a group of raters.
Rationale for this study
Since its introduction to the area of language testing by McNamara in the early 1990s (see McNamara, 1996) multi-faceted Rasch has come to be seen as a key analysis tool for performance-based testing. Over the past dozen years, the program Facets was used to carry out the analysis. While the focus of these studies varied from explorations of difficulty, stability and validity of test tasks (Bachman, Lynch, & Mason, 1995; Elder, Iwashita & McNamara, 2002; Bonk & Ockey, 2003; Fulcher & Marquez Reiter, 2003; Weir & Wu, 2006) , the development and use of rating scales (Lumley, 2002; Knoch, 2007 Knoch, , 2009 , the test taker (McNamara & Lumley, 1997; Ockey, 2009; O'Loughlin, 2002; Norris et al, 2002; Lumley & O'Sullivan, 2005) , the development and application of standards (North & Schneider, 1998; Kozaki, 2006) , and on test development issues (Lynch & McNamara, 1998; Van Moere, 2006; David, 2007) , there have been 15 papers that focused on the rater. An overview of these papers, as can be seen in Table 1, shows that the overwhelming focus of language testing research has been on consistency and leniency/harshness. This focus is clearly quite narrow, especially when compared to the range of effects which can be explored using Facets identified by Wolfe (2003, 2004) .
Of the studies reported in Table 1 , only Knoch et al. (2007) examined the influence of rater training on a range of rater effects (severity, central tendency, randomness, and halo effects). However, the analysis and discussion of the various statistical indicators were not as thorough or comprehensive as in the Myford and Wolfe's study. Knoch et al. compared the effectiveness of online and face-to-face training sessions in an academic writing assessment context where 16 raters rated a set of 70 writing scripts.
Their results showed that both rater training methods were effective in different ways; online training method was slightly more effective in reducing severity/leniency effects, while face-to-face training method was slightly more effective in reducing any halo effect. No particular rater training method turned out to be more effective for reducing or eliminating randomness and central tendency effects in the raters' performances. Ⅱ. Methodology
Participants
The writing scripts of 81 test takers from the International English Language Testing System (IELTS) were used as the basis of this study. All of the scripts were independently multiple rated by a group of 20 trained and experienced raters from that examination. The rating procedure was devised to ensure that all of the raters were linked for the purpose of many-facet Rasch analysis. The examination consisted of two writing tasks, both of which were rated, though for the purpose of this paper this study will look at the first task. Each script used in this study was rated using an analytic type rating scale (or rubric) consisting of three traits. These traits 2) were Task Fulfilment (TF), Cohesion & Coherence (CC), Vocabulary & Syntactic Structure (VSS). Each criterion was rated on a scale of 1 to 9.
The IELTS Writing Task
As indicated above, the task used in this study came from a major international examination, the IELTS. The IELTS is the English proficiency test for people who want to study abroad or work where English is used as a language for communication. The task, see Figure 1 , was, in fact a retired task version (Form 42) from the IELTS which is no longer in use. In fact, the examination itself has undergone some changes since these data were collected. 
Analysis
Rater behaviour was modelled using the Facets program, Version 3.64 (Linacre, 2008) . For each analysis, candidates, raters, and rating criteria (i.e., traits) were specified as facets. Myford & Wolfe (2004: 195) did not allow the rater facet to float, as can be seen in the mean rater severity measure of zero. However, if the purpose of a study is to measure rater behaviour, it is more logical for this facet to be non-centered, even though centering or non-centering a particular facet simply results in an additive shift in the entire distribution of particular estimates for a given facet. For the current study, Facets was run, non-centering the raters (i.e., not constraining the rater facet to have a mean of zero).
Ⅲ. Results
The group-level rater effect indicators are presented here first. These will be followed by the individual-level indicators. Table 2 shows a comparison between Myford and Wolfe' study and the current study of the four group-level indicators used to detect rater severity; fixed chi-square test for raters, rater separation ratio, reliability of rater separation ratio, and rater separation index. The fixed chi-square test for raters tests the hypothesis that all raters share the same severity measure, after accounting for measurement error. A significant chi-square value suggests that the severity measures of at least two raters are significantly different. As can be seen from the second row in Table 2 , both studies displayed a group-level severity effect, as indicated by the significant fixed chi-square test results. In the current study, the chi-square value of 1006.5 is statistically significant (p = .00), which shows that the 20 raters did not all exercise the same level of severity.
Severity 1) Group-Level Indicators
The rater separation ratio measures the spread of the rater severity measures relative to the precision of those measures and the closer the separation ratio is to zero, the closer the raters are in terms of their severity. However, there are no clear-cut guidelines in the literature on how to interpret the rater separation ratio. While we know that a rater separation ratio close to zero is good, to date we have no way of estimating at which point close to zero it becomes good.
The reliability of the rater separation ratio tells us how well the raters are separated and is seen as "a measure of the spread of rater severity measures relative to their precision" (Myford & Wolfe, 2004: 196) . It is worth mentioning that the reliability of the rater separation ratio is in direct contrast to inter-rater reliability, which is an index of how similar the rater severity measures are. In the current study, the reliability estimate is .98, which indicates that the 20 raters are significantly differentiated in terms of the levels of severity. The discussion above and the evidence from Table 3 that a candidate's score could vary by as much as 2 scale bands (6.77 -5.06, the difference between the harshest and most lenient rater -where the fair average scores have been rounded to the nearest reporting grade), from a total of 9, supports this finding.
The rater separation index 3) is not part of the FACETS output, but is calculated using the formula (4G + 1)/3, where G is the rater separation ratio. The index shows the number of statistically distinct levels of rater severity among the sample of raters. In Myford and Wolfe's study, which employed a fully crossed design (i.e., 10 raters each rate 300 candidates on four traits), there were 11 levels of rater severity among the 10 raters.
The fact that there were a greater number of distinct levels than number of raters was due, according to Myford & Wolfe (2004: 196) , to the spread of the rater severity measures being "considerably greater than the precision of those measures". In the current study which was not fully crossed, there were fewer overlaps and in terms of the dataset, fewer ratings by each rater. While this might be one reason for the finding of a rater separation index of 10 (with 20 raters), it may also be the case that spread of rater severity measures was not any greater than their precision (though the similarity of the rater separation reliability estimates suggest that the two studies are quite similar with regard to the range of severity of the raters).
The results in Table 2 suggest that there is evidence of unwanted variation in levels of severity in both the Myford & Wolfe data and in the data used for this study. Reviewing the summary of the rater measurement report in Table 3 , the relevant columns are isolated to try to show how the raters may be grouped into sub-groups with different bands of severity.
3) The newest version of Facets now provides the rater separation index as part of the output from the analysis, so the researcher does not have to calculate that statistic by hand any more.
Outliers were identified by estimating the distance of their severity measure from the group mean in terms of the model error. Doing this highlights the fact that raters 5 and 7 appear to be significantly more lenient than the group, while raters 8, 12, 15 and 20 appear to be significantly harsher. Rater fair averages. To state that a particular rater exhibited leniency/severity effect, we need to look at exact rater severity measures as well as fair average ratings. Myford and Wolfe (2004: 197) observe that in their study 9 of the rater severity measures ranged from -0.5 to +0.5 logits, with rater 10 standing out as being the most severe with a severity measure of 2.58. They then suggest that the severity measure for Rater 10 is an outlier as it is over 23.5 standard errors above the mean severity of group (2.58 divided by model standard error of 0.11). Rater 10, the most severe rater, had a fair average of 1.94, while Rater 8, the most lenient rater, had a fair average of 3.11. Rater 10, on average, assigned ratings that were 1.17 (3.11-1.94) points lower than the ratings assigned by Rater 8. As far as the test is concerned, there should be some concern that there is quite a broad range of scores awarded by the raters. On the positive side, the overall tendency for raters to be harsh (despite the fact that 20% of the raters are significantly lenient) is probably more acceptable given the high-stakes nature of the IELTS. However, these numbers do not bode particularly well for the validity of the scoring system for the test. Since there is no discussion in the literature of how much greater than 1 the Infit and Outfit MNSQ indices should be, the upper limit of acceptability of 1.2 was used, which was recommended by Wright & Linacre (1994: 370) for judgements where agreement is encouraged (as is the case in IELTS).
Randomness 1) Group Level Indicators

The rater Infit and Outfit MNSQ indices appear in columns 5 and 6 of the rater measurement table (see Appendix 1). The initial analysis indicated that
there were four raters with rater Infit and Outfit MNSQ indices greater than 1.2, see Table 5 . The examination of SR/ROR correlations revealed that no rater exhibited any signs of a randomness effect. In the rater measurement report (Appendix 1) SR/ROR correlation is shown in column 7 and is labelled "Corr PtBis", though for ease of reading the relevant information was separated as column 4 in Table 5 . The rater from the misfitting group with the lowest SR/ROR figure was Rater 11 (0.56). This was not the lowest figure for the whole group, which was 0.54 for Rater 9 (Infit MNSQ= 1.04; Outfit MNSQ = 1.07). In fact, the mean SR/ROR for the group was 0.59, so two of the four misfitting raters were slightly below the mean and two were slightly above the mean. This result suggests that even for these four misfitting raters there is no evidence of any randomness effect.
3) Summary of Findings
In Myford & Wolfe's simulated data set, Rater 10 shows a randomness effect, as indicated by (1) rater Infit and Outfit MNSQ indices greater than 1 and (2) low SR/ROR correlations. In this data set, four raters (Rater 3, 6, 11
and 12) had Infit and Outfit MNSQ indices greater than 1.2. However, their SR/ROR correlations were not significantly lower than other raters' SR/ROR correlations, which led to conclude that no raters in the current study showed signs of a randomness effect. Table 6 shows a comparison between Myford and Wolfe' study and the current study of the four group-level indicators used to detect a halo effect (the full table can be found in Appendix 2). A halo effect occurs when a rater is unable to distinguish among several distinct rating criteria in terms of their difficulty (the level of score to be awarded for each separate criterion) and tends to assign each candidate similar ratings on those criteria.
Halo 1) Group Level Indicators
Therefore, the statistical indicators used to explore the halo effect focus on the measurement of the traits. The fixed chi-square test for traits tests the hypothesis that all traits are of the same difficulty, after accounting for measurement error. If raters exhibit a halo effect, they tend to assign each candidate similar ratings on several distinct traits. Therefore, a non-significant chi-square value results in retaining the hypothesis that all traits have the same level of difficulty of traits, which suggests a group-level halo effect.
Since the chi-square statistic in the current study was significant, we can be quite certain that there is no group-level halo effect here. This was the same finding as the Myford & Wolfe study. As can be seen from Table 6 , in the current study, the chi-square value of 431.8 with 2 degrees of freedom is statistically significant (p = .00), indicating that at least two traits are significantly different in terms of their difficulty level at which they were applied.
The second indicator, traits separation ratio, measures the spread of the trait difficulty measures relative to the precision of those measures. The interpretation of the trait separation ratio is similar to that of the rater or candidate separation ratios. The closer the trait separation ratio is to zero, the closer the traits are in terms of their difficulty. A low trait separation ratio suggests a group-level halo effect. Both studies show quite high trait separation ratios of 28.54 (Myford & Wolfe) (2) a string of identical ratings across traits to candidates.
In the current study, raters were asked to rate essays on a scale of 1 to 9 based on three categories, Task [9,9,9], this rater is likely to show a halo effect. A rater with a halo effect may be indicated by z scores greater than +2 or less than -2 from a rater * trait bias interaction analysis. If the z score for a rater from a rater * trait bias interaction analysis is greater than 2, then that rater assigned more low ratings than expected when evaluating candidates on that particular trait. By contrast, if the z score for a rater is less than -2, then that rater assigned more high ratings than expected when evaluating candidates on that particular trait. Furthermore, if a rater with z scores greater than +2 or less than -2 assigned lower-than-expected ratings to candidates on the easiest trait and higher-than-expected ratings to candidates on the hardest trait, then this rater may be exhibiting a halo effect.
In their study Myford and Wolfe used Facets 3.36, which reports z-scores in the bias output table. However, in the later versions of Facets, the same table reports a t-value. Since both analyses return the same results, the output based on the z-scores (i.e., the older Facets version) will be used to facilitate comparison with the original study. In Myford & Wolfe's study, Rater 10 can be seen to have statistically significant z-scores of 4.11 (Trait 1), -4.93 (Trait 2), -12.02 (Trait 3), 12.94 (Trait 4) across traits. Trait 3 was the most difficult one with 0.86 logits, while trait 4 was the easiest with -0.98 logits. Although other raters tended to assign lower ratings to candidates on the most difficult trait 3, it appears that Rater 10 did the opposite; Rater 10 assigned higher scores for this trait, as indicated by z scores of -12.02. Similarly, Rater 10 assigned lower scores for the easiest trait 4, while the other raters tended to assign higher ratings on this trait. Therefore, observed scores for both traits 3 and 4 ended up about the same, 861, and 852, respectively, which provides additional evidence of halo effect for Rater 10. Fixed (all = 0) chi-square: 228.9 d.f.: 60 significance: .00
analysis in which Facets version 3.36 was run. Trait 3 (VSS) is the most difficult at 0.65 logits, while Trait 1 (TF) is the easiest at -0.65 logits, as can be seen in the final column of Table 7 .
In this data, it appears that ten of the raters show bias towards or against at least one trait. In some cases ( Table 7 and Appendix 1 indicate that Rater 5 is a lenient though consistent rater, whose rating followed a pattern similar to eight of the others in that higher than expected scores were awarded for the easiest middle traits and lower than expected to the hardest trait. In addition, the observed scores suggest a broad range between the three traits, with average scores of 7.74, 6.48 and 6.12 for TF, CC, and VSS respectively. There is therefore no evidence of a halo effect in these numbers.
On the other hand, Rater 17 is a harsher and somewhat less consistent rater with a slightly different pattern of rating to the others. Figure 3 shows clearly that Rater 17 awards lower than expected ratings for both TF and CC (i.e., easy traits), though higher than expected for VSS (i.e., the hardest trait). Another marked difference between Rater 17 and Rater 5 is the fact that the observed scores for all three traits are very similar. Indeed, the average scores awarded for the three traits are 5.92 (TF), 5.58 (CC) and 5.96 (VSS). The suggestion, therefore, is that Rater 17 is demonstrating a halo effect.
Investigating Rater Effects Using Many-Facet Rasch Measurement ... 183 identical ratings would constitute a halo effect. Knoch et al. (2007, p.36) argued that if the same string of scores was awarded to more than 30% of the candidates, we should consider that the offending rater demonstrates evidence of a halo effect. However, setting a figure at a particular level irrespective of the number of traits employed may run the risk of oversimplifying the situation. Instead, it seems more sensible to relate the decision point to the number of criteria used since the greater the number of criteria the less likelihood there is of a flat profile (where a rater awards the same score for each criterion) occurring. In this data it appears that the average percentage of occurrences of a flat profile is 20.55% (i.e., the mean of % all same, the mean of the second column in Table 8 ). Since there are five potential outcomes in terms of equal scores being awarded (1* all same; 3* two the same; 1* all different), the percentage for this group seems to be only very slightly greater than the likelihood of each of the five potential outcomes, so we might consider overall result to be acceptable. If one standard deviation from the mean is used as the decision point above which a rater might be considered to be demonstrating a halo effect, the point is 31. 95 (20.55 +11.4) . With this in mind, as can be seen from 17, 18, & 20) . However, the advice to return to the raw data to identify instances of flat profiles confused the issue as these data suggested that three of the other 20 raters were in fact more likely to award a flat profile than Rater 17. Of course, we could interpret the Facets output as offering the most convincing evidence as this takes into account the probability that a candidate may have deserved to be awarded a flat profile. This would mean that we should only look to the raw data to confirm the findings from the bias interaction table, ignoring any additional information contained in the raw data.
Ⅳ. Implications and Conclusions
The purpose of this study was two-fold. The primary goal was to illustrate the effectiveness and validity of various MFRM-based statistical indicators in detecting and measuring rater effects using an actual data set, while the secondary goal was to look to the findings to see what they might tell us about a particular test. Group-as well as individual-level indicators of three rater effects (severity/leniency, randomness, and halo effect) were compared between the simulated data sets used by Wolfe (2003, 2004 ) and a real data set in the current study.
A comparison of results showed that the indicators suggested by Myford & Wolfe proved as effective with real data as they had done with simulated data. The implication of this finding is that the use of MFRM using Facets is likely to offer a valuable statistical tool for the exploration of rater effects not only in large-scale test systems but also classroom assessments.
Findings of this study can provide practical implications for English teachers in middle and high schools who will be conducting a small-scale study of rater effects in performance assessments.
Regarding the secondary focus of the paper, to investigate the possible occurrence of particular rater effects in the scoring of raters from a major international examination, there are a number of interesting findings. Table 9 summarizes these in terms of the three rater effects. candidate's work is rated by a single rater, this should be seen as major concern. The lack of any evidence of randomness effect is, of course encouraging, though the fact that one of the raters showed evidence of a halo effect is also of some concern.
It may well be that the 20 raters who participated in this study are not representative of the typical IELTS rater, though at the time of this data-collection event all were active and experienced raters for that examination. Changes to the examination and to rater training since these data were collected may have improved the situation. However, the continued reliance on single rating of candidates' work makes it imperative that the developers of IELTS undertake large-scale exploration of their rating cohort (which numbers in the thousands) for the effects addressed here.
It is recommended that the Facets-based indicators might be further employed by researchers to explore how raters behave with regard to these effects when rating different tasks or when rating the same task types on different occasions. 
