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We consider the poset that arises from ordering finite smooth digraphs
via pp-constructability. We give a complete description of this poset and, in
particular, we prove that it is a distributive lattice. Moreover, we show that
in order to separate two smooth digraphs in our poset it suffices to show that
the polymorphism clone of one satisfies a prime cyclic loop condition that is
not satisfied by the polymorphism clone of the other.
1 Introduction
We consider a poset which is closely related to Constraint Satisfaction Problems (CSPs).
In 1999 Feder and Vardi conjectured that the class of CSPs over finite structures admits
a dichotomy, i.e., every such problem is either tractable or NP-complete. Recently Zhuk
and Bulatov independently proved this conjecture [9, 5]. This dichotomy has an algebraic
counterpart: the structures with NP-complete CSP are precisely those that pp-construct
(unless P = NP). It turns out that pp-constructability is a quasi-order on the class
of all finite structures and there are even log-space reductions between the CSPs of
comparable structures [2]. Hence, understanding the arising poset can lead to a better
understanding of the precise computational complexity of CSPs within P.
This poset can be described in three different ways. On the universal algebraic side,
pp-constructability can be characterized using minor-preserving maps between clones.
The third way to describe this poset is a Birkhoff-like approach using powers of algebras
and the new concept of reflections of algebras.
This article is a step at the beginning of the journey to the understanding of the
pp-constructability poset on finite structures. A complete description of the subposet
arising from two-element structures is given in [4]. However, as for now studying the
whole poset appears to be very difficult, since even seemingly simple cases, like for
example directed graphs, are not well understood. In fact, in an early attempt to close
in on the Feder-Vardi conjecture, researchers tried (hard) to classify the oriented trees
with an NP-complete CSP, without success. However, Barto, Kozik, and Niven [1]
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showed that every smooth digraph whose CSP is not NP-complete can be represented in
the poset by a disjoint union of directed cycles.
In this article, we restrict our attention to finite smooth digraphs ordered by pp-
constructability and give a comprehensible description of the corresponding poset. In
particular, it turns out that this poset is even a distributive lattice and that it suffices
to consider disjoint unions of directed cycles of prime lengths. Furthermore, any two
smooth digraphs representing different elements can be separated using a cyclic loop
condition.
1.1 The pp-constructability order
Two structures A and B with the same relational signature are homomorphically equiv-
alent if there exists a homomorphism from A to B, denoted A → B, and vice versa
B → A.
Let A be a relational structure and φ(x1, . . . , xn) be a primitive positive (pp) formula,
i.e., a first order formula using only existential quantification and conjunctions of atomic
formulas. Then the relation
{(a1, . . . , an) ∣ A ⊨ φ(a1, . . . , an)}.
is said to be pp-definable in A. We say that B is a pp-power of A if it is isomorphic to a
structure with domain A
n
, where n ≥ 1, whose relations are pp-definable in A (a k-ary
relation on A
n
is regarded as a kn-ary relation on A). Combining these two notions we
obtain the following definition from [2].
Definition 1.1. We say that A pp-constructs B (or B is pp-constructable from A) if B
is homomorphically equivalent to a pp-power of A.
Since pp-constructability is a reflexive and transitive relation on the class of relational
structures [2], it makes sense to consider the following quasi-order. Let A and B be
relational structures:
A ≤ B if and only if A pp-constructs B. (1)
Note that the quasi-order defined in (1) naturally induces the equivalence relation A ≡ B
if and only if B ≤ A ≤ B.
We name the set of all finite relational structures modulo ≡ ordered by ≤ the pp-
constructability poset and denote it by Pfin. Observe that [ ], the ≡-class of the loop,
is the top element of Pfin. Later we will see that there is also a bottom element and
that it is [ ], the ≡-class of K3. In this diagram every undirected edge represents two
directed edges.
1.2 Height 1 identities
Here we look at a characterization of the pp-constructability quasi-order using a weaken-
ing of the classical notion of clone homomorphism [2]. This characterization will provide
us with the main tool to prove that a structure cannot pp-construct another structure.
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For a relational structure A we denote by Pol(A) the polymorphism clone of A, i.e.,
the tuple (F,◦), where ◦ is the functional composition and F is the set
{f ∶An → A ∣ n ∈ N+, f homomorphism}, An being the n-th power of A.
Throughout this article we treat all homomorphisms f ∶A
I
→ A, where I is a finite set,
as elements of Pol(A).
Let us fix some useful notation. For a tuple a = (ai)i∈I and a map σ∶J → I, let aσ
denote the tuple (aσ(j))j∈J . For a function f ∶AJ → A, we write fσ∶AI → A for the
function given by a↦ f(aσ).
Definition 1.2. Let A and B be structures. A map λ∶Pol(B) → Pol(A) is minor-
preserving if it preserves arities and for all f ∶B
J
→ B in Pol(B) and σ∶J → I with
fσ ∈ Pol(B) we have:
λ(fσ) = (λf)σ.
We write Pol(B) minor→ Pol(A) to denote that there is a minor-preserving map from
Pol(B) to Pol(A). The next theorem, restated from [2], shows that the concepts pre-
sented so far, pp-constructability and minor-preserving maps, give rise to the same poset.
Theorem 1.3. Let A and B be finite structures. Then
B ≤ A if and only if Pol(B) minor→ Pol(A).
Let σ and τ be two functions with finite image and Im(σ) = Im(τ). A height 1 identity
is an expression of the form fσ ≈ gτ . We say that two functions f˜ and g˜ satisfy fσ ≈ gτ if
f˜σ = g˜τ . A structure B satisfies fσ ≈ gτ if there exist two operations in Pol(B) satisfying
fσ ≈ gτ . A finite set of height 1 identities is called height 1 condition. We call a height
1 condition trivial if it is satisfied by projections. Observe that if λ∶Pol(B) → Pol(A)
is minor-preserving and fσ = gτ , then λ(f)σ = λ(g)τ . It follows that minor-preserving
maps preserve height 1 conditions. If A and B are finite, then a simple compactness
argument shows that there is a height 1 condition Γ that is satisfied in B but not in A if
and only if there is no minor-preserving map from Pol(B) to Pol(A). In this case we also
say that Γ separates B from A. In general, showing that there is no minor-preserving
map from Pol(B) to Pol(A) is a rather complicated task, e.g., Γ might contain many
cumbersome height 1 identities. Nevertheless, we prove that this is not the case if we
focus on smooth digraphs. For these graphs, we show that any separation can be proved
by exhibiting a single height 1 identity with only one function symbol. Height 1 identities
of this form have been studied in the literature and are known as loop conditions [8].
Definition 1.4. Let σ, τ ∶ I → J be maps, where I and J are finite sets. A loop condition
is a height 1 identity of the form
fσ ≈ fτ .
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To any loop condition Σ, given by an identity fσ ≈ fτ , we can assign a directed graph
in a natural way. The digraph GΣ of Σ is the tuple
(Im(σ), {(σ(i), τ(i)) ∣ i ∈ Dom(σ)}).
The name loop condition is justified by the following observation. If for some graph A
satisfying Σ we have GΣ → A, then A has a loop. If GΣ itself has a loop, then there is
an i with σ(i) = τ(i) and a structure A satisfies Σ with the projection πi∶ADom(σ) → A,
t↦ ti and therefore Σ is trivial.
If GΣ is a disjoint union of directed cycles, then we say that Σ is a cyclic loop condition.
For reasons that will be clarified later, it suffices to only consider cyclic loop conditions
in this article.
2 Smooth digraphs
A smooth digraph is a directed graph G such that every vertex has an incoming and an
outgoing edge. Let us denote the subposet of Pfin containing all ≡-classes of smooth
digraphs by PSD. Barto, Kozik, and Niven [1] showed the following dichotomy for
smooth digraphs.
Theorem 2.1. Let A be a finite smooth digraph. Then either A pp-constructs K3 or it
is homomorphically equivalent to a finite disjoint union of directed cycles.
It is known that K3 pp-constructs every finite structure (see, e.g., [3]). Hence, [K3] is
the bottom element of Pfin and also of PSD. From the previous theorem we know that
every non-minimal element in PSD contains a finite disjoint union of directed cycles.
As we are always considering finite digraphs, we will usually drop the words finite and
directed from now on.
On the remaining pages we will provide a classification of the pp-constructability order
on disjoint unions of cycles.
2.1 Directed cycles
To any finite set A ⊂ N
+
we associate a disjoint union of cycles A = (V,E) defined by
V ≔ {(a, k) ∣ a ∈ A, k ∈ Za} and E ≔ {((a, k), (a, k +a 1)) ∣ a ∈ A, k ∈ Za}.
For the sake of notation we will from now on write + instead of +a (addition modulo
a); it will be clear from the context to which sum we are referring to. For any a ∈ N
+
let Ca be the cycle associated to the set {a}. Conversely, to any disjoint union of cycles
A we associate the set A ≔ {a ∣ Ca ↪ A}, where by Ca ↪ A we denote that Ca embeds
into A.
We warn the reader that previously A denoted the underlying set of the structure A,
but from now on A itself will denote the structure as well as the underlying set and A
is the set defined above. We hope that this will not lead to any confusion. Also beware
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that the structure B associated to the set associated to a disjoint union of cycles A is
not necessarily isomorphic to A. The structure A could have multiple copies of the same
cycle whereas B may not. However, A and B are homomorphically equivalent and thus
represent the same element in PSD.
For a disjoint union of cycles A, a, b ∈ A, and k ∈ N
+
we write a
k
→ b if there is a path
of length k from a to b. Note that, for fixed a and k there is only one such b, we denote
it by a + k. We define σA ∈ Sym(A) as σA(a) ≔ a + 1. By ΣA we denote the cyclic loop
condition f ≈ fσA . Note that GΣA = A. If A is the structure associated to the set A, then
we write σA and ΣA instead of σA and ΣA, respectively. Note that σA(a, k) = (a, k + 1).
We want to remark that, for a finite set I, the direct product A
I
is again a disjoint union
of cycles. Hence, for an element a ∈ A
I
we have that a+k is defined. Observe that a+k
coincides with the tuple (ai + k)i∈I .
For a, c ∈ N
+
define a ´ c ≔ a
gcd(a,c) and a ∨ c ≔ lcm(a, c). The operation ´ has the
following useful properties.
Lemma 2.2. For all a, b, c ∈ N
+
we have a´(a´c) = gcd(a, c) and (a´b)´c = a´(b⋅c).
Proof. Simply applying the definitions we obtain:
a ´ (a ´ c) = a
gcd(a, a ´ c) =
a
gcd (a, a
gcd(a,c))
=
a
a
gcd(a,c)
= gcd(a, c)
The reader can easily verify the second statement.
For any finite A ⊂ N
+
, c ∈ N
+
, we let A ´ c denote the structure associated to the set
A ´ c ≔ {a ´ c ∣ a ∈ A}.
3 Description of PSD
Here we present the general outline of this article. Whenever you feel lost come back
to this paragraph and Figure 1. Firstly, in Lemma 3.1 we show that whether a disjoint
union of cycles satisfies a cyclic loop condition can be tested via purely number theoretic
means. Secondly, we show that cyclic loop conditions also suffice to determine the pp-
constructability order on disjoint unions of cycles. This is formally stated in Theorem
3.5. With some more effort, we show in Theorem 3.9 that even very specific cyclic loop
conditions suffice, i.e., cyclic loop conditions where every cycle is of prime length. This
allows us to give a simple description of the elements of PSD as downsets of some poset;
in particular, we show that PSD is a distributive lattice.
3.1 Cyclic loop conditions
To get a better intuition for the statements to follow, we recommend using C5⊍C6 as an
example. The first lemma characterizes when a disjoint union of cycles satisfies a cyclic
loop condition.
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3.1
A ⊧ Σ
1
B ⇔ ∀h ∈ A
B
1
∃a ∈ A∶ a ∣ ⋁h(b) ´ b
3.4
Pol(B) ∋ f = fσcA ⇒ B ⊧ Σ
1
A´c
3.3
A /⊧ Σ1A´c
3.5
A
B
iff
A ⊧ ΣA´c
⇒
B ⊧ ΣA´c
3.7
A ⊧ ΣB ⇒
A ⊧ ΣB´c
A ⊧ ΣB⊍{b}
3.9
A
B
iff
PL(A)⊆
PL(B)
3.10
1 ∉ (A ´ c)
P ⊆ (A ´ c) ⇔ A /⊧ ΣP
3.11
A↦ PL(A) is an isomorphism
3.12
PSD is a distributive lattice
Figure 1: May it be a light for you in dark places when all other lights go out.
Lemma 3.1. Let A be a finite disjoint union of cycles and B ⊂ N
+
finite. We have
A ⊧ ΣB if and only if for all maps h∶B → A there is Ca ↪ A such that
a divides ⋁
b∈B
h(b) ´ b.
Proof. We show both directions separately.
(⇒) Consider a map h∶B → A and f ∈ Pol(A) satisfying ΣB. Define
c ≔ ⋁
b∈B
h(b) ´ b
and the tuple t ∈ A
B
as t(b,k) ≔ (h(b), c ⋅ k) for b ∈ B and k ∈ Zb. Observe that
(tσB)(b,k) = tσB(b,k) = t(b,k+1) for all b ∈ B and k ∈ Zb. For every b we have, by definition
of c, that h(b) divides c ⋅ b. Hence, c ⋅ b ≡h(b) 0 for all b and
t(b,0) = (h(b), 0) = (h(b), c ⋅ b) = (h(b), c ⋅ (b − 1) + c) = t(b,b−1) + c.
Therefore tσB = t + c and
f(t) = fσB(t) = f(tσB) = f(t+ c).
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Since t
c
→ (t + c) and f is a polymorphism we have that f(t) is in a cycle whose length
divides c.
(⇐) For this direction it suffices to construct a polymorphism f ∶AB → A satisfying
ΣB. Let G be the subgroup of the symmetric group on A
B
generated by σB∶ t ↦ tσB
and +1∶ t ↦ (t + 1). Recall that (tσB)(b,k) = t(b,k+1) and ((+1)(t))(b,k) = t(b,k) + 1.
Hence, σB ◦ (+1) = (+1) ◦ σB, G is commutative, and every element of G is of the form
σ
c
B ◦ (+1)d for some c and d. For every orbit of AB under G pick a representative and
denote the set of representatives by T . Let t ∈ T and h∶B → A be such that for every
b there is a k with t(b,0) = (h(b), k). By assumption there is an at ∈ A such that
at divides ⋁
b∈B
h(b) ´ b. (2)
Define f on the orbit of t as
f ((σcB ◦ (+1)d)(t)) = f ((t + d)σcB) ≔ (at, d) for all c, d.
To show that f is well defined on the orbit of t it suffices to prove that (t + d)σcB =(t + ℓ)σmB implies d ≡at ℓ. Without loss of generality we can assume that m = ℓ = 0.
Fix some b ∈ B, we want to show that (h(b) ´ b) divides d. Observe that (t + d)σcB = t
implies
t(b,(k+1)⋅c) + d = t(b,k⋅c) for all k.
Considering that (b´ c) ⋅ c ≡b 0 we have t(b,0) + (b´ c) ⋅ d = t(b,0) and (b´ c) ⋅ d ≡h(b) 0.
Therefore h(b) ´ (b ´ c) divides d and also h(b) ´ b divides d. Since this holds for all
b ∈ B we have, by (2), that at divides d as desired.
Repeating this for every t ∈ T defines f on A
B
. The function f is well defined since
the orbits partition A
B
. If r → s, then s = (r + 1) = (+1)(r) and f(r)→ f(s), so f is a
polymorphism. Furthermore f = fσB by definition.
Example 3.2. The structure C5 ⊍C6 does not satisfy Σ{2} since 6 ´ 2 = 3 and neither
5 nor 6 divide 3. However, it does satisfy Σ{7} since 5 divides 5 ´ 7 and 6 divides 6 ´ 7.
Moreover, we have that a disjoint union of cycles A satisfies Σ{2} if and only if for every
odd number a, if a ⋅ 2
k
is in A for some k, then a is also in A.
As a consequence of Lemma 3.1 we obtain the following lemma.
Lemma 3.3. Let A be a finite disjoint union of cycles and c ∈ N
+
. Then
A ⊧ ΣA´c if and only if 1 ∈ (A ´ c).
Proof. The ⇐ direction is clear. If 1 ∈ (A ´ c), then ΣA´c is trivial since it is satisfied
by the projection π∶A
A´c
→ A, t↦ t(1,0).
For the ⇒ direction let h∶ (A ´ c) → A be some map with h(b) ´ c = b. We apply
Lemma 3.1 to h and obtain some Ca ↪ A such that a divides
⋁
b∈(A´c)
h(b) ´ b = ⋁
d∈Im(h)
d ´ (d ´ c) = ⋁
d∈Im(h)
gcd(d, c)
which divides c. Therefore, a ´ c = 1 ∈ (A ´ c).
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Before proving the connection between pp-constructability and cyclic loop conditions
in Theorem 3.5 we have one more technical lemma.
Lemma 3.4. Let B be any structure, A ⊂ N
+
finite, c ∈ N
+
, and f ∈ Pol(B). If f = fσcA ,
then B ⊧ ΣA´c.
Proof. Let f ∶B
A
→ B be a polymorphism of B with f = fσcA . Note that gcd(a´c, c´a) =
gcd ( a
gcd(a,c) ,
c
gcd(a,c)) = 1. Hence, 1c´a mod (a´c) is well defined. For t ∈ B
A´c
we define
the wonderful tuple t˜ ∈ B
A
as
t˜(a,k) ≔ t(a´c,⌊ k
gcd(a,c)⌋⋅ 1c´a)
for all a ∈ A, k ∈ Za.
Consider the polymorphism f˜ ∶B
A´c
→ B defined by
f˜(t) ≔ f(t˜) for all t ∈ BA´c.
Observe that for every a and k, since c
gcd(a,c) = c ´ a is a natural number, we have
t˜(a,k+c) = t(a´c,⌊ k+c
gcd(a,c)⌋⋅ 1c´a)
= t(a´c,⌊ k
gcd(a,c)⌋⋅ 1c´a+1)
= (t̃σA´c)(a,k).
Hence, t˜σcA = t̃σA´c and
f˜(t) = f(t˜) = fσcA(t˜) = f (t̃σA´c) = f˜ (tσA´c) = f˜σA´c(t).
Therefore B ⊧ ΣA´c as desired.
Now we have all the necessary ingredients to prove the connection between cyclic loop
conditions and pp-constructions in PSD. In particular, Theorem 3.5 shows that cyclic
loop conditions suffice to separate disjoint unions of cycles.
Theorem 3.5. Let A be a finite disjoint union of cycles and B be a finite structure with
finite relational signature τ . Then
B ≤ A iff B ⊧ ΣA´c implies A ⊧ ΣA´c for all c that divide lcm(A).
Proof. We show both directions separately.
(⇒) From Theorem 1.3 we know that B ≤ A if and only if Pol(B) minor→ Pol(A) and,
since minor preserving maps preserve height 1 identities and ΣA´c is a height 1 identity,
we are done.
(⇐) Assume without loss of generality that A is the structure associated to A. Let F
be the
»»»»»B
A»»»»»-th pp-power of B defined by the formula
ΦE(x, y) ≔⋀ {xt ≈ ytσA ∧ ΦR(x)
»»»»» t ∈ B
A
, R ∈ τ} ,
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where for every k-ary R ∈ τ we have
ΦR(x) ≔⋀ {R(xt1 , . . . , xtk) »»»»» t
1
, . . . , t
k
∈ B
A
with (t1a, . . . , tka) ∈ RB for all a ∈ A} .
We can think of the elements of F as maps from B
A
to B. The formula ensures that
all f ∈ F that are not polymorphisms of B are isolated points. On the other hand
polymorphisms f of B that are in F have exactly one in-neighbour, namely fσ−1A , and one
out-neighbour, namely fσA . Hence, F is homomorphically equivalent to a disjoint union
of cycles, i.e., the structure F without isolated points. Furthermore, all cycles in F are
of the form f → fσA → fσ2A → ⋅ ⋅ ⋅ → fσ
k
A
= f for some k dividing lcm(A).
We show that F and A are homomorphically equivalent by proving the following two
statements:
1. Ca ↪ A implies Ca ↪ F and
2. Cc ↪ F implies Cc → A.
First statement: Let Ca ↪ A. Then the polymorphism π(a,0)∶B
A
→ B, t ↦ t(a,0)
generates the following cycle of length a in F:
π(a,0) → π(a,1) → ⋅ ⋅ ⋅→ π(a,a−1) → π(a,0).
Second statement: Let Cc ↪ F and let f be a polymorphism in a cycle of length c
in F. Then f = fσcA . By Lemma 3.4, B ⊧ ΣA´c and, by assumption, A ⊧ ΣA´c as well.
Applying Lemma 3.3 we can conclude that 1 ∈ (A ´ c). Hence, there is some Ca ↪ A
such that a divides c.
It follows that F and A are homomorphically equivalent. Hence, A is pp-constructable
from B.
The construction in the proof was discovered by Oprsˇal [6]. We thank him for explain-
ing it to us. In the notation from Definition 4.1 in [6] the structure F, after removing
isolated points, is the free structure of Pol(B) generated by A.
Combining Lemma 3.3, Lemma 3.4 and Theorem 3.5 we can compute the order on
PSD. Given two structures A and B, consider all c dividing lcm(A) such that ΣA´c is
not trivial. Test whether there is some map h∶B → A such that no a ∈ A divides
⋁
b∈B
h(b) ´ b.
If there is such an h for every such c then B ≤ A, otherwise not.
Example 3.6. Let A = {6, 20, 15}. To test whether a structure B is below A we only
have to check whether B does not satisfy any of the cyclic loop conditions Σ{6,20,15},
Σ{2,20,5}, Σ{3,10,15}, Σ{6,4,3}, Σ{3,5,15}, Σ{3,2,3}.
The reader can verify, using Lemma 3.1, that the structure C2 ⊍ C3 ⊍C5 is below A.
The structure C2 ⊍ C15 is not below A since it satisfies Σ{3,5,15}.
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3.2 Prime cyclic loop conditions
The following lemma shows that we can further reduce the number of cyclic loop condi-
tions that we have to look at.
Lemma 3.7. Let A be any structure, B ⊂ N
+
finite, and c, b ∈ N
+
. If A ⊧ ΣB, then
A ⊧ ΣB´c and A ⊧ ΣB⊍{b}. If b is a multiple of an element of B, then A ⊧ ΣB⊍{b} if
and only if A ⊧ ΣB.
Proof. Let f ∈ Pol(A) be such that f satisfies ΣB. Since f = fσB , we have f = fσcB .
Hence, by Lemma 3.4, A satisfies ΣB´c. For any t ∈ A
B⊍Cb define the tuple πB(t) ∈ AB as
πB(t)(d,k) ≔ t(d,k) for all d ∈ B and k ∈ Zd. Consider the polymorphism fb∶AB⊍Cb → A
with fb(t) ≔ f(πB(t)). As desired fb satisfies ΣB⊍{b}.
If g ∈ Pol(A) satisfies ΣB⊍{b} and there is a d ∈ B that divides b, then the map
A
B
→ A, t↦ ext(t), where the tuple ext(t) is t extended to AB⊍Cb by ext(t)(b,k) ≔ t(d,k)
for all k ∈ Zb, is a polymorphism of A satisfying ΣB.
As a consequence we obtain that if B does not satisfy ΣA´(c⋅d), then B does not satisfy
ΣA´c as well. We can use this condition when we order cyclic loop conditions of the
form ΣA´c by strength. For instance, in Example 3.6 it therefore suffices to consider the
maximal cyclic loop conditions displayed in Figure 2. Note that there are three maximal
cyclic loop conditions in this case.
Σ{6,20,15}
Σ{2,20,5} Σ{3,10,15} Σ{6,4,3}
Σ{3,5,15} Σ{3,2,3} ΣA
Σ{5} Σ{2} Σ{3}
Σ{2,5} Σ{3,5} Σ{2,3}
Figure 2: Non-trivial cyclic loop conditions of the form Σ{6,20,15}´c (left) and prime cyclic
loop conditions not satisfied by C6 ⊍ C20 ⊍ C15 (right).
By Lemma 3.7 a structure satisfies Σ{2,20,5} if and only if it satisfies Σ{2,5}. Similarly,
the other two maximal cyclic loop conditions are equivalent to cyclic loop conditions
where only prime numbers occur. This motivates the following definition.
Definition 3.8. A cyclic loop condition of the form ΣP is called a prime cyclic loop
condition if all elements of P are prime numbers.
Using the previous characterization we show that prime cyclic loop conditions suffice
to determine the order on PSD.
Theorem 3.9. Let A be a finite disjoint union of cycles and B be a finite structure with
finite relational signature. Then
B ≤ A iff B ⊧ Σ implies A ⊧ Σ for all prime cyclic loop conditions Σ.
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Proof. The proof of the⇒ direction is the same as for Theorem 3.5. The other direction:
by Theorem 3.5 it suffices to show B ⊧ ΣA´c implies A ⊧ ΣA´c for all c that divide
lcm(A). Let c ∈ N+ be such that ΣA´c is not trivial. By Lemma 3.7 we can assume that
c is maximal in the sense that A ´ (c ⋅ d) is trivial for all d > 1 dividing lcm(A´ c). We
show that ΣA´c is, after removing multiples (which yields an equivalent loop condition),
a prime cyclic loop condition. Let a be in (A ´ c) and p be a prime divisor of a (which
exists since a ≠ 1). Since c is maximal we have 1 ∈ (A ´ (c ⋅ p)). Hence, by the non-
triviality of ΣA´c, we have p ∈ (A ´ c) and a is a multiple of a prime in (A ´ c), as
desired. Therefore, ΣA´c is equivalent to a prime cyclic loop condition and by assumption
B ⊧ ΣA´c implies A ⊧ ΣA´c.
For Example 3.6 the prime cyclic loop conditions to be considered are presented in
Figure 2. A priory it could be that among the prime cyclic loop conditions that are
not satisfied by A there is one that is maximal and is not equivalent to a cyclic loop
condition of the form ΣA´c for any c. Now we show that this is never the case.
Lemma 3.10. Let A be a finite disjoint union of cycles and ΣP be a prime cyclic loop
condition. Then A /⊧ ΣP iff there is a c ∈ N+ such that 1 ∉ (A ´ c) and P ⊆ (A ´ c).
Proof. The proof is straightforward.
(⇐) Lemma 3.3 implies A /⊧ ΣA´c. Since P ⊆ (A ´ c) we have, by Lemma 3.7, that
A also does not satisfy ΣP .
(⇒) Since A /⊧ ΣP , by Lemma 3.1, there is a map h∶P → A such that no a ∈ A
divides c, where c ≔ ⋁p∈P h(p) ´ p. Note that if a ´ c = 1, then gcd(a, c) = a and a
divides c. Hence, we have 1 ∉ (A ´ c). Furthermore h(p) ´ c = p for all p and therefore
P ⊆ (A ´ c).
To determine the place of a non-minimal structure in PSD it suffices to know the prime
cyclic loop conditions it satisfies. Note that infinitely many of those are satisfied, on the
other hand there only finitely many that are not satisfied. Therefore, we define for any
structure A the following set:
PL(A) ≔ {P ∣ P a finite nonempty set of primes and A /⊧ ΣP }.
Let FP be the set of all finite nonempty sets of primes. We order the set FP via inclusion
and denote the set of all finite nonempty downsets by ÈÈ↓(FP).
Now we are ready to present the classification.
Theorem 3.11. The map
PSD →
ÈÈ↓(FP) ∪ {FP}
[A]↦ PL(A)
is an isomorphism of posets where the order on the image set is reverse inclusion.
To better understand what this map does, have a look at the illustration in Figure 3.
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C2 ⊍ C3
C6
C2 C3
C1
↦
{{2, 3}, {3}, {2}}
{{3}, {2}}
{{2}} {{3}}
∅
Figure 3: The isomorphism restricted to disjoint unions of cycles using only 2 and 3.
Proof. Let A be a smooth digraph. First note that PL(A) is infinite if and only if A
pp-constructs K3, in which case PL(A) contains all primes. For the rest of the proof we
consider the case that PL(A) is finite. From Theorem 3.9 we get that the map is an
injective homomorphism.
Next we show surjectivity. Let S be a finite downset of FP and let P denote the set of
primes occurring in S. Define Smax as the set of maximal elements of S w.r.t. inclusion
and A ≔ {⋁T∈Smax pT ∣ pT ∈ T for every T ∈ Smax}. We prove PL(A) = S.(⊇) Let S ∈ Smax and define cS ≔∏(P \S). We want to apply Lemma 3.10 to show
A /⊧ ΣS. Firstly, note that any a ∈ A is a multiple of a prime p ∈ S. Since p does not
divide cS we have that a ´ cS is not 1. Hence, 1 ∉ (A ´ cS). Secondly, let p ∈ S. Since
S is maximal we have that for every other T ∈ Smax there exists a pT ∈ T \ S. Define
pS ≔ p and a ≔ ⋁T∈Smax pT . Then a ∈ A and a ´ cS = p. Therefore p ∈ (A ´ cS).
Hence, S ⊆ (A ´ cS) and, by Lemma 3.10, A /⊧ ΣS as desired.
(⊆) Let P ∈ PL(A), by Lemma 3.10, P is contained in a set of the form (A ´ c).
Assume that no T ∈ Smax is contained in (A ´ c) and for any T let pT be a witness of
this fact. Note that pT ∉ (A ´ c) implies pT divides c. Then a ≔ ⋁T∈Smax pT ∈ A but
a ´ c = 1, a contradiction. Hence, there is some Sc ∈ Smax that is contained in (A ´ c).
We show that Sc already contains all primes in P . Let p ∈ P ⊆ (A´ c). Then there is
some a ∈ A such that a ´ c = p. Again a is of the form ⋁T∈Smax pT . Note that, because
all numbers in A are square-free, no element from Sc can divide c. Hence, pSc = p and
p ∈ Sc. From the fact that S is a downset we derive that P ∈ S and PL(A) = S as
desired.
The classification from Theorem 3.11 suggests that the poset PSD can be described
lattice-theoretically, and Figure 4 is a good indication for where to look. Observe that
the poset in Figure 4 (left) is isomorphic to the free distributive lattice on 3 generators
FD(3), after removing the top element. This is the case whenever we restrict PSD to
disjoint union of cycles using only a fixed finite set of primes. However, this does not
generalize to the whole poset, as for any finite structure A we have that if PL(A) is
infinite, then PL(A) = FP.
Consider the power set of a countably infinite setX ordered by inclusion. We denote by
FD(ω) the poset of all downsets of 2X ordered by reverse inclusion. Markowsky proved
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C2 ⊍C3 ⊍ C5
C15 ⊍C10 ⊍ C6
C2 ⊍C15 C10 ⊍C3 C6 ⊍C5
C10 ⊍C15 C6 ⊍C15 C6 ⊍C10
C2 ⊍C3 C2 ⊍C5 C3 ⊍C5C30
C6 C10 C15
C2 C3 C5
C1
Figure 4: The poset PSD restricted to disjoint unions of cycles using 2, 3, and 5 (left).
The free distributive lattice on 3 generators (right).
that FD(ω) is the free completely distributive lattice, i.e., complete and distributive over
infinite meets and joins, on countably many generators [7]. The generating set consists
of the principal downsets generated by X \ {x} for x ∈ X.
If we choose X to be the set of all primes, then the following corollary is an immediate
consequence of Theorem 3.11.
Corollary 3.12. The map from PSD to FD(ω) sending A to PL(A) ∪ {∅} is a lattice
embedding.
Note that although this embedding does not preserve infinite meets we have that [K3]
is the only element whose image is infinite. Hence, we obtain the following corollary.
Corollary 3.13. The poset PSD is a completely distributive lattice.
4 Conclusion
The provided classification of PSD has some properties that are inherited by Pfin. For
instance it follows that Pfin contains an infinite antichain. Moreover there is still hope
that Pfin is a lattice as well. In Pfin we have B ≤ A if and only if every height 1 condition
that holds in B holds in A as well. If we only use prime cyclic loop conditions to compare
finite structures, then we get a quotient of Pfin, denoted by Ppclc, where [B] ≤ [A] iff
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PL(B) ⊇ PL(A). Note that Ppclc is isomorphic PSD, hence, PSD is both a subposet and
a quotient of Pfin.
It might be interesting to study other classes of height 1 conditions and the arising
quotients of Pfin. The natural next quotient to consider is the one arising from cyclic
loop conditions, denoted Pclc. It holds that a structure satisfies Σ{2} and Σ{3} if and only
if it satisfies Σ{6}. We expect that all cyclic loop conditions can be somehow replaced
by prime cyclic loop conditions and conjecture that Pclc = Ppclc.
Another direction for future work is to drop the smoothness assumption and try to
classify all finite digraphs with respect to pp-contructability.
References
[1] L. Barto, M. Kozik, and T. Niven. The CSP dichotomy holds for digraphs with no
sources and no sinks (a positive answer to a conjecture of Bang-Jensen and Hell).
SIAM Journal on Computing, 38(5), 2009.
[2] L. Barto, J. Oprsˇal, and M. Pinsker. The wonderland of reflections. Israel Journal
of Mathematics, 223(1):363–398, 2018.
[3] M. Bodirsky. Complexity classification in infinite-domain constraint satisfaction.
Me´moire d’habilitation a` diriger des recherches, Universite´ Diderot – Paris 7. Avail-
able at arXiv:1201.0856, 2012.
[4] M. Bodirsky and A. Vucaj. Two-element structures modulo primitive positive con-
structability. arXiv e-prints, page arXiv:1905.12333, May 2019.
[5] A. A. Bulatov. A dichotomy theorem for nonuniform CSPs. In 58th IEEE Annual
Symposium on Foundations of Computer Science, FOCS 2017, Berkeley, CA, USA,
October 15-17, 2017, pages 319–330, 2017.
[6] J. Bul´ın, A. A. Krokhin, and J. Oprsˇal. Algebraic approach to promise constraint
satisfaction. CoRR, abs/1811.00970, 2018.
[7] G. Markowsky. Free completely distributive lattices. Proceedings of The American
Mathematical Society - PROC AMER MATH SOC, 74:227–227, 02 1979.
[8] M. Olˇsa´k. Loop conditions with strongly connected graphs. Preprint
arXiv:1810.03177, 2018.
[9] D. Zhuk. A proof of CSP dichotomy conjecture. In 58th IEEE Annual Symposium on
Foundations of Computer Science, FOCS 2017, Berkeley, CA, USA, October 15-17,
2017, pages 331–342, 2017.
14
