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Summary
The mean-field Hamiltonian of two-mode Bose-Hubbard model with real
and imaginary coupling constants demonstrates pitchfork bifurcation in its
phase-space structure within certain interval of real coupling constant. Its
mean-field dynamics have been previously studied by Zhang et al [11]. It
was shown therein that when the real coupling constant is ramped adiabat-
ically towards the pitchfork bifurcation critical point, the classical intrinsic
dynamical fluctuations assist in the selection between the two stable sta-
tionary points. Based on this finding, we set out to study the corresponding
quantum Hamiltonian with the real coupling constant ramped linearly. At
very slow ramping, the quantum system is able to resolve the energy dif-
ference of the two nearly degenerate lowest energy states. Therefore, it no
longer demonstrates self-trapping as what is predicted by the mean-field
dynamics. Such breakdown of mean-field within dynamical instability is
an example of incommutability between semiclassical and adiabatic limit.
To extend beyond the mean-field level, we employ the Bogoliubov back-
reaction method and the semiclassical phase space method to understand
how the second and higher order quantum fluctuations alter the system
dynamics. It turns out that both approaches yield good prediction on the
dynamics of population imbalance between the two modes and the fraction
of non-condensed atoms at fast and very slow ramping.
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In 1924, Einstein predicted the phenomenon Bose-Einstein condensation
(BEC) - in a system of bosonic particles, a finite fraction of the particles
would condense into the same single-particle state under a certain tem-
perature. Yet, Einstein’s prediction is based on a non-interacting bosonic
system. The first experimental realization of such theoretical prediction
came only more than half a decade later. Though in 1938, Fritz London
attempted to explain the superfluidity in liquid helium-4 as a manifesta-
tion of BEC in a strongly interacting atomic system. Eric Cornell and Carl
Wiemann produced the first condensate of weakly interacting atomic ru-
bidium gas in 1995. Their Nobel-prize-winning achievement has henceforth
sparked an explosion of theoretical and experimental research on this new
system.
By employing laser cooling and magnetic evaporative cooling, alkali
atoms such as rubidium-87 and sodium-23 can be cooled into micro-Kelvin
to nano-Kelvin regime at which BEC can occur. Once cooled, the atoms
are confined in space within a trapping potential. There are few types
of traps which produce such trapping potential. Two examples are laser
traps and magnetic traps. Laser traps alter the atoms energy by exploit-
ing the interaction between the laser field and the electric dipole moment
it induces on the atoms. For a magnetic trap, magnetic field with local
minimum in magnitude is generated. Consequently, atoms with magnetic
moment aligned opposite to the field will shift towards the local minimum
so as to reduce the interaction energy.
Formation of Bose-Einstein condensate allows observation of quantum
phenomena amplified to the macroscopic scale. To understand the dynam-
ics of the weakly-interacting condensate, it is necessary to study its many-
1







∇2i + Vext(ri)]Ψ +
∑
i<j
g0δ(ri − rj)Ψ = i~∂Ψ
∂t
(1.1)
Vext is the external trapping potential, g0 =
4pi~2a
m
is the two-atom scat-
tering pseudopotential, a is the s-wave scattering length and m is the mass
of a condensate atom. However, evolution of such wavefunction under
Schro¨dinger equation is hard to be solved analytically or numerically as
the total number of atoms in a typical condensate ranges from a few hun-
dreds up to a few billions. In the case of BEC near zero temperature, finite
fraction of atoms of order unity occupies the same single-particle state.
Under such regime, we can approximate the many-body wavefunction by a
Hartree-Fock Ansatz - a product of single-particle states:




As a result, the dynamics of the single-particle state represent the col-
lective dynamics of the condensate atoms. This approximation is the mean-
field approximation. By taking the average of the Schro¨dinger equation and
replacing the wavefunction with the Ansatz above , we can obtain the cel-








∇2χ0 + Vext(r)χ0 + g0|χ0|2χ0 (1.3)
Note that the non-linearity of the Gross-Pitaevskii equation comes from
the two-atom interaction characterized by the scattering length. The GPE
has been applied to study various dynamics or properties of the BEC such
as the relaxation times of monopolar oscillations and the superfluid nature
of the BEC.
Another method of obtaining the GPE can be found in [1]. One starts













Ψˆ and Ψˆ† are the boson field annihilation and creation operators annihilat-
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ing and creating a particle at position r respectively. Under this formalism,
single-particle state χ0(r, t) in the GPE is the expectation value of the field
operator Ψˆ and thus, it can be viewed as the classical limit of Ψˆ. While
Ψˆ evolves under the Heisenberg equation of motion, the GPE serves as the
equation of motion for the classical field χ0. Such point of view is analogous
to the semiclassical approximation in single particle quantum mechanics by
taking ~ → 0, with 1/N playing the role of ~ in our many-body context.
Considering the large number of atoms in the laboratory condensate, quan-
tum correction is hard to observe and thus GPE manages to predict most
of the experimental results.
In this thesis, we are particularly interested in the case where the BEC is
trapped in a double-well potential with well-separated minima. Experimen-
tally, one could first divide the condensate into two with high energy barrier
in between through a far-detuned laser. By switching off the double-well
trap, the two condensates are allowed to interfere with each other, creating
a two-slit atomic interference pattern. This observation clearly signifies the
existence of phase coherence over macroscopic scale. Also, if the condensate
is initially located in one well, it can tunnel between the two wells. Yet,
such quantum tunnelling can be suppressed depending on the macroscopic
non-linear interaction c = g0N . Saying so, beyond a critical total number
of atoms while keeping g0 fixed, there will be a quantum transition from a
coherent tunnelling state to a self-trapping state.
Now, we suppose that the two wells are symmetrical and we define
Φ1(r) = Φ(r− r1) and Φ2(r) = Φ(r− r2) as the normalised single-particle
ground state wavefunctions of the single-well potential whose minima are
located at r1 and r2 respectively. Φ1 and Φ2 are assumed to not overlap
with each other so that they are almost mutually orthogonal. Here, we
also employ the two-mode approximation by approximating the bosonic
field operator in Hamiltonian (1.4) by
Ψˆ(r, t) = aˆ1Φ1(r, t) + aˆ2Φ2(r, t) (1.5)
where aˆ1 and aˆ2 annihilate an atom in the first and the second well respec-
tively. Their adjoint operators are the corresponding creation operators.























Φj(r, t) δi,j (1.7)
R =
∫







Φj(r, t) (1− δi,j) (1.8)
U =
∫
dr Φ†i (r, t)Φ
†
i (r, t)Φi(r, t)Φi(r, t) (1.9)
where i, j are equal to 1 or 2. Equation (1.6) is the so-called Bose-Hubbard
model. It appears and has been studied in many different contexts such as
the non-linear directional coupler [2]. It also arises in solid state physics to
describe the transition from conducting to insulating state [3].
The mean-field dynamics of the two-mode BEC have been studied in
[4, 5]. It was shown from the mean-field dynamics that the system exhibits
two different regimes: (a) pi-phase oscillation where the time-averaged of
relative phase between the two wells is pi; (b) macroscopic quantum self-
trapping where the average population imbalance is non-zero. However,
such mean-field studies do not account for the quantum collapse and re-
vival sequence modulating the mean-field solution in the exact quantum
evolution [6]. Such collapse and revival in the many-body coherence arise
from the non-linear two-atoms interaction and the discrete quantum en-
ergy spectrum [7]. Moreover, mean-field approximation ignores the higher
moments of the quantum state, hence rendering some interesting physical
observables inaccessible. Also, near the mean-field dynamical instability,
mean-field dynamics deviate from quantum evolution on a time-scale loga-
rithmic in N [8]. There are various existing efforts to capture the dynamics
of BEC beyond mean-field level. For instance, in order to calculate the
dynamics of BEC at very low temperature in a time-dependent trap, Y.
Castin and Rum use a systematic expansion up to the 3/2-power of the
fraction of non-condensed state [9]. This gives the linear dynamics of the
non-condensed particles. In addition, one can also truncate higher order
moments and derive the equations of motion for the second-order correla-
tion functions. This has been done in [10] but such method suffers from
the lack of conservation in the total particle number. To overcome such
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difficulty, Vardi et al. derived the Bogoliubov backreaction equations which
incorporate contribution from the second-order moments while conserving
total atoms number. We will apply this method in the future chapter,
hence relevant details will be given thereafter.
The motivation of current thesis is strongly related to a paper published
by Qi Zhang, Jiangbin Gong and C. H. Oh [11]. In this paper Zhang et al.
studied the mean-field dynamics of a Bose-Hubbard system with real and
imaginary coupling constants. The mean-field Bose Hubbard Hamiltonian
exhibits a pitchfork bifurcation within an interval of real coupling constant.
When the bifurcation occurs, the initially stable stationary point of the sys-
tem turns unstable and two stable symmetry-connected stationary points
appear. Thus, when the real coupling constant is ramped at certain speed
up to the bifurcation critical point, the system has to choose between the
two stable stationary points. Zhang et al. point out that when the real
coupling constant is ramped adiabatically, the intrinsic dynamical fluctua-
tion (IDF) can help the system determine which stable stationary point to
follow adiabatically. The result contests the usual negligence of the impor-
tance of IDF except in certain quantities capable of accumulating IDF. In
this thesis, we are going to study the dynamics of the quantum counterpart
of such mean-field Hamiltonian. This effort also contributes to the subject
of incommutability between the semiclassical and adiabatic limit. As such,
we will introduce in the next chapter the mathematical form of the rele-
vant quantum Bose Hubbard Hamiltonian and give a detailed study of its
exact quantum dynamics. Then, the mean-field dynamics will be discussed
by following closely the argument provided in [11]. Through comparing
both dynamical regimes, we hope to take a glimpse at quantum effects
not accountable by mean-field dynamics. Since quantum fluctuations are
always ignored at the mean-field level, it is necessary to understand how
quantum moments of higher orders yield dynamical evolution totally dif-
ferent from the mean-field dynamics. Along this line, we will employ in
the third chapter two different methods which include the effects of sec-
ond and higher order moments in their respective descriptions. These two
methods are the Bogoliubov backreaction method and the semiclassical
phase space approach. In our pursuit of a different possible understanding,
the last chapter is devoted to the 1/N -expansion method inspired from
the semiclassical approximation in the single-particle quantum mechanics.
However, such approach needs further extension and investigation beyond






2.1 The Bose-Hubbard Hamiltonian
In the previous introductory chapter, we have briefly gone through how
Bose-Hubbard model arises in the context of weakly-interacting Bose-Einstein
condensate confined within a double-well trap. Throughout this thesis, we
will adopt the following version of Bose-Hubbard Hamiltonian.
Hˆ(t) = −(R(t) + i∆)aˆ1†aˆ2 − (R(t)− i∆)aˆ2†aˆ1 − U
2
(aˆ1
†aˆ1 − aˆ2†aˆ2)2 (2.1)
In the equation above, the real coupling constant R(t) between the two
wells is allowed to change in time. Keep in mind that the rationale of
studying such time variation in R comes from the initial motivation of
this thesis. We have set out to study the quantum correspondence of the
classical mean-field dynamics exhibiting pitchfork bifurcation in which the
selection of stable stationary point is assisted by the intrinsic dynamical
fluctuation when R is ramped across the bifurcation region (see section 2.2).
The imaginary coupling constant ∆ can be achieved through phase im-
printing on one well [12]. U is the on-site interaction strength. aˆj and
aˆj
† (j = 1, 2) are the bosonic annihilation and creation operator of the first
and the second well satisfying the standard bosonic commutation relations
[aˆj, aˆk
†] = 1δj,k. The Hamiltonian (2.1) commutes with the total particles
number operator Nˆ = aˆ1
†aˆ1 + aˆ2
†aˆ2. Thus, the total number of particles
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N is a conserved quantity throughout the evolution.
A convenient basis for most numerical calculations in the thesis is the
Fock states |n1, n2〉, where n1 and n2 are the number of particles in the
first and the second well respectively. The action of the annihilation and
creation operators on the Fock states is given as follows.
aˆ1 |n1, n2〉 = √n1 |n1 − 1, n2〉 (2.2)
aˆ1
† |n1, n2〉 =
√
n1 + 1 |n1 + 1, n2〉 (2.3)
A complete analogous set of equations are satisfied by the bosonic operators
of the second well. As such, all Fock states normalised to unity can be
obtained from successively applying the creation operators on the vacuum
state |0, 0〉.




†)n2 |0, 0〉 (2.4)
We can also define the angular momentum operators Jˆx, Jˆy and Jˆz in the
















†aˆ1 − aˆ2aˆ2†) (2.7)
The operators obey the SU(2) commutation relationships:
[Jˆu, Jˆv] = iuvwJˆw, u, v, w = 1, 2, 3 (2.8)
where we have redefined {Jˆx, Jˆy, Jˆz} as {Jˆ1, Jˆ2, Jˆ3} and have used the Kro-
necker delta symbol uvw. Under this new representation, Hamiltonian (2.1)
can be rewritten as
Hˆ(t) = −2R(t)Jˆx + 2∆Jˆy − 2UJˆz2 (2.9)
The conservation of total particle number can be mapped into the conser-




+ 1) in the Schwinger representation.
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2.1.1 Quantum Energy Spectrum and Eigenstates
Computed from the Fock basis, the Hamiltonian (2.1) is a tridiagonal her-
mitian matrix of dimension (N +1)× (N +1). The mn−th matrix element
is given by
〈m|Hˆ|n〉 =− (R + i∆)
√
(N − n)(n+ 1) δm,n+1 (upper diagonal element)
− (R− i∆)
√
n(N − n+ 1)δm,n−1 (lower diagonal element)
− U
2
(2n−N)2δm,n (diagonal element) (2.10)
The eigenvalues of the matrix above constitute the energy spectrum of the
Hamiltonian at various values of R, ∆ and c = UN as the macroscopic
interaction strength.














































Figure 2.1: Energy spectrum of Hamiltonian (2.1) as a function of R for
N = 10 and 20, ∆ = 0.1 and c = 0.2. The right panel includes only up to
the 6-th lowest eigenvalues.
Figure 2.1 above demonstrates the eigenvalues of the Hamiltonian ver-
sus different values of real coupling constant R for two different total num-
ber of particles 10 and 20. It is observed that the energy spectrum is
symmetrical about R = 0 and the energy spacing between the lower-energy
states diminishes as N increases. Around R = 0, we observe that the energy
spectra of the ground and first excited state cluster together. For larger
8
N , even the third and forth lowest energy states exhibit similar behaviour.
Such energy pair clustering in the lower energy states occurs over larger
range of R around R = 0 for increasing N . Since eigenvalues degeneracy
is not allowed for tridiagonal hermitian matrices of non-zero off-diagonal
elements, such energy pair clustering only indicates the existence of nearly
degenerate low-energy eigenstates for range of R near zero. This fact can
be further reinforced by the figure below.

















































Figure 2.2: Energy difference in ground and first excited state versus N for
different R. ∆ = 0.1 and c = 0.2
Figure 2.2 above shows that the energy difference between the ground
and the first excited states at different values of R converges to zero for large
N . The convergence demonstrates an exponential behaviour, as consistent
with the result in [13]. Yet, faster convergence is seen for R nearer to 0.
At N = 10, the value of ∆E at R = 0 is already one order of magnitude
lower than the value at R = −0.1. This observation suggests a complete
degeneracy of the first two lowest states in the case of N = ∞. Such
convergence to zero signifies the transition of quantum dynamics into its
corresponding classical mean-field dynamics at large N . From the figure,
we observe a relatively more significant energy difference at N = 10 for
various R. Thus, to study the quantum effect not captured by the mean-
field approach, it is justified to compare the quantum dynamics at N = 10












































































Figure 2.3: Modulus square of the components of ground (blue, square,
solid line) and first excited states (red, circle, dashed line) in Fock basis for
different R. ∆ = 0.1 , c = 0.2 and N = 10.
Next, we are interested in the structure of the eigenstates of the ground
and first excited state. To do this, we plotted Fig 2.3 to demonstrate the
modulus square of the eigenstates components in terms of the Fock basis
for N = 10. The different n’s represent the quantum number n1 in the Fock
state |n1, n2〉. By conservation of total number of atoms, n2 can be ob-
tained by n2 = N−n1. We note that the modulus square of the coefficients
for the two lowest states are symmetrical about n = 5. For the first excited
state, there are always two maxima for any values of R, and the maxima
shift away from n = 5 as R approaches zero. On the other hand, the only
maximum of the ground state coefficients modulus square develops into two
maxima as R goes to zero, and the peak becomes even more pronounced.
Also, the eigenfunctions structure of the two lowest states become more and
more similar to each other, suggesting the occurrence of near-degeneracy
discussed earlier. In the large N limit, such difference vanishes. The super-
position of such nearly-degenerate states produces quantum state localised
in one particular well for R near to zero. If the initial population is located
in one well, then the system will take exponentially long to tunnel to the
other well. This is the well-known self-trapped state in the mean-field limit.
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2.1.2 Time-Dependent Quantum Dynamics
The evolution of a quantum state |Ψ(t)〉 under the effect of Hamiltonian
(2.1) has never been studied before and it obeys the Schro¨dinger equation
i~|Ψ(t)〉 = Hˆ(t)|Ψ(t)〉. (2.11)
As mentioned earlier, the total number of atoms is a conserved quantity
for such Hamiltonian obeying the SU(2) symmetry. Thus, we can represent





cn(t)|n,N − n〉 (2.12)
In the rest of this thesis, we shall take ~ = 1. Also, the time dependence of
the Hamiltonian arises from the time-varying parameter R(t) = αt + R0.
R0 is the initial value of R, and R is ramped to its final value at linear
speed α. Plugging in this representation into the Schro¨dinger equation and
comparing coefficient of each basis state, we obtain the following equation




=− (R(t) + i∆)
√






(n+ 1)(N − n) cn+1(t) (2.13)
Hence, the quantum evolution, supplied with initial condition, can be read-
ily solved by Runge-Kutta algorithm employed in the ODE package of Mat-
lab.
Figure 2.4 and 2.5 show the quantum evolutions of the population imbal-
ance expectation value for different ramping speeds α with N = 10. The
initial state is the energy ground state of the Hamiltonian at R0. Since
〈aˆi†aˆi〉 represents the expectation value of the population in the i− th well,
2
N
〈Jˆz〉 = 〈aˆ1†aˆ1〉 − 〈aˆ2†aˆ2〉 is the expectation value of relative population
of the first well with respect to the second well.
For intermediate ramping speeds ( 0.00001 ≤ α ≤ 0.01), we observe a
notable increase in the population imbalance for R between -0.1 and 0.1.
BeyondR = 0.1, the population imbalance oscillates around zero, signifying
a quantum tunnelling between the two wells. The amplitude of such quan-
11















Figure 2.4: Quantum evolution of population imbalance expectation value
for different high ramping speeds α. α = 0.001 (black, solid line), α = 0.01
(red, dashed line) and α = 0.1 (blue, dotted line). R0 = −0.18, ∆ = 0.1,
N = 10 and c = 0.2.




















Figure 2.5: Quantum evolution of population imbalance expectation value
for different low ramping speeds α. α = 0.000001 (black, solid line), α =
0.00001 (red, dashed line) and α = 0.0001 (blue, dotted line). R0 = −0.18,
∆ = 0.1, N = 10 and c = 0.2.
tum tunnelling decreases, while its frequency increases with lower ramping
speed. Also, the peak of the population imbalance decreases with slower
ramping as shown in Figure 2.5. In the limiting case of vanishing ramping
speed (α = 10−6), there is essentially no population imbalance throughout
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the evolution. In the case of very fast ramping (α = 0.1), the population
imbalance steadily increases and settles at a long-range oscillation.
An intuitive explanation of the observation above can be given by the
structure of the energy spectrum and eigenstates discussed in previous sec-
tion. From Figure 2.3, it is clear from symmetry that the expectation value
of the population imbalance in the ground state at any R is zero. In the
adiabatic limit of very slow ramping, the quantum state at any instant
would follow the instantaneous ground state of the Hamiltonian. Such ac-
count explains why we have almost equal population in two wells all the
time when the ramping is slow enough (Fig 2.5). As the ramping becomes
faster, adiabatic following becomes harder to implement and contribution
from higher energy state to the instantaneous quantum state becomes more
apparent. Likelihood of such contribution is further enhanced if the energy
spacing between the ground state and higher energy state diminishes. As
seen from Fig 2.1, energy pair clustering only occurs between R = −0.1
and 0.1. Thus, in the earlier phase of the ramping from R = −0.18, larger
energy spacing ∆E still allows adiabatic following to occur at higher ramp-
ing speed. Yet, once R is ramped across the energy pair clustering region,
energy spacing becomes significantly small. Adiabaticity breaks down and
the instantaneous quantum state begins to incorporate contribution from
the first excited state. Superposition of the ground and first excited state
hence produces a non-zero population imbalance. At very fast ramping,
even contribution from the second and higher excited states kicks in, fur-
ther altering the dynamics of the population imbalance. More mathemati-
cally stringent verification of such claim will be provided by the concept of
non-Abelian geometry phase in the next section.
2.1.3 Non-Abelian Geometry Phase
Non-Abelian geometry phase is the generalization of the usual concept of
Berry phase to the degenerate subspace manifolds. We will only provide
a review of its mathematical formulation by following closely Chapter 7 of
[14].
Suppose En(R), n = 1, · · · ,M are the energy eigenvalues of a general
Hamiltonian Hˆ(R). R = R(t) is a set of time-varying parameters defining
the Hamiltonian. We consider a particular En(R), which is P -fold degen-
erate for any R. Also, we require that the degenerate subspaces Hn(R) and
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Hm(R) of the energy eigenvalues En(R) and Em(R) not to intersect each
other for all R.
We assume an ideal adiabatic quantum evolution - an initial energy
eigenstate |n, p;R(0)〉 ∈ Hn(R(0)) evolves such that at any instant t, it
remains an energy eigenvector of degenerate subspace Hn(R(t)). If we
define |n, p;R(t)〉, p = 1, · · · , P as the orthonormal energy eigenstates of
the degenerate subspace, adiabaticity assumption permits us to write the




cnp (t)|n, p;R(t)〉 (2.14)
Substituting ansatz above into the Schro¨dinger equation, we obtain the











cnq (t) = 0 (2.15)












where the matrix AnP is defined element-wise as:




= i〈n, p;R|d|n, q;R〉 (2.17)
The time-ordering exponential of any matrix M(τ) is a compact written













dτ2 · · ·
∫ τi−1
0











dτ2 · · ·
∫ τ0
0
dτi Tˆ [M(τ1)M(τ2) · · ·M(τi)] (2.18)
in which τi < τi−1 < · · · < τ1 < τ0 = t. Tˆ -operator in the expression above
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orders the product of theM matrices according to the order of time τ from
the latest to the earliest.
Since the first integrand of equation (2.16) commutes with all other
matrices, it can be moved out of the summation to give the following:


























in which P is the path-ordering operator. The first exponential in equation
(2.19) is the dynamical phase factor which becomes insignificant by taking
the modulus square of cnp (t). The second exponential is a P × P unitary
matrix by construction and only depends on the geometry of the degener-
ate subspace. It is hence called the non-Abelian geometry phase.
Coming back to our Hamiltonian (2.1), we know that the two lowest
energy spectra cluster for values of R around zero. Yet, the clustered pair
is well separated from the second excited state for intermediate value of N
such as 10. Therefore, when R is ramped across the pair-clustering region
at intermediate speed, the actual quantum state can be approximated as
evolving in the “degenerate” subspaces spanned by the ground and first ex-
cited state. However, such point of view breaks down at very slow ramping
where the small energy spacing can be resolved. To support this claim, we
first compute (2.15) numerically by assuming a degenerate space spanned
by the ground and first excited state H0(R). We initiate the computation
at N = 10 and R0 = −0.1 where pair clustering almost happens, and from
the energy ground state at R0. These assumptions and initial conditions
can be translated into P = 2, c01(t = 0) = 1 and c
0
2(t = 0) = 0. More con-
cretely, we need to numerically solve the particular system of differential
equations below derived from the most general form (2.15):
dc01(t)
dt
+ iE0(R(t)) + 〈g;R(t)| d
dt
|g;R(t)〉 c01(t) + 〈g;R(t)|
d
dt





|g;R(t)〉 c01(t) + iE0(R(t)) + 〈e;R(t)|
d
dt
|e;R(t)〉 c02(t) = 0.
E0(R) is taken to be the ground state energy, |g;R〉 is the ground state
and |e;R〉 is the first excited state.
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Figure 2.6: Evolution of projection values |c01|2 and |c02|2 for N = 10. Blue
solid line - ground state; Red dashed line - first excited state. From top to
bottom: theoretical non-Abelian geometry phase simulation, actual quan-
tum simulation for α=0.01, 0.001, 0.0001 and 0.00001. ∆ = 0.1, and
c = 0.2.
From our numerical results in Figure 2.6, it is seen that there is an
oscillatory population transfer between the instantaneous ground and ex-
cited state for computation based on equation (2.15). The actual quantum
evolution demonstrates similar evolution pattern when R is ramped at in-
termediate speed (α = 0.001) but differing in its oscillation amplitude and
phase. The smaller oscillation amplitude in full quantum dynamics is ac-
counted by the actual finite energy spacing in the first two lowest states, in
contrast with the assumption of being completely degenerate. Therefore,
the actual quantum state exhibits ‘reluctance’ in having complete popu-
lation transfer as in the first panel of Figure 2.6. Regarding the phase
difference, the effect of near-degeneracy on the quantum state due to en-
ergy pair clustering might not kick in exactly at R0. Depending on the
energy spacing and ramping speed, the full quantum oscillatory pattern
might appear earlier or later than R0. For instance, at slower ramping, as
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the energy spacing decreases as R approaches zero, actual quantum state
only shows such oscillatory pattern later in its evolution.
At faster ramping (α = 0.01) of full quantum evolution, we observe that
|c01(t)|2 + |c02(t)|2 6= 1 at times. This shows that the higher energy states
are excited. At slower ramping (α = 0.0001 and 0.00001), the energy
spacing can be sufficiently resolved by the quantum state. Thus, it can
evolve almost adiabatically in the one-dimensional lowest energy eigenspace
without any notable population transfer. In the thermodynamics limit
of N → ∞, the energy spacing vanishes and the two lowest states are
degenerate. Thus, no matter how slowly R is ramped, complete population
transfer can still occur and the state is localised in one well. This property
can be captured by the mean-field limit of the quantum dynamics, which
will be explored in the next section.
2.2 Mean-Field Correspondence of
Bose-Hubbard Hamiltonian
The mean-field Hamiltonian can be obtained from its quantum counterpart







where i = 1, 2. Also, expectation value of any field operator product is
approximated by:
〈aˆα1 · · · aˆαp aˆ†α1 · · · aˆ†αq〉 ≈ 〈aˆα1〉 · · · 〈aˆαp〉〈aˆ†α1〉 · · · 〈aˆ†αq〉 (2.21)
Such approximation means that all the effects of second and higher order
moments of the operators are neglected in mean-field dynamics. By writing
ψj = |ψj|eiφj , the conservation of atoms number can be translated into
|ψ1|2 + |ψ2|2 = 1. Taking the expectation value of Hamiltonian (2.1) and
dividing it by N , we obtain
〈Hˆ〉
N








Defining q = |ψ1|2 − |ψ2|2, p = φ1 − φ2
2







1− q2 sin(2p)− c
2
q2 (2.22)




, which can be obtained
from the definition of q and the normalisation condition |ψ1|2 + |ψ2|2 = 1.
q and p represent respectively the population imbalance and relative phase
between the two wells. Hmean is the classical Hamiltonian for the Bose-
Hubbard model, and the evolution of the coordinate and momentum pair













1− q2 sin(2p) + cq (2.24)
The suitable range for {q, p} is −1 ≤ q ≤ 1 and −pi
2
≤ p ≤ pi
2
. Reason
being so will be clearer in the next section.
2.2.1 Classical Stationary Points and Energy Spec-
trum
Classical Hamiltonian (2.22) contains various stationary points in its phase-
space structure. To study this, we let equations (2.23) and (2.24) to be zero





Considering the range of p, there are two solutions p1 and p2 pi/2-apart for










Thus, we have zero solution q0 = 0 or
R cos(2p) + ∆ sin(2p) = c
√
1− q2 (2.27)
By plugging in the stationary value p1 from equation (2.25) which satis-
fies cos(2p1) =
R√
1− q2 and sin(2p1) =
∆√








provided R2 ≤ c2 −∆2.
To summarize, we have two compulsory stationary points (0, p1), (0, p2)
and two extra stationary points (q1, p1) and (q2, p1). Taking ∆ = 0.1 and
c = 0.2, the two extra solutions can exist only when −0.173 ≤ R ≤ 0.173.
Substituting the stationary points into the mean-field Hamiltonian (2.22),
we can find the stationary energy values as a function of R.
Hmean(R) =

−√R2 + ∆2 for (0, p1) and all R;√





for (q1, p1), (q2, p1) and R
2 ≤ c2 −∆2.
The lowest mean-field energy spectrum corresponds to the quantum ground
state energy spectrum in the large N limit.
From Figure 2.7 that we plotted, the energy spectrum at the unstable
stationary point (0, p2) constitutes an upper bound in the overall spectrum.
For the low energy spectrum, the stationary point (0, p1) splits into two
stable equilibrium points (q1, p1) and (q2, p1) while it becomes unstable
itself within −0.173 ≤ R ≤ 0.173 . The two stable stationary points
share the energy values represented by the red dashed line. If compared
to the quantum energy spectrum in Figure 2.1, such splitting captures the
quantum energy pair clustering in the large N limit. To further confirm the
behaviour of different stationary points of Hmean, we constructed the phase
space structure in Figure 2.8. Upon the critical value R = −0.173, there
is a transition from single stable stationary point of equal well population
(q0 = 0) to two stable stationary points of non-zero population imbalance
(q1, q2 6= 0). Such transition is deeply related to the quantum transition
from coherent tunnelling to self-trapping regime.
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Figure 2.7: Stationary mean-field energy spectrum for different R. Top
line:
√





. ∆ = 0.1, c = 0.2. The dashed line is only valid between -0.173 and
0.173.
2.2.2 Mean-field Classical Dynamics and Intrinsic Dy-
namical Fluctuation
In section (2.1.2), we discussed the dynamics of an initial energy ground
state with R ramped across the energy pair-clustering region at different
speed. Its corresponding mean-field dynamics would be letting {q, p} evolve
according to equations (2.23) and (2.24), starting from the stable station-
ary point (0, p1).
When R is ramped very slowly, the classical phase-space point would
follow the instantaneous stable stationary point adiabatically. Suppose
that we start from R0 = −0.2. When R(t) is ramped to the first critical
point where bifurcation into two stable stationary points occurs, the phase-
space point has to choose between the two symmetry-connected stationary
points. As illustrated by Zhang et at. in [11], the intrinsic dynamical fluc-
tuation (IDF) is crucial for a deterministic selection between the pair of
stable stationary points.
The mathematical argument below follows closely the supplementary
material in [11]. In an ideal adiabatic following, the system must follow its
instantaneous stable stationary point (q¯, p¯). However, the actual state (q,
20
Figure 2.8: Phase space structure of Hamiltonian (2.22) for different R.
Top left: R = −0.2; Top right: R = −0.1; Bottom left: R = 0.13; Bottom
right: R = 0.19. ∆ = 0.1, c = 0.2.
p) deviates from the ideal adiabatic solution as
q = q¯ + δq, p = p¯+ δp, (2.29)
where (δq, δp) are the IDF. If the IDF were zero, by definition of stationary







This result implies that the system can never do adiabatic following with
a changing stationary point. Arguing by contradiction, the IDF must be
non-zero. In fact, (δq, δp) are responsible for generating movement in the
actual state such that it may adiabatically follow the moving stationary
point.
To study the dynamics of IDF near the bifurcation point, the dynamics
21
have to start before the first bifurcation point. For ∆ = 0.1 and c = 0.2,
we can take R0 = −0.2. Next, we expand the Hamilton’s equations up to
the first order of δq and δp by doing
∂Hmean
∂q
(q, p, R) =
∂Hmean
∂q
(q¯, p¯, R) +
∂2Hmean
∂q2







(q¯, p¯, R)δq +
∂2Hmean
∂p∂q




(q, p, R). The equation of motion can hence be








































From Figure (2.8), the stable stationary point before the first bifurcation





). Evaluating the matrix elements in equation
















where A = 4
√
R2 + ∆2 and B =
√
R2 + ∆2 − c.
To gain some insights from the differential equations above, we con-
sider a small time segment such that the matrix elements can be assumed












× αt < 0
≡ −|M |t (2.34)
Similarly, we consider a linear ramping as in the quantum evolution such
that α above is the ramping speed. Under these assumptions, q and p can
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be easily solved by integration to yield following solutions:
















ABt)− |M |t (2.36)
This then implies

















As B approaches zero near the bifurcation point, the term |M |
B
in equation
(2.37) dominates. Consequently, the sign of δq follows the sign of |M |
B
,
which is positive. Such positive IDF in q indicates that the system tends
to adiabatically follow the positive branch in q once it enters the bifurcation
region.
Figure 2.9: Dynamics of population imbalance q against R for different fast
ramping speeds. Black solid line: q-coordinates of mean-field stationary
points; Blue dashed line: α = 0.1; Red dotted line: α = 0.01; Green
dash-dotted line: α = 0.001. ∆ = 0.1, c = 0.2.
In Figure 2.9 and 2.10 we simulated the evolution of q when R is ramped
at different speeds. It is noticed that q begins to oscillate around the stable
stationary points fairly closely for α = 0.001. This is consistent with the
mathematical result above that the IDF is oscillatory due to the sinusoidal
dependence. As ramping gets slower, the oscillation amplitude becomes
smaller such that q follows almost completely adiabatically the stable sta-
23
Figure 2.10: Dynamics of population imbalance q against R for different
slow ramping speeds. Black solid line: q-coordinates of mean-field station-
ary points; Blue dashed line: α = 0.0001; Red dotted line: α = 0.00001;
Green dash-dotted line: α = 0.000001. ∆ = 0.1, c = 0.2.
tionary points. The figures also verify the claim that the system will select
the positive branch in q within the bifurcation region. Thus, IDF is re-
sponsible for determining which symmetry-connected stationary point to
follow, regardless of the duration of the adiabatic process.
Now, we compare the mean-field dynamics to the quantum dynamics
of population imbalance illustrated by Figure 2.4 and 2.5. At moderate
ramping, both dynamics predict the self-trapping regime where dominance
of atoms number in the first well over the second well occurs. However,
the effect of self-trapping in the quantum dynamics gradually weakens as
the ramping becomes slower. On the contrary, the slower the ramping, the
clearer the effect of self-trapping in the mean-field evolution. To account
for such different quantum behaviour, we need different descriptions of the
dynamics beyond the mean-field level - a subject matter of the next chapter.
As mean-field dynamics is an approximation of quantum system in the large
N limit, such difference is also another example of incommutability between




As discussed in the previous chapter, IDF in the mean-field dynamics in-
duces self-trapping state in one well within the pitchfork bifurcation region
no matter how low the ramping speed is. However, at very slow ramping,
the exact quantum evolution no longer demonstrates significant population
imbalance within the classical bifurcation region. Such difference in the two
dynamical regimes has to be attributed to the neglect of quantum higher
order moments at the mean-field level. The goal of this chapter is to mod-
ify the description of the system such that effect of higher order moments
on the dynamics can be taken into consideration. At the same time, the
description has to maintain the conservation of total atoms number which
is inherent in the two-mode Bose Hubbard system.
3.1 Second Order Dynamics
In our first approach, we are satisfied with just seeking the contribution of
the second order moments through the method of Bogoliubov backreaction
introduced by Anglin et al. [15].
We first start with the Bose-Hubbard Hamiltonian (2.9) written in the
Schwinger representation. The quantum evolution of the angular momen-
tum operators is given by the Heisenberg equations of motion:
d
dt
Jˆx = −i[Jˆx, Hˆ] = 2∆ Jˆz + 2U (JˆyJˆz + JˆzJˆy); (3.1)
d
dt
Jˆy = −i[Jˆy, Hˆ] = 2R Jˆz − 2U (JˆxJˆz + JˆzJˆx); (3.2)
d
dt
Jˆz = −i[Jˆz, Hˆ] = −2R Jˆy − 2∆ Jˆx. (3.3)
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We see that the evolution of the operators’ expectation values not only
depends on themselves, but also on the expectation values of the second
order moments 〈JˆlJˆk〉. At the mean-field level, second order moments can
be approximated by 〈JˆlJˆk〉 ≈ 〈Jˆl〉〈Jˆk〉. Using this approximation and the









, we obtain the following
set of equations:
s˙x = 2∆ sz + 2c sysz; (3.4)
s˙y = 2Rsz − 2c sxsz; (3.5)
s˙z = −2Rsy − 2∆ sx. (3.6)
The dynamics conserve the norm of vector |s|, as it can be shown that
d
dt
|s|2 = 0. Thus, the evolution of s can always be represented as rotation
on a Bloch sphere.
Figure 3.1: Mean-field trajectories for two different R at various initial
points. Left: R = −0.2; Right: R = −0.1. ∆ = 0.1, c = 0.2.
Figure above illustrates the evolution of s under different initial condi-
tions for two different values of R fixed in time. The dynamics are equiv-
alent to the mean-field dynamics in terms of {q, p} discussed in previous
chapter. Outside the bifurcation region (R = −0.2), the mean-field trajec-
tories revolve around the stable stationary point with zero sz coordinate.
It should be noted that sz is equivalent to the population imbalance q in
section (2.2). Within the bifurcation region (R = −0.1), there are trajecto-
ries oscillating separately around two stable stationary points. In contrast,
these oscillations have non-vanishing time-averaged population imbalance.
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Such behaviour is consistent with the phase-space structure of the mean-
field classical Hamiltonian discussed in section (2.2).
Figure 3.2: Dynamics of population imbalance sz at different ramping
speeds. Black solid line: mean-field stationary points; Blue dashed line:
α = 0.01; Red dotted line: α = 0.001; Green dash-dotted line: α = 0.0001.
∆ = 0.1, c = 0.2 and N = 10.
Figure 3.3: Dynamics of population imbalance sz at for different N at
equal ramping speeds. Black solid line: mean-field stationary points; Blue
dashed line: N = 10; Red dotted line: N = 30; Green dash-dotted line:
N = 100. ∆ = 0.1, c = 0.2, α = 0.00001.
Figure 3.2 and 3.3 are evolutions of sz under equation (3.4) at different
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ramping speed and N respectively. The initial conditions for s vector are
calculated against the quantum energy ground state at R0 = −0.2. Fig-
ure 3.2 shows the convergence of the dynamics to the mean-field result at
slower ramping. In Figure 3.3 , even at such slow ramping, there is slight
deviation throughout induced by the deviation of quantum initial state
from mean-field stationary point. Such deviation is observed to vanish as
N grows larger.
So far, we are still dealing with mean-field description in an apparently
different but equivalent manner. To go beyond this, we go one level deeper






〈JˆiJˆj + JˆjJˆi〉 − 2〈Jˆi〉〈Jˆj〉
)
, (3.7)
through which ∆ij = ∆ji. Therefore, there will be another six second-
order moments to consider in addition to s. It is important to note that by
just considering the evolution of the number-conserving angular momentum
operators and their correlation functions, the total atoms number can be
conserved throughout the evolution. Since the dynamics of second-order
moments involve contribution from the third-order moments, we adopt the
following approximation to truncate the equations of motion at the second-
order level:
〈JˆiJˆjJˆk〉 ≈ 〈JˆiJˆj〉〈Jˆk〉+ 〈Jˆi〉〈JˆjJˆk〉+ 〈JˆiJˆk〉〈Jˆj〉 − 2〈Jˆi〉〈Jˆj〉〈Jˆk〉. (3.8)
This method has never been applied to our quantum Hamiltonian. Now,
we shall work out the way to obtain the equations of motion of s and ∆ij
by taking sx and ∆xx as examples. The remaining equations can be derived
in exactly the same manner.
˙ˆ
Jx = −i[Jˆx, Hˆ]
= −i[Jˆx,−2RJˆx + 2∆Jˆy − 2UJˆz2]
= −i
(




2∆(iJˆz)− 2U(JˆxJˆz2 − JˆzJˆxJˆz + JˆzJˆxJˆz − Jˆz2Jˆx)
)
= 2∆Jˆz + 2iU
(
[Jˆx, Jˆz]Jˆz + Jˆz[Jˆx, Jˆz]
)




= 2∆Jˆz + 2U(JˆyJˆz + JˆzJˆy) (3.9)
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The derivation above is the detailed calculation leading to results in equa-
tion (3.1). Continuing, we obtain
2
N
〈 ˙ˆJx〉 = 2∆ 2
N
〈Jˆz〉+ 2U × 2
N
〈JˆyJˆz + JˆzJˆy〉;













⇒ s˙x = 2∆sz + c (∆yz + 2sysz). (3.10)
Using the definition of ∆xx and results in equation (3.1), we have
N2
4
∆˙xx = 〈2( ˙ˆJxJˆx + Jˆx ˙ˆJx)〉 − 2〈 ˙ˆJx〉〈Jˆx〉 − 2〈Jˆx〉〈 ˙ˆJx〉
= 2
〈








2∆〈Jˆz〉+ 2U〈JˆyJˆz + JˆzJˆy〉
)
〈Jˆx〉.




∆˙xx = 4 ∆
(








2〈Jˆz〉〈JˆyJˆx〉+ 2〈Jˆz〉〈JˆxJˆy〉 − 4〈Jˆz〉〈Jˆx〉〈 ˆJyz〉
)
. (3.11)
Further simplifying, we arrive at the final expression
∆˙xx = 4∆ ∆xz + 8U · N
2
(sy∆xz + sz∆xy)
⇒ ∆˙xx = 4∆ ∆xz + 4c (sy∆xz + sz∆xy). (3.12)
Doing similar calculations for all other first-order and second-order mo-
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ments, we obtain the following set of equations:
s˙x = 2∆sz + c (∆yz + 2sysz) (3.13)
s˙y = 2Rsz − c (∆xz + 2sxsz) (3.14)
s˙z = −2(Rsy + ∆ sx) (3.15)
∆˙xx = 4∆ ∆xz + 4c (sy∆xz + sz∆xy) (3.16)
∆˙xy = 2(R− c sx)∆xz + 2(∆ + c sy)∆yz + 2c sz(∆yy −∆xx) (3.17)
∆˙xz = 2∆ (∆zz −∆xx) + 2c (sz∆yz + sy∆zz)− 2R∆xy (3.18)
∆˙yy = 4 (R− csx) ∆yz − 4c sz∆xy (3.19)
∆˙yz = 2R (∆zz −∆yy)− 2c (sx∆zz + sz∆xz)− 2∆ ∆xy (3.20)
∆˙zz = −4R∆yz − 4∆ ∆xz. (3.21)
These equations demonstrate how the mean-field vector s drives and
in turn being driven itself by the second-order fluctuations. Hence, they
are known as the ‘Bogoliubov backreaction equations’ of our Bose-Hubbard
Hamiltonian. We have numerically simulated the dynamics under the back-
reaction equations with the various initial first-order and second-order mo-
ments calculated against the quantum initial state.
Figure 3.4: Evolution of relative population imbalance against R for differ-
ent fast ramping speeds. Solid black line: Exact quantum evolution; Blue
dashed line: Backreaction-type evolution; Red dotted line: mean-field evo-
lution. Left to right: α=0.1, 0.01 and 0.001; ∆ = 0.1, c = 0.2, N = 10,
R0 = −0.18.
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Figure 3.5: Evolution of population imbalance against R for different slow
ramping speeds. Solid black line: Exact quantum evolution; Blue dashed
line: Backreaction-type evolution; Red dotted line: mean-field evolution.
Left to right: α = 10−4, 10−5 and 10−6; ∆ = 0.1, c = 0.2, N = 10,
R = −0.18
As shown in Figures 3.4 and 3.5, the backreaction significantly alters the
dynamics of the population imbalance. At very fast ramping, the backreac-
tion and mean-field dynamics agree very well with exact quantum evolution.
As ramping gets slower, the backreaction causes the dynamics to deviate
from the actual quantum evolution. At α = 0.001, the evolution of popu-
lation imbalance under equations (3.13) to (3.21) exhibits high-frequency
oscillation around zero once it enters the bifurcation region while the quan-
tum state still demonstrates prominent population imbalance. In the case
of even slower ramping, such oscillation frequency increases whereas in the
exact quantum evolution, the population imbalance diminishes further. It
is interesting to note that in the adiabatic limit, the backreaction predicts a
bifurcation time more consistent with the actual quantum evolution. This
is in contrast with the mean-field dynamics which predict an earlier bifurca-
tion time. Plus, backreaction predicts an almost zero population imbalance
in its time average within the quantum self-trapping region. Even though
the backreaction equations do not fully capture the quantum behaviour at
moderate ramping, it does make a better dynamical prediction than mean-
field dynamics in the adiabatic limit.
To discuss about the range of validity of the backreaction approach,
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we based our discussion on an account given in [15]. In fact, the trunca-
tion up to the second order moment indicates a systematic perturbative
approximation. Such perturbation is done using f as the small parameter,
where 1− f is the finite fraction of atoms condensed to an identical single
quantum state. To zeroth order of f , this means that all atoms condense to
the same single-particle state - the case of a pure BEC. At this order, the
dynamics are described by the GPE at the mean-field level. To go beyond
mean-field, the backreaction equations are merely results of approximating
the dynamics up to the next order of f . Physically, it means that the back-
reaction equations are valid for describing mildly fragmented condensate.
With this understanding in mind, it is interesting to study the evolution of
f for different ramping speeds at the quantum and backreaction level. To
do this, f can be computed as the lowest eigenvalue of the reduced single
particle density matrix (SPDM) [16] given by
ρ =
(
1/2− 〈Jˆz〉/N 〈Jˆx〉/N − i〈Jˆy〉/N
〈Jˆx〉/N + i〈Jˆy〉/N 1/2 + 〈Jˆz〉/N
)
(3.22)
Figure 3.6: Exact quantum dynamics of lowest SPDM eigenvalues for dif-
ferent ramping speeds. Bottom solid line: α = 0.1; Blue dashed line:
α = 0.01; Red dotted line: α = 0.001; Green dash-dotted line: α = 0.0001;
Top thick black solid line: α = 0.00001. ∆ = 0.1, c = 0.2, N = 10.
As shown in Figure 3.6, the quantum dynamics of the lowest SPDM
eigenvalue is bounded by the singly peaked bell-like curve corresponding
to the evolution at α = 0.00001. In contrast, from Figure 3.7, we see that
the lowest SPDM eigenvalues under the backreaction dynamics have much
deviated from zero when R is ramped at various speeds lower than 0.01.
This tells us that the backreaction equation cannot precisely predict the
quantum evolution at intermediate speed as higher order of perturbation
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Figure 3.7: Backreaction dynamics of lowest SPDM eigenvalues for different
ramping speeds. Bottom solid line: α = 0.1; Blue dashed line: α = 0.01;
Red dotted line: α = 0.001; Green dash-dotted line: α = 0.0001. ∆ = 0.1,
c = 0.2, N = 10. The evolution for α = 0.00001 is not indicated above as
its plot is excessively oscillating.
parameters f must be taken into account to yield sufficient approxima-
tion. Also, the breakdown of backreaction dynamics does not depend on
the duration of evolution, but only on the instantaneous value of R during
ramping. On the other hand, in the adiabatic limit, it is clear that the low-
est SPDM eigenvalues for both quantum and backreaction dynamics share
a global bell-like evolution pattern. Yet, the backreaction dynamics exhibit
high-frequency oscillation about this bell-like global structure. Hence, ap-
proximation of quantum dynamics up to first order of f is sufficient to
predict the global quantum behaviour up to short-period oscillations.
3.2 Effects of Higher Order Moments
As we have discussed earlier, the backreaction equations are sufficiently
accurate in capturing the exact quantum dynamics at fast and adiabatic
ramping. However, the approach is far less satisfying at moderate ramping.
To gain a better correction beyond mean-field, we wish to include the
effects of even higher order moments in our consideration while maintaining
the conservation of total atoms number. It turns out that such purpose
can be fulfilled with the semiclassical phase space method which relies
heavily on the classical-quantum correspondence for multi-level system by
Gilmore et al [17]. The complete mathematical formulation can be found in
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Appendix A and we will only include important ideas and relevant results
here.
3.2.1 SU(2) Coherent States
The dynamical group of two-mode Bose Hubbard model is spanned by
the operators aˆi
†aˆj where i, j= 1,2. Coherent states are a special class of
states where all the N particles are in the same single-particle state. In
other words, they are pure states which form a BEC. The most general
form of such state can be written as:




†)N |0, 0〉. (3.23)
x1 and x2 are complex numbers whose modulus squares signify the relative
population of atoms in the two wells (modes). The conservation of total
atoms number is hence translated into |x1|2 + |x2|2 = 1, making x2 the only
truly independent variable. Expanding the N -power product, we obtain





































2 |n,N − n〉 (3.24)
By letting x1 = cos
θ
2
, x2 = e
iφ sin θ
2
, we obtain the most recognized form of
the SU(2) coherent states |θ, φ〉. The coherent states are not orthogonal to











































































Important results for this section would be the expressions of the ex-
pectation values of the angular momentum operators of a coherent state:
〈θ, φ|Jˆx|θ, φ〉 = N
2
sin θ cosφ (3.26)
〈θ, φ|Jˆy|θ, φ〉 = N
2
sin θ sinφ (3.27)
〈θ, φ|Jˆz|θ, φ〉 = N
2
cos θ (3.28)
Equation above justifies θ and φ as the polar and azimuthal angles locating
a point on the Bloch sphere of radius N/2. For illustrative purpose, we will
demonstrate how to obtain one of the results above. Reader not concerned





























(N − n)(n+ 1)|n+ 1〉+
√




























































sin θ cosφ (3.29)
Coherent states are considered as the most classical states for two rea-
sons: (i) they remain coherent under the evolution of any Hamiltonian
linear in the generators of the SU(2) algebra; (ii) they are states with mini-
mal uncertainty in the sense that they satisfy the equality in the Heisenberg
uncertainty relation. The non-linearity in the SU(2) generator of two-mode
Hamiltonian (2.1) stems from the non-linear interaction between atoms. In
view of the first reason, an initial coherent state will stay coherent during
its evolution only in the case of vanishing interaction (U or c). Since a
coherent state is equivalent to a fully condensed state, quantum evolution
of an initial coherent state can be exactly described by the mean-field dy-
namics only when the non-linear interaction term vanishes. In cases of
non-vanishing interaction, initial coherent state will lose its coherence, sig-
nifying the occurrence of fragmented condensate and the need to go beyond
mean-field for more accurate prediction. In most cases, effect of decoher-
ence is more evident at dynamical instability such as in the self-trapping
regime. This effect has been captured by the previous method where there
is higher degree of condensate fragmentation when the quantum system
dwells deeper into the bifurcation region.
In principle, the expectation value of the quantum Hamiltonian in the
coherent states should lead us to the mean-field Hamiltonian, considering
the equivalence between fully condensed state and coherent state. This fact
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can be verified as follows for mathematical concreteness.
〈θ, φ|Hˆ|θ, φ〉 = 〈−2RJˆx + 2∆Jˆy − 2UJˆz2〉
= −2R · N
2
sin θ cos φ+ 2∆ · N
2




Letting q = cos θ, p = −φ/2 and dividing both sides by N, we reach at
exactly the same expression as in equation (2.22). Since 0 ≤ θ ≤ pi and
−pi ≤ φ ≤ pi, these ranges also explain the suitable range for both {q, p}
in the mean-field description.
It seems like coherent state is mostly related to the mean-field dynam-
ics. Nevertheless, instead of abandoning it entirely, we can in fact make
use of it to build on the existing mean-field structure to obtain quantum
correction beyond the usual mean-field description. This can be done by
the semiclassical phase space method extended from the work of Gilmore
by Korsch et al [18]. It turns out that coherent states play a major role in
the derivation of this method.
3.2.2 Formulation of Method
Similar to the mapping of bosonic operators to their corresponding c-
numbers, the whole idea by Gilmore is to map the operators in the SU(2)
algebra to their corresponding differential operators. The original quantum
state has to be mapped into a form on which the differential operators can
act. This can be achieved through the coherent states discussed in the
previous section.
We learn from equation (3.23) that an SU(2) coherent state is parametrized
by the complex variable x2. As a complex number needs to be specified by
its real and imaginary part, the true number of independent parameters for
a coherent state is two. For simplicity, we let x2 and its complex conjugate
x∗2 to be the independent variables. x1 can be assumed real as we are only
concerned with the relative phase between the two modes. Thus, its values
can be directly found from the normalization condition once x2 is speci-
fied. In such case, all quantum density operator ρˆ(t) can be parametrized
by the complex plane through the Husimi distribution calculated from the
coherent states |x1, x2〉:
Q(x2, t) = 〈x1, x2|ρˆ(t)|x1, x2〉 (3.30)
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Next, the SU(2) algebra is spanned by the operators in the form of Eˆjk =
aˆj
†aˆk, thus it is essential knowing how to map the generating operators to
their corresponding differential operators. When the operators act on the
quantum density operator from the left, the general expression for such
mapping is








(x · ∇+ x∗ · ∇∗)
]
(3.31)
where x · ∇ = x2 ∂
∂x2
and x∗ · ∇∗ = x∗2
∂
∂x∗2
for a two-level system. If the
operator acts on the density operator from the right, the mapping can be






One has to be careful that only x2 and x
∗




is not the usual partial derivative. Instead, it is





(x · ∇ − x∗ · ∇∗) ≡ − ∂
∂x∗1
(3.33)
Instead of working with the parametrization above, we will switch to the
more familiar Bloch sphere representation θ and φ in our thesis. We derived
the following results to rewrite all the differential operators in terms of these
new coordinates.
⇒ x2x∗2 = sin2 θ/2;






























































































































































Now we know how to map the operators into the differential operator
algebra. After completing the ’kinematics’, the next issue to ask about
is the way to describe the dynamics in the new language of differential








This equation can be mapped into the differential operator algebra by fol-
lowing the rules below:
ρˆ(t)→ Q(θ, φ, t);
Aˆn = Eˆα1 · · · Eˆαn → Dr(Aˆn) = Dr(Eˆα1) · · · Dr(Eˆαn);
Bˆm = Eˆα1 · · · Eˆαm → Dl(Bˆm) = Dl(Eˆαm) · · · Dl(Eˆα1);
Aˆnρˆ(t)Bˆm → Dl(Bˆm)Dr(Aˆn)Q(θ, φ, t). (3.44)
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Then, we can apply the rules above to our Hamiltonian system. First,







= −iHˆρˆ+ iρˆHˆ (3.45)
Thus, the quantum operator equation of motion can be mapped to:
∂
∂t















Q(θ, φ, t) (3.46)
We then apply the formulation above to our Hamiltonian written in terms
of the Eˆij symbols:




= −(R(t) + i∆)Eˆ12 − (R(t)− i∆)Eˆ21 − U
2

































≡ −2=Dl(Hˆ) = −2R sin φ ∂
∂θ
− 2R cos φ cot θ ∂
∂φ
− 2∆ cos φ ∂
∂θ
+ 2∆ sin φ cot θ
∂
∂φ










Result above is very interesting as the right-hand side consists of a first-
order differential term and a second-order quantum correction which van-
ishes in the large N limit. Surprisingly, the first-order part can be repro-
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duced from the Liouville equation in the classical mechanics. This claim

















1− q2 cos (2p) + ∆
q√








1− q2 sin (2p)− 2∆
√
1− q2 cos (2p)
) ∂ρmean
∂q
Employing the relationships q = cos θ and p = −φ
2







= −2. The expression above can then be re-written in

























= [−2R sin φ ∂
∂θ
− 2R cos φ cot θ ∂
∂φ
− 2∆ cos φ ∂
∂θ
+ 2∆ sin φ cot θ
∂
∂φ
+ 2c cos θ
∂
∂φ
]ρmean(θ, φ, t) (3.50)
Equation (3.50) is exactly the same as the first-order part of equation (3.49)
with the classical phase-space distribution ρmean(θ, φ, t) playing the role of
the Husimi distribution Q(θ, φ, t).
Most of the time, one is interested in studying the dynamics of cer-
tain physical observables. In our context, we are mostly interested in the
expectation values of the angular momentum operators. Thus, it is also
necessary to write the expectation values of physical observables in terms
of the Husimi distribution. The result for this purpose is given by





For a coherent state |x0〉, Q(x) = δ(x − x0), then the equation above is
reduced to
〈Eˆjk〉 = (N + 2)xk,0x∗j,0 − δjk (3.52)
For an ensemble of M particles resembling the Husimi distribution, we can
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j,i − (N + 2)δjk (3.53)
Since, x1 = cos θ/2, x2 = e
iφ sin θ/2, q = cos θ and p = −φ
2
, the expecta-


























1− q2i cos (2pi) ; (3.55)










1− q2i sin (−2pi) ; (3.56)










As discussed earlier, an initial coherent state evolves without loss of co-
herence in the case of vanishing interaction. Thus, with an initial classical
distribution resembling an initial quantum coherent state, a non-vanishing
first-order interaction term is responsible for deforming the shape of the
classical distribution, up to the restriction by the quantum uncertainty re-
lation. Quantum mechanically, this means that the quantum state is no
longer coherent. Obviously, this effect cannot be captured by the usual
mean-field dynamics which only considers a single classical trajectory. By
incorporating a whole ensemble of classical phase-space particles resem-
bling the initial quantum Husimi distribution, the effect of second and
higher order moments can be captured in this picture. This also gives the
current method an advantage over the Bogoliubov backreaction approach
which only includes up to the variations in the second order moments.
In the subsequent discussion, we will exploit the dynamics of the classical
phase-space ensemble by dropping the second-order quantum corrections in
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equation (3.49). The classical ensemble dynamics can be simulated through
generating an initial ensemble of phase-space points and let them evolve
according to the Hamilton equation of motion.
3.2.3 Simulation Result and Discussion
Figure 3.8: Mean-field phase space structure and Husimi Distribution for
R = −0.2. Top left: Mean-field phase space; Top right: Husimi distribution
of ground state; Bottom left and right: Husimi distribution of fifth and
tenth excited states. ∆ = 0.1, c = 0.2 and N = 10.
In Figures 3.8 and 3.9 we compare the structure of the quantum energy
eigenstates Husimi distribution with the corresponding mean-field phase
space at two different values of R. For both cases, we provide the Husimi
distributions of the ground state, the fifth and the tenth excited states.
It can be observed that the Husimi distributions are organized similarly
to the mean-field phase space. To be more precise, the maximal values
of a Husimi distribution are localised on the phase-space area correspond-
ing to the energy of the eigenstate. The maximal values of the ground
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Figure 3.9: Mean-field phase space structure and Husimi Distribution for
R = 0. Top left: Mean-field phase space; Top right: Husimi distribution of
ground state; Bottom left and right: Husimi distribution of fifth and tenth
excited states. ∆ = 0.1, c = 0.2 and N = 10.
state Husimi distribution are located near the stable stationary points of
the mean-field phase space whereas those of the highest (tenth) excited
state Husimi distribution are distributed around the mean-field unstable
stationary point. The ground state Husimi distribution also captures the
transition from coherent tunnelling to self-trapping regime as its peak splits
from one to two as R transits from -0.2 to 0. The peak of the intermediate
eigenstate Husimi distribution also accounts for the remaining structure in
the mean-field phase space.
In Figure 3.10, the structure of the ground state Husimi distribution
is shown for different N at R = −0.2. As the atoms number increases,
the Husimi distribution becomes more localised. In the large N limit, the
distribution would shrink to a point, suggesting the convergence of quan-
tum dynamics to mean-field dynamics. Hence, this observation is still very
consistent with our theory. In the following, we are going to compare the
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Figure 3.10: Husimi Distribution for different N at R = −0.2. Top left:
N = 10; Top right: N = 20; Bottom left: N = 30; Bottom right: N = 50.
∆ = 0.1, c = 0.2.
Husimi distribution quantum dynamics with the Liouvillian dynamics of
initial ensemble resembling the initial Husimi distribution. To do this,
the initial classical ensemble can be generated using the rejection method
[4]. For an initial quantum pure state density operator |Φ(t)〉〈Φ(t)| (in
our case the ground state of quantum Hamiltonian), the initial distribu-
tion is first computed as Q(θ, φ, 0) = |〈θ, φ|Φ(0)〉|2. Suppose we want to
generate an ensemble of M phase-space particles parametrized by θ and φ.
We randomly generate a pair of numbers {θ, φ} in the respective intervals
0 ≤ θ ≤ pi and −pi ≤ φ ≤ pi. This pair can be accepted into the ensemble if
Q(θ, φ) > β, where β is another random number in the unit interval [0, 1]
. Then, we keep on doing this until we gather an ensemble of M different
(θ, φ) pairs.
Figure 3.11 shows the dynamics of the exact quantum state in the form
of Husimi distribution and the classical Liouvillian ensemble at different
times when R is ramped at α = 0.1. We observe a good agreement be-
45
Figure 3.11: Evolution of Husimi distribution and classical ensemble at
different R for α = 0.1. Top: Husimi distribution; Bottom: Classical
ensemble. ∆ = 0.1, c = 0.2, M = 200.
tween the two dynamics. From R = 0 onwards, the Husimi and classical
distributions have their top portion squeezed to the left while the lower
portion squeezed to the right.
Figure 3.12 demonstrates the dynamics of Husimi and classical distri-
bution at ramping speed α = 0.001. We observe similar dynamics at most
times except when R is ramped near zero. At R = −0.08 and 0, the
Husimi distribution is spread out mostly in the right q > 0 region, sig-
nifying a population localised in the first well. In contrast, the classical
ensemble is evenly distributed between the left and right region, suggesting
an almost equal population in the two wells. To reinforce this claim, we
compare the dynamics of the population imbalance for the exact quantum
evolution and the classical Liouvillian ensemble using equation (3.57). The
results in Figure 3.14 can be found on the final page of this chapter.
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Figure 3.12: Evolution of Husimi distribution and classical ensemble at
different R for α = 0.001. Top: Husimi distribution; Bottom: Classical
ensemble. ∆ = 0.1, c = 0.2, M = 200.
Based on Figure 3.14, we see that the classical Liouvillian dynamics
predict population imbalance in the self-trapping region of similar order
of magnitude with the exact quantum evolution up to the ramping speed
α = 0.1 and 0.01. If compared to Figure 3.4, this indicates a better predic-
tion in quantum dynamics than the Bogoliubov backreaction method. In
addition, the classical Liouvillian dynamics also predicts a similar pattern
of evolution in the lowest eigenvalue f of the SPDM matrix up to α = 0.01.
The deviation of f in the classical ensemble from its quantum counterpart
is very much related to the random generation of only finite number of
particles in the initial ensemble. Statistically, we expect such difference to
vanish for a larger ensemble size.
The case for α = 0.001 is more interesting. The fragmentation of the
classical ensemble is very much more significant than the quantum Husimi
distribution in the self-trapping region. The instantaneous f of the classical
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ensemble oscillates around a bell-like shape peaked at R = 0. The average
population imbalance in the classical ensemble also oscillates around zero
almost all the time, while there is an important dominance of atoms num-
ber in the first well for exact quantum dynamics. This verifies the previous
statement we made about the difference in the appearance of Husimi and
classical distribution at R = 0 for α = 0.001. As the ramping speed is fur-
ther decreased, the classical and quantum dynamics mimic each other to
a greater extent. From α = 0.0001 to 0.00001, the lowest SPDM eigenval-
ues structure of the quantum condensate converges from having two peaks
to a singly-peaked bell-like shape of the classical ensemble counterpart.
Such convergence in the limit of slow ramping is translated into greater
resemblance between the average quantum population imbalance and the
time-averaged population imbalance expectation value of the classical en-
semble.
To understand why the population imbalance of the classical ensemble
collapses to zero within bifurcation region when ramped at α = 0.001 or
slower, we provide a qualitative understanding based on the IDF.
Figure 3.13: A qualitative pictorial understanding of IDF, assuming that
the stable stationary point moves downward in phase-space at speed of vF .
The orbits around the stationary points are assumed to rotate in the clock-
wise direction. Top: before bifurcation. Bottom: once after bifurcation.
To execute adiabatic following, one natural question to ask is where
the actual phase-space point should be located so that it can follow the
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instantaneous stable stationary point. We suppose that the instantaneous
stable stationary point is moving downwards in the phase-space with a
speed vF while the actual phase-space point is in an orbit circulating around
the stationary point in the clock-wise direction. In order to follow the
stationary point, the speed of the actual phase-space point has to be vF
as well. If ω is the angular frequency of the orbit, then the distance δq
between the stationary point and the actual point has to fulfil vF = ωδq. It
is clear then that δq = vF/ω for adiabatic following to occur. Immediately
after the bifurcation point (bottom of Figure 3.13), the actual point is still
in the circular orbit enclosing the two stable and one unstable stationary
points. As R is ramped further, the two stable stationary points will shift
away from each other. The stable stationary point on the right eventually
captures the actual phase-space point and allows it to tag along. In order
to quantify the permissible IDF δq for adiabatic following, we will quote




























The 〈·〉 is defined as the average over all initial conditions of (δq, δp). It can
be seen from the relationship above that the permissible scale of IDF for
adiabatic following is proportional to the ramping speed dR
dt
= α. Applying
such result to our current mean-field Hamiltonian for R before the first






c−√R2 + ∆2 · α (3.60)
Our previous calculation always starts from R0 = −0.2, hence the initial
permissible IDF for adiabatic following to occur is 〈δq〉 = 42.36α. Thus,
when α = 0.001, 〈δq〉 is already around 0.042. Such small IDF will leave
out most phase-space points in the classical ensemble for adiabatic follow-
ing. This explains why at any ramping speed slower than α = 0.001, the
evolution of the ensemble averaged population imbalance exhibits random
fluctuation around zero. In other words, the higher order moments of the
ensemble are responsible for upsetting the coherence of the distribution -
phenomenon not accountable by the usual single trajectory mean-field dy-
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namics.
To conclude, we observe that the Bogoliubov backreaction method and
classical phase-space method predict exact quantum evolution at fast ramp-
ing (α = 0.1) and good quantum corrections in the adiabatic limit of slow
ramping. However, these methods do not give accurate quantum correc-
tions in the case of intermediate ramping, though the classical phase space
method is applicable in a wider range of faster ramping (α = 0.1 ∼ 0.01).
In fact, collapse of population imbalance occurs at faster ramping speed
in both methods if compared to the exact quantum dynamics. Future in-
vestigation is necessary to determine if such inconsistency arises from the
purely quantum effect contained in the second-order quantum correction
of equation (3.49).
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Figure 3.14: Dynamics of population imbalance and SPDM lowest eigenval-
ues f for exact quantum evolution and classical Liouvillian dynamics. Left
column: evolution of population imbalance; Right column: evolution of
lowest SPDM eigenvalues. From top to bottom: α=0.1, 0.01, 0.001, 0.0001




Future Work and Development
In this chapter, we will further explore the possibility of getting quantum
corrections which cannot be captured by mean-field dynamics. Along this
line, we will introduce the 1/N -expansion method which must be further
extended beyond the scope of this thesis to improve its applicability.
The 1/N -expansion method is inspired from the semiclassical approx-
imation in the single particle quantum mechanics. In the latter case, the
quantum Hamiltonian is expanded in the Planck’s constant ~. By con-
sidering only the zeroth order of ~, the quantum position and momentum
operators can be seen as commutating, and the quantum Hamiltonian can
be re-written in its classical counterpart. In the semiclassical approxima-
tion, the truncation is done up to the first order of ~, and ~-term is viewed
as the quantum correction term to the classical Hamiltonian. Similar idea
can be applied on the many-body Hamiltonian, this time having h = 1/N
as the perturbation parameter instead of ~.
Inspired by the work of Julia-Diaz et al. [19], we can start by writing
the expectation values of quantum angular momentum operators in its
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k(N − k + 1) + ck+1
√




(k + 1)(N − k), we have
〈k,N − k|Jˆx|Ψ〉 = 1
2
(bk−1ck−1 + bkck+1) (4.1)
We introduce two continuous functions b(x) =
√
(x+ h)(1− x) and ψ(x)







































ψ∗(x) [b(x)ψ(x+ h) + b(x− h)ψ(x− h)] dx (4.2)














and assumed sufficiently large number of atoms. Bear in mind that such
transition from discrete summation to continuous integration has implicitly
assumed continuity in the relevant function within the interval [0, 1]. This
implies that the method is restricted to quantum states whose coefficients
in Fock basis behave regularly like a continuous function. Next, by making
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the transformations x→ z+1
2












)ψ(z + 2h) + b(
z + 1
2
− h)ψ(z − 2h)
]
dz
The next step would be expanding the integrands in h and introducing
the momentum operator p = −ih ∂
∂z
. It can be shown that the momen-
tum operator satisfy the commutation relation [z, p] = ih analogous to the
single particle quantum mechanics. In such spirit, any perturbation in the
‘wavefunction’ ψ(z) can be written as ψ(z + δ) = e
i
h
δ pψ(z). Bear in mind
that p is a differential operator instead of a number. Next, we are going to











































































(1− z)2 + · · ·
]
(4.4)
In the following, we shall truncate the expansion of b functions at the second
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All the three terms above resemble the expectation values of some functions
of position and momentum operators within the single particle quantum
mechanics. Next, we are going to re-express the functions sandwiched







































1− z2 cos 2p− i
z√










































(1− z2)3/2 cos 2p− i
2z
(1− z2)3/2 sin 2p
]
. (4.7)
To the zeroth order of h, any functions of position and momentum operators
pair (z, p) are commutable. However, if we consider up to the second order
of h, any terms in zeroth and first order of h can no longer be taken as
commutable. To overcome this problem, we look at the product of the first

































































ψ(2k−2)(z) + · · ·
=
√
































ψ(2k−2)(z) + · · ·
≈
√












In the last step, we only retain terms up to the first order of h. The
final summation is the standard expansion form of the sine function. Thus,











1− z2 cos 2p )ψ(z). (4.8)
The boxed expression above will be later used to replace the imaginary
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ψ(2k−2)(z)× 2kC2 + · · ·
=
1√































ψ(2k−2)(z) + · · ·
≈ 1√































1− z2 cos 2p
)
ψ(z) (4.9)
Combining first, second and third term while replacing all the imaginary
expressions with results (4.8) and (4.9), we obtain
first term + second term + third term
= 2
√
1− z2 cos 2p+ 2h 1√




1− z2 cos 2p
+ h cos 2p
1√
1− z2 − h
1√





(1− z2)3/2 cos 2p
≈
√
1− z2 cos 2p+ cos 2p
√
1− z2 + h
(
1√
































All lengthy calculations above can be done on angular momentum operators
Jˆy and Jˆ
2
































In the semiclassical limit where we assume all operators functions com-
mute up to first order of h, the semiclassical correspondence of the quantum




















First, let us recall the quantum Bose-Hubbard Hamiltonian in this thesis:
Hˆ = −2RJˆx + 2∆Jˆy − 2UJˆ2z




≡ h〈Hˆ〉 = −2Rh〈Jˆx〉+ 2∆h〈Jˆx〉 − 2Uh〈Jˆ2z 〉 (4.16)
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The corresponding semiclassical Hamiltonian will then be
Hsemi = −R
(√












The result is beautiful as it can be easily reduced to the mean-field Hamil-
tonian (2.22) when the number of atoms tends to infinity, making h closer
to zero. We analyse the semiclassical Hamiltonian by assuming that z and
p evolve according to the usual classical Hamilton’s equation, hoping that
such approach would provide physical quantum corrections.







1− z2 + h√
1− z2
)
(2R sin 2p− 2∆ cos 2p) (4.18)
Setting z˙ = 0, we end up with tan 2p = ∆
R
. The stationary p-coordinates
are exactly the same as in the mean-field dynamics. Next,
p˙ = −∂Hsemi
∂z
= (R cos 2p+ ∆ sin 2p)
(
− z√





Setting p˙ = 0 and substituting stationary p values into the expression, we








Note that by dropping the h term, we recover the relationship satisfied by
the two mean-field symmetry-related stable stationary points. To study
the semi-classical doubly-degenerated stationary points, we shall compare
the curve f(z) = 1√
1−z2 and g(z) =
1√
1−z2 − h(1−z2)3/2 .
Figure 4.1 shows that at relatively small number of particle, the h term
in equation (4.20) will dominate the first mean-field term when z is near
to ±1. At larger N , such dominance will only occur closer to ±1, and
thus f(z) and g(z) will look alike in the central interval away from the two
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Figure 4.1: Curves of f(z) and g(z) for two different N . Black solid curve:
f(z); Blue dashed curve: g(z). Left: N = 10; Right: N = 30. ∆ = 0.1,
c = 0.2.
extreme points. In fact, the negative divergence indicates the breakdown of
continuous approximation implicitly assumed in equation (4.2) when the
atoms are mostly concentrated in one well. Closer scrutiny at equation
(4.20) shows that the doubly-degenerated stationary points will only occur
in the semiclassical case if c√
R2+∆2
≥ g(z = 0) (assuming that we are well






This inequality tells us that in the semiclassical case, the bifurcation would
occur earlier than the mean-field bifurcation point if R is ramped from neg-
ative end towards zero. For ∆ = 0.1, c = 0.2 and N = 10, the bifurcation
region is computed to lie between −0.198 ≤ R ≤ 0.198.
Formulation above is clean and tidy but it does not account for the
quantum correction that we observed earlier. From Figure 2.5 we see that
at exact quantum adiabatic ramping, the self-trapping occurs beyond the
mean-field bifurcation point, somewhere close to R = −0.1. The semiclassi-
cal bifurcation point however, is inconsistent with such quantum behaviour.
Also, the evolution of quantum Husimi distribution given by equation (3.49)
is exact without any approximation and the 1/N quantum correction term
arises only from the non-linear interaction. This sets a contrast with the
current Hsemi in which the correction terms are entirely attributed to the
tunnelling terms, whereas the non-linear interaction term experiences no
correction at all.
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All these inconsistencies challenge the idea of assuming commutability
between functions of position and momentum operators in the context of
truncation up to first order in h. While phase-space method can be applied
on the mean-field Hamiltonian, could it be extended to the semiclassical
Hamiltonian? Even if it is possible, how do we numerically manage the
evolution which involves steep divergence of 1
r3/2
behaviour? Answers to
such questions obviously exceed the scope of this thesis and would be in-
teresting for further investigation. Eventually, we realize that our journey
of understanding the quantum-classical correspondence is rich, deep and




In this concluding chapter, we will review the important contents in the
previous chapters. Chapter one introduces the background context and
the motivation of this thesis. Zhang et al. [11] studied the behaviour of a
mean-field Bose-Hubbard Hamiltonian with both real and imaginary cou-
pling constant. They demonstrated that when the real coupling constant
is adiabatically ramped into the pitchfork bifurcation region, the intrinsic
dynamical fluctuation (IDF) is crucial in selecting one of the two stable
stationary points. Although mean-field dynamics describes the behaviour
of many-body quantum Bose-Hubbard system in the limit of infinite par-
ticle number, it cannot account for many interesting quantum effects and
dynamical behaviour at small particle number. Such realization leads to
the aim of this thesis - to study the quantum counterpart of the mean-field
Bose-Hubbard Hamiltonian with real coupling constant ramped linearly in
time.
Following the objective of our thesis, it is imperative to compare the dy-
namical behaviour of mean-field and quantum Bose-Hubbard Hamiltonian.
Chapter two is devoted for this purpose. In the first part of chapter two,
we studied the quantum energy spectrum and observed near-degeneracy of
energy pair clustering in the first two lowest energy states. Then, we stud-
ied the dynamics of quantum state by ramping the real coupling constant
linearly at different ramping speed. We concluded that at intermediate
ramping, the instantaneous state evolves almost in the ’degenerate’ sub-
space spanned by the instantaneous ground and first excited state. There-
fore, the state exhibits population imbalance when ramped across the en-
ergy pair clustering region. At very slow ramping, the quantum state can
resolve the small energy difference and hence evolves with great resem-
blance to the instantaneous ground state. Therefore, the state evolves
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with equal population in both wells at very slow ramping. In the second
part of chapter two, we first studied the energy spectrum of the mean-field
Hamiltonian. We observed pitchfork bifurcation in certain interval of real
coupling constant where two degenerate stationary points with unequal
population imbalance (self-trapping state) emerge. The pitchfork bifurca-
tion suggests the energy pair clustering of its quantum counterpart. Next,
we simulated the dynamics of mean-field phase space point with the real
coupling constant ramped across the bifurcation region at different speed.
We concluded that IDF is essential in the deterministic selection of which
stationary point to follow in the bifurcation region at adiabatic ramping. In
contrast with quantum evolution, the mean-field phase space point would
follow more closely the stationary point with greater particle population in
first well at slower ramping.
The third chapter is aimed at understanding how the second and higher
order quantum fluctuation alter the mean-field prediction. We explored the
two methods for this purpose: (i) Bogoliubov backreaction method which
truncates the quantum dynamics up to the second order moments while
conserving the total number of atoms; (ii) the semiclassical phase space
method which simulates the quantum dynamics through a Liouvillian en-
semble evolving in the mean-field phase space and hence able to capture
the effect of higher order quantum fluctuation in its description. Within
the formulation of Bogoliubov backreaction dynamics, the averaged nor-
malised angular momentum operators drive the evolution of other second
moment quantities and being driven by them. The semiclassical phase
space method relies heavily on the description of quantum dynamics in the
language of differential operators isomorphic to the multilevel Lie algebra.
Both descriptions sufficiently predict the behaviour of quantum system for
fast and adiabatic ramping. The population imbalance of the quantum
system has been shown to fluctuate around zero within the quantum self-
trapping region at slow ramping. Such result, though more consistent with
the exact quantum behaviour, appears at faster ramping speed if compared
to the actual quantum evolution. However, the semiclassical phase space
method is valid over wider range of ramping speed since it incorporates
higher order quantum fluctuation in its description. It was also shown that
the higher order quantum fluctuation is responsible for fragmenting the
condensate in the self-trapping region.
The fourth chapter introduces the method of 1/N-expansion which is in-
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spired from the semiclassical approximation in the single-particle quantum
mechanics. The idea of the method is to rewrite the quantum state in the
continuous limit as a wavefunction and expand the Hamiltonian in terms
of 1/N. We then retain the terms in the expansion up to the first order of
1/N and ignore the rest. The truncated semiclassical Hamiltonian hence
contains correction terms to the mean-field Hamiltonian. Yet, the assump-
tion that the usual Hamilton’s mechanics still applies in the semiclassical
system does not yield prediction consistent with the exact quantum dy-
namics. The semiclassical system predicts a wider range of bifurcation
region. Moreover, it is not consistent with the exact dynamical equation
satisfied by the Husimi distribution where the 1/N correction term comes
from the non-linear atom-atom interaction. In contrast, the 1/N correction
terms in our semiclassical Hamiltonian only appear in the tunnelling terms.
Overall, we have seen that the convergence of different approximation
methods to the exact quantum dynamics in such a relatively simple system
can already be complicated. Future research is still essential to improve on









This section is dedicated to the mathematical foundation and details lead-
ing to the semiclassical phase-space method. It is heavily based on the
work by Korsch et al in [18] and Gilmore in [17]. We will review most of
the results here for readers concerned by technicality.
A.1 Generalized Coherent States
Suppose G is the dynamical Lie group of the relevant quantum Hilbert
space. G is assumed to be finite in dimension, connected and simply con-
nected. If we let T to be a unitary irreducible representation of G, we
can define the generalized coherent states as the action of an element g
in G on a fixed normalized reference state under the unitary irreducible
representation:
generalized coherent state: |ψg〉 = T (g)|ψ0〉, g ∈ G. (A.1)
In most physical cases, it is not necessary to distinguish two coherent
states which differ up to a phase difference. Mathematically this can be
formulated in the form of the isotropy subgroup H ⊂ G. H consists of all
elements which act on the reference state to get back itself up to a phase
factor:
T (h)|ψ0〉 = eiφ(h)|ψ0〉; with φ(h) ∈ R ∀h ∈ H (A.2)
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Then, any element in G can be decomposed into the product of one element
h from the isotropy subgroup and another Ω from the coset space G/H.
The one-to-one mapping between the element Ω(g) of the coset space and
the coherent state |Ω〉 ≡ |ψΩ〉 implies that coherent state stays coherent if
it is acted upon by element linear in the generator of the dynamical group.
Also, coherent states are over-complete in the following sense:∫
G/H
|Ω〉〈Ω|dµ(Ω) = I (A.3)
where dµ(Ω) is the Haar measure on the coset space.
A.2 Multimode Lie Algebra
For a system of r independent oscillator modes, each mode can be de-
scribed by its annihilation operators aˆj and creation operators aˆ
†
j, where
j = 1, · · · , r. The operators aˆj, aˆ†j and I span the r-mode Lie algebra,








k] = 0; (A.4)
[aˆj, I] = 0
The coherent states of the r-modes Lie algebra are the products of r single
mode coherent state. The coset representative of a single mode coherent
state is parametrized by a complex number αj:









j − α∗j aˆj)|0〉













j) exp(−α∗j aˆj) (A.5)
and the fact that
exp(−α∗j aˆj)|0〉 = |0〉 (A.6)
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m1 · · · (αr)mr
(m1! · · ·mr!)1/2 × |m1, · · · ,mr〉 (A.7)
where we have made use of short forms below.





We can also extend the ket description to the projector description of the























Now, take a look if we apply a differential operator on the function f(αj, α
∗
j )






















































































We see that when the j-th creation operators act on the density operator
68
from the left, its effect is the same as applying the differential operator
∂
∂αj
+ α∗j on the function f(α, α
∗). Doing the same for the annihilation op-
erators, we find that the j-th annihilation operator can be mapped into the
differential operator αj. The differential operators being mapped into de-
pend on whether the creation or annihilation operators acts on the density
operator from the left or right. All the results are summarized below.




+ α∗j = Dr∗(aˆj) (A.13)
Dl and Dr refer to the differential operators being mapped into from the
relevant bosonic operators acting from the left or right of the density op-
erator. If Aˆ and Bˆ are any elements in the multimode Lie algebra, while
c1 and c2 are any random complex numbers, then we have the following
properties
Dl(c1Aˆ+ c2Bˆ) = c1Dl(Aˆ) + c2Dl(Bˆ)
Dl(AˆBˆ) = Dl(Bˆ)Dl(Aˆ)
Dl([Aˆ, Bˆ]) = [Dl(Bˆ),Dl(Aˆ)]
Dl(Aˆ) = Dr∗(Aˆ†) (A.14)
All the properties above conserve the algebraic structure and constitute
an isomorphism between the multimode Lie algebra and its corresponding
differential algebra.
A.3 Multilevel Lie Algebra and its Coherent
States
We consider a single system where there are r internal degrees of freedom
|j〉, j = 1, · · · r. We define the operator Eˆjk which effects transition from
the |k〉 to the |j〉 state. The operators obey the commutation relations
[Eˆjk, Eˆmn] = Eˆjnδkm − Eˆmkδnj (A.15)
For a single atom with r-level , the ground state of the system can be
written as |1〉 = (0, 0, · · · , 0, 1)t. Any unitary transformation is in the form
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The argument of the exponential has to be anti-hermitian to ensure uni-
tarity of the transformation. Since Eˆjk = Eˆ
†
kj, we must have y
∗
jk = −ykj.
The exponential can be cast in an explicit product of two matrices when
acting on the ground state.
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1/2. It is then evident we can define the vector (xr, · · · , x2, x1)t
as the coherent state of the single r-level system by viewing |1〉 as our
reference state. Hence, the coherent state can be mapped one-to-one
onto the 2(r − 1) dimensional sphere parametrized independently by x¯ =




x∗jxj = 1. (A.18)
Now, we extend the formulation to N number of r-level bosonic systems.
The bosonic symmetrical many-body state with mj particles in the j-th
level can be expressed as
|m1,m2, · · · ,mr〉 = 1√
N !m1! · · ·mr!
∑
all P
|1〉 ⊗ · · · ⊗ |1〉︸ ︷︷ ︸
m1 times




N !m1! · · ·mr!
∑
all P
⊗|1〉m1 · · · |r〉mr (A.19)
where P refers to the N ! permutations of the level labelling.
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The N -body coherent states can be written as the N -tensor product
of an identical single r-level system coherent state. Suppose that such
identical single r-level coherent state can be expressed in terms of a unitary
transformation applied on the ground state |1〉, then the corresponding N -


















xm11 · · · xmrr
m1! · · ·mr!
∑
all P




xm11 · · ·xmrr
(
N !




N !m1! · · ·mr!




C(m1, · · ·mr)xm11 · · ·xmrr |m1, · · · ,mr〉 (A.20)
where
C(m1, · · · ,mr) =
(
N !
m1! · · ·mr!
)1/2
For a two-level system, we recover the well-known SU(2) coherent state in










2 |n,N − n〉 (A.21)
From this point onwards, we will denote the N -body r-level coherent states
parametrized by vector x¯ as |N ; x¯〉. It is interesting to note that the the
single multilevel algebra can be realized in terms of product of boson cre-
ation and annihilation operator through the identification Eˆjk = aˆ
†
j aˆk. In
fact, there is a deep connection between the multimode and multilevel Lie
algebra.
A.4 Multimode to Multilevel Mapping
The multimode Lie algebra has various interesting subalgebras. One ex-
ample is the subalgebra spanned by the number-conserving operators aˆ†j aˆk,
which is isomorphic to the multilevel Lie algebra. In fact, there is a homo-
morphism between the multimode Lie algebra with the number-conserving
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subalgebra:





k) = h(aˆj aˆk) = 0 (A.22)
h(aˆ†j) = h(aˆj) = h(I) = 0
Under such homomorphism, we can expect the following:
(a) irreducible representation of the multimode Lie algebra to be decom-
posed into the direct sum of irreducible representation of the multilevel
Lie algebra.
(b) multimode coherent states to be decomposed into direct sum of multi-
level coherent states.
(c) multimode projector provides a generating function for the multilevel
projector.
(d) multimode differential algebra being mapped homomorphically onto
the multilevel differential algebra.
The subject of this section is to give the mathematical formulation of the
statements above.
A.4.1 Coherent States Mapping
The mapping between multimode and multilevel Lie algebra can be carried
out by the following change of variables:
αj = xjαe
iφ
α = (α¯†α¯)1/2 (A.23)
eiφ = α1/|α1|
The idea is to express the r independent coset complex numbers parametriz-
ing the r-mode multimode coherent states in terms of the r − 1 inde-
pendent complex parameters xj, where j = 2, · · · , r. α and the global
phase eiφ are to make such transformation one-to-one. With these defi-
nitions of the transformation, x1 is automatically real and dependent as















m1 · · · (αr)mr












m1! · · ·mr!
)1/2








|N ; x¯〉 (A.24)
It is clear that the multimode coherent state is a generating function for
the multilevel coherent states. The homomorphism from the multimode to












|α¯〉 = |N ; x¯〉 (A.25)
A.4.2 Projector Mapping









|M ; x¯〉〈N ; x¯| (A.26)










|N ; x¯〉〈N ; x¯| (A.27)












|α¯〉〈α¯|dφ = |N ; x¯〉〈N ; x¯| (A.28)
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A.4.3 Multimode and Multilevel Differential Algebra
Mapping
Any multilevel number-conserving operator Eˆjk can be mapped into or
identified as aˆ†j aˆk. Thus,









Instead of viewing αj and α
∗
j (j = 1, · · · , r) as the independent variables,
we want α, xk, x
∗
k (k = 2, · · · r), and φ as the independent variables. This
means that we have to rewrite the multimode product of differential oper-
ators above in terms of the new transformed independent variables. First,



















































The other derivatives can be














































Next, we are going to use the short forms below for a more compact form
of the final result.

























































(x¯ · ∇¯+ x¯∗ · ∇¯∗) (A.37)
for k = 2, · · · , r.
Plugging in all results above into expression (A.29), we obtain for what-
ever values of j and k,
















j(x¯ · ∇¯+ x¯∗ · ∇¯∗) (A.38)
Bear in mind that x1 is not an independent variable, so the meaning of its



























































































Substituting all the limiting results into the expression of projector map-




































(x¯ · ∇¯+ x¯∗ · ∇¯∗)]
)
|M ; x¯〉〈M ; x¯| (A.44)






(−x¯ · ∇¯+ x¯∗ · ∇¯∗) ≡ − ∂
∂x∗1
This result shows that the action of the operator Eˆjk on the multilevel
projector from the left can be expressed in terms of the differential algebra
as











(x¯ · ∇¯+ x¯∗ · ∇¯∗)]
)
|M ; x¯〉〈M ; x¯|
(A.45)
As the expression (A.45) is the manifestation of the number-conserving
operator on the multilevel Lie subalgebra of the multimode Lie algebra, all
the properties (A.14) established for the multimode differential operators
are automatically verified for the multilevel differential operators.
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A.5 Husimi Distribution and Equation of Mo-
tion
Knowing how to map the number-conserving operators to their correspond-
ing differential operators is not adequate as the action is solely on the rel-
evant coherent states. We still need to know how to describe a general
quantum state in terms of the coherent states and describe its dynamics in
the new language of differential operators.
First step to achieve our goal is to introduce the Husimi distribution as
below.
Husimi distribution: Q(N ; x¯; t) = 〈N ; x¯|ρˆ(t)|N ; x¯〉 (A.46)
where ρˆ(t) is the density operator of the quantum system. Due to overcom-
pleteness of the coherent states, such representation of the quantum state
in terms of the multilevel coherent states is always unique.
Next, we consider the most general form of dynamical equation satisfied







Then, we multiply both sides by the coherent state projector |N ; x¯〉〈N ; x¯|
and take the trace of the expression.








〈N ; x¯|i〉〈i|ρˆ(t)|N ; x¯〉
= 〈N ; x¯|ρˆ|N ; x¯〉
= Q(N ; x¯, t) (A.48)
tr[AˆnρˆBˆm|N ; x¯〉〈N ; x¯|]
= tr[ρˆBˆm|N ; x¯〉〈N ; x¯|Aˆn]
= tr[ρˆDl(Bˆm)Dr(Aˆn)|N ; x¯〉〈N ; x¯|] (A.49)
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B denotes any set of basis vectors. Using the results above, the equation
of motion of quantum state expressed in terms of the Husimi distribution
is given as:





Cn,mDl(Bˆm)Dr(Aˆn)Q(N ; x¯, t) (A.50)
The order of the left and right differential operators is not important as
they commute with each other.
Once the dynamics are contained in the partial differential equation
above, the next step would be to write the expectation values of any phys-




tr[ ρˆXˆ|N ; x¯〉〈N ; x¯| ]dµx¯
=
∫


















j(x¯ · ∇¯+ x¯∗ · ∇¯∗)Q(N ; x¯)dµx¯︸ ︷︷ ︸
second term
(A.52)
The first term and second term can be further simplified using integration
by parts and periodic boundary condition.












































Hence, we obtain the final expression




j dµx¯ − δjk (A.55)
With all the ingredients which we have developed so far, all the quantum
dynamics can be completely described in terms of the differential algebra
of the multilevel Lie algebra.
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