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REGULATORS OF K1 OF HYPERGEOMETRIC FIBRATIONS
MASANORI ASAKURA AND NORIYUKI OTSUBO
Abstract. We study a deformation of what we call hypergeometric fibra-
tions. Its periods and K1-regulators are described in terms of hypergeometric
functions 3F2 in a variable given by the deformation parameter.
1. Introduction
In [1] and [2] we studied the periods and regulators for a certain class of fibrations,
which we call hypergeometric fibrations (see §3 for the definition). The purpose of
this paper is to extend the main results in [2].
Let f : X → P1 be a hypergeometric fibration in the sense of §3.1. Let π : P1 →
P1 be a map given by t 7→ tl with l ≥ 1 an integer. Let
X(l)
i //
f(l) %%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
X ×pi,P1 P1 //

X
f

P1
pi // P1
be a Cartesian diagram with i a desingularization. One of the main results in
[2] is the period formula which describes the periods of X(l), and the other is
the regulator formula which describes Beilinson’s regualtor map on the motivic
cohomology group H3
M
(X(l),Q(2)), especially on elements supported on certain
singular fibers of f (l). In particular we described the regulator in terms of the special
values of the generalized hypergeometric functions 3F2
(
α1,α2,α3,
β1,β2
; z
)
at z = 1.
We extend those results in the following way. Our idea is simple, just replacing
π with a map πλ given by t 7→ λ − tl for λ ∈ C \ {0, 1}. We then obtain fibrations
f
(l)
λ : X
(l)
λ → P1 in the same way as above, and they are parametrized by λ. We
discuss the periods and regulators for X
(l)
λ . Since the fibtarions are parametrized by
λ, the periods and regulators are no longer complex numbers but analytic functions.
The main results of this paper are to describe them in terms of hypergeometric
functions (Theorems 4.1, 5.1).
Taking the limits λ → 0 of mixed Hodge structures (⇔ the nearby cycle coho-
mology functor ψλ=0), one can derive the main results of [2] from our main results.
However we make somewhat a strong assumption “αχ1 ∈ Z” throughout this paper,
so that they do not cover all of [2].
Our another motivation is the logarithmic formula in [4] where we gave a suf-
ficient condition for that the special value of 3F2 at z = 1 is written by a linear
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combination of log of algebraic numbers. Theorem 5.9 (=a precise version of Theo-
rem 5.1) enables us to obtain its functional version, namely we can give a sufficientl
condition for that 3F2(z) is written in terms of the logarithmic functions. This will
be discussed in a paper [3].
At the conference “Regulator IV” in Paris (May 2016), S. Bloch asked the first
author whether results in the author’s talk gave examples to the following question
of V. Golyshev.
Question: Let
PHG = Dz
p−1∏
i=1
(Dz + βi − 1)− z
p∏
i=1
(Dz + αi), Dz := z
d
dz
be the hypergeometric differential operator and let M = DS/DSPHG the
DS-module on S = P
1\{0, 1,∞} whereDS denotes the sheaf of differential
operators. Suppose that M is reducible, equivalently ∃αi ∈ Z or αj −βk ∈
Z for some j, k, so that there is an exact sequence
0 −→ N −→M −→ Q −→ 0
ofDS-modules. Then does it underly a variation of mixed Hodge structures
of geometric origin? If so, does the extension data arise from Beilinson’s
regulator map on a motivic cohomology group? Moreover, is the regulator
described in terms of hypergeometric functions which are solutions of PHG?
See Theorem 5.8. Our regulator formula (Theorem 5.1) gives an affirmative answer
in case p = 3 and α1 = α2 = 1. However we do not have a general solution to his
question.
Acknowledgements. We would like to thank Spencer Bloch for asking Golyshev’s
question. This work is supported by JSPS Grant-in-Aid for Scientific Research,
24540001 and 25400007.
Notations. For α ∈ C and an integer n ≥ 0, (α)n =
∏n−1
i=0 (α+ i) is the Pochham-
mer symbol and the generalized hypergeometric function is defined by
pFp−1
(
α1, . . . , αp
β1, . . . , βp−1
;x
)
=
∞∑
n=0
∏p
i=1(αi)n∏p−1
j=1(βj)n
xn
n!
.
When p = 2, this is called the Gauss hypergeometric function. We use the standard
notation for the product of values of the gamma function Γ(s)
Γ
(
α1, . . . , αp
β1, . . . , βq
)
=
∏p
i=1 Γ(αi)∏q
j=1 Γ(βj)
.
Throughout this paper, we fix an embedding Q →֒ C, and think Q of being
a subfield. For a variety X over Q, HndR(X) = H
n
dR(X/Q) denotes the algebraic
de Rham cohomology and Hn(X,Q) denotes the Betti cohomology of the analytic
manifold Xan = (X ×Q C)an.
2. Betti-de Rham Structures, Hodge-de Rham Structures and
Periods
2.1. Betti-de Rham structures and Hodge-de Rham structures. Let kB , kdR
be fields with fixed embeddings kB →֒ C and kdR →֒ C. A Betti-de Rham structure
over (kB , kdR) (abbreviated BdR) is a datum (HB, HdR, ι) consisting of
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• a finite dimensional vector space HB (resp. HdR) over kB (resp. kdR),
• a comparison isomorphism ι : C⊗kdR HdR ∼→ C⊗kB HB .
AHodge-de Rham structure over kdR (abbreviated HdR) is a datum (HB , HdR, F
•, ι)
consisting of
• a finite dimensional vector space HB (resp. HdR) over Q (resp. kdR),
• a finite decreasing filtration F • on HdR
• a comparison isomorphism ι : C⊗kdR HdR ∼→ C⊗kB HB
such that (HB ,C⊗kdR HdR,C⊗kdR F •, ι) is a Hodge structure in the usual sense. A
mixed Hodge-de Rham structure (HB,WB, HdR, F
•,WdR, ι) over kdR (abbreviated
MHdR) is defined in the similar way where WB (resp. WdR) is a finite increasing
filtration on HB (resp. HdR). The Tate twists Q(r) = (Q, kdR, F
•, ι) is defined
as F−rkdR = kdR, F
−r+1kdR = 0 and the comparison ι : kdR → C given by
1 7→ (2πi)−r. The dual and tensor products of BdR, HdR and MHdR are defined
in the customary way.
In this paper we usually consider the case kdR = Q →֒ C with the fixed embed-
ding.
A filtered Betti-de Rham structure over (kB , kdR) is a datum (HB , HdR, F
•, ι)
consisting of a Betti-de Rham structure (HB , HdR, ι) and a finite decreasing fil-
tration F • on HdR. The category Filt-BdR = Filt-BdRkB ,kdR of filtered Betti-de
Rham structures over (kB , kdR) is not abelian but exact category. The Yoneda
extension groups
Ext•Filt-BdR(H,H
′)
are defined in the canonical way (cf. [5] 1.1). The following isomorphism is well-
known (cf. [2] Proposition 2.1).
Proposition 2.1 (Carlson’s isomorphism). Let H = (HB, HdR, F
•, ι) be a filtered
Betti-de Rham structure. Then there is a natural isomorphism
Ext1Filt-BdR(k,H)
∼= (C⊗kdR HdR)/(F 0HdR + ι−1HB)
where k = (kB , kdR, F
•, id) denotes the unit object which is defined as F 0kdR = kdR,
F 1kdR = 0 and the comparison is the identity.
2.2. Periods. For a Betti-de Rham structure H = (HB , HdR, ι), the period matrix
of H is defined to be the representation matrix of ι with respect to the kB , kdR-
lattices HB, HdR, and we denote by
Per(H) ∈ GLr(kB)\GLr(C)/GLr(kdR).
2.3. Multiplication. A multiplication on a Betti-de Rham structure H by a com-
mutative Q-algebra R is defined as a ring homomorphism R → EndBdR(H) to the
endomorphism ring of Betti-de Rham structures. The tensor product H1 ⊗R H2
over R is defined to be
H1 ⊗R H2 = (H1,B ⊗kB⊗R H2,B, H1,dR ⊗kdR⊗R H2,dR, ι1 ⊗ ι2)
endowed with multiplication by R. The multiplication on the dual Betti-de Rham
structure
H∗ = (HomkB (HB , kB),HomkdR(HdR, kdR), ι)
is defined in such a way that rφ := φ ◦ r for φ ∈ Hom(HB, kB) and r ∈ R.
A multiplication on a filtered BdR, HdR, MHdR and its χ-parts are defined in
the same way as above.
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Assume Im(kB →֒ C) ⊂ Q and Im(kdR →֒ C) ⊂ Q (note that Q →֒ C is fixed
throughout the paper). For a homomorphism χ : R→ Q, we define the χ-part of a
BdR structure H as
H(χ) := (HB(χ), HdR(χ), ι)
HB(χ) := Q⊗kB⊗R HB, HdR(χ) := Q ⊗kdR⊗R HdR,
where kB ⊗ R → Q and kdR ⊗ R → Q are induced from χ and the embeddings
kB →֒ Q and kdR →֒ Q. Then H(χ) is a BdR over (Q,Q). We call its period matrix
Per(H(χ)) ∈ GLr(Q)\GLr(C)/GLr(Q)
the χ-part of the period matrix of H . The χ-part of filtered BdR, HdR and MHdR
are defined in the same way.
Suppose that R is a semisimple and finite-dimensional Q-algebra. Then the
functor Filt-BdRkB ,kdR → Filt-BdRQ,Q given by H → H(χ) is exact. Composing
with the forgetting functor MHdRkdR → Filt-BdRQ,kdR one has a map
Ext1MHdRkdR
(Q, H) −→ Ext1Filt-BdR
Q.Q
(Q, H(χ)), M 7−→M(χ) (2.1)
and we call M(χ) the χ-part of extension class M .
Let X be a smooth projective variety over kdR. Let
reg : HiM (X,Q(j)) −→ Ext1MHdR(Q, Hi−1(X,Q(j))), i 6= 2j
be the Beilinson regulator map. Suppose that the mixed Hodge de Rham struc-
ture H := Hi−1(X,Q(j)) over kdR has a multiplication by R. Then we call the
composition
reg(χ) : HiM (X,Q(j)) −→ Ext1MHdR(Q, H)
(2.1)−→ Ext1Filt-BdRQ,Q(Q, H(χ))
the χ-part of regulator map.
2.4. Variations of Hodge-de Rham structures. Let S be a smooth variety over
kdR. A filtered Betti-de Rham structure on S consists of a datum (HB, HdR, F
•,∇, ι)
where
• HB is a local system of finite dimensional kB-modules on San,
• HdR is a locally free OS-module of finite rank, and F • is a finite decreasing
filtration which is locally a direct summand,
• (HdR,∇) is a connection with regular singularities on S such that ∇(F p) ⊂
Ω1S ⊗ F p−1,
• ι : OanS ⊗a−1OS a−1HdR
∼→ OanS ⊗kB HB is a comparison isomorphism such
that ∇ annihilates the lattice HB, where a : San → Szar is the canonical
map from the analytic site to the Zariski site and OanS denotes the sheaf
of analytic functions on San.
A filtered BdR on S is called a variation of Hodge-de Rham structure (abbreviated
VHdR) if kB = Q and (HB ,OanS ⊗OSHdR,OanS ⊗OS F •, ι,∇) is a variation of Hodge
structure in the usual sense. We also define, in a customary way, a variation of
mixed Hodge-de Rham structure (abbreviated VMHdR) on S which consists of a
datum (HB,W
B
• , HdR, F
•,W dR• , ι,∇).
3. Hypergeometric Fibrations
In what follows we work over the base field kdR = Q.
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3.1. Definition. Let R be a finite-dimensional semisimple Q-algebra. Let e : R→
E be a surjection onto a number field E. Let X be a smooth projective variety
over kdR, and f : X → P1 a surjective map. We say f is a hypergeometric fibration
with multiplication by (R, e) if it is endowed with a multiplication on R1f∗Q|U by
R where U ⊂ P1 is the maximal Zariski open set such that f is smooth over U and
the following conditions hold. We fix an inhomogeneous coordinate t ∈ P1.
• f is smooth over P1 \ {0, 1,∞},
• dimE(R1f∗Q)(e) = 2 where we write V (e) := E ⊗e,R V the e-part,
• Let Pic0f → P1 \ {0, 1,∞} be the Picard fibration whose general fiber is
the Picard variety Pic0(f−1(t)), and let Pic0f (e) be the component associ-
ated to the e-part (R1f∗Q)(e) (this is well-defined up to isogeny). Then
Pic0f (e) → P1 \ {0, 1,∞} has a totally degenerate semistable reduction at
t = 1.
The last condition is equivalent to say that the local monodromy T on (R1f∗Q)(e)
at t = 1 is unipotent and the rank of log monodromy N := log(T ) is maximal,
namely rank(N) = 12 dimQ(R
1f∗Q)(e) (= [E : Q] by the second condition).
Example 3.1 (Gauss type). Let f : X → P1 be the fibration over Q whose general
fiber is defined by an affine equation
yN = xa(1− x)b(t− x)N−b
with 0 < a, b < N and gcd(N, a, b) = 1. Let µN ⊂ Q be the group of Nth roots
of unity. It gives automorphisms (x, y, t) 7→ (x, ζNy, t) for ζN ∈ µN , and then it
defines a multiplication by R = Q[µN ] (=group ring) on R
1f∗Q. Then one can
show that f is a hypergeometric fibration with multiplication by (R, e) if and only
d := ♯Ker[e : µN → E×] satisfies ad/N, bd/N 6∈ Z.
Example 3.2 (Fermat type). Let f : X → P1 be the fibration over Q defined by
an affine equation
(xn − 1)(ym − 1) = 1− t.
The group ring R = Q[µn, µm] acts on R
1f∗Q in a natural way. Then f is a
hypergeometric fibration with multiplication by (R, e) if and only if e : Q[µn ×
µm]→ E does not factor through the projections µn×µm → µn nor µn×µm → µm.
The reason why we call this “Fermat type” is the following. Letting u = x−1,
v = y−1 and s = tx−ny−m,
(xn − 1)(ym − 1) = 1− t ⇐⇒ un + vm = 1 + s.
3.2. Basic properties. We sum up some properties on our hypergeometric fibra-
tions, which will be used in later sections. See [2] §3.3 for complete proofs1.
Proposition 3.3. dimQ F
1H1dR(Xt)(χ) = 1 and dimQGr
0
FH
1
dR(Xt)(χ) = 1 where
Xt is a general fiber.
Proposition 3.4. (R1f∗Q)(χ) is an irreducible Q[π1(P
1\{0, 1,∞})]-module. More-
over let αχ0 , β
χ
0 (resp. α
χ, βχ) be rational numbers such that e2piiα
χ
0 , e2piiβ
χ
0 (resp.
e2piiα
χ
, e2piiβ
χ
) are eigenvalues of the local monodromy on (R1f∗Q)(χ) at t = 0
(resp. t =∞). Then, none of αχ0 + αχ, αχ0 + βχ, βχ0 + αχ, βχ0 + βχ is an integer.
1The definition of “hypergeometric fibrations” in [2] §3.1 is slightly different from that in §3.1.
However, the same arguments entirely work in our situation.
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Proposition 3.5. Let ψt=1 denote the nearby cohomology functor at t = 1 and let
W• be the weight monodromy filtration induced by the log monodromy N1 = log(T1).
Then there are isomorphisms
GrW2 ψt=1R
1f∗Q(e) = Coker(N1) ∼= E⊗Q(−2), GrW0 ψt=1R1f∗Q(e) = Ker(N1) ∼= E,
GrWj ψt=1R
1f∗Q(e) = 0, j 6= 0, 2
of Hodge-de Rham structure with compatible E-action, where E is endowed with a
trivial Hodge-de Rham structure of type (0, 0).
4. Period Formula
4.1. Setting. Let R0 be a finite-dimensional semisimple Q-algebra and e0 : R0 →
E0 be a surjection onto a number field E0. Let f : X → P1 be a hypergeometric
fibration over Q with multiplication by (R0, e0) in the sense of §3.1.
Let S := A1 \ {0, 1} be defined over Q with coordinate λ. Write P1S := P1 × S.
Put U := (A1 \ {0, 1} × S) \∆ where ∆ is the diagonal subscheme. Let l ≥ 1 be
an integer. Let π : P1S → P1S be a morphism over S given by (s, λ) 7→ (λ − sl, λ).
Then we consider a variation of Hodge-de Rham structures
M := π∗Q⊗ pr∗1R1f∗Q|U , pr1 : P1S = P1 × S → P1
on U and a variation of mixed Hodge-de Rham structures
H := R1pr2∗M = (HB ,W
B
• ,HdR, F
•,W dR• ,∇, ι), pr2 : U → S
on S. Since M is a variation of Hodge-de Rham structures of pure weight 1, the
weights of H are at most 2, 3 and 4. We have an exact sequence
0 −→W2H −→ H −→ H /W2H −→ 0 (4.1)
with W2H a variation of Hodge-de Rham structures of pure weight 2.
The group µl ⊂ Q× of lth roots of unity acts on the cyclic covering π. Thus
the group ring R := R0[µl] acts on the sheaf M and hence on H . In what follows
we fix e : R → E a surjection onto a number field E such that Ker(e) ⊃ Ker(e0).
There is a unique embedding E0 →֒ E making the diagram
R0
e0 //

E0

R
e // E
commutative. Then the e-part
M (e) := E ⊗e,R M ∼= E ⊗E0[µl] (π∗Q⊗R1f∗Q(e0))
is of rank 2 over E.
Let χ : R → Q be a homomorphism factoring through e. This also induces
R0 → Q which we also write χ by abuse of notation. Define k ∈ {0, 1, . . . , l − 1}
by χ(ζl) = ζ
k
l for ∀ζl ∈ µl. Put qχ := k/l. Moreover, let αχ0 , βχ0 (resp. αχ, βχ) be
rational numbers in the interval [0, 1) such that e2piiα
χ
0 and e2piiβ
χ
0 (resp. e2piiα
χ
and
e2piiβ
χ
) are eigenvalues of the local monodromy T0 at t = 0 (resp. T∞ at t =∞) on
the χ-part (R1f∗Q)(χ) = Q ⊗χ,R0 R1f∗Q. Equivalently, these are congruent mod
Z to the eigenvalues of the residue Rest=0(∇) (resp. Rest=∞(∇)) of the connection
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on the χ-part of the bundle R1f∗Ω
•
X/P1 |P1\{0,1,∞}. Note that the local monodromy
T1 at t = 1 is unipotent. Since T0T1T∞ is the identity, we have
αχ0 + β
χ
0 + α
χ + βχ ∈ Z.
4.2. Theorem on periods. Let Oan be the sheaf of analytic functions on San,
Ozar the Zariski sheaf of rational functions (with coefficients in Q) on S with co-
ordinate λ. Let a be the canonical morphism from the analytic site to the Zariski
site. We put
W2H
an
dR := O
an ⊗a−1Ozar a−1W2HdR, W2H anB := Oan ⊗Q W2HB
sheaves on the analytic site. The comparison isomorphism of W2H gives an ana-
lytic section
ι ∈ Γ (San, Isom(W2H andR ,W2H anB )).
There is a canonical map (d := rankW2H )
Isom(W2H
an
dR ,W2H
an
B ) −→ GLd(Q)\GLd(Oan)/GLd(a−1Ozar)
of sheaves by associating the representation matrices with respect to the lattices
W2HB and W2HdR. We call the image of ι the period matrix of W2H :
Per(W2H ) ∈ Γ (San,GLd(Q)\GLd(Oan)/GLd(a−1Ozar)).
The χ-part of W2H defines the χ-part of the period matrix (r := rankW2H (χ))
Per(W2H (χ)) ∈ Γ (San,GLr(Q)\GLr(Oan)/GLr(a−1Ozar)).
Theorem 4.1 (Period formula). Assume αχ0 = 0 (⇔ αχ0 + αχ + βχ ∈ Z) and that
qχ 6≡ 0, αχ, βχ, αχ + βχ (mod Z). Then the rank of W2H (χ) is 2. For some
µ > 1, µ ≡ qχ (mod Z), the period matrix is locally given by
Per(W2H (χ)) = 2πi
(
ΘFµ(λ) ΘGµ(λ)
∂λΘFµ(λ) ∂λΘGµ(λ)
)
,
where we put
Fµ(λ) :=
1
µ
(λ− 1)µ2F1
(
αχ, βχ
µ+ 1
; 1− λ
)
,
Gµ(λ) := (−1)µΓ
(
µ, µ+ 1− αχ − βχ
µ+ 1− αχ, µ+ 1− βχ
)
2F1
(
αχ − µ, βχ − µ
αχ + βχ − µ ;λ
)
,
and Θ is a differential operator of the form
Θ = q(λ) + r(λ)∂λ, q(λ), r(λ) ∈ Q[λ, 1/λ(λ− 1)].
4.3. Proof of Period formula: Part 1. We first show dimQW2H (χ) = 2. We
write Ua := pr
−1
2 (a)
∼= P1 \{0, 1, a,∞} for a ∈ San = C\{0, 1} where pr2 : U → S.
Moreover we put the fibers
Ma := M |pr−12 (a) ∼= πa∗Q⊗R
1f∗Q, Ha := H |{a} ∼= H1(pr−12 (a),Ma),
where πa : P
1 → P1 is the map given by s 7→ a− sl. When a ∈ Q \ {0, 1}, we endow
Ma and Ha with HdR structure over Q induced from the Q-frames on MdR and
HdR respectively. We then want to show dimQW2Ha(χ) = 2 for a ∈ Q \ {0, 1}.
The weight filtration induces an exact sequence
0 −→W2Ha(χ) −→ Ha(χ) −→ Ha(χ)/W2Ha(χ) −→ 0.
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There are canonical isomorphisms
W2Ha ∼= H1(P1, j∗Ma), j : P1 \ {0, 1, a,∞} →֒ P1, (4.2)
Ha/W2Ha ∼= H0(P1, R1j∗Ma) (4.3)
of mixed Hodge-de Rham structures. Let εk : Q[µl] → Q be given by ε(ζl) = ζkl
and Q(εk) := Q⊗εk,Q[µl] π∗Q a one-dimensional local system on P1 \ {a,∞}. Then
there is a natural isomorphism
Ma(χ) ∼= Q(εk)⊗Q (R1f∗Q)(χ)
of π1(P
1\{0, 1, a,∞})-modules. Since (R1f∗Q)(χ) is an irreducible π1(P1\{0, 1,∞})-
module (Proposition 3.4), so is Ma(χ) as a π1(P1 \ {0, 1, a,∞})-module. In partic-
ular H0(p−1(a),Ma(χ)) = 0. Hence
dim
Q
Ha(χ) = dimQH
1(p−1(a),Ma(χ)) = −χ(p−1(a),Ma(χ))
= −χtop(p−1(a)) · dim
Q
Ma(χ) = −(−2) · 2 = 4.
Thus dimQW2Ha(χ) = 2 ⇔ dimQHa(χ)/W2 = 2.
Let T0, T1, Ta, T∞ be the local monodromy on Ma(χ) at t = 0, 1, a,∞, respec-
tively. T1 is unipotent with trivial action on Q(εk), and Ta is multiplication by
e2piiq
χ
with trivial action on (R1f∗Q)(χ). The eigenvalues of T0 (resp. T∞) are
e2piiα
χ
0 , e2piiβ
χ
0 (resp. e2pii(−q
χ+αχ), e2pii(−q
χ+βχ)).
Recall (4.3). We then have
Ha/W2 ∼= H0(P1, R1j∗Ma)
∼=
⊕
p=0,1,a,∞
Coker[Tp − 1 : ψt=pMa → ψt=pMa ⊗Q(−1)]
where ψt=p denotes the nearby cohomology at t = p. By the assumption q
χ 6≡ 0,
αχ, βχ (mod Z), Ta and T∞ have no eigenvalue 1 on the χ-part of ψMa. Hence
Coker[Ta − 1] = Coker[T∞ − 1] = 0. Note
Coker[Tp − 1 : ψt=pMa(χ)→ ψt=pMa(χ)⊗Q(−1)]
∼= Q(εk)⊗Q Coker[Tp − 1 : (R1f∗Q)(χ)→ (R1f∗Q)(χ)], p = 0, 1.
It follows from Proposition 3.5 that we have dim
Q
Coker(T1 − 1) = 1. There re-
mains to show dimQCoker(T0 − 1) = 1. By the assumption αχ0 = 0, one has
dimQCoker(T0 − 1) ≥ 1. If dimQ Coker(T0 − 1) = 2 this means that T0 is trivial
on (R1f∗Q)(χ). Then (R
1f∗Q)(χ) cannot be irreducible as Q[π1(P
1 \ {0, 1,∞})]-
module. This contradicts with Proposition 3.4. We thus have dimQCoker(T0−1) =
1, and hence dim
Q
Ha(χ)/W2 = 2. This completes the proof of dimQW2Ha(χ) = 2.
In the discussion above, we obtained the following.
Proposition 4.2. Assume αχ0 ∈ Z and qχ 6≡ 0, αχ, βχ (mod Z). Then there is an
isomorphism
H (e)/W2 ∼=
⊕
p=0,1
Coker[Tp − 1 : ψt=pM (e)→ ψt=pM (e)⊗Q(−1)]
of variations of mixed Hodge-de Rham structures on P1\{0, 1,∞}. Each Coker(Tp−
1) is one-dimensional over E. Moreover, Coker(T1−1) is endowed with a Hodge-de
Rham structure of type (2, 2) (Proposition 3.5).
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4.4. Relative 1-form ωχ. The χ-part (f∗Ω
1
X/P1)(χ)|P1\{0,1,∞} of the Hodge bun-
dle has rank one (Proposition 3.3). Hence it is a trivial line bindle on P1 \{0, 1,∞}.
In what follows we fix a relative 1-form
ωχ ∈ Γ (P1 \ {0, 1,∞}, (f∗Ω1X/P1)(χ))
with coefficients in Q which is everywhere nonzero (until the end of the paper). Let
Xt = f
−1(t) be the general fiber. We fix (nonzero) homology cycles
γ = γt ∈ H1(Xt,Q)(χ) ∩Ker(T0 − 1), δ = δt ∈ H1(Xt,Q)(χ) ∩Ker(T1 − 1).
Note that each H1(Xt,Q)(χ)∩Ker(Tp− 1) is one-dimensional over Q (Proposition
4.2).
Lemma 4.3 (Key Lemma). There is a differential operator θ = p0(t) + p1(t)
d
dt
with pi(t) ∈ Q[t] such that∫
γ
ωχ = B(αχ, βχ) · θ2F1
(
αχ, βχ
αχ + βχ
; t
)
,
∫
δ
ωχ = 2πi · θ2F1
(
αχ, βχ
1
; 1− t
)
.
(4.4)
Here B(α, β) is the beta function.
Proof. Since δ is T1-invariant,
∫
δ ω
χ is a single-valued meromorphic function at
t = 1. So is
∫
γ
ωχ at t = 0 as γ is T0-invariant. Therefore (4.4) follows from [2],
Lemmas 5.2, 5.3 and 5.4. 
The differential equation
(t(D + α)(D + β)− (D + α+ β − 1)D)f = 0, D = t d
dt
has the Riemann scheme 
t = 0 t = 1 t =∞
0 0 α
1− α− β 0 β
 .
Among Kummer’s 24 solutions, we used in the preceding lemma
f1(t) := 2F1
(
α, β
α+ β
; t
)
, f2(t) := 2F1
(
α, β
1
; 1− t
)
. (4.5)
Later in Section 5.4, we will use the solution
f3(t) := t
1−α−β
2F1
(
1− α, 1− β
2− α− β ; t
)
, (4.6)
which has the characteristic exponent 1 − α − β at t = 0. These satisfy the linear
relation (cf. [6, §2.9])
Γ
(
1− α− β
1− α, 1− β
)
f1(t)− f2(t) + Γ
(
α+ β − 1
α, β
)
f3(t) = 0.
This can be written, using functional equations of the gamma function
B(α, β) = Γ
(
α, β
α+ β
)
, Γ(s+ 1) = sΓ(s),
as
B(α, β)f1(t) + 2πi
1− e2pii(α+β)
(1 − e2piiα)(1 − e2piiβ)f2(t)−B(1− α, 1− β)f3(t) = 0. (4.7)
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4.5. Rational 2-forms sm−1ds∧ ωχ. By taking an embedded resolution, we may
assume that the reduced divisor
D := (f−1(0) + f−1(1) + f−1(∞))red
of the singular fibers is a NCD. Recall from Lemma 4.3 (Key Lemma) the differential
operator θ = p0(t)+p1(t)
d
dt . By replacing ω
χ with tn(1− t)mωχ for some n,m ≥ 0,
we may assume without loss of generality
P1: pi(t) are polynomials and t(1− t)|p1(t),
P2: ωχ ∈ Γ (P1\{∞}, f∗Ω1X/P1(logD)), where the locally free sheaf Ω1X/P1(logD)
is defined by the exact sequence
0 −→ f∗Ω1P1(log(0 + 1 +∞)) −→ Ω1X(logD) −→ Ω1X/P1(logD) −→ 0.
Let a ∈ C \ {0, 1} and πa : P1 → P1 a morphism given by s 7→ a − sl as in
§4.3. To distinguish the source and target of πa, we denote by P1 the target with
inhomogeneous coordinate t, and by P1a the source with inhomogeneous coordinate
s. Let
Xa
i //
fa
$$❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
P1a ×P1 X //

X
f

P1a
pia // P1
where i is the desingularization such that the inverse image Da ⊂ Xa of D is a
NCD. Let Ua ⊂ Xa (resp. Ua ⊂ Xa) be the inverse image of P1 \ {0, 1, a,∞} (resp.
P1 \ {∞}) under πa ◦ fa. By the projection formula,
Ma = πa∗Q⊗R1f∗Q ∼= πa∗(π∗aR1f∗Q) = πa∗(R1fa∗Q).
This implies
Ha = H
1(P1 \ {0, 1, a,∞},Ma) ∼= H1(P1a \ {sl = 0, a, a− 1,∞}, R1fa∗Q)
and hence we have an exact sequence
0 // Ha // H2(Ua,Q) // H2(f−1a (s),Q).
In particular, by taking the weight 2 piece, we have a canonical isomorphism
W2Ha
∼=−→Ker[W2H2(Ua,Q)→ H2(f−1a (s),Q)]
=Ker[H2(Xa,Q)/H
2
Da(Xa)→ H2(f−1a (s),Q)]. (4.8)
Consider the rational 2-form
sm−1ds ωχ = sm−1ds ∧ ωχ ∈ Γ (U ,Ω2
U /Q
)
for m ≥ 1. By the assumption P2,
sm−1ds ∧ ωχ|λ=a ∈ Im[Ω1P1a\{∞} ∧ Ω
1
U/P1
(logD) −→ Ω2
Ua
(logDa)],
⊂ Im[t(1− t)Ω1P1a(log(π
−1
a (0 + 1))) ∧ Ω1U/P1(logD)→ Ω2Ua(logDa)]
⊂ t(1 − t)Ω2
Ua
(logDa) = Ω
2
Ua
,
so that we have
sm−1ds ∧ ωχ|λ=a ∈ Γ (Ua,Ω2Ua).
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Let [sm−1ds ∧ ωχ]|λ=a ∈ H2dR(Ua/C) denote the de Rham cohomology class. Ob-
viously, its restriction to the general fiber f−1a (s) vanishes. Thus
[sm−1ds ∧ ωχ]|λ=a ∈ H1(P1 \ {0, 1, a,∞},Ma) ∩ ImH2dR(Ua/C).
If m ≡ k modulo l, then [sm−1ds ∧ ωχ]|λ=a belongs to the χ-part. By Proposition
4.2 together with the commutative diagram
Ha //

H2(Ua,Q)

Ha/W2
i // H3Da(Xa,Q)
with injective i, we have
[sm−1ds ∧ ωχ]|λ=a ∈W2Ha,dR(χ) = W2H1(P1 \ {0, 1, a,∞},Ma)(χ).
This means
[sm−1ds ∧ ωχ] ∈ Γ (S,W2H (χ)).
Summarizing, we have:
Lemma 4.4. Let ωχ be a relative 1-form satisfying the condition P2. Then for
any integer m ≥ 1 such that m ≡ k (mod l), the rational 2-form sm−1ds ∧ ωχ ∈
Γ (U ,Ω2
U /Q
) defines a de Rham cohomology class
[sm−1ds ∧ ωχ] ∈ Γ (S,W2H (χ)).
As is shown in §4.3, W2Ha,dR(χ) is two-dimensional. We shall show in below
that it is spanned by [sm−1ds ∧ ωχ]|λ=a and [sm−l−1ds ∧ ωχ]|λ=a for some m. We
note that it is never obvious to show even the non-vanishing.
4.6. Proof of Period formula: Part 2. We compute the period matrix Per(W2H (χ)).
Let AdR ⊂ H2dR(Ua) be the Q-subspace spanned by [sm−1ds∧ωχ]|λ=a withm > 0
such that m ≡ k mod l (cf. Lemma 4.4). Consider the commutative diagram
AdR

// Hom(HB2 (Ua),C)

H2B(Ua,C)

W2Ha,dR(χ) // Hom(HB2 (Ua),C) H
2
B(Ua,C).
As is easily shown,
H2(Ua)fib := Ker[H
2(Ua)→ H2(Da ∩ Ua)] −→ H2(Ua)
is injective (cf. [2] §6.1), and AdR is obviously contained in H2dR(Ua)fib. Our goal
is to find mi and Zi ∈ HB2 (Ua,Q) (i = 1, 2) such that∣∣∣∣
∫
Z1
sm1−1ds ∧ ωχ|λ=a
∫
Z2
sm1−1ds ∧ ωχ|λ=a∫
Z1
sm2−1ds ∧ ωχ|λ=a
∫
Z2
sm2−1ds ∧ ωχ|λ=a
∣∣∣∣ 6= 0 (4.9)
and show that the entries (regarded as analytic functions of variable a) are as in
Theorem 4.1. Then this gives the period matrix Per(W2H (χ)).
Recall from §4.4 the homology cycle δ ∈ H1(f−1(t),Q)(χ). We think it being a
homology cycle in a fiber f−1a (s). We take the Lefschetz thimble ∆ ⊂ Ua over a
segment from s = 0 to s = l
√
a− 1 (a fixed lth root). Let ζ ∈ µl be a primitive lth
root of unity and σζ ∈ Aut(πa) be the corresponding automorphism. We denote
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the automorphism of Xa induced from σζ × idX by the same symbol σζ . ∆ has no
boundary over s = l
√
a− 1, but may have boundary over s = 0. Since σζ acts on
the fiber over s = 0 as identity, (1− σζ)∆ has no boundary:
(1 − σζ)∆ ∈ H2(Ua,Q).
Let Ta=0 denote the local monodromy at a = 0 on H2(Ua,Q) and we put
Z1 := (1− σζ)∆, Z2 := Ta=0(Z1) ∈ H2(Ua,Q). (4.10)
Let pi(t) ∈ Q[t] be polynomials which satisfy P1 in the beginning of §4.5. Put
ai(λ) :=
(−1)i
i!
∂iλp0(λ), bi(λ) :=
(−1)i
i!
∂iλp1(λ), (4.11)
so that
p0(t) =
N∑
i=0
ai(λ)(λ − t)i, p1(t) =
N∑
i=0
bi(λ)(λ − t)i, (4.12)
for a sufficiently large N .
Lemma 4.5. Let Fµ(λ) and Gm(λ) be as defined in Theorem 4.1. Then we have,
for µ > 1,
∂λFµ(λ) = (µ− 1)Fµ−1(λ), (4.13)
∂λGµ(λ) = (µ− 1)Gµ−1(λ). (4.14)
Proof. Write α = αχ, β = βχ. Since
∂λ2F1
(
α, β
γ
;λ
)
=
αβ
γ
2F1
(
α+ 1, β + 1
γ + 1
;λ
)
(4.15)
in general, we have
∂λFµ(λ) = (λ−1)µ−1
(
2F1
(
α, β
µ+ 1
; 1− λ
)
+
αβ
µ(µ+ 1)
(1− λ)2F1
(
α+ 1, β + 1
µ+ 2
; 1− λ
))
.
Hence (4.13) is equivalent to
(α)n(β)n
(µ+ 1)n(1)n
+
αβ
µ(µ+ 1)
(α+ 1)n−1(β + 1)n−1
(µ+ 2)n−1(1)n−1
=
(α)n(β)n
(µ)n(1)n
(n ≥ 1),
and this is easily verified. One proves (4.14) similarly, using (4.15) and the func-
tional equation Γ(s+ 1) = sΓ(s). 
Proposition 4.6. For a ∈ C \ {0, 1} and any positive integer m ≡ k (mod l), put
Pm(a) :=
∫
∆
sm−1ds ∧ ωχ|λ=a, µ = m
l
and regard it as an analytic function Pm(λ) of variable λ. Then we have
Pm(λ) =
2πi
l
N∑
i=0
(ai(λ) + bi(λ)∂λ)Fµ+i(λ). (4.16)
Moreover we have, if µ > 1,
∂λPm(λ) = (µ− 1)Pm−l(λ). (4.17)
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Proof. Letting t = λ− sl we have by (4.4)
Pm(λ) =
2πi
l
∫ λ
1
(λ − t)µ−1(p0(t) + p1(t)∂t)2F1
(
αχ, βχ
1
; 1− t
)
dt
=
2πi
l
∫ λ
1
(
(λ− t)µ−1p0(t)− ∂t
(
(λ − t)µ−1p1(t)
))
2F1
(
αχ, βχ
1
; 1− t
)
dt.
Here the second equality follows from integration by parts and the assumption
1− t | p1(t) in P1. By (4.12) and letting 1− t = (1− λ)u, we have
Pm(λ) =
2πi
l
∑
i≥−1
(ai(λ) + (µ+ i)bi+1(λ))
∫ λ
1
(λ− t)µ+i−12F1
(
αχ, βχ
1
; 1− t
)
dt
=
2πi
l
∑
i≥−1
(ai(λ) + (µ+ i)bi+1(λ))
× (λ− 1)µ+i
∫ 1
0
(1− u)µ+i−12F1
(
αχ, βχ
1
; (1− λ)u)
)
du.
By the integral representation of 3F2 (cf. [7], (4.1.2))∫ 1
0
2F1
(
a, b
d
;xt
)
tc−1(1− t)e−c−1 dt = B(c, e− c)3F2
(
a, b, c
d, e
;x
)
, (4.18)
we have∫ 1
0
(1 − u)µ+i−12F1
(
αχ, βχ
1
; (1− λ)u
)
du
= B(1, µ+ i)3F2
(
αχ, βχ, 1
1, µ+ i+ 1
; 1− λ
)
=
1
µ+ i
2F1
(
αχ, βχ
µ+ i+ 1
; 1− λ
)
.
Hence we obtain
Pm(λ) =
2πi
l
∑
i≥−1
(ai(λ) + (µ+ i)bi+1(λ))Fµ+i(λ).
Now (4.16) follows using (4.13), from which (4.17) follows using
∂λai(λ) = −(i+ 1)ai+1(λ), ∂λbi(λ) = −(i+ 1)bi+1(λ),
and (4.13). 
Proposition 4.7. Let the notations be as in Proposition 4.6. There is a differential
operator Θ = q(λ) + r(λ)∂λ with q(λ), r(λ) ∈ Q[λ, 1/λ(λ− 1)], such that
Pm(λ) = 2πi ·ΘFµ(λ).
Proof. By (4.13), we have Fµ+i(λ) =
(µ)i
(µ)N
∂N−iλ Fµ+N (λ) (i = 0, 1, . . . , N). Hence
by Proposition 4.6, we have Pm(λ) = 2πi ·Θ1Fµ+N (λ) with
Θ1 =
1
l
N∑
i=0
(
(µ)i
(µ)N
(ai(λ)∂
N−i
λ + bi(λ)∂
N+1−i
λ )
)
.
Recall that Fµ(λ) is a solution of the differential equation satisfied by
2F1
(
αχ − µ, βχ − µ
αχ + βχ − µ ;λ
)
,
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i.e., DFµ(λ) = 0 with
D := λ(1−λ)∂2λ+{αχ+βχ−µ−(αχ+βχ−2µ+1)λ}∂λ−(αχ−µ)(βχ−µ). (4.19)
Hence we have
(αχ−µ)(βχ−µ)Fµ = ({αχ+βχ−µ−(αχ+βχ−2µ+1)λ}−λ(1−λ)∂λ)(µ−1)Fµ−1.
Applying this iteratively, we obtain a differential operator Θ2 of degree N such that
Fµ+N (λ) = Θ2Fµ(λ).
By reducing the degree of Θ1Θ2 using (4.19), we obtain the proposition. 
To compute the period along Z2 (see (4.10)), we prepare the following.
Proposition 4.8. Assume m > l, m ≡ k (mod l), and that µ := m/l satisfies
µ 6≡ 0, αχ, βχ, αχ + βχ (mod Z). Let Θ be as in Proposition 4.7. Then we have( ∫
Z1
sm−1ds ωχ
∫
Z2
sm−1ds ωχ∫
Z1
sm−l−1ds ωχ
∫
Z2
sm−l−1ds ωχ
)
= 2πi(1− ζm)
(
1 0
0 1µ−1
)(
ΘFµ(λ) ΘGµ(λ)
∂λΘFµ(λ) ∂λΘGµ(λ)
)(
1 ξ
0 1− ξ
)
.
Here
∫
Zi
sm−l−1ds ωχ is also regarded as an analytic function of variable λ as in
Proposition 4.6.
Proof. Firstly, since σζ acts on s
m−1ds as multiplication by ζm, we have, by Propo-
sition 4.7, ∫
Z1
sm−1ds ωχ = (1− ζm)Pm(λ) = 2πi(1− ζm)ΘFµ(λ).
Secondly, Gµ(λ) is a solution of the differential equation (4.19), and its monodromy
at λ = 0 is given by
Tλ=0(Fµ, Gµ) = (Fµ, Gµ)
(
ξ 0
1− ξ 1
)
, ξ := e2pii(µ−α
χ−βχ)
(see [6, §2.9 (43)]). Note that ξ depends only on µ mod Z and ξ 6= 1 by the
assumption. Hence we have∫
Z2
sm−1ds ωχ = 2πi(1− ζm)ΘTλ=0Fµ(λ) = 2πi(1− ζm)Θ(ξFµ(λ)+(1− ξ)Gµ(λ)).
Then the computation for
∫
Zi
sm−l−1ds ωχ (i = 1, 2) follows by Proposition 4.6. 
Now we finish the proof of Theorem 4.1. By Proposition 4.8, it suffices to show∣∣∣∣ ΘFµ(λ) ΘGµ(λ)∂λΘFµ(λ) ∂λΘGµ(λ)
∣∣∣∣ 6= 0
for some m. This is equivalent to that ΘFµ(λ)/ΘGµ(λ) is non-constant. Suppose
that ΘFµ(λ) = CΘGµ(λ) for some constant C. Then Fµ(λ)−CGµ(λ) is a solution
of both Θf = 0 and (4.19). Since (4.19) is irreducible by the assumption that µ 6≡ α,
β, α+ β (mod Z), and the order of Θ is one, we have Θ = 0. Suppose that this is
the case for any m > l with m ≡ k (mod l). Then Pm(λ) =
∫
∆
sm−1ds ωχ = 0 for
any such m. Applying the elementary lemma below (replace s with x1/l), it follows
that
∫
δ ω
χ = 0, hence a contradiction. 
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Lemma 4.9. Let f be a continuous function on the closed interval [0, 1] whose
zeros have no accumulation point. If
∫ 1
0 f(x)x
n−1dx = 0 for all n ∈ Z>0, then
f ≡ 0.
Proof. By replacing f(x) with (x − 1)f(x) if necessary, we can assume f(1) = 0.
Suppose that f 6≡ 0. By replacing f with −f if necessary, there exists a ∈ (0, 1)
such that f(x) > 0 for any x ∈ (a, 1). Put M = maxx∈[0,a] |f(x)| and choose
b, c ∈ (a, 1) (b < c) and m > 0 such that f(x) ≥ m for any x ∈ [b, c]. Then∫ 1
0
f(x)xn−1 dx > −M
∫ a
0
xn−1 dx+m
∫ c
b
xn−1 dx
=
mcn
n
(
1−
(
b
c
)n
− M
m
(a
c
)n)
.
Since the right-hand side is positive for sufficiently large n, this contradicts the
assumption. 
5. Regulator Formula
We keep the setting and the notations in §4.1. Put
C := GrW2 ψt=1M ∼= π∗Q|{1}×S ⊗ (GrW2 ψt=1R1f∗Q) (5.1)
a VHdR on S. In this section we discuss the exact sequences
0 // W2H (e) // H (e) // (H /W2H )(e) // 0
0 // W2H (e) // H ′(e) //
OO
C(e)⊗Q(−1) //?

OO
0
(5.2)
of mixed Hodge-de Rham structures on S = P1 \{0, 1,∞} arising from (4.1), where
the right vertical inclusion is as in Proposition 4.2. Since GrW2 ψt=1(R
1f∗Q)(e0) ∼=
E0 is a constant VHdR of type (1, 1), C(e) is one-dimensional over E and endowed
with Hodge type (1, 1) (however the monodromy is nontrivial).
5.1. Setting. Let Q : R1f∗Q ⊗ R1f∗Q → Q(−1) be a polarization form which
also induces a polarization on the e0-part (R
1f∗Q)(e0). It naturally extends to a
non-degenerate pairing Q : M ⊗M → Q(−1) which is compatible with the action
of Aut(π) ∼= µl, namely Q(σx, σy) = Q(x, y) for σ ∈ Aut(π). This also induces a
polarization on the e-part M (e). We have isomorphisms
(M )∗ ∼= M ⊗Q(1), (M (e))∗ ∼= M (e)⊗Q(1) (5.3)
induced from Q where (−)∗ denotes the dual sheaf. Let j : U →֒ P1S and pr2 :
P1S = P
1 × S → S. Then there are isomorphisms
(H )∗ = (R1pr2∗Rj∗M )
∗ ∼= R1pr2∗j!M ∗ ⊗Q(1) ∼= R1pr2∗j!M ⊗Q(2) (5.4)
induced from the Verdier duality and (5.3). We show that (5.4) induces an isomor-
phism
(W2H )
∗ ∼= W2H ⊗Q(2). (5.5)
Let i : Z = P1S \ U →֒ P1S be the complement. Note that Z is finite etale over S.
There is an exact sequence
0 −→ i∗i∗j∗M −→ j!M [1] −→ j∗M [1] −→ 0
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of mixed Hodge modules where j∗M = R0j∗M . Applying Rpr2∗, one has
0 // i∗i∗j∗M // R1pr2∗j!M // R
1pr2∗j∗M //
(4.2)
0
W2H
because (R0pr2∗j∗M )a = H
0(Ua,Ma) = 0 for a ∈ C \ {0, 1} (see §4.3 for the
notation). The mixed Hodge-de Rham structure
i∗i
∗j∗Ma =
⊕
p=0,1,a,∞
Ker[Tp − 1 : ψt=pMa → ψt=pMa ⊗Q(−1)]
has weight ≤ 1. This implies GrW2 R1pr2∗j!M = R1pr2∗j∗M = W2H . We thus
have (5.5) by taking the graded piece of (5.4) of weight −2.
The isomorphisms (5.3) and (5.5) are not compatible with respect to the mul-
tiplication by R. Here the multiplication on the left hand side of (5.3) or (5.5) is
given as in §2.3. For r ∈ E, we denote by tr the multiplication on M (e) such that
Q(rx, y) = Q(x, try), ∀ x, y.
The multiplication by r on the left corresponds to tr in the right of (5.3). Note
tσ = σ−1 for σ ∈ Aut(π). For χ : R→ Q, we denote (−)(tχ) the subspace on which
tr acts by multiplication by χ(r) for all r ∈ E. Then (5.3) and (5.5) induce
(M (χ))∗ ∼= M (tχ), (W2H (χ))∗ ∼=W2H (tχ).
5.2. Theorem on regulators. Let Ozar be the Zariski sheaf of polynomial func-
tions (with coefficients in Q) on S = A1
Q
\ {0, 1} with coordinate λ. Let Oan be the
sheaf of analytic functions on San = Can \ {0, 1}. Let a be the canonical morphism
from the analytic site to the Zariski site. Set
J := Coker[a−1F 2W2HdR ⊕ ι−1W2HB → Oan ⊗a−1Ozar a−1W2HdR],
J ∗ := Coker[a−1Hom(W2HdR/F 1,Ozar)⊕ ι−1W2H ∗B → Hom(a−1W2HdR,Oan)]
sheaves on the analytic site Can \ {0, 1}. Note J ∗ ∼= J by (5.5).
Let C be the VHdR on S as defined in (5.1). Let h : S˜ → S be a generically
finite and dominant map such that l
√
λ− 1 ∈ Q(S˜). Then h∗C is a constant VHdR
of type (1, 1). Let
δ : h∗C(e)⊗Q(1) = HomVMHdR(Q, h∗C⊗Q(1)) −→ Ext1VMHdR(Q, h∗W2H (e)⊗Q(2)).
be the connecting homomorphism arising from the exact sequence of (5.2). Let ρ
be the composition of maps
h∗C(e)⊗Q(1) δ−→ Ext1VMHdR(Q, h∗W2H ⊗Q(2))
−→ Γ (S˜an, h∗J (e))
∼−→ Γ (S˜an, h∗J ∗(e))
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where the second arrow is constructed in a similar way to the proof of Proposition
2.1. Let ρ(tχ) be tχ-part of ρ, namely the composition of maps
Q ∼= (h∗C(e)⊗Q(1))(tχ) −→ Ext1Filt-BdR(Q, h∗W2H (tχ)⊗Q(2))
∼−→ Ext1Filt-BdR(Q, h∗(W2H )∗(χ))
−→ Γ (S˜an, h∗J ∗(χ)).
Here J ∗(χ) is defined by replacing W2HdR with W2HdR(χ), and W2H
∗
B with
W2H ∗B (χ) = HomQ(W2HB(χ),Q).
Theorem 5.1 (Regulator formula). Let the assumptions, µ and Θ be as in Theorem
4.1. Let ρ(tχ)(1) ∈ (h∗Oan)2 ∼= Hom(a−1W2HdR(χ), h∗Oan) be a local lifting
where the isomorphism is with respect to a Q-frame of W2HdR(χ). Then we have
ρ(tχ)(1) ≡ (ΘHµ(λ), (µ − 1)−1∂λΘHµ(λ)) (mod Q(λ)2),
where we put
Hµ(λ) :=
1
(1− αχ)(1 − βχ) (λ− 1)
µ−1
3F2
(
1, 1, 1− µ
2− αχ, 2− βχ ;
1
1− λ
)
.
The map ρ is related to Beilinson’s regulator map in the following way. Let
P1
S˜
:= P1 × S˜ and π : P1
S˜
→ P1 given by (s, λ) 7→ λ− h(s)l. Let
XS˜
i //
f
S˜ ##●
●
●
●
●
●
●
●
●
●
P1
S˜
×P1 X //

X
f

P1
S˜
pi // P1
with i desingularization. Let g := pr2 ◦ fS˜ : XS˜ → S˜ be a projective smooth map.
Let
reg : H3M (XS˜ ,Q(2)) −→ Ext1VMHdR(Q, R2g∗Q(2))
be the Beilinson regulator map. Letting (R2g∗Q)0 := Ker[R
2g∗Q→ pr2∗R2fS˜∗Q],
then there is a canonical surjective map (R2g∗Q)0 → h∗W2H (cf. (4.8)), so that
we have
reg0 : H
3
M (XS˜ ,Q(2))0 −→ Ext1VMHdR(Q, h∗W2H ⊗Q(2))
whereH3
M
(XS˜ ,Q(2))0 ⊂ H3M (XS˜ ,Q(2)) is the inverse image of Ext1VMHdR(Q, (R2g∗Q(2))0)
by reg. Let DS˜ ⊂ XS˜ be the inverse image of singular fibers D ⊂ X of f . Then
there is a canonical map
H3M ,D
S˜
(XS˜ ,Q(2))→ H3B,DS (XS˜ ,Q(2))∩H0,0 → HomVMHdR(Q, h∗H /W2⊗Q(2))
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from the motivic cohomology group with support in DS˜ . Then the following dia-
gram is commutative
H3
M ,D
S˜
(XS˜ ,Q(2))
//

HomVMHdR(Q, h
∗H /W2 ⊗Q(2))

ρ
~~
H3
M
(XS˜ ,Q(2))0
reg0 // Ext1VMHdR(Q, h
∗W2H ⊗Q(2))

Γ (S˜an, h∗J ∗)
5.3. Proof of Regulator formula : Part 1. Let
Xa
i //
fa
$$❍
❍
❍
❍
❍
❍
❍
❍
❍
❍
P1a ×P1 X //

X
f

P1a
pia // P1
be as in §4.5. Let Da ⊂ Xa be the inverse image of the singular fibers of f . We
denote the coordinate of P1 (resp. P1a) by t (resp. s). We also use the notation in
§4.3. Note Ma ∼= πa∗R1fa∗Q is endowed with de Rham structure induced from a
Q-frame on MdR. The distinguished triangle
0 −→ j!πa∗fa∗Q −→ j!τ≤1πa∗Rfa∗Q −→ j!πa∗R1fa∗Q[−1] −→ 0
and the fact that
H2(P1a, j!πa∗Q) = H
0(P1a, Rj∗πa∗Q)
∗ = H0(P1a \ {0, 1, a,∞}, πa∗Q)∗ = 0
implies
H2(P1, j!πa∗τ≤1Rfa∗Q)
∼=−→ H1(P1, j!Ma).
Hence we have an injective map
H1(P1, j!Ma) −→ H2(P1, j!πa∗Rfa∗Q) = H2(P1, πa∗Rfa∗j!Q) = H2(Xa, Da;Q).
We have a commutative diagram with exact rows
0 // W2Ha(2) // Ha(2) // Ha/W2(2) // 0
0 // (W2Ha)∗ // H1(P1, j!Ma)∗ // H1(P1, j!Ma)∗/W−2 // 0
0 // H2(Xa,Q)/H2(Da)
a1
OO
// H2(Xa, Da;Q)
a2
OO
// H1(Da)
a3
OO
// 0
0 // H2(Ua,Q)/H2(D◦a)
b1
OO
// H2(Ua, D◦a;Q)
b2
OO
// H1(D◦a)
b2
OO
where D◦a := Da ∩ Ua. Since a2 is surjective, so are a1 and a3. Moreover a3 is
bijective (local invariant cycle theorem).
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Let Z1, Z2 be the homology cycles (4.10), and (m1,m2) = (lµ, lµ− l) where µ is
as in Theorem 4.1. Note that (W2Ha)
∗(χ) is spanned by the images of Z1 and Z2.
Hence
Ha,B(
tχ)/W2 ∩H0,0 ∼= Q
=−→ HB1 (D◦a)(χ) ∩H0,0
−→ Ext1Filt-BdR(Q, H2(Ua,Q)/H2(D◦a)(χ))
−→ Ext1Filt-BdR(Q, (W2Ha)∗(χ))
∼−→ Coker[(W2Ha,B)∗(χ)⊕Hom(W2Ha,dR/F 1,Q)→ Hom(W2Ha,dR(χ),C)]
=−→ Coker[Hom(W2Ha,dR(χ)/F 1,Q)→ Hom(W2Ha,dR(χ),C)/ImH2(Ua,Q)]
and the composition of the above coincides with the restriction ρ(tχ)|λ=a. Moreover
the image of H2(Ua,Q) is given by the period matrix
Per(W2H (χ))|λ=a =
(∫
Z1
sm1−1dsω
∫
Z2
sm1−1dsω∫
Z1
sm2−1dsω
∫
Z2
sm2−1dsω
) ∣∣∣∣
λ=a
: Q
2 −→ C2
under the isomorphism
Hom(W2Ha,dR(χ),C) ∼= C2
given by the Q-basis {sm1−1dsω, sm2−1dsω} of W2Ha,dR(χ). Let Dssa ⊂ Da be
the inverse image of f−1(1). Note Dssa ⊂ Ua. Then for 1 ∈ Q ∼= H1(Dssa )(χ) ⊂
H1(D
◦
a)(χ) ∩H0,0, we want to compute a lifting
ρ(tχ)(1) = (φ1(a), φ2(a)) ∈ C2.
Lemma 5.2. Let Γ(a) ∈ HB2 (Ua, (πafa)−1(1);Q) be a lifting of the homology cycle
1 ∈ Q ∼= H1(Dssa )(χ). Then there is an algebraic function R(λ) ∈ Q(λ) of variable
λ such that
φi(a) =
∫
Γ(a)
smi−1ds ωχ|λ=a +R(a)
for a in a small neighbourhood of Can \ {0, 1}.
Proof. See [2], Proposition 7.2; the situation there is slightly different but the same
discussion works. 
5.4. Proof of Regulator formula : Part 2. Recall from §4.4 the homology
cycles δ, γ ∈ H1(Xt,Q)(χ). By the local invariant cycle theorem, there is an exact
sequence
H1(Xt,Q)
T0−1−→ H1(Xt,Q) −→ H1(f−1(0),Q) −→ 0, (5.6)
where T0 is the local monodromy at t = 0. We note that H1(f
−1(0),Q) has multi-
plication by R0 induced from (5.6) (recall from §4.1 that R1f∗Q has multiplication
by R0). An element γ
′ ∈ H1(Xt,Q)(χ) vanishes as t → 0 if and only if it belongs
to the one-dimensional space
Ker[H1(Xt,Q)(χ)→ H1(f−1(0),Q)] = Im[T0 − 1 : H1(Xt,Q)(χ)→ H1(Xt,Q)(χ)].
Lemma 5.3. Put
γ′ := γ +
1− e2pii(αχ+βχ)
(1− e2piiαχ)(1− e2piiβχ)δ.
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Then γ′ is a basis of Ker[H1(Xt,Q)(χ)→ H1(f−1(0),Q)], and we have∫
γ′
ωχ = B(1 − αχ, 1− βχ)θ
(
t1−α
χ−βχ
2F1
(
1− αχ, 1− βχ
2− αχ − βχ ; t
))
.
Proof. If αχ + βχ = 1, then T0 is unipotent and Im(T0 − 1) = Ker(T0 − 1), to
which γ′ = γ belongs. The assertion about the period is Lemma 4.3. Suppose
αχ+ βχ 6= 1. Recall the notations (4.5), (4.6) and the relation (4.7). The assertion
about the period follows from (4.7). Since f1(t) and f3(t) form a basis of the local
solutions near t = 0, and T0 − 1 annihilates f1(t) but not f3(t), the γ′ generates
Im(T0 − 1). 
We regard γ′ as a homology cycle in a general fiber of fa. Fix lth roots l
√
a
and l
√
a− 1. Let Γa ⊂ Ua be the Lefschetz thimble over a path from s = l
√
a− 1
to s = l
√
a with fiber γ′ (s is the coordinate of P1a). Note that δ vanishes as
t → 1 but γ does not. Therefore Γa has a nontrivial boundary supported on
f−1a (
l
√
a− 1) ∼= f−1(1):
Γa ∈ HB2 (Ua, f−1a ( l
√
a− 1);Q), ∂Γa 6= 0 ∈ HB1 (f−1a ( l
√
a− 1)) ∼= HB1 (f−1(1)).
Note that HB1 (f
−1(1),Q) has multiplication by R0 via the local invariant cycle the-
orem (cf. (5.6)). The χ|R0 -part HB1 (f−1(1),Q)(χ|R0) is one-dimensional, spanned
by ∂Γa. Hence the χ-part
HB1 ((πafa)
−1(1),Q)(χ) ∼= HB1 (f−1(1),Q)(χ|R0)⊗HB0 (π−1a (1))(χ|µl)
is one-dimensional, spanned by the sum
∑
σ∈µl
χ(σ)−1 · σ(∂Γa). Therefore, in
Lemma 5.2 we may take Γ(a) to be the sum
∑
σ∈µl
χ(σ)−1 · σΓa. Then we have∫
Γ(a)
sm−1ds ωχ|λ=a =
∑
σ∈µl
χ(σ)−1
∫
σΓa
sm−1ds ωχ|λ=a = l
∫
Γa
sm−1ds ωχ|λ=a.
Lemma 5.4. Let Hµ(λ) be as defined in Theorem 5.1. Then we have
Hµ(λ) = B(1− αχ, 1− βχ)
∫ 1
0
(λ− t)µ−1t1−αχ−βχ2F1
(
1− αχ, 1− βχ
2− αχ − βχ ; t
)
dt,
(5.7)
and
∂λHµ(λ) = (µ− 1)Hµ−1(λ). (5.8)
Proof. Recall the integral representation of 2F1 (cf [7], (4.1.2))
B(b, c− b)2F1
(
a, b
c
;x
)
=
∫ 1
0
(1− xt)−atb−1(1 − t)c−b−1 dt. (5.9)
Applying this, we have, writing α = αχ, β = βχ,
B(1 − α, 1− β)2F1
(
1− α, 1 − β
2− α− β ; t
)
=
∫ 1
0
(1− ts)α−1s−β(1− s)−α ds.
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Letting u = 1− t, v = 1− st, we have∫ 1
0
∫ 1
0
(λ− t)µ−1t1−α−β(1− ts)α−1s−β(1− s)−α ds dt
= (λ− 1)µ−1
∫ 1
0
∫ v
0
(
1− u
1− λ
)µ−1
vα−1(v − u)−α(1− v)−β du dv
= (λ− 1)µ−1
∫ 1
0
∫ 1
0
(
1− wv
1− λ
)µ−1
(1− w)−α(1 − v)−β dw dv.
Then, using (5.9) and (4.18), we obtain (5.7). Since
∂λ3F2
(
1, 1, 1− µ
2− α, 2− β ;
1
1− λ
)
=
1− µ
(2− α)(2 − β) 3F2
(
2, 2, 2− µ
3− α, 3− β ;
1
1− λ
)
similarly as (4.15), the proof of (5.8) amounts to show
(1)n(1)n(1− µ)n
(2 − α)n(2− β)n(1)n +
1
(2 − α)(2 − β) ·
(2)n−1(2)n−1(2− µ)n−1
(3− α)n−1(3− β)n−1(1)n−1
=
(1)n(1)n(2− µ)n
(2− α)n(2 − β)n(1)n (n > 0),
and this is elementary. 
Proposition 5.5. For a positive integer m ≡ k (mod l), put
Qm(a) :=
∫
Γa
sm−1ds ωχ|λ=a, µ = m
l
regarded as an analytic function for a. Then we have
Qm(λ) =
1
l
N∑
i=0
(ai(λ) + bi(λ)∂λ)Hµ+i(λ), (5.10)
where ai(λ), bi(λ) are as defined in (4.11). Moreover we have, if µ > 1,
∂λQm(λ) = (µ− 1)Qm−l(λ). (5.11)
Proof. Since −dtλ−t = l
ds
s , we have by Lemma 5.3
Qm(λ) =
1
l
B(1−αχ, 1−βχ)
∫ 1
0
(λ−t)µ−1θ
(
t1−α
χ−βχ
2F1
(
1− αχ, 1− βχ
2− αχ − βχ ; t
))
dt.
By Lemma 5.4, the same argument as in the proof of Proposition 4.6 works to prove
the proposition. 
Lemma 5.6. Let the differential operator D be as defined in (4.19). Then we have
DHµ(λ) = −(λ− 1)µ−1.
Proof. Put x = 11−λ , F (x) = 3F2
(
1,1,1−µ
2−αχ,2−βχ ;x
)
and D = x ddx . Using Dx
n = nxn,
one easily verifies
(x(D + 1)(D + 1− µ)− (D + 1− αχ)(D + 1− βχ))F = −(1− αχ)(1 − βχ).
So Hµ satisfies D1Hµ = −1 with
D1 = (x(D + 1)(D + 1− µ)− (D + 1− αχ)(D + 1− βχ))(−x)µ−1
= (−x)µ−1(x(D + µ)D − (D − αχ + µ)(D − βχ + µ)).
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Since D = (1 − λ)∂λ, where ∂λ = ddλ , one obtains D1 = (λ − 1)1−µD . Hence the
lemma follows. 
Now we finish the proof of Theorem 5.1. Let µ = m/l be as in Theorem 4.1. By
Lemma 5.2, (5.10) and (5.11), we have
φ1(λ) ≡ Qm(λ) = 1
l
N∑
i=0
(ai(λ) + bi(λ)∂λ)Hµ+i(λ), mod Q(λ), (5.12)
φ2(λ) ≡ Qm−l(λ) = (µ− 1)−1∂λQm(λ), mod Q(λ). (5.13)
By (5.8), we have similarly as in the proof of Proposition 4.7, that Qm(λ) =
Θ1Hµ+N (λ) where Θ1 is the same differential operator as in the proof of Proposition
4.7. By Lemma 5.6, we have
Hµ+N (λ) ≡ Θ2Hµ(λ) mod Q(λ)
where Θ2 is the same differential operator in the proof of Proposition 4.7. Hence
φ1(λ) ≡ Θ1Θ2Hµ(λ) = ΘHµ(λ) as desired. 
5.5. Question of Golyshev. We give an affirmative answer to the question of
Golyshev in a special case.
Lemma 5.7. Let
PHG := Dλ(Dλ − µ+ αχ + βχ − 1)− λ(Dλ + αχ − µ)(Dλ + βχ − µ)
be the hypergeometric differential operator. Put
QHG := θλPHG, θλ := (1− λ)Dλ + (µ− 1)λ,
and local systems of C-modules on S := P1 \ {0, 1,∞}
VP := Sol(DS/DSPHG), VQ := Sol(DS/DSQHG),
where DS denotes the ring of differential operators on S. Let
0 −→ VP −→ VQ −→ VQ/VP −→ 0
be the exact sequence obtained by applying the solution functor Sol(•) := HomDS (•,OS)
on
0 −→ DS/DSθλ −→ DS/DSQHG −→ DS/DSPHG −→ 0.
Then, for any generically finite dominant map h : T → S, the exact sequence
0 −→ h∗VP −→ h∗VQ −→ h∗(VQ/VP ) −→ 0 (5.14)
of C[π1(T )]-modules does not split.
Proof. We first note that PHG = λD where D is the differential operator (4.19).
Let Fµ(λ), Gµ(λ) be as in Theorem 4.1, and Hµ(λ) as in in Theorem 5.1. Then the
solutions of PHG are Fµ(λ), Gµ(λ) (cf. the proof of Propositions 4.7 and 4.8), and
the solutions of QHG are Fµ(λ), Gµ(λ), Hµ(λ) (cf. Lemma 5.6):
VP = 〈Fµ(λ), Gµ(λ)〉C, VQ = 〈Fµ(λ), Gµ(λ), Hµ(λ)〉C.
Since Extpi1(S)(VQ/VP , VP ) → Extpi1(T )(h∗(VQ/VP ), h∗VP ) is injective, we may as-
sume T = S. Assume that the sequence (5.14) splits. This means that there are
c1, c2 ∈ C such that C(Hµ(λ) + c1Fµ(λ) + c2Gµ(λ)) is stable under the action
of π1(S, λ). The eigenvalues of the local monodromy T∞ at λ = ∞ on VP are
e2pii(α
χ−µ), e2pii(β
χ−µ). On the other hand Hµ(λ) is the eigenvector with eigen-
value e−2piiµ. Therefore c1 = c2 = 0, namely Hµ(λ) is stable under the action of
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π1(S, λ). The eigenvalues of the local monodromy T0 at λ = 0 on VQ (resp. VP )
are 1, 1, e2pii(µ−α
χ−βχ) (resp. 1, e2pii(µ−α
χ−βχ)). Therefore the eigenvalue of T0 on
VQ/VP ∼= C is 1, namely the trivial action. Therefore T1 = T−1∞ acts on Hµ(λ) by
multiplication by e2piiµ. Thus the function
(1− αχ)(1 − βχ)(λ− 1)1−µHµ(λ) = 3F2
(
1, 1, 1− µ
2− αχ, 2− βχ ; (1− λ)
−1
)
has the trivial monodromy, and this means that this is a rational function. This is
impossible. Indeed let
∑
n anz
n be the Laurent expansion of the above with respect
to variable z = 1− λ. Then this satisfies a differential equation
Q = (Dz − 1)(Dz − 1)(Dz − 1 + µ)− zDz(Dz − 1 + αχ)(Dz − 1 + βχ).
Hence
(n− 1)2(n− 1 + µ)an − (n− 1)(n− 2 + αχ)(n− 2 + βχ)an−1 = 0, ∀n.
Then an = 0 for all n ≤ 0 as an = 0 for n≪ 0. Moreover
an =
(n− 2 + αχ)(n− 2 + βχ)
(n− 1)(n− 1 + µ) an−1 =
(αχ)n−1(β
χ)n−1
(n− 1)!(1 + µ)n−1 a1, n ≥ 1.
We thus have ∑
n
anz
n = a1z · 2F1
(
αχ, βχ
1 + µ
; z
)
.
The right hand side has nontrivial monodromy unless a1 = 0. 
Theorem 5.8. Let the notation and assumption be as in Theorem 5.1. Then the
dual of the exact sequence
0 −→W2HdR(tχ) −→ H ′dR(tχ) −→ C(tχ) −→ 0 (5.15)
of connections which underlies (5.2) is isomorphic to
0 −→ DS/θλDS −→ DS/DSQHG −→ DS/DSPHG −→ 0. (5.16)
In particular, the extension (5.15) is nontrivial by Lemma 5.7. In other words, the
regulator ρ(tχ) in Theorem 5.1 does not vanish.
Proof. By the Riemann-Hilbert correspondence, it is enough to show that there is
an isomorphism
0 // W2HB(tχ) //
∼=

H ′B(
tχ) //
∼=

C(tχ) //
∼=

0
0 // VP // VP // VQ/VP // 0
(5.17)
where the top sequence is the underlying local systems of C-modules.
We know that the local system W2HB(tχ) ∼= (W2HB(χ))∗ are spanned by Z1,
Z2, and C(
tχ) by the boundary of Γ(λ) (see (4.10) and Lemma 5.2 for the notation).
It is not hard to see that the monodromy representation of C(tχ) is isomorphic to
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that of VQ/VP (cf. (5.1)). The monodromy representation of 〈Z1, Z2〉C is isomorphic
to that of 〈∫
Z1
sm1−1dsω,
∫
Z2
sm1−1dsω
〉
= 〈ΘFµ(λ), ΘGµ(λ)〉
∼=← 〈Fµ(λ), Gµ(λ)〉
= VP
by Theorem 4.1 (Period formula).
We show that the monodromy representation of H ′B(
tχ) = 〈Z1, Z2,Γ(λ)〉 is
isomorphic to that of∫
Z1
sm1−1dsω,
∫
Z2
sm1−1dsω,
∫
Γx(λ)
sm1−1dsω. (5.18)
To do this we need to check that the above integrals are linearly independent over
C. The first and second integrals are spanned by ΘFµ(λ), ΘGµ(1−λ) and they are
linearly independent by Theorem 4.1 (Period formula). The 3rd integral is equal
to ΘHµ(λ) modulo an algebraic function by Theorem 5.1 (Regulator formula).
Suppose that the 3rd integral is a linear combination of the 1st and 2nd integrals.
Then
ΘHµ(λ) = c1ΘFµ(λ) + c2ΘGµ(λ) + (an algebraic function), (∃ci ∈ C).
Let T∞ be the local monodromy at λ = ∞. Then the eigenvalues on VP =
〈ΘFµ(λ),ΘGµ(λ)〉 are e2pii(αχ−µ), e2pii(βχ−µ) and ΘHµ(λ) is the eigenvector with
eigenvalue e−2piiµ. Applying (T∞ − e2pii(αχ−µ))(T∞ − e2pii(βχ−µ)) to the above, we
have that ΘHµ(λ) is an algebraic function. However since (5.14) is a nontrivial ex-
tension (Lemma 5.7), there is some g ∈ C[π1(S, λ)] such that gHµ(λ) = c′1Fµ(λ) +
c′2Gµ(λ) 6= 0. Applying Θ, we have that f(λ) := c′1ΘFµ(λ)+c′2ΘGµ(λ) = gΘHµ(λ)
is also an algebraic function. Since ΘFµ(λ), ΘGµ(λ) are linearly independent over
C, f(λ) 6= 0. It generates the 2-dimensional space 〈ΘFµ(λ), ΘGµ(λ)〉 ∼= VP as
C[π1(S)]-module since VP is irreducible. Hence the monodromy representation of
VP factors through a finite quotient. This is a contradiction. Hence the three
integrals (5.18) are linearly independent over C.
We now have that the monodromy representation of H ′B(
tχ) is isomorphic to
that of
ΘFµ(λ), ΘGµ(λ), ΘHµ(λ) + (an algebraic function).
Therefore letting h : T → S be a finite covering which trivializing the monodromy
of the algebraic function, we have an isomorphism h∗H ′B(
tχ)) ∼= h∗VQ in a canon-
ical way. Thus the extension data [h∗VQ] ∈ Ext1pi1(T )(h∗(VQ/VP ), h∗VP ) coincides
with [h∗H ′B(
tχ)] ∈ Ext1pi1(T )(h∗Coker(T1− 1)(tχ), h∗W2H ′B(tχ)) under the natural
isomorphisms VP ∼=W2H ′B(tχ) and VQ/VP ∼= Coker(T1−1)(tχ). Now the assertion
follows from the injectivity of Ext1pi1(S)(VQ/VP , VP )→ Ext1pi1(T )(h∗(VQ/VP ), h∗VP ).
This completes the proof. 
5.6. Complement : Precise formula of Regulators. Applying the 3-term re-
lation on 3F2 (e.g. [2] Lemma 7.5) to (5.12) and (5.13), one can obtain a more
explicit description of φi(λ) as Q(λ)-linear combinations of Hµ(λ) and Hµ−1(λ):
Hµ(λ) := (1−αχ)−1(1−βχ)−1(λ−1)µ−13F2
(
1, 1, 1− µ
2− αχ, 2− βχ ; (1− λ)
−1
)
, (5.19)
REGULATORS OF K1 OF HYPERGEOMETRIC FIBRATIONS 25
Hµ−1(λ) := (1− αχ)−1(1− βχ)−1(λ− 1)µ−23F2
(
1, 1, 2− µ
2− αχ, 2− βχ ; (1− λ)
−1
)
(5.20)
where µ := m/l (cf. Prop. 4.8). The following theorem is used in [3].
Theorem 5.9 (Regulator formula – precise version). Let the notation and assump-
tion be as in Theorem 5.1. Let µ = m/l be as in Theorem 4.1. Let ai(λ), bi(λ) be
as in (4.11). Put a := 2− αχ, b := 2− βχ, and
ei(s) := (−1)i(ai(λ) + (s+ i)bi+1(λ))(1 − λ)i
=
{(
dip0(λ)
dλi + (s+ i)
di+1p1(λ)
dλi+1
)
(1−λ)i
i! i ≥ 0,
−(s− 1)p1(λ)/(1− λ) i = −1,
A(s) :=
s(a+ b+ 2s− 3− s(1− λ)−1)
(a+ s− 1)(b + s− 1) , B(s) :=
s(1− s)λ
(a+ s− 1)(b+ s− 1)
with indeterminate s. Define Ci(s) and Di(s) by(
Ci+1(s)
Di+1(s)
)
=
(
A(s) (λ − 1)−1
B(s) 0
)(
Ci(s+ 1)
Di(s+ 1)
)
,
(
C−1(s)
D−1(s)
)
:=
(
0
1
)
.
Put
E
(r)
1 (s) :=
∑
i≥−1
ei(s+ r)Cr+i(s), E
(r)
2 (s) :=
∑
i≥−1
ei(s+ r)Dr+i(s).
Then
φ1(λ) ≡ C1(1− λ)n[E(n)1 (µ)Hµ(λ) + E(n)2 (µ)Hµ−1(λ)],
φ2(λ) ≡ C2(1− λ)n−1[E(n−1)1 (µ)Hµ(λ) + E(n−1)2 (µ)Hµ−1(λ)]
modulo Q(λ) with some C1, C2 ∈ Q×. Here we note that E(r)i (µ) ∈ Q(λ) are
rational functions of variable λ.
Proof. The 3-term relation on 3F2 implies that Ci and Di satisfy
3F2
(
1, 1, 1− s− i
a, b
;x
)
≡ Ci(s, x)3F2
(
1, 1, 1− s
a, b
;x
)
+Di(s, x)3F2
(
1, 1, 2− s
a, b
;x
)
modulo Q(s, x). Hence
(1 − λ)m/l+i−13F2
(
1, 1, 1−m/l− i
2− αχ, 2− βχ ; (1− λ)
−1
)
≡ (1− αχ)(1 − βχ)(1− λ)r+i(Ci+r(µ, x)Hµ(λ) +Di+r(qχ, x)Hµ−1(λ))
for m = k + lr, r ∈ Z. Apply this to (5.12) and (5.13). The rest is a direct
computation (left to the reader). 
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