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A dielectric material is ferroelectric if it exhibits spontaneous polarization that can be reversed by applying an external electric field. Dielectric materials that show nonlinear polarization are called paraelectrics. In all ferroelectrics, a phase transition from a paraelectric to ferroelectric state occurs when the material's temperature decreases. 1 The visualization of phase transitions, or polarization domains in general, is a novel research field. Sebastian Grottel and his colleagues recently showed how a combination of glyph-based visualizations and isosurfaces derived from the anisotropy can reveal metal oxides' electrostatic properties. 2 We used the particle data from the contest to derive a vector field indicating the material's polarization. By combining several visualization methods, we qualitatively estimated the polarization domains' size and spatial distribution. We also investigated the development of the material's total volume over time and of the individual atoms' oscillation about their ideal lattice positions. The domains' development corresponded with that of the total volume and the atom mobility. On the basis of these observations, we estimated the phase transition's onset.
Exploratory visualization is a useful tool to gain insights into new data. So, our contest submission focused on interactive visualizations that facilitated exploratory analysis of the given dataset. We integrated our visualizations in MegaMol (www. vis.uni-stuttgart.de/megamol), a flexible framework for visualizing large, dynamic particle datasets.
Phase Transitions in Barium Titanate
BaTiO3 has a perovskite crystalline structure. Its unit cells consist of eight barium atoms, six oxygen atoms, and one titanium atom (see Figure 1a ). At temperatures above the Curie point, the material is paraelectric and the unit cells are symmetric (cubic). As the temperature decreases and the material becomes ferroelectric, the cells become tetragonal. In relation to the centroid of the unit cell's Ba atoms, the Ti atom and O atoms shift in opposite directions along one of the three major axes. At the same time, the unit cell is elongated along that axis. The symmetry's distortion gives rise to a permanent dipole moment (see Figures  1b and 1c) . A more detailed description appears elsewhere. 3 Adjacent dipoles tend to align in the same direction, 4 which leads to a macroscopic polarization. This gives rise to the formation of ferroelectric polarization domains-that is, clusters of dipoles with similar orientation. Because the permanent dipoles originate from the distortion of cell symmetry in the tetragonal phase, the formation of large domains can indicate the transition from the cubic to the tetragonal phase.
Data Processing and Feature Extraction
The simulated material consisted of a block of 50 × 50 × 50 unit cells of BaTiO3 comprising 625,000 atoms. The simulation spanned 10 nanoseconds. A snapshot was taken every 20 picoseconds (500 frames). The temperature decreased gradually, leading to the transition we described before.
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The annual IEEE Visualization Contest presents challenging problems to the research community to foster development of novel, innovative solutions. The contest promotes a problem in a different domain each year by providing data and corresponding scientific queries that can be addressed through visualization. Data format documentation and sample reader programs are available for contestants to validate processing and jump-start their work. The contest has become a widely used repository of well-defined scientific problems with open data. Past and upcoming contest data, questions, and submission archives are available at http://sciviscontest.visweek.org.
The Contest Problem
The 2012 contest involved a problem in computational material science: the visualization of ferroelectric and polarization domains in barium titanate (BaTiO3), one of the most-used materials for transducers and capacitors. The goal was to devise a visualization allowing exploration of this material's phase transitions as the temperature gradually decreases. The design of ferroelectric materials such as BaTiO3 critically depends on an accurate description of the microscopic features associated with paraelectricto-ferroelectric phase transitions. Using adequate potential models based on ab initio calculations and advanced molecular-dynamics simulations, researchers can examine the fine structures of domains, domain walls, and domain boundary dynamics. They can also gain a precise understanding of local atomic displacements.
The contest addressed questions related to both the static and dynamic role of domain features, as well as their dependence on atom displacements.
Evaluation
Contestants had to submit a two-page document describing the visualization and analysis, supplemented by up to 12 images and a video of up to 10 minutes. We received three submissions. For each submission, we asked the opinions of three experts in computational material science. They evaluated the submissions for clarity, technical soundness, visualization quality, the value of the interaction (if any), and the overall potential value for their scientific field. In addition, two visualization experts evaluated the submissions.
The Results
The The contest dataset provided every atom's type and Cartesian coordinates in Ångströms (Å). For fast loading, we converted the original data to a streamable binary format.
The Simulated Material's Characteristics
To provide a first impression of the data, we implemented a simple glyph-based visualization. Atoms were colored spheres; cylindrical bonds indicated unit cells' edges (Ba-Ba and Ti-O; see Figure 1 ). This scaffold showed cell deformation and the individual atoms' displacement. To render the spheres and cylinders, we used point-based GPU ray casting. 5 We used axis-aligned clipping planes to show a cutout of the dataset.
Although this naive visualization produced substantial clutter, we noticed several characteristics of the material when viewing the time-dependent data. Most noticeably, the atoms exhibited a strong oscillation about their ideal lattice positions, as we expected owing to thermal energy. In correspondence with the temperature decrease, this vibration should have decreased toward the simulation's end. Instead, the atoms became more mobile.
Another noticeable feature was the total volume's variation over time (see Figure 2 ). An axisaligned bounding box approximated the material's volume. Initially, the volume decreased. This contraction corresponded with the decreasing temperature. Toward the time series' end, however, the volume increased. We deduce that this related to the beginning phase transition because it implies an elongation of the unit cells, which should cause the material to expand.
To deal with the thermal vibration, we applied temporal smoothing using a sliding window, thereby producing a sequence of time-averaged positions for each atom. This reduced the atoms' noisy oscillation, which might have concealed the more subtle atom displacements causing the polarization. In our experiments, an averaging of fewer than 10 frames (200 ps) provided too little smoothing, whereas an averaging of more than 35 frames (700 ps) caused overly strong smoothing. So, we worked with an averaging window of 25 frames.
Extracting Polarization Domains
To extract polarization domains, we needed to determine clusters of dipole moments with similar orientation. To that end, we represented the unit cells' dipole moments as a vector field F. The local rotation of F indicates the dipole dissimilarity. So, we used the vector field's curl, ∇ × F. Because the vectors' orientation and magnitude influence curl, a smaller vector magnitude leads to a smaller curl magnitude. In our case, however, the vector orientation was the defining property for the sought domains. Therefore, we suppressed the vector magnitude's influence by normalizing the field before applying the curl operator. We expected the resulting scalar field to provide a good representation of the domains' spatial distribution. Here, domains were areas where the curl magnitude of the normalized F was below a user-defined threshold. Figure 3 compares the scalar properties we mentioned.
The contest data didn't contain electrostatic dipole moments. So, we first aimed to find an F that approximated these moments as closely as possible, thereby letting us extract the domains. We tested three approaches to compute a dipole moment di for every unit cell, solely on the basis of atomic positions. We obtained the positions using the aforementioned temporal smoothing. We evaluated the approaches' feasibility by investigating the formation of vector clusters and their development with respect to stability, shape, and size.
Our first approach computed the dipole moment as the difference vector of the centroid of all positively charged atoms and the centroid of all negatively charged atoms of the unit cell. This approximated only the electrostatic dipole moment's orientation. To compute the dipole magnitude, we would have needed the ions' correct valence charges. The orientation was sufficient in our case because it was the domains' defining property.
Our second approach extracted a vector field on the basis of the Ti atoms' absolute temporal displacement, as the task description suggested. We obtained the displacement vectors by subtracting Beginning around step 400, the volume increased because the elongation was greater than the contraction.
the Ti atom position after a sufficiently large number of time steps from the position in the current time step. The interval relates to temporal persistence of Ti displacement. Assuming ideal unit cells, the Ti displacement is the strongest indicator of the polarization's direction. The movement due to the deformation of the material as a whole influences this atomic displacement. Our third approach was based on the fact that the unit cells' elongation in the tetragonal phase corresponds with the orientation of the respective dipole moments. In the tetragonal phase, all O atoms should shift in one direction along the elongation axis, whereas the Ti atom should shift in the opposite direction. Consequently, the distance dn between the Ti atom and the nearest O atom should be 0.3 Å smaller than the distance df between the Ti atom and the farthest O atom (see Figure 1) .
The vectors determined by the first approach behaved irregularly. We couldn't extract clusters of coherent vectors. We tested the third approach using different averaging windows but couldn't find distances in the anticipated range. One explanation could be that the provided data only exhibited the phase transition's beginning, when the dipoles weren't yet fully formed. We therefore focused on the displacement field computed by the second approach because we found that calculating the Ti atoms' temporal displacement could reveal domain formation.
Visualization
Some of our visualization methods required a volumetric representation of the data. So, we resampled the vectors di to a uniform grid. A fast CUDA (Compute Unified Device Architecture) volume generation method created a smooth density field based on particle data. 6 A radial symmetric Gaussian kernel represents each particle's density contribution. Then, we accumulate the density of each voxel's neighboring particles. We computed the density field on the basis of all the particles representing Ti atoms. We then used those particles' density contribution as a weighting function when accumulating the Ti displacement vectors di, leading to a continuous F. We chose the Gaussian kernel's parameters so that F was slightly smoothed over adjacent unit cell borders.
Glyph-Based Representation of the Displacement Vectors
The simplest way to visualize the displacement vectors is to render an arrow for each di. We visualized these vectors using GPU ray-casted arrow glyphs. 5 We could color the arrows according to vector properties such as orientation or magnitude (see Figure 4) .
Because the displacements can be quite small compared to the unit cells' size, we designed the interface to let us adjust the scaling for better visibility. We could also reduce visual clutter by omitting all arrows outside the clusters. Because the local vector orientation was the clusters' defining property, we defined a threshold for the curl magnitude that let us omit arrows in boundary areas.
Isosurfaces
We wanted to further emphasize the domains using isosurfaces. Rather than relying strictly on basic vector field operations (for example, the curl's magnitude) for isosurface extraction, we aimed at surfaces that encircle arrow clusters, which represent domains. We achieved this by rendering isosurfaces of a derived density field m. To obtain a smooth density field, we used the aforementioned volume generation method. To account for the high curl magnitude at domain boundaries, we defined the density contribution as zero for particles in those areas. Figure 5 shows m; Figure 6 shows the resulting isosurfaces.
We rendered the isosurfaces using GPU-based ray marching. 7 We colored them according to the vector value previously stored in the RGB voxel value. So, we could encode the domains' properties (for example, the vector magnitude or orientation) in the coloring (see Figure 7) .
Additional Vector Field Analysis
We used line integral convolution (LIC) to texture both the isosurfaces mentioned before and a set of axis-aligned slices. We also used ridge surface extraction and critical-point analysis (as the task description suggested) to reveal aspects of the displacement field's topology. These methods let us gain a different perspective of the data and verify the results obtained using the methods we described before.
LIC.
To compute the LIC texture for both the isosurfaces and slices, we used GLSL (OpenGL Shading Language). However, applying LIC to a surface using a 3D vector field usually leads to noisy spots in areas where the field is nearly orthogonal to the surface. So, our implementation projected the vectors onto the respective planes and normalized them before computing the LIC. This turned the 3D LIC into a less noisy 2D surface LIC. When applying this LIC to the isosurfaces, we lost no information because the domains contained only vectors of coherent orientation (see Figure 7c) . In contrast, if we applied this surface LIC to the slices, the resulting texture might have contained structures resembling critical points of the 3D field F. Showing the displacement field's critical points remedies this ambiguity. We rendered spheres for the critical points in combination with the slices. The spheres served as reference points for interactive slice placement.
Ridge surface extraction. First, we smoothed the displacement field and normalized it. We then computed the curl magnitude and extracted height ridge surfaces 8 from the resulting scalar field. We filtered them by curl magnitude to suppress ridges corresponding to weak domain separations. The resulting ridges captured the transition manifolds where the displacement orientation's variation was strongest.
Results
We applied our visualizations to the vector field representing the time series of Ti displacement.
When we visualized the dataset using arrow glyphs without filtering, the particles' dense distribution concealed most parts of the dataset. Using the curl magnitude as a filter resulted in a representation of the domains as clusters of similarly oriented arrow glyphs (see Figure 4b) . However, when using only arrow glyphs, we had trouble perceiving the domains' exact spatial distribution.
A combination of arrow glyphs and semitransparent isosurfaces gave a good impression of the domains' spatial distribution and shape (see Figure 4c) . In particular, we could observe the dynamics of individual domains. As Figure 6 shows, the isosurfaces based on m enclosed the domains more clearly than those based on curl or vector magnitude. The arrow glyphs and the texturing of the isosurfaces by LIC or color-coded orientation provided additional clues about the orientation of the vectors in the domains. The ridge surfaces depicted areas of sharp local rotation, which represented the domains' separation. Consequently, the ridges' number and size corresponded to the domains' development over time (see Figure 8) . Figure 9 illustrates the Ti displacement over time, using arrow glyphs and isosurfaces. (The accompanying video at http://doi.ieeecomputersociety. org/10.1109/MCG.2013.68 shows the whole dataset and the clusters' development over time.) As we expected in the paraelectric phase, the material started with a number of evenly distributed, relatively small domains (see Figure 9a) . The isosurfaces let us observe the movement and resizing of domains as well as the merging of nearby domains. Over the next 200 time steps (4 ns; see Figure 9b ), the atoms became more mobile while forming increasingly large domains. These domains tended to be larger in off-center regions. The movement in these areas oriented mainly toward the center, corresponding with the material's global thermal contraction. The larger domains were more stable than the small domains forming near the material's center.
After approximately 8 ns (step 400; see Figure  9e ), the domains started dissolving. We assume that this indicated the phase transition's onset, which involves elongation of the unit cells. So, we expect the material to have gained volume. We also expect that this trend would counteract the previous domain formation, which we presume was caused mainly by the contraction. Toward the time series' end, at approximately 8.50 ns (step 425; see Figure 9f ), the contraction caused by the decreasing temperature seemed to be compensated by the elongating cells. At this point, we observed only small, unstable domains. Subsequently, the domains' size increased again until the simulation ended.
Because these domains only partially complied with the material's volume dilatation, we interpret them as the result of at least three superposed effects. The first effect was the Ti atoms' displacement in relation to the center of their unit cells. This displacement seemed rather subtle because we couldn't explicitly determine it from the data. The other two effects were the temperature-related contraction and the expansion due to cell elongation. Toward the simulation's end, the elongation seemed much stronger than the contraction. In addition, the elongation's direction should have corresponded to the direction of the dipole moments. So, we conclude that the resulting clusters could serve as a qualitative estimate of the sought domains. W e used interactive visual-analysis approaches that let expert users investigate the data in a flexible way. This facilitates making new discoveries in unknown data. We plan to extend our visual-analysis application in collaboration with Stefano Leoni, who provided the data for this contest. This will let us add simulation parameters such as the valence charges or temperature to the visualization, which weren't available for the contest. We also want to isolate effects such as thermal vibration and the material's contraction to clean up the data and get clearer results. Read it Today! www.computer.org/multimedia
