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Abstract  In this paper, we establish a partially observable Markov decision process (POMDP) 
model framework that captures dynamic changes in human trust and workload for contexts 
that involve interactions between humans and intelligent decision-aid systems. We use a 
reconnaissance mission study to elicit a dynamic change in human trust and workload with 
respect to the system’s reliability and user interface transparency as well as the presence 
or absence of danger. We use human subject data to estimate transition and observation 
probabilities of the POMDP model and analyze the trust-workload behavior of humans. Our 
results indicate that higher transparency is more likely to increase human trust when the existing 
trust is low but also is more likely to decrease trust when it is already high. Furthermore, we 
show that by using high transparency, the workload of the human is always likely to increase. 
In our companion paper, we use this estimated model to develop an optimal control policy 
that varies system transparency to a�ect human trust-workload behavior towards improving 
human-machine collaboration. 
© 2019, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved. 
Keywords: trust in automation, human-machine interface, intelligent machines, Markov 
decision processes, stochastic modeling, parameter estimation, dynamic behavior 
1. INTRODUCTION 
Given the ubiquity of autonomous and intelligent systems, 
humans are increasingly interacting and collaborating with 
such systems in both complex situations (e.g., warfare 
and healthcare) and daily life (e.g., robotic vacuums). 
Published studies have shown that human trust in au-
tomation is an important factor that a�ects the outcome 
of the aforementioned interactions and that it can be 
improved by increasing the transparency of an intelligent 
system’s decisions (Helldin, 2014; Mercado et al., 2016). 
Chen et al. (2014) defnes transparency as “the descriptive 
quality of an interface pertaining to its abilities to a�ord 
an operator’s comprehension about an intelligent agent’s 
intent, performance, future plans, and reasoning process.” 
Therefore, greater transparency allows humans to make 
informed judgments and accordingly make better choices. 
Nonetheless, high levels of trust are not always desirable 
and can lead to humans trusting an error-prone system. 
Instead, trust should be appropriately calibrated according 
to the system’s capability (Lee and See, 2004). Moreover, 
high transparency involves communicating more informa-
tion to the human and thus can increase the workload 
of the human (Lyu et al., 2017). In turn, high levels of 
workload can lead to fatigue, which can reduce the hu-
˜ This material is based upon work supported by the National Sci-
ence Foundation under Award No. 1548616. Any opinions, fndings, 
and conclusions or recommendations expressed in this material are 
those of the author(s) and do not necessarily refect the views of the 
National Science Foundation. 
man’s performance. Therefore, we aim to design intelligent 
systems that can respond to changes in human trust and 
workload in real-time to achieve optimal or near-optimal 
performance. For intelligent systems, a user interface (UI) 
is generally the means through which communication with 
the human is achieved. Therefore, the system must under-
stand how the transparency of its communication through 
the UI a�ects the human’s cognitive state. 
Although researchers have developed various models of 
human trust behavior (Moe et al., 2008; Malik et al., 
2009) and established the e�ect of transparency on trust 
(Helldin, 2014; Mercado et al., 2016; Wang et al., 2016a), 
there does not exist a quantitative model that captures the 
dynamic e�ect of transparency on human trust. Further-
more, published studies considering the e�ects of trans-
parency on workload do not model its dynamics. There-
fore, a fundamental gap remains in capturing the dynamic 
e�ect of machine transparency on human trust-workload 
behavior so that it can be used for improving human-
machine collaboration. 
In this paper, we present a partially observable Markov 
decision process (POMDP) model framework for capturing 
dynamics of human trust and workload for contexts that 
involve interaction between a human and an intelligent 
decision-aid system. We specifcally consider a reconnais-
sance mission study adapted from the literature in which 
human subjects are aided by a virtual robotic assistant 
in completing a series of reconnaissance missions. We use 
the collected human subject data to train the POMDP 
2405-8963 © 2019, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved. 
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model. We further study the eects of transparency and 
experience on human trust and workload using the esti-
mated parameters. In a companion paper (Akash et al., 
2018), the trained model is used to estimate human trust 
and workload and to develop a near-optimal control policy 
that varies machine transparency to improve outcomes of 
the human-machine collaboration. 
This paper is organized as follows. Section 2 provides 
background on existing models of trust and workload 
particularly as they relate to how they are aected by 
transparency. The proposed POMDP framework for trust 
and workload is described in Section 3. Section 4 describes 
the reconnaissance mission study used to collect human 
subject data. The parameter estimation algorithm is pre-
sented in Section 3. Results and discussion are presented in 
Section 6, followed by concluding statements in Section 7. 
2. BACKGROUND 
At best we can only estimate or infer the cognitive state 
of a human through observations of the human. Hidden 
Markov models are popular for modeling human behavior 
(Li and Okamura, 2003; Pineau et al., 2003; Wang et al., 
2009; Liu and Datta, 2012) because they provide a prob-
abilistic framework for intent inference and incorporate 
uncertainty related to observations. However, a signifcant 
limitation of HMMs is that they do not include the eects 
of inputs or actions from intelligent systems that aect 
human behavior. 
2.1 Markov Models for Human Trust 
Several researchers have modeled human trust behavior us-
ing Markov models, particularly HMMs (Moe et al., 2008; 
Malik et al., 2009; ElSalamouny et al., 2009). Since human 
trust is not directly measurable, HMMs can instinctively 
be applied to infer the probability distribution of trust 
states. Nonetheless, in human-machine collaborations, the 
machine not only needs to infer a human’s hidden mental 
state, but also needs to make decisions and take actions 
based on this inference. Furthermore, these actions would 
aect human trust behavior and should be incorporated in 
the model. A POMDP provides a framework that incor-
porates all of the modeling characteristics of HMMs and 
also accounts for the machine’s actions. It also facilitates 
a framework for calculating the optimal series of actions 
for desired performance. POMDPs have been used in HMI 
contexts including automatically generating robot expla-
nations to improve teaming performance (Wang et al., 
2016b) and estimating trust in agent-agent interactions 
(Seymour and Peterson, 2009). 
In prior work (Akash et al., 2017; Hu et al., 2018) we 
showed that past experience related to a machine’s relia-
bility aects human trust. Moreover, the type of error (i.e., 
miss or false alarm) has dierent eects on human trust 
dynamics. Misses and false alarms can only occur when the 
machine recommends absence of stimuli and presence of 
stimuli, respectively; therefore, the recommendation also 
has an eect on human trust behavior. However, machines 
cannot explicitly control the recommendation nor relia-
bility as they depend on the environment and the true 
situation. Therefore, although we also model the eects 
of the machine’s reliability and its aect on human trust-
workload behavior dynamics, we only propose to use the 
machine’s transparency of communication as a feedback 
control variable to improve human-machine collaboration. 
2.2 E
ects of Transparenc  on Trust and Workload 
Several studies have been conducted to investigate the 
eect of transparency on trust. Early work conducted 
by Helldin (2014) suggests that increased system trans-
parency increases trust in the system but also causes 
workload to increase. Mercado et al. (2016) conducted 
multiple studies based on Helldin’s fndings and confrmed 
that increased transparency yields higher trust but did 
not fnd that workload increases with transparency. Wang 
et al. have also conducted several experiments in this 
feld (Wang et al., 2016a,b, 2015). Their studies showed 
that only the robot’s ability to report correctly infuenced 
trust; however, the studies also highlighted the limitation 
of the use of self-reported trust data. 
Although higher transparency can increase human trust, 
it also can increase human workload. Lyu et al. (2017) 
showed that information volume signifcantly infuenced 
driving speed and lane deviation, which indicates that 1) 
driving workload has an eect on driving performance and 
2) high workload could cause driving performance impair-
ment. Bohua et al. (2011) showed that cognitive diÿculty 
increases as the amount of information increases, which 
shows that workload increases with more information. 
Therefore, we propose to model human workload along 
with human trust in the same framework. 
2.3 Observing Human Trust and Workload 
Trust and workload have previously been recorded using 
self-reported survey results in which questions customized 
to an experiment are on a Likert scale such that partici-
pants can report how much they trusted the system and 
understood the scenario. Workload is commonly assessed 
using the NASA TLX survey (Proctor and Van Zandt, 
2008). However, it is not practical to collect human self-
reported behavior for use with real-time feedback algo-
rithms. Alternatively, trust can be inferred implicitly via 
compliance (Freedy et al., 2007; Wang et al., 2016b). 
Moreover, other studies have shown a correlation between 
workload and response time, which oers the ability for 
this metric to be measured implicitly as well (Helldin, 
2014). Therefore, we propose to use compliance and re-
sponse time as observations corresponding to trust and 
workload, respectively. It should be noted that other be-
havioral metrics like reliance, eye-tracking data, etc. can 
also be used but are outside the scope of this work. 
3. MODELING TRUST-WORKLOAD BEHAVIOR 
In this section, we describe a POMDP model of human 
trust and workload. We consider only contexts that involve 
human interaction with an intelligent decision-aid system 
that gives recommendations based on the presence or 
absence of a stimulus. Such autonomous systems only 
provide suggestions to the human; the fnal decision and/or 
action is taken by the human. These systems are prevalent 
both in safety-critical situations (e.g., assistive search 
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robots detecting dangers in warfare, health recommender 
systems detecting diseases in health-care) and in daily 
life (e.g., car blind-spot detectors in transport sector). 
Unfortunately the benefts of such systems can be lost due 
to a fundamental lack of human trust in the system or due 
to high workload. 
While interacting with intelligent decision-aid systems, 
humans can either comply with the system’s recommen-
dation or reject it. Furthermore, there is a response time 
(RT ) associated with the human’s decision. We assume 
that these characteristics of human decision (compliance 
and response time) are dependent on human trust and 
workload. Moreover, we assume that human trust and 
workload are infuenced by characteristics of the decision-
aid system’s recommendations. These characteristics in-
clude recommendation type (stimulus absent or present), 
transparency (amount of information), and past experi-
ence (faulty or reliable recommendations). We propose 
that increasing the transparency of the recommendation 
will help the human make a more informed decision, 
maintain trust, and thereby improve human-machine col-
laboration. However, this increased level of transparency 
requires the human to process more information, which 
can lead to increased workload. Therefore, there exists 
a trust-workload trade-o• that needs to be optimized by 
maintaining appropriate transparency levels. With the ad-
ditional assumption that the dynamics of human trust and 
workload follow the Markov property (Puterman, 2014), 
we consider the use of a POMDP for modeling the human 
trust-workload behavior. 
A POMDP is a 7-tuple (S, A, T , O, O, R, ˙) with a set of 
states S, a set of actions A, with transition probabilities 
T (s˜|s, a) that govern the transition from state s to s˜ given 
the action a, and an additional set of observations O, with 
observation probabilities O(o|s) that govern the likelihood 
of observing o given the process is in state s. We will not 
consider the reward function R and discount factor ˙ as 
they are used for fnding an associated optimal control 
policy, which will be considered in our companion paper 
(Akash et al., 2018). We defne human trust-workload 
behavior as a process that we model using a POMDP. 
T
We defne the fnite set of states S = [Trust , Workload ] 
where both trust T and workload W can be either low ( ˜ °) 
or high ( ˜ ̨ ), i.e., Trust ˇ {T°, T˛} and Workload ˇ 
{W°,W˛}. Human trust-workload behavior is infuenced 
by characteristics of the system recommendations that 
defne the fnite set of actions A = [Recommendation, 
Experience, Transparency ]T . Here, recommendation SA 
can be either Stimulus Absent S− or Stimulus Present A 
SA 
+ , experience E depends on the reliability of the last 
recommendation which can be either Faulty E− or Reli-
able E+ , and transparency  can be either Low Trans-
parency L, Medium Transparency M , or High Trans-
parency H . The state transition probability function 
T (s˜|s, a) can be represented as a 4 × 4 × 12 matrix, 
such that T (i, j, k) represents the transition probability 
from the ith state to jth state given an action k. The hu-
man decision characteristics defne the set of observations 
TO = [Compliance, Response Time] . Here, compliance C 
can be either Disagree C− or Agree C+ and response 
time RT can be segregated into three bins, namely, fast 
response time RTF , medium response time RTM , and slow 
response time RTS . The observation probability function 
O(o|s) can be represented as a 4 × 6 matrix, such that 
O(i, j) represents the observation probability of the jth 
observation given the state i. 
We assume that trust and workload behavior are indepen-
dent such that trust only a•ects compliance and workload 
only a•ects response time. Therefore, we identify these 
models independently. While it is possible for trust and 
workload to be coupled, a combined trust-workload model 
would require twice as many parameters to be trained, 
in turn requiring signifcantly more human subject data. 
Therefore, we proceed here with the independent model as-
sumption, and investigation of a combined trust-workload 
model will be addressed in future work. 
4. HUMAN SUBJECT STUDY 
The focus of the experiment design, which is adapted from 
(Wang et al., 2015), was to capture how di•erent levels 
of system transparency infuence trust in autonomous 
systems as well as human-robot teaming performance. 
Stimuli and  rocedure: 
A within-subjects study was performed in which partici-
pants were told they would interact with assistive robots 
to perform reconnaissance missions in three di•erent loca-
tions. In each location, the participant searched 14 build-
ings and classifed them as safe/unsafe based on the pres-
ence of either chemical or physical danger, with the goal 
of successfully searching all buildings as fast as possible. 
Prior to entering each building, the participant needed to 
decide if they would wear protective gear or not. They were 
informed that searching a building with protective gear 
would take approximately 15 seconds but would ensure 
that they would not be injured if some form of danger was 
present. Conversely, searching without gear would only 
take 5 seconds, but if danger was present, the participant 
would be injured and require 2 minutes to recover. In order 
to aid in their decision, a robotic companion surveyed 
each building frst and provided a recommendation on 
whether or not protective gear was advised. Each robot 
was equipped with a camera to detect the presence of 
gunmen and a chemical sensor to detect chemicals. 
In each mission, a di•erent robot with a di•erent trans-
parency level provided the recommendation for each build-
ing. The low transparency robot reported if the building 
was safe/unsafe and thus if the gear was or was not 
advised. The medium transparency robot additionally in-
cluded details regarding which type of danger had been 
detected, or if both sensors had not detected any danger. 
The high transparency robot included all of the informa-
tion provided by the low and medium transparency robots 
in addition to a percent confdence in the report. These 
transparency levels are consistent with those proposed by 
Chen et al. (2014). Examples of the robot reports for 
danger related to the presence of a chemical are as follows: 
• Low Transparency: “I have fnished surveying the 
[building name]. I think the place is dangerous. Pro-
tective gear is needed.” 
• Medium Transparency:“I have fnished surveying the 





Robot Moves to 
Building X 
Ro bot Reports 
Building X Danger/No Danger 
3s 10± 1 s 1 s 
FEEDBACK: Human Checks RESPONSE: 
Intel Sheet Entry 
Building X 
Human Decision 
Danger/No Danger Gear/No Gear 
Wait to proceed 5 ± 0.5 s or 15 ± 1.5 s Wait for response 
M1ss1on 1 Bu1ldmgs Searched 3 05 13 
I have finished surveying Iha Shop. My sensors have not detected any chemical 
weapons here. From the images captured by my camera, I have not detected any armed 
gunmen. I think the place is safe. Protective gear is not needed 
Please enter the building now 
IZIIIIII 
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Fig. 1. The sequence of events in a single trial. The 
time length marked on the bottom right corner of 
each event indicates the time interval for which the 
information appeared on the computer screen. 
Fig. 2. Example screenshot of the interface of the experi-
mental study. 
dangerous chemicals. From the images captured by 
my camera, I have not detected any armed gunmen. 
Protective gear is needed.” 
• High Transparency: “I have fnished surveying the 
[building name]. My sensors have detected traces of 
dangerous chemicals. From the images captured by 
my camera, I have not detected any armed gunmen. 
I am 95% confdent in this assessment. I think it will 
be dangerous for you to enter the building without 
protective gear. The protective gear will slow you 
down a little. ” 
For each trial, the presence or absence of danger was 
equally probable. The robot reported the building status 
with 80% accuracy and was capable of giving both false 
alarms and misses. Furthermore, in high transparency, 
the robot reported its confdence about the assessment 
between 93% and 97% during reliable trials and between 
80% and 90% during faulty trials. The sequence of events 
in each trial is shown in Fig. 1 along with a screenshot of 
the study interface in Fig. 2. 
Participants: Seventy-nine participants (34 males, 45 fe-
males), ranging in age from 20-68 (mean 34.70 and stan-
dard deviation 9.57) from the United States participated in 
the study. They were recruited using Amazon Mechanical 
Turk (Amazon, 2005) and completed the study online. 
The compensation was $1.50 for their participation, and 
each participant electronically provided their consent. The 
Institutional Review Board at Purdue University approved 
the study. 
5. MODEL PARAMETER ESTIMATION 
Using the aggregated data of the 79 participants, we esti-
mate the transition probability function, observation prob-
ability function, and the prior probabilities of states for 
the trust and workload models. We assume that the same 
models of trust and workload are representative of general 
human behavior. For this context, the recommendation 
that indicates no danger is defned as Stimulus Absent S− A 
and the recommendation that indicates danger is defned 
+ as Stimulus Present SA . Furthermore, fast, medium, and 
slow response times are categorized for each participant 
based on the individual’s frst, second, and third tertiles 
of response time distribution, respectively. We consider the 
interaction between human and robot in each mission for 
each participant as a sequence of actions and observations. 
We use an extended version of the Baum-Welch algorithm 
that is used to estimate the state transition and obser-
vation probability functions for a hidden Markov model 
(HMM) (see Rabiner and Juang (1986) for details). It is 
trivial to extend the Baum-Welch algorithm from learning 
hidden Markov models to learning POMDPs by taking into 
account the actions in every state during the estimation 
step (Cassandra et al., 1994); therefore, an explicit proof 
is not provided. 
In order to prevent the Baum-Welch algorithm from over-
ftting the set of sequences, we split them randomly into 
two equal sets: a training set of sequences and a testing set 
of sequences. It is ensured that each of the three missions 
is uniformly distributed across these sets. The testing set is 
then used for cross-validation, stopping the Baum-Welch 
algorithm when the ft of generated POMDPs starts to 
decrease (or converge) on the testing sequence. 
Finally, it should be noted that the quality of any data-
based parameter estimation is only as good as the data 
itself. In the context of human subject data, no number of 
samples can fully represent the human population. In order 
to calculate the possible error in parameter estimation 
caused by the variation in sample selection, we iterated 
the estimation 10,000 times, with each iteration using a 
new randomly selected set of training and testing data. 
Errors caused by variation in the sample selection for a 
95% confdence interval (CI) were less than 2% for all of 
the parameters. Thus, the parameter estimates are robust 
to variations in the sample selection. 
6. RESULTS AND DISCUSSIONS 
Here we present and analyze the resulting POMDP models 
of trust and workload. 
6.1 Trust Model 
The initial probability of states for Low Trust T° and High 
Trust T˛ are estimated as: 
p0(T°) = 0.1288, p0(T˛) = 0.8712 . (1) 
This indicates that there is approximately an 87.12% 
probability that participants began the experiment with 
a state of high trust. This is consistent with the fact that 
given widespread use of automation, humans tend to trust 
a system even when they have no initial experience with 
it (Merritt and Ilgen, 2008). 
The observation probability function OT (o|s) is repre-
sented in Fig. 3 and shows the probability of participants’ 
compliance with the system’s recommendations based on 
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Fig. 3. Observation probability function OT (o|s) for the 
trust model. Probabilities of observation are shown 
beside the arrows. 
bility that High Trust will result in a participant agreeing 
with the recommendation, there still exists an approxi-
mately 10% probability that the participant will disagree. 
Moreover, being in a state of Low Trust will result in the 
participant disagreeing with the recommendation with a 
probability of 98.3%, which is close, but not equal to, 
100%. 
The transition probability function TT (s˜|s, a) is repre-
sented in Fig. 4 and shows the probability of participants 
transitioning from the state s to s˜ (where s, s˜ ˛ {T°, T˛}) 
based on the action a ˛ A. We frst consider the case 
when the recommendation indicates no danger SA 
− . This 
is a high-risk situation in our context because incorrectly 
trusting the recommendation – in other words, complying 
with an erroneous recommendation not to wear gear – can 
lead to injury and a penalty of 2 minutes. We observe 
that in this case (see Fig. 4(a) and 4(b)), if the partic-
ipant is in a state of Low Trust T°, the probability of 
transitioning to a state of High Trust T˛ increases with 
an increase in transparency (< 7% for L, ˇ 9% for M , 
and > 45% for H ). Therefore, increasing transparency 
when the participants’ trust is low is more likely to increase 
their trust level in this high-risk situation. On the other 
hand, if the participant is in a state of High Trust T˛, 
the probability of transitioning to a state of Low Trust 
T° also increases with increasing transparency (ˇ 15% for 
L, ˇ 17% for M , and ˇ 19% for H ). This is because the 
participant can make a more informed decision when the 
UI is more transparent and avoid errors that would result 
from trusting the recommendation when it is actually a 
poor recommendation. 
Cases in which the recommendation indicates danger is 
present S+ involve less risk for participants because if they A 
choose to comply with the recommendation and wear pro-
tective gear despite the recommendation being incorrect, 
they are only delayed by 15 seconds. In this low-risk case 
(see Fig. 4(c) and 4(d)), we observe that the probability 
of transitioning to High Trust T˛ from any state of trust is 
typically higher for Low Transparency L as compared to 
higher levels of transparencies. Therefore, in this low-risk 
case, the robot providing its recommendation with Low 
Transparency has the highest probability of increasing the 
trust level of the human. It is important to note that higher 
transparencies can lower the human’s trust because higher 
transparencies can provide ‘too much information’, caus-
ing a participant to ‘overthink’ and subsequently leading 
to analysis-paralysis (Langley, 1995). 
Finally, we observe that the transition probabilities to 
High Trust T˛ are typically higher in cases where the 
last experience was Reliable E+ (see Fig. 4(b) and 4(d)) 
(a) Recommendation indicating no danger and 
Faulty last experience 
(b) Recommendation indicating no danger and 
Reliable last experience 
(c) Recommendation indicating danger and Faulty 
last experience 
(d) Recommendation indicating danger and Reli-
able last experience 
Fig. 4. Transition probability function TT (s˜|s, a) for Trust 
model. Probabilities of transition are shown beside the 
arrows. 
as compared to when the last experience was Faulty 
E− (Fig. 4(a) and 4(c)), as long as the recommendation 
and transparency remain the same. However, there are 
some exceptions to this observation. These include a lower 
transition probability from Low Trust T° to High Trust T˛ 
in the case of High Transparency H and S
+ (see Fig. 4(c) A 
and 4(d)), and for Medium Transparency M and S
− (see A 
Fig. 4(a) and 4(b)). 
Therefore, higher transparencies do not always increase 
trust with the highest probability but instead can help 
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Fig. 5. Observation probability function OW (o|s) for work-
load model. Probabilities of observation are shown 
beside the arrows. 
the human to make informed decisions, especially when 
the stakes are high. Moreover, these results suggest that 
the choice of transparency should not only depend on the 
human’s current trust level, but should also consider the 
type of recommendation being provided by the system as 
well as the human’s past experiences. 
6.2 Workload Model 
The initial probability of states for Low Workload W˜ and 
High Workload W° are estimated as: 
p0(W˜) = 0.1970, p0(W°) = 0.8030 . (2) 
This indicates that there is approximately an 80.30% prob-
ability that participants began the experiment with a state 
of High Workload. This is expected given that initially, 
participants needed to learn about the system which in 
turn increases their workload. The observation probability 
function OW (o|s) (see Fig. 5) shows the probability of 
participants’ response times based on their workload level. 
In general, we observe that fast response times RTF are 
more probable when the workload is low and slow response 
times RTS are more probable when the workload is high. 
Medium response times RTM are approximately equally 
probable from both states of workload. 
The transition probability function TW (s˛|s, a) is pictured 
in Fig. 6 and shows the probability of participants tran-
sitioning from the state s to s˛ based on the action 
˛a ˛ A, where s, s ˛ {W˜,W°}. We observe that the 
probability of transitioning to a state of High Workload 
W° from any workload state increases with an increase 
in transparency for fxed recommendation and experience. 
Therefore, higher transparencies are more likely to increase 
participants’ workload because participants have to pro-
cess more information prior to decision-making. Moreover, 
in most cases, the probability of transitioning to a High 
Workload W° from any workload state is higher when the 
last experience was Faulty E− (see Fig. 6(a) and 6(c)) 
as compared to when it was Reliable E+ (see Fig. 6(b) 
and 6(d)) for a given recommendation and transparency. 
This conforms to the fndings of Koehn et al. (2008) that 
error processing is associated with higher cognitive de-
mands than processing UI feedback that denotes a correct 
response. In other words, individuals respond with faster 
response times in correct trials than in error trials. Also, 
in most cases, the probability of transitioning to High 
Workload W° from any workload state is higher when the 
recommendation indicates no danger S− (see Fig. 6(a) and A 
6(b)) as compared to when it indicates danger S+ (see A 
Fig. 6(c) and 6(d)) for fxed experience and transparency. 
This is because a recommendation indicating no danger 
(a) Recommendation indicating no danger and 
Faulty last experience 
(b) Recommendation indicating no danger and 
Reliable last experience 
(c) Recommendation indicating danger and Faulty 
last experience 
(d) Recommendation indicating danger and Reli-
able last experience 
Fig. 6. Transition probability function TW (s˛|s, a) for 
Workload model. Probabilities of transition are shown 
beside the arrows. 
S− has a higher risk, as discussed in Section 6.1, and thus, A 
humans consider their decision more carefully in order to 
avoid errors. 
In summary, we have established models for human trust 
and workload for a decision-aid context. We observe that 
a higher transparency is not always more likely to increase 
trust in humans than lower transparencies but always 
is more likely to increase workload. Therefore, higher 
transparency is not always benefcial, and instead, system 
transparency should be updated based, in part, on the 
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state of human trust and workload. It is possible that 
each transparency level could be redesigned to improve 
the clarity of information presented and in turn, reducing 
their eect on workload. This, and improvements to the 
ecological validity of the results will be the subject of 
future work. 
7. CONCLUSION 
To attain improved human-machine collaboration, it is 
necessary for autonomous systems to estimate human trust 
and workload and respond accordingly. In turn, this re-
quires dynamic models that capture these human states. 
In this paper, we used a reconnaissance mission study to 
elicit the dynamic change in human trust and workload 
with respect to the system’s reliability and transparency as 
well as the presence or absence of danger. We established 
a partially observable Markov decision process (POMDP) 
model framework that captured dynamic changes in hu-
man trust and workload for contexts that involve the inter-
action of humans with an intelligent decision-aid system. 
We used the collected human subject data to estimate 
probabilities of the POMDP model and analyze the trust-
workload behavior of humans. Our results indicate that 
higher transparency is more likely to increase human trust 
when the existing trust is low but is also more likely to 
decrease trust when it is already high. However, higher 
transparency always has a higher probability of increasing 
workload. In a companion paper, we use this estimated 
model to develop an optimal control policy that varies 
system transparency to aect human trust-workload be-
havior towards improving human-machine collaboration. 
In future work, we will examine interaction eects that 
may exist between trust and workload by estimating a 
combined model of these dynamics. 
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