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A complete characterization of those compact Hausdorff spaces is given such 
that for every n, each normal element in the algebra C(X) @ Mfl of continuous 
functions from X to Mfl can be continuously diagonalized. The conditions are that 
X be a sub-Stonean space with dim X < 2 and carries no nontrivial G-bundles over 
any closed subset, for G a symmetric group or the circle group. In particular, 
diagonalization is assured on every totally disconnected sub-Stonean space, but also 
on connected spaces of the form /?(Y)\Y, where Y is a simply-connected 
(noncompact) graph. c 1984 Academic Press. Inc. 
In recent papers [ 12, 131 R. V. Kadison proves that any normal element 
A=CAij@ejjinthealgebra’U@M,, where ‘II is a von Neumann algebra 
and Pl,, denotes the algebra of (complex) II x n matrices, can be 
diagonalized. Specifically this means that there is a unitary U in 2I @ MJ1, 
such that Ud U* = C Dii @ eii for some Dii, 1 < i < n, in ?I. Kadison also 
shows that the result may fail if Cu is only assumed to be a C*-algebra and 
gives a counterexample with U = C(S4). He then asks [ 12, 1.4; 13,4] what 
topological properties of a compact Hausdorff space X will guarantee that 
normal elements in C(X) @ PI,, can always be diagonalized. 
We begin with a discussion of three obstructions that prevent the 
diagonalizability of a normal element A in C(X) @ PI,,: multiplicity (which 
allows the eigenspaces of A(x) to have discontinuities), covering spaces for 
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the characteristic polynomial of A(x) (which may prevent us from choosing 
continuous eigenvalue functions), and bundles over X (which may obstruct 
the continuous choice of eigenvectors in prescribed eigenspaces for A(x)). In 
the multiplicity-free case we show that diagonalization is assured whenever X 
is a 2-connected CW-complex. 
In the general case (allowing multiplicity) we show that diagonalization 
fails even for self-adjoint elements, unless X is a sub-Stonean space, which 
means that any two disjoint, open, u-compact subsets of X have disjoint 
closures. In particular it fails for every infinite, first countable, compact 
Hausdorff space. 
Looking for sufficient conditions we find by an easy selection argument 
that even triangularization is possible when X is a Rickart space (i.e., C(X) 
is monotone sequentially complete). For Stonean spaces this was proved in 
12, 3.21. 
Dimension theory in combination with bundle techniques show that if the 
covering dimension of X is >2 there always are nondiagonalizable self- 
adjoint elements in C(X) @ M,. Concentrating therefore on the case 
dim X < 2 we find by standard obstruction theory that the only relevant 
nontrivial vector bundles over X are l-dimensional. 
Combining all our material we finally (in Theorem 5.6) characterize 
compact spaces that allow diagonalization of every normal matrix function 
by the conditions that 
(i) X is a sub-Stonean space; 
(ii) dim X < 2; 
(iii) every finite covering space over each closed subset of X is trivial; 
(iv) every complex line bundle over each closed subset of X is trivial. 
We end the paper with a series of examples that show the possibilities of 
Theorem 5.6 above. In particular, we show that for a locally compact graph 
Y, diagonalization on the corona space X = p(Y)\Y is assured if and only if 
r\C is a disjoint union of simply-connected graphs (a countable forest) for 
some compact subset C. For the results in the last two sections we shall need 
a detailed knowledge about sub-Stonean spaces, for which we refer the reader 
to [7], which was written exactly for that purpose. 
1. OBSTRUCTIONS To DIAGONALIZATION 
A normal element A in C(X) @ M, may fail to be diagonalizable for a 
number of reasons. A simple example (but seminal for our Theorem 2.1) will 
illustrate the multiplicity obstruction: 
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1.1. EXAMPLE. Consider the space 
Define A in C(X) @ PI, by 
A(nF) = n-’ 
1 0 
i i 0 0 ,n>o; 
A(nm’)=-(2t$’ ( ; ; ),n<O; 
and A(0) = 0. The element cannot be diagonalized, because the spectral 
projection of ,4(x) corresponding to 0 does not vary continuously near 0. 
This discontinuity can occur only because the eigenvalue 0 increase in 
multiplicity at 0. 
To avoid the multiplicity obstruction we may restrict attention to the 
diagonalizability of those elements A in C(X) @ PI,,, for which the 
polynomial P with coefficients in C(X), given by 
P(x. 1) = Det(A (x) - Al), 
has k distinct roots, each with constant multiplicity m(i), 1 < i < k (whence 
C m(i) = n). However, if A has been diagonalized, i.e., UAU* = C Dii @ eii, 
then in particular we have succeeded in making a continuous selection of the 
roots of P(x, .), x E X, viz, 
P(~, 1) = f[ (D,;(~) - 4. 
i= I 
(*I 
If this can be done for every polynomial over C(X), one says that C(X) is 
algebraically closed. The unit interval and every totally disconnected space 
have this property (cf. [3 1). If the polynomial P is assumed to be 
multiplicity-free (i.e., m(i) = 1 and k = n), then it defines a so-called 
polynomial covering space of X, and complete reducibility of P (i.e., writing 
P in the form (*)) is equivalent to the triviality of this covering (cf. 15, 6, 81). 
The polynomial covering obstruction is illustrated by 
1.2. EXAMPLE. Consider the space S’ and the unitary A in C(S’) @ MJ1? 
given by 
Here the characteristic polynomial is P(x, A) = A2 - x, and the corresponding 
polynomial covering space is the nontrivial double covering of S’ by itself. 
Thus A is non-diagonalizable, although there is no multiplicity obstruction. 
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The example above is used in [ 1, 2.11 to show that if C(X) is algebraically 
closed, then X is (hereditarily) unicoherent: Any two connected closed 
subsets Y and 2 of X have a connected intersection. The idea is beautifully 
simple. Assuming, as we may, that X = Y U Z, we have, in case Y n Z is 
disconnected, a continuous function f: X -+ [0, 1 ] that is locally constant 0 or 
1 on Y n Z. Put g(x) = exp(nij(x)) if x E Y and g(x) = exp(-nij(x)) if 
x E Z. Then the unitary A in C(X) @ M, given by 
is non-diagonalizable, because its characteristic polynomial P(x, 1) = 
,I* - g(x) is irreducible over C(X) exactly as in Example 1.2. 
If we make the further assumption that the element A in C(X) @ M,, is 
self-adjoint, then the eigenvalues of A(x) (i.e., the roots of P(x, .)) lie in the 
totally ordered set IR, and a continuous choice is no longer a problem. Thus 
we can define eigenvalue functions Li, 1 < i < k, in C(X),, , and a set (Q,), 
1 < i < k, of pairwise orthogonal projections in C(X) @ IV,,, each of rank 
m(i), such that 
A = \-‘ hiQi. 
,r, 
Even so, an obstruction to diagonalization remains. For if 
UAU* = 2 Dji @ eii, we have commutative diagrams 
Here ui(x) = {U(x) uj / xi:: m(r) <j < C:=, m(r)} (where (vi), 1 <j < n, 
denotes the standard basis for c”), VmCij,n is the Stiefel manifold of 
orthonormal m(i)-frames in 6”, Gmci,,, is the Grassmann manifold of m(i)- 
dimensional subspaces of @“, and p is the projection map 
p({wj}) = Span{wj}. The existence of the lifting maps ui may be obstructed if 
X carries a nontrivial (complex) m-dimensional vector bundle c = (E,p, X). 
Because then, by the classification theory for vector bundles (see, e.g., [ 11, 
3.5.6]), there is an n such that r is the pull-back Q*(rr) of the canonical m- 
plane bundle <r over the Grassmann manifold G,,, by a continuous map 
Q: X-, G,,,. Regarding Q as a projection in C(X) @ M,, we see that its 
diagonalizability is equivalent to the triviality of the bundle < = Q*(mm). The 
simplest case of the bundle obstruction is illustrated below. 
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1.3. EXAMPLE. Take X = S2 and define the projection Q in C(S’) @ PIZ 
by Q(x) = ( > 1 x , w h ere z is the homeomorphism of S2 onto G,,, (identified 
with the set of one-dimensional projections in M,) given by 
z(z, 
8) 
4 t 1+z 8( 1 - z2)“2 = 
cql -z2y2 1 -z i ’ 
and x = (z, 0) expresses x in S2 in cylindrical coordinates, -1 < z < 1, 
0 E S’. In this case the Stiefel manifold I’,,, of unit vectors in C2 is 
homeomorphic to S3, and the projectionp: S3 + S2 (the Hopf map) does not 
admit a cross-section. Thus Q is not diagonalizable. Note that in this 
example the characteristic polynomial is P(x, 1) = /2* - L, hence completely 
reducible, whereas in Example 1.2 the reducibility of P was the only 
obstruction, because all (complex) vector bundles over S’ are trivial. 
The discussion above, with the three examples, indicates that for most 
spaces X, the algebra C(X) @ Pin contains non-diagonalizable, normal 
elements. However, it also suggests that for a fairly large class of elements, a 
diagonalization is indeed possible. For a sufficiently connected space X, this 
will be the class of multiplicity-free lements A in C(X) @ Pin, i.e., elements 
for which the characteristic polynomial P(x, L) = Det(A(x) - LZ) has n 
distinct roots for each x in X. 
1.4. THEOREM. If X is a 2konnected, compact C W-complex, then each 
multiplicity-free lement A in C(X) @ M,, can be triangularized, i.e., there is 
a unitary U such that UAU” = 1 B, @ eij, and Bij = 0 for i > j. In 
particular, each multiplicity-free, normal element can be diagonalized, 
ProoJ By assumption the first and the second homotopy group vanish. 
Since x,(X) = 0, it follows from [6, 1.61 that P is completely reducible. We 
can thus find root functions Bii, 1 < i< n, in C(X) such that 
P(x, A) = n(BJx) - 1). As the roots Bii(x) are eigenvalues of A(x) of 
multiplicity one, they correspond to continuously varying eigenspaces Qi(x) 
in G, n, i.e., to projections Qi in C(X) @ M n. Thus A = C Bii Qi. 
Since n,(X) = 0, the condition Z*(X) = 0 is actually equivalent to 
H2(X, Z) = 0 by Hurewicz’s isomorphism theorem in conjunction with the 
universal coefficient theorem [ 16, 7.5.5 + 5.5.3). As the complex line bundles 
over X are classified by their first Chern class c,(r) E H*(X, Z) (cf. [ 11, 
16.3.41) it follows from our assumptions that all line bundles over X are 
trivial. In particular, each Qi admits a lifting wi: X+ S2nP’ c 6”. For each x 
in X the unit vectors wi(x), 1 < i < n, form a basis for 6” consisting of eigen- 
vectors for A(x). Applying the Gram-Schmidt orthonormalization process 
we therefore obtain continuous functions ui: X+ SZn-’ such that the vectors 
ui(x), 1 < i < n, form an orthonormal basis for C” that triangularizes A(x) 
for each x in X. 
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2. NECESSARY CONDITIONS 
The three examples in the previous section may serve as a guideline 
towards a characterization of spaces for which diagonalization is always 
possible. The multiplicity obstruction is by far the easiest to arrange, and its 
exclusion leads to a rather forbidding necessary condition. 
2.1. THEOREM. If X is a compact Hausdorff space such that for some 
n > 1 every self-adjoint element in C(X) @ M, can be diagonalized, then X is 
a sub-Stonean space. 
Proof: If X is not sub-Stonean, there are open, u-compact subsets Y and 
2 of X such that Yn Z = 0, but Fn Z# 0. We can find f in C(X), with 
0 <f < 1, such that Y = {x E X If(x) > 0). For if Y = lJ C,, for a sequence 
(C,) of compact sets, we have by Urysohn’s lemma continuous functions f, 
that are 1 on C, and 0 on X/U; and we may take f = C 2-“f,. Similarly 
there is a g in C(X) with Z = {x E X 1 g(x) > 0). 
For each permutation u of { 1, 2,..., n}, let S, be the unitary matrix given 
by (S,), = 0 if j # o(i), (So)io(iJ = 1. Then choose a unitary matrix W such 
that S, W is not diagonal for any u (take, e.g., W, = n-“*@, where B is an 
nth root of unity). 
Define a diagonal element D in C(X) 0 P’ln by 
D(X)jj=jf(x), x E Y, 
=jg(x>, x E z, 
= 0. x@ YUZ. 
Then change it to a merely self-adjoint element A in C(X) @ M, by setting 
A(x) = D(x) if x 6? Y, but A(x) = WD(x) W* if x E Y. 
Suppose that U was a unitary in C(X) 0 PIJ1, such that UAU* was 
diagonal. For a given x in X the elements in the diagonal of UAU*(x) are 
the eigenvalues of A(x), which coincide with the eigenvalues of D(x). There 
is therefore a permutation 0 such that 
S, U(x) A(x) U(x)* Sz = D(x). 
If x E Y the eigenvalues of D(x) are all distinct and A(x) = D(x). Since 
S, U(x) commutes with D(x), we conclude that it must be a diagonal matrix. 
If x E Z we have A(x) = WD(x) W*, so that S,U(x) W commutes with 
D(x). As before we conclude that S,U(x) W is a diagonal matrix. 
Consider now a point x in (Yn Z)\(YU Z). There is then an infinite net 
(x,) in Y converging to x. As the group of permutations is finite we may 
assume (passing if necessary to a subnet) that there is a u such that S, V(x,) 
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is diagonal for every 1. By continuity this implies that S,U(x) is a diagonal 
matrix. Approximating x with elements from Z we conclude in a similar 
manner that S, U(x) W is a diagonal matrix for some permutation r. Put 
D, = S, U(x) and D, = S, U(x) W. Then 
ST,-, W = ST,_, D f S,*,+S,,m, D, W 
= (S,,~,D::S~~..,)S,U(x) W= (S,,+D,*S&,)D,, 
a diagonal matrix, in contradiction with our choice of W. 
As shown in [7, 1.61 any first countable sub-Stonean space is finite, so 
that the faillure of diagonalization is the rule rather than the exception for 
ordinary spaces. 
On the other hand, even though one may think that sub-Stonean spaces is 
a rather outlandish class, it displays a rich variety (see [ 71) and it would be 
wrong to think that the condition of being sub-Stonean alone is sufftcient to 
ensure diagonalization. To see this, take a connected sub-Stonean space X 
that is not unicoherent. By [7, 3.71 the space X = /?(S’ x IR +)\S’ x IR + will 
do. Then in every dimension n > 1 we can define a unitary A in C(X) @ H,, 
whose upper left 2 x 2corner is the matrix described just after Example 1.2. 
The characteristic polynomial for A will then contain a factor (viz, 
/1* -g(x)) which is irreducible over C(X), so that A is not diagonalizable. 
3. SUFFICIENT CONDITIONS 
Recall from [ 7, 2.11 that a compact Hausdorff space X is a Rickart space 
(i.e., the closure of every open, u-compact subset of X is open) if and only if 
C(X) is monotone o-complete. Monotone o-complete C*-algebras and their 
concrete representatives, the Bore1 *-algebras, enjoy a very useful extension 
property, see [ 15, 4.51. With a thought on the future we state it in its most 
general (non-commutative) form. 
3.1. LEMMA. Each *-homomorphism rt: %, + U, from a C*-algebra VI, 
into a monotone o-complete C*-algebra ?I, has a unique o-normal extension 
to a *-homomorphism from the enveloping Bore1 *-algebra B(U,) of ‘u, onto 
the monotone o-complete C*-subalgebra of 21, generated by @I,). 
Proof By [ 15,4.5.9] there is a unique u-normal extension 
75: F3(21u,) + B(U,), such that ??(B(U,)) is the monotone a-closure of ~(3,) in 
B(U,). However, by [ 171 there is a unique a-ideal 3 of B(%,) (a non- 
commutative analogue of the Baire functions supported on meager subsets) 
such that a(&) = ‘u, @ 3. Composing r? with the quotient map we obtain 
the desired result. 
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3.2. THEOREM. (Cf. [2, 3.2)). If X is a compact subset of a Rickart 
space and n E N, then each element A in C(X) @ M,, can be triangularized, 
i.e., there is a unitary U in C(X) @ M, such that UAU” = C B, 0 eij, where 
B, = 0 for i > j. In particular, every normal element can be diagonalized. 
Proof: If X is a compact subset of a Rickart space 2, then it is contained 
in an open u-compact subset whose closure, by assumption, is open and 
compact, and therefore a compact Rickart space. We may therefore assume 
that 2 is compact. By Tie&e’s extension theorem every A in C(X) @ M, has 
an _extension to some 2 in C(f) @ M,. If we can find an unitary 0 in 
C(X) 0 PI,, that triangularizes A’, then its restriction U= 8) X will be a 
unitary in C(X) @ PI, that triangularizes A. Thus it suffices to consider the 
case where X itself is a compact Rickart space. 
Consider now A = CA, @ eij in C(X) @ PI,. The C*-subalgebra of C(X) 
generated by the functions A,, 1 < i, j < n, together with the constants, has 
the form C(Y) for some second countable, compact Hausdorff space Y. The 
enveloping Bore1 *-algebra of C(Y) is just the algebra 23(Y) of bounded 
Bore1 functions on Y [ 15, 4.5.141, so by Lemma 3.1 we have a (u-normal) 
morphism rc: 23(Y) + C(X) extending the inclusion map of C(Y) into C(X). 
Let U(n) denote the unitary group in M, and note that U(n) is a second 
countable compact Hausdorff space. Considering A = CA,, @ eij as an 
element in C(Y) @ Pin we let 7’ denote the closed subset of Y x U(n) 
consisting of points (y, U) for which UA( y) U* is a triangular matrix. Since 
every matrix is unitarily equivalent to a triangular matrix, we know that the 
projection map of Y X U(n) on Y restricts to a surjective continuous map 
f: 7’ 1 + Y. By Dixmier’s selection theorem [4, Lemme 2; or 15, 4.2.131 there 
is a Bore1 function V: Y-t U(n) such that (y, V(y)) E 7. for every y in Y. In 
other words, VA I’* is a triangular element in B(Y) @ M,. 
By Gelfand theory we have %3(y) = C(Z) for some compact Hausdorff 
space Z, and we may regard Y as a (discrete) dense subset of Z. Since 
VAV* is continuous and triangular on a dense subset of Z we conclude that 
VA V* is a triangular element in C(Z) @ PI,. The morphism 7~: C(Z) + C(X) 
defined above extends naturally to a morphism 75 of C(Z) @ M, into 
C(X) @ PI, that identifies A with itself. The element U = f( I’) is unitary in 
C(X) @ M, and triangularizes A, as desired. 
3.3. PROBLEM. Let R be a norm-closed subalgebra of a quotient ‘u of 
some monotone o-complete C*-algebra, and assume that B f? R* is a 
maximal commutative subalgebra of 2I (i.e., g is a triangular subalgebra of 
VI). Can every element in d 0 PI, be triangularized in 2t 0 PI,? If ‘u is a 
(quotient of) a von Neumann algebra and iF is a nest algebra? 
DIAGONALIZING MATRICES OVER C(x) 13 
4. CONDITIONS FROM COHOMOLOGY AND DIMENSION 
Appealing to sheaf cohomology and covering dimension we shall obtain 
further conditions on spaces that allow diagonalization. A little explanation 
about the terminology may be helpful. For a compact Hausdorff space X 
and a topological group G we shall be concerned with the set of principal G- 
bundles over X. These can be classified in two ways: Either by considering 
Milnor’s classifying space BG and the set [X, BG] of homotopy classes in 
C(X, BG); or by considering the tech cohomology set H’(X, G) of 
equivalent 1-cocycles in the sheaf .V over X, whose local groups are the 
cross-sections C(U, G), UcX. Both sets [X, BG] and H’(X, G) are 
isomorphic to the set of isomorphism classes of principal G-bundles over X 
(cf. [ll, 4.12.2; 9, 3.2.11). 
For our problem the relevant groups are the symmetric groups S, and the 
unitary groups U(m), m E N. The universal bundle for S, is 
(V,,,,P, td%J~ where V,,, is the inductive limit of Stiefel manifolds 
V m,n of orthonormal m-frames in 6”, and S, acts in each V,,, by 
permutation. Note that the base space V,,, /S, is an Eilenberg-MacLane 
space of type (S,, 1). 
The universal bundle for U(m) is (V,,,,p, G,,,), where G,,, is the 
inductive limit of Grassmann manifolds G,,, of m-dimensional subspaces of 
C” and where U(m) acts in every V,-, as isometries. For m = 1 we may 
identify U(1) with S’, V,,, with S*“-’ and G,,, with GP”-‘. Note that CP” 
is an Eilenberg-MacLane space of type (Z, 2), so that by [lo] 
H’(X, U(1)) = [X, CP”] = P(X, Z). 
4.1. THEOREM. If H’(X,, U(m)) is nontrivial for some closed subset X, 
of X and some m in N, there is an n > m and a self-adjoint element in 
C(X) @ k+‘ln which is not diagonalizable. 
Proof: If H’(X,, U(m)) is nontrivial (so that X, carries a nontrivial 
U(m)-bundle), there is by [ 11, 4.12.21 a continuous map Q: X,--t G,,, 
which cannot be lifted to V,,, (corresponding to the fact that the pull-back 
bundle Q*(V,,,~A G,,,) is nontrivial). Since X,, is compact there is an 
n > m such that Q(X,) c G,,,, so that it suffices to consider the bundle 
(V,,,,p, G,,,). Identifying a projection in PI, with its range space we see 
that Q E C(X,) @ Pl, (and is a projection of constant rank m). By Tietze’s 
theorem it extends to a self-adjoint element A in C(X) @ M,. If A was 
diagonalizable over X then Q would be diagonalizable over X,, and we 
would have a continuous map U: X, + V,,, (identifying V,,, and U(n)) such 
that U(x) was an orthonormal basis of eigenvectors for Q(x) for each x in 
X,. Define g: X, + V, n by g(x) = Q(x) U(x) (cf. the discussion preceding 
Example 1.3). Then p o’g = Q, a contradiction. 
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4.2. THEOREM. If H’(X,,, S,) is nontrivial for some closed subset X0 of 
X and some m in N, there is an n > m and a normal element in C(X) @ M, 
which is not diagonalizable. 
Proof If H’(X,, S,) is nontrivial then, exactly as in the proof of 
Theorem 4.1, there is an n > m and a continuous mapJ X0 -+ V,,,/S, which 
is not liftable to V,,, . From the bundle (V,,,,p, V, ./S,), which we are 
considering, we obtain the bundle (V,,, , q 0 p, G,,,) from the previous 
theorem, by defining q: V,,,/S, -+ G,,, to be the map which assigns to an 
unordered frame its linear span. If q of is not liftable, H’(X,,, U(m)) is 
nontrivial and there are non-diagonalizable elements in C(X) @ Pin by 
Theorem 4.1. Assume then that q of has a lifting g: X0 + V,,,. For each u in 
V m,n let u” denote the partial isometry in G” that sends the first m standard 
basis vectors into U, ,..., u,, and sends the remaining n - m vectors to zero. 
Applying g(x)* to each unordered frame f(x) in V,,,/S, (which makes 
sense since p o g(x) and f(x) have the same linear span in C”), we obtain in 
a natural manner a continuous mapfof X, into the base space of the bundle 
(V,,,,p, V,,C/S,). Note that the non-liftability of f implies the non- 
liftability ofJ: Suppressing the tilde, we have reduced the problem to that of 
a non-liftable map f: X0 * V,,,/S,. 
The set F of closed subsets Y of X,, such that f) Y is non-liftable over 
V rn,rn~ is orderd by inclusion. If (Y,) is a totally ordered subset of $?‘, put 
Y = n YJ. If Y 6? J$?, there is a continuous map g: Y--f V,,, such that 
p 0 g = f 1 Y. However, V, m is an absolute neighborhood retract, so we can 
find a continuous extension of g to an open neighborhood W of Y. For 1 
sufficiently large we have Yal c W, and we may further assume that 
dist(f (x),p 0 g(x)) < f \/2 for every x in Y.L, where dist is the metric in 
V,,,/S, arising from the identification of I’,,, with the normed unitary 
group U(m), with discrete subgroup S,. Now define a continuous map 
S: YA + V,,, by specifying g’(x) to be the unique element in pm ‘(f (x)) such 
that /I g(x) -g(x)/1 < i \/2. (The distance between any two elements in S, 
being @.) Then g is a lifting off 1 Y,, in contradiction with Y,\ E J?. It 
follows that YE y, so that g is inductively ordered. By Zorn’s lemma there 
is therefore a minimal element in ,J?, and without loss of generality we may 
assume it to be X, itself. 
Write X0 = W, U W,, where W, and W, are relatively open, non-dense 
subsets of X,. Since X, is minimal, there are continuous maps gi: wi --t V,., 
such that p o gi = f 1 Wi, i = 1, 2. Choose continuous, positive functions o, 
and oz on X0 with o, + o2 = 1 and support vi c Wi, i = 1,2. Now define 
self-adjoint elements A, and A, in C(X,) 0 PI, by 
A i(x) = q+(x) f kQf’(x), XEX,, 
k-l 
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where Q;‘(x) is the one-dimensional projection along the kth vector in g,(x), 
i = 1,2. Note that the definition makes sense even when x 6$ wi, because 
then vi(x) = 0. Note further that A,(x) and A,(x) commute, since both are 
diagonalized in the same unordered basis f(x). Set A = A, + iA 2 to obtain a 
normal element in C(X,) @ PI,. Extend A to all of X by using first the fact 
that the normal matrices in M,,, is an absolute neighborhoud retract, so that 
A has an extension to an open set W 1 X,; then multiply this extension with 
a Urysohn function that is 1 on X, and 0 on x\W. 
Suppose that there was a unitary U in C(X) @ Mm which diagonalized A. 
Identifying U(m) with V,,,, , we may regard U = (u, ,..., urn) as a map from X 
to V,,/n~ and we note that u,(x),..., u,(x) is a complete set of eigenvectors for 
the matrix A(x). Since A(x) has no multiplicities when x E X,, its eigen- 
vectors are the vectors in f(x). Thus we can define g: X,-1 V,., by 
g(x) = (0, ,..., urn), where g(x) Ep-‘(f(x)) and each zjk is proportional to 
u,(x), 1 < k < m. Then g is a lifting of f, and we have reached a 
contradiction. Consequently A is non-diagonalizable. 
4.3. Remark. The construction in Theorem 4.2 may be unnecessarily 
complicated. It replaces a much shorter (unfortunately erroneous) argument 
that failed to satisfy A. Connes. 
It is perhaps instructive to see that quite natural constructions exist which 
force the triviality of every group H’(X,, C,), for C, a cyclic group of order 
m, in case all normal operators in C(X) @ M, are diagonalizable. The 
universal Cm-bundle is (V,,,,p, V,,,/C,) (because V,,, is contractible), 
so if H’(X,, C,) is nontrivial there is a non-liftable mapf: X, + V,,,/C, for 
some n > m. As in the proof of Theorem 4.2 we may use Theorem 4.1 to 
reduce the problem to n = m. If c is a generator for C, and u E V,,,, then 
the unitary W(v) that sends v to cu only depends on the class of 2’ in 
vl?13mIcnl~ We can therefore define a unitary U in C(X,) @ PI, by 
U(x) = W(f(x)), x E X,. Clearly the diagonalizability of U is equivalent to 
finding a lifting g: X, + Vm,m for J 
4.4. THEOREM. If X is a compact Hausdorff space with dim X > 3 there 
is a self-adjoint element in C(X) @ M, which is not diagonalizable. 
ProoJ Identifying S3 and SU(2) it follows that if dimX > 3 there is a 
closed subset X0 and a map U in C(X,, SU(2)) which cannot be extended to 
X (cf. [ 14, 9.91). Since SU(2) is an absolute neighbourhood retract we can 
extend U to a neighbourhood Y of X0. Take now a Urysohn function f on X 
which is 1 on X0 and 0 on x\Y, and define a normal element A in 
C(X) 0 M, by A(x) = f (x) U(x) if x E Y and A(x) = 0, otherwise. Note that 
the eigenvalues of A(x) have the form il and & where ]A 1’ =f (x)‘. Assuming 
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that A is diagonalizable there is therefore a unitary W in C(X) @ M, and a 
continuous function A on X such that 
WAW*= 
Define a unitary V in C(X) @ M, by 
Then W*VW E C(X, SU(2)) and W*VW 1 X, = U, a contradiction. Thus A 
is non-diagonalizable, and since A + A * = (fTr( U)) @ I, a diagonal element 
for every unitary, it follows that i(A* -A) is a self-adjoint non- 
diagonalizable element. 
4.5. THEOREM. Zf X is a compact Hausdorff space with dim X = 3 there 
is a self-adjoint element in C(X) @ M2 which is not diagonalizable. 
Proof Identifying S* and CP’ it follows as in Theorem 4.4 that there is 
a closed subset X,, and a map Q in C(X,, CP’) which cannot be extended to 
X. Since (cP’= G,,, it follows that Q has an extension to a self-adjoint 
element A in C(X) @ PI,. If A is diagonalizable there is a unitary U in 
C(X) @ M, such that U*AU 1 X0 = (i z). Let f (x) denote the first column in 
U(x), regarded as an element in S3 and note that we have a commutative 
diagram 
S3 
ii I 
f /, 
xl Q, CP’ 
where (S3,p, CP’) is the Hopf bundle described in Example 1.3. Since 
dim X < 3, the map f extends tofin C(X, S3), which implies that Q =p ofis 
an extension of Q, a contradiction. 
4.6. Remark. The results in Theorems 4.4 and 4.5 show that 
diagonalization is impossible on compact Hausdorff spaces with dimensions 
>2. Thus we may concentrate on dimensions <2, and see what the other 
necessary conditions in Theorems 4.1 and 4.2 say in that case. The following 
elementary results are surely known to the specialists, but as we have not 
been able to locate a reference, the proofs are given in full. 
4.7. LEMMA. Zf dim X < 2 then every element in C(X, SU(n)) is null- 
homotopic. 
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Prooj If n = 2 then SU(2) = S3 and every f in C(X, S”) is null- 
homotopic (because it extends to the cone over X). Suppose now that the 
statement has been proved for some n > 2, and consider the SU(n)-bundle 
(SU(n + l),p, S*“+’ ) obtained from the transitive action of SU(n f 1) on 
the unit sphere of Cnf ’ (identified with S’““) with isotropy group SU(n). If 
fE C(X, SU(n + 1)) then p 0 f is null-homotopic (since 2 < 2n + 1) and thus 
by the homotopy lifting property [ 16, 2.21, f is homotopic to a map Sof X 
into the fiber SU(n). By assumption r is null-homotopic, and the lemma 
follows by induction. 
4.8. LEMMA. For any compact Hausdorff space X, the triviality of the 
cohomology sets H’(X, Z) (=H’(X, U(1)) and H’(X, SU(n)), n > 2, is 
equivalent to that of H’(X, U(n)), n > 1. 
Proof: The classifying space for SU(n)-bundles is SG,,,, the inductive 
limit of spaces SG,,, of oriented n-dimensional subspaces of 6” (cf. 
[ 11, 7.6.1.1). The universal U(n)-bundle (I’,,, , p, G,,,) factorizes through 
the universal SU(n)-bundle (V,,, , sp, SG,,,) and the U( I)-bundle 
W,,, ,713 G .,,), where 71 is the map that “forgets” orientation, in the sense 
that 71 0 sp =p. If therefore H’(X, U(n)) is trivial and fE C(X, SG,,.,) then 
rt 0 f has a lifting g in C(X, I’,,,), which is also a lifting off. Conversely, if 
H’(X, U( 1)) and H’(X, SU(n)) are trivial and f E C(X, G,,,), then f first 
lifts to g in C(X, SC,,,) and g then lifts to h in C(X, I’,,,); which 
altogether means that h is a lifting off: 
4.9. LEMMA. If dim X < 3 then H’(X, SU(n)) is trivial for every n. 
ProoJ As above, SG,>, denotes the classifying space for principal 
SU(n)-bundles, so that H’(X, SU(n)) is isomorphic to [X, SG,,,] (cf. the 
introduction to Sect. 4). Since SG,,, has the homotopy type of a simplicial 
complex there is for each f in C(X, SG,,,) an open finite covering V of X 
and a g in C(K(P), SG,,,), K(P) denoting the nerve of PC’, such that f is 
homotopic to g o v, for any canonical map q: X+ K(s) (cf. [ 16, 3.G.51). 
Since we can choose P with dim K(P) = dimX, it suffices to prove the 
lemma assuming that X is a simplicial complex. But then any SU(n)-bundle 
over X is trivial by [ 11, 2.7.1.1, since SU(n) is 2-connected and 
dimX<2+ 1. 
Note that the result is best possible, since H’(S4, SU(n)) = Z for every 
n > 2. 
4.10. COROLLARY. If dim X < 3 and H’ (X, U( 1)) is trivial then 
H’(X, U(n)) is trivial for every n. 
Proof: Combine Lemmas 4.8 and 4.9. 
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4.11. LEMMA. If dim X < 1 then H’(X, U(n)) is trivial for every n. 
ProoJ This follows exactly as the corresponding statement in 
Lemma 4.9, using instead that z,(U(n)) = 0. 
5. CHARACTERIZATION BY TECH COHOMOLOGY 
Collecting the information in Theorems 2.1, 4.1, 4.2, 4.4, and 4.5 we have 
a series of rather strict necessary conditions for diagonalizability. To prove 
that these are also sufficient, we shall employ the method from [ 12, 13 ] of 
embedding our normal element in a commutative C*-subalgebra U of 
C(X) @ PI,, and then seek a simultaneous diagonalization of all elements in 
2l. This seemingly harder task is sometimes facilitated by a lesser degree of 
multiplicity in 2l. 
We shall always assume that our C*-subalgebra U contains the center 
C(X) @ I of C(X) @ M,. The size of ‘u will be restricted by the condition 
that ‘u must be countably generated over the center, i.e., there is a countable 
subset ,V of 2l such that 
((c(x)@z).z)- =?I. 
If under this condition one can choose ‘?I to be maximal commutative then 
we have rather clean conditions for diagonalizability. The general case 
requires inordinately more work. 
5.1. LEMMA. For a commutative C*-subalgebra ‘I[ of C(X) @ M,, let 
X, = {x E X 1 dim VI(x) > k}, 
where a(x) = (A(x) ) A E 3). If ‘u. is countably generated over the center 
then each X,, 1 < k < n, is open and a-compact in X. 
Prooj For each k-tuple u = (A,,..., Ak} in .‘t define a continuous 
function f, on X by 
f,(x) = Iyf II ,i, 4Ai@>lL 
the infimum being taken over all A= (A, ,..., A,} in the unit sphere of Ck. 
Since (C(X) @ Z) .% is dense in ‘LI we see that dim U(x) > k if and only if 
f,(x) > 0 for some k-tuple (J in .%. Since .Y is countable it follows that X, is 
a countable union of open, o-compact subsets of X, and thus itself open and 
u-compact. 
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5.2. LEMMA. If ‘u is a commutative C*-subalgebra of C(X) @ VI,, and 
x E X,\X,+, there are self-adjoint elements Q,,..., Qk of 2l and a 
neighborhood Y(x) of x such that Q,(y),..., Q,Jy) are pairwise orthogonal 
projections with constant rank and sum I for every y in Y(x). 
Proof Since dim VI(x) > k there are self-adjoint elements Q, ,..., Qk in ‘u 
such that the elements Q,(x), 1 < i < k, are pairwise orthogonal projections 
in Pin with sum I that span U(x) linearly. Replacing each Qi with f (Q,), 
where f is a continuous function on the spectrum of Qi that is constant 0 
near 0 and constant 1 near 1, we may assume that Qi(y) is a projection for 
all y in a neighbourhood Y,,(x) of x. This implies that the commuting 
projections Qi( y), 1 < i < k, will also be pairwise orthogonal with sum I for 
all y in a smaller neighbourhood Y(x) of x. 
5.3. THEOREM. If X is a sub-Stonean space such that the cohomology 
sets H’(X, S,) and H2(X, H) are both trivial for some n, then for every 
maximal commutative C*-subalgebra U of C(X) @ M, which is countably 
generated over the center there is a unitary U in C(X) @ M,, such that U%U* 
consists entirely of diagonal elements. 
Proof Suppose that 2 was a nonempty, open subset contained in x\X,. 
Let m be the largest number such that Z f? X, # 0. By Lemma 5.2 there are 
elements Q, ,..., Q, in ‘u such that the Qi(y)‘s, 1 < i < m, are pairwise 
orthogonal projections with sum I for all y in nonempty open subset y of 
Z n X,. Since dim 2l( y) = m for all y in Y we see that the elements Q,(r), 
1 < i < m, span ?I( y). As m < n at least one of the elements, say Q,, has 
constant rank >I for every y in Y. But then there are elements in 
Q,(W) 0 "J Q, 
with support in Y that are not in (C(X) @ I) Q,. Each such element 
commutes with U but does not belong to it, which contradicts the maximality 
of ‘3. Consequently no subset Z exists, which means that X, is dense in X. 
Consider the sub-manifold A,, of (CPn-‘)n, consisting of those elements 
9 = (41 ,**-> q,) whose coordinates have maximal distance from each other in 
CP”-‘, i.e., 
dist( qi, e) = diam GP”- ’ 
for i# j and the usual metric on CP”-‘. This corresponds to the demand 
that the l-dimensional subspaces q1 ,..., q, in C” are pairwise orthogonal. 
Note that S, acts freely on A, by permutation and that A,/S, is the compact 
manifold of unordered n-sets of pairwise orthogonal l-dimensional subspaces 
of 6”. 
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Lemma 5.2 (applied with k = n) shows that the functions 
defined locally on Y(x), x E X,, actually determine a continuous function 
f: X, + A,/S,. With V,,, as the Stiefel manifold of orthonormal bases in C” 
we have the diagram 
V n,n 
7 
L’./ P 
/ I 
Xc% A, 
1 \ 
\f 7I 
L ‘\ I 
xrl J-2 A,/S, 
Here p and rc are the obvious quotient maps (p, in fact, is the product of n 
projections of the form u-t cv from SZnP’ to CP”-‘) and I is the inclusion 
map. 
Since by Lemma 5.1 X, is open and u-compact, and also dense as we saw, 
there is by [ 7, 1.111 a (unique) continuous extension f”ofJ Since H’(X, S,) 
is trivial, every fiber bundle over X with structure group S, is trivial. In 
particular the pull-back bundle ?*(A,) induced by f” admits a cross-section, 
which produces a continuous map Q: X + A,, that lifts f Since 
H’(X, Z) = H’(X, U(1)) (cf. the remarks preceding Theorem 4.1) and 
H*(X, Z) is trivial, every complex line bundle over X admits a cross-section. 
Applied to the pull-backs of the II U( I)-bundles (S*“-‘,p, CP”-‘) given by 
(V,,,,p, A,,) we obtain a lifting U*: X+ V,,, of Q. 
For each x in X, the basis U*(x) is a complete set of eigenvectors of ‘u(x) 
(because rc 0 p 0 U* =f). Regarding U* as the columns in a unitary in 
C(X) @ PI, (again denoted by U*) this means that uZrU*(x) is an algebra of 
diagonal matrices for every x in the dense set X,, and therefore for all x. 
We learn, a posteriori, that U%U* is the n-fold direct product of C(X) 
with itself, so that ‘?I has rank n as a module over C(X) @ I and X, =X. 
For a general commutative C*-subalgebra ‘u of C(X) 0 M,, we do not 
expect X, to be dense in X, so that all possible multiplicity distributions have 
to be taken into account, and the diagonalization problem now involves 
many more libre bundles. 
If x E Xk\Xk+, (notations as in Lemma 5.1) so that 
B(x) = CQ,(x) + ... + @Q,(x), 
there are uniquely determined numbers di = rank Q,(x), 1 < i < k, with 
C di = rz, and we may assume that 1 < d, < +. ,< d,. Let k = (d, ,..., dk) and 
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observe from Lemma 5.2 that if Xf denotes the subset of Xk\Xk+ , 
corresponding to the distribution A of dimensions then we have a partition of 
&\Xk t I in pairwise disjoint, open subsets of xI\xk+, . If ‘?I is countably 
generated over the center then each Xk\Xk+ , is u-compact in fiXk+, , and 
thus every Xt is u-compact (being relatively closed in X,\X,+ ,). 
5.4. LEMMA. Let X be a sub-Stonean space and ‘u a commutative C*- 
algebra of C(X) @ MM, which is countably generated over the center. Fix k 
and 1 = (d, ,..., dk) and put X0 = Xt. If H’(X,, S,) is trivial for all m < k 
there are pairwise orthogonal projections Q, ,..., Qk in C(X,) @ M,, each with 
constant rank di, 1 < i < k, such that 
for every x in X;1. 
‘u(x) = CQ,(x) + + . . + CQ,(x) 
ProoJ Consider the numbers m and d, such that d, = d for 1 < i < m but 
di > d for i > m. Let A,,, denote the sub-manifold of (Gd,n)m consisting of 
those elements q = (q, ,..., q,,,) whose coordinates are pairwise orthogonal d- 
dimensional subspaces of 6”. Note that S, acts freely in A, by permutation 
and that A,/S, is the compact manifold of unordered m-sets of pairwise 
orthogonal d-dimensional subspaces of C”. By Lemma 5.2 we have 
continuous functions 
Y + Q,(Y),--, Q,(Y),-, Q~Y> 
defined locally on Y(x), x E Xi. Ordered by increasing rank, the first m of 
these projections define a unique point in A,/S,. This means that we have a 
continuous function f: Xt + A,/S,. Consider the diagram 
where z is the inclusion map, rri, 1 < i < m, is the ith coordinate projection 
and 71 the quotient map. Since Xi is an open a-compact subset of the sub- 
Stonean space x\Xk + , , there is by [ 7, 1.1 l] a (unique) continuous extension 
Jof f from Xt to X0. Since by assumption the principal S,-bundle.?(A,) is 
trivial, the map 7 has a lifting Q to A,. Taking Qi = rri 0 Q we obtain the 
desired projections in C(X,,) @ M, for 1 < i < m. 
We now repeat the argument with the next set d,, , ,..., dj of equal 
dimensions in 1, and after at most k steps we have obtained k pairwise 
orthogonal projections in C(X,) @ M, each with constant rank di, 1 < i < k, 
such that a(x) = CQ,(x) + . . . + GQ,(x) for every x in Xi. 
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5.5. LEMMA. -I Take ‘u c C(X) @ M, and X, =X, as in Lemma 5.4. 
Assume furthermore that there is a closed set Y, in X and a unitary U, in 
C(Y,, SU(n)) that diagonalizes U on Y,. If dim X0 < 2 and the homology 
sets H,(Z,, S,) and H*(Z, , Z) are trivial for all m < n and all closed 
subsets Z, of X then there is a unitary U in C(X,, U Y,,, SU(n)) that 
diagonalizes ?I on X, U Yo. 
Proof: Since SU(n) is an absolute neighbourhood retract, the function U, 
can be extended to an open, a-compact neighbourhood Y of Y,. Let U, ,..., u, 
denote the column vector functions in U,*, and note that each ui(x) is an 
eigenvector for a(x) if x E YO. Choose Q, ,..., Qk on X, as in Lemma 5.4 and 
let 
xEX,nYO~MaxMml~(Z-Qj(x))ui(x)~~‘<~ . 
i 
Clearly Z is an open, u-compact neighbourhood of X, n Y, in X,. Moreover, 
if x E Z there is for each i only one j= a(i) such that 
Il(Z- Q,,,,(x) ui(x)l12 ( 4. The vector functions Qa(,) ui,..., Qacnju, on Z are 
linearly independent at each point and will therefore, by the Gram-Schmidt 
orthonormalization process, produce an orthonormal basis of eigenvector 
functions on Z that extends the basis U, ,..., u, on Y,, . In other words, we 
may assume that U, diagonalizes ‘u on Y, U Z. 
Each Qj may be regarded as a map from X,, into the Grassmann manifold 
G d,n, where d is the rank of Qj. From our assumptions, in conjunction with 
Corollary 4.10, it follows that Qj admits a lifting Vj to I’,., . Taken together 
these liftings Vj, 1 <j < k, form the columns in a unitary I’* in 
C(X,,) @ IM,, such that V diagonalizes 2l on X, . 
Let a be a map from ( l,..., n } to { l,..., k} such that a ‘(j) has dj elements, 
where, as we recall, A = (d, ,..., dk). Define Z, to be the set of elements x in Z 
such that 
This gives a partition of 2 in open, pairwise disjoint subsets. On each Z, we 
choose for each j a partial isometry WT that transforms the vector functions 
v, ,***, vdj in Vj into a fixed permutation of the set of vector functions 
{ui 1 a(i) = j}. If dj = 1, WY is a well-defined scalar function, but if dj > 1, 
WY is the result of a choice. Note that 
Wj”Qj=QjW; and WyQi=O, i#j. 
Piecing the functions WY together on all of Z we obtain a function Wj which 
we may regard as an element in C(Z, U(dj)). Extending Wj to Z by [7, 1.111, 
the function x + Det Wi(x) in C(Z, S’) has a lifting to the di-fold covering of 
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S’ by itself, since H’(T, S,) is trivial. Thus there is a function 19, i_n C(z, S’) 
such that t?j”i = Det Wj, whence 6 Wj E C(z, SU(+/)). Since dim Z < 2 there 
is by Lemma 4.7 a homotopy 
Hi: Z x 10, 1 ] + SU(dj) 
such that Hj(., 0) = 6 Wj and Hj(+, 1) = I. 
On each Z, we have chosen a permutation u in S, such that 
L i 
K‘ w: vi = u,(i), l<i<n, 
.i 
where v1 ,..., v, are the column vectors in V*. Thus WT = U,* Sg V&, where 
Sz is the unitary matrix that permutes the ordinary basis in 6” by u. Choose 
now a Urysohn function g on X,, U Y, such that g = 0 on Y, and g = 1 on 
X,,\Z. Then the function G defined on X, by 
G(X) = ) 2 Hj(x, g(x)) vi(x) 1 1 < i < n ( , x E z, 
J 
G(x) = (vi(x) 1 i< i< n), x E x,\z, 
belongs to C(X,,, V,,,), and gradually changes the basis (vi) to the basis 
<gmCij uo(iJ). 
As in the proof of Theorem 5.3, let d,/S, denote the compact manifold of 
unordered n-sets of pairwise orthogonal l-dimensional subspaces of C”. 
Define F in C(X,, U Y,,, An/S,) by 
F(x) = {mu,,..., (&(x)L x E y,\x, 3 
F(x) = {~G,(x),..., f=,(x)}, XEX”. 
Since H’( Y,, U X0, S,) and H2( Y,, U X,, <) are both trivial it follows exactly 
as in the proof of Theorem 5.3 (replacingfwith F) that F admits a lifting U* 
in C(X,, U Y,, V,,,). Regarding U* as the columns in a unitary in 
wo u ycl, w>> ( a g ain denoted by U*) we see that U diagonalizes ‘u on 
x,u Y,. 
Finally, replacing U by &J, where BE C(X,U Y,,, S’) such that 
8” = Det U, we may assume that U E C(X, U Y,, , SU(n)). 
5.6. THEOREM. For a compact Hausdorff space X the following 
conditions are equivalent: 
(a) For each n and every commutative CQubalgebra VI of 
C(X) @ M,,, which is countably generated over the center, there is a unitary 
U in C(X) 0 PI,, such that U%U* consists entirely of diagonal elements. 
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(b) (i) X is sub-S&mean; 
(ii) dim X < 2; 
(iii) H’(X,,, S,) is trivial for every closed subset X,, of X and all m; 
(iv) H*(X,,, Z) is trivial for every closed subset X, of X. 
Proof That (a) * (b) follows from Theorems 2.1, 4.1, 4.2, 4.4, and 4.5. 
To prove the converse, take a commutative C*-algebra 2I in C(X) @ Pl,, 
which is countably generated over the center. By Lemma 5.1 we then have 
open, u-compact subsets X, c X,-, c ... c X, (=X). As described in the 
remarks preceding Lemma 5.4 each of the sets Xk\Xk+ I decomposes in 
pairwise disjoint subsets Xi that are relatively open and u-compact in 
x\x,,+** 
If k = n there is only one dimension distribution ,J = (1, l,..., l), and by 
Lemma 5.5 (with Y,, = 0) there is a unitary in C(z,,, SU(n)) that 
diagonalizes ?I on 2,. 
Assume now that Y,, is a closed subset of X which contains Xk+ , for some 
k and (maybe) some of the subsets XE in the decomposition of X,\X,+ , . 
Assume further that we have found a unitary in C(Y,,, SU(n)) that 
diagonalizes ?I on Y,,. If Xi & Y, for some A then by Lemma 5.5 there is a 
new unitary in C(Xf U Y,, SU(n)) that diagonalizes ‘u on XT U Y,, , Since 
each X,\X,+ I has a finite partition in Xi’s, the process described above will 
terminate after finitely many steps, producing a unitary in C(X, SU(n)) that 
diagonalizes 2I. 
Since all line-bundles over a l-dimensional space are trivial (cf. 
Lemma 4.1 I), we have immediately: 
5.1. COROLLARY. A l-dimensional compact Hausdorff space X admits 
diagonalization for all M, if and only if it is sub-Stonean and the 
cohomology sets H’(X,, S,) are trivial for every closed subset X, of X and 
all m. 
5.8. COROLLARY. A totally disconnected compact Hausdorff space X 
admits diagonalization for some (hence all) M,, with n > 1, tf and only tfX 
is a sub-Stonean space. 
Proof If X is totally disconnected, i.e., dim X = 0, then every fiber 
bundle over X is trivial. For we may cover X with sets admitting local cross- 
sections, and this covering can then be refined to a covering with pairwise 
disjoint open sets, thus permitting the construction of a global cross-section. 
Consequently conditions (b)(ii) and (iii) are vacuously satisfied, so that 
(a> = (b)(i). 
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6. EXAMPLES 
To show Theorem 5.6 at work we need a supply of sub-Stonean spaces 
that are not closed subsets of Rickart spaces (because these are taken care of 
by Theorem 3.2). The corona construction is well suited for our purposes. As 
explained in [ 71, the corona 
of a locally compact, u-compact Hausdorff space X is a sub-Stonean space 
which is connected whenever X is connected at infinity and whose dimension 
is the dimension of X at infinity. It is never a Rickart space. A particularly 
convenient construction for a compact Hausdorff space X is the real corona 
/$X)=x(Xx R+)=P(Xx E+)\(Xx IF)+). 
Another, which we did not consider in 17 ] is the integral corona 
2(X)=x(Xx N)=P(XX N)\(Xx N). 
Note that dim p(X) = dim X + 1 and dim I(X) = dim X. 
A l-dimensional simplicial complex (a graph) is called a tree if it is 
contractible (cf. [ 16, 3.71). A f orest is a graph which is the disjoint union of 
trees. We say that a locally compact graph X is a forest at infinity if x\C is 
a forest for some compact subset C of X. 
6.1. LEMMA. A locally compact graph X is a forest at infinity if and only 
if it does not contain a closed subset homeomorphic to S’ x N. 
ProoJ: If the graph X contains S’ x N as a closed subset, then for each 
compact subset C we put 
C,= (S’ X [n, co[)flC. 
Since nC, = 0 it follows that C, = 0 eventually. Consequently, one of the 
components of x\C contains a copy of S’ and is therefore not a tree, which 
means that x\C is not a forest. 
Conversely, if X is not a forest at infinity then we decompose it as a coun- 
table disjoint union of connected graphs (X,) (since X is locally compact, it 
is also a-compact). If a connected graph is not a tree then it contains a copy 
of Si. Thus either infinitely many of the X,‘s contain a copy of S’, whence 
S’ x N cX, or one of the X,,‘s contains copies of S’ disjoint from any given 
compact subset, and therefore, by an easy induction argument, a copy of 
s’ x Pd. 
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6.2. THEOREM. Let X be a locally compact graph with corona x(X). 
Then for each n, every normal element in Q(X)) @ I-In can be diagonalized 
if and only if X is a forest at infinity. 
Prooj Since dim x(X) < 1 it follows from Corollary 5.7 that 
diagonalization over x(X) is possible if and only if H’(X,,, S,) is trivial for 
every closed subset X,, of x(X) and every m. 
Let (E,,p, B,) denote the universal S,-bundle (described in the proof of 
Theorem 4.2) and take f in C(X,,, B,). Since B, is an absolute 
neighbourhood retract and X0 is a closed subset of p(X), there is an 
extension offto an open neighbourhood Y of X, in p(X). Assuming that X is 
a forest at infinity it follows that Y n X can be chosen to be an open subset 
of a countable forest. But then Yn X is the countable disjoint union of open 
trees, and since each of these is contractible, f/ Y f? X can be lifted to a g in 
C(Yn X, E,). Take now a compact neighbourhood C of X, in p(X) 
contained in Y. Then f(C) is compact in B, , and since S, is finite, g(C n X) 
is compact in E,. This implies that g extends to a continuous map S on 
,8(C n X), which we may identify with the closure of C n X in p(X). Since C 
is a neighbourhood of X,, (C n X) ~ contains X,, so S 1 X,, is a lifting off: 
As E, is contractible (by universality) g, whence alsof, is null-homotopic, 
and consequently H’(X,,, S,) (=1X,, B,]) is trivial. 
If X is not a forest at infinity it contains a closed subset homeomorphic to 
S’ x N ny Lemma 6.1. Since the inclusion map is proper, x(X) contains 
z(s’)-the integral corona of S’-as a closed (and basically isolated) subset 
by [ 7, 3.11. A verbatim repetition of the proof of [ 7,4.1], with R + replaced 
by N, shows that for any compact space Y and any absolute neighbourhood 
retract Z, the continuous map 7~: z(Y) + Y obtained from the projection of 
Y x N to Y, induces an injective map rc*: [Y, Z] + [z(Y), Z]. Applied with 
Y=S’ and Z=B,, we conclude that H’(z(S’), S,) is nontrivial, because 
certainly H’(S’, S,) is nontrivial, since it contains the (isomorphism class 
of) the nontrivial m-fold covering (S’,p, S’), where p(z) = zm. 
6.3. COROLLARY. There is a compact, connected, l-dimensional 
Hausdorff space X such that every normal element in C(X) @ M, can be 
diagonalized. 
Proof: Take X=x(R+), or replace R, with any tree, for example, the 
simple ladder (called a krake by the norsemen) obtained by glueing an 
interval [-1, 1 ] at 0 onto each integral point of R + . 
6.4. PROPOSITION. If X is a compact Hausdorff space with dim X > 0, 
then over the real corona p(X) there are non-diagonalizable normal elements 
in C@(X)) 0 I-4, for every n > 2. 
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Proof If dim X > 0, there is a closed connected subset X0 of X which 
contains at least two distinct points x, and x2. Consider the following closed 
subset Y, of X0 x R + 
r,=(~x,~x~+)u(~xI/xr:+)u( 1 x,,w). neh 
Using Countryman’s idea mentioned just after Example 1.2, we define a 
function g in C(Y,, S’) by 
g(x, , t) = exp (izt); 
g(x, n) = (- 1)“. 
g(x,, t) = exp(-irrt); 
We claim that the extension of g to /3(Y,,) (again denoted by g) has no 
continuous square root on x( Y,). For iffE C(x(YO), S’) with f’ = g 1 x(Y,,), 
then f could be extended to a neighbourhood Z of x(Y,) in /I( Y,,) such that 
il(f’ -g) / ZlI < 1. Now Z contains a closed subset (in fact infinitely many) 
of the form 
Z,,=(X,X~n~)u(ix,JXln,n+ll) 
U((X,}X [n,n+ I)U(X,X (n+ l}). 
If z E Z and L E C with 1’ = g(z) then either /A -f(z)1 < 1 or /A +f(z)l < 1. 
This fact together with the connectedness of the four subsets that make up 
Z, leads to a contradiction. Thus the unitary U in C(J(X,)) @ PI, of the 
form U= U, @ Ine2, where 
U2(z) = ( y gb” ), z E x(X,), 
is non-diagonalizable. Since x(X,) can be embedded as a closed subset of 
p(X), we can extend U to a normal element in C@(X)) @ Pl,, with the aid of 
a Urysohn function, to obtain a non-diagonalizable element in 
Gm) 0 M”1,. 
6.5. PROPOSITION. If X is a locally compact CW-complex and the 
dimension of X at infinity is >2 then over the corona x(X) of X there are 
non-diagonalizable self-adjoint elements in C(x(X)) @ M,, for some n. 
Proof: By assumption there is for each compact subset C of X an n-cell, 
n > 2, in X disjoint from C, hence a closed subset homeomorphic to S’ 
disjoint from C. An induction argument then shows that X contains a closed 
subset homeomorphic to S’ x N, whence x(X) contains the integral corona 
z(S’) of S’ as a closed subset. As we saw in the proof of Theorem 6.2 this 
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means that H’(z(S’), S,) is nontrivial, and non-diagonalizable elements 
appear by Theorem 5.6. 
6.6. Remarks. In view of Propositions 6.4 ans 6.5 it seems unlikely that 
there are any 2-dimensional compact Hausdorff spaces that allow 
diagonalization. Certainly we have no examples. So it may well be that the 
four conditions in Theorem 5.6(b) are mutually exclusive in dimension 2. 
Another rather frightening phenomenon that will occur if dim X = 2 is the 
existence of a maximal commutative C*-subalgebra ‘?I of C(X) 0 M”l, for 
some n, which is not countably generated over the center C(X) @ I. As seen 
from Theorems 5.3 and 5.6 this will happen whenever X is a sub-Stonean 
space such that the cohomology sets H’(XO, S,), m > 1, and H’(X,, H) are 
trivial for X,=X, but not for all closed subsets X, of X. Taking, for 
example, X = p(l), where I = (0, 1 J, we know that H’(Z, S,) and H’(Z, l) 
are trivial (since I is contractible), and so the same holds for H’@(Z), S,) 
and H’@(Z), Z) by [7,4.7]. However, H’(z(S’), S,) is nontrivial and z(S’) is 
a closed subset of p(l). 
6.1. Concluding Remarks. Although we have confined ourselves to the 
commutative case, we cannot help a few comments on the general problem 
of diagonalizing normal elements in U @ M,,, for some non-commutative C*- 
algebra ‘u. In view of Theorem 3.2 it is reasonable to conjecture that 
Kadison’s theorem can be extended from von Neumann algebras to 
(quotients of) monotone u-complete C*-algebras. For this it would suffice, 
by the result in [ 171, to prove it for Bore1 *-algebras; and it is for this reason 
that we have stated Lemma 3.1 in its more general (non-commutative) form. 
Unfortunately the proof in [ 121 relies heavily on type theory, which does not 
work very well for Bore1 *-algebras. Type theory does, however, exist for 
A W*-algebras, and thus Kadison’s proof might be brought to bear on this 
case. To establish the diagonalization result for Bore1 *-algebras one would 
have to invent a new strategy, avoiding compactness arguments and type 
theory, and using spectral theory in a constructive manner. As an extra 
bonus one might obtain a shorter proof of the original theorem. The prospect 
is tempting. 
Nore added in proof. At the summit meeting in Marseille-Luminy in June 1984, hosted by 
D. Kastler, the problems mentioned in Remarks 6.6 and 6.7 were discussed. Kadison pointed 
out that diagonalizing an arbitrary commutative C*-algebra of C(X) @ M?. (and not just a 
singly or countably generated one as in our Theorem 5.6) inescapably is linked with the 
“relative” comparison theory for maximal commutative subalgebras (cf. [ 12, 31). For this to 
work he felt convinced that the algebra C(X) had to be at least an A II’*-algebra; so that the 
results in [ 12, 131 was, in a sense, best possible. As the following argument demonstrates, 
Kadison is quite right: A compact Hausdorff space X, such that every commutative C*- 
algebra of C(X) @ PI, can be be diagonalized, must be Stonean. Indeed. if Y and Z are open, 
disjoint subsets of X, we consider the commutative C*-algebra ‘21 generated by C,(Y) 0 (: i) 
and C,(Z) 0 (I I), and assume that U is a unitary in C(X) @ Mz which diagonalizes VI. 
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Exactly as in the proof of Theorem 2.1 it follows that for each y in Y either U(y) or 
(: A) U(y) is diagonal, and for each L in Z either U(z) (~: i) or (y A) U(z) (_ t f) is diagonal. 
Consequently Y and Z can have no common boundary points. Applied with Z=X\F it 
follows that the closure of every open subset Y is open, so that X is a Stonean space. 
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