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ABSTRACT 
Using elementary module theory, an intrinsic definition of the dual (or adjoint) 
of a generalized time-varying linear system is given. With this, the duality of con- 
trollability and observability is recovered from their intrinsic module theoretical 
definitions. The duality of state feedback and output injection is discussed both 
in the static case and for its quasistatic generalization. Related Brunovsky type 
canonical forms are derived in the quasistatic case. The corresponding controlla- 
bility indices and their duals the observability indices are defined intrinsically. 
1. INTRODUCTION 
For time-varying linear systems the question of systems duality has per- 
haps not yet got a satisfactory treatment. It is generally introduced by 
transposing matrices of state representations and changing signs. It can 
be seen that in the time-varying case it is unsatisfactory just to transpose 
the matrices, while this suffices in the constant case [14, 15, 17-191. Fur- 
thermore, this more or less technical approach does not lead to a deeper 
understanding of the structural relations between the system and its dual 
(or adjoint). 
Using module theory and elementary matrix theory, the present work 
tries to close this gap. It is based on the module theoretic approach as 
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recently introduced by Fliess [lo], which may be seen as a more conceptual 
version of the polynomial approach [2, 311. In this approach the module 
represents the system, as opposed to other more classical module theoretic 
approaches to constant linear systems [19] (see also [32] and the refer- 
ences therein). Its roots can be traced back to the work of E. Noether and 
W. Schmeidler from 1920 and to 0. Ore’s work in the 1930s. 
A system is defined as a left module. The dual system is introduced 
by considering a corresponding right module. Thereafter, from any presen- 
tation matrix of the system a representation of its dual can be directly 
obtained. 
This definition of the dual system may be compared with the classical 
results for state representations and with recent results by van der Schaft 
[28]. The latter concern constant controllable and observable systems and 
are related to Willems’s behavioral approach [30]. A definition of the dual 
based on the tensor product of the modules is derived which allows us 
to relate the two results in a nice way. Via the tensor product, the dual 
“inherits” the structure of the original system. 
The module theoretic definitions lead to intrinsic results. These are valid 
in the time-varying as well as in the constant case. All definitions apply 
to nonproper systems, also (see [8, 261 for a module theoretic approach to 
properness). 
In order to show the usefulness of the concept, the duality between ob- 
servability and controllability is derived on the basis of the intrinsic module 
theoretic definitions introduced by Fliess [lo]. 
The most important duality is perhaps the one between state feedback 
and output injection. We investigate quasistatic state feedback, which gen- 
eralizes the classical static state feedback. The latter is thus included as a 
special case. This new kind of feedback was introduced recently by Delaleau 
and Fliess [7] for a new interpretation of the structure algorithm. Here, the 
input is calculated from the state and a finite number of time derivatives 
of the new input, and vice versa. The state is preserved up to the usual 
state transformations. We introduce the dual notion of quasistatic output 
injection, which comprises a more general change of output than the static 
one. 
For both the quasistatic state feedback and output injection, we establish 
the existence of Brunovsky type canonical forms [3,18] for controllable, and 
observable dynamics, respectively. For the quasistatic state feedback the 
canonical form can be constructed from any basis of the system module. 
This avoids the difficulty of finding a particular type of basis as encountered 
in the static feedback case (cf. [ll]). 
In the static case the invariants in the canonical forms are the well-known 
controllability indices and their duals the observability indices. These 
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structural indices, well known from the constant case [14, 15, 181, are de- 
fined directly on the modules here. A somewhat related approach in the 
constant case can be found in [32]. The time-varying case has also been 
considered in [16]. 
In the last section two examples are considered in detail. 
2. MATHEMATICAL BACKGROUND AND NOTATIONS 
Let k be an ordinary differential field (201, i.e., a commutative field 
equipped with a single derivation d/dt such that, for all a, b E k, 
$ E k, g(a+b) = f$ -l-g, and $(ab) = zb+a$, 
We write (d/dt) a as ci also, and sometimes we use s := d/dt for notational 
convenience. A differential subfield C of k the elements of which are con- 
stants, i.e., Vc E C, C = 0, is called a field of constants. The field Ii!(t) of 
the real rational functions in t is a differential field with respect to d/dt; 
the subfield R of the real numbers is a trivial example of a differential field 
of constants. We do not consider the problem of singularities, such as may 
occur, for example, when the field k is the field of meromorphic functions 
in t over some open connected domain of IR or U? (cf. [23]). 
We use the noncommutative ring k[d/dt] of the polynomials of the form 
and we denote it as R for short, Its elements can be understood as linear 
differential operators. The multiplication in R is defined by 
d d 
za=az+iL, a E k. 
This ring is commutative if and only if k is a field of constants. This can 
easily be seen from the following calculation: 
One has equality for all a E k if and only if k is a field of constants. 
The opposite ring of R is the ring with the same additive group structure 
as R but with the reverse multiplication, i.e., a o b = ba (41. This is the ring 
obtained by the unique antiisomorphism from R. From the multiplication 
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rule of R one obtains 
d d 
aoz=za= 
a-$+ci=~oa+& 
By replacing d/dt with -d/dt and o with the usual multiplication, this is 
seen to be equivalent to 
d 
= --;ija+ci, 
which is the multiplication rule of R. Therefore, in our case, passing to the 
opposite ring R” is equivalent to using the same multiplication and replac- 
ing d/dt with -d/dt. Accordingly, a product A(s)B(s) of matrices over R 
is mapped to BT(-s)AT(-s). H ere, and in the sequel, the superscript T 
indicates transposed matrices. 
Obviously, the opposite of R” is R. In the commutative case reversing 
the multiplication does not lead to a new ring. Therefore, one could also 
use R as its opposite. We do not do so, but we rather define R”, as defined 
above, to be the opposite of R. Of course, in the commutative case, R” is 
isomorphic to R. 
Our main subject is modules over the ring R = k[d/dt], which are all 
finitely generated. Unless stated explicitly, all modules are left modules over 
R. Given a family z = (zr , . . . , z~) we denote by [z] the module generated 
by z. The elements zi are to be understood as arbitrary objects in the 
present context. The elements of the (left) R-module [z] are the finite sums 
(with the coefficients, or scalars, on the left) of the form C&i aizi, ai E R. 
Any left (right) R-module can be considered as a right (left) module over 
R”. Given a right R-module M, consider it as a left R”-module. Then M 
can also be endowed with the structure of a left R-module, by considering 
the elements of R” as elements of R, via the mapping on the underlying sets 
which identifies any a(s) E R” with a(s) E R. We call the left R-module 
obtained in this way the antimodule of the right R-module M and denote 
it as M, too. 
The cardinality of a set, maximal with respect to inclusion, of R-linearly 
left (right) independent elements of a left (right) R-module M is called its 
rank and is denoted as rk M. This rank is well defined also in the non- 
commutative case 151. A module is called free if it admits a basis, i.e., a 
generating set the elements of which are R-linearly independent. Of course, 
the cardinality of a basis equals the rank of the module. A torsion element 
of M is a r E M for which there exists an a # 0 in R such that ar = 0. 
The torsion submodule of M is the module containing the torsion elements 
of M. A module is called a torsion module if all its elements are torsion 
elements. 
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In left modules we identify a family z = (zi, . . . , q,) with the column 
vector (zi, . . . , z~)~ of its components. With a slight abuse of notation, with 
Y = (Yl,. . . , yP) we also write (y, z)~ for the column vector (yi, . . . , ypr ti, 
. . . ) z~)~. Analogously, we consider row vectors in right modules. 
Let [z] be a (not necessarily free) left R-module. There is a left regular 
matrix A over R such that [z] is isomorphic to [Z]/[AZ], with [Z] some free 
module of appropriate rank [5]. This matrix A is called the presentation 
matti w.r.t. z of the module [z]; the relations AZ = 0 are called defining 
relations of [z]. 
With a left (right) R-module [z] we associate the filtration Jz]:=(]z]~)~~z, 
having the left (right) k-vector spaces 
(z]* = spank(O) for i < 0, ]z]’ = spank{z,i, 2,. . . ,z (9 } for i 2 0. 
Obviously, ]z( is a nondecreasing sequence of left (right) k-vector spaces 
contained in [z] (considered as a k-vector space). 
Consider the case when R is commutative. Let M be a right R-module, 
N a left R-module. Then there exists an R-module M @R N and a map $ : 
M x N + M @R N which is universal for R-balanced R-bilinear maps from 
M x N to R-modules. [A bilinear map II, is called balanced if @(m,rn) = 
$(mr,n) for all m E M,n E N, and r E R.] In the sequel, we will drop 
the subscript and write simply M @ N, without a risk of confusion about 
the ring. The elements of M @ N are the formal sums Cfinite mi @ ni with 
mi E M and ni E N. However, these elements cannot be written uniquely 
in general. See for example [4] for further details on modules and their 
tensor products. 
3. SYSTEMS 
As mentioned in the introduction, in Fliess’s module theoretic approach 
the systems are the modules. We will first state the definition; then we 
make some explanatory remarks. The definitions of this section are as 
in [lo]. 
A linear system C is a finitely generated left R-module. The fact that 
it is a left module is a convention only, but it will be important in the 
sequel. The system is called constant if the field Ic of the coefficients of the 
polynomials in R = k[d/dt] is a field of constants. It is called time-varying 
if not. 
Consider a finite system of linear differential equations in the variables 
‘u)l,..., w,, with coefficients in k. With the differential operators in R, this 
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T 
c Sj,iWi = 0, j= l,...,q, (3.1) 
i=l 
or, using the matrix notation, as SW = 0, with S = (sj,i) over R and 
w = (Wr,...,Wr) T. Without loss o f g enerality, suppose that S is left-regular 
(over R). This amounts to the equations being independent. Now introduce 
the free left R-module generated by W = (WI, . . . , WT). Consider the sub- 
module [E] of [W] generated by the family E = (El,. . . , Eq) of elements 
of [W] defined as Ej = CIzl sj,iWi, j = 1, . . . , q, with the sj,i E R being 
the coefficients of the differential equations (3.1). For i = 1,. . . ,T-, denote 
as wi the residue, i.e., the canonical image, of Wi in the quotient [W]/[E]. 
Now the system C is just this quotient module [W]/[E]. One easily verifies 
that the (nontrivial) relations between the elements of C are determined 
by the differential equations (3.1). Therefore, S is the presentation matrix 
of C w.r.t. w. Moreover, [E] is the kernel of the defining homomorphism 
v : [W] -+ C. Note that the presentation matrix S is nonunique (even in its 
dimensions), and it depends on the choice of the variables w used to write 
down the defining relations (3.1) of C. 
A linear dynamics is a finitely generated left R-module C containing a 
finite set u = (‘1~1, . . . , u,) of elements, called the input, such that the quo- 
tient C/[U] is a torsion module. We also use (C, IL) to denote the dynamics 
C with the input u. We assume that the input is independent, i.e., that 
it forms a free family. This means that there are no differential equations 
relating the input components. This is reasonable, and it simplifies the 
investigation of the system. 
The fact that the quotient C/[U] is torsion implies that any other element 
of the module is R-linearly dependent on IL, i.e., for all 0 E C there exist 
some a(s), hi(s) E R, a(s) # 0 such that 
a(s)o + 2 bi(s)ui = 0. 
i=l 
From a system theoretical viewpoint this means that all variables of the 
system are determined via differential equations once the input is given. 
The output of the system is a finite set y = (yr , . . . , yp) of elements of C. 
The above directly implies 
aj(s)Yj + 2 bj,i(S)Ui = 0, 
i=l 
forj = 1,. . . ,P and some aj(s),bj,i(s) E R,aj(s) # 0. 
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In particular, if C is generated by ‘1~ and y, we call it an input-output 
system. The torsion property of the quotient [u, y]/[u] implies the existence 
of matrices A(s), square and with full rank, and B(s) (both over R) such 
that 
A(s)y = B(s)u. (34 
Moreover, because C = [u, y], these are defining equations of the system. 
A (generalized) state of a dynamics (C, u) is a subset of elements of C 
such that their residues in the quotient C/[~L] form a basis of this quo- 
tient, considered as a k-vector space. Such a state is finite, because the 
dimension of a torsion R-module is finite, considered as a k-vector space 
[5]. Let x=(51,... ,x,) be a state, and consider any of its components 
xl. Then, the canonical image z+ being a basis of C/[‘~L], the derivative of 
xl+ satisfies 21+ = CF=‘=, fi,ix+, with fi,i E k. Therefore, the components 
Xl, 1= l,..., n, themselves satisfy differential equations of the form 
k, = ~fl,ixi+~S2,j($)Uj> 
i=l j=l 
with _fl,i E k,gl,j E R. The dynamics (C, u) thus admits a (generalized) 
state representation with the state x: 
ci = Fx + G(s)u, (3.3) 
y = H(s)x + J(s)u. (3.4) 
Here, F is a matrix over k, and G(s),H(s), and J(s) are matrices over 
R, all with obvious dimensions. Using (3.3), the output equation (3.4) can 
always be written with H a matrix over k. Furthermore, a state can always 
be chosen such that G is a matrix over k, too [lo]. Such a state is called a 
classical state or a Kalman state. 
4. DUAL SYSTEMS 
In the previous section we have seen that a presentation matrix can be 
associated nonuniquely with the system C. We will choose the generating 
family of C in such a way that it contains the input u and the output y, 
if the latter are defined. Let z = (21,. . . , zq) be any family of elements of 
C such that (~1,. . . , u,, ~1,. . . , yP, ~1,. . . , zp) is generating C. To such a 
choice of generators corresponds a presentation matrix S over R such that 
0 = S(?& y, z)T. 
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DEFINITION 4.1. Consider the system C = [u, y, z], with input u and 
output y, satisfying 0 = S(u, y, z)~. Let E be the right R-module generated 
by the familyg= (Wr,... ,E,), where r equals the number of rows of S, 
such that 
0 = (-&E,O) +m. (4.1) 
The dual system of system C is the antimodule of E. The input of the dual 
system is ‘il = (ai, . ..,?$);itsoutputl is’ji=(Br ,..., g’,). 
In the constant case, one easily sees that one could use the ring R it- 
self as its opposite, which is then different from R” introduced here. The 
system resulting from using this opposite is the one obtained by just trans- 
posing the matrices without introducing the minus sign. This explains why, 
in the constant case, both these definitions allow us to obtain duality re- 
sults (cf. e.g. [18]). 0 ne observes also that the dual system is not the dual 
module [4]. 
The equations of the dual system, obtained by passing to the left module 
over the opposite ring2 R”, read 
(-&E, O)T + ST(-s)z7 = 0, 
where we have written ST( -s) in order to indicate that s is to be replaced 
by -s in the entries of S. 
Observe that the definition does not require a particular form of S. More- 
over, the module C can also be defined by choosing only the (observable) 
submodule [u, y] without specifying which subsets of its elements qu$ify as 
input and wh$h as output. Put [v] = [u, y] for any set V; then 0 = S(w, z)~ 
yields 0 = ES + (3,O). Choosing (u, Y)~ = Pv, v = Q(u, Y)~ yields 
BY 
+ (-5,FO) = 0, 
it specifies the dual input and output as (-g, n) = ZQ, where zi = (-B, -ii)P. 
lThe minus sign in front of v is introduced here in order to get results directly 
comparable with the definition from [28]. The definitions in the literature are identical 
up to this sign. 
2A remark in the paper by Ilchmann et al. [17, p. 3581 also points to such an 
approach. 
TIMEVARYING LINEAR SYSTEMS 91 
The following proposition stresses the symmetry of the duality. 
PROPOSITION 4.1. The dual of c is C. 
Proof 
--- For simplicity, consider the right R-module z. Of course, (y, u, w) 
is a generating family of E. Writing (4.1) as 
I 0 0 
0 = (-7j,E,E) 0 I 0 ( ) = (-g, 7.x, $9, SL &J sz 
one obtains (u,~,O)~ + SW = 0, with w = (WI, WZ, ws) a generating 
family of C. It follows that w = (--21, -y, ws), and with ws = --z and 
S = (S,, S,, Sz) the last equation reads 0 = S(u, y, z)*. ??
4.1. Comparison with Classical Results 
Of course, we must show that our definition of the dual system is con- 
sistent with the definitions from the literature. For this, consider a system 
in a classical state representation: 
i= FxtGu, 
a 
y=Hx+ c Jiu(i) 
2=0 
Here x = (xi,. . . , x,) is the state, and all matrices are over k, with obvious 
dimensions. Introducing J(s) = C,“=, Jisiy the state representation can also 
be written as 
u 
-G 0 sl-F 
-J(s) I -H ’ = ” 
0 X 
Obviously, these relations define a dynamics (C, u) with output y. Now we 
can use Equation (4.1) in order to obtain a representation of the relations 
in the right R-module E as 
0 = (-g,n,0) + @l,z$ 
-G 0 sI-F 
-J(s) I -H 
A state representation of the dual system is then obtained by considering 
the relations in the corresponding left module. Recall that this requires 
92 J. RUDOLPH 
transposing matrices and replacing s by -s. Introducing the state z = -ml 
of the dual system, this yields 
We call z the state dual to x, also in the generalized case when G or H are 
matrices over R. This result can easily be compared with definitions from 
the literature, [lo, 18, 281 for instance. Note that this dual is often called 
the adjoint system. 
Observe that our definition applies even to systems without any input 
and output, and this allows us to recover the notion of adjoint differen- 
tial equations as they are used in optimization theory [18, 221. Such an 
autonomous system C is just a finitely generated torsion left R-module. 
As discussed above, being torsion, the module is finite dimensional as a 
k-vector space, and the state z = (xi,. . . , x,) is a basis of this k-vector 
space. Using vector notation, one gets ? = Fz, with F an n x n matrix 
over k. Of course, x is a (generally nonminimal) set of generators of C, i.e., 
C = [xl. Now, w.r.t. z, the presentation matrix of C is sl - F, and with 
this, the relations in E can be written 0 = m(s1 - F). With the state ?Z of 
E one obtains the adjoint system as ?ij = -FTE. 
In [33] the adjoint of a time-varying single-input single-output system 
of the form L(s)y = u is considered by introducing a corresponding state 
representation. Using our approach, from 0 = [-I ! L(s)](u, Y)~ and 0 = 
(-g,‘ii) +a[-1 i L( s )] a representation of the dual can be directly derived 
as p = Lo& which is valid also in the multivariable case. 
4.2. Comparison with a Result of van der Schaft 
For the constant case, another interesting intrinsic definition has been 
given by van der Schaft [28]. It specializes a definition from the nonlinear 
case [6] and is situated in the framework of Willems’s behavioral approach 
(cf. [30]). An intimately related definition in the discrete-time case can be 
found in [25]. 
In order to relate the definition from [28] with ours, we restrict our- 
selves in this section to the case, also considered in [28], when k = lR, 
and hence is a field of constants. We also restrict ourselves to controllable 
and observable systems. The module theoretic definitions of these prop- 
erties are given in the next section. Here it is only important that as a 
consequence both systems are input-output systems, i.e., C = [u, y] and 
E = [7x,3]. 
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The functional analytic nature of the functions we consider may be 
manifold. What we require is an R-module structure. Therefore, consider 
an R-module D of functions zu(.) : R -+ R with compact support. These 
may for example be smooth functions, or piecewise continuous functions as 
in [28]. In the latter case, differentiation is to be understood in the sense 
of distributions. 
The set 
WV = {(UC.), Y(.)> E D”+“lS(~(~), ~(9)~ = 0) 
is a behavior of the system C in the sense of [28, 301. It contains all tuples 
of functions (u(.), y(.)) E Dm+p satisfying the system equations. 
We now give a result which can be used as a definition of the dual system 
in the present case. It is based on the tensor product of the two system 
modules, and it allows us to relate the function modules with the system 
modules. 
PROPOSITION AND DEFINITION 4.1. Consider the constant system C = 
[IL, y] with input u and output y. Let z be the free right R-module with rank 
p generated by (ii, jj) such that the defining relation of the R-module E@ 
C is 
P m 
C’i@Yyi-C~j@Uj =O. 
i=l j=l 
Then the dual system of the system C is the antimodule of 9. The input of 
the dual system is ii; its output is ij. 
Proof. As the dual of an observable system, the module x is free. (This 
is proved in the next section.) Let M be the right R-module generated 
by w= (~r,...,w,) and p : M -+ 2. Then ker p = 0, and jj,ii, and -- 
B are the images of Y, U, and v under CL. The zero in M @ C can be 
written 0 = CL1 CT=, ri,jVi @ (CL? sj,lwl), where S = (sj,l) is the 
presentation matrix w.r.t. w = (~1,. . . , urn, ~1,. . . , yp). By comparing the 
coefficients, one sees that 
O=f:f:ri,jTTi@ *cSj,lWl =~Yi@Ui-~77j@Yj 
i=l j=l ( ) 1=1 i=l j=l 
if and only if Ll = C%i Visi,Lfor 1 = 1, . . . , m and ul = - CEi mi%,l, 
1 = m + l,...,p. Hence, in C one has, in matrix form, 0 = (-V,E) 
+?i?S. w 
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Define a mapping P:Dm+P x Dm’p-+ Rsuchthat 
where 7~ is to be considered as a row, w as a column vector. This mapping 
P can easily be seen to be an R-bilinear map of R-modules. Moreover, 
it is R-balanced, i.e., P(m(.)a, w(.)) = P(?i?(.),aw(.)) for all w(s), Z(.) E 
Dm+p, a E R. This is because of the finite support. 
Let 7r be the restriction of P on Dm+p x 23’(Il). By the isomorphism 
between Dm+p and M, and that between D”(C) and C, this r induces a 
mapping n’ : M x C -+ R. Now, by the universality of the tensor product 
[4], 7r’ can be factored through X : M x C -+ M @ C such that X’ = X’ o X. 
Being a linear mapping, the homomorphism X’ maps the zero of M ~3 C to 
zero. 
From this, Theorem 1 of [28] can be deduced: A function tuple (Z(.), B(e)) 
with compact support is in P(z) if and only if 
s m o= _(-B(v(~)) W,YW~~ (4.2) 
for all (u(.), y(.)) E a’(E). 
We have thus shown a tight relation between our present results and 
those of van der Shaft [28]. 
5. DUALITY OF CONTROLLABILITY AND OBSERVABILITY 
The perhaps best-known duality of system properties is the one between 
controllability and observability. In order to study this, we first recall the 
definitions of these properties in the module approach. 
For this, it is important that the ring R = k[cl/dt] is a principal ideal 
domain. This implies that any R-module decomposes into a direct sum 
of its (unique) torsion submodule and a free module, determined up to 
isomorphism [5]. Hence, C = I 6~ T, with ir the torsion submodule and 
7 a free module. Using this decomposition, controllability can be defined 
[lo, 131: C is controllable if it is free, i.e., if 7 is trivial. The torsion 
submodule 7 is spanned by the torsion elements r E C, i.e., the elements 
such that a(s)7 = 0 for some a(s) E R,a(s) # 0. It is not difficult to see 
that the existence of a torsion element r would imply some uncontrollable 
part of the system. We show this in relation to the well-known Kalman 
decomposition of the system into a controllable and an uncontrollable part 
[18]. Consider the subsystem of C defined by its torsion submodule 7. Any 
basis of the k-vector space 7 is a state znc of this subsystem. It satisfies 
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an equation f,, = Fz,, with some square matrix F over k. This obviously 
corresponds to an uncontrollable part of a state representation. Conversely, 
suppose an uncontrollable subsystem with state xnc exists. For example by 
triangularizing F, one may see that znc gives rise to a nontrivial torsion 
submodule of C, which therefore cannot be free. 
Observability intuitively means that every element of the system mod- 
ule, i.e., loosely speaking, any variable of the system, can be computed by 
a /c-linear equation from the output, the input, and all their derivatives. 
This leads to the definition [9]: C is observable if C = [u, y]. Relations to 
some other classical characterizations of controllability and observability 
are shown below. 
THEOREM 5.1. The dual system E is observable if and only if the system 
C is controllable, and vice versa. 
Proof. Following the remark $ter Definition 4.1, introduce v = (u, y). 
Then 0 = S(V, z)~ yields 0 = FS + (7&O). The sy$em C is observable if 
and only if z may be void. If so, 0 = ES’ + U and, S being left regular over 
R, E is free with basis U. Else, with s^ = (SW i S,), the torsion submodule 
of X is nontrivial: 0 = ?iJS,. ??
It is worth noting that the controllability of C does not depend on 
the choice of an input. This perhaps surprising fact has its counterpart 
in the behavioral approach (301. An interesting direct relation between 
Willems’s trajectory definition of controllability [30] and the module the- 
oretic definition has been given in [13]. Contrariwise, the observability 
depends on the choice of the input and of the output. Hence, there is 
an asymmetry or “lack of duality” between these two structural system 
properties (cf. [30]). H owever, the definition of the dual system depends 
on the choice of the module generated by the input and the output, too. 
This explains why, despite that asymmetry, there is the duality stated in 
Theorem 5.1. 
As an application, consider an input-output system [u, y] in a represen- 
tation (3.2), i.e., A(s)y-B(s)u = 0. Then, noncontrollability means-the ex- 
istence-of a nonunimodular p x p matrix I’ over R such that I’(& - Bu) = 0 
and I’A =_A. If c is the greatest common left divisor of A and B, then the 
module [(Ay - Bu)] is the torsion submodule of C. 
The module C is generated by u and y, and from the above results, with 
(4.1), we get 
0 = (-g,q + Tn(X i - iq. 
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With % = GP and P nonunimodular, the module [%I = [Z,g] is strictly 
contained in E = [g]], i.e., [‘ii,g] # E. It follows that E is not observable. 
The set 5 is a generator of 2. Hence, a representation of E is given 
by g = C(s)?Z,Z = D(s)3 with C(s) = AT(-s),D(s) = IST(-s). One 
easily recovers the duality of the left and the right factorization of transfer 
matrices3 and the duality of the relative left primeness of A and B and the 
relative right primeness of C and D. The first means controllability, while 
the second means observability, of the corresponding systems [lo, 15, 181. 
6. DUALITY BETWEEN STATE FEEDBACK AND OUTPUT 
INJECTION AND CANONICAL FORMS 
We now discuss the perhaps most important duality, viz. the one between 
state feedback and output injection. We discuss this question mainly for the 
quasistatic state feedback, which has been recently introduced by Delaleau 
and Fliess [7]. By the way, we define the dual notion, the quasistatic output 
injection. 
Probably the most important canonical form for linear systems under 
static state feedback is the Brunovsky form [3, 111. It is described by a list 
of invariants called the controllability indices of the dynamics. Here we will 
show that the Brunovsky form also is a canonical form for controllable linear 
time-varying systems under quasistatic state feedback. We show that in this 
case the canonical form can be constructed from any basis of the system 
module. Contrariwise, the Brunovsky canonical form for static feedback 
requires the use of particular bases of the module [3, 11, 181. See [ll] for a 
detailed module theoretic discussion of the static case. 
We then also give the dual result, viz. that the dual Brunovsky form 
is canonical w.r.t. the quasistatic output injection. We obtain generalized 
controllability indices and observability indices as the invariants of these 
canonical forms. 
Finally, we show how the classical observability indices and their duals 
the controllability indices can be characterized on filtrations of the modules. 
6.1. State Feedback and Output Injection 
A filtration U = (U,-),.ez of C defined by 
{ 
spar-% (61 for T 5 -2, 
U, = spank(z) for T = -1, (6.1) 
spank{z,u,ti, . . . , IL(‘)} for T 2 0 
3See [12] for a nice formal definition of time-varying transfer matrices in the module 
approach. 
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is called an input-state filtration associated with a (generalized) state x of 
- cc, 4jcf. 171). F_ or a dynamics (C, Z) we introduce an input-state filtration 
24 = (Ur)re~ of C in an analogous manner. 
DEFINITION 6.1 (cf. [7]). Two dynamics (C, u) and (c, Z) are equivalent 
by a (regulad quasistatic feedback of a state in X if there exist states of 
(C, ul and lx, 6) such that the associated input-state filtrations 2.4 of (C, u) 
and U of (C, C) have bounded difference, and U-i = U-i = X. 
The two dynamics are equivalent by a (regular) static fezdback of a state 
in X if these input-state filtrations coincide, i.e., if 2.4,. = U, for all r E Z, 
where U-1 = i-1 = X. 
Recall that two filtrations U and u have bounded_ difference [l] if there 
exists an integer TO such that 24,. c U,.,, and U,. c Ur+rO for all T. It is not 
difficult to verify that then C = 5. 
Our definition is slightly different from the one in [7]. We consider gener- 
alized states and not only classical states. This is why we must fix the space 
X in order to get equivalence relations. Let us show that the relations de- 
fined in Definition 6.1 are indeed equivalence relations. The symmetry and 
the reflexivity of the relations are obvious. In the static case the transitivity 
is evident, too. For the quasistatic case, consider a third dynamics (E, 2) 
such that X = spank(Z) for some state 2 of this dynamics. Analogous to 
U, define the input-state filtration 6 = (&),.e~ of 2 associated with 2. 
For the quasistatic feedback_of a state $ X we then have U, c U,.+ro and 
u, c ++R,, as well as, fir c U,.+,., and U, c @.+rl, for all T. It follows that 
U, c &-+ru+r, and U, c K+rc,+rl for all T, and hence the transitivity of 
the relation. 
An interpretation of the intrinsic definitions of equivalence by static 
or by quasistatic feedback of a state in X in terms of matrices and state 
representations can be given as follows. Let z be a state of (C, u). A regular 
quasistatic feedback of a state in X = spank {z} reads 
u = KE + 2;(s)ii, ii = Kx + L(s)u, ar= Px, (6.2) 
with K and k over k, P invertible over k, and L(s), z(s) unimodular4 
over R. The dynamics satisfying this kind of relations are equivalent-to C 
by a quasistatic feedback of a state in X. In the static case L and L are 
invertible matrices over k. 
4That L(s) and x(s) must be unimodular can be seen from the isomorphisms between 
the free modules [u], [Gj and the module R C& (C/X). 
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DEFINITION 6.2. Two dynamics (C, u) and (E, G), with outputs y and @ 
respectively, are equivalent by (regular) quasistatic [static] output injection 
on X if’their duals are equivalent by (regular) quasistatic [static] feedback 
of a state in r_, where Ti; = spank(z), and Z is the state dual to some state 
of (C,ZL) [of (C,C)] which is a basis of X. 
The term output injection comes from the following fact. Let be given 
a dynamics with the state representation 2 = Fx + Gu and a quasistatic 
feedback relation according to the equations (6.2), with P the identity 
for notational simplicEy. This yields a state representation of the form 
S = (F + GK)a: + GL(s)ii. The dual systems are represented by -$ = 
FTZ, B = GTz and -% = (FT + KTGT)s, c = zT(-s)GT3 respectively. 
The latter can also be written as -5 = FTz + KTB, 5 = zT(--s)g, and 
this can be interpreted as injecting the output 5 into the system, like an 
additional input. Note that, in contrast to the static case, the new output 
z is related to the original one by a transformation over R. 
6.2. Canonical Forms 
Being free, the module of a controllable system admits bases. For any 
basis w of C, there exist relations ZL~ = Cj”=, ai,jwj, i = 1,. . . , m, with 
coefficients oi,j E R. These relations can also be represented by 
Pi - = ciwi, i= l,...,m, (6.3) 
where i;s= (Zi,... ,Z,) is another basis of C, and h = (pi,. . . , pm) is a 
basis of [u]. This corresponds to a diagonalization of the matrix (ai,j) by 
multiplication on the left and on the right with R-unimodular matrices, 
which is always possible [5]. The coefficients ci, i = 1, . . . , m, are polyno- 
mials in d/d. For i = 1, . . . , m, denote the degree of ci as ICY. We call Kit 
i= l,..., m, the generalized controllability indices of (C, u). The indepen- 
dence of these indices from the choice of the basis G yielding the diagonal 
representation (6.3) can be seen as a consequence of the next lemma. 
REMARK. It is also possible to define a unique representation (Smith 
form) of the form (6.3). This is related to a result which is classical in 
algebra, viz. the definition of invariants of [u] in C which are ideals of R 
(see e.g. [5, 211). The degrees of the generators of these ideals are directly 
related to the generalized controllability indices. These invariants should 
be investigated elsewhere. 
LEMMA 6.1. Let (C,u) b e a controllable dynamics with generalized con- 
trollability indices ni, . . . , tcm. Then, up to renumbering the components of 
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w, for any basis w of C, the set5 x = (WI,. . ,w$~‘-~),wz,. . ,wk’“-l)) is 
a state of (C, u). 
Proof. Let 55 be the basis of C yielding the representation (6.3). De- 
note as q the canonical image of Z& in C/(@T=l,jzi[~j] $ [c&&l). There 
is an isomorphism between the R-modules C/[u] and @Ei[#]. Each [$] 
is a cyclic torsion module the dimension of which, as a k-vector space, 
is equal to the degree of the corresponding coefficient ci. For any basis 
w of C, denote as wi the canonical image of wi in the k-vector space 
C/[U]. One may see now that, up to renumbering its components, the set 
x = (WI, tii, . . , ZU$~~-~), wz, . . . , ~2”‘~~‘) is a basis of the k-vector space 
C/[u]. For, when considered as k-vector spaces, each [Q is isomorphic to 
a subspace of [wi], up to renumbering. This can be seen by inspecting the 
relations between two bases. By renumbering, one gets an expression of the 
form wj = aiq, with 0 # a, E R, for the image wf of wi in [%I. By deriva- 
tion, one sees from this that the dimension of the k-vector space [wi] is 
Ki. Consequently, there is a Ki-dimensional subspace of the k-vector space 
[wi] isomorphic to [*I. Finally, a nontrivial k-linear dependence relation 
between the elements of 2 would result in the same relation between the 
elements of the bases of the [g{]. This being excluded by the direct sum 
property, 5 actually is a basis of the k-vector space C/[U]. ??
DEFINITION 6.9nl_p any basisnw_o; a controllable system C, the state 
x= (Wi,ti, ,.‘.) wi ,w2 ).,.) wmrm ) is called a Brunovsky state of the 
dynamics (C, u). 
One observes that the Brunovsky states are unique up to the choice of 
the basis w. 
Traditionally, states are understood to be classical states, and one does 
not need to distinguish the states in the definition of feedback equivalence 
in that case. In our general context this is different. However, it is obvious 
that the generalized controllability indices form a set of invariants for the 
equivalence by quasistatic feedback of a state in X on the set of controllable 
dynamics if we restrict the k-vector space X to be generated by a Brunovsky 
state. The following definition will allow us to show that there does exist a 
corresponding canonical form. 
DEFINITION 6.4. Two controllable dynamics (C, U) and (5, Z) are said 
to be equivalent by quasistatic feedback-of a Brunovsky state if for some 
Brunovsky states x and Z of (C, U) and (C, Z) respectively one has spank(x) 
5We use the convention that {w~~‘-~‘} is void if ni = 0. 
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= spank(Z) =: X and, moreover, (C, u) and (g, Z) are equivalent by qua- 
sistatic feedback of a state in X. 
The above condition is equivalent to the condition that span,(z) = 
spank(Z) and the input-state filtrations of the dynamics associated with 
their Brunovsky states x and S have bounded difference. It is easy to see 
that the relation defined in Definition G.4 is an equivalence relation. 
A state representation with a Brunovsky state x and input components 
zi = WW, & > 0, i = 1 , . . . , m, is known as the Brunovsky form of a 
controllable well-formed linear dynamics [3, 111, i.e., one with C free and 
dim spank {w} = m. The well-formedness corresponds to the full rank of 
the matrix G in any state representation f = Fx + Gii of (C, Z). Obviously, 
the Brunovsky form always represents a well-formed dynamics. For the sake 
of simplicity, we also introduce the following definition. 
DEFINITION 6.5. For any set (~1,. . . , n,} of strictly positive integers, 
the dynamics (C, G) such that 21i = w,!~~), i = 1,. . . ,m, with w = (WI,. . . , 
w,) a basis of C, is called a Brunovsky form. 
THEOREM 6.1. The Brunovsky form is a canonical form for the equiva- 
lence by quasistatic feedback of a Brunovsky state on the set of the control- 
lable dynamics with generalized controllability indices )~i > 0, i = 1, . . . , m. 
In other words, to every controllable dynamics (C, u) with strictly posi- 
tive generalized controllability indices there corresponds a unique Brunovsky 
form. This form can be constructed from any basis of the module. It is 
equivalent to (C, u) by a quasistatic feedback of a state in the k-vector 
space spanned by a Brunovsky state of (C, u). Note that this is not neces- 
sarily a classical state of (C, u), in general. 
Proof. Being free, the modules of controllable dynamics admit bases. 
If IEi > 0,i = 1,. . . , m, these bases are contained in the corresponding 
Brunovsky states. For any basis w, take the correspo$ng _Brunovsky state 
x. Introduce the new input with components Ci = win’ , i - 1, . . . , m. This 
yields the Brunovsky form, which, _according to Lemma 6.1, is unique. For 
the filtrations U and (xl one has U, = kl”+’ for all T. By the definition 
of a state, for some ~1 one has Jzll = Z& c IA,,. On the other hand, UO 
is cont@ned in U,, for some 7-z. For, the state x containing the basis w, 
1x1 = L4, is-exhaustive. This imp@ the existence of an TO = sup(rl,rz) 
such that U, C U,.+ra, and U,. c UT+,.” for all r 2 0. Hence, u and ;ii are 
related by a quasistatic feedback of the state x. ??
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It is known that there always exists a basis w of C such that the feedback 
yielding Ei = w!~~), i = 1 . , m, is a static feedback of a classical state, i.e., 
of a state corr&ponding’to a state representation which does not depend 
on time derivatives of the input. For a module theoretic characterization 
of the particular bases leading to a static state feedback see [ll]. 
One easily observes that the dual Brunovsky form, i.e., the s stem dual 
-ixi to a Brunovsky form, is determined by equations of the form yi 7 = 0, xi > 
0, i = 1,. . . , p. Moreover, the condition rk G = m for well-formedness yields 
the dual condition rk 3 = rk GT = m. This can be characterized intrinsi- 
cally as k-linear independence of the output. The dual Brunovsky state is 
Z = (&,$i,... 7 ip-l), Y2, . . , ,g’x,-l)), The integers Ai, i = 1,. . . ,p, are 
called the generalized observability indices of [y]. They are obviously equal 
to the generalized controllability indices of the respective dual dynamics, 
and thus they are the duals of the latter. 
Now, the following is the dual of Definition 6.4. 
DEFINITION 6.6. Two observable systems C = [y/l and c = [Q] are 
said to be equivalent by quasistatic output injection on a d?al Brunovsky 
state if, for some dual Brun_osky states z and Z of C and C, spank(z) = 
spank{?} =: X, and C and C are equivalent by quasistatic output injection 
on X. 
The following result is the dual of Theorem 6.1. 
THEOREM 6.2. The dual Brunovsky form is a canonical form for the 
equivalence by quasistatic output injection on a dual Brunovsky state on the 
set of systems C = [y] with strictly positive generalized observability indices. 
For input-output systems C = [u, y] this result is valid for the quotient 
Wbl. 
Output injection can be used for the construction of state observers and 
corresponding normal forms (181. It is also used in the context of the Morse 
canonical form (241. The usefulness of the quasistatic output injection in 
these respects is to be examined elsewhere. 
6.3. Classical Controllability and ,Observability Indices 
The invariants of the Brunovsky canonical form for static feedback of 
classical states are usually called the controllability indices. Their duals 
are the classical observability indices. Of course, for a Brunovsky form, the 
generalized controllability indices and their classical counterparts coincide. 
However, this does not hold for a general dynamics (cf. Example 2 in the 
next section). 
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An intrinsic definition of the classical observability indices can easily be 
introduced by using filtrations (see also [27]). The controllability indices 
may then be defined by duality. We briefly discuss this subject. 
For an observable system C = [y], without input (i.e., [y] is a torsion 
module), consider the filtration ]y] of [y]. If there is an input, use the quo- 
tient [u, y]/[u]. F or i 2 0, denote as li the dimension of the k-vector space 
]~]~/]y]~-l. Then it is clear that, up to renumbering the output components, 
thereexistsastateoftheformJ= (yi ,..., ylIlo,Qr ,..., $ll,jir ,... ).Itiseasy 
to see that the sequence of Zi is nonincreasing, and [y] being a torsion mod- 
ule, their sum is finite and equal to the state dimension. The state < can 
thus also be written as E = (yr, . . . , ~pl-~),y2,. . . , yp-1) ..,yF-l) )* 
The integers qi, i = 1,. . . , p, are the (classical) observability &dices of the 
system [y]. 
One may derive the following dependence relations between (eventually 
renumbered) components of the output: 
%ds)yk + c bj,ds)yi = 0, jL0, k=lj+l ,..., p, (6.4) 
i=l 
with aj,k(s) E R polynomials of degree j, and the degrees of the bj,k,i(s) 
lower than or equal to j. By considering the observability matrix of a 
constant system, one easily verifies with (6.4) that the filtration-based 
definition is consistent with several definitions in the literature. For in- 
stance to any derivative y(j) 
(9/lr..lrYloltil ,..., ti,,,Gi ,... i 
which is a component of the state t = 
th ere corresponds a k-linearly independent 
column of the system observability matrix (HT, FTHT, (F2)THT,. . . , 
(Fn-l)THT) (cf. (2, 14, 181). 
Analogously, the classical controllability indices can be introduced as the 
duals of the observability indices, by considering the controllability matrix 
(G, FG, F2G,. . . , F”-lG) of the K 1 a man state representation of a constant 
system [2, 14, 181. 
This interpretation can be easily generalized to the time-varying case. 
For, the observability matrix in the time-varying case is (L$HT, LFH~, 
t2,HT,. . . , L;?HT), where L:F = FT + d/dt. By using the duality results, 
the controllability matrix is then obtained as (A$G,NFG,. . . ,A$-lG), 
with h/F = F - d/dt. One observes that nr, is the dual of LF [18, 291. 
Now the fact that there is a minus sign in the operator JVF gets a simple 
explanation: It comes from passing to the opposite ring. 
7. EXAMPLES 
EXAMPLE 1. Consider the system defined by 
0 = t%ij, + 2tti1 + T&?, 
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and put k = R(t). With respect to (WI, wz), the presentation matrix is S = 
(t2s2 +2ts, s), and one has C = [W]/[E] with [E] = [(t2s2 -I- 2ts)Wi + sW2]. 
Introduce an input as u = wi. Then obviously [ZL] is free, because there 
is no differential equation in u with coefficients in k. On the other hand, the 
quotient [w]/[u], which equals [wz, u]/[ u now, is a torsion module. Denoting ] 
as wz the residue of w2 in [w]/[u] yields 0 = ti2f. One observes that w2 
qualifies as a state. 
Introduce an output as y = ti2. In order to have a generating set for 
C, we then have to complete (ZL, y) by ~2. Using the variables 21, y, w2 for 
writing the defining relations of C, we get the presentation matrix 
( t2s2 + 2ts 0 s Sl = 0 1 s ) ’ 
which is different from the one derived above. Now 0 = (-5, E, 0)+ 
(Ei,‘ii-j,)Si yields 0 = B - ;iis,(t2s2 + 2ts),O = ?i - ?&,O = --7&s - 572s. 
By passing to the left module over the opposite ring, we get defining equa- 
tions of E, 
O=g-t%7~+2tG7 17 0 =?i-752, 0 =ti1+&. 
Rewriting the equation of C as (d/dt)(t2til + ~2) = 0, one immedi- 
ately sees that z = t2tii + w2 is a torsion element. It is also easy to 
see that x is a state with the state equation j: = 0 of an uncontrollable 
system. 
Because 2~12 # [u, y], the module [u, y] is strictly included in C. With 
another output y’ = ‘~2 one gets C = [y’,u]. Consequently, the system is 
observable with the output y’, but not with y. With the state x = t2til -i-w2 
one gets Kalman state representations with i = 0 and the respective output 
equations y = -t2ii - 2tzi and y’ = x - t2ti. 
A state representation of E, the dual of the system C with input u 
and output y, is obtained by introducing 35 = ii?1 + E72 as 2 = 0, iJ = . . . . 
t2ii - 2tii. From E = ~2, B = -t2?& t 2t&, TIT, = -&, one sees that 
~1 # [E,?J], and that z is a torsion element. Thus, also the dual system E is 
neither observable nor controllable. This can easily be verified on the state 
representation with 3. 
EXAMPLE 2. Let k = R(t), and consider the system C defined by the 
state representation 
i, = 0, &. = -xi, 2% k3=-x2+-, 
t2 
24 = -tx2 -x3, 
Yl = 572, y2 = 24. (7.1) 
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The observability of C is easily seen from x1 = -tii, 22 = yi, zs = -tyi-&, 
24 = ~2: all variables are R-linear combinations of the components of 
y. Now consider the filtration 1~1. One has (yI” = span,{yi,yz}, (~1’ = 
spank{yi, Y2,3jl,j/2) = spank(z), IYP = IYI ‘, i > 1. The state 5 from Section 
6.3 is 6 = (yi, $1, y2, $2). The classical observability indices are ~1 = 2,~s = 
2. The dependence relations (6.4) read s2yi = 0, (s2 + 2/t2)y2 + tsyi = 0, 
which is a representation of the form A(s)y = 0. 
The dual system can easily be calculated from any representation of C. 
From the state representation (7.1) one obtains 
ii = E2, i2=b+tJ4-iilr i3=<4,i4=+iz. (7.2) 
A basis of E is given by w = (&, &). Introducing ‘~1 = (1 and v2 = & yields 
a static feedback of E. The classical controllability indices can be seen to 
be equal to two. 
A basis Tj yielding a diagonal representation of the form (6.3) is given 
by 51 = <r and ~2 = t& - 51. One gets 
The generalized controllability indices are ~1 = 3 and ~2 = 1. Observe that 
they are different from the classical controllability indices. A Brunovsky 
state is obtained as 21 = (1, ~2 = ii, 23 = &, ~4 = t& - (1. Introducing 
the new input Zr = i$‘,Up = 32 defines a quasistatic feedback of 2, 
represented by Gr = ‘i?&/t - tTi2 + 2iii/t - fi, ii2 = El. One easily verifies 
Fi = i&,Z2 = (Xi -&2)/t + ‘ET3 + 2Z2. 
From the basis w another Brunovsky state, z, is obtained as .zi = $, 
z2 = (1, zs = ii, 24 = es. Introducing the new input vi = [f’, us = &S 
yields a quasistatic feedback of z with vi = 2z3/t - t& + 2?il/t - &, v2 = 
(23 - z4 f %)/t, andiir=tvs+zq-_zs,@=-vi+2v2+tti2. 
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