Abstract. We introduce a new mollifier and apply the method of Levinson and Conrey to prove that at least 41.28% of the zeros of the Riemann zeta function are on the critical line.
Introduction
Let N(T ) denote the number of zeros of ζ(s), s = σ + it, in the rectangle 0 < σ < 1, 0 < t ≤ T , each zeros is counted with multiplicity, von Mangoldt proved that (see [24] )
S(T ) = 1 π arg ζ( 1 2 + iT ) = O(log T ), as T → ∞.
Let N 0 (T ) be the number of zeros of ζ(
+ it) on 0 < t ≤ T , each zeros is counted with multiplicity, N 0s (T ) be the number of simple zeros of ζ( It was proved for the first time by Hardy [11] in 1914 that ζ(s) has infinitely many zeros on the critical line σ = 1 2 , thus
Hardy's qualitative result was given a quantitative form
for some A > 0 and T large enough, by Hardy and Littlewood [12] in 1921, and later, with an explicit value of A, the same result was obtaned by Siegel [23] In 1942, Selberg [21] proved that there is an effectively computable positive constant In an attempt to semi-optimize the coefficients of the mollifier ψ(s), Levinson [15] It is the first time one proved unconditionally that there are infinitely many simple zeros of ζ(s) in the critical strip.
Lou and Yao [18] choose the mollifier Lou also announced a result of κ ≥ 0.35, but without detailed proof.
In [4] , Conrey use the more general mollifier 9) where y = T 1 2 −ε and P is an analytic function with P (0) = 0 and P (1) = 1. The function f (s) is also generalized to
where Q is a real polynomial with Q(0) = 1 and 
where a 1 is an arbitrary real number. This gives
In 1989, Conrey [6] proved that κ ≥ 0.4088 and κ * ≥ 0.4013.
These significant improvement has been obtained by using a mollifier of length y = T θ with θ = 4 7 − ε. The work of Deshouillers and Iwaniec [7, 8] 
has a positive proportion of zeros near the critical line. That is, although the zeros of ζ(s) on the critical line are 'pushed' to the left of the critical line, there is a positive proportion of zeros which are not 'pushed' far away from the critical line enough. Therefore, if one expect to prove that 100% of the zeros of the Riemann zeta function are on the critical line by using the Levinson Method, they must let R → 0 or construct an essentially different f (s). b) Farmer [9] proposed the 'θ = ∞ conjecture' and proved that this implies 100%
of the zeros of the Riemann zeta function are on the critical line. This shows that the length of the mollifier are key for the Levinson Method. However, we can see in Conrey [6] that it is very difficult to deal with the error terms for longer mollifier.
c) For given f (s) and given length of the mollifier, it is too complicated to optimize exactly the coefficients of the mollifier.
In this paper, we prove the following Theorem 1.
Remark. One can combine our method and that of Bui, Conrey and Young [3] to improve both κ and κ * .
The framework of proof follows that of Levinson and Conrey. The main new element here is the use of a different mollifier:
where y = T θ with θ = − ε, I ≥ 2 is a integer, P 1 is a real polynomial with P 1 (0) = 0 and P 1 (1) = 1, P l (l = 2, · · · I) are real polynomials with P l (0) = 0, p 1 , p 2 , · · · , p I runs over the prime numbers.
Selberg [22] proved that for a 1 = 1, 12) where (m, n) is the greatest common divisor of m and n, φ(n) is Euler's phi function, and the equality are achieved when
where
For fixed n it is not difficult to show that
and it may be expected that L(X, n) is approximately this size for most n. This suggests that a n in (1.13) are approximately µ(n) log y/n log y .
(1.14)
Thus the motivation of Levinson's choice of the coefficients of the mollifier can be understood as to minimize the quadratic form in (1.12), which is simplification of the main term for the mean value integral (see Mongomery [19] ).
On the other hand, the mollifier (1.6)-(1.9) can also be understood as 'continuous' truncation of the Dirichlet series of
. Therefore the mollifier can be seemed as try to mollify ζ(s).
However, while in Selberg's method we need to mollify ζ(s), in Levinson's method we really need to mollify the perturbed function f (s). Our motivation of choice of (1.12) is try to mollify ζ(s) + ζ ′ (s) log T . Consider the Dirichlet series
For j be a square-free positive integer, we have
where f * g denotes the Dirichlet convolution of arithmetic functions f and g. For those j which contains a square divisor, the coefficients a j defined according to (1.15) contribute a lower order term for the mean value integral. Therefore, the mollifier (1.11) can be seemed as simplification of 'continuous' truncation of the Dirichlet series
We mention that the method we used here may also apply to improve other results on zeros relate to the Riemann zeta function, as well as conditional results on prime gaps.
Beginning of the proof and some lemmas
By a standard discussion as in Conrey [6] section 3 (see Levinson [14] and Conrey [4] also), we have by (1.1), Littlewood Lemma and the fact
that Lemma 1. Let T be a large parameter and L = log T , R be a positive real number,
for j ≤ y 1 ,
where I ≥ 2 is a integer, P 1 is a real polynomial with P 1 (0) = 0 and P 1 (1) = 1, P l (l = 2, · · · I) are real polynomials with P l (0) = 0, p 1 , p 2 , · · · , p I runs over the prime numbers. Let
where Q is a real polynomial with Q(0) = 1 and
Then we have
and g(α, β, w) = 1
where (c) denotes the straight line path from c − i∞ to c + i∞. By the method of Balasubramanian, Conrey and Heath-Brown [2] , to estimate the mean value integral in (2.6), it suffice to obtain an evaluation of g(α, β, w)
The following lemma is due to Conrey [6] .
, y 1 , y, a j be as in Lemma .7), and
uniformly in α, β and w.
Lemma 2 reduce the evaluation of g(α, β, w), and therefore the evaluation of the mean value integral in (2.6), to the evaluation of Σ(α, β).
we have
In section 3, we evaluate E α (j). Then we use this to evaluate Σ(α, β) in section 4.
We also need the following lemmas for evaluation of E α (j) and Σ(α, β).
Lemma 3 (see Conrey [4] ). Let P be a real polynomial with P (0) = 0 and
uniformly for j ≤ y, α ≪ 1 log y . Here F (j, w) defined by (2.11),
δ = 1/ log log y, and
where M is a sufficiendly large constant.
Lemma 4 (Mertens Theorem)
.
Lemma 5 (Levinson [14] ).
Lemma 6 (Levinson [16] ). Let N be a positive integer and
for some c > 0. Then
with the O independent of x and N.
Lemma 7. Let m be a positive integer, α be a complex number and f be a
Proof. We prove by induction. The case m = 1 is obvious. We assume the case m − 1 is valid, then by integration by parts we get
The proof is complete.
Lemma 8. For positive integer m 1 , m 2 and square-free j,
where p and q runs over prime numbers,
Proof. The summation due to the case that there are just k prime-square factors
Sum k form 0 to min(m 1 , m 2 ) we get (2.24).
Proof. We prove by induction for k 1 . Let α = 0 and m = k 2 in lemma 7, the case k 1 = 0 follows. We assume the case k 1 −1 is valid, then similar to (2.23), by integration by parts we get
Throughout this section, estimation are uniformly for j ≤ y, α ≪ 1 log y . By (2.12) and (2.4), we have
say.
Let n = h/j, δ = 1/ log log y, and d = 1 M log log y , where M is a sufficiendly large constant, by lemma 3 we have
For l ≥ 2, we only need consider j ≤ y 1 , since Σ l = 0 for j > y 1 . Let n = h/j, we have
, we have by lemma 3
say, where δ 1 = 1/ log log y 1 ,
with M a sufficiendly large constant. Now we evaluate A 1 first. We have by (2.10)
Consider the inner summation, we have
Thus by lemma 4 and Abel summation,
by lemma 5,
Combine (3.5), (3.6), (3.8) and (3.9), we get
say. By lemma 4, we have
(3.10) and (3.11) gives
Therefore by induction for m and lemma 7, we obtain
Similarly,
+O(F 1 (j, 1 − 2δ 1 ) log m−1 y 1 log log y 1 ). (3.14)
Since P l (0) = 0, we have 15) and for m ≥ 2,
Combine (3.13)-(3.16), we have for m = 1,
and for m ≥ 2,
For (p 1 p 2 · · · p m , j) = 1, we have
hence by lemma 4 we obtain
By lemma 4 and Abel summation we have
(3.21) (3.19) and (3.21) yields 
For j ≤ y 1 , we have trivially
Substitute (3.23)-(3.25) and (3.2) with P 1 , y, δ, d replaced by
Let 1 y 1 (j) = 1 for j ≤ y 1 , and 1 y 1 (j) = 0 for j > y 1 , substitute (3.26) and (3.2) into (3.1), we have for j ≤ y,
x 1+α dx , (3.30) and
Evaluation of Σ(α, β)
Throughout this section, estimation are uniformly for α, β ≪ 1 log y By (2.11) and (3.27), we have
3)
6)
Then by
14)
By (4.10)-(4.12) and (4.16), we obtain 17) and similarly
18)
19)
We have the similar estimation for U ), we obtain
The rest of this section is due to evaluation of U 1 . By Lemma 6 with N = 1, Abel summation and (4.16), we have
).
(4.23)
, then,
where 
Substitute (4.30) into (4.29), we get
Thus by induction, lemma 7 and the same variable transformation as in (4.25), we get (4.38) and similarly
with V 0 defined by (4.26),
and 
Similar to the proof of (4.38), we have , I ≥ 2 is a integer, P 1 is a real polynomial with P 1 (0) = 0 and P 1 (1) = 1, P l (l = 2, · · · I) are real polynomials with P l (0) = 0. Let Q be a real polynomial with Q(0) = 1 and Q ′ (x) = Q ′ (1 − x). Then we have 
