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Los modos anulares son el primer patrón de variabilidad de la 
altura geopotencial y la presión en superficie en los extratrópicos, patrón 
que es robusto para un amplio rango de escalas de tiempo. Este patrón 
tiene gran simetría zonal y estructura dipolar en latitud, la cual se asocia 
al intercambio de masa de aire entre latitudes medias y altas y al 
desplazamiento norte-sur del frente polar y de la corriente en chorro 
extratropical. Dado que la posición del frente polar determina en gran 
medida las trayectorias preferentes de las borrascas, y por tanto la 
distribución de la precipitación extratropical, existe un gran interés en 
entender la dinámica implicada en esta variabilidad. 
Este trabajo estudia la dinámica de la variabilidad interna anular 
atmosférica desde la perspectiva del viento zonal en base al concepto del 
índice zonal. Éste se define como la componente principal del primer 
modo de variabilidad del viento medio zonal, el cual consiste en una 
migración latitudinal del chorro alrededor de su posición climatológica. 
Además de tener la misma estructura que las anomalías de viento de los 
modos anulares, las series temporales que describen la variabilidad de 
ambos patrones se encuentran altamente correlacionadas. El uso de una 
métrica basada en el viento zonal ofrece una visión particularmente simple 
de la variabilidad anular porque el viento zonal promediado zonalmente e 
integrado verticalmente es únicamente forzado por el flujo eddy de 
momento y amortiguado por la fricción. Desde esta perspectiva, la 
persistencia de la variabilidad anular viene determinada 
fundamentalmente por las propiedades del flujo eddy de momento. 
Lorenz and Hartmann [2001; 2003] mostraron que aunque el forzamiento 
eddy está dominado por su rápida componente aleatoria, también tiene 
una débil componente de baja frecuencia que depende de las anomalías 
del viento zonal. Este acoplamiento, o realimentación, hace que las 
anomalías del viento zonal decaigan en escalas de tiempo más largas que 
la fricción. 
Se han propuesto diversos mecanismos en la literatura para 
explicar la sensibilidad de las anomalías del flujo eddy de momento a las 
perturbaciones en el estado básico. El objetivo principal de esta tesis es 
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evaluar la viabilidad del mecanismo baroclínico de realimentación 
propuesto por Robinson [2000]. Dicho mecanismo se basa en los cambios 
en la baroclinicidad media zonal que acompañan al desplazamiento del 
chorro, forzados por la circulación residual que inducen los flujos eddy de 
momento. Robinson propuso que al intensificarse la baroclinicidad en la 
región de aceleración anómala aumentan también el flujo eddy de calor y 
la generación de ondas en dicha región. Ello conduce a un reforzamiento 
de la aceleración inicial cuando estas ondas se propagan en capas altas a 
otras latitudes. 
Con objeto de evaluar la consistencia de la variabilidad de la 
baroclinicidad con el mecanismo baroclínico de realimentación, se han 
analizado en profundidad las relaciones existentes entre las anomalías de 
la baroclinicidad y de la componente barotrópica del viento en el 
hemisferio sur usando datos diarios desestacionalizados del reanálisis 
NCEP/DOE AMIP II desde 1979 hasta 2012. Se ha encontrado que el primer 
modo de variabilidad de la baroclinicidad (gradiente térmico latitudinal), 
del viento barotrópico (viento zonal en superficie) y de la cizalladura 
vertical corresponde en todos los casos a un desplazamiento, mientras que 
el segundo modo se asocia a un fortalecimiento/debilitamiento. La 
persistencia del desplazamiento es mayor que la de la pulsación para todas 
las variables, aunque el viento barotrópico es más persistente que la 
baroclinicidad y la cizalladura. Además, las anomalías del viento 
barotrópico y de la baroclinicidad/cizalladura están altamente 
correlacionadas, especialmente en la baja frecuencia. La máxima 
correlación se obtiene cuando las anomalías del viento barotrópico 
preceden a las de la baroclinicidad, aunque el desfase del máximo es 
mucho menor que la escala de tiempo de cada uno de ellos. Esto sugiere 
que ambas series describen básicamente el mismo fenómeno. 
Tras describir las relaciones existentes entre la variabilidad de la 
componente barotrópica del viento y de la baroclinidad se han analizado 
los ciclos de vida característicos de la baroclinicidad y de la cizalladura 
vertical para anomalías de alta y de baja frecuencia. En la alta frecuencia, 
el forzamiento dominante de la baroclinicidad es el debido al flujo eddy 
meridional de calor, de forma que las anomalías básicamente responden 
a las variaciones en dicho forzamiento. En la baja frecuencia se ha 





forzamiento debido al flujo eddy de momento en la alta troposfera y 
fortalecidas por la fricción en la superficie. En respuesta a este forzamiento 
de momento, se genera una circulación media meridional que debilita las 
anomalías de la cizalladura y fuerza anomalías de baroclinicidad, para 
mantener así el balance del viento térmico. Las anomalías de 
baroclinicidad son amortiguadas por el calentamiento diabático, 
principalmente mediante la reorganización de la precipitación, aunque 
también tienen un impacto significativo los flujos de calor sensibles en 
superficie y el enfriamiento radiativo de onda larga. El forzamiento debido 
al flujo eddy de calor varía en fase con la tendencia total de la 
baroclinicidad, pero ello se debe al distinto efecto de los eddies 
planetarios y sinópticos que fuerzan y debilitan, respectivamente, las 
anomalías de baroclinicidad. 
Los resultados obtenidos en esta Memoria de Tesis Doctoral 
confirman que el mecanismo de Robinson [2000] es viable y podría 
explicar en parte la realimentación positiva del índice zonal en el 
hemisferio sur. Aunque se ha extendido el análisis al hemisferio norte, los 








The annular mode is the leading pattern of variability of 
extratropical geopotential height and surface pressure, a pattern that is 
robust for a wide range of timescales. This pattern has great zonal 
symmetry and a dipolar structure in latitude, associated with air mass 
exchange between middle and high latitudes and with meridional 
displacements of the polar front and extratropical jet stream. Since the 
polar front latitude strongly constrains the preferred storm tracks, and 
hence the extratropical precipitation patterns, there is much interest in 
understanding the dynamics of this variability.  
This work studies the dynamics of the internal atmospheric 
annular variability from a zonal wind perspective using the zonal index 
concept. This is defined as the principal component of the leading 
variability pattern of zonal-mean zonal wind, which consists of a latitudinal 
migration of the jet about its climatological position. This pattern agrees 
well with the structure of the zonal wind anomalies associated with the 
annular variability, and the corresponding time series are also highly 
correlated. The use of the zonal wind metric provides a particularly simple 
framework to analyze the annular variability because the zonally- and 
vertically-integrated zonal wind is forced by the eddy momentum flux 
alone and damped by friction. From this perspective, the persistence of 
annular variability is essentially determined by the eddy momentum flux 
properties. Lorenz and Hartmann [2001; 2003] showed that although the 
eddy forcing is dominated by its fast, random component, it also has a 
weak low frequency component that depends on the zonal wind 
anomalies. This coupling, or feedback, makes zonal wind anomalies decay 
in time scales longer than friction. 
Several different mechanisms have been proposed in the 
literature to explain the sensitivity of the eddy momentum flux anomalies 
on the basic state. The main goal of this thesis is to assess the feasibility of 
the baroclinic feedback mechanism proposed by Robinson [2000]. This 
mechanism relies on the baroclinicity changes that accompany the jet 
shifts, which are forced by the residual circulation driven by the eddy 
momentum flux. Robinson argued that as baroclinicity increases over the 
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region with anomalous westerlies, so do the eddy heat flux and wave 
generation over that region. This further strengthens the westerlies as the 
waves propagate to other latitudes at upper levels. 
Aiming to assess consistency of baroclinicity variability with the 
baroclinic feedback mechanism, we have analyzed in depth the observed 
relations between baroclinic and barotropic zonal wind anomalies in the 
southern hemisphere using deseasonalized daily data from NCEP/DOE 
AMIP II reanalysis extending from 1979 to 2012. We found that the leading 
mode of variability for baroclinicity (meridional temperature gradient), 
barotropic wind (surface zonal wind) and vertical shear represents in all 
cases a latitudinal shift, while the second mode corresponds to a 
strengthening/weakening of the climatological pattern. The shift pattern 
is more persistent than the pulsating pattern for all variables, while 
barotrotropic wind anomalies are more persistent than 
baroclinicity/vertical shear anomalies. Additionally, we found that 
barotropic wind anomalies and baroclinicity/shear anomalies are very 
highly correlated, especially at low frequency. The largest correlation is 
found when the barotropic wind anomalies lead the baroclinicity 
anomalies, though the lag of the peak is much shorter than their 
characteristic time scales. This suggests that both time series essentially 
describe the same phenomenon. 
After describing the observed relations between barotropic zonal 
wind variability and baroclinicity variability, we have analyzed the 
characteristic baroclinicity and vertical shear lifecycles for high and low 
frequency anomalies. At high frequency, the dominant baroclinicity 
forcing is the meridional eddy heat flux so that baroclinicity anomalies 
essentially respond to variations in this forcing. At low frequency, we 
found that vertical shear anomalies are forced by upper-troposphere eddy 
momentum flux and strengthened by surface friction. In response to this 
forcing, a mean meridional circulation is driven that weakens the shear 
anomalies and forces baroclinicity anomalies, so that thermal wind 
balance is still satisfied. The baroclinicity anomalies are damped 
diabatically, mainly as a result of large-scale prepicipation changes, though 
surface sensible heat flux and longwave radiative cooling are also 
important. The eddy meridional heat flux forcing is in phase with the full 





and synoptic eddies, the former driving the low frequency variability and 
the latter damping it. 
The results presented in this thesis confirm that the baroclinic 
mechanism proposed by Robinson [2000] is feasible and could partly 
explain the positive feedback on the zonal index for the southern 
hemisphere. Although the analysis has also been extended to the northern 
hemisphere, results are ambiguous for this hemisphere due to the impact 






En las latitudes medias estamos influenciados por el intercambio 
de masas de aire cálido procedente del ecuador y de aire frío procedente 
del polo. Dichas masas de aire están separadas por el llamado frente polar, 
que es la zona con mayor gradiente térmico en superficie y, vinculado a él, 
existe un intenso viento zonal en capas altas llamado corriente en chorro 
extratropical, que influye hasta la superficie. El intercambio de masa entre 
ambas regiones se asocia a anomalías dipolares de la presión en superficie, 
un patrón conocido como Modo Anular [Thompson and Wallace, 1999], y, 
por tanto, al desplazamiento norte-sur del chorro. Este desplazamiento de 
la corriente en chorro va acompañado también del desplazamiento de las 
trayectorias preferentes de las tormentas extratropicales o storm tracks, 
y de una redistribución de la precipitación en los extratrópicos. 
El patrón de desplazamiento del chorro coincide también con la 
estructura del primer modo de variabilidad del viento zonal en los 
extratrópicos. La variabilidad de este modo está además altamente 
correlacionada con el índice de los modos anulares, por lo que ambos 
representan en gran medida el mismo fenómeno. Este modo tiene una 
estructura equivalente barotrópica, aunque también presenta una ligera 
cizalladura vertical, indicando que los desplazamientos del viento 
barotrópico van acompañados de desplazamientos de la baroclinicidad 
media zonal. 
Se ha hecho habitual definir el índice zonal como el primer modo 
de variabilidad del viento zonal, promediado zonalmente e integrado 
verticalmente para todos los niveles de la troposfera. El índice zonal 
permite estudiar la dinámica de los modos anulares desde una perspectiva 
particularmente simple porque la integral vertical del viento medio zonal 
en los extratrópicos es forzada únicamente por el flujo eddy de momento 
(covarianza entre las anomalías del viento zonal y meridional), y 
amortiguada por la fricción. Desde esta perspectiva, por tanto, el 
problema se reduce a entender cómo la estructura y variabilidad de los 
flujos eddy de momento son moduladas por la dinámica interna y/o los 
forzamientos externos, dependiendo de la escala de interés. En esta tesis 




estamos interesados en la variabilidad intraestacional del índice zonal, 
para la cual la dinámica interna juega un papel dominante. 
Las anomalías diarias del índice zonal decaen en escalas 
características de unos 15 días, que son bastante más largas que la escala 
con la que decorrelacionan los flujos eddy de momento (unos dos días). 
Por este motivo, el forzamiento eddy es modelado en ocasiones como un 
ruido blanco al estudiar la dinámica del índice zonal. Ello implicaría que el 
decaimiento del índice zonal debería estar gobernado por la fricción para 
escalas más largas que la duración de los ciclos de vida eddy. Sin embargo, 
el índice zonal es más persistente que la fricción, lo cual implica que el flujo 
eddy de momento no es totalmente aleatorio sino que refuerza las 
anomalías del viento zonal (realimentación positiva) en escalas más largas 
que la sinóptica. Esto fue demostrado por Lorenz and Hartmann [2001; 
2003], quienes mostraron que aunque el forzamiento eddy está dominado 
por su rápida componente aleatoria, también tiene una débil componente 
de baja frecuencia que depende de la variabilidad del índice zonal. 
Entender qué determina la realimentación positiva del índice 
zonal tiene importantes implicaciones para la predictibilidad de este 
fenómeno. Ello tiene un enorme interés práctico debido al impacto de los 
modos anulares en las storm tracks y en la precipitación extratropical de 
gran escala. Un posible ejemplo de estos impactos es el fenómeno de 
clustering, o agrupamiento de tormentas consecutivas siguiendo una 
trayectoria común [Pinto et al., 2013], un fenómeno que podría estar 
mediado por el impacto sobre el estado básico de los flujos inducidos por 
los propios ciclones.  
Se han propuesto dos posibles mecanismos para explicar la 
realimentación positiva del índice zonal: un mecanismo barotrópico y otro 
baroclínico. El mecanismo barotrópico atribuye la sensibilidad del flujo 
eddy de momento cuando el estado medio cambia a la propagación 
anómala de ondas en los niveles altos de la troposfera como consecuencia 
de los cambios en el índice de refracción. El mecanismo baroclínico se basa 
en los cambios producidos en la fuente de ondas que acompañan a las 
anomalías del chorro, la cual determina la región donde se produce la 





Numerosos estudios han intentado dilucidar cuál de los dos 
mecanismos es más relevante, sin que exista aún consenso en la literatura. 
Por otra parte, se sabe que los modelos atmosféricos y climáticos tienen 
modos anulares excesivamente persistentes [Gerber et al., 2008b], y que 
este sesgo está ligado a sesgos en la posición climatológica del chorro 
[Kidston and Gerber, 2010]. Ello sugiere que el mecanismo barotrópico 
podría explicar los sesgos en la persistencia del modo anular, pues el índice 
de refracción en la esfera es muy sensible a la posición del chorro. Sin 
embargo, éste no es el único factor pues Simpson et al. [2013] han 
mostrado que los modelos siguen siendo excesivamente persistentes aún 
cuando se corrige el sesgo en la posición del chorro. Los modos anulares 
son especialmente persistentes en los modelos atmosféricos idealizados 
[Gerber et al., 2008a], lo cual podría deberse a sesgos con dinámica 
barotrópica o baroclínica. 
Motivado por el problema de la persistencia del índice zonal, el 
presente trabajo de investigación analiza la variabilidad intraestacional de 
la baroclinicidad y su relación con la variabilidad del chorro, con los 
siguientes objetivos:  
o Evaluar la viabilidad del mecanismo baroclínico para la 
realimentación del índice zonal. 
o Entender la relación entre la variabilidad de los eddies y 
de la corriente en chorro. 
El resto de la Memoria de Tesis Doctoral está estructurada de la 
siguiente manera: en el capítulo II se hace una revisión actualizada del 
estado actual del conocimiento, exponiendo el marco científico en el que 
se encuadra la presente investigación. En el Capítulo III se detallan los 
objetivos específicos perseguidos. Los datos y la metodología empleados 
se describen en los Capítulos IV y V , respectivamente. Los resultados se 
recogen entre los Capítulos VI, VII y VIII. Finalmente las conclusiones de 
este trabajo de investigación se resumen en el Capítulo IX. 
 
II. Estado actual del conocimiento 
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 Estado actual del conocimiento. 
En este capítulo se presenta una revisión actualizada de la 
temática en la que se encuadra la presente Memoria de Tesis Doctoral. 
Primero se dará una visión sobre la circulación atmosférica general, 
después se describirá su variabilidad y se introducirá el fenómeno del 
índice zonal, y finalmente se presentarán en la última sección las 
principales hipótesis o mecanismos propuestos para la realimentación 
positiva que confiere persistencia al índice zonal. 
1. Circulación general atmosférica. 
Estructura multicelular. 
La radiación solar no calienta de forma uniforme la superficie 
terrestre y, por lo tanto, existe una distribución de calor entre el ecuador 
y el polo. En un escenario de equilibrio radiativo, la temperatura diferiría 
cuantitativamente de la observada en la superficie terrestre. Ello implica 
que existe un transporte de calor desde el ecuador hacia los polos por el 
sistema atmósfera-océano. A este movimiento a gran escala se le 
denomina circulación general. El forzamiento radiativo es el que mantiene 
este gradiente latitudinal de temperatura mientras que la circulación lo 
reduce. 
El mecanismo más eficiente para reducir el gradiente térmico es 
una circulación meridiana de gran escala (celda de Hadley), con 
ascenso/enfriamiento en los trópicos y descenso/calentamiento en 
latitudes altas. Sin embargo, en la atmósfera terrestre la celda de Hadley 
tiene una extensión limitada debido a la inestabilidad baroclínica del 
chorro subtropical, el cual es forzado por la fuerza de Coriolis (o la 
conservación del momento angular) cuando el aire se mueve hacia el polo 
en capas altas. De esta forma, la circulación meridiana se invierte en los 
extratrópicos (celda de Ferrel), en los que el transporte de calor hacia el 
polo es debido a los eddies en vez de a la circulación media. La estructura 
multicelular de la circulación meridiana es una consecuencia de los 
procesos de transporte de momento, como puede inferirse del patrón de 
vientos alternos del este y del oeste en superficie (Fig. II.1). 





Fig. II.1. Esquema del viento zonal en superficie y la distribución de 
presión correspondiente. 
Las características básicas del viento zonal son muy conocidas. En 
la superficie, los vientos se dirigen hacia el oeste en latitudes bajas, hacia 
el este en latitudes medias y son débiles y dirigidos hacia el oeste cerca de 
los polos. La presión en superficie está aproximadamente en balance 
geostrófico con estos vientos zonales, con altas presiones en los 
subtrópicos y bajas en las zonas subpolares (Fig. II.1). 
En el balance de fuerzas zonal el forzamiento por el gradiente de 
presión promedia a cero al integrar a lo largo de un paralelo. Así, el balance 
de fuerzas dominante cerca de la superficie (donde el transporte advectivo 
es débil) es entre la fuerza de Coriolis, resultante de los movimientos 
norte-sur, y la fuerza de fricción, que retarda al viento zonal. En capas altas 
la fuerza de fricción es poco importante, y el balance dominante es entre 
la fuerza de Coriolis y la advección horizontal de momento. En una integral 
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vertical la fuerza de Coriolis desaparece (el flujo meridiano integra a cero 
por continuidad), de forma que el balance neto es entre el término 
advectivo y la fuerza de fricción. 
En las latitudes medias, en las que se centra esta tesis, el término 
advectivo dominante es la convergencia del flujo eddy horizontal de 
momento, que produce una aceleración neta hacia el este en capas altas. 
Esta aceleración es equilibrada por la fuerza de Coriolis, lo cual requiere 
de un flujo meridiano hacia el ecuador en capas altas (que produce una 
fuerza de Coriolis hacia el oeste). En capas bajas, el flujo meridiano tiene 
sentido opuesto (hacia el polo) por continuidad, y la fuerza de Coriolis se 
dirige hacia el este, forzando vientos del oeste en superficie, cuya 
intensidad es controlada por la fricción. La circulación meridiana así 
descrita es indirecta y se denomina celda de Ferrel. El mismo balance de 
fuerzas explica que la circulación meridiana sea directa en las regiones 
donde se produce una deceleración neta de la columna y los vientos en 
superficie se dirigen al oeste (celdas de Hadley y Polar). Esta estructura 
multicelular se describe en la Fig. II.2. 
Independientemente del sentido del viento en superficie, la 
componente oeste del viento siempre aumenta con la altura, consistente 
con la ecuación del viento térmico y el gradiente de temperatura ecuador-
polo. La condición de aproximado equilibrio geostrófico implica que puede 
determinarse el campo de vientos zonales a partir de la estructura del 
viento en superficie y del gradiente de temperatura. En la siguiente 
sección se describe en más detalle la estructura del viento zonal, que 
constituye el principal objeto de estudio en esta tesis. 





Fig. II.2. Esquema de la circulación atmosférica general [Lutgens 
and Tarbuck, 2001]. 
Corriente en chorro. 
Las corrientes en chorro o “jet streams” son regiones de intensos 
vientos en altura que circulan alrededor del planeta hacia el este, cuyo 
origen se debe al contraste térmico entre las masas de aire. La corriente 
en chorro también está presente en la circulación atmosférica de otros 
planetas [Williams, 1978], y puede ser generada en simulaciones de 
turbulencia geofísica [Panetta, 1993]. 
Existen dos tipos básicos de corrientes en chorro zonales: el jet 
subtropical y el jet extratropical o de latitudes medias (Fig. II.3; Lee and 
Kim [2003]), aunque dependiendo del hemisferio, cuenca y estación 
ambos chorros no siempre están bien diferenciados. 







Fig. II.3. (a) Esquema de la corriente en chorro subtropical y (b) 
extratropical y su relación con la estructura multicelular [Lutgens 
and Tarbuck, 2001]. 




La separación entre ambos chorros es más clara en el hemisferio 
sur debido a la estructura más zonal de su circulación. En la climatología 
del viento zonal promediado zonalmente para este hemisferio (Fig. II.4) 
podemos observar dos zonas de intensos vientos. El chorro subtropical 
está localizado a 30°S y 200hPa mientras que el chorro extratropical está 
situado a una latitud 50°S y tiene una estructura bastante más profunda. 
Las diferencias en el viento en superficie entre ambos jets sugieren que 
obedecen diferentes dinámicas. 
 
Fig. II.4. Climatología del viento zonal promediado zonalmente 
(m/s) para el hemisferio sur. 
El chorro subtropical está localizado en la alta troposfera al borde 
de la celda de Hadley, por lo que es frecuentemente usado para delimitar 
las regiones tropical y extratropical. El aire que asciende en la región de 
convergencia intertropical se mueve hacia los polos en capas altas, y al 
hacerlo es acelerado en dirección zonal por la fuerza de Coriolis. En 
ausencia de eddies, este flujo de aire conservaría su momento angular y 
produciría un chorro mucho más intenso que el observado. Si ello no 
ocurre es debido a la propagación de ondas en capas altas desde los 
extratrópicos hacia los subtrópicos, donde rompen y deceleran al chorro. 
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Aunque este forzamiento eddy implica que el flujo de aire en capas altas 
está lejos de conservar el momento angular, el máximo viento zonal sigue 
observándose al borde de la celda de Hadley. Dado que en esta región se 
produce la transición entre aceleración y deceleración eddy (o entre 
vientos del oeste y del este en superficie), el chorro subtropical se 
caracteriza por tener vientos débiles en superficie y valores altos de 
cizalladura, o un máximo muy localizado en capas altas. 
Mucha de la variabilidad de la corriente en chorro subtropical está 
determinada por ciclos estacionales de calor en los trópicos, que tienen un 
impacto directo en la latitud de la región de convergencia intertropical y 
en la intensidad de la celda de Hadley. Al localizarse el ascenso en el 
hemisferio de verano, la circulación de Hadley es mucho más extensa e 
intensa en el hemisferio de invierno que en el de verano, y el chorro 
subtropical es asimismo mucho más fuerte. 
La corriente en chorro extratropical está localizado en latitudes 
medias y es forzado por la convergencia del flujo eddy meridional de 
momento producido por los eddies baroclínicos, fundamentalmente 
durante la etapa de decaimiento en sus ciclos de vida [Simmons and 
Hoskins, 1978]. Incluso cuando los eddies baroclínicos no son modales y la 
evolución dinámica es turbulenta, el jet se localiza en la región donde los 
eddies son generados, siempre que los eddies se propaguen 
meridionalmente antes de disiparse. La propagación meridional de los 
eddies se asocia a un flujo de momento en dirección contraria a la de 
propagación [Edmon et al., 1980] y a una interacción entre los eddies y el 
flujo básico que produce aceleración (deceleración) del flujo básico en la 
región en la que los eddies son generados (disipados). 
Como se comentó anteriormente, la disipación ocurre mediante 
ruptura de ondas en los subtrópicos [Randel and Held, 1991] y decelera el 
chorro subtropical. La aceleración se produce en la llamada región 
baroclínica, en la cual la baroclinicidad en capas bajas y la generación eddy 
(flujo eddy de calor) son máximas. En esta región se produce también el 
máximo viento en superficie pues, como se dijo, el balance de fuerzas neto 
de la columna atmosférica refleja un equilibrio entre la convergencia eddy 
de momento y la fricción. Debido a ello, el chorro extratropical es 
frecuentemente descrito como un chorro barotrópico aunque también 




tenga una fuerte componente baroclínica. La asociación entre la corriente 
en chorro extratropical y la región de máxima generación eddy implica que 
este jet esté localizado en la región de máxima baroclinicidad y marque las 
storm tracks. El chorro extratropical y la trayectoria de las tormentas están 
íntimamente relacionadas incluso en estaciones y regiones donde el 
chorro se debilita [Nakamura and Shimpo, 2004]. Entender la relación 
entre la variabilidad de los eddies y del chorro constituye el objetivo 
fundamental de esta tesis. 
2. Variabilidad de la circulación general. 
El estudio de la variabilidad de la circulación atmosférica media 
zonal se remonta a la primera mitad del siglo XX [Rossby, 1939; Namias, 
1950]. En estos trabajos se introdujo el concepto de “índice zonal”, con un 
significado ligeramente distinto del actual, para describir estados 
atmosféricos con un chorro extratropical anormalmente débil o intenso. 
El interés en la variabilidad de la circulación media zonal decayó 
considerablemente a raíz de la disponibilidad de datos satelitales con gran 
cobertura espacial, los cuales pusieron de manifiesto la compleja 
estructura no zonal de la variabilidad atmosférica (patrones de 
teleconexión). Sin embargo, el estudio de la variabilidad de la circulación 
media zonal ha tomado un nuevo impulso en las últimas décadas con el 
descubrimiento de los modos anulares. 
Patrones regionales de teleconexión. 
Al analizar la variabilidad atmosférica frecuentemente se 
encuentra una correlación significativa, positiva o negativa, entre las 
anomalías de presión a nivel del mar o altura geopotencial en distintas 
regiones del globo. Las estructuras espaciales definidas por el mapa de 
correlación se denominan patrones de teleconexión [Wallace and Gutzler, 
1981]. Generalmente tienen escala regional y proyectan con mayor 
intensidad en la variabilidad del clima sobre sectores específicos del 
hemisferio, mostrando una importante componente no zonal. 
La Oscilación del Atlántico Norte (NAO1) es uno de los patrones 
regionales de teleconexión más conocidos, presente en todas las 
                                                          
1 Acrónimo del término inglés: North Atlantic Oscillation. 
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estaciones [Barnston and Livezey, 1987] y con una gran influencia en el 
sector del Atlántico norte. Inicialmente fue definida como el dipolo en las 
anomalías de presión entre un centro localizado en Groenlandia y otro en 
las Azores (entre 35°N y 40°N) [Walker, 1925]. Actualmente el índice de la 
NAO (Fig. II.5) se define como el principal modo de la Función Ortogonal 
Empírica (EOF2) de la presión a nivel del mar de la zona del Atlántico norte, 
teniendo dos posibles estados: una fase positiva y una fase negativa. 
Como indica la estructura del mapa de presión a nivel del mar, este 
patrón se caracteriza por una redistribución de masa entre el Atlántico 
subpolar y subtropical o, de forma equivalente, con un desplazamiento 
norte-sur del chorro extratropical en este sector. Asociado a esta 
variabilidad del chorro se produce una intensificación y migración hacia el 
norte (en la fase positiva) de las storm tracks, con impactos en Europa y el 
este de América del Norte [Hurrell, 1995]. 
  
                                                          
2 Acrónimo del término inglés: Empirical Orthogonal Function. 







Fig. II.5. Patrón de la NAO y su evolución anual mostrando fases 
positiva y negativa [Hurrell, 1995] e impactos en la circulación de 
Europa y este de América del Norte 
[http://www.ldeo.columbia.edu/]. 
Aunque la NAO ha sido tradicionalmente entendida como un 
modo de variabilidad de baja frecuencia, la NAO tiene un espectro rojo y 
varía en un amplio rango de escalas de tiempo. Estudios recientes han 
abordado la variabilidad de la NAO en escalas intraestacionales y han 
mostrado que los procesos de rotura de ondas pueden producir una 
variabilidad rápida de la NAO [Feldstein, 2003; Rivière and Orlanski, 2007]. 
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Esta tesis se concentra en la variabilidad interna del viento zonal, en la cual 
estas escalas de tiempo son más relevantes, a diferencia de escalas más 
largas para las que la influencia del océano y/o la estratosfera pudieran ser 
más importantes. 
Modos anulares. 
Estudios más recientes han mostrado que las variaciones en la 
circulación troposférica están dominadas por una estructura profunda que 
es aproximadamente zonal o anular [Thompson and Wallace, 1998; 
Baldwin and Dunkerton, 1999]. A este modo de variabilidad extratropical 
a escala hemisférica, dominante en todas las escalas de tiempo, se le 
conoce con el nombre de modo anular (AM3). Éste se define como el 
primer EOF de la altura geopotencial en la baja troposfera en los 
extratrópicos de cada hemisferio [Limpasuvan and Hartmann, 1999; 
Thompson and Wallace, 1999]. En la Fig. II.6 se muestra el modo anular 
tanto para el hemisferio norte (NAM4) como para el sur (SAM5). A pesar 
del contraste en la orografía y en la distribución tierra-mar entre los 
hemisferios, existen muchas semejanzas entre ambos modos anulares, 
aún cuando el modo del hemisferio sur es más zonal [Kidson, 1988; 
Hartmann and Lo, 1998]. Por este motivo, los modos anulares son 
frecuentemente considerados como estructuras con simetría zonal. La 
varianza explicada por el modo anular es del 27% para el hemisferio norte 
y del 36% para el hemisferio sur (en ambos casos, el modo anular está bien 
separado del resto de modos de acuerdo con el criterio de North et al. 
[1982]). 
                                                          
3 Acrónimo del término inglés: Annular Mode. 
4 Acrónimo del término inglés: North Annular Mode. 
5 Acrónimo del término inglés: South Annular Mode. 








Fig. II.6. Primer EOF de la altura geopotencial a 1000 hPa mostrado 
como regresión en el mapa de anomalías del índice tanto para (a) 
el HN y (b) el HS [Limpasuvan and Hartmann, 1999]. 
Además de ser zonalmente simétricos, los modos anulares tienen 
una estructura vertical equivalente barotrópica que se extiende hasta la 
estratosfera. En latitud, su estructura dipolar en la presión a nivel del mar 
se asocia al intercambio de masa entre latitudes medias y altas, y por tanto 
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al desplazamiento norte-sur del chorro extratropical, que marca la 
frontera entre ambas regiones. Este desplazamiento del chorro va 
asimismo acompañado del desplazamiento de las storm tracks, y de la 
redistribución de la precipitación extratropical. Esta estructura es muy 
similar a la descrita anteriormente para el patrón de teleconexión de la 
NAO, que se considera en ocasiones como una manifestación regional de 
los AM [Wallace, 2000]. 
Modos anulares baroclínicos. 
Más recientemente se ha encontrado otro tipo de variabilidad 
anular, que Thompson and Woodworth [2013] y Thompson and Li [2014] 
denominan “modo anular baroclínico”. Esta estructura aparece al analizar 
la variabilidad de la energía cinética eddy o el flujo eddy meridiano de 
calor. Aunque este modo de variabilidad también tiene gran simetría zonal 
y estructura vertical profunda, su estructura latitudinal es monopolar en 
vez de dipolar, representando (en su fase positiva) una intensificación del 
ciclo energético, en vez de un desplazamiento latitudinal. 
Los modos anulares barotrópicos (o “modos anulares” a secas) 
dominan la varianza de la energía cinética medía zonal (o viento zonal) y 
el flujo eddy de momento, pero proyectan débilmente en el flujo eddy de 
calor. Los modos anulares baroclínicos dominan la varianza de la energía 
cinética eddy y flujo eddy de calor, pero proyectan débilmente en el flujo 
eddy de momento. Ambos modos tienen roles diferentes en la variabilidad 
climática y en los ciclos energéticos, proyectan de forma distinta en el 
clima. 
3. Variabilidad del índice zonal y persistencia. 
Como se comentó anteriormente, la variabilidad de los modos 
anulares (y de la NAO, de forma más regional) se caracteriza por un 
desplazamiento norte-sur de la corriente en chorro extratropical. Esto 
puede racionalizarse en base a la asociación entre el chorro y la región de 
máximo gradiente térmico en superficie, el tradicionalmente llamado 
“frente polar”, que separa las masas de aire de latitudes medias y polares. 
Las anomalías dipolares en la presión en superficie características de los 
modos anulares se asocian a un intercambio de masa entre latitudes 




medias y altas, y por tanto a un desplazamiento meridional de la frontera 
que los separa. 
El patrón de los modos anulares coincide también con la 
estructura del primer modo de variabilidad del viento zonal en los 
extratrópicos. Esto se aprecia claramente en el hemisferio sur, que tiene 
un chorro extratropical más zonal y más separado del chorro subtropical 
(Fig. II.4) que el hemisferio norte. El primer EOF del viento zonal 
promediado zonalmente (36% de varianza explicada) en el hemisferio sur 
es un dipolo con máximos en 40° y 60°, que representa fluctuaciones 
norte-sur del chorro en torno a su posición media temporal de 50°S 
(Fig. II.7). La serie de componentes principales (PC6) de este modo de 
variabilidad es conocida como el índice zonal y se encuentra muy 
altamente correlacionada con el índice del modo anular (SAM), definido a 
partir de las anomalías de geopotencial o presión en superficie. Por este 
motivo, es frecuente considerar ambos modos de variabilidad como el 
mismo fenómeno. 
Este modo de variabilidad tiene una estructura vertical profunda, 
que se extiende hasta la estratosfera, y equivalente barotrópica. Sin 
embargo, el modo no es estrictamente barotrópico, y presenta una clara 
cizalladura vertical (Fig. II.7). Ello implica que los desplazamientos del 
viento barotrópico descritos por este modo van también acompañados de 
desplazamientos de la baroclinicidad media zonal. Como veremos, esta 
característica podría jugar un papel importante en la persistencia del 
índice zonal. Uno de los principales objetivos de esta tesis es entender la 
dinámica de la covariabilidad del viento barotrópico y la baroclinicidad. 
                                                          
6 Acrónimo del término inglés: Principal component. 




Fig. II.7. Primer EOF del viento zonal promediado zonalmente (m/s; 
Figura adaptada de Lorenz and Hartmann [2001]). 
Aunque el modo tiene estructura vertical, su variabilidad es 
capturada por la variabilidad de la componente barotrópica del viento. El 
primer modo de variabilidad del viento zonal promediado zonalmente e 
integrado verticalmente (varianza explicada del 43%) tiene la misma 
estructura dipolar (no mostrado), y se encuentra correlacionado al 0,998 
con el índice zonal Lorenz and Hartmann [2001]. Esto permite una 
descripción particularmente sencilla de la dinámica de la variabilidad 
anular porque el viento zonal barotrópico es forzado únicamente por el 
flujo eddy de momento (al integrar verticalmente el forzamiento de 
Coriolis se anula por continuidad) y amortiguado por la fricción, como 








− 𝐹 II.1.   
donde 〈𝑢〉 es la integral vertical, [𝑢] es la media zonal, 𝑢′ son las anomalías 
zonales (𝑢′ = 𝑢 − [𝑢]), 𝜙 es la latitud, 𝑎 el radio de la tierra y 𝐹 representa 
los forzamientos externos, fundamentalmente la fricción. 




Persistencia del índice zonal. 
La Fig. II.8 muestra la función de autocorrelación del índice zonal 
y de la convergencia eddy de momento, proyectados en el patrón 
correspondiente al desplazamiento, en el hemisferio sur. Como podemos 
observar, el forzamiento eddy decorrelaciona mucho más rápidamente 
que el índice zonal, por lo que en primera instancia podría considerarse 
como un proceso aleatorio. Si modelamos este forzamiento como un ruido 
blanco, cabría esperar a partir de la ecuación II.1 que el decaimiento de las 
anomalías del índice zonal estuviera gobernado por la fricción en escalas 
de tiempo más largas que la duración de los ciclos de vida sinópticos (en 
torno a 9 días). Sin embargo, el índice zonal muestra mayor persistencia 
que la que sugeriría este modelo (Fig. II.8) y decae en escalas temporales 
del orden de 15 días. 
  







Fig. II.8. Autocorrelación del (a) índice zonal y (b) del forzamiento 
eddy de momento en el hemisferio sur [Lorenz and Hartmann, 
2001]. 
La relación entre la variabilidad del índice zonal y de su 
forzamiento eddy ha sido analizada en detalle por Lorenz and Hartmann 
[2001] para el hemisferio sur y por Lorenz and Hartmann [2003] para el 
hemisferio norte. Estos autores notan que aunque el forzamiento eddy de 
momento está dominado por su rápida componente aleatoria, este 
término también muestra una débil variabilidad de baja frecuencia. A 




pesar de que esta componente de baja frecuencia produce una 
contribución prácticamente despreciable a la variabilidad del flujo eddy de 
momento (como sugiere la rápida decorrelación de este término en la 
Fig. II.8), este forzamiento tiene un efecto importante en la variabilidad 
del índice zonal. Esto ocurre porque las anomalías de baja frecuencia del 
forzamiento eddy de momento no son totalmente aleatorias, sino que 
están moduladas por las anomalías del flujo básico y tienden en promedio 
a reforzar estas anomalías mediante un mecanismo de realimentación. 
Esto se ilustra en la Fig. II.9, que muestra la correlación cruzada 
entre el índice zonal y el forzamiento eddy de momento en el hemisferio 
sur (donde los resultados son más fáciles de interpretar). Las mayores 
correlaciones positivas se obtienen para desfases negativos (cuando las 
anomalías del flujo eddy de momento preceden a las del viento), como 
cabría esperar de la ecuación II.1. Sin embargo, también se detecta una 
correlación positiva, pequeña pero significativa, cuando las anomalías del 
viento preceden al flujo de momento con un desfase de entre 5 y 15 días. 
En estas escalas de tiempo una parte de las anomalías del flujo eddy de 
momento responden a las anomalías del flujo básico. 
El signo positivo de esta correlación implica además que las 
anomalías del flujo eddy de momento tienden en promedio a reforzar las 
anomalías del viento zonal, lo cual conduce a una mayor persistencia del 






 II.2.   
siendo 𝑧 el índice zonal, 𝑚 el forzamiento eddy de momento y 𝜏 una escala 
de tiempo friccional. Cuando 𝑚 es un ruido blanco, las anomalías de 𝑧 
decorrelacionan en tiempos 𝜏 como se indicó anteriormente. Sin embargo, 
cuando 𝑚 tiene una componente no aleatoria que depende de 𝑧, podemos 
representar este término usando un modelo lineal de realimentación 
[Lorenz and Hartmann, 2001]: 
𝑚 = 𝑎𝑧 + 𝑚′ II.3.   
siendo 𝑎 un coeficiente de realimentación y 𝑚´ la componente aleatoria 
(que es dominante) del forzamiento eddy de momento, la cual varía 
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independientemente de las anomalías de 𝑧. Sustituyendo esta expresión 
en la ecuación II.2 obtenemos: 
𝜕𝑧
𝜕𝑡






 II.4.   
de forma que cuando 𝑚′ es blanco las anomalías del viento zonal decaen 
con la escala de tiempo 𝜏′ = 𝜏/(1 − 𝑎𝜏), más larga que la escala de 
tiempo friccional 𝜏. Además, es importante notar que la realimentación 
positiva no sólo afecta a la persistencia del índice zonal sino también a su 
varianza. Ello podría explicar la gran importancia de los modos anulares en 
la variabilidad interna atmosférica, pues la realimentación positiva implica 
una menor “fricción efectiva” para este tipo de variabilidad. 
 
Fig. II.9. Correlación cruzada entre el índice zonal (z) y el 
forzamiento eddy de momento (m) [Lorenz and Hartmann, 2001]. 
La realimentación positiva/fricción reducida experimentada por 
este patrón dinámico podría también explicar por qué el modo anular es 
un modo preferido de respuesta ante forzamientos de diversa índole. 
Cuando se incluye un forzamiento externo 𝐹𝑒𝑥𝑡 en el miembro derecho de 
la ecuación II.4, la respuesta del sistema en equilibrio viene dada por 




∆𝑧̅ =  𝜏𝐹𝑒𝑥𝑡/(1 − 𝑎𝜏), y es amplificada por la realimentación positiva. 
Esto podría explicar la relación encontrada entre la persistencia de los 
modelos y la amplitud de su respuesta anular para un determinado 
forzamiento [Kindston and Gerber, 2010] y es consistente con el teorema 
de fluctuación-disipación [Leith, 1975; Ring and Plumb, 2008], que 
relaciona la variabilidad interna y la respuesta forzada de un sistema. 
En este contexto, entender lo que determina la realimentación 
positiva tiene grandes implicaciones tanto para la predictibilidad como 
para la sensibilidad climática. Sin embargo, aún no se entiende la dinámica 
implicada en el fenómeno de realimentación positiva: aunque se han 
propuesto varios mecanismos para explicarlo, aún existe controversia 
sobre su relevancia. Algunos estudios han abordado la sensibilidad de la 
persistencia del índice zonal a los parámetros externos utilizando modelos 
idealizados [Son et al., 2008], aunque los resultados deben ser 
interpretados con precaución porque los cambios en la persistencia 
pueden también deberse a cambios en el estado básico [Chen and Plumb, 
2009]. Por otra parte, Gerber et al. [2008b] han mostrado que los modelos 
de circulación general usados en el cuarto informe de evaluación del 
Grupo Intergubernamental de Expertos sobre el Cambio Climático (IPCC 
AR47) son demasiado persistentes comparados con las observaciones en 
ambos hemisferios y estaciones. Esto sugiere que los modelos tienden a 
exagerar la correlación entre las anomalías del viento zonal y del flujo eddy 
de momento, aunque los motivos aún no han sido aclarados [Simpson et 
al., 2013]. Este sesgo se acentúa en los modelos idealizados [Gerber and 
Vallis, 2007]. De acuerdo con el teorema de fluctuación-disipación, los 
sesgos en la persistencia podrían ser también indicativos de una excesiva 
sensibilidad climática. 
4. Mecanismos de realimentación. 
Como se expuso anteriormente, la realimentación positiva que 
confiere persistencia a la variabilidad del índice zonal aún no se entiende 
del todo y el mecanismo dinámico responsable aún no ha sido aclarado. 
En concreto, no existe una teoría simple que permita predecir la escala de 
                                                          
7 Acrónimo del término inglés: Intergovernmental Panel on Climate Change 
Fourth Assessment Report. 
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tiempo característica del índice zonal, o cómo varía dicha escala con los 
parámetros externos. 
En esta sección presentaremos dos mecanismos que han sido 
propuestos en la literatura para explicar el fenómeno de realimentación 
eddy positiva: un mecanismo barotrópico y otro baroclínico. 
Mecanismo barotrópico. 
El mecanismo barotrópico atribuye la sensibilidad del flujo eddy 
de momento cuando el estado medio cambia a la propagación anómala de 
ondas en los niveles altos de la troposfera [Simmons and Hoskins, 1978; 
Hartmann and Zuercher, 1998; Chen and Zurita-Gotor, 2008]. Estos 
cambios en la propagación se producen como consecuencia de cambios 
en el índice de refracción, aunque existen distintas variaciones de este 
mecanismo dependiendo de la característica considerada y/o su origen 
(por ejemplo: desplazamiento de la capa crítica debido a cambios en la 
velocidad de fase y/o en el viento zonal, cambios en la región donde existe 
propagación de onda, etc.). 
Vallis et al. [2004] mostraron que es posible producir en un 
modelo barotrópico un chorro extratropical con variabilidad anular 
cualitativamente realista cuando los eddies son generados mediante un 
simple forzamiento estocástico. Este modelo es usado como prototipo de 
la alta troposfera, excepto que los eddies son generados externamente 
mediante una fuente de ondas en vez de internamente mediante 
inestabilidad baroclínica. Ésta es una importante simplificación respecto al 
modelo baroclínico, que permite modular externamente la localización e 
intensidad de la generación eddy. En este modelo, como en la atmósfera 
real, los eddies fuerzan un chorro en la región de generación si se 
propagan a otras regiones antes de ser disipados. Utilizando este modelo, 
Barnes and Hartmann [2011] han mostrado recientemente que se puede 
producir una realimentación positiva y una persistencia realista del índice 
zonal incluso cuando la fuente de ondas no se desplaza. Ello sugiere que 
los cambios en la fuente de ondas (la generación baroclínica, en el 
contexto real atmosférico) podrían no jugar un papel dominante en la 
determinación de la variabilidad. 




La esfericidad de la Tierra juega un papel fundamental para la 
propagación de ondas en capas altas, explicando por ejemplo por qué se 
produce mayor propagación hacia los subtrópicos que hacia los polos en 
la climatología [Balasubramanian and Garner, 1997]. Esta asimetría 
también afecta a la persistencia de la corriente en chorro, que es mayor 
cuando el chorro se desplaza hacia el ecuador (fase negativa del modo 
anular) que cuando se desplaza hacia los polos (fase positiva). Ello podría 
deberse a la disminución del gradiente de vorticidad planetaria con la 
latitud en la esfera, inhibe la ruptura de ondas en la vertiente polar del 
chorro [Barnes and Hartmann, 2010b]. Cuando esto ocurre se debilita la 
realimentación positiva y disminuye la persistencia del índice zonal, de 
forma que este modo de variabilidad deja de ser dominante frente a una 
pulsación en su intensidad cuando el chorro está suficientemente próximo 
al polo. 
Una fortaleza del mecanismo barotrópico es que es capaz de 
explicar la relación observada en las simulaciones con modelos climáticos 
entre la persistencia de los desplazamientos del chorro y su latitud 
climatológica. Diversos estudios han mostrado que la persistencia del 
índice zonal aumenta cuando el chorro se encuentra desplazado hacia el 
ecuador, lo cual es consistente con la teoría de propagación de ondas y los 
resultados de los modelos idealizados [Barnes et al., 2010]. Esta relación 
entre los sesgos en la persistencia del índice zonal y en la posición del 
chorro parece ser bastante robusta, y se ha observado tanto en distintas 
versiones de un mismo modelo [Arakelian and Codron, 2012] como en 
comparaciones multimodelo [Kindston and Gerber, 2010]. 
Mecanismo baroclínico. 
El mecanismo baroclínico se basa en los cambios en la fuente de 
ondas que acompañan a las anomalías del chorro. Como se comentó 
anteriormente, los eddies baroclínicos tienden a producir aceleración 
hacia el oeste en la región de generación cuando se propagan y rompen 
lejos de las latitudes donde fueron generados. Esto implica que si cambia 
la región de generación eddy también cambiará la región donde se 
produce la convergencia eddy de momento y el forzamiento del chorro 
extratropical. Robinson [2000] ha propuesto un mecanismo mediante el 
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cual los desplazamientos del chorro inducen desplazamientos en la región 
de generación eddy, dando lugar a un ciclo de realimentación. 
Robinson [2000] sugiere que cuando el chorro extratropical es 
desplazado por los flujos eddy de momento anómalos, la circulación 
residual que éstos inducen refuerza la baroclinicidad zonal media en la 
región de aceleración. Si las anomalías de baroclinicidad son 
suficientemente persistentes, esto podría conducir a un aumento en la 
generación de ondas en la misma región porque el flujo eddy de calor en 
superficie adopta típicamente sus valores máximos en las regiones de 
mayor gradiente térmico [Stone, 1978; Kushner and Held, 1998]. 
Finalmente, la generación anómala de ondas conduce a un reforzamiento 
de la anomalía inicial cuando los eddies se propagan meridionalmente en 
capas altas, impartiendo una nueva aceleración sobre la región de 
generación. 
El ingrediente principal del mecanismo de Robinson [2000] es el 
forzamiento de la baroclinicidad por los flujos eddy de momento 
anómalos. Esto se ilustra en la Fig. II.10, que analiza esquemáticamente la 
dinámica de la baroclinicidad y sus principales forzamientos. Como se 
discutió anteriormente y se indica en la Fig. II.10a, la máxima generación 
de ondas en la superficie se produce en la región de mayor gradiente 
térmico o pendiente isentrópica. Esta actividad de ondas se propaga 
verticalmente, lo cual se asocia con flujo eddy de calor hacia el polo. Si la 
actividad de ondas se disipa en la alta troposfera en aproximadamente el 
mismo rango de latitudes en el que fue generada (Fig. II.10b), esta 
disipación fuerza una circulación residual directa que reduce la pendiente 
isentrópica, lo cual repercute en una reducción en la generación de ondas. 
De esta forma, la circulación residual produce una realimentación negativa 
que atenúa la baroclinicidad. 
Sin embargo, la disipación de la actividad de ondas no se limita a 
la región de generación, sino que se produce también una propagación 
meridional en capas altas hacia los subtrópicos, donde las ondas rompen 
y son disipadas. Esta propagación está asociada con el flujo eddy de 
momento, que converge en la región de la fuente, coincidente con las 
storm tracks extratropicales (Fig. II.10c; ver por ejemplo [Lau et al., 1978; 
Lim and Wallace, 1991]). El flujo eddy de momento induce en este caso 




una circulación residual indirecta, que refuerza la pendiente isentrópica en 
la región de la fuente. De esta forma, la circulación residual forzada por la 
convergencia eddy de momento actúa como una realimentación positiva 
sobre la baroclinicidad y la generación de ondas. El ciclo de realimentación 
de Robinson se cierra cuando la generación de ondas anómala en esta 
región conduce a su vez a mayor propagación meridional y a una 
intensificación del flujo eddy de momento. 
 
 





Fig. II.10. Mecanismo baroclínico de realimentación positiva. (a) La 
región de mayor pendiente isentrópica está asociada con 
generación de ondas. (b) La ruptura de ondas en capas altas 
fuerza una circulación residual que reduce la pendiente 
isentrópica. (c) La propagación de ondas meridionalmente lejos 
de la latitud de la fuente fuerza una circulación residual indirecta 
que refuerza la pendiente isentrópica. (d) Efecto combinado de la 
propagación de ondas vertical y meridional. Las zonas 
sombreadas indican convergencia del flujo de ondas y las no 
sombreadas divergencia (Figura adaptada de Thompson and 
Birner [2012]). 
En la climatología, la convergencia del flujo de Eliassen-Palm 
asociada a la convergencia vertical del flujo eddy de calor es mayor que la 
divergencia del flujo de ondas asociada a la convergencia meridional del 
flujo eddy de momento [Edmon et al., 1980]. Por consiguiente, el 




forzamiento neto del flujo básico sobre la región de generación es hacia el 
oeste, aunque debilitado por el flujo eddy de momento, que extiende este 
forzamiento a un mayor rango de latitudes (Fig. II.10d). Como resultado, 
la circulación residual en promedio atenúa la pendiente isentrópica, 
aunque no tanto como cuando toda la ruptura de ondas se produce en la 
misma latitud que la fuente. Sin embargo, no existen estudios previos que 
analicen la importancia relativa de los distintos forzamientos de la 
baroclinicidad en otras escalas de tiempo, especialmente en las escalas 
intraestacionales que dominan la variabilidad interna del índice zonal. Este 
es uno de los principales objetivos de la presente tesis doctoral. 
Estudios recientes han obtenido evidencias de que el mecanismo 
propuesto por Robinson es viable. Thompson and Birner [2012] utilizando 
regresiones a distintos desfases a partir de datos diarios muestran que: 
 Las variaciones en la pendiente isentrópica preceden en varios días a 
las variaciones en el flujo eddy de calor por los eddies sinópticos. 
 Las variaciones del flujo de calor debidas a los eddies sinópticos y de 
baja frecuencia preceden en varios días a las variaciones en el flujo 
eddy de momento en el nivel de la tropopausa. 
Más recientemente se ha argumentado que el transporte de calor 
por las ondas planetarias podría jugar también un papel importante 
forzando la baroclinicidad en el mecanismo de realimentación baroclínico 
[Zhang et al., 2012]. 
Estos resultados sugieren que cambios en la pendiente isentrópica 
conducen significativamente a cambios en el flujo eddy sinóptico de 
momento. Además, se mostrará en esta tesis que el flujo eddy de 
momento representa a su vez el principal forzamiento de la pendiente 
isentrópica (o baroclinicidad) en las escalas de tiempo relevantes para el 
índice zonal [Blanco-Fuentes and Zurita-Gotor, 2011]. 
Relevancia de ambos mecanismos. 
Sigue siendo una cuestión abierta cuál de los dos mecanismos es 
más importante. En su análisis de las observaciones del hemisferio sur, 
Lorenz and Hartmann [2001] mostraron usando compuestos que la 
evolución del flujo de Eliassen-Palm (EP) es consistente con el mecanismo 
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baroclínico de realimentación. La relevancia de una fuerte corriente en 
chorro en capas altas como precursora de la ciclogénesis es bien conocida 
en la literatura sinóptica [Uccellini, 1988], y recientes evidencias 
observacionales sugieren que la ruptura de ondas de Rossby en niveles 
altos puede fomentar el desarrollo de tormentas extratropicales mediante 
el fortalecimiento del chorro [Hanley and Caballero, 2012; Gómara et al., 
2014]. 
Sin embargo, como se comentó anteriormente, Barnes et al. 
[2010] y Barnes and Hartmann [2011] han mostrado que modelos 
barotrópicos forzados estocásticamente son capaces de producir una 
realimentación positiva y una persistencia realista del índice zonal incluso 
cuando la fuente de ondas está fija. Uno de los argumentos más 
convincentes de la relevancia del mecanismo barotrópico es que éste es 
capaz de explicar la dependencia latitudinal de la realimentación eddy: los 
sesgos en la persistencia del índice zonal de los modelos parecen estar 
relacionados con los sesgos en la posición climatológica de la corriente en 
chorro [Barnes and Hartmann, 2010b; Kidston and Gerber, 2010; Arakelian 
and Codron, 2012]. Esto podría también explicar la excesiva persistencia 
del índice zonal en los modelos climáticos [Gerber et al., 2008b], que 
producen en general un chorro demasiado desplazado hacia el ecuador. 
En contradicción con lo anterior, Simpson et al. [2013] han mostrado 
recientemente usando el modelo de atmósfera media canadiense 
(CMAM8) que este modelo sigue siendo demasiado persistente incluso 
cuando el sesgo en la latitud del chorro se corrige. Estos autores analizan 
simulaciones en las que se van corrigiendo sistemáticamente los 
principales sesgos conocidos que podrían afectar a la persistencia del 
modo SAM en el verano austral, fundamentalmente la posición del chorro 
y la evolución de la circulación estratosférica (la ruptura del vórtice polar 
en la primavera austral se produce demasiado tarde en el modelo). A pesar 
de que esto mejora los resultados, la variabilidad anular sigue siendo 
demasiado persistente en el modelo. Esto apunta a que otros factores 
podrían también jugar un papel importante en la alta persistencia de la 
variabilidad en los modos anulares de los modelos climáticos. 
                                                          
8 Acrónimo del término inglés: Canadian Middle Atmosphere Model. 




Esta indefinición sobre la relevancia de los diversos mecanismos 
de realimentación propuestos constituye la principal motivación de la 
presente tesis. Nuestro objetivo ha sido analizar a partir de datos 
observacionales la viabilidad del mecanismo baroclínico de 
realimentación, estudiando en detalle las relaciones existentes entre la 
variabilidad interna de la baroclinicidad y de la componente barotrópica 
del viento. Nuestro análisis se ha concentrado en el hemisferio sur, en el 
que las posibles relaciones internas se ven menos contaminadas por otros 
factores asociados a la asimetría longitudinal en las condiciones de 
contorno, aunque también se ha extendido el trabajo al hemisferio norte. 
Finalmente, se han realizado simulaciones largas con un modelo idealizado 
encaminadas a entender los factores que determinan la covariabilidad de 






Como expusimos en la motivación y explicamos en detalle en la 
revisión del estado actual del conocimiento, una de las principales 
incógnitas abiertas sobre el índice zonal es cuál es el mecanismo dinámico 
involucrado en su persistencia. El objetivo general perseguido con este 
trabajo es analizar la viabilidad del mecanismo baroclínico para el 
fenómeno de realimentación. Para ello, este objetivo general se desglosa 
en los siguientes objetivos específicos que configuran el contenido de esta 
Memoria: 
 Relación existente entre la variabilidad de las componentes 
barotrópica y baroclínica del viento zonal. 
Debido a que en el mecanismo propuesto por Robinson [2000] 
intervienen las anomalías del viento barotrópico y de la baroclinicidad, 
resulta pertinente analizar si la covariabilidad de estas anomalías en 
observaciones es consistente con el mecanismo propuesto. 
 Análisis de los ciclos de vida de las anomalías de baroclinicidad. 
Además se estudian los forzamientos que modulan la variabilidad 
de la baroclinicidad en distintas escalas de tiempo, analizando en detalle 
la contribución de cada uno de estos forzamientos a los ciclos de vida 
característicos de las anomalías baroclínicas. 
 Análisis de los ciclos de vida de las anomalías regionales de 
baroclinicidad. 
Se extiende el análisis anterior basado en la media zonal a una 
perspectiva regional, la cual es más relevante para el hemisferio norte 






Para este trabajo de investigación se han utilizado datos 
procedentes del reanálisis considerándolos representaciones fidedignas 
del estado de la atmósfera. 
Las observaciones están distribuidas de forma irregular, tanto en 
el espacio como en el tiempo. Se componen de distintos tipos de variables 
y sistemas de medición como datos de satélites, estaciones de tierra, 
radiosondas, boyas oceánicas, etc. Esto hace que la utilización de estos 
datos sea compleja para el estudio de la variabilidad climática como es 
nuestro caso. 
El objetivo principal del reanálisis es obtener un conjunto de datos 
homogéneos con alta resolución temporal y espacial, utilizando siempre 
el mismo sistema de predicción/análisis de estados atmosféricos y la 
misma asimilación de datos de forma continuada. Básicamente el 
reanálisis en un tiempo dado “t” es el resultado de una predicción a corto 
plazo con un modelo operacional inicializado a partir de un estado previo 
dado en “t-Δt” y modificado mediante la asimilación de las nuevas 
observaciones disponibles en una ventana temporal corta centrada en el 
tiempo “t” [Saha et al., 2010]. 
Con este método se pueden obtener series largas que permiten  
por ejemplo, evaluar si las anomalías actuales son significativas respecto a 
las climatológicas [Kalnay et al., 1996]. Por ello, los datos del reanálisis se 
han establecido como un recurso muy valioso para el estudio de procesos 
atmosféricos y oceánicos, y de su predictibilidad. 
Un problema que pueden tener estos datos es que son vulnerables 
a posibles cambios en el sistema de observaciones, tal como ocurrió con 
la disponibilidad de datos de satélites a partir de 1979 [Simmons et al., 
2006]. Es necesario tener esto en cuenta.  
Los productos de reanálisis más importantes en la actualidad son 
los siguientes: 
 Reanálisis americano del National Center for Environmental 
Prediction (NCEP) con los productos: 




o Reanálisis I del NCEP/NCAR9 
o Reanálisis II del NCEP/DOE10 
o NCEP/NARR11 
o NCEP/CFSR12 
 Reanálisis europeo del European Centre for Medium-Range Weather 
Forecast (ECMWF) con: 
o ERA-40 
o ERA-Interim 
 Reanálisis japonés del Japan Meteorological Agency (JMA) con: 
o JRA-25 (1979-2004) y su continuación con JCDAS13 
En este trabajo se ha utilizado datos del reanálisis americano tanto 
del Reanálisis I NCEP/NCAR como del Reanálisis II NCEP/DOE. Aunque 
recientemente se ha lanzado al público un reanálisis de nueva generación 
de NCEP [Saha et al., 2010] no ha sido utilizado en este trabajo debido a 
que no están aún todas las variables necesarias. 
A continuación se exponen las características básicas de los 
reanálisis utilizados. 
1. Reanálisis I NCEP/NCAR. 
El reanálisis I de NCEP/NCAR (en adelante R1) corresponde a lo 
que se llama reanálisis de primera generación, en el que el modelo de 
asimilación de datos es de tipo variacional 3D-Var y tiene una resolución 
horizontal de T62 en el espacio espectral. Esto es equivalente a una malla 
regular de unos 210Km de espaciado. 
Las principales características son: 
 La malla horizontal global tiene una resolución de 2,5x2,5°. Las 
latitudes van desde 90°N a 90°S y las longitudes de 0° a 357,5°E. 
 Tiene 17 niveles verticales a presión constante de 1000, 925, 850, 
700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20 y 10hPa. 
                                                          
9 Acrónimo del término inglés: The National Center for Atmospheric Research. 
10 Acrónimo del término inglés: Department of Energy. 
11 Acrónimo del término inglés: North American Regional Reanalysis. 
12 Acrónimo del término inglés: Climate Forecast System Reanalysis. 




La base de datos cubre el periodo desde enero de 1948 hasta el 
presente, con una resolución temporal de 6 horas (datos a las 00, 06, 12 y 
18h UTC). 
Se puede encontrar más información detallada de este reanálisis 
en el trabajo de Kalnay et al. [1996], así como en la página web: 
http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html 
2. Reanálisis NCEP/DOE AMIP II14. 
El reanálisis NCEP/DOE AMIP-II (en adelante R2) es una 
actualización de R1 desde 1979 hasta la actualidad. Como está basado en 
el R1, tiene las mismas características anteriormente descritas pero 
soluciona algunos errores encontrados como PAOBS15, cobertura de nieve, 
albedo y nubosidad entre otros. Además actualiza las parametrizaciones 
utilizadas de los distintos procesos físicos. 
El problema que podría afectar en mayor medida a los resultados 
presentados en esta tesis es el llamado PAOBS, que fue causado por un 
error con la localización de algunos datos en las latitudes medias del 
Hemisferio Sur, desplazados 180°, que el sistema de control de calidad de 
R1 no fue capaz de solucionar [Kanamitsu et al., 2002]. El impacto de estos 
errores no es significativo en promedios mensuales [Kistler et al., 2001] 
pero si en algunos análisis diarios. 
Todos los resultados mostrados en este trabajo se basan en datos 
diarios del R2 desde 1979 hasta 2012. Se ha utilizado el R2 para minimizar 
los posibles errores asociados a PAOBS, aunque un análisis anterior con el 
R1 produjo resultados similares a los presentados. Aunque el R2 es 
superior al R1, no se puede considerar realmente como un reanálisis de 
nueva generación ya que no tiene una gran resolución horizontal o 
vertical, y necesita incorporar la asimilación directa de radiaciones, lluvia, 
etc. Aun así, es una base de datos suficiente para este trabajo ya que no 
se requiere una gran precisión espacial. 
                                                          
14 Acrónimo del término inglés: Atmospheric Model Intercomparison Project. 
15 Acrónimo del término inglés: Paid Observations. 




Se puede encontrar información detallada de este reanálisis en el 







En este capítulo se describen los principales métodos utilizados 
para el cálculo de los resultados obtenidos en esta tesis. Empezaremos 
explicando las transformaciones realizadas a los datos. También 
explicaremos la técnica de EOF utilizada para calcular los modos de 
variabilidad más importantes, así como otras herramientas estadísticas y 
filtros. 
1. Descomposición entre media zonal y eddy. 
Como se ha mostrado en el capítulo II, la componente zonal del 
flujo atmosférico domina la circulación media. Sin embargo, los campos 
atmosféricos instantáneos exhiben grandes desviaciones respecto de la 
media zonal, y estas desviaciones juegan un papel muy importante en la 
evolución y mantenimiento de la circulación media. Por este motivo, 
resulta útil descomponer los distintos campos en su media zonal y las 
desviaciones/perturbaciones respecto a dicha media, (componente eddy). 
La media zonal de una variable cualquiera A se representa en esta 
memoria entre corchetes y se define como: 
[𝐴(ϕ, 𝑧, 𝑡)] =
1
2𝜋




donde λ, ϕ, z y t representan respectivamente la longitud, latitud, altura y 
tiempo. El término eddy se representa mediante una tilde: 
A’=A-[A] 
por tanto, [A’]=0, es decir, la media de las perturbaciones es cero por 
definición. En cambio, la media zonal del producto de dos variables eddy, 
o covarianza eddy, no se anula, y juega un papel muy importante en 
nuestro desarrollo. En las secciones correspondientes se mostrarán las 
ecuaciones utilizadas en nuestro estudio y las transformaciones realizadas 
usando esta descomposición. 




2. Tratamiento de datos. 
Desestacionalización de los datos. 
Dado que nuestro objetivo es analizar la variabilidad interna de la 
atmósfera, es necesario eliminar con anterioridad la variabilidad forzada 
de carácter anual y/o estacional. Se han desestacionalizado los datos 
sustrayendo a cada serie temporal su ciclo estacional medio, que está 
compuesto por la media anual más los cuatro primeros harmónicos de la 
transformada de Fourier de la climatología diaria, calculada sobre los 33 
años de datos. Es importante notar que cuando una covarianza eddy 
aparece en un balance determinado (por ejemplo, el flujo eddy de 
momento) se sustrae en general el ciclo estacional medio del producto, y 
no el de cada uno de sus componentes. Independientemente de ello, es 
posible estudiar la contribución de las distintas escalas espaciales y/o 
temporales a las covarianzas eddy, descomponiendo cada término por 
separado antes de calcular el producto como se explica en detalle en su 
sección correspondiente. Cuando el análisis se refiere a estaciones 
concretas, se resta el ciclo estacional medio de la serie completa antes de 
seleccionar los días correspondientes a dicha estación. 
Filtrado de datos. 
Parte de nuestro análisis requiere dividir el campo de anomalías 
en componentes de alta y baja frecuencia, o filtrar las series. El propósito 
general del filtrado de series temporales es extraer la parte de la serie que 
varía en un rango de frecuencias determinado. Esto se consigue 
componiendo la secuencia de datos usando unos pesos o coeficientes del 
filtro, para producir una nueva serie. Cuando el proceso de filtrado 
introduce discontinuidades en la transformada de Fourier la serie filtrada 
exhibe una oscilación no deseada, conocida como fenómeno de Gibbs, que 
es importante minimizar. 
Los filtros utilizados en esta tesis son dos principalmente: Lanczos 
y medias móviles. A continuación se muestran las características 
principales de cada uno de estos filtros y se justifica por qué se ha utilizado 




El filtro Lanczos es un método de Fourier de filtrado digital. Su 
principal característica es el uso de “factores sigma” lo que reduce 
significativamente la amplitud de las oscilaciones de Gibbs [Duchon, 1979]. 
Este es el motivo por el que se utiliza el filtro Lanczos además de por su 
simplicidad de cálculo y por su adecuada respuesta. 
En el espacio de frecuencias f, tras realizar la transformada de 
Fourier, tenemos que la función de densidad de amplitud de salida Y(f) es 
el producto entre la función de entrada X(F) y una función respuesta R(f) 
[Jenkins and Watts, 1968]. 
 Y(f) = R(f) ∙ X(f) V.1.   
donde la función respuesta se puede expresar en función de los pesos ωk 
de la siguiente forma: 












 k = −n, … ,0, … , n 
siendo fc la frecuencia de corte y 2n+1 el número de pesos utilizados. El 
término sin 𝑋 𝑋⁄  es el llamado “factor sigma”, y reduce las oscilaciones de 
Gibbs acercándose más a la función de respuesta ideal (Fig. V.1). 
En los análisis realizados en esta tesis se ha aplicado un filtro de 
Lanczos de 31 pesos a datos diarios. 
Al analizar estaciones concretas, se ha aplicado el filtro de Lanczos 
a la serie completa antes de extraer los días correspondientes a la estación 
deseada. 





Fig. V.1.  La curva (a) es una función repuesta ideal paso-bajo, la 
curva (b) es la respuesta usando 21 pesos y la curva (c) es el 
resultado del filtrado de Lanczos donde se ha multiplicado por el 
“factor sigma”. 
En ocasiones, el uso de filtros puede dar lugar a resultados 
espurios por ejemplo, debido al fenómeno de Gibbs. Para establecer la 
robustez de los resultados obtenidos con datos filtrados usando el filtro 
de Lanczos, se ha utilizado también un filtro de medias móviles. Este filtro 
es muy sencillo y fácil de interpretar, aunque no es tan preciso como el 
anterior. Cada dato filtrado se calcula promediando los “n” valores 
colindantes a este. Dependiendo de la elección de n, podremos observar 
distintos fenómenos teniendo en cuenta que este filtro siempre extrae la 
componente de baja frecuencia. Con un n bajo se retienen fluctuaciones 
de alta frecuencia, mientras que cuanto más alto sea n, se obtiene una 
serie más suavizada. 
Ventana de Hanning. 
La ventana de Hanning, llamada así por el meteorólogo austriaco 
Julius von Hann, es una función discreta dada por: 
𝑤(𝑛) = 0,5 (1 − cos (2𝜋
𝑛
𝑁




donde la longitud de la ventana es L=N+1. 
Se utiliza esta ventana en el procesamiento de datos para reducir 
las discontinuidades en los extremos al calcular la transformada de Fourier 
de una serie no periódica. 
3. Funciones Ortogonales Empíricas. 
En esta sección presentamos una técnica llamada Análisis de 
Componentes Principales o como se denomina frecuentemente en 
geofísica, Función Ortogonal Empírica (EOF). Esta técnica de análisis 
multivariante será muy útil para estimar los patrones dominantes de 
variabilidad de algunas de nuestras series [Pearson, 1901]. 
Básicamente el análisis consiste en un método matricial donde se 
busca la proyección según la cual los datos queden mejor representados 
en términos de mínimos cuadrados. Asumimos que se dispone de las 
medidas de una misma variable en varios puntos espaciales para distintos 
tiempos o, lo que es lo mismo, tenemos para cada tiempo la distribución 
espacial de la variable. También asumiremos que la serie temporal en cada 
punto tiene media nula (o si no, se le sustrae). Este conjunto de datos se 
expresa de forma matricial usando la variable F. 
Primero se calcula la matriz de covarianza R = Ft •  F y después se 
resuelve el problema de valores principales que no es más que la 
diagonalización de la matriz R. 
R • C = C • Ʌ  V.4.   
donde Ʌ es la matriz diagonal que contiene los autovalores λi, los cuales 
dan una medida de la fracción de varianza explicada respecto al total. Esta 
está relacionada con la dimensión del campo ya que cuanto menor sea 
éste, mayor será el porcentaje de varianza en general debido al menor 
número de grados de libertad/modos de variabilidad. 
Cada columna de la matriz C es el autovector ci correspondiente a 
cada λi. Cada uno de estos autovectores son los EOFs que estamos 
buscando. De esta forma, los EOF’s permiten aproximar de forma óptima 
la distribución de probabilidad de la variable usando un espacio de 




dimensión reducida. El primer EOF es el autovector con mayor varianza 
explicada y así sucesivamente. 
La evolución temporal de cada EOF se representa usando los 
coeficientes de expansión, o componentes principales (PC). Éstos son 
simplemente las proyecciones de cada EOF en la matriz de datos original. 
 ai = F • ci  V.5.   
Los EOF’s representados en esta memoria de tesis no están 
normalizados como en un análisis de autovalores convencionales. Con 
objeto de ofrecer una estimación del valor real de las anomalías, y no solo 
su estructura, los modos se obtuvieron proyectando temporalmente la 
variable sobre la serie normalizada de componentes principales. 
También debe tenerse en cuenta que el análisis de componentes 
principales es sólo una herramienta matemática que no asegura que los 
EOFs tengan relevancia física. Aparte de ello, los modos obtenidos sólo son 
significativos si sestán suficientemente separados. Existen muchas reglas 
para estimar la significación de los modos, pero en esta memoria se ha 
utilizado el criterio de North et al. [1982], que da una buena aproximación 
al error típico. 





λi V.6.   
donde n es el número de muestras independientes. Combinando este 




𝑒𝑗 V.7.   
Si el error de muestreo de un autovalor concreto Δλi es 
comparable o mayor que el espacio entre él y el siguiente 𝝀𝒋 − 𝝀𝒊, el error 
en el EOF asociado a dicho autovalor será comparable con el tamaño de 




autovalores están lo suficientemente cerca forman un espacio 
degenerado efectivo y la muestra de autovectores es sólo una mezcla de 
los autovectores reales. 
4. Análisis de series temporales. 
Para estudiar las características y relaciones entre las series 
temporales ve van a utilizar distintas técnicas de análisis como la función 
de autocorrelación, la función de covarianza cruzada o el análisis espectral. 
En este capítulo introduciremos todos los métodos utilizados en esta 
Memoria de Tesis Doctoral. 
Funciones de autocorrelación y autocovarianza. 
Como hemos visto en el estado actual del conocimiento, la 
persistencia del índice zonal es mayor que la de sus forzamientos. Para 
mostrarlo, se compararon las funciones de autocorrelación del índice 
zonal y del flujo eddy de momento. Durante el desarrollo de esta tesis se 
usará este diagnóstico con asiduidad. En este apartado se explica en más 
detalle el cálculo de la autocovarianza y de la autocorrelación. 
La función de autocorrelación puede ser interpretada como un 
indicativo de la persistencia de la predicción de Xt+τ que es predicha un 
tiempo τ más tarde a partir de Xt. En este contexto la autocorrelación es la 
correlación entre la predicción hecha a tiempo t y la verificación realizada 
que se obtiene un tiempo τ después. La proporción de varianza explicada 
por la predicción de la persistencia es ρ2(τ). La función de autocorrelación 
de un proceso con larga memoria decae a cero más lentamente que un 
proceso con corta memoria. 
Dado un proceso estacionario 𝑋𝑡  con media µ, la autocovarianza 
se define como: 
 γ(τ) = ∑(Xt − μ) ∙ (Xt+τ − μ)
∗
t
 V.8.   
y la autocorrelación es la autocovarianza dividida por la desviación 
estándar al cuadrado: 







 V.9.   
Como se puede ver la autocovarianza está expresada en unidades 
del proceso al cuadrado mientras que la autocorrelación es adimensional. 
Algunas de las propiedades de la autocorrelación son: 
 Es simétrica respecto del origen de tiempo 𝝆(𝝉) = 𝝆(−𝝉). 
 Los valores están en el intervalo [-1,1]. 
 Si el proceso estacionario fuese un ruido blanco, la autocorrelación 
sería una delta de Dirac, es decir, no habría relación entre los valores 
que adopta la variable en tiempos distintos, por cerca que estén. 
Al calcular la autocorrelación para una estación determinada se 
tendrán en cuenta también los días anteriores y posteriores a cada 
estación. En este caso la autocorrelación deja de ser simétrica porque la 
serie no es continua. Además, la mejor estimación de la autocorrelación 
se obtiene al sustraer la media de todos los datos y la tendencia lineal 
[Trenberth, 1984] y, por tanto, desestacionalizamos dichas series como 
hemos indicado anteriormente. 
Función de covarianza cruzada. 
También hemos visto en el estado actual del conocimiento como 
utilizando la correlación cruzada entre el índice zonal y el forzamiento del 
flujo eddy de momento se encuentran correlaciones positivas que son 
importantes para la realimentación positiva del índice zonal. En este 
apartado vamos a ver en más detalle el cálculo tanto de la covarianza 
como de la correlación cruzada. 
Dada un par de procesos estocásticos (Xt, Yt) que están 
relacionados, la función de covarianza cruzada γxy se define como: 




 V.10.   
donde µx es la media de Xt y µy es la media de Yt. Cuando Xt = Yt la función 




La función de correlación cruzada ρxy es la función normalizada de 




 V.11.   
donde σx y σy son las desviaciones estándar de los procesos Xt e Yt 
respectivamente. 
Espectros de potencia. 
El espectro de potencia es una característica de las series 
temporales, que cuantifica la intensidad de las distintas frecuencias de las 
que se compone la serie. Este análisis espectral se calcula realizando la 
transformada de Fourier de la serie dada descomponiéndose 
espectralmente como: 
 s(t) = ∫ A(ν)e−2πiνtdν
R
 V.12.   
Lo que se suele representar gráficamente es el módulo de la 
amplitud A(ν) llamándose “espectro de potencia” o densidad espectral de 
potencia (SP16). 
 Pν ∝ |A(ν)|
2 V.13.   
En la práctica, en vez de calcular el espectro aplicando la definición 
anterior a toda la serie temporal, se calculan y promedian los espectros 
independientes para un número n de subdivisiones de dicha serie. Ello se 
hace porque al calcular la transformada de Fourier de toda la serie sólo se 
tiene una realización para cada frecuencia, que normalmente tendrá una 
importante componente aleatoria y la estimación solo tendrá dos grados 
de libertad. Para reducir el ruido o aumentar los grados de libertad es 
conveniente promediar realizaciones independientes del espectro, 
calculadas para distintas subdivisiones de la serie original 
(alternativamente, pueden promediarse los valores espectrales en 
frecuencias próximas). La elección del número de divisiones n refleja un 
                                                          
16 Acrónimo del término inglés: Power Spectral density. 




compromiso entre ruido y resolución, dado que cuando n es grande no es 
posible resolver bien la baja frecuencia (las series son cortas). Para los 
análisis espectrales realizados en esta tesis se han promediado 98 
realizaciones, obtenidas dividiendo la serie completa de 12045 días en 
segmentos de 256 días con un solapamiento de 128 días entre ellos, 
usando una ventana de Hanning para suavizar los extremos. 
Algunas propiedades interesantes del espectro son: 
 El espectro de una serie con valores reales es simétrico 𝑃(−ν) =
𝑃(ν). Por eso solo se muestran las frecuencias positivas. 
 El espectro es continuo y diferenciable en el intervalo [− 1 2⁄ ,
1
2⁄ ] y 
por lo tanto: 
d
dν
P(ν)|ν=0 = 0 V.14.   
 La autocovarianza puede ser reconstruida con el espectro utilizando 
la función inversa de Fourier: 






e2πiντdν V.15.   
El espectro de un proceso de ruido blanco no tiene ninguna 
frecuencia predominante con lo que todo el espectro tiene la misma 
amplitud. 
Análisis espectral cruzado. 
El análisis espectral cruzado entre dos series temporales nos 
muestra la relación (en amplitud y fase) entre ambas series en función de 
la frecuencia. El propósito es encontrar cómo la variabilidad de dichas 
series están interrelacionada en el dominio espectral, es decir, determinar 
las frecuencias (o escalas de tiempo) en la cual la variabilidad está 
relacionada y las características de esa covariación. 





𝑃𝑥𝑦(ν) = 𝑋(ν) ∙ 𝑌
∗(ν) V.16.   
siendo 𝑋(ν) e 𝑌(ν) las transformadas de Fourier de las dos series 
temporales x(t) e y(t) y representando el asterisco un complejo conjugado. 
Con mayor motivo que antes, una única realización del espectro cruzado 
está dominada por el ruido y ofrece poca información. Sólo cuando se 
promedia un número suficiente de realizaciones del espectro cruzado es 
posible observar una relación robusta entre la variabilidad de 𝑋 y de 𝑌 en 
función de la frecuencia. 
Asi mismo, es importante notar que el espectro cruzado es en 
general complejo y hermítico: 𝑃𝑥𝑦(ν) = 𝑃
∗
𝑥𝑦(−ν). La parte real (también 
llamada coespectro) mide la covariabilidad en fase de las variables, y la 
parte imaginaria la covariabilidad fuera de fase (dos series temporales 
pueden covariar fuera de fase, de forma que su correlación se anula para 
desfase cero, pero es grande para otros desfases). Finalmente, puede 
mostrarse que el espectro cruzado es la transformada de Fourier de la 
covarianza cruzada. 
Coherencia espectral cuadrática. 
También se realiza un análisis de la función de coherencia 
espectral cuadrática que es una medida de la consistencia entre dos series 
temporales. Además se utiliza para estimar la causalidad entre la entrada 
y la salida. 






 V.17.   
donde Pxx(ν), Pyy(ν) son las densidades espectrales y Pxy(ν) es el espectro 
cruzado. Del mismo modo que el espectro cruzado proporciona una 
medida de la covarianza entre dos señales en función de la frecuencia, la 
coherencia es una medida de su correlación. Los valores de la coherencia 
siempre están en el intervalo [0,1] y sólo cuando la coherencia es 
suficientemente alta resulta significativo el espectro cruzado y tiene 




sentido examinar la relación de fase. Para determinar la significación del 
espectro cruzado se emplean test estadísticos basados en el valor de la 
coherencia espectral cuadrática [Amos and Koopmans, 1963]. 
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 Relación entre el viento barotrópico y la 
baroclinicidad en el hemisferio Sur. 
En este capítulo estudiaremos la relación existente entre la 
variabilidad intraestacional de las componentes barotrópica y baroclínica 
del viento zonal con objeto de evaluar la consistencia de esta variabilidad 
con el mecanismo de realimentación baroclínica propuesto por Robinson 
[2000]. Dada la motivación teórica de esta tesis, se ha realizado este 
análisis en el hemisferio sur, en el que esta relación debería ser más 
transparente debido a la mayor simetría zonal de las condiciones de 
contorno. La extensión de estos resultados al hemisferio norte se discute 
en el capítulo VIII. 
Hemos visto en el estado actual del conocimiento como otros 
autores (por ejemplo Lorenz and Hartmann [2001; 2003]) han descrito la 
variabilidad barotrópica del chorro usando la integral vertical del viento 
zonal promediado zonalmente desde la superficie hasta 100hPa. 
La baroclinicidad tiene diversas definiciones posibles. La que 
nosotros utilizaremos en la mayoría de nuestros análisis es la derivada 
latitudinal de la temperatura potencial θ, promediada zonalmente. 
Un parámetro relacionado con la baroclinicidad es la cizalladura 
vertical del viento, definida como la derivada en altura del viento zonal 
promediado zonalmente. De acuerdo con la relación de viento térmico 
(Ec.VI.1), ambos parámetros son proporcionales cuando la atmósfera se 








 VI.1.   
donde f es el parámetro de Coriolis, ρ la densidad y a el radio de la Tierra. 
Aunque no se diga explícitamente, en todos los diagnósticos que 
impliquen a la cizalladura en lo sucesivo ésta ha sido escalada con el valor 
local del parámetro de Coriolis, de forma que cizalladura y baroclinicidad 
sean proporcionales cuando se satisface la relación de viento térmico. 




En este capítulo describiremos en primer lugar los principales 
modos de variabilidad de cada una de estas variables en el hemisferio Sur. 
Después analizaremos las características más importantes de estos modos 
y las posibles relaciones que existen entre ellos. 
1. Climatología y modos de variabilidad de la 
baroclinicidad. 
Ya hemos visto en el estado actual del conocimiento que el viento 
zonal promediado zonalmente para el HS tiene como primer modo de 
variabilidad un desplazamiento del chorro extratropical. En esta sección, 
se realizará un análisis similar para la baroclinicidad con objeto de ver si 
existe alguna relación entre la variabilidad de ambos campos. 
Podemos observar que la climatología de la baroclinicidad 
(Fig. VI.1) tiene una estructura vertical más compleja que la del viento 
zonal (Fig. II.4). Aunque por encima de 800hPa el máximo de la 
baroclinicidad está situado en la misma latitud que el máximo del chorro 
extratropical, en niveles más bajos se inclina hacia latitudes menores 
debido probablemente a la influencia de la temperatura de la superficie 
del mar. Además en los niveles altos (200hPa) se observa un cambio de 
signo al nivel de la tropopausa. 
  




Fig. VI.1. Climatología de la baroclinicidad (K/1000km) en los 
extratrópicos del HS, mostrada en un gráfico latitud-presión. 
Si analizamos los dos primeros modos de variabilidad de la 
baroclinicidad en el plano latitud-presión usando datos diarios 
desestacionalizados (Fig. VI.2), podemos observar resultados parecidos a 
los obtenidos para el viento zonal obtenidos por Lorenz and Hartmann 
[2001]. El primer modo de variabilidad de la baroclinicidad tiene una 
profunda estructura dipolar, representando también un desplazamiento 
meridional de la baroclinicidad alrededor de su eje en la troposfera libre 
(máximo en la climatología). Las anomalías cambian de signo en torno a 
300hPa, coincidiendo con el cambio de signo de la baroclinicidad 
climatológica. Según avanzamos hacia las capas más bajas, la amplitud del 
modo disminuye, hasta que en la superficie casi se desvanece. La 
disminución de la amplitud del modo cerca de la superficie probablemente 
refleje el impacto de los flujos sensibles de calor en la capa límite. Estos 
flujos relajan la temperatura de la baja atmósfera hacia la temperatura de 
la superficie del mar [Nakamura et al., 2004] en escalas de tiempo muy 
cortas [Swanson and Pierrehumbert, 1997], constriñendo de esta forma la 
variabilidad de la temperatura en capas bajas. Ello es consistente con la 
estructura de la desviación estándar de la baroclinicidad (Fig. VI.3), que 
muestra variabilidad reducida cerca de la superficie. 




El segundo modo de variabilidad puede interpretarse como una 
pulsación (es decir, un fortalecimiento o debilitamiento, dependiendo de 
la fase) de la baroclinicidad climatológica. Podemos observar de nuevo un 
cambio de signo en 300hPa y amplitudes muy pequeñas en la baja 
troposfera, consistente con la reducida variabilidad del campo de 
temperaturas en la capa límite. La varianza explicada para el primer modo 
es de 19,8% mientras que para el segundo es de 14,0%. Aunque entre los 
dos no explican mucha varianza respecto del total, el resto de modos está 
bastante separado de estos. 
  







Fig. VI.2. (a) Primer y (b) segundo modo de variabilidad de la 
baroclinicidad (K/1000km) del HS en un gráfico latitud-presión. 
 
 





Fig. VI.3. Desviación estándar de la baroclinicidad (K/1000km) en los 
extratrópicos del HS, mostrada en un gráfico latitud-presión. 
2. Modos de variabilidad en un nivel de referencia. 
Para estudiar la relación que existe entre la variabilidad de las 
distintas componentes del viento zonal y poder construir ciclos de vida 
(siguiente capítulo) resulta conveniente escoger un nivel de referencia. De 
acuerdo con la teoría de inestabilidad baroclínica [Charney, 1947] y la 
estructura observada de la generación eddy [Edmon et al., 1980], el nivel 
más relevante de baroclinicidad se encontraría cerca de la superficie. Sin 
embargo, como hemos visto, la variabilidad de la baroclinicidad se ve muy 
debilitada cerca de la superficie, y además podría verse afectada por la 
estacionalidad de la capa de hielo. Por este motivo hemos escogido como 
nivel de referencia el nivel de 600hPa, aunque los resultados son 
cualitativamente similares (no mostrados) en todos los niveles de la 
atmósfera libre. En esta sección calcularemos los primeros modos de 
variabilidad de la componente barotrópica del viento, y de la 
baroclinicidad y de la cizalladura vertical en este nivel de referencia, y 
haremos una comparativa entre ellos. 
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En el estado actual del conocimiento vimos que el primer modo de 
variabilidad de la componente barotrópica del viento, definida como la 
integral vertical del viento zonal promediado zonalmente, era un 
desplazamiento latitudinal. Sin embargo, un problema con esta definición 
del viento barotrópico es que no es independiente de la baroclinicidad (al 
cambiar la cizalladura vertical, también lo hace la integral vertical del 
viento). Por este motivo, para estudiar la covariabilidad de la 
baroclinicidad y de la componente barotrópica del viento y teniendo en 
cuenta la estructura vertical del viento (sin cambio de signo) definiremos 
esta última usando el viento zonal en superficie que, por simplicidad, 
consideraremos en 1000hPa. La Fig. VI.4 muestra la climatología de la 
componente barotrópica del viento así definida. Como podemos observar, 
ésta tiene una estructura muy zonal, con un máximo en torno a la latitud 
de 50° S coincidiendo con el chorro extratropical. 
 
Fig. VI.4. Climatología del viento zonal (m/s) a 1000hPa en función 
de latitud y longitud para el HS. 
La Fig. VI.5 muestra los dos primeros modos de variabilidad para 
la media zonal de este campo entre la latitud de 30°S y 70°S donde tiene 
influencia el chorro extratropical. Podemos ver que el primer modo (línea 
ROJA) representa un desplazamiento latitudinal del viento mientras que 




el segundo modo (línea AZUL) se asocia a un fortalecimiento o 
debilitamiento de la climatología. La varianza explicada por ambos modos 
es 49,5% y 24,4% respectivamente. Estos son los mismos modos y con 
varianzas similares a los obtenidos para el viento zonal integrando 
verticalmente [Lorenz and Hartmann, 2001]. Además la correlación entre 
las primeras PCs es del 0,913, confirmando que ambas definiciones del 
viento barotrópico describen la misma variabilidad. 
 
Fig. VI.5. Primer y segundo EOF de la componente barotrópica del 
viento zonal (m/s), definida como el viento zonal en superficie 
promediado zonalmente en el HS. 
A continuación la Fig. VI.6 muestra la climatología de la 
baroclinicidad a 600 hPa en el hemisferio sur. Como en el caso anterior, se 
observa una gran simetría zonal, con valores máximos en el cinturón de 
latitudes de 50°S. 




Fig. VI.6. Climatología de la baroclinicidad (K/1000km) a 600hPa en 
función de latitud y longitud para el HS. 
Los modos de variabilidad en este nivel (Fig. VI.7) tienen una 
estructura muy parecida a los observados para la componente 
barotrópica: el primer modo (línea ROJA) representa un desplazamiento 
latitudinal de la baroclinicidad y el segundo (línea AZUL) un 
fortalecimiento o debilitamiento. Estos modos explican un 34,5% y 24,2% 
de la varianza total del campo, respectivamente. Aunque el porcentaje del 
primer modo es menor que para la componente barotrópica, los valores 
están bien separados según el criterio de North et al. [1982]. Además, la 
correlación entre la PC de la baroclinicidad en toda la troposfera y para 
este nivel de referencia es de 0,842 sugiriendo que ambos modos 
describen fundamentalmente la misma variabilidad. 





Fig. VI.7. Primer y segundo EOF de la baroclinicidad (K/1000km) a 
600hPa en el HS. 
Por último, se han calculado los dos primeros modos de 
variabilidad de la cizalladura vertical multiplicada por el parámetro de 
Coriolis a 600hPa (Fig. VI.8), obteniéndose las mismas estructuras que en 
los casos anteriores. Los porcentajes de varianza explicados en este caso 
son 33,6% (desplazamiento) y 24,1% (reforzamiento/debilitamiento). 
Hemos comprobado además que las componentes principales de la 
baroclinicidad y la cizalladura vertical están muy altamente 
correlacionadas (0,971), corroborando así la validez de la relación de 
viento térmico. 




Fig. VI.8. Primer y segundo EOF de la cizalladura vertical a 600hPa 
en el HS (K/1000km). 
3. Sensibilidad a la escala temporal. 
En la sección anterior hemos descrito los principales modos de 
variabilidad de la componente barotrópica del viento y de la baroclinicidad 
en el HS teniendo en cuenta todas las frecuencias. Con objeto de analizar 
si la estructura de dicha variabilidad depende de la escala de tiempo 
considerada, se ha repetido el análisis a 600hPa usando datos filtrados con 
un filtro Lanczos. 
Al analizar la variabilidad de la baroclinicidad para frecuencias 
bajas (Fig. VI.9), se observa que la estructura de los dos primeros modos 
es muy robusta al cambiar la frecuencia de corte, y coincide con la 
obtenida anteriormente para los datos sin filtrar (línea ROJA). La amplitud 
de la variabilidad disminuye según vamos ampliando la frecuencia de 
corte. De nuevo, el primer modo de variabilidad representa un 
desplazamiento de la baroclinicidad, y el segundo un 
reforzamiento/debilitamiento. 




Además la separación de los modos aumenta al disminuir la 
frecuencia de corte (Tabla VI.1), de forma que la estructura de 
desplazamiento es más dominante para periodos largos. 
 EOF 1 EOF 2 








5 días 38,0% 24,9% 
10 días 42,5% 24,2% 
20 días 47,0% 23,0% 
30 días 50,1% 21,5% 
60 días 52,8% 20,1% 
90 días 53,1% 20,0% 
Tabla VI.1 Porcentaje de varianza explicada por el primer y 
segundo EOF de la variabilidad de la baroclinicidad a 600hPa en el HS 
para datos filtrados paso bajo a diferentes frecuencias. 
  







Fig. VI.9. (a) Primer y (b) segundo EOF de la baroclinicidad a 600hPa 
en el HS calculados a partir de datos filtrados con un filtro paso 
bajo y distintos periodos de corte (K/1000km). 




Algo distinto ocurre al considerar la variabilidad de la 
baroclinicidad en la alta frecuencia. La Fig. VI.10 muestra una mayor 
dependencia de la estructura del modo a la frecuencia de corte en este 
caso, especialmente para periodos de corte inferiores a 30 días. Aunque 
los modos siguen teniendo una estructura sinusoidal, su fase es sensible a 
la frecuencia de corte. 
Además, ambos modos explican una varianza similar en la alta 
frecuencia (Tabla VI.2) y se encuentran por tanto pobremente separados. 
Este es el caso incluso cuando se consideran periodos de corte tan largos 
como 30 días. Por este motivo no podemos asegurar que los EOF 1 y 2, en 
este orden, sean los modos dominantes ya que una combinación lineal de 
dichos modos (correspondiente a una fase distinta de la estructura) 
explicaría también una varianza similar [North et al., 1982]. 
 EOF 1 EOF 2 








5 días 26,5% 23,5% 
10 días 27,8% 24,0% 
20 días 27,5% 25,9% 
30 días 27,4% 26,7% 
60 días 29,0% 26,2% 
90 días 30,0% 25,8% 
Tabla VI.2 Porcentaje de varianza explicada por el primer y 
segundo EOF de la variabilidad de la baroclinicidad a 600hPa en el HS 
para datos filtrados paso alto a diferentes frecuencias. 
  







Fig. VI.10. (a) Primer y (b) segundo EOF de la baroclinicidad a 600hPa 
en el HS calculados a partir de datos filtrados con un filtro paso 
bajo y distintos periodos de corte (K/1000km). 




Los resultados para el viento barotrópico son muy similares, 
excepto que en este caso los modos se encuentran mejor separados que 
para la baroclinicidad. Al considerar los datos de baja frecuencia la 
estructura de los dos primeros modos es casi indistinguible de la obtenida 
usando datos sin filtrar (no mostrado), y de nuevo la separación de los 
modos aumenta al disminuir la frecuencia y la variabilidad de tipo 
desplazamiento deviene más dominante (Tabla VI.3). En la alta frecuencia 
la estructura de los modos sigue siendo sensible a la frecuencia de corte 
(Fig. VI.11) aunque en este caso la estructura se aproxima a la obtenida 
con los datos sin filtrar para periodos de corte iguales a superiores 20 días. 
Ello coincide también con el rango de escalas temporales en el que los 
modos se encuentran bien separados (Tabla VI.4). 
 EOF 1 EOF 2 








5 días 52,1% 24,6% 
10 días 55,5% 24,2% 
20 días 60,0% 23,0% 
30 días 62,3% 22,3% 
60 días 65,0% 20,1% 
90 días 65,4% 20,5% 
Tabla VI.3 Porcentaje de varianza explicada por el primer y 
segundo EOF de la variabilidad del viento barotrópico en el HS para 
datos filtrados paso bajo a diferentes frecuencias. 
 
 EOF 1 EOF 2 








5 días 27,0% 25,3% 
10 días 30,6% 27,3% 
20 días 35,0% 27,6% 
30 días 37,2% 27,2% 
60 días 41,0% 27,2% 
90 días 43,0% 26,0% 
Tabla VI.4 Porcentaje de varianza explicada por el primer y 
segundo EOF de la variabilidad del viento barotrópico en el HS para 
datos filtrados paso alto a diferentes frecuencias. 







Fig. VI.11. (a) Primer y (b) segundo EOF del viento barotrópico (m/s) 
en el HS filtrando paso alto para distintas frecuencias. 




Como cabría esperar debido a la relación de viento térmico, los 
resultados obtenidos para la cizalladura vertical son similares a los 
obtenidos para la baroclinicidad (no mostrado). 
Estos resultados sugieren que la dominancia del patrón de tipo 
desplazamiento en los datos crudos se debe sobre todo a la variabilidad 
de baja frecuencia, mientras que en la alta frecuencia los dos modos de 
variabilidad se encuentran pobremente separados y podrían simplemente 
representar, de forma combinada, una variabilidad tipo onda. En la 
siguiente sección analizamos en más detalle las escalas temporales 
características de los modos de variabilidad. 
4. Covariabilidad temporal. 
En secciones anteriores hemos descrito los principales modos de 
variabilidad de las variables de interés para el HS. En esta sección 
estudiaremos la relación que existe entre ellos. 
En la Fig. VI.12 se muestra la autocorrelación temporal de los dos 
primeros modos de variabilidad del viento barotrópico (línea ROJA), de la 
baroclinicidad (línea AZUL) y de la cizalladura vertical (línea VERDE), con 
objeto de comparar su persistencia. En el caso del primer modo (línea 
gruesa) podemos observar que todas las variables presentan una 
persistencia similar, aunque para desfases de entre 5 y 15 días las 
anomalías del viento barotrópico son algo más persistentes. En el caso del 
segundo modo (línea delgada), el viento barotrópico es más persistente 
que la baroclinicidad y la cizalladura vertical para todos los desfases. El 
primer modo siempre es más persistente que el segundo. Además, la 
baroclinicidad y la cizalladura vertical aparecen prácticamente solapadas 
para todos los desfases en ambos modos, como era de esperar debido a la 
ecuación del viento térmico. 
Si ahora calculamos la correlación cruzada (Fig. VI.13a) entre las 
componentes principales de los primeros EOFs del viento barotrópico y la 
baroclinicidad (línea ROJA) y cizalladura vertical (línea AZUL), podemos 
observar que la correlación es altamente significativa y alcanza su valor 
máximo para un desfase de unos pocos días, cuando las anomalías del 
viento barotrópico preceden a las de los otros modos. Este desfase es 
mucho más pequeño que la escala de tiempo de la autocorrelación de 
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cada una de las variables, sugiriendo que éstas describen esencialmente el 
mismo fenómeno y que no es posible separar su variabilidad. Aunque el 
desfase sea pequeño, es significativo (por ejemplo, es robusto al calcular 
la función de autocorrelación en subdivisiones independientes de la serie 
total). Su signo es además consistente con el mecanismo propuesto por 
[Robinson, 2000], según el cual la generación de las anomalías baroclínicas 
es consecuencia de las anomalías del viento barotrópico. 
 
Fig. VI.12. Autocorrelación del viento barotrópico, la baroclinicidad y 
la cizalladura vertical para el modo 1 (línea gruesa) y para el modo 
2 (línea fina). 
Por otra parte, la correlación cruzada entre los modos principales 
de la baroclinicidad y la cizalladura vertical (Fig. VI.13b) muestra una gran 
similitud con la autocorrelación de cualquiera de ellos, siendo un indicio 
más de que el balance del viento térmico se cumple en nuestro estudio. 








Fig. VI.13. Correlación cruzada (a) del viento barotrópico con la 
baroclinicidad y la cizalladura vertical y (b) de la baroclinicidad 
con la cizalladura para el HS. 
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En la figura Fig. VI.14 podemos observar el espectro de potencia 
del primer modo de variabilidad del viento barotrópico, la baroclinicidad y 
la cizalladura vertical. Para que tengan una magnitud comparable se han 
normalizado las series antes de calcular el espectro. Podemos observar 
que las tres variables dominan en la baja frecuencia, mostrando estructura 
de ruido rojo. 
 
Fig. VI.14. Espectro de potencia del primer modo de variabilidad del 
viento barotrópico, la baroclinicidad y la cizalladura vertical. 
Finalmente, hemos calculado la coherencia espectral cuadrática 
(Fig. VI.15) entre la componente barotrópica del viento y la baroclinicidad 
y la cizalladura vertical. Este diagnóstico permite estudiar la relación entre 
las variables en distintos rangos de frecuencias. Es interesante que la 
máxima coherencia (indicando la máxima correlación), se produce en la 
baja frecuencia, coincidiendo con la región del espectro en que los modos 
se encuentran mejor separados y el desplazamiento es más dominante. 
Podemos ver además que la coherencia entre el viento barotrópico y la 
baroclinicidad y cizalladura vertical es prácticamente idéntica, aunque la 
coherencia con la cizalladura vertical es ligeramente más alta en la alta 
frecuencia. 





Fig. VI.15. Coherencia espectral cuadrática entre el primer modo de 
variabilidad del viento barotrópico y el primer modo de la 
baroclinicidad y la cizalladura vertical. 
5. Estudio del desplazamiento latitudinal. 
En esta sección describiremos en más detalle la evolución espacio-
temporal de las anomalías, demostrando que el primer modo corresponde 
efectivamente a un desplazamiento latitudinal. Para ello, proyectamos la 
componente principal del primer modo de la baroclinicidad sobre el 
mismo campo para distintos desfases. 
La estructura bidimensional (latitud-presión) de las anomalías de 
baroclinicidad (Fig. VI.16) proyecta positivamente en el patrón dipolar 
(Fig. VI.2a) para todos los desfases, consistente con el signo constante de 
la autocorrelación en Fig. VI.12. La mayor proyección se encuentra para 
desfase cero por construcción, cuando las anomalías tienen amplitud 
máxima y una estructura más similar al patrón. La reducción de la 
proyección para otros desfases se asocia no sólo a un debilitamiento de 
las anomalías sino a un cambio estructural. Para desfases muy negativos 
dominan las anomalías negativas de baroclinicidad, de forma que la línea 
de ceros se encuentra desplazada hacia el polo. Al aumentar el desfase, 
esta línea se va desplazando hacia latitudes más bajas, pasando por 50°S 
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para un desfase cero. Para desfases positivos, la línea de ceros se desplaza 
hacia el ecuador y dominan las anomalías positivas de baroclinicidad. 
  

























Fig. VI.16. Proyección de la PC1 de la baroclinicidad sobre el mismo 
campo para desfases de (a) 30 días antes, (b) 20 días antes, (c) 10 
días antes, (d) 5 días antes, (e) variabilidad simultánea, (f) 5 días 
después, (g) 10 días después, (h) 20 días después y (i) 30 días 
después del máximo en la PC. 
Estos cambios estructurales pueden apreciarse también en la 
proyección de la PC1 de la baroclinicidad a 600hPa sobre sí misma en 
función del desfase (Fig. VI.17a). Sin embargo, también se aprecia que el 
desplazamiento de la línea de ceros (línea gruesa negra) hacia el ecuador 
al aumentar el desfase se invierte para desfases pequeños. Esto sugiere 
que la estructura espacio-temporal de las anomalías de baroclinicidad 
refleja la superposición de variabilidad de alta y baja frecuencia, las cuales 
podrían seguir distinta dinámica. Filtrando la serie de componentes 
principales para alta y baja frecuencia (Fig. VI.17b y Fig. VI.17c) como 
anteriormente, y proyectando en el mismo campo, podemos constatar 
que existen efectivamente dos tipos de variabilidad superpuesta, de forma 
que la inclinación de la línea de ceros con el desfase tiene distinto signo en 




la alta y baja frecuencia. En el capítulo VII se mostrará que las anomalías 










Fig. VI.17. Proyección de la PC1 de la baroclinicidad a 600 hPa sobre 
el mismo campo en función del desfase para datos (a) sin filtrar, 
(b) filtrando paso alto y (c) filtrando paso bajo. 
Si se realiza el mismo análisis para el viento barotrópico, definido 
de nuevo como el viento en superficie (Fig. VI.18a), podemos observar que 
en este caso el desplazamiento de la línea de ceros con el desfase ocurre 
de forma más monótona. Ello se debe a que, a diferencia de lo que vimos 
con la baroclinicidad, las anomalías de alta frecuencia no cambian de 
estructura y la línea de ceros permanece en una latitud fija (Fig. VI.18b). 
Para la baja frecuencia (Fig. VI.18c), se observa el mismo desplazamiento 
suave hacia el ecuador con el desfase del caso anterior. 













Fig. VI.18. Proyección de la PC1 del viento barotrópico sobre el 
mismo campo en función del desfase para datos (a) sin filtrar, (b) 
filtrando paso alto y (c) filtrando paso bajo. 
6. Modos de Variabilidad por estaciones. 
Artículos recientes han observado que el SAM exhibe una 
variabilidad estacional tanto en su estructura como en la intensidad de la 
realimentación eddy [Codron, 2005; 2007; Barnes and Hartmann, 2010a]. 
Tras analizar en las secciones anteriores la variabilidad de la baroclinicidad 
en el promedio anual, en esta sección investigaremos si existen diferencias 
entre estaciones. Consideramos los siguientes casos: 
o Verano austral, que incluye los meses de diciembre, 
enero, febrero y marzo (DJFM17). 
o Invierno austral, que incluye los meses de junio, julio, 
agosto y septiembre (JJAS18). 
Si comparamos en primer lugar la climatología de la baroclinicidad 
por estaciones (Fig. VI.19), podemos observar que en verano austral ésta 
                                                          
17 Siglas del término inglés: December-January-February-March. 
18 Siglas del término inglés: June-July-August-September. 




tiene estructura bastante zonal, con un único máximo en torno a la latitud 
50°S donde se sitúa la corriente en chorro extratropical. Pese a todo, la 
baroclinicidad es más intensa en los océanos Atlántico e Índico y se debilita 
en el Pacífico. En los meses de invierno austral la baroclinicidad media 
zonal máxima se observa en torno a 30°S, asociada a un chorro subtropical 
muy intenso, aunque se siguen observando valores altos de baroclinicidad 
en torno a la latitud 50°S. La estructura de la baroclinicidad varía también 
en función de la longitud. La baroclinicidad adopta valores bastante 
uniformes latitudinalmente en las regiones Atlántica e Índica, mientras 
que en el Pacífico aparecen dos franjas latitudinales de alta baroclinicidad, 
separadas por una región menos baroclínica. Estas diferencias se deben a 
la mayor intensidad de la celda de Hadley en la región del Pacífico, en la 
cual se produce la mayor convección tropical y se desarrolla el fenómeno 
del Niño (ENSO19). 
 
Fig. VI.19. Climatología de la baroclinicidad (K/1000km) en función 
de latitud y longitud en el nivel de 600hPa para la media anual y 
en verano e invierno austral. 
Si calculamos los modos principales para cada una de las 
estaciones (Fig. VI.20), podemos observar que tanto el EOF1 como el EOF2 
                                                          
19 Siglas del término inglés: El Niño Southern Oscillation. 
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muestran una estructura similar a la obtenida anteriormente en el caso 
anual. Para calcular estos modos se ha tenido que ampliar el rango de 
latitudes consideradas con objeto de capturar la variabilidad del máximo 
a 30°S, aunque la influencia es pequeña. Los resultados sugieren que en 
verano el modo principal sigue representando un desplazamiento de la 
baroclinicidad en torno a su máximo climatológico, y el segundo modo 
sigue siendo un fortalecimiento o debilitamiento. En invierno la 
interpretación es más complicada debido a la mayor complejidad de la 
estructura térmica en esta estación, con dos regiones baroclínicas 
diferenciadas. Con objeto de apreciar si existen diferencias regionales, la 
Fig. VI.21 muestra la proyección de la PC de esta estación sobre el campo 
de baroclinicidad en función de latitud y longitud. Podemos ver que el 
primer modo de variabilidad en el Pacífico consiste en un desplazamiento 
simultáneo y en direcciones contrarias de ambas regiones baroclínicas, de 
forma que éstas se separan (acercan) para valores positivos (negativos) del 
índice. 
  








Fig. VI.20. (a) EOF 1 y (b) EOF 2 de la baroclinicidad (K/1000km) en el 
nivel de 600hPa en un cálculo anual (rojo), y en el verano (azul) e 
invierno (verde) austral. 
 




Fig. VI.21. Proyección del modo principal de la baroclinicidad 
(K/1000km) media zonal a 600hPa para el invierno austral sobre 
el campo de baroclinicidad en ese mismo nivel. 
La varianza explicada (Tabla VI.5) es parecida en todos los casos, 
aunque el primer modo explica más varianza en el verano austral. Ello 
puede ser debido a que, como discutimos anteriormente, la celda de 
Hadley, que tiene una fuerte componente asimétrica, es más débil en 
dicha estación. 
 EOF 1 EOF 2 
Anual 32,2% 22,2% 
Verano Austral 35,1% 22,3% 
Invierno Austral 31,1% 21,6% 
Tabla VI.5 Porcentaje de varianza explicada por el primer y 
segundo EOF de la variabilidad de la baroclinicidad a 600hPa en el HS 
tanto para datos anuales y en las estaciones de verano e invierno. 
Finalmente, si comparamos la autocorrelación del primer modo 
para las distintas estaciones (Fig. VI.22) podemos observar que la 
persistencia disminuye en invierno y aumenta en verano. Algo parecido ha 
sido mostrado para el viento zonal a 300hPa por otros autores, que 
atribuyen estas diferencias a cambios en la realimentación eddy [Codron, 




2005]. Ello podría deberse de nuevo al efecto de la celda de Hadley 
perturbando la simetría zonal y la coherencia de los eddies: en estudios 
con modelos idealizados, la persistencia del modo anular disminuye 
notablemente en presencia de una storm track localizada [Gerber and 
Vallis, 2007]. 
 
Fig. VI.22. Autocorrelación del primer modo de la baroclinicidad en el 
nivel de 600hPa en un cálculo anual (rojo), y en el verano (azul) e 
invierno (verde) austral. 
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 Ciclos de vida. 
Tras demostrar en el capítulo anterior que la variabilidad interna 
de la baroclinicidad en el hemisferio sur está íntimamente ligada a la 
variabilidad del viento barotrópico, en este capítulo se investigarán los 
mecanismos dinámicos implicados en dicha variabilidad mediante el 
análisis de los ciclos de vida característicos de las anomalías baroclínicas. 
Para ello, presentamos en primer lugar el desarrollo matemático utilizado 
para después adentrarnos en los resultados obtenidos a diferentes escalas 
de tiempo. Además estudiaremos con más detalle algunos de los términos 
más importantes. Los principales resultados presentados en este capítulo 
han sido publicados en [Blanco-Fuentes and Zurita-Gotor, 2011]. 
1. Desarrollo matemático. 
En esta sección se describe brevemente el desarrollo matemático 
utilizado en este capítulo. Para identificar los distintos términos que 
influyen en la variabilidad de la baroclinicidad, partimos de la ecuación 
termodinámica en coordenadas esféricas promediada zonalmente 
(Ec. VII.1), descomponiendo cada variable en su componente media zonal 



























VII.1.   
Como en el capítulo anterior, se define la baroclinicidad como la 
derivada meridional de la temperatura potencial. De esta forma, podemos 
obtener una ecuación que muestre los distintos forzamientos que influyen 
en la variabilidad de la baroclinicidad diferenciando latitudinalmente la 
ecuación termodinámica. 
















































VII.2.   
Esta ecuación muestra los procesos que conducen la variabilidad 
de la baroclinicidad, que podemos identificar con los siguientes términos 
(de izquierda a derecha): 
o Forzamiento debido al flujo eddy meridional de calor. 
o Forzamiento debido a la advección meridiana por la 
circulación media meridional (MMC20). 
o Forzamiento debido al flujo eddy vertical de calor. 
o Forzamiento debido a la advección adiabática vertical por 
la circulación media meridional. 
o Forzamiento debido al calentamiento diabático. 
Todos los términos pueden estimarse directamente a partir de los 
datos en malla del reanálisis, excepto por el calentamiento diabático, que 
es calculado como un residuo en la Ec. VII.2. Por otra parte, se ha 
encontrado que los términos debidos a la advección meridiana de la MMC 
y al flujo eddy vertical de calor son pequeños. Por claridad, no se 
mostrarán estos términos en los resultados, aunque han sido tenidos en 
cuenta en el cálculo del residuo. 
Como se expuso en la metodología, a todos los términos de esta 
ecuación se les ha sustraído el ciclo estacional con objeto de estudiar la 
variabilidad intraestacional de la baroclinicidad. Además, se proyectan 
todos los términos en el primer modo de variabilidad de la baroclinicidad 
a 600hPa para analizar su contribución al desplazamiento de ésta. De esta 
forma, se obtiene una única serie temporal para cada forzamiento.  
En este capítulo construiremos ciclos de vida de las anomalías de 
baroclinicidad calculando las covarianzas cruzadas entre estas anomalías 
y cada uno de los forzamientos de la Ec. VII.2 en función del desfase. 
                                                          
20 Acrónimo del término inglés: Mean Meridional Circulation. 
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También analizaremos la relación entre los forzamientos y la variabilidad 
de la baroclinicidad desde un punto de vista espectral usando espectros 
cruzados. La transformada de Fourier de la ecuación VII.2 puede 
expresarse en la forma: 
iω𝐵 = ∑ 𝐹𝑘
𝑘
 VII.3.   
siendo 𝐵 la transformada de Fourier de la baroclinicidad, las 𝐹𝑘 las 
transformadas de los distintos forzamientos que aparecen en la ecuación 
VII.2, y ω la frecuencia. Multiplicando esta ecuación por el complejo 





= iω VII.4.   
Como indica esta ecuación, la parte real (en fase) del espectro 
cruzado normalizado entre el forzamiento 𝑘 y la baroclinicidad, 𝐹𝑘𝐵
∗, nos 
da la tendencia de dicho forzamiento a amplificar la anomalía de 
baroclinicidad en función de la frecuencia. Cuando las series son 
estacionarias estas tendencias deben compensarse entre sí para todas las 
frecuencias. Por otra parte, la parte imaginaria (fuera de fase) del espectro 
cruzado nos da la contribución del forzamiento a la oscilación en cada 
frecuencia. Este diagnóstico ofrece una visión complementaria a la 
obtenida con los ciclos de vida (la covarianza cruzada y el espectro cruzado 
forman un par de Fourier). 
También analizaremos los términos que afectan a la variabilidad 
de la cizalladura vertical. Como vimos en el capítulo anterior, ésta está 
relacionada con la variabilidad de la baroclinicidad a través de la ecuación 
de viento térmico (Ec. VI.1). Los resultados presentados en el capítulo 
anterior muestran que esta relación es una aproximación excelente en los 
extratrópicos. 
Para ello se utilizará la ecuación de momento en coordenadas 
esféricas, definiendo anomalías respecto a la media zonal y promediando 
zonalmente como hicimos con la ecuación termodinámica. Diferenciando 
esta ecuación respecto a la presión (y multiplicando por el parámetro de 




Coriolis por consistencia con la relación de viento térmico), se obtienen los 




















VII.5.   
De izquierda a derecha, identificamos estos términos como: 
o Forzamiento debido al flujo eddy de momento. 
o Forzamiento de Coriolis debido a la MMC. 
o Forzamiento debido a la fricción, de nuevo calculado como 
un residuo en la ecuación. 
Como antes, se ha quitado el ciclo estacional a todos los términos 
y se han proyectado éstos en el primer modo de variabilidad de la 
cizalladura vertical a 600hPa. Como vimos en el capítulo anterior, este 
modo es idéntico al primer modo de la baroclinicidad en el mismo nivel. 
2. Ciclos de vida de la baroclinicidad a 600hPa. 
La Fig. VII.1 describe los ciclos de vida característicos de las 
anomalías de baroclinicidad. Más específicamente, esta figura muestra la 
covarianza cruzada entre la componente principal de la baroclinicidad y 
sus distintos forzamientos, introduciendo desfases entre ambos términos 
que varían entre -30 y 30 días. Cuando el desfase es negativo, los 
forzamientos preceden a la baroclinicidad mientras que para desfases 
positivos los forzamientos suceden a la baroclinicidad. La tendencia total 
(línea NEGRA), que es la suma de todos los forzamientos, muestra que las 
anomalías baroclínicas completan su ciclo de crecimiento y declive en un 
tiempo característico de entre 10 y 15 días. 
El forzamiento debido al flujo eddy meridional de calor (línea 
ROJA) es importante tanto para el crecimiento como para el declive de las 
anomalías de baroclinicidad, al mostrar un pico positivo para desfases 
negativos y otro negativo más débil para desfases positivos. Esta 
estructura de covarianza es consistente con los resultados de estudios 
previos [Stone et al., 1982; Thompson and Birner, 2012]. 
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Aunque el forzamiento debido a la advección vertical por la 
circulación media meridional (línea AZUL) no es tan intenso como el 
debido al flujo eddy de calor, éste es sin embargo el forzamiento que 
domina para periodos largos de tiempo. Además, el forzamiento por la 
circulación media meridional es siempre positivo menos para lag 0, de 
forma que contribuye al crecimiento de las anomalías para desfases 
negativos y las mantiene frente a otros procesos en la fase de declive 
(desfases positivos). Finalmente, el forzamiento debido al calentamiento 
diabático (línea VERDE) es negativo para todos los desfases. 
 
Fig. VII.1. Covarianza cruzada entre la baroclinicidad y sus 
principales forzamientos ((K/1000km)2/día): flujo eddy de calor 
(línea roja), MMC (línea azul) y calentamiento diabático (línea 
morada), obtenido como un residuo en la ecuación 
termodinámica. La tendencia total se indica con línea negra. 
Como vimos en el capítulo anterior, los desplazamientos de la 
baroclinicidad evolucionan de forma distinta dependiendo de la escala de 
tiempo considerada. Para analizar en detalle estas diferencias, hemos 
calculado independientemente los ciclos de vida para anomalías de alta y 
baja frecuencia, filtrando las diferentes series temporales con un filtro de 
Lanczos. La Fig. VII.2 describe la variabilidad de alta frecuencia 
(fundamentalmente sinóptica), extraída usando un filtro paso alto con 




periodo de corte de 20 días. Podemos observar como el forzamiento 
debido al flujo eddy de calor tiene una estructura muy similar a la de antes, 
y domina sobre el resto de forzamientos. El forzamiento debido a la 
circulación media meridional produce una tendencia negativa, aunque 
bastante menor, para desfases pequeños (entre -2 y 2 días). Por último, el 
calentamiento diabático es prácticamente despreciable. La tendencia total 
está dominada por el flujo eddy de calor, indicando que las anomalías de 
baroclinicidad básicamente responden a las variaciones en este término 
en escalas sinópticas de tiempo. 
 
Fig. VII.2. Covarianza cruzada entre la baroclinicidad y los distintos 
forzamientos ((K/1000km)2/día) para datos filtrados con filtro 
Lanczos paso alto con un periodo de corte de 20 días. 
Si ahora consideramos los ciclos de vida para escalas largas de 
tiempo (Fig. VII.3), filtrando las series paso bajo con el mismo periodo de 
corte de 20 días, obtenemos resultados cualitativamente distintos. 
Aunque el flujo eddy de calor sigue estando en fase aproximadamente con 
la tendencia total, contribuyendo al crecimiento de las anomalías y, en 
menor medida, a su declive, este término y la tendencia total son bastante 
menores que el forzamiento debido a la circulación meridional. El ciclo de 
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vida refleja una situación de cuasiequilibrio entre dicho forzamiento y el 
amortiguamiento de las anomalías por el calentamiento diabático. 
De esta forma, podemos entender los resultados iniciales sin filtrar 
como una combinación de las dinámicas de alta y baja frecuencia. Por 
ejemplo, el anulamiento del forzamiento debido a la MMC para pequeños 
desfases puede ser debido a una compensación entre la tendencia positiva 
de baja frecuencia, que fuerza y mantiene las anomalías de baroclinicidad, 
y la tendencia negativa de alta frecuencia, que tiende a destruirlas para 
desfases pequeños. 
 
Fig. VII.3. Covarianza cruzada entre la baroclinicidad y los distintos 
forzamientos ((K/1000km)2/día) para datos filtrados con filtro 
Lanczos paso bajo con periodo de corte de 20 días. 
 








Fig. VII.4. Covarianza cruzada entre la baroclinicidad y los distintos 
forzamientos ((K/1000km)2/día) en la baja frecuencia, usando un 
filtro de medias móviles con ventanas de (a) 10 días y (b) 40 días. 
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El filtrado de datos puede conducir en muchas ocasiones a 
comportamientos espurios, tanto más graves cuanto más abrupto sea el 
filtro. Para comprobar que los resultados obtenidos son robustos y no un 
artefacto del filtrado, se han rehecho los cálculos para la baja frecuencia 
usando un filtro muy sencillo (filtro de medias móviles) y ventanas de 10 y 
40 días (Fig. VII.4). Como podemos observar, los resultados son muy 
parecidos cuando se usa la ventana de 10 días. Con una ventana de 40 días 
los forzamientos se suavizan pero el comportamiento es cualitativamente 
similar. 
En las siguientes secciones analizaremos en más detalle los 
principales términos que afectan a las anomalías de baroclinicidad de baja 
frecuencia con objeto de entender su dinámica. 
3. Descomposición espacial y temporal del flujo eddy 
de calor. 
Un aspecto interesante en las figuras anteriores es la estructura 
del forzamiento debido al flujo eddy de calor. Tanto en la alta como en la 
baja frecuencia, este término se encuentra aproximadamente en fase con 
la tendencia total. Esto es razonable en la alta frecuencia pero sorprende 
un poco en la baja frecuencia. En escalas de tiempo más largas que las de 
los eddies habríamos esperado que éstos tuvieran un comportamiento 
difusivo [Held, 1999] y amortiguaran las anomalías de baroclinicidad, en 
vez de conducirlas. Sin embargo, hay que tener en cuenta que el 
forzamiento debido al flujo eddy de calor no se limita sólo a los eddies de 
escala sinóptica, sino que incluye contribuciones de eddies de muchas 
escalas temporales y espaciales. 
A continuación analizamos con más detalle la contribución de las 
distintas escalas al flujo eddy de calor de baja frecuencia. Para ello, en el 
cálculo de la covarianza eddy filtramos por separado las anomalías de 
viento meridional y de temperatura potencial antes de calcular su 
producto, el cual es posteriormente filtrado paso bajo como antes para 
estudiar su contribución a la variabilidad a la baroclinicidad de baja 
frecuencia. Es importante notar que los eddies de alta frecuencia también 
contribuyen a esta variabilidad (el flujo eddy meridional [v𝑎
′θ𝑎
′] debido a 
anomalías v𝑎
′ y θ𝑎
′ de alta frecuencia varía también en general en la baja 




frecuencia). Por una parte, distinguimos entre las contribuciones debidas 
a los eddies de alta y baja frecuencia (Fig. VII.5a) filtrando v′ y θ′ para 
periodos más cortos de 10 días y más largos de 30 días, respectivamente. 
Por otra parte, descomponemos espacialmente los eddies (Fig. VII.5b) 
separando entre la contribución de las ondas planetarias (ondas 1-3) y 
sinópticas (número de onda mayor o igual que 6). 
Podemos observar que la componente positiva del forzamiento de 
la baroclinicidad de baja frecuencia es debida a la contribución de los 
eddies planetarios de baja frecuencia, mientras que la contribución de los 
eddies sinópticos de alta frecuencia tiende a amortiguar las anomalías de 
baroclinicidad. El transporte de calor planetario/de baja frecuencia podría 
reflejar en parte la evolución de la capa de hielo sobre la Antártida, aunque 
la propia dinámica interna, lineal o no-lineal, puede también generar 
anomalías de escala planetaria. En este sentido, Zhang et al. [2012] 
observaron un comportamiento similar de los eddies planetarios en un 
modelo cuasigeostrófico con simetría zonal, y argumentaron que éstos 
podrían jugar un papel tanto o más importante que la circulación media 
meridional en el forzamiento de la baroclinicidad en el mecanismo 
propuesto por Robinson [2000]. Por otra parte, la cancelación de las 
tendencias térmicas debidas a los eddies sinópticos y planetarios ha sido 
discutida frecuentemente en la literatura, de forma más reciente por 
Thompson and Birner [2012]. 
  







Fig. VII.5. Forzamiento debido al flujo eddy de calor neto de baja 
frecuencia (línea gruesa) y contribuciones de las distintas escalas 
espaciales y temporales. (a) Descomposición temporal entre alta 
frecuencia (periodos menores de 10 días, línea discontinua) y 
baja frecuencia (periodos mayores de 30 días, línea fina). (b) 
Descomposición espacial entre eddies sinópticos (número de 
onda mayor que 5, línea discontinua) y planetarios (ondas 1-3, 
línea fina) ((K/1000km)2/día). 




4. Origen de la circulación media meridional. 
Como hemos visto, el forzamiento de las anomalías baroclínicas 
de baja frecuencia está dominado por el calentamiento adiabático 
asociado a la rama vertical de la circulación media meridional. Además de 
al campo de temperaturas, la MMC afecta al viento zonal a través de la 
fuerza de Coriolis. Como es bien sabido [Holton, 2004], esta circulación es 
forzada tanto por las fuentes de momento como por las de temperatura, 
y juega un papel fundamental en el mantenimiento del balance de viento 
térmico. 
Para entender mejor el origen de este forzamiento analizamos los 
ciclos de vida de la cizalladura vertical, de forma similar a lo que hicimos 
con la baroclinicidad pero utilizando ahora la ecuación de momento. Los 
términos que afectan a la variabilidad de la cizalladura están definidos en 
la ecuación VII.5, que de nuevo filtramos en la baja frecuencia usando un 
periodo de corte de 20 días.  
En la Fig. VII.6 se muestra la covarianza cruzada entre la cizalladura 
vertical y los distintos forzamientos. Si la relación de viento térmico fuera 
exacta, la tendencia total (línea NEGRA) debería ser igual a la tendencia 
total de la baroclinicidad de baja frecuencia (Fig. VII.3). Como podemos 
ver, ambas son muy similares. 
Las anomalías de cizalladura vertical son creadas por el 
forzamiento debido al flujo eddy de momento (línea ROJA), que precede 
al resto de forzamientos tanto en este balance como en el de la 
baroclinicidad. Este proceso se ve reforzado por la fricción (línea VERDE), 
que contribuye al mantenimiento de las anomalías y es el término 
dominante durante la etapa de declive. Finalmente, en contraste con lo 
que vimos para la baroclinicidad, la circulación media meridional (línea 
AZUL) amortigua las anomalías de cizalladura vertical. 
Combinando estos resultados con los presentados anteriormente 
para la baroclinicidad podemos interpretar ambos ciclos de vida como 
sigue. En primer lugar, el flujo eddy de momento crea una anomalía de 
cizalladura, ya que su estructura vertical implica una aceleración del viento 
zonal más intensa en capas altas que en capas bajas. Esta anomalía de 
cizalladura es amplificada por la fricción en superficie, que retarda al 
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viento en capas bajas. Sin embargo la cizalladura vertical no puede 
evolucionar independientemente de la baroclinicidad: para que se 
mantenga el equilibrio de viento térmico, ambas variables deben mostrar 
la misma tendencia. Esto ocurre gracias a la circulación media meridional, 
que juega un doble papel, debilitando la anomalía de cizalladura y 
forzando una anomalía de baroclinicidad del mismo signo. Finalmente, la 
anomalía de baroclinicidad es amortiguada por el flujo eddy de calor de 
alta frecuencia y por el calentamiento diabático. De esta forma, el principal 
forzamiento de la baroclinicidad es el flujo eddy de momento, a través de 
la circulación media que fuerza. Esta dinámica es consistente con el 
mecanismo de realimentación baroclínico de Robinson [2000]. 
 
Fig. VII.6. Covarianza cruzada entre la cizalladura y sus distintos 
forzamientos ((K/1000km)2/día) para datos filtrados con filtro 
Lanczos paso bajo con periodo de corte de 20 días. 
5. Análisis espectral de los forzamientos. 
Los resultados de secciones anteriores muestran que los ciclos de 
vida de las anomalías de baroclinicidad de alta y baja frecuencia siguen 
dinámicas distintas. Para demostrar que esta conclusión no es un artefacto 
del filtrado y estudiar de forma más general la sensibilidad de la dinámica 




a la frecuencia, en esta sección presentamos un análisis espectral de la 
variabilidad de la baroclinicidad. 
Si examinamos en primer lugar los espectros de potencia de los 
distintos forzamientos de la baroclinicidad (Fig. VII.7) podemos observar 
que el forzamiento debido al flujo eddy de calor domina en la alta 
frecuencia, lo cual es consistente con el ciclo de vida usando datos 
filtrados. Este forzamiento tiene una estructura similar a la descrita por 
Lorenz and Hartmann [2001] para el flujo eddy de momento, con un 
espectro bastante plano en escalas de tiempo entre 5 y 20 días y un 
máximo poco definido en escalas del orden de la semana. En este rango 
de frecuencias, el forzamiento se comporta aproximadamente como un 
ruido blanco. Además se observa un pico abrupto a frecuencias muy bajas, 
similar al encontrado en el capítulo anterior para las propias anomalías de 
baroclinicidad (Fig. VI.13). Esto podría reflejar un comportamiento 
“difusivo” del flujo eddy de calor en la baja frecuencia. 
En contraste, los espectros de los forzamientos debidos a la 
circulación media meridional y al calentamiento diabático tienen una 
estructura de ruido rojo en todo el rango de frecuencias. En la baja 
frecuencia, ambos forzamientos tienen amplitud similar y mucho mayor 
que la de la tendencia total, lo cual es consistente con el aproximado 
equilibrio entre estos términos descrito por los ciclos de vida. Aunque el 
flujo eddy de calor domina en la alta frecuencia, los forzamientos por la 
circulación meridiana y el calentamiento diabático son más importantes 
que el flujo eddy de calor para periodos más largos que unos 25 días. 




Fig. VII.7. Espectro de potencia de todos los forzamientos de la 
baroclinicidad. 
Para analizar con más detalle la relación entre los forzamientos y 
la variabilidad de la baroclinicidad en función de la frecuencia usamos 
espectros cruzados siguiendo el formalismo introducido en la sección 
VII.1. La parte real (coespectro) del espectro cruzado entre la 
baroclinicidad y el forzamiento del flujo eddy de calor (Fig. VII.8a) es 
positiva, indicando que este forzamiento varía en fase con la 
baroclinicidad y conduce sus anomalías para todas las frecuencias. Esto 
puede resultar un poco sorprendente porque cabría esperar que el flujo 
eddy de calor se opusiera a / amortiguara las anomalías de baroclinicidad 
de baja frecuencia. Sin embargo, debemos recordar que el forzamiento 
debido al flujo eddy de calor incluye contribuciones de eddies de todas las 
escalas espaciales y temporales. Si separamos como antes entre las 
contribuciones de los eddies de alta y baja frecuencia (Fig. VII.9a) y las de 
los eddies sinópticos y planetarios (Fig. VII.9b), podemos confirmar que los 
eddies sinópticos amortiguan las anomalías de baroclinicidad de baja 
frecuencia y que el signo positivo del coespectro en este rango de 
frecuencias se debe a los eddies planetarios. 




Por otra parte, el coespectro con el forzamiento por la circulación 
media meridional muestra que este forzamiento juega un papel distinto 
en la alta y baja frecuencia. En la alta frecuencia el coespectro es negativo, 
indicando que la circulación media meridional amortigua las anomalías de 
baroclinicidad. En cambio, en la baja frecuencia (periodos más largos que 
unos 25 días) el coespectro es positivo, indicando que este forzamiento 
conduce las anomalías de baroclinicidad, como ya vimos con los ciclos de 
vida filtrados. Además podemos ver que el coespectro de este forzamiento 
domina al del flujo eddy de calor en las escalas más largas. Finalmente, el 
coespectro con el forzamiento diabático es negativo excepto en la alta 
frecuencia, cuando este término es pequeño (Fig. VII.7) y el espectro 
cruzado en general poco significativo (Fig. VII.10). 
Si analizamos la componente fuera de fase (parte imaginaria) del 
espectro cruzado (Fig. VII.8b), podemos ver que ésta está dominada por el 
forzamiento del flujo eddy de calor en todas las frecuencias. Finalmente la 
Fig. VII.10 muestra la coherencia espectral cuadrática de los distintos 
espectros cruzados, así como los niveles de significación del 95% y 99%. 
Como podemos ver los espectros cruzados son en general muy 
significativos, con las siguientes excepciones: el del flujo eddy de calor a 
muy baja frecuencia, el del calentamiento diabático en la alta frecuencia 
(exceptuando las más altas), y el de la circulación meridional en el rango 
de frecuencias en que cambia de signo. 







Fig. VII.8. Espectros cruzados entre los distintos forzamientos y la 
baroclinicidad, normalizados por la potencia de la baroclinicidad 
(ver Ec. VII.2), en días-1. (a) Parte real y (b) parte imaginaria. 








Fig. VII.9. Parte real del espectro cruzado normalizado entre la 
baroclinicidad y el flujo eddy total de calor y las distintas 
contribuciones dependiendo de la escala (a) temporal y (b) 
espacial de los eddies. 




Fig. VII.10. Coherencia espectral cuadrática de los espectros cruzados 
y niveles de significación. 
6. Análisis del forzamiento diabático. 
Como se mostró en la sección VII.2, el calentamiento diabático es 
el término dominante en el amortiguamiento de las anomalías de 
baroclinicidad de baja frecuencia, jugando un papel más importante que 
el flujo eddy calor por los eddies sinópticos. Esto contrasta con los 
resultados de simulaciones con modelos idealizados, en las que este 
término es en general muy pequeño y las anomalías de baroclinicidad de 
baja frecuencia son amortiguadas fundamentalmente por el flujo eddy de 
calor [Zurita-Gotor, 2014]. Xia and Chang [2014] argumentan que la falta 
de amortiguamiento diabático podría explicar la excesiva persistencia del 
índice zonal en los modelos idealizados [Gerber and Vallis, 2007]. En esta 
sección analizaremos cuáles son los procesos físicos implicados. 
El calentamiento diabático tiene varias componentes. Como vimos 
en el estado actual del conocimiento, la radiación de onda corta es en 
último término responsable del gradiente térmico latitudinal. Sin 
embargo, la mayor parte de esta radiación se emplea en calentar la 
superficie terrestre, y sólo una pequeña fracción de ella afecta 
directamente a la atmósfera. Para entender el balance de calor 




atmosférico es necesario por tanto considerar también el intercambio 
energético con la superficie y el papel clave de la generación de calor 
latente mediante condensación [Trenberth and Stepaniak, 2003; 2004]. El 
enfriamiento de la atmósfera está vinculado a la radiación de onda larga, 
que escapa al espacio en todas las latitudes. 
En la Fig. VII.11 se indican de forma esquemática los principales 
términos diabáticos y se cuantifican sus contribuciones al balance global 
de calor. Los términos que afectan a la atmósfera son: 
o El flujo de calor sensible en la superficie. 
o El calentamiento mediante condensación (calor latente). 
o La absorción de radiación de onda corta. 
o El enfriamiento mediante radiación de onda larga. 
 
Fig. VII.11. Contribución de los distintos procesos físicos al balance 
global de calor [Trenberth and Stepaniak, 2004]. 
En el análisis de los ciclos de vida de la baroclinicidad se estimó el 
forzamiento diabático como el residuo del balance de calor en el nivel de 
referencia de 600hPa. No es posible evaluar la contribución de cada uno 
de los procesos físicos a dicho forzamiento porque el reanálisis sólo 
proporciona información sobre el balance global de la columna. Pese a 
ello, el calentamiento global de la columna puede ofrecer información 
relevante para entender la composición del residuo ya que la variabilidad 
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de la baroclinicidad tiene estructura profunda y los EOFs bidimensionales 
y en el nivel de referencia están altamente correlacionados (capítulo VI). 
Por ello, hemos calculado las componentes del balance de calor de 
la columna usando datos del reanálisis. Para la radiación, se ha 
considerado la radiación neta de onda corta y de onda larga en toda la 
columna, teniendo en cuenta tanto la radiación entrante como la saliente, 
en la superficie y al espacio. El calor debido a la condensación se ha 
estimado como el calor necesario para producir la cantidad de agua que 
precipita en cada punto, considerando que se produce la condensación en 
el mismo lugar donde se observa la precipitación. Aunque esta 
aproximación no es muy exacta, el error es poco importante para nuestro 
estudio ya que consideramos medias zonales. 
La Fig. VII.12 muestra la climatología de los distintos términos 
diabáticos, cuyos valores promedio están en consonancia con el balance 
global (Fig. VII.11). El calor de condensación (línea AZUL) y la radiación de 
onda corta (línea NARANJA) son los términos de calentamiento más 
importantes y disminuyen con la latitud, produciendo baroclinicidad. El 
enfriamiento debido a la radiación de onda larga (línea VERDE) también 
tiene una importante estructura latitudinal. El calor sensible (línea ROJA) 
es positivo en latitudes bajas y negativo en latitudes altas, reflejando el 
cambio de signo del contraste tierra-atmósfera entre trópicos y polos. 
Aunque este término es menor que los anteriores, su pendiente (que es lo 
relevante para la baroclinicidad) es comparable. Además, este término 
puede ser localmente muy intenso sobre las storm tracks [Swanson and 
Pierrehumbert, 1997], fuertemente constreñidas por el gradiente de 
temperatura marina en superficie [Nakamura and Shimpo, 2004]. La suma 
de todos los térmicos, o calentamiento neto (línea NEGRA) es equilibrada 
por el transporte dinámico de calor. 





Fig. VII.12. Contribución de los distintos procesos diabáticos al 
balance energético en el hemisferio sur (W/m2). 
Para estudiar la influencia de estos calentamientos en la 
variabilidad de la baroclinicidad proyectamos sus derivadas en el primer 
EOF de ésta, como hicimos con el resto de términos. Se ha encontrado una 
correlación de 0,661 entre la PC1 del calentamiento neto total (suma de 
todos los términos diabáticos) y la del forzamiento obtenido 
anteriormente como residuo. Si filtramos nuestras series con el filtro paso 
alto la correlación se reduce al 0,601, mientras que en la baja frecuencia 
la correlación es mayor (0,776). Esta alta correlación legitima el uso del 
balance de calor de la columna para estudiar la composición del residuo. 
Así, se ha calculado la covarianza cruzada de cada uno de los 
términos con la baroclinicidad (Fig. VII.13). El calentamiento debido a la 
radiación de onda corta refuerza las anomalías de baroclinicidad, aunque 
su impacto es muy pequeño. Todos los demás términos amortiguan la 
variabilidad de la baroclinicidad con magnitudes comparables y su suma, 
el calentamiento neto, exhibe una estructura bastante similar al 
forzamiento determinado como residuo (comparar con Fig. VII.1). El 
amortiguamiento debido al flujo sensible de calor domina al forzamiento 
por radiación infrarroja para desfase cero, pero este último es más 
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persistente. Es interesante también que el término de calor latente varía 
con una estructura igual y opuesta a la del forzamiento dinámico por la 
circulación media meridional, sugiriendo que los cambios en su estructura 
podrían modular las anomalías de precipitación. 
 
Fig. VII.13. Covarianza cruzada entre la baroclinicidad y los distintos 
términos de calentamiento (W/m3·K/(1000km·día)). 
Si nos concentramos en la baja frecuencia (Fig. VII.14), cuando el 
forzamiento diabático es más importante, podemos observar que el 
término dominante es el debido al calor latente (sin ser los otros 
despreciables). Dado que la condensación ocurre a nivel local y en escalas 
de tiempo sinópticas, la importancia del término latente en la baja 
frecuencia apunta a la posible reorganización de las storm tracks durante 
la variabilidad del índice zonal. Estos resultados son consistentes con la 
hipótesis de Xia and Chang [2014] de que los procesos húmedos reducen 
la persistencia de la variabilidad del índice zonal. 





Fig. VII.14. Covarianza cruzada entre la baroclinicidad y los distintos 
términos de calentamiento para datos filtrados paso bajo con 
periodo de corte de 20 días (W/m3·K/(1000km·día)). 
7. Ciclos de vida por estaciones. 
Como vimos en el capítulo anterior, la climatología de la 
baroclinicidad varía con la estación. En el verano austral su estructura es 
más zonal, con un máximo en torno a 50°S, mientras que en invierno la 
estructura es más asimétrica y se observan dos regiones baroclínicas 
diferenciadas en el Pacífico. Estas diferencias en la climatología van 
acompañadas también de diferencias en la variabilidad: el primer EOF 
(desplazamiento) es más persistente y explica más varianza en verano que 
en invierno. En esta sección compararemos los ciclos de vida de la 
baroclinicidad para ambas estaciones. 
En la Fig. VII.15 se muestran los ciclos de vida de las anomalías de 
baroclinicidad de baja frecuencia para el verano e invierno austral. En el 
verano, el ciclo de vida es cualitativamente similar al que describimos para 
la media anual. La principal diferencia es que el forzamiento debido a la 
circulación media meridional y el amortiguamiento diabático que lo 
equilibra son mayores que en la media anual, tanto en términos absolutos 
como en relación a la tendencia total (similar en ambos casos). Esto es 
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consistente con la mayor persistencia de las anomalías de baroclinicidad 
en la estación de verano. 
En el invierno austral el forzamiento por la circulación media 
meridional está muy debilitado. Aunque esto es consistente con la menor 
persistencia en esta estación, la comparación no es obvia porque existen 
además diferencias cualitativas importantes con los casos previos. El flujo 
eddy meridional de calor tiene una estructura distinta y mayor intensidad, 
y el flujo eddy vertical de calor ya no es despreciable. Esto último sugiere 
que los cambios en la estratificación podrían ser importantes para la 
variabilidad, en cuyo caso una definición de la baroclinicidad basada 
únicamente en el gradiente térmico meridional podría no ser la más 
adecuada. Es también interesante que el nuevo término debido al flujo 
eddy vertical de calor tiende a compensar la reducción en el 
amortiguamiento diabático, de forma que la suma de ambos 
amortiguamientos tiene magnitud y estructura similares al forzamiento 
diabático en otras estaciones. Esto es consistente con la noción de que el 
flujo vertical de calor de gran escala es más importante para la 
determinación de la estratificación en invierno, mientras que el transporte 
convectivo es más importante en verano. 
  








Fig. VII.15. Covarianza cruzada entre la baroclinicidad y los distintos 
forzamientos para datos filtrados paso bajo con periodo de corte 
de 20 días en (a) verano e (b) invierno austral. 
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 Extensión al Hemisferio Norte. 
Hemos mostrado en capítulos anteriores que la variabilidad 
interna de la baroclinicidad en el hemisferio sur es consistente con el 
mecanismo baroclínico de realimentación de Robinson [2000]. Este 
mecanismo es capaz además de explicar las diferencias de persistencia del 
índice zonal entre el invierno y verano austral. Nuestra motivación para 
estudiar dicho hemisferio es que la teoría de Robinson es más aplicable en 
una configuración de simetría zonal. Sin embargo, desde un punto de vista 
de impactos el estudio del hemisferio norte es más relevante dada nuestra 
situación geográfica. Una cuestión de gran interés práctico es hasta qué 
punto la persistencia de la variabilidad intraestacional de la NAO podría 
verse afectada por esta dinámica baroclínica, y cómo podría ello afectar a 
su predictibilidad. 
En este capítulo abordamos la extensión del análisis anterior al 
hemisferio norte (HN). Como veremos, la situación es mucho más 
complicada en este hemisferio debido a la ruptura de la simetría zonal. 
Aunque los dos primeros modos de variabilidad de la baroclinicidad tienen 
una estructura de ondas similar a la encontrada en el hemisferio sur, la 
pobre separación entre ellos en este caso hace que la fase de la onda sea 
arbitraria, y los ciclos de vida ambiguos. Dado que esta falta de separación 
podría deberse en parte a la contaminación entre las cuencas al tomar la 
media zonal, hemos desarrollado un formalismo alternativo basado en el 
promedio de baroclinicidad a lo largo de la cuenca. Sin embargo, se ha 
encontrado que la interpretación de los términos en este formalismo es 
ambigua debido al impacto de las ondas planetarias. Esta dificultad está 
presente incluso en el escenario de mayor simetría zonal: el hemisferio sur 
durante el verano austral. 
1. Análisis global del hemisferio norte en invierno. 
El hemisferio norte tiene mucha mayor variabilidad estacional que 
el hemisferio sur, de forma que la dinámica baroclínica de gran escala 
tiene una importancia secundaria en el verano boreal [Peixoto and Oort, 
1992]. Por este motivo, restringiremos nuestro análisis en este hemisferio 




al invierno extendido (NDJFMA21), que abarca desde noviembre hasta 
abril. Es importante notar que es precisamente en esta estación cuando es 
más intensa la circulación de Hadley. Como ya vimos en el hemisferio sur 
durante el invierno austral, esto complica el análisis debido a la 
coexistencia de los chorros subtropical y extratropical. 
Esta complejidad es aparente en la estructura climatológica de la 
baroclinicidad (Fig. VIII.1), caracterizada por un máximo en capas altas en 
la región subtropical y dos máximos diferenciados en superficie. La 
baroclinicidad ha sido definida aquí como el gradiente latitudinal de la 
temperatura potencial (sin cambio de signo), por lo que es negativa en 
toda la troposfera. 
 
Fig. VIII.1. Climatología de la baroclinicidad (K/1000km) para el 
invierno extendido del HN, en función de latitud y presión. 
Los dos primeros modos de variabilidad de la baroclinicidad a 
600hPa (Fig. VIII.2) tienen una estructura de ondas similar a la del HS. Sin 
embargo, no es posible interpretar estos modos como desplazamientos o 
pulsaciones puros de la baroclinicidad como en el HS porque sus nodos y 
extremos se encuentran desfasados respecto de los máximos de la 
                                                          
21 Siglas del término inglés: November-December-January-February-March-April. 
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baroclinicidad climatológica. Además, debido a la pobre separación de los 
modos (varianzas explicadas del 30,7% y 27,0%, respectivamente), 
cualquier combinación lineal de ellos, es decir, cualquier fase de la 
estructura harmónica, explicaría una varianza similar [North et al., 1982]. 
 
Fig. VIII.2. Primer y segundo modo de variabilidad de la baroclinicidad 
(K/1000km) a 600hPa en el HN durante el invierno extendido. 
En la revisión de Trenberth et al. [1998] se muestran evidencias de 
que el fenómeno ENSO influye en la baroclinicidad del HN. Ante la 
posibilidad de que esta variabilidad afectara a los resultados, hemos 
repetido el análisis anterior eliminando la señal ENSO mediante regresión 
lineal. Los modos de variabilidad y las varianzas explicadas cambian muy 
poco (no mostrado). 
Un factor que podría explicar en parte la pobre separación entre 
los modos es la mezcla en la media zonal de las dinámicas de las cuencas 
atlántica y pacífica, en las que las storm tracks tienen distinta estructura 
y/o se sitúan a distintas latitudes. Las Fig. VIII.3 y Fig. VIII.4 muestran 
diferencias notables en la estructura de la baroclinicidad climatológica a 
600hPa entre ambas cuencas durante el invierno extendido. Mientras que 
en el Pacífico la baroclinicidad es más simétrica y tiene un máximo en 
torno a la latitud de 35°N, en el Atlántico la baroclinicidad se sitúa a 




latitudes más altas y se inclina meridionalmente hacia el polo con la 
longitud. Estas diferencias en la estructura de la baroclinicidad se asocian 
a diferencias en las dinámicas de ambas storm tracks [Chang et al., 2002]. 
En el Pacífico la circulación de Hadley es localmente intensa, los eddies 
parten de amplitud pequeña al oeste de la cuenca, y los flujos eddy de 
momento son relativamente débiles. Por estos motivos no existe un 
chorro extratropical diferenciado del chorro subtropical en esta cuenca, 
sino un único chorro con características mixtas. En cambio, en el Atlántico 
los flujos eddy de momento son más importantes y el chorro extratropical 
se encuentra mejor definido. Pese a ello, y en contraste con el HS, la 
dinámica no es homogénea a lo largo de la cuenca y los flujos eddy de 
momento son mucho mayores al este que al oeste de la cuenca. Orlanski 
[1998] atribuye la inclinación hacia el polo de la storm track atlántica a esta 
asimetría zonal en el flujo de momento. 
 
Fig. VIII.3. Climatología de la baroclinicidad (K/1000 km) a 600hPa 
durante el invierno extendido en función de longitud y latitud 
para el HN. 
Definiendo la cuenca atlántica como la región comprendida entre 
100°W y el meridiano de Greenwich y la cuenca pacífica entre 120°E y 
120°W, se han calculado los EOFs de forma independiente para cada 
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cuenca (Fig. VIII.7). Estos EOFs explican un 37,1% y un 33,4% en el caso del 
Atlántico, y un 31,8% y un 29,0% en el caso del Pacífico, por lo que no están 
tampoco bien separados. Por distintos motivos, la configuración en ambas 
cuencas difiere del modelo teórico de Robinson [2000] basado en un 
chorro puramente extratropical y con simetría zonal. Aun así, 
esperaríamos que la teoría funcionara mejor cuando es aplicada 
independientemente a cada cuenca que cuando se aplica a la media zonal. 
En la siguiente sección se desarrolla el formalismo necesario. 
  








Fig. VIII.4. Climatología de la baroclinicidad (K/1000 km) a 600hPa 
durante el invierno extendido en función de longitud y latitud 
para (a) la cuenca atlántica y (b) la cuenca pacífica del HN. 
 







Fig. VIII.5. EOFs de la baroclinicidad (K/1000 km) a 600hPa durante el 
invierno extendido para (a) la cuenca atlántica y (b) la cuenca 
pacífica del HN. 




2. Desarrollo matemático por cuencas. 
Con objeto de analizar la variabilidad de la baroclinicidad zonal 
media a lo largo de una cuenca, en esta sección derivamos una ecuación 
para esta variable siguiendo el procedimiento del capítulo anterior. Para 
ello promediamos la ecuación termodinámica en coordenadas esféricas 
zonalmente entre las longitudes (0, f) que delimitan la cuenca y 
derivamos latitudinalmente. La única diferencia respecto al caso anterior 
es que al promediar zonalmente entre dos longitudes distintas en vez de 
a lo largo del paralelo las derivadas zonales no se anulan, apareciendo 
contribuciones adicionales en los extremos de la cuenca. Además 
descomponemos todas las variables en su promedio zonal a lo largo de la 
cuenca, y la anomalía respecto a dicho promedio. Usaremos la notación 
del capítulo anterior (por ejemplo: θ = [θ] + θ′), reconociendo que la 
definición de media y anomalía no es única y depende de los valores 
específicos de 0 y f considerados, aunque por claridad no se indique esta 































































VIII.1.   
Los términos que aparecen en negro en Ec. VIII.1 son análogos a 
los obtenidos en el capítulo anterior, excepto por el diferente promedio. 
Además aparecen términos nuevos (resaltados en rojo en la última línea), 
que involucran a los valores de las variables en los extremos de la cuenca 
(0, f). Ello se indica mediante un subíndice. 
El primero de estos términos representa la generación de 
baroclinicidad por el flujo medio zonal debido al gradiente térmico entre 
los extremos de la cuenca, y lo denominaremos “advección zonal media”. 
El segundo término representa la diferencia en el flujo eddy zonal entre 
los extremos de la cuenca, y lo denominaremos “flujo zonal eddy”. 
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Todos estos términos se procesan de la misma forma que en el 
capítulo anterior: proyectándolos en el primer EOF de la baroclinicidad y 
sustrayendo el ciclo estacional medio a la serie de datos resultante. El 
término diabático es calculado de nuevo como un residuo en Ec. VIII.1. 
3. Ciclos de vida por cuencas. 
Se ha intentado aplicar el formalismo anterior al HN usando varias 
convenciones, encontrando resultados poco robustos y difíciles de 
interpretar. Para ilustrar estas dificultades, en esta sección aplicaremos la 
metodología al hemisferio sur durante el verano austral. Este es el 
escenario en el que se observa una dinámica con mayor homogeneidad 
zonal, por lo que esperaríamos que el análisis por cuencas ofreciera 
resultados parecidos a los obtenidos en el análisis global (Fig. VII.15a). 
Para realizar este análisis se han elegido las siguientes dos 
cuencas, indicadas en la Fig. VIII.6: 
o Zona 1: Atlántico-Índico (longitudes 60°W - 120°E) 
o Zona 2: Pacífico (longitudes 120°E - 60°W) 
  





Fig. VIII.6. Climatología de la baroclinicidad a 600hPa para el verano 
austral, delimitando la cuenca del Atlántico e Índico (Zona 1) y la 
cuenca del Pacífico (Zona 2) 
En la Fig. VIII.7 se muestran los dos primeros modos de 
variabilidad de la baroclinicidad zonal promedio en todo el hemisferio 
(línea fina VERDE) y en cada una de las cuencas: Atlántico-Índico (línea 
ROJA) y Pacífico (línea AZUL). Podemos observar que los modos de 
variabilidad son muy similares en todos los casos. El primer modo se asocia 
a un desplazamiento de la baroclinicidad mientras que el segundo modo 
representa una pulsación de la baroclinicidad climatológica. 







Fig. VIII.7. (a) Primer y (b) segundo EOF de la baroclinicidad (K/1000 
km) a 600hPa en el HS para la cuenca del Pacífico y la cuenca del 
Atlántico e Índico durante el verano austral. 




Aunque la varianza explicada por los modos varía dependiendo del 
caso (Tabla VIII.1), no está claro que las diferencias sean significativas. Los 
modos están siempre bien separados por el criterio de North et al. [1982]. 
 EOF 1 EOF 2 
Global 35.1% 22.3% 
Atlántico-Índico 33.6% 22.3% 
Pacífico 31.1% 25.6% 
Tabla VIII.1 Porcentaje de varianza explicada por el primer y 
segundo modo de variabilidad de la baroclinicidad a 600hPa en todo el 
HS y para las cuencas del Atlántico-Índico y del Pacífico. 
También se observan diferencias sutiles en la función de 
autocorrelación de la primera PC de la baroclinicidad (Fig. VIII.8). El 
decaimiento de la correlación es más suave en el análisis global, mientras 
que en el análisis por cuencas la autocorrelación tiene un “hombro”. Como 
muestra Zurita-Gotor et al. [2014], este tipo de estructuras se asocia a 
realimentaciones positivas y negativas con distinta escala temporal. 
 
Fig. VIII.8. Autocorrelación de la baroclinicidad para la cuenca del 
Pacífico (línea ROJA) y la cuenca del Atlántico e Índico (línea AZUL) 
para el verano austral. 
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Finalmente, se muestran en la Fig. VIII.9 los ciclos de vida de baja 
frecuencia para la baroclinicidad promedio en ambas cuencas durante el 
verano austral. Además de los forzamientos incluidos en el análisis global 
(ver Fig. VII.15a) y de los nuevos términos zonales, se ha incluido en la 
figura el forzamiento debido a la advección meridional por la MMC, que 
ya no es despreciable como en el caso global. La contribución del flujo 
eddy vertical de calor sigue siendo muy pequeña y no ha sido incluido en 
las figuras. 
Podemos observar que la tendencia total de la baroclinicidad 
(línea NEGRA) es muy parecida en ambas cuencas, y coincide también con 
los resultados del análisis global. Sin embargo, la contribución de los 
distintos forzamientos varía sensiblemente de un caso a otro. Aunque los 
términos zonales no son del todo despreciables, reflejando el impacto de 
la asimetría planetaria incluso en este escenario más favorable, existen 
otras deficiencias más preocupantes. En primer lugar, observamos que los 
forzamientos más importantes (debidos al flujo eddy meridional de calor, 
advección vertical por la circulación media meridional, y calentamiento 
diabático) tienen el mismo signo que en el análisis global, pero su amplitud 
y estructura fina varía sensiblemente de un caso a otro. Además, el 
término debido a la advección meridional de la MMC ya no es 
despreciable, como se comentó anteriormente. Hemos probado distintas 
configuraciones de cuencas (del mismo o distinto tamaño), encontrando 
resultados variados y poco robustos. 
Atribuimos esta falta de robustez al impacto de las ondas 
planetarias y a la limitada separación espacial entre la escala de la cuenca 
y de los eddies. Por ejemplo, el transporte de calor meridiano por una 
onda planetaria con número de onda 1, que aparecería dentro del flujo 
eddy de calor en un análisis global, proyectaría también en el forzamiento 
de advección meridiana por la MMC en el análisis por cuencas. Del mismo 
modo, cuando la cuenca sólo contiene un número pequeño de eddies (hay 
poca separación de escalas entre ambos) la baroclinicidad promedio de la 
cuenca cambia con la fase de los eddies. Esto afectará a la definición de las 
anomalías y al cálculo de los flujos eddy introduciendo una variabilidad 
espuria. Por este motivo aunque la tendencia total sea la misma en todos 
los casos, la descomposición de los forzamientos varía de forma tan 
impredecible: esta descomposición es en gran medida ambigua. En vista 




de las dificultades observadas en este escenario más favorable, no resulta 
factible aplicar el análisis por cuencas al hemisferio norte.  







Fig. VIII.9. Covarianza cruzada entre la baroclinicidad y los distintos 
forzamientos para frecuencias largas para la cuenca (a) del 





En esta Memoria de Tesis Doctoral se han abordado algunos 
aspectos de la dinámica del fenómeno de realimentación positiva 
implicado en la persistencia de los desplazamientos latitudinales del 
chorro extratropical. Esta es una cuestión de enorme relevancia debido al 
impacto que tiene este patrón tanto para la variabilidad natural como para 
la respuesta forzada del sistema climático. Se ha encontrado además que 
este patrón de variabilidad es excesivamente persistente en las 
simulaciones con modelos climáticos, lo cual podría tener consecuencias 
para la sensibilidad de dichos modelos. Por todos estos motivos, es 
importante entender los mecanismos implicados en el fenómeno de 
realimentación positiva en observaciones y modelos, y el origen de los 
sesgos en éstos. 
Como se explicó en el estado del arte, la realimentación positiva 
se asocia a la sensibilidad de las anomalías del flujo eddy de momento a 
las perturbaciones en el estado básico. Se han propuesto dos mecanismos 
distintos, uno barotrópico y otro baroclínico, para explicar esta 
sensibilidad. Mientras en el mecanismo barotrópico la sensibilidad del 
flujo eddy de momento se debe únicamente a cambios en la propagación 
de las ondas en capas altas, el mecanismo baroclínico invoca también 
cambios en su generación. Este mecanismo fue inicialmente propuesto 
por Robinson [2000], quien sugirió que los desplazamientos del chorro 
podrían ir acompañados también de desplazamientos de la baroclinicidad, 
forzada por la circulación residual que inducen los flujos eddy de 
momento. Al intensificarse la baroclinicidad en la región de aceleración 
aumentaría también el flujo eddy de calor y la generación de ondas en 
dicha región, lo cual conduciría al reforzamiento de la aceleración inicial 
cuando estas ondas se propagan en capas altas a otras latitudes. 
Existe actualmente un debate abierto en la literatura sobre la 
relevancia de los dos mecanismos propuestos para el fenómeno de 
realimentación positiva. Esta tesis ha contribuido a dicho debate 
mostrando que la variabilidad intraestacional de la baroclinicidad en el 
hemisferio sur es consistente con el mecanismo de realimentación de 
Robinson. Aunque la extensión del análisis al hemisferio norte no ha 




producido resultados concluyentes, ello se debe a la inadecuación de la 
metodología empleada para estudiar la variabilidad de la baroclinicidad en 
una situación de fuerte asimetría zonal, y no descarta necesariamente la 
relevancia del mecanismo baroclínico en este hemisferio. Por otra parte, 
debe señalarse que la consistencia de la variabilidad de la baroclinicidad 
con el mecanismo propuesto por Robinson no implica necesariamente que 
dicho mecanismo sea dominante para el fenómeno de realimentación 
positiva. Para responder a esta cuestión, sería necesario cuantificar qué 
fracción del forzamiento eddy de momento anómalo es debido a los 
cambios observados en la generación de ondas. 
A continuación se exponen de forma más detallada las principales 
conclusiones de la presente Memoria de Tesis Doctoral, estructuradas en 
tres grandes bloques de acuerdo con los objetivos específicos propuestos 
y los capítulos de resultados en que se divide esta tesis. Estas conclusiones 
se resumen en los siguientes puntos. 
• Relación entre la variabilidad de las componentes 
barotrópica y baroclínica del viento zonal.  
Utilizando datos diarios para el hemisferio Sur, en el que la 
baroclinicidad no está tan influenciada por los contrastes tierra-mar y, por 
lo tanto, la climatología es más simétrica longitudinalmente, hemos 
descrito las principales características de la variabilidad de la 
baroclinicidad (gradiente térmico latitudinal), el viento barotrópico (viento 
zonal en superficie) y la cizalladura vertical del viento en un nivel de 
referencia. Los resultados obtenidos en este apartado son: 
o Los principales modos de variabilidad de estas tres 
variables son muy similares a los encontrados por Lorenz and 
Hartmann [2001] para el índice zonal, y están altamente 
correlacionados entre sí. El primer modo corresponde a un 
desplazamiento mientras que el segundo corresponde a un 
fortalecimiento/debilitamiento. Estos modos están bien 
separados de acuerdo con el criterio de North et al. [1982]. Las 
características de la variabilidad dependen de la escala temporal 
considerada. En la baja frecuencia la estructura es robusta y los 
modos se encuentran bien separados, siendo la separación 




alta frecuencia los dos primeros modos están pobremente 
separados. 
o La persistencia del primer modo es mayor que la del 
segundo para todas las variables, y el viento barotrópico es más 
persistente que la baroclinicidad y la cizalladura. Las anomalías 
del viento barotrópico y la baroclinicidad/cizalladura están 
altamente correlacionadas, observándose la máxima correlación 
cuando las anomalías del viento barotrópico preceden a las de la 
cizalladura. Sin embargo, este máximo se alcanza para un 
desfase mucho menor que la escala de tiempo de cada uno de 
ellos, lo cual sugiere que ambas series describen el mismo 
fenómeno. Además, la mayor coherencia entre el viento 
barotrópico y la baroclinicidad se observa en la baja frecuencia. 
Todos estos resultados están en acuerdo con el mecanismo 
propuesto por Robinson [2000]. 
o La relación de viento térmico (y por tanto el balance 
geostrófico) es una excelente aproximación para el estudio de 
este tipo de variabilidad, no observándose ninguna diferencia 
significativa en los diagnósticos cuando se usa la baroclinicidad o 
la cizalladura vertical. 
o Aunque existen diferencias cualitativas en la estructura 
climatológica de la baroclinicidad en las distintas estaciones, los 
modos de variabilidad dominantes son los mismos en el verano 
e invierno austral que para el estudio anual, incluso cuando el 
chorro subtropical está presente. Sin embargo, la persistencia y 
varianza explicada por el desplazamiento son mayores en verano 
que en invierno. 
 Análisis de los ciclos de vida de las anomalías de baroclinicidad 
Una vez demostrado que la componente barotrópica del viento 
zonal y la baroclinicidad varían de forma conjunta, hemos estudiado cuáles 
son los principales forzamientos que intervienen en la variabilidad de la 
baroclinicidad. Para ello, se han estimado los ciclos de vida característicos 
de las anomalías de baroclinicidad usando las covarianzas desfasadas 
entre ésta y cada uno de sus forzamientos. 




o Los forzamientos dominantes en el ciclo de vida son el 
flujo eddy meridional de calor, el calentamiento adiabático 
asociado a los movimientos verticales de la circulación media 
meridional, y el calentamiento diabático. Sin embargo, la 
estructura de la covarianza es compleja y la importancia de los 
términos varía con el desfase. 
o Examinando los ciclos de vida por separado para 
anomalías de alta y baja frecuencia, encontramos que en la alta 
frecuencia el forzamiento dominante es el debido al flujo eddy 
meridional de calor. La circulación media meridional debilita las 
anomalías, pero tiene un impacto mucho menor. El 
calentamiento diabático es despreciable. El forzamiento eddy se 
aproxima mucho a la tendencia total, indicando que la 
baroclinicidad básicamente responde a las variaciones de dicho 
forzamiento en estas escalas. 
o En la baja frecuencia hemos encontrado que las anomalías 
de la cizalladura vertical son creadas por el forzamiento debido 
al flujo eddy de momento en la alta troposfera y fortalecidas por 
la fricción en la superficie. Estos resultados son consistentes con 
el mecanismo de Robinson [2000]. En respuesta a este 
forzamiento de momento, se genera una circulación media 
meridional que debilita las anomalías de la cizalladura y refuerza 
las de la baroclinicidad, para mantener así el balance del viento 
térmico. Las anomalías de baroclinicidad son amortiguadas por 
el calentamiento diabático, principalmente mediante la 
reorganización de la precipitación, aunque también tienen un 
impacto significativo los flujos de calor sensibles en superficie y 
el enfriamiento radiativo de onda larga. El forzamiento debido al 
flujo eddy de calor varía en fase con la tendencia total, aunque 
ello incluye contribuciones opuestas de los eddies planetarias y 
sinópticos que fuerzan/debilitan las anomalías de baroclinicidad. 
o El espectro cruzado entre la baroclinicidad y el 
forzamiento por la circulación media meridional es consistente 
con el distinto papel de ésta en la alta y baja frecuencia. En la 




amortigua a la cizalladura, mientras que en la alta frecuencia 
ocurre lo contrario. 
o Considerados por estaciones, sigue siendo válida la 
descripción anterior de los ciclos de vida, excepto que para el 
invierno austral el flujo eddy vertical de calor ya no es 
despreciable en la baja frecuencia y ha de tenerse en cuenta. Ese 
término debilita la baroclinicidad. Por otra parte, se ha mostrado 
que la mayor persistencia de las anomalías de baroclinicidad en 
verano que en invierno se asocia a un mayor forzamiento por la 
circulación meridional. 
 Análisis de los ciclos de vida de las anomalías regionales de 
baroclinicidad. 
o Al extender el análisis de la variabilidad de la 
baroclinicidad al hemisferio norte durante el invierno extendido 
se han encontrado modos con estructura meridional similar a los 
del hemisferio sur. Sin embargo, los nodos y extremos de estos 
modos ya no coinciden con el máximo de la baroclinicidad 
climatológica de modo que no es posible interpretarlos como 
desplazamientos o pulsaciones puros de la baroclinicidad. 
Además en este caso los modos se encuentran pobremente 
separados. 
o La pobre separación de los modos podría deberse en parte 
a la mezcla entre las storm tracks atlántica y pacífica, que difieren 
en latitud y estructura, al tomar la media zonal. Como alternativa 
al análisis global, se ha desarrollado un formalismo regional para 
estudiar la variabilidad de la baroclinicidad promedio a lo largo 
de una cuenca. Ello introduce nuevas contribuciones de 
contorno, media y eddy, al integrar los términos de advección 
zonal. 
o Sin embargo, la aplicación de este formalismo produce 
resultados poco robustos y difíciles de interpretar. Para 
esclarecer los motivos, se ha aplicado el análisis regional al 
hemisferio sur durante el verano austral. La estación y 
hemisferio en los que la dinámica tiene mayor simetría y 
homogeneidad zonal, y por tanto el escenario más favorable 
para el análisis regional. A pesar de ello, se ha encontrado que 




los ciclos de vida difieren entre la cuenca del Pacífico y la del 
Atlántico-Índico, así como del correspondiente análisis global. 
Hemos argumentado que ello se debe al impacto de las ondas 
planetarias, y a la pobre separación entre éstas, la longitud de la 
cuenca y la escala típica de los eddies. Ello implica que la 
descomposición entre los forzamientos sea en gran medida 
ambigua, explicando la falta de robustez. 
Comparación con un modelo idealizado. 
Como complemento al estudio observacional descrito en esta 
Memoria de Tesis, se han realizado simulaciones con un modelo 
cuasigeostrófico de dos capas. La formulación de este modelo idealizado 
se describe en Zurita-Gotor [2007]. A pesar de su gran simplificación, este 
modelo es capaz de representar, siquiera cualitativamente, los procesos 
dominantes de la circulación extratropical. Por este motivo, este modelo 
es en ocasiones considerado como el primer eslabón de una jerarquía de 
modelos climáticos de complejidad variable [Held, 2005]. 
En primer lugar, se ha investigado el realismo de la variabilidad 
anular del modelo, encontrándose que la persistencia del índice zonal se 
aproxima bastante a la documentada por Lorenz and Hartmann [2001] 
para el Hemisferio Sur. Otros diagnósticos de este modo de variabilidad en 
el modelo están también en consonancia con las observaciones. 
De forma más relevante para esta tesis, se ha realizado un estudio 
de la variabilidad de la baroclinicidad en el modelo con objeto de 
establecer la robustez de la dinámica y los mecanismos identificados en 
las observaciones en esta tesis. El uso del modelo idealizado nos ha 
permitido finalmente demostrar la relevancia del mecanismo baroclínico 
de Robinson [2000] mediante simulaciones en las que se varía el 
amortiguamiento de la baroclinicidad. A continuación se resumen las 
principales conclusiones de este estudio: 
 El primer modo de variabilidad de la baroclinicidad en el modelo es 
un desplazamiento (35.2%) y el segundo una pulsación (22.4%), como 
obtuvimos en observaciones. Además, para distintas escalas de 





 Las funciones de autocorrelación de la baroclinicidad y del índice 
zonal en el modelo tienen una estructura similar a las observaciones, 
decayendo más rápidamente la primera. Esta diferencia es debida a 
que la baroclinicidad no está sujeta a un mecanismo de 
realimentación positivo y, por lo tanto, decae para desfases grandes 
con la escala de tiempo diabática (a diferencia de las observaciones, 
ésta es conocida sin ambigüedad en el modelo). 
 Como en las observaciones, la componente barotrópica del viento y 
la baroclinicidad están altamente correlacionadas en el modelo, 
siendo la correlación máxima cuando la componente barotrópica 
lidera con un pequeño desfase. 
 En los ciclos de vida característicos de la baroclinidad, los términos 
más importantes son el flujo eddy de calor y la circulación media 
meridional, siendo el término diabático mucho más pequeño. Esto 
difiere de las observaciones, en las que los tres términos tenían una 
influencia similar. El modelo es mucho más adiabático, en gran 
medida por seguir una dinámica seca y no tener una capa límite con 
dinámica rápida.  
 Para la alta frecuencia, las anomalías de la baroclinicidad siguen 
respondiendo al flujo eddy de calor, que prácticamente determina 
toda la tendencia de ésta. 
 Para la baja frecuencia, los ciclos de vida característicos de la 
baroclinicidad y de la cizalladura vertical son similares a los obtenidos 
en observaciones, excepto que en el modelo el amortiguamiento 
diabático es mucho menos importante. El principal amortiguamiento 
de la baroclinicidad de baja frecuencia en el modelo es el flujo eddy 
de calor, que actúa de forma difusiva. Ello contrasta con las 
observaciones, en las que había también un forzamiento de la 
baroclinicidad de baja frecuencia por el flujo eddy de calor debido a 
las ondas planetarias (no presentes en el modelo). 
 Los análisis espectrales cruzados en el modelo y en las observaciones 
muestran características similares, cambiando el papel de los 
distintos forzamientos con la frecuencia de forma consistente con los 
resultados obtenidos en los ciclos de vida filtrados. 




La simplicidad del modelo ha permitido también estudiar otros 
aspectos difíciles de analizar en las observaciones, como la relación entre 
los flujos eddy de calor y de momento. Aunque esta relación es complicada 
y está dominada por la componente rápida, se ha encontrado que ambas 
señales son muy coherentes en la baja frecuencia, y su relación de fase es 
tal que las anomalías en la convergencia eddy de momento preceden a las 
anomalías en el flujo eddy de calor. Esto es de nuevo consistente con el 
mecanismo de realimentación baroclínico de Robinson [2000]. 
Sin embargo, la consistencia no implica necesariamente 
causalidad. Para establecer la relevancia del mecanismo baroclínico de 
forma más concluyente, se han diseñado finalmente simulaciones 
idealizadas en las que variamos externamente el amortiguamiento de la 
baroclinicidad mediante un proceso de mezcla vertical de momento. Se ha 
encontrado que la mezcla vertical de momento reduce la persistencia no 
sólo de la baroclinicidad, sino también del viento barotrópico. 
Los detalles de los resultados obtenidos en el modelo 
cuasigeostrófico de dos capas están descritos en el artículo Zurita-Gotor et 






A continuación se muestra el siguiente anexo en forma de artículo. 
 
El impacto de la realimentación baroclínica 
eddy en la persistencia de la variabilidad de la 
corriente en chorro en un modelo de dos capas. 
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