Abstract: Inherent flaws in the extended Kalman filter (EKF) algorithm were pointed out and unscented Kalman filter (UKF) was put forward as an alternative. Furthermore, a novel adaptive unscented Kalman filter (AUKF) based on innovation was developed. The three data-fusing approaches were analyzed and evaluated in a mathematically rigorous way. Field experiments conducted in lake further demonstrate that AUKF reduces the position error approximately by 65% compared with EKF and by 35% UKF and improves the robust performance.
Introduction
Nowadays, researchers are becoming more and more addicted to the mysterious ocean, thus bringing about a great development of the human occupied vehicle (HOV). HOV takes an important part in many fields such as oceanic biology, oceanic geography and oceanic chemistry. Real time knowledge of attitude and position of HOV is of much help for object location and motion control. The increasing demand of safety and task requires that HOV employs better navigation.
For HOV, localization is of vital importance for the sake of scientific survey and safety. The navigation system of HOV mainly consists of a Doppler velocity log (DVL), a fiber optic gyroscope (FOG), a depth sensor, long baseline (LBL) and ultra-short baseline (USBL) acoustic positioning system. The navigation relies on fusing noisy measurements in an optimal way to produce an accurate estimate including position, orientation (heading), and velocities. Without any external instrument, DVL and FOG are equipped for dead reckoning system. However, the error of dead reckoning system accumulates over time. To provide a position fix, acoustic positioning system is used in underwater navigation since the signals of global positioning system (GPS) decay quickly in the ocean. Ultra-short baseline, short baseline (SBL) and long baseline are common acoustic positioning systems to produce measurements in the north−east plane. HOV is used to rely on USBL positioning because of its convenient deployment and short set-up time. But the USBL system suffers low accuracy and updating rate, and then the LBL system is applied because of its longer range, higher accuracy and update rate. Learning from the terrestrial navigation, techniques such as bathymetry and photography have been developed recently. Since the depth reading from the depth sensor is of high precision, navigation technology is simplified to a two-dimensional problem on a local north−east plane in this work. For the low update rate of LBL measurements and the drift error of the DR, data fusion is used to produce a more accurate estimate. Loosely coupled fusion and tightly coupled fusion are two primary approaches to fusing measurements. The way we make use of LBL measurements is used after trilateration from multiple beacons and any tightly coupled approach can use a loosely coupled one instead, so the loosely coupled approach is taken into consideration.
Since Kalman published his famous thesis presenting a recursive solution to the linear filtering problem, the Kalman filter (KF) has been widely used in the area of assisted or autonomous navigation. SHEN et al [1] proposed an augmented KF with fast orthogonal search (FOS) in a low-cost two-dimensional navigation system. Because the KF directly used in nonlinear system is not as effective as that used in linear system, EKF was presented to filter nonlinear system [2] . Then, EKF became the subject of wide range of applications in underwater navigation [3−5] . To prevent EKF instabilities, LOEBIS et al [6] and PENTZER et al [7] discussed the tuning techniques of measurement covariance matrix. The linearization of the nonlinear system incurs large errors and sometimes divergence of the filter, and sigma-point Kalman filter (SPKF) is addressed in Ref. [8] . By using a deterministic sampling method, the estimate performance of SPKF is proved to be superior to that of EKF. In Ref. [9] , UKF was applied to real time object tracking. The family of SPKF methods includes UKF, central difference Kalman filter (CDKF), square-root unscented Kalman filter (SRUKF) and so on. LOZANO et al [10] analyzed and compared three variants of SPKF in an inertial navigation system. WANG and ZHAO [11] put forward a method combining model error prediction (MEP) and UKF in SINS/GPS integrated navigation system. STANWAY [12] enhanced the fusion technique based on UKF by delayed-state for underwater navigation. The common operation of Kalman based filters is the propagation of the Gaussian random variables through the nonlinear system, so the filters mentioned above are not qualified for non-Gaussian problems. Another well known solution, particle filter (PF), is introduced by DOUCET et al [13] . CARPENTER et al [14] improved PF by stratified sampling and implementing the updating stage of sampling importance resampling (SIR) with method based on simulating order statistics. WON [15] proposed a method that estimated orientation using a PF and estimated position and velocity using a KF, and studied the effects of the number of particles of the proposed filter and position sensor noise on the orientation accuracy. XIANG et al [16] presented an improved particle filter algorithm to deal with the problem sample degeneration and sample impoverishment in traditional PF, and applied the method to inertial navigation system/global position system (INS/GPS) integrated navigation system.
As the motion of HOV is strongly nonlinear, KF method is excluded. The computing demand of PF method is great and the particle system may collapse after a sequence of updates in some cases, so PF is not taken into consideration either. Then, EKF and UKF are implemented in this experiment, and as a derivative of UKF, AUKF is presented and its superiority is illustrated.
HOV and its navigation system
The HOV named Jiaolong is the first deep-sea submergence vehicle which is independently designed and manufactured all by Chinese scientists. Jiaolong made a breakthrough by diving to 5000 m, which means that China is catching up with other developed countries in deep-sea exploration. Three scientists can be hold in the cabin, and they can not only observe sea bottom using the acoustic sonar, light and camera system, but also take samples from the bottom or sea water by manipulators, heat samples, drill and other tools.
The navigation scheme which guarantees high performances in all the submergence phases, bottom working phase, and raising to surface phase has become a fundamental issue in deep hazardous underwater environment. According to different working phases of HOV, the information obtained from sensors is far from another. For example, during the submergence phase and rising to surface phase, the navigation system is only able to make use of the position information from LBL and the attitude information from FOG. Once the HOV comes into the bottom working phase, the velocity information from DVL is available, along with the position and attitude information. This work focuses on the navigation technology during the bottom working phase when the information from DVL, LBL and FOG is all available.
Framework of EKF, UKF and AUKF

EKF and its defect
In Kalman based method, a discrete-time dynamic system is mathematically described as
where
is the system state vector; n k  R y is the output vector; v k and n k are uncorrelated white Gaussian noises with zero-mean. Given the noisy observation y k , the estimation of x k is computed recursively by the following equations:
where ˆk Gaussian random variables (GRVs), this recursion results in the optimal minimum mean-squared error (MMSE) estimation of x k . However, KF is only effective for propagating GRVs through linear systems, and for nonlinear systems, EKF linearizes the estimation. Optimal terms above are rewritten as
The unknown noises marked as The defect which lies in EKF is that the distributions of variables are no longer normal after propagating through nonlinear systems.
Unscented KF
The core of UKF is that it is easier to approximate a probability distribution than to approximate an arbitrary nonlinear function or transformation.
Scaled unscented transform
Unscented transform uses a set of points, which are selected so that their mean and covariance are the current mean and covariance (Fig. 1) . The nonlinear function is applied to the points to yield a cloud of transformed points. The statistics of the transformed points can be calculated to form an estimate of the nonlinear transformed mean and covariance. Consider a nonlinear function y=g(x): Given the mean x and covariance x P of a random vector x, a set of points distributing symmetrically around x is constructed, and denoted as χ i , i=1, …, 2l (l is the dimension of x). The set of points satisfies the following conditions:
The value of λ controls how far the sigma point will be positioned from the origin x.
Points i  are computed to capture the property of the distribution of nonlinear function g(·):
Then the mean and covariance of the function g(·) are obtained as 
where α determines the spread of the sigma point; β is used to incorporate prior knowledge of the distribution of x.
Framework of UKF
The only distinction between UKF and EKF is the way that they obtain the distributions of variables after propagating through nonlinear systems, and the recursive framework is just like conventional KF (Fig. 2) . 
2) Sigma points generation:
3) Time update:
4) Measurement update: For Gaussian inputs, the approximations of UKF are accurate to the third order, and for non-Gaussian inputs, approximations are accurate to at least the second-order. It is proved that deliberate choice of weights and scaling factors can promote the accuracy to the third order or higher. Furthermore, there is no need to calculate analytical Jacobians of the system functions as it is the case for the EKF.
Adaptive UKF
The good performance of UKF is based on priori information including precise models, sufficient knowledge of the noise distribution and proper initialization. Nevertheless, the ocean is a complicated and changeable environment and the dynamics of HOV is time-varying and uncertain, thus developing the AUKF to promote the robustness and stability of UKF. Knowledge of the noise distribution has a direct effect on the performance of UKF, hence the process noise covariance matrix v Q is selected as the parameters updated adaptively (observation noise covariance matrix n Q can be selected equivalently). AUKF presented here concentrates on minimizing the error between the filter-calculated covariance and the actual innovation covariance.
Innovation-based cost function
A time-averaged innovation covariance is used to approximate to the actual one:
where S k is the innovation covariance, N is the length of the estimation window, and m k is the innovation calculated by measurement y k and estimation | 1 .
k k y The estimation of S k is calculated by measurement update step of UKF as
The adaptive mechanism is to minimize the cost function that is constructed as 2 2 tr((ddiag( )) ) tr((ddiag( )) )
where ddiag(·) stands for the diagonal matrix which has the same diagonal elements with matrix (·).
Structure of AUKF
The AUKF is composed of a master filter and a slave one, as shown in Fig. 3 , which requires no modification of the master one. The slave filter can even be suspended to reduce the computing load when there is little change in the noise distribution. UKF is selected to be the master filter. Generally, the unknown law of varying noise distribution is assumed an uncorrelated random variable driven by noise. Therefore, KF, which is suitable for linear laws, is chosen to act as the slave filter to reduce the computation while another UKF is competent for the slave filter too.
The process function is described as
where q k is the diagonal element of process noise matrix Q v and w qk is the unrelated random offset driven by noise.
The observation function is described as
where vdiag(·) stands for the vector whose components are the diagonal elements of matrix (·), and | 1 , H is a constant matrix.
As mentioned in Eq. (34), the observation of KF is
Then, the slave filter works in accordance with KF. 1) Initialization:
2) Time update:
3) Measurement update:
The AUKF consists of UKF and KF, and AUKF is stable when the UKF and KF are both stable.
Application and experimental results
In previous sections the fusion techniques are proposed for navigation, and here the approaches in field tests are implemented. For the maintenance of Jiaolong, a vehicle equiped with the same navigation sensor suit as Jiaolong is utilized as a substitute in the experiments conducted in lake. The object is to compare the performance of three approaches, so a baseline is necessary. As the vehicle cruises on the lake, position from GPS can be usd to serve as the baseline.
Model definition
The state vector is defined as
where ξ, η and ψ are the north position, east position and heading in the navigation frame, respectively; u and v are the forward velocity and starboard velocity in the vehicle reference frame, respectively; r is the angular velocity.
A first-order kinematic model is used here. The process model is defined as
where N v is process noise. The observation vector is defined as y= 
where N n is the observation noise.
Settings of filters
For the sake of difficulties in acoustic transmission, some of the range readings from the LBL are noisy measurements. Consequently, a rejection algorithm is involved: the distance from this position to the old position is farther than the distance HOV can travel at top speed, which is a bad measurement, so the range measurement should be replaced by the range estimation calculated in the last iteration.
The settings of the three filters should be the same: Figure 4 shows a map view of the field data collected in the first trial. It can be seen that the measurements from LBL (dots) are of low update rates and accurancy, and without position fixes, the dotted line (DR) system leads to a drift over time. The estimation results obtained by EKF, UKF and AUKF are presented in Fig. 5 , from which the result of AUKF is the most close to GPS. The relative performance of the three integraion approaches is compared by examing the position residuals, as shown in Figs. 6 and 7. It is seen that the EKF fusion can not provide a credible navigation, while UKF can basically meet the need of navigation system. In accordance with expectation, AUKF, which is adaptive to Q v , produces better fusion performance than UKF, which uses constant Q v and Q n . The high peaks of EKF coincide with aggressive maneuvers (such as turning) that push the vehicle into increased nonlinear response. The linearization errors of EKF, therefore, result in poor estimation performance and increased estimation error. In contrast, the UKF and AUKF can handle these increased nonlinearities satisfactorily. The mean absolute error (E MA ), error standard deviation (E SD ) and the runtime of each iteration are displayed in Tables 1−3 . E MA is defined as Tables 1−3 , it is seen that AUKF reduces the position error approximately by 65% compared with that of EKF and by 35% compared with that of UKF. As a cost, the runtime of AUKF increases by 14 times compared with that of EKF and by 1.67 times compared with that of UKF.
Results tested on real data
With regard to the forward velocity and starboard velocity, there is no big difference among the performance of three filters, all of which are able to provide good estimates of veloities because the change of velocities is not highly nonlinear. As for heading, the pattern of performance is almost the same as the position error. As expected, AUKF outperforms the EKF and UKF, as illustrated in Tables 1 and 2 . In order to demonstrate the robustness of the three fusion thechniques, the field data collected in the second trial are implemented. The initial covariance matrix , x P the process noise covariance matrix v R and the observation noise covariance matrix n R remain unchanged from the settings of the first trial. Trajectory of the sailing is displayed in Fig. 8 , and the fusion results and position errors are presented in Figs. 9−11. It can be seen that, like the results of the first trial, AUKF keeps the superiority over EKF and UKF, which proves the robustness of AUKF to time-varing noise further. 
Conclusions
1) Because of the linearization errors, EKF is not competent enough in navigation sysytem which is highly nonlinear.
2) The computational comlexity of UKF is equivalent to EKF and meanwhile UKF is suitable for nonlinear system.
3) The standard UKF is enhanced by the adaptive mechanism which tries to minimize the innovation-based cost function. AUKF improves the robustness to timevaring noise and shows a major improvement over EKF and UKF. The drawback of AUKF is that it is more timeconsuming, but acceptable for the navigation system where highest accuracy is required.
4) The presented AUKF may be extended by adaptation to both Q v and Q n , and a full kinematic model should be taken into account in practical navigation system of HOV.
