In the online labeling problem with parameters n and m we are presented with a sequence of n items from a totally ordered universe U and must assign each arriving item a label from the label set {1, . . . , m} so that the order of labels respects the order on U . As new items arrive it may be necessary to change the labels of some items; such changes may be done at any time at unit cost for each change. The goal is to minimize the total cost. An alternative formulation of this problem is the file maintenance problem, in which the items, instead of being labeled, are maintained in sorted order in an array of length m, and we pay unit cost for moving an item.
proof had two parts: a lower bound for a problem they call prefix bucketing and a reduction from prefix bucketing to online labeling. In this paper we present a simplified version of their reduction, together with a full proof (which was not given in [12] ). Furthermore we give a simplified and improved analysis of the prefix bucketing lower bound. This improvement allows us to extend the lower bounds for online labeling to the case where the number m of labels is superpolynomial in n. In particular, our lower bound for m from n 1+C to 2 n is Ω((n log n)/(log log m − log log n)). This reduces to the asymptotically optimal bound Ω(n log n) when m = Θ(n 1+c ). We show that our bound is asymptotically optimal for the case of large m by giving a matching upper bound in the case that m ≥ 2 1+(log n) 3 .
Introduction
In the online labeling problem with parameters n, m, r, we are presented with a sequence of n items from a totally ordered universe U of size r and must assign each arriving item a label from the label set {1, . . . , m} so that the order of labels respects the ordering on U . As new items arrive it may be necessary to change the labels of some items; such changes may be done at any time at unit cost for each change. The goal is to minimize the total cost. An alternative formulation of this problem is the file maintenance problem, in which the items, instead of being labeled, are maintained in sorted order in an array of length m, and we pay unit cost for moving an item.
The problem, which was introduced by Itai, Konheim and Rodeh [16] , is natural and intuitively appealing, and has had applications to the design of data structures (see for example the discussion in [12] , and the more recent work on cache-oblivious data structures [7, 9, 8] ). A connection between this problem and distributed resource allocation was recently shown by Emek and Korman [15] .
The parameter m, the label space must be at least the number of items n or else no valid labeling is possible. There are two natural range of parameters that have received the most attention. In the case of linearly many labels we have m = cn for some c > 1, and in the case of polynomially many labels we have m = θ(n 1+C ) for some constant C > 0. The problem is trivial if |U | ≤ m , since then we can fix an order preserving bijection from U to {1, . . . , m} in advance.
Known upper bounds Itai et al. [16] gave an algorithm for the case of linearly many labels having worst case total cost O(n(log n) 2 ). Improvements and simplifications were given by Willard [18] and Bender et al. [6] . In the special case that m = n, algorithms with cost O((log n) 3 ) per item were given [19, 10] . It is also well known that the algorithm of Itai et al. can be adapted to give total cost O(n log n) in the case of polynomially many labels. An algorithm with O(log n) worst case cost per insertion was given in [17] . All of these algorithms make no restriction on the size of universe U of items.
Known lower bounds For the case of polynomially many labels, Dietz at al. [12] (also in [19] ) proved a matching lower bound for the O(n log n) upper bound.
For the case of linearly many labels (m = O(n)), Dietz and Zhang ([14, 13] , also available in Zhang's Ph.D. thesis [19] ) proved an Ω(n log 2 n) lower bound for a restricted class of algorithms, called smooth algorithms. A subset of the present authors [3] showed that the same (tight) lower bound holds for any online labeling algorithm. These bounds hold even when the size of the universe U is only a constant multiple of m. The bound remains non-trivial (superlinear in n) for m = O(n(log n) 2−ε ) but becomes trivial for m ∈ Ω(2 log 2 n ).
Our results In this paper we extend and clarify the lower bound of Dietz et al. [12] . Their result consists of two parts; a lower bound for a problem they call prefix bucketing and a reduction from prefix bucketing to online labeling. Our results are:
• We provide a simpler and more precise lower bound for the prefix bucketing problem.
(This is given in Section 3.2)
• We clarify the reduction from prefix bucketing to online labeling and give a full proof of correctness. (This is given in Sections 2.2 and 3.1.) In [12] , only a proof sketch is provided. 1
• Using our improved analysis for prefix bucketing, we extend the range of validity of the lower bound results from polynomial space to exponential space. Specifically we prove a lower bound of Ω((n log n)/(1 + log log m − log log n)) that is valid for m between n and 2 n . (This appears in Section 3.3.) Note that for polynomially many labels this reduces to Ω(n log n) which matches the known upper bound up to a constant factor.
• We give an algorithm for the case that m ≥ 1+2 (log n) 3 whose cost is Ω((n log n)/(log log m)).
(This appears in Section 4.) This matches our lower bound up to a constant factor. Thus the lower bound is tight for the case that m = n 1+C and C > 0 is a constant, and also for the case m ≥ 1 + 2 (log n) 3 . 2 We summarize known results about deterministic algorithms in Table 1 . (There is a brief discussion of randomized algorithms below.)
Further developments and open questions The online labeling problem has three parameters: the number m of possible labels , the number n of items, and the size r of the universe of possible items. The lower bounds we obtain in this paper for the case m = Ω(n 1+C ) for some positive C, require that r be exponential in n. This contrasts with the lower bounds obtained in [3] for the case of m = O(n), where the lower bounds hold even when r is a (sufficiently large) linear function of n. This leaves open the intriguing question whether in the case of polynomially many labels m = n 1+C , one can improve on the O(n log n) cost algorithm if the range r is not too large, e.g. polynomial in m, or even O(m log n). 
All of the work mentioned so far (both upper and lower bounds) is for the case of deterministic algorithms. In work subsequent to this paper, a subset of the authors [5] showed that the Ω(n log n) lower bound for the case m = n 1+C of polynomially many labels extends for randomized algorithms. The results in that paper do not subsume this one because (a) The lower bounds for randomized algorithms don't extend to the range that m is superpolynomial in n (as do the results here) and (b) The lower bound proofs here are conceptually simpler.
In the case of linearly many labels, the Ω(n log n) lower bound for randomized algorithms applies, but this leaves a gap since the best upper bound is the deterministic O(n log 2 n) algorithm. Is there a better randomized algorithm in the case of linearly many labels, or can the lower bound be improved?
Overview of the proof
Our proof follows the high level structure of the proof from [12] . In the remainder of the introduction we sketch the two parts, and relate our proof to the one in [12] .
Reducing Prefix Bucketing to Online Labeling Dietz et al. [12] describe a particular adversary for the labeling problem and show that given any algorithm for online labeling, the behavior of the algorithm against the adversary can be used to construct a strategy for prefix bucketing. In Section 2 we will present a modification of their adversary, and in Section 3.1 we give a full proof of the connection to prefix bucketing. We now sketch the adversary construction and the reduction.
The goal in constructing an adversary is to force any online algorithm to perform many relabelings during insertion of n items. As the adversary proceeds we will refer to items that have been inserted by the adversary as active, and two active items are adjacent if there is no active item between them. The adversary starts by inserting the seven equally spaced items including the minimum and maximum items 1 and r. Each successive inserted item will be the average (rounded down) of some pair of adjacent active items. The central issue in defining the adversary is to determine at each step which adjacent pair of active items to choose.
It is illuminating to think of this in terms of the file maintenance problem mentioned earlier. In this reformulation the label space {1, . . . , m} is associated to an array indexed by {1, . . . , m} and an item labeled by j is viewed as stored in location j. Intuitively, the adversary wants to choose each successive insertion to be the average of two adjacent items that appear in a "crowded" region of this array. The hope is that this will eventually force the algorithm to move many items within the array (which corresponds to relabeling them). The problem is to make precise the notion of "crowdedness". Crowding within the array occurs at different scales (so a small crowded region may lie inside a large uncrowded region) and we need to find a pair of adjacent items with the property that all regions containing the pair are somewhat crowded.
With the array picture in mind, we call an interval of labels a segment, and say that a label is occupied if there is an item assigned to it. The density of a segment is the fraction of occupied labels.
As a guide to picking each successive item, the adversary maintains a sequence (hierarchy) of nested segments. Each successive segment in the hierarchy has size at most half the previous segment, and its density is within a constant factor of the density of the previous segment. The hierarchy ends with a segment having between 2 and 7 items. The next item to be inserted is the average (rounded down) of the two middle items in the lowest segment of the hierarchy.
In [12] , the authors show that there is always a dense point, which is a point with the property that every segment containing it has density at least half the overall density of the label space. They use this as the basis for building the hierarchy at each step. We build a hierarchy with similar properties to theirs using a sowmewhat simpler argument.
Before the 8th insertion, the hierarchy consists of just the single segment {1, . . . , m}. After each subsequent insertion, the algorithm A specifies the label of the next item and (possibly) relabels some items. Say that a label is impacted if it is either assigned by the algorithm to some item during this step, or is freed up (because the item previously assigned to it was assigned to a different label.) The adversary then updates the hierarchy as follows. For the hierarchy immediately prior to the insertion, the critical segment is the smallest segment in the hierarchy that contains all labels impacted by the insertion. The new hierarchy agrees with the previous hierarchy on all segments from the largest segment to the critical segment. Beginning from the critical segment the rest of the hierarchy is "rebuilt" one segment at a time.
If the smallest segment selected so far is S and S has at most seven occupied labels then the hierarchy stops; if will follow from the construction that the final segment has at least two occupied labels. Otherwise we choose a successor to S as follows. Define the left buffer of S to be the smallest subsegment of S that starts at the minimum label of S and includes at least 1/8 of the occupied labels of S, and the right buffer of S to be the smallest subsegment that ends at the maximum label of S and includes at least 1/8 of the occupied items of S. Let S be the segment obtained from S by deleting the left and right buffers. The successor segment of S in the hierarchy is a shortest subsegment of S that contains exactly half (rounded down) of the occupied labels of S .
It remains to prove that the algorithm will make many relabelings on the sequence of items produced by the adversary. Following [12] , we do this by relating online labeling to the prefix bucketing game. (Our definition of the game differs slightly from that in [12] .)
A prefix bucketing of n items into k buckets (numbered 1 to k) is a one player game consisting of n steps. At the beginning of the game all the buckets are empty. In each step a new item arrives and the player selects an index p ∈ {1, . . . , k}. The new item as well as all items in buckets p + 1, . . . , k are moved into bucket p at a cost equal to the total number of items in bucket p after the move. The run of the game is therefore completely specified by the sequence p 1 , . . . , p n , where p t is the bin into which the player placed the new item at step t. The goal is to minimize the total cost of n steps of the game. Note that the items in this game are indistinguishable (i.e. they have no "names").
The lower bound on online labeling is obtained by showing that for any online labeling algorithm A, the behavior of A against the adversary described above, can be used to give a strategy for prefix bucketing. Consider the run of an arbitrary online labeling algorithm A against the given adversary. At each step t, the adversary determines a particular level p t of the hierarchy to be the critical level (which is always at most k = log m , where in this paper log x stands for the binary logarithm function.) Consider the sequence p 1 , . . . , p n as a sequence of placements defining a prefix bucketing of n items into k = log m buckets. It turns out that the total cost of the prefix bucketing is within a constant factor of the total number of relabelings performed by the online labeling algorithm. Hence, a lower bound on the cost of a prefix bucketing of n items into k buckets will imply a lower bound on the cost of the algorithm against our adversary.
The connection between the cost of A against the adversary, and the cost of the associated prefix bucketing is obtained as follows. We make the assumption (which can be shown to hold without loss of generality) that the algorithm is lazy, which means that at each step the set of items that are relabeled is a contiguous block of items that includes the newly inserted items. The cost of the bucketing merge step p t at step t is at most the number of items in the critical segment, so to relate this to the cost incurred by the online labeling algorithm, it is enough to argue that at step t a constant fraction of the items in the critical segment were relabeled. This is done by arguing that for each successor (sub)segment of the critical segment, either all labels in its left buffer or all labels in its right buffer were reassigned, and the total number of such items is a constant fraction of the items in the critical segment.
An Improved Analysis of Bucketing It then remains to give a lower bound for the cost of prefix bucketing. This was previously given by Dietz et al. [12] for k ∈ Θ(log n). We give a different and simpler proof that gives an asymptotically optimal bound for k between log n and O(n ). We define a family of trees called k-admissible trees and show that the cost of bucketing for n and k, is between dn/2 and dn where d is the minimum depth of a kadmissible tree on n vertices. We further show that the minimum depth of a k-admissible tree on n vertices is equal g k (n) which is defined to be the smallest d such that
This gives a characterization of the optimal cost of prefix bucketing (within a factor of 2). When we apply this characterization we need to use estimates of g k (n) in terms of more familiar functions (Lemma 24), and there is some loss in these estimates.
The Online Labeling Problem
Here we provide the formal definition of the online labeling problem. Let m be an integer. We have a totally ordered set U of items which we assume (without loss of generality) is a set of positive integers. An online labeling algorithm A with range m is an algorithm that on input sequence y 1 , y 2 , . . . , y t of distinct elements from U gives an allocation f : {y 1 , y 2 , . . . , y t } → {1, . . . , m} that respects the natural ordering of y 1 , . . . , y t , so that for x, y ∈ {y 1 , y 2 , . . . , y t }, f (x) < f (y) if and only if x < y. We refer to y 1 , y 2 , . . . , y t as items. The trace of A on a sequence y 1 , y 2 , . . . , y n ∈ U is the sequence f 0 , f 1 , f 2 , . . . , f n of functions such that f 0 is the empty mapping and for t = 1, . . . , n, f t is the output of A on y 1 , y 2 , . . . , y t . For the trace f 0 , f 1 , f 2 , . . . , f n and t = 1, . . . , n, we say that A relocates y ∈ {y 1 , y 2 , . . . , y t } at step t if f t−1 (y) = f t (y). In particular, y t is relocated at step t. For the trace f 0 , f 1 , f 2 , . . . , f n and t = 1, . . . , n, Rel t = Rel t A (y 1 , . . . , y n ) denotes the set of relocated items at step t. The cost of A incurred on y 1 , y 2 , . . . , y n is χ A (y 1 , . . . , y n ) = n t=1 |Rel t |. The maximum cost χ A (y 1 , . . . , y n ) over all sequences y 1 , . . . , y n of distinct items from U is denoted χ A (n, U ); we write χ A (n) in the case that U is the set of positive integers. This maximum is well-defined since the cost of any algorithm on any sequence of length n is at most n i=1 i = n(n + 1)/2. We define χ m (n) to be the smallest cost χ A (n) that can be achieved by any algorithm A with range m.
The Main Theorem
Our main lower bound result for χ m (n) is:
Theorem 1 There are positive constants C 0 , and C 1 so that the following holds: For integers m, n satisfying
n log n 1 + log log m − log log n .
To prove the theorem we fix an online labeling algorithm A and describe an adversary that, based on the behavior of A, selects a sequence y 1 , y 2 , . . . , y n of items that will cause the algorithm to incur the desired cost. The input sequence selected by the adversary will be a subset of {1, . . . , 2 n }.
In the next subsection we describe the adversary, and state Lemma 4, which asserts a lower bound on the cost incurred by algorithm A on the sequence produced by the adversary. Theorem 1 follows immediately from this lemma.
Adversary Construction
Fix n and m with m ≥ n and fix an online labeling algorithm A with range m. Our adversary will select the sequence of items y 1 , . . . , y n , one by one. During step t the adversary chooses y t , and the algorithm specifies the labeling of y 1 , . . . , y t , which is denoted f t . All of the y j will be chosen from the set {1, . . . , 2 n }.
The choice of y t will depend on the labeling f t−1 of y 1 , . . . , y t−1 from the previous step, and we'll need some notation and observations to describe this choice.
Any interval {a, . . . , b} ⊆ {1, . . . , m} of label values is called a segment. The population of a segment S after step t − 1 is pop t−1 (S) = (f t−1 ) −1 (S) and the weight of S after step t − 1 is weight t−1 (S) = |pop t−1 (S)|. (As usual, g −1 (A) = {x : g(x) ∈ A}.) In particular, pop 0 (S) = ∅ and weight 0 (S) = 0. The density of S after step t − 1, denoted ρ t−1 (S), is defined to be weight t−1 (S)/|S|. For a positive integer b, and for any segment S such that weight t−1 (S) ≥ 2b, we define densify t−1 (S, b) to be the minimum subsegment T of S (with respect to the order that orders segments by size, and orders segments of the same size by their left endpoint) satisfying:
• pop t−1 (T ) does not contain any of the b largest or smallest elements of pop t−1 (S).
• weight t−1 (T ) = (weight t−1 (S) − 2b)/2 .
Hence, densify t−1 (S, b) is a densest subsegment of S that contains half (rounded down) of the middle n − 2b items stored in S.
Proof: Let S be the largest subsegment of S such that pop t−1 (S ) excludes the smallest b members and the largest b members of pop t−1 (S). Let L be the smallest subsegment of S that starts at the left endpoint of S and satisfies weight t−1 (L) = weight t−1 (S )/2 . Let R be the smallest subsegment of S that ends at the right endpoint of S and satisfies weight t−1 (L) = weight t−1 (S )/2 . L and R are disjoint subsegments of S so the smaller of them has size at most |S|/2. Since densify t−1 (S, b) is the smallest subsegment T of S with weight t T = weight t−1 (S )/2 , the proposition follows.
Suppose S is a segment with weight t−1 (S) = ≥ 2. Let x 1 < . . . < x denote the elements of pop t−1 (S). We define midpoint t−1 (S) = (x ( −1)/2 +x ( +1)/2 )/2 . Thus midpoint t (S) is obtained by averaging the two middle items whose labels belong to S.
Let y 1 , y 2 , . . . , y t be the first t items inserted and let Rel t be the items that are relabeled by A in response to the insertion of y t . The busy segment B t ⊆ {1, . . . , m} at time t is the smallest segment that contains f t (Rel t ) ∪ f t−1 (Rel t \ {y t }). (Equivalently, say that a label is impacted at step t if either it is unassigned under f t−1 and assigned under f t or assigned under f t−1 and unassigned under f t or assigned to different items under f t−1 and f t . Then B t is the smallest segment of labels that contains all labels that are impacted at step t.)
We say that the algorithm A is lazy if all the items that are mapped by f t−1 to B t are relocated at step t, i.e., pop t−1 (B t ) = Rel t \ {y t }. Proposition 4 in [3] shows that any algorithm A can be modified to get a lazy algorithm A whose cost on any insertion sequence is no more than A. (The intuition behind this fact is that if there is an item y such that f t (y) = f t−1 (y) ∈ B t and (without loss of generality) y < y t then we could defer relocating all of the items less than y, thereby shrinking B t .) Therefore it suffices to prove our lower bound for lazy algorithms, and from now on we assume that A is lazy. We record the following simple observation:
Proposition 3 Consider an execution of a lazy algorithm A on y 1 , . . . , y n . For any time t ∈ {1, . . . , n}, |Rel t | = 1 + weight t−1 (B t ).
We are now ready to present our adversary. For the first 7 steps, the adversary chooses y 1 , y 2 , . . . , y 7 by y i = 1 + 2 n−7 (i − 1); note that the difference between consecutive y i is 2 n−7 and that y 7 < 2 n .
From then on the adversary operates at each step t by constructing a nested sequence of segments {1, . . . , m} S t 1 ⊇ · · · ⊇ S t depth(t) called the hierarchy at step t. The procedure for specifying this hierarchy is given below. The final (smallest) segment will (necessarily) have weight at least 2, and y t is selected to be midpoint t−1 (S t depth(t) ). The construction of the hierarchy requires that when S t i is defined, we also specify an integer b t i (which is used as the buffer parameter in the function densify.) After y t is selected, the algorithm A determines the labeling f t of y 1 , . . . , y t . This (together with f t−1 ) determines the busy segment B t defined earlier. The adversary defines the integer p t , called the critical level at step t, to be the largest level such that B t ⊆ S t p t , and p t is used in the next iteration to help define the hierarchy at step t + 1.
Adversary(A, n, m) (We assume that n ≥ 8)
• The first 7 steps: For t from 1 to 7, set y t = 1 + (i − 1)2 n−7 .
• Initialization for remaining steps:
-depth(7) = 1.
• The remaining steps. For t from 8 to n do -Set i = 1 (i indexes the levels of the hierarchy)
-Preservation Rule for first p t−1 levels:
(The hierarchy segments and buffer parameters at step t agree with those at step t − 1 up through level p t−1 .)
The hierarchy is complete; record the depth. depth(t) = i.
-Choose the next item to insert: Set y t = midpoint t−1 (S t depth(t) ). -Determine the next critical level: Run A on y 1 , y 2 , . . . , y t to get f t . Calculate Rel t and B t . Set p t to be the largest integer j ∈ {1, . . . , depth(t)} such that B t ⊆ S t j .
Output: y 1 , y 2 , . . . , y n .
For t ≥ 8, y t is the midpoint between two adjacent earlier items. After step 7, two adjacent items differ by 2 n−7 so an easy induction shows that after step t, any two adjacent items differ by a multiple of 2 n−t . Therefore the selected items are distinct integers in the set {1, . . . , 2 n }.
The following claim about the adversary implies Theorem 1.
Lemma 4 Let m, n be positive integers such that n ≤ m. Let A be a lazy online labeling algorithm with range m. Let y 1 , y 2 , . . . , y n be the output of Adversary(A, n, m). Then:
· n log n 1 + log log m − log log n − n 6 .
The constants are chosen for ease of exposition and can certainly be improved.
To prove the lemma we model the interaction between the adversary and the algorithm by a so-called prefix bucketing game and relate the cost of the prefix bucketing to the cost χ A (y 1 , y 2 , . . . , y n ) (Lemma 12). Then we bound the cost of prefix bucketing from below (Lemma 25). These results are combined at the end of Section 3.3 to prove Lemma 4.
In preparation for this, we prove several useful properties of the adversary.
Lemma 5 For any t ∈ {7, . . . , n}, depth(t) ≤ log m.
Proof: We will show that for each fixed t, |S t i | ≤ |S t i−1 |/2 for each i ∈ {2, . . . , depth(t)}, from which the result follows immediately. We prove this by induction on t; the result is vacuous for t = 7 since depth(7) = 1. Assume t ≥ 8. If i ≤ p t−1 , we have S t i = S For any t ∈ {1, . . . , n} and i ∈ {1, . . . , depth(t) − 1}, the difference S t i \ S t i+1 is a pair of segments denoted L t i (the portion of S t i to the left of S t i+1 ) and R t i (the portion to the right of S t i+1 ).
Lemma 6 For any t ∈ {1, . . . , n} and any i ∈ {1, . . . ,
Proof: We prove this by induction on t.
If i > p t−1 , then S t i is rebuilt at time t and by the Rebuilding Rule, L t i and R t i will each have weight at least b t i . If i ≤ p t−1 then S t i and S t i−1 are preserved at time t and so L t i = L t−1 i
and
are also unchanged, and since i ≤ p t−1 , we have B t−1 ⊆ S t−1 i = S t i and consequently, applying the induction hypothesis we have weight
. This lemma reflects a subtle point in the adversary. We defined b t i = weight t−1 (S t i )/8 only for i > p t−1 , while it might seem more natural to use this definition for all i. The given definition which sets b t i = b t−1 i for i ≤ p t−1 is needed for the induction step in the above proof. Next we relate the cost of relabelings at step t to (b t i : 1 ≤ i ≤ depth(t)): 
Lemma 7 If
A is lazy then for any t ∈ {1, . . . , n}, |Rel t | ≥ depth(t)
Proof: We have |Rel t | ≥ 1. If p t = depth(t) then the sum in the inequality evaluates to zero. If p t = depth(t) − 1 then the sum is just b t depth(t) which is 1, since by the termination condition in the Rebuilding Rule, weight t−1 (S t depth(t) ) ∈ {2, . . . , 7}, so b t depth(t) = weight t−1 (S t depth(t) )/8 = 1. So assume p t < depth(t) − 1. First we note that B t ∩ S t depth(t) = ∅. By the definition of the adversary, y t is between two items u and v such that f t−1 (u), f t−1 (v) ∈ S t depth(t) . If f t (y t ) ∈ S t depth(t) then B t ∩ S t depth(t) = ∅; otherwise at least one of u and v is relabeled at step t in which case f t−1 (u) ∈ B t or f t−1 (v) ∈ B t and again B t ∩ S t depth(t) = ∅. The set S t p t +1 \ S t depth(t) is the union of the left subsegment S L and the right subsegment S R (Fig. 1) . Since B t is a segment that has nonempty intersection with S t depth(t) and is not a subset of S t p t +1 (by the definition of p t ), B t contains at least one of S L and S R . So assume, without loss of generality, that S L ⊆ B t . Since A is lazy, |Rel t | = 1 + |pop t−1 (B t )| ≥ 1 + |pop t−1 (S L )|. Now S L is the disjoint union of the sets L t i defined prior to Lemma 6, for i ∈ [1 + p t , depth(t) − 1]. By Lemma 6, we have |Rel t | ≥ 1 +
depth(t) = 1 we obtain the inequality of the lemma. Next we bound b t i from below. For t ∈ {1, . . . , n} and i ∈ {1, . . . , depth(t)}, let start(t, i) denote the largest t ≤ t such that p t −1 < i. Thus S start(t,i) i was rebuilt, and S u i was preserved for u ∈ (start(t, i), t]. Similarly, let end(t, i) be the least t > t such that p t −1 < i, if such a t exists, and n + 1 otherwise. Thus, end(t, i) is the earliest time t > t such that S t i was rebuilt.
Lemma 8 For t ∈ {7, . . . , n} and i ∈ {2, . . . , depth(t)}, b t i ≥ 1 64 (weight t−1 (S t i−1 )−weight t−1 (S t i )). Proof: For t = 7, depth(t) = 1 and the lemma is true vacuously. Assume t ≥ 8 and i ∈ {2, . . . , depth(t)}. The definitions of start(t, i) and end(t, i) imply S u i = S t i for u ∈ {start(t, i), . . . , end(t, i) − 1}. For any segment S containing S t i , and any s, s satisfying start(t, i) ≤ s < s < end(t, i),
since one item is added to S and none are removed at each step u ∈ {start(t, i), . . . , end(t, i) − 1}. Let s = start(t, i). Then start(t, i − 1) ≤ s ≤ t < end(t, i) ≤ end(t, i − 1) so
Also
Since 8 ≤ weight s−1 (S t i−1 ) and weight start(t,i−1)−1 (S t i−1 ) ≤ weight s−1 (S t i−1 ),
Hence, Corollary 9 For any t ∈ {1, . . . , n} and j ∈ {1, . . . , depth(t) − 1},
Proof: For fixed t, sum the inequality in Lemma 8 for i from j + 1 to depth(t), and note that weight t−1 (S t depth(t) ) ≤ 8. Then divide through by 64. We now come to the main lower bound of this section. 
Prefix Bucketing
Prefix bucketing is a one player game that models the behavior of an algorithm against our adversary.
A bucket configuration for k buckets and t items is a sequence a 1 , . . . , a k of nonnegative integers summing to t. One should think of a i as the number of items in bucket i. Given a bucket configuration a 1 , . . . , a k , placing a new item in bucket p transforms the configuration as follows: A new item is added to bucket p and all items in buckets higher than p are moved to bucket p. Buckets i < p are unchanged. Formally the configuration b produced from a by the placement p satisfies:
• b p = 1 + i≥p a i , and
The cost of this placement is the number of items b p in bucket p after the placement.
A sequence p 1 , . . . , p n where each p i ∈ {1, . . . , k} is called a placement sequence, and corresponds to placing a sequence of n items in the buckets. A placement sequence induces a sequence of configurations a 0 , a 1 , . . . , a n where a 0 has no items, and a t is obtained from a t−1 by placing p t and applying the above transformation. The sequence a 0 , . . . , a n is called a prefix bucketing. The cost c(a 0 , . . . , a n ) = n t=1 a t p t of a 0 , a 1 , . . . , a n is the sum of the individual placement costs.
Connecting bucketing to online labeling
Now we show that for any lazy online labeling algorithm A, the adversary defined in the previous section can be associated to a prefix bucketing whose cost provides a lower bound on the cost of A in labeling the sequence Y = {y 1 , . . . , y n } produced by the adversary.
Fix a lazy online labeling algorithm A and for 1 ≤ t ≤ n, let f t , S t i , B t , p t , y t and f 0 , p 0 be as defined by the Adversary(A, n, m). Let Y denote the set {y 1 , y 2 , . . . , y n }. Recall that our adversary specifies a sequence of critical levels for steps 7 to n − 1.
Set k = log m . For t = 0, 1, . . . , n we define a sequence (A t i : 1 ≤ i ≤ k) of subsets of Y as follows: For t ∈ {0, . . . , 7}, A t 1 = {y 1 , . . . , y t } and, for i ∈ {2 . . . , k}, A t i = ∅. For t ≥ 8
i , and
• A t i = ∅, for i ∈ {p t + 1, . . . , k}.
For each t ∈ {0, . . . , n}, let a t = a t 1 , . . . , a t k be the bucket configuration defined by a t i = |A t i |. It is easy to see (by induction on n) that a 0 , . . . , a n is a prefix bucketing of n items into k buckets with placement sequence p 1 , . . . , p n (where we define p 1 = · · · = p 7 = 1 since the adversary does not specify critical levels for t ≤ 7). The cost of this bucketing is c (a 0 , a 1 , . . . , a n ) = n i=1 |A t p t |. We now relate this cost to the cost of online labeling. We start by noting:
Lemma 11 For any t ∈ {1, . . . , n} and i ∈ {1, . . . , depth(t)}, f t−1 (A t i \ {y t }) ⊆ S t i , and therefore weight t−1 (S t i ) ≥ |A t i | − 1.
Proof: We prove the claim by induction on t. For t = 1, the only non-empty set is A 1 1 = {y 1 } so the claim is true. Assume t ≥ 2. The Adversary(A, n, m) chooses the sets S t i and the item y t , the algorithm A outputs f t and then the adversary defines B t , Rel t and p t . We distinguish two cases.
, where the first containment follows from the definition of p t−1 and the last equality follows from the definition of S t i . Since y t ∈ A t−1 i = A t i :
where the first containment follows from the fact that for any y ∈ {y 1 , . . . , y t−2 } either f t−1 (y) = f t−2 (y) or f t−1 (y) ∈ B t−1 , and the second containment follows from the induction hypothesis.
Next suppose that i > p t−1 . Then A t−1 i = ∅. Hence, A t p t = {y t }, and if i = p t then A t i = ∅. In either case the lemma follows trivially.
It only remains to consider the case of i = p t as the claim is trivial for i > p t . Since p t−1 ≥ p t , for i > p t , S t−1 i
Using the induction hypothesis:
Using this lemma, we can replace weight t−1 (S t p t ) by |A t p t | − 1 in Corollary 10 to obtain the following connection between the cost of online labeling and prefix bucketing.
Lemma 12 Let A be an algorithm and let y 1 , . . . , y n be the sequence produced by adversary Adversary (A, n, m) . Let the prefix bucketing a 0 , a 1 , . . . , a n be defined by a t i = |A t i |, for all t = 0, . . . , n and i = 1, . . . , k with k = log m , as described above. Then:
. . , a n ) − 9 64 n.
Lower Bound for Bucketing
In this subsection we derive a lower bound (Lemma 25) on the cost of any prefix bucketing.
To do so we map any prefix bucketing to a k-tuple of ordered rooted trees. We prove a lower bound on the sum of the depths of the nodes of the trees, and this will imply a lower bound on the cost of the bucketing.
Ordered trees An ordered rooted tree is a rooted tree where the children of each node are ordered from left to right. Since these are the only trees we consider, we refer to them simply as trees. The i-th subtree of T is the tree rooted at the i-th child of the root from the left. If the root has less than i children, we consider the i-th subtree to be empty. The size of T , denoted |T | is the number of nodes. The depth of a node is one more than its distance to the root, e.g., the root has depth 1. The depth of a tree is the maximum depth of its nodes. The cost of T , denoted κ(T ), is the sum of the depths of its nodes. The cost and size of an empty tree is 0.
To each prefix bucketingā = a 0 , a 1 , . . . , a n into k buckets, we associate a k-tuple of trees T (ā) 1 , T (ā) 2 , . . . , T (ā) k inductively as follows: The trivial bucketingā = a 0 is mapped to the k-tuple of empty trees. For bucketingā = a 0 , a 1 , . . . , a n with placement sequence p 1 , . . . , p n letā be the bucketing a 0 , a 1 , . . . , a n−1 , and assume T (ā ) has been defined. We define T (ā) by:
• T (ā) p n consists of a root node whose children are the non-empty trees among T (ā ) p n , T (ā ) p n +1 , . . . , T (ā ) k ordered left to right by increasing index.
• T (ā) i is an empty tree for p n < i ≤ k.
A straightforward induction on n yields:
Proposition 13 For any positive integer k, ifā = a 0 , a 1 , . . . , a n is a prefix bucketing into k buckets then for each i ∈ {1, . . . , k}, |T (ā) i | = a n i .
The next lemma relates the cost of bucketing to the cost of its associated trees.
Lemma 14
For any positive integer k, ifā = a 0 , a 1 , . . . , a n is a prefix bucketing into k buckets then c(ā) = k i=1 κ(T (ā) i ). Proof: By induction on n. For n = 0, both sides of the equality are 0. Suppose n ≥ 1 and assume that the claim is true for n − 1. Letā = a 0 , a 1 , . . . , a n−1 and p n be as in the definition of prefix bucketing.
where the second equality uses the induction hypothesis with Proposition 13, and the last equality follows from the definition of T (ā) i for i = 1, . . . , p n − 1. For i ≥ p n the depth of each node in T (ā ) i increases by one when it becomes a child of T (ā) p n , hence
For i > p n , κ(T (ā) i ) = 0 so the lemma follows.
Thus to get a lower bound on the cost of a prefix bucketing it suffices to prove a lower bound on the sum of the costs of the trees that occur in the associated k-tuple. The following definition will help describe the structure of trees that occur in such a k-tuple.
Definition 15 (k-admissible) Let k be a positive integer. The empty tree is k-admissible. A non-empty tree T is k-admissible if its root has at most k children and the i-th subtree of T is (k + 1 − i)-admissible.
For example, T is 1-admissible if and only if T is empty or a rooted path. We collect some basic properties of k-admissibility.
Proposition 16 Let T be a (rooted ordered) tree and k ≥ 1, and suppose T is k-admissible. Let v be a leaf of T .
2. If v is deleted from T then the resulting tree is k-admissible.
3. If a new node is added as a child of v then the resulting tree is k-admissible.
4.
If T has at least two nodes and k ≥ 2, then the tree obtained from T by removing its first subtree is (k − 1)-admissible.
Proof: The first and last parts are immediate from the definition of k-admissibility. We prove the other two parts by induction on |T |. Let T be the tree resulting from deleting v and T be the tree resulting from adding a child to v. If |T | = 1 then T , T and T are k-admissible for all k ≥ 1. Suppose |T | > 1. Let v belong to the i-th subtree T i of T . By definition of k-admissible, T i is (k − i + 1)-admissible, and by induction the corresponding subtree T i is also (k − i + 1)-admissible. It follows immediately that T is k-admissible.
To show that T is k-admissible, we split into cases according to whether |T i | > 1 or
admissible, and every other subtree is unchanged so T is still k-admissible. If |T i | = 1 then v is a child of the root and removing it eliminates the ith subtree. Thus for any j ≥ i, the j-th subtree T j of T (which must be (k − j + 1)-admissible) becomes the (j − 1)-st subtree of T (and is (k − (j − 1) + 1)-admissible by the first part of the proposition) and so T is k-admissible.
The connection of admissibility to prefix bucketing is given by the following proposition:
Proposition 17 For any positive integer k, ifā = a 0 , a 1 , . . . , a n is a prefix bucketing into k buckets then for each i ∈ {1, . . . , k}, T (ā) i is (k + 1 − i)-admissible.
Proof:
We proceed by induction on n. The result is immediate for n = 0. Assume n ≥ 1 and letā = a 0 , . . . , a n−1 . By induction T (ā ) i is (k + 1 − i)-admissible. By the definition of T (ā), for i < p n , T (ā) i = T (ā ) i and is k + 1 − i-admissible by induction. We need to show that T (ā) p n is (k + 1 − p n )-admissible. Its subtrees are T (ā i ) for p n ≤ i ≤ k (some of which may be empty) so it has at most k + 1 − p n children. We also need that its ith nonempty subtree is (k + 1 − p n + 1 − i)-admissible. Its ith nonempty subtree is equal to T (ā j ) for some j ≥ p n + i − 1. By induction the subtree is (k + 1 − j) admissible and therefore (by the first part of Proposition 16) is (k + 1 − p n + 1 − i)-admissible.
Let us define µ(n, k) to be the minimum cost of a k-admissible tree of n vertices.
Proposition 18
For any bucketingā of n items into k buckets, we have c(ā) ≥ µ(n, k)−n+1.
Proof: Modifyā to the bucketingb = b 0 , . . . , b n where b i = a i for i < n and b n = (n, 0, . . . , 0). This corresponds to placing the final item in bucket 1. This can increase the cost by at most n − 1 so c(ā) ≥ c(b) − n + 1. The first tree U in the k-tuple T (b) has size n and is k-admissible by Proposition 17. By Lemma 14, c(b) ≥ κ(U ) which is at least µ(n, k). It remains to give a lower bound on µ(n, k). 
Given the constraints, this sum is minimized (over reals) when Lemma 21 Let T be a k-admissible tree of size n having cost µ(n, k). Then T is balanced.
Proof: Let d be the depth of T . Suppose for contradiction that T is unbalanced. Let u be a leaf of depth at most d − 2 and let v be a leaf of depth d. Let T be the tree obtained by removing v and reattaching v as a child of u. Then κ(T ) < κ(T ), and by the second and third parts of Proposition 16, T is k-admissible. This contradicts the assumption that T has minimum cost among k-admissible trees. Thus T must be balanced. 
An Upper Bound for large array size
The lower bound of Theorem 1 generalizes the Ω(n log n) lower bound for m = n Θ(1) of [12] to Ω(n log n 1 log log m−log log n ) for m up through m < 2 n . When m = n Θ(1) the upper and lower bounds match at Θ(n log n). On the other hand, when m ≥ 2 n , n items can be inserted without every moving a placed item (and thus the cost is n): when the jth item arrives, store it in location L + 2 n−j where L is the location of the largest item less than it (or is 0 if there is no such item.)
So the lower bound of Theorem 1 is tight at the extremes m = n Θ(1) and m = 2 n . What happens for intermediate values of m? In this section we show that the lower bound of Theorem 1 is tight for all m at least some quasi-polynomial function of n.
For a real number m ≥ 2 and for positive integer k, define:
Let n k (m) be the maximum number of items that can be inserted into an array of size m such that the cost does not exceed kn. We prove:
Theorem 26 For positive integers m and k, we have n k (m) ≥ b k (m).
As an immediate consequence of Theorems 1 and 26 we get:
Corollary 27 For m and n satisfying 2 1+log 3 n < m ≤ 2 n , χ m (n) = Θ(n log n 1 log log m ).
Proof: The lower bound follows from Theorem 1 using log log m − log log n ≥ k ) k ≥ r(m) 2k/3 ≥ (log(m/2)) k/6 . Given n and m ≥ 2 1+(log 3 n) , let k = 6 log n/ log log( m 2 ) . Then n ≤ (log(m/2)) k/6 ≤ b k (m) and so χ m (n) ≤ kn = 6n log n/ log log( For the second part, we want log(m/2) − log(w) ≥ log(m/2) − 1. Squaring both sides, it suffices to show log(w) ≤ 2 log(m/2) − 1, which is true by the assumption log w ≤ 2r(m) − 3 ≤ 2 log(m/2) − 1.
Proof of Theorem 26:
We proceed by induction on k. We assume (without loss of generality) that throughout the algorithm cells 1 and m are occupied by items y min and y max which are, respectively, lower and upper bounds on all items. An open segment S is usable if |S| ≥ 3 (so it has at least one unoccupied cell). For an item y not stored in the array, there is a unique open segment S such that y L (S) < y < y R (S); we say that S is compatible with y. Storing y in an unoccupied cell c ∈ S splits S into two open segments that overlap at c and and c can be chosen to be a middle cell for which both new segments have size at least |S|/2.
For each k ≥ 1 we define algorithm A k whose cost per item inserted is at most k. We'll show that is used to insert b k−1 (m) items. We then redistribute the items evenly so that each of the w = 1 + b k−1 (m) segments has size at least m/w . We call the segments defined by these items the phase 1 segments. The total cost per item inserted in phase 1 is at most k. In phase 2, items placed during phase 1 do not move. We run w separate instances of A k , one for each phase 1 segment. Each arriving item is assigned to the phase 1 segment that is compatible with it, and is inserted into that segment using A k . Each segment has length at least m/w and so we can handle b k (m/w) insertions even if all items in phase 2 are assigned to the same phase 1 segment. The total cost per item in phase 2 is at most k. 
