Aiming at solving the problems of overall darkness, uneven illumination and low contrast of image under low illumination conditions, we present a global and adaptive contrast enhancement algorithm for low illumination gray images in this paper. The proposed algorithm is based on the Bilateral Gamma Adjustment function and combined with the particle swarm optimization (PSO). For the PSO, the gray standard variance is integrated into the evaluation function. To reconcile the dilemma of promoting the gray values of dark areas and suppressing the gray values of local bright areas at the same time, the information of entropy, edge content, and gray standard variance are used as the objective function for each particle to evaluate the gray image enhancement results. Then, the algorithm globally enhances the quality of the image by determining the optimal α value. Meanwhile, the learning factors of the PSO are updated during the iteration of optimization in the proposed algorithm. Compared with histogram equalization (HE), double plateau histogram equalization (DPHE), contrast limited adaptive histogram equalization (CLAHE), linear contrast stretching (LCS), adaptive gamma correction weighting distribution (AGCWD), the traditional PSO and MSF-PSO algorithm, the proposed algorithm significantly enhances the visual effect of the low illumination gray images. The experimental results demonstrate the superior capabilities of the proposed algorithm in enhancing the contrast of the image, such as improving the overall visual effect of the low illumination gray image and avoiding over-enhancement in the local area (s).
I. INTRODUCTION
As one of the most important image processing techniques, image enhancement aims at enhancing certain information of an image while weaken or remove some unnecessary information according to the specific requirements of application. It brings out the detail of the image or highlight some areas in the image [1] . With the continuous development of technology, it has been widely used in security monitoring [2] , transportation systems [3] , military target detection and tracking [4] , human body recognition [5] , and medical diagnosis [6] , etc.
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The technology of image enhancement can be categorized into two classes: gray image enhancement and color image enhancement [7] . In real-world applications, the low illumination gray images are widely used due to the insufficient illumination conditions. Low-illumination gray images, however, can cause visual discomfort, such as unobvious difference in details, uneven illumination, and difficulty in recognizing objects. Moreover, it is non-trivial to perform subsequent image processing directly on those images. In order to improve the visual effect of the images, it is crucial to enhance them and reveal the details in the images.
Gray image enhancement often involves point operation and spatial operation [8] . For point operation, local contrast stretching (LCS) uses linear transformation [9] , which mainly VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ adopts point operation to correct the gray value of pixels, linearly stretches the gray value of the image, and enhances the gray areas of interest in the image, as well as relatively suppresses the uninterested gray areas. This technique will be based on the original brightness and contrast level of the images to do the adjustment. It applying the segmentation grey level transformation method, the key challenge is how to select the segmentation points. In most cases, researchers use manual adjustment method to select segmentation points, which is not suitable for real-time processing [10] . Histogram transformation is based on spatial operation, which is considered as one of the basic processes of many methods on gray image contrast enhancement, such as histogram equalization (HE) [11] , adaptive histogram equalization (AHE) [12] , and contrast-limited adaptive histogram equalization algorithm (CLAHE) [13] . The conventional HE is a global enhancement method and has received considerable attention because it is simple and can easily be implemented. It remaps the gray value of the image so that the gray information on the processing image histogram is uniformly distributed. The transfer function from the input cumulative distribution function (CDF) to the uniformly distributed CDF is calculated during the process of enhancement [14] . If there are large peaks in the histogram, the image will be excessively enhanced and the desired effect will not be achieved as expected. In recent years, many researchers have proposed local enhancement methods, such as AHE [12] proposed by Pizer et al. and adaptive contrast enhancement (ACE) [11] proposed by Narendra et al. Both methods take into account local information during the process of image enhancement, which can highlight the details and textures and produce the images with shaper edges. However, AHE and ACE generates a lot of noises and their operation is time-consuming. Later, Zuiderveld presented a CLAHE algorithm [13] . Based on AHE, CLAHE limits the histogram of each sub-block, controls the noises brought by AHE well and makes the image contrast more natural. However, CLAHE amplifies the noises of flat areas and produces ring artifacts on strong edges [15] . It takes too long processing time to be applicable for real-time processing. The plateau histogram equalization (PHE) [16] and double plateau histogram equalization (DPHE) [17] were proposed to eliminate image over-enhancement. They revise the histogram statistics to reduce gray level merging and prevent over-enhancement [18] , [19] . The key problem of DPHE is the selection of upper and lower platform thresholds. In practical applications, the platform thresholds are selected by virtue of experience by people, and the platform thresholds obtained in this way often have a good effect on image enhancement of one picture or a certain scene, but have a poor effect on image enhancement of another picture or another scene.
At present, many scholars have proposed a variety of improved global and local enhancement methods. The popular global enhancement methods involve brightness preserving bi-histogram equalization (BBHE) [20] , adaptive gamma correction weighting distribution (AGCWD) [21] and gamma correction function. BBHE divides the input image into two sub-images according to the gray mean value of the original image, and then equalizes the two sub-images separately to maintain the brightness of the image. For AGCWD proposed by Huang et al. [21] , as a representative global enhancement method, the gamma parameter of the correction function is not a constant, but calculated according to the probability distribution function of image brightness, which has a certain adaptive ability. However, when there are peaks in the histogram of the input image, AGCWD may cause many details of the bright areas of the image to be lost [22] . Therefore, it is difficult to effectively enhance a complex image with multiple features by means of AGCWD. In 2017, Sujee et al.
proposed an image enhancement algorithm based on pyramid histogram matching [23] . This algorithm improves the contrast of image by using histogram matching in pyramid layer and extracting image information as much as possible. We implement the global histogram matching at different resolution. Unfortunately, the usage of pyramids adds substantial complexity to the algorithm. Although the global histogram equalization algorithm (GHE) and various improved algorithms have good global contrast enhancement effect on the whole image, they have a weak effect on enhancing the local details of the image. In order to solve such problems, the local histogram equalization (LHE) has been widely studied by scholars such as Partially Overlapped Sub-Block Histogram Equalization (POSHE) [24] and Exact Histogram Specification, (EHS) [25] . LHE solves the brightness problem [26] by locally using HE. However, the overlapping sliding mask mechanism makes the LHE computationally expensive. With the development of processing technology, complex computing may no longer be a problem for LHE, but LHE still faces the problem of amplifying noises and blurred edges while enhancing the image. In order to find the regions of interest and overcome the shortcomings related to histogram operation, Kaur et al. proposed a local enhancement method [27] , which uses the un-sharp mask filter to enhance the contrast of marked areas of medical images. In addition, Harish et al. introduced a novel hybrid image enhancement method [28] . In this method, the gray image enhancement is regarded as a nonlinear optimization problem with multiple constraints, which is solved by particle swarm optimization. Finally, the image is enhanced by modifying the sigmoid function. Most of these techniques have succeeded in enhancing the contrast of poorly illuminated areas of the image, but they have not significantly improved the contrast of the bright areas of the gray image.
Particle Swarm Optimization (PSO) is an optimization algorithm based on bird movement [29] , in which the particles share information with each other to determine the optimal value. Since the algorithm came into being, it has quickly attracted the attention of many scholars in the relevant fields. Due to its advantages of leveraging smaller amount of individuals, fast convergence in the early stage of evolution, simple operation, and easy implementation, it has been widely used in the field of contrast enhancement. The binary particle swarm optimization algorithm [30] was proposed by Kennedy et al. in 1997. Gorai and Ghosh [31] considered the contrast enhancement as an optimization problem and used PSO to solve it in 2009. The objective criterion used in the proposed method authors proposed method is based on entropy and edge information. The authors used parameterized transformation function for contrast enhancement by considering the local and global information of an image. Qinqing et al. [8] also abstracted contrast enhancement as an optimization problem and applied the parameterized transformation function for contrast enhancement. They selected the parameters for transformation function by leveraging the virtue of the entropy and edge-based objective function and using the simulated annealing PSO algorithm to solve the optimization problem. This enhancement method preserves the edge content and yet greatly increases the computational complexity. Kwok et al. developed multi-objective PSO (MPSO) to enhance the contrast as well as preserve the intensity of the input image [32] . This multi-objective PSO is mainly based on gamma correction, and thus the entropy gain is one of the major objectives. Although the consideration of entropy gain improves the contrast, it might somehow cause over-enhancement and brightness degradation of input image. In recent years, many researchers combined the PSO with the traditional contrast enhancement techniques [28] , [33] - [36] . They work nicely under the good illumination conditions. However, their effectiveness suffers when the images were taken under low illumination conditions, such as the difficulty of target recognition and the unnatural enhancement results caused by local over-enhancement.
At present, global contrast enhancement usually excessively enhances the brighter local areas, resulting in the diffusion of high-luminance areas of the image and the loss of details in high-illumination areas. Local contrast enhancement provides greater contrast enhancement in the areas of interest. However, it brings poor effect for dark detail enhancement and usually has more noise points, which will reduce the visual comfort. The contrast enhancement for low illumination gray images with non-uniform illumination is always a challenge in the field of image processing, which lacks the powerful algorithm to solve the problem.
In this paper, we proposed a global and adaptive contrast enhancement algorithm, which aims at dealing with the unobvious enhancement on detail areas and over-enhancement on local bright areas for the gray image with uneven illumination and low overall contrast. The algorithm is based on the Bilateral Gamma Adjustment function and combined with the particle swarm optimization (PSO). In particular, we combine PSO with Bilateral Gamma Adjustment function to achieve the global correction in the proposed algorithm. The main contributions of this paper are summarized as follows: Firstly, we use PSO to optimize the parameter (α) value of the Bilateral Gamma Adjustment function in order to prevent to excessively enhance the brighter local areas in a low illumination uneven grayscale image while enhancing details. Secondly, we propose an improved evaluation function for each particle, which does not cause information loss, and makes the contrast higher and the edges clearer during low illumination grayscale image enhancement. In addition, we adjust the learning factors during the run-time, which prevent particles from falling into local optimum during the iteration of optimization for gray image enhancement. Finally, detailed analysis of experimental results has been provided to confirm the good enhancement effect of our approach for low illumination grayscale images.
The rest of this paper is organized as follows. In Section II, the transformation function (Bilateral Gamma Adjustment) used for the proposed work is described. In Section III, the theory of PSO is discussed. The detailed description of the proposed algorithm is presented in Section IV. Finally, we give the conclusions in Section V.
II. TRANSITION FUNCTION-BILATERAL GAMMA ADJUSTMENT FUNCTION
The common problem of the low illumination gray images is that the overall brightness of the image is dark, while the brightness of the light part is high. In order to achieve an effective enhancement effect, it is necessary to enhance the low luminance areas and suppress the local high brightness areas for the low-contrast gray image. To enhance the image quality globally, some methods such as HE and LCS were used [37] . However, for non-uniform illumination gray images, the enhancement results are not satisfactory. In this paper, we propose an improved Bilateral gamma function [38] to adjust the brightness of the image.
Assuming that the gray value range of the image is normalized to the range of [0, 1], an image enhancement method based on global brightness with Bilateral Gamma Adjustment (BiGA) was proposed in reference [39] . The function comprises two gamma functions: G a and G b . Its formal mathematical expressions are represented in Equations (1), (2), and (3) .
where x is the gray value of the input image. γ is an adjustable variable to adjust the degree of image enhancement. Generally, γ = 2.5. α is the adjustment parameter, given a random number in [0,1]. G a (x) is a convex function for enhancing dark areas. G b (x) is a concave function for suppressing bright areas of the image. Finally, the adjustment function of BiGA enhancement algorithm is obtained by taking the weighted average of G a (x) and G b (x). Before adjusting the image by using the Bilateral Gamma Adjustment function, the normalization is firstly carried out by using equation (4) , then the image is corrected by the Bilateral Gamma Adjustment function using Equation (5) . Finally, the range of the gray value after the Bilateral Gamma Adjustment function is adjusted to [0, 255] using Equation (6) .
The function image of the Bilateral Gamma Adjustment is shown in Figure 1 . Take α = 0.7, x 0 is the normalized gray value of the image at the intersection of the function G(x) and y = x. According to Figure 1 , when the brightness value of the image is less than x 0 , the Bilateral Gamma Adjustment function will be adopted to enhance it. When the brightness value is greater than x 0 , the Bilateral Gamma Adjustment function will be used to suppress it. This is in line with the need for low illumination image enhancement with local high brightness areas. Figure 2 shows the change of enhancement curve for different α values. For intuitive observation, Figure 3 shows the results of enhanced image with different α values relative to Figure 2 . It is obvious that the balance between dark area enhancement and bright area suppression can be achieved by adjusting parameter α. The value of the parameter α determines the quality of the image enhancement. Therefore, for gray images enhancement, it is necessary to select the optimal α value, in order to achieve the best enhancement effect. Figure 4 is a comparison of histograms of images before and after corrected by the Bilateral Gamma Adjustment function. It is obvious that after the Bilateral Gamma Adjustment, the brightness of the areas with too low brightness in the original image is enhanced, while the brightness of the areas with too strong illumination is attenuated, so that a better illumination non-uniformity correction effect can be archieved.
III. PARTICLE SWARM OPTIMIZATION
The PSO [40] is an evolutionary computing method simulating bird's social behavior, which was proposed by Kennedy and Eberhart in 1995. As an evolutionary algorithm, the PSO can be calculated based on the individual fitness of the particles. Every particle in particle swarm has a fitness value determined by the optimized function to determine whether the current position is good or bad. The optimization problem can be considered as searching ''particles'' in the search space. Each ''particle'' has two attributes: the self-judgment attribute, which judges the speed and position of its own motion and the social attribute, which adjusts its flight speed and position according to the movement of its surrounding particles. In the next paragraph, we describe how the particle updates its speed and location.
In the n-dimensional search space, the position of each particle t is defined as
. Particles move around in the search space to find the best position. The swarm of PSO is initialized with a group of random particles, and it then searches for optima by updating through iterations. The optimal solution is searched by updating the velocity and position of particles by taking the advantages of iteration. The main update rules in the iteration involve two optima values. One is the individual extreme value, namely pbest. The other is the global extreme value, namely gbest. The PSO evaluates the fitness value in each iteration. If the current particle is the individual optimal value of the particle, the particle stores the value as pbest (individual optimal). In each iteration, the optimal value of pbest is stored as gbest (global optimal) by comparing all particles. A particle updates its velocity and position by using the Equation (7) and (8) as follows.
where v t (q) and x t (q) indicates the velocity and position of the particle 't' in the q th iteration. c 1 and c 2 are learning factors, and their values are usually set to 2. The random values r 1 and r 2 are the pseudorandom numbers uniformly fell in the range [0, 1].ω is the inertia weight used to achieve the balance between the global search and local search by setting the maximum and minimum values of ω. During the process of iteration.
IV. PROPOSED METHODOLOGY
The proposed contrast enhancement approach is based on the BiGA function with the optimal α, which is determined by the multi-objective particle swarm optimization algorithm. This approach improves the entropy and enhances the details of low illumination gray images, and preserves the average brightness of an image. In this paper, the more natural image will be generated by virtue of the BiGA function with the optimal α. Figure 5 demonstrates the block diagram of the proposed approach. The set of particle values (α value) is defined as a set of N particles, where A is the search space.
It is important to select a good evaluation function for the image enhancement in the PSO algorithm. The value of the evaluation function corresponding to each particle is an important reference standard for evaluating the effect of the enhanced image. It is difficult to identify target objects from the background in the original image due to the existence of both light and dark areas in the low-illumination gray image, which have the characteristics of low contrast and unclear texture details. Therefore, when using the optimized particle swarm optimization algorithm to enhance the contrast of the image, the good enhanced images should have the characteristics: the larger amount of information, the higher contrast and much clearer texture. Edge content, entropy, and gray standard variance were integrated into the objective function of each particle due to considering of the need to identify good enhanced images in the proposed algorithm. Thus, the objective evaluation function is the synthesis of three performance measures, namely, the entropy, the edge content and the gray standard variance. The higher the fitness value, the better the image enhancement effect. The improved PSO will find the optimal particle position (α value) based on the fitness function. The flow chart for calculating the evaluation function is as shown in Figure 6 . A multi-objective optimization technique usually applies a method called Pareto dominance [41] . One of the simple ways to handle the multi-objective optimization problem is to construct a multi-objective function as a linear [42] . The objective evaluation function in the proposed algorithm is represented in Equation (9).
where λ 1 , λ 2 and λ 3 are the constants whose values indicate the relative significance of objective performance measure. In this paper, the entropy and edge content and gray standard variance for the objective function are considered to have the equal importance. Hence, the values of λ 1 , λ 2 , and λ 3 are set to 1/3. In Equation (9), H represents the entropy value of the enhanced image. The larger the entropy value of the image, the more information it contains and the richer the details in the image. The definition of entropy is represented in Equation (10). where p(i) is the probability that a certain gray value (i) appears in the enhanced image. In Equation (9), S stands for the edge content detected in the enhanced image, which is calculated by a canny edge detector. The larger the S value of the image, the more edge information the enhanced image contains, and the better the image contrast is. Its definition is defined in Equation (11) .
where edge images E are obtained by canny algorithm. Canny algorithm is a very popular edge detection algorithm, and achieves edge detection well. n − edges(E) is the sum of non-zero pixels of E, and T is the total number of pixels in the enhanced image.
In Equation (9), Stv stands for the gray standard variance of enhanced image. Generally, the larger the Stv value, the better the contrast of the measured image and the more suitable for human eye observation.
B. TIMELY ADJUSTMENT OF LEARNING FACTORS
c 1 , c 2 are learning factors, usually c 1 = c 2 = 2, which means that the weight of the self-cognitive and social cognitive are equal in the process of particle swarm optimization However, setting c 1 , c 2 as 2 for the PSO algorithm has the limitation that the particle swarm can easy fall into the local optimum. Literature [43] correlated the learning factors with the number of iterations to make c 1 and c 2 variable with the number of iterations. At the beginning of iteration, c 1 is larger than c 2 , which means the particles learn more from themselves experience than from social experience. As the number of iterations increases, c 1 gradually decreases, c 2 gradually increases, and the particles tend to move closer to the global optimal solution. In such a way, the algorithm can find the global optimal solution for a gray image with low contrast between target and background. Because of this reason, we also set c 1 and c 2 as the variables in the proposed algorithm. Our experiments show that the timely adjustment of learning factors can prevent particle swarm optimization from falling into local optimum. It also prevents premature convergence of particle swarm. The learning factor updates are shown in Equation (12) and (13) .
where c 1a and c 2a are the initial values of learning factors c 1 and c 2 , respectively. c 1b and c 2b are the values of c 1 and c 2 in the final iteration. t is the number of iteration. Through the experiments of the initial values and the final values of learning factor, we find that setting the initial values of the parameters used in this paper to c 1a = 2.75, c 1b = 1.25, c 2a = 0.5, c 2b = 2.25 shows good global optimization ability.
C. THE PROPOSED ALGORITHM
The steps of global and adaptive contrast enhancement for low-illumination gray images are described in Algorithm 1.
Algorithm 1 Global and Adaptive Contrast Enhancement for
Low Illumination Gray Images 1. Input: an image I 2. Create N particles{P 1 ,P 2 ,. . . ,P N } 3. Initialize its corresponding velocity v max ,v min , iterations (maxgen), the position of each particle P etc. 4. for each iteration i = 1:maxgen 5. for each particle j = 1:N 6.
Produce the enhanced image using BiGA correction in Equation (3); 7.
Compute entropy of enhanced image using Equation (10); 8.
Compute edge content of the enhanced image using Equation (11); 9.
Compute Gray standard variance of the enhanced image; 10.
Calculate the objective function fitness using Equation (9); 11.
if (fitness (j)>pbest) 12.
Store current particle location value as individual best; 13.
end if 14. if (fitness (j)>gbest) 15.
Store current particle location value as global best; 16.
end if 17. end for 18. if (iterative stopping condition is not satisfied) 19. for each particle j = 1:N 20.
Update the c 1 using Equation (12); 21.
Update the c 2 using Equation (13); 22.
Update the velocity V using Equation (7); 23.
Update the position P using Equation (8) by applying gbest, the optimal α value According to Gorai and Ghosh [31] , the results of the particle swarm optimization depends on the chosen parameters. Sometimes, the carefully chosen parameters can yield better results than the optimization algorithms. In formula (7), the parameter ω is called inertia weight. In the proposed algorithm, the maximum values and minimum values of ω for all particles are set as 0.9 and 0.4, respectively. On one hand, when the value of ω is large, the ability of searching particles globally is strong. On the other hand, when the value of ω is small, the ability of searching particles locally is strong. The process starts from the maximum inertia value and gradually decreases it to a minimum value when the number of iteration increases. Therefore, the initial inertia component is large, and the detection area is large in the solution space, but the inertia component becomes smaller gradually. So the ω value can be expressed as:
We denote the largest weighting coefficient as ω max and the minimum weighted coefficient as ω min . We also denote the current iteration as t and the total number of iterations for the algorithm as t max . ω t is the value of ω in the t th iteration.
In this paper, we select 40 particles to form a particle swarm. The maximum number of iterations is 20. The particle value is set as a random value in the range of 0 to 1. We set the termination condition as follows: if the gbest value obtained by three consecutive iterations is the same or the number of iteration is maxgen, the further search for the optimal value will be stopped.
V. EXPERIMENT AND RESULT ANALYSIS
In this section, we perform comparative experiments with the real gray images in low illumination environment with poor observability. In our experiment, we applied the proposed algorithm to a large number of low-illumination gray images from different scenes. Due to the space constraint, we only show ten testing images and their experimental results, involving 'White bird', 'Passageway', 'Street', 'Sea', 'Woods', 'Bridge', 'Tunnel', 'Train', 'Swan' and 'Wharf', as illustrated in Figure 7 . These images include both outdoor scenes and indoor scenes, which contain the problems in the original image, such as low contrast, uneven illumination, and unclear texture details. In our experiments, we compare the results of the proposed method with seven existing algorithms: HE [11] , CLAHE [13] , DPHE [17] , LCS [44] , AGCWD [21] , standard PSO [31] and MSF-PSO [28] .
A. GRAY IMAGE ENHANCEMENT EXPERIMENT
The standard PSO algorithm considers the enhancement of contrast as an optimization problem. The parameterized gray transform function is used to enhance contrast. The entropy and edge-based evaluation function are used to select the optimal transformation function parameters. Finally, the gray transformation function corresponding to the optimal parameters is used to enhance the original image. In the experiment, the parameters of the proposed method are consistent with those of the standard PSO technique, such as the number of particles is 40 and the maximum number of iterations is 20. The global α values (Optimal values) for contrast enhancement of images 'White bird', 'Passageway', 'Street', 'Sea', 'Woods', 'Bridge', 'Tunnel', 'Train', 'Swan' and 'Wharf' are respectively listed in Table 1 . Figure 8 shows the enhanced results of 'White bird', in which the target object of the image is the white bird. The traditional algorithms involving HE, LCS, and standard PSO have the problem of excessive brightness enhancement, which leads to the diffusion of the high brightness areas (White bird), and unclear details of the excessively enhanced areas in the image. The MSF-PSO method leads to overall over-enhancement of the image and the appearance of artifacts on White Bird's Wings. The CLAHE enhancement method can highlight the target object (White bird), but the shadows on the white bird's wings are excessively enhanced and the background contrast enhancement is not obvious. DPHE uses double thresholds to compensate for the defect of over-enhancement from HE, but the effect of detail enhancement in dark area is not obvious, resulting in the unclear texture of the branch. The contrast enhancement of AGCWD is significant, but DPHE and AGCWD produce obvious ring artifacts around the white bird's wings, and the poor visual effect is due to the amplification of uniform regional noises. The proposed algorithm, however, improves the overall brightness of the image and enhances the background details at the same time. Meanwhile, there is no overenhancement in the image, which could potentially lead to the loss of white bird's details. Overall, the proposed method significantly enhances the overall visual effect of the image. Figure 9 shows the image of 'Passageway'. The objects in the passageway are visible since the light comes through the window in the middle of the picture. Unfortunately, the problem of this image is that the indoor light of passageway is still dark and the patterns on both sides and above the passageway are hard to be identified. Through the processing of HE and DPHE, the internal details of the passageway are clear. However, the windows are excessively enhanced, which affect the details around the windows. The enhancement results of AHE show that the illumination processing effect at the window is better than the processing result of HE. However, the problem of over-enhancement also exists, which leads to high image contrast and unnatural enhancement result. Comparing with HE and DPHE, the CLAHE algorithm achieves better enhancement effect on the window, but the effect for the ground is not optimal: the overenhancement on shadow and low contrast above passageway are clear. LCS, AGCWD and PSO have the similar problem of over-enhancement at windows. MSF-PSO effectively improves the overall brightness and contrast of the image, which is conducive to the observation of details in dark areas of pillars and roofs. However, the phenomenon of excessive stretching of the brighter areas at the window leads to distortion of the details at the window and excessive enhancement at the edges of the window, which affects the observation of details. The proposed method in this paper improves the overall brightness of the image. In particular, it clarifies the details in the passageway without excessively enhancing the windows. Thus, the overall enhancement results of our algorithm is better than the existing work. Figure 10 shows the building in the corner of the street at night. The streetlights in the image are high-brightness areas, while the other areas are relatively dark. It is necessary to enhance the contrast. HE and DPHE cause the over-enhancement of lighting in the image. CLAHE provides greater contrast enhancement in the areas of interest, but it ignores the details of other areas, such as buildings and trees. LCS also causes the over-enhancement in the light areas. AGCWD excessively enhances the brighter areas such as street lights, resulting in the expansion of the bright areas. Therefore, after the image is processed by the AGCWD method, the area where the street lights are concentrated (the right-middle area of the image) is brighter, which affects the observation of surrounding things. PSO improves the gray value of the entire image but has a low contrast and produces a lot of noise, which makes the visual comfort of image lower. After image processing with MSF-PSO, the brighter areas are slightly enlarged, and the street lights are grayed out due to excessive enhancement in the very bright places of street lights. The overall effect of the enhanced image is better after our proposed method is applied to the original image. Figure 11 is an image of the sun rising on the sea surface. Only a ray of light shines towards the sea due to the shielding of clouds, and the whole part of the sea surface is dark, where it causes that the sea is not conducive to be observed. After HE and DPHE methods are used to enhance the contrast of sea surface, the contrast of sea surface is obviously improved, but the sky is brighter because of the over-enhanced of HE and DPHE in the sunlight, and the enhancement effect of HE to the sea surface spray is not good. The overall picture of CLAHE and LCS enhancement results is dark. LCS also has the problem of over-enhancement of the illumination areas. When PSO is used to process the image, the overall gray value of the image is high leading to overall whitening and the visual effect is not good. Both MSF-PSO and the method proposed improve the overall contrast of the image, and have a good enhancement effect on the sea surface, so that the ripples can be clearly observed. After MSF-PSO processing, the local brighter areas of the sky in the original image turn to gray. The method proposed in this paper is superior to other algorithms in both the enhancement of the illumination areas and the enhancement of the sea surface. Figure 12 is an image of forest woods in low illumination environment. In the image, the back surface of the woods is dark. Through the enhancement of HE, PSO and MSF-PSO, the overall brightness of the image has been improved significantly. However, HE produces a large number of noises. Excessive enhancement of HE, LCS, PSO and MSF-PSO to brighter areas leads to unfavorable observation of details of brighter areas. CLAHE, DPHE, LCS and AGCWD do not enhance the dark areas, which is not conducive to the detailed observation of dark areas. Our proposed method keeps good local brightness areas and improves the gray value of the dark areas after the original image is enhanced, which is conducive to the overall image observation. Figure 13 is a backlight image under a bridge in the evening. From the original image, there is some darkness in the backlight of the bridge, only the outline of the bridge can be understood. The back surface information of the bridge cannot be observed. Observing the enhancement results of each algorithm, the contrast enhancement effect of HE is remarkable. Not only can we observe the backlight surface information of the bridge, but also the signs below the bridge are clearly visible. However, there is still excessive enhancement of HE in the brighter area in the sky, which harmfully affects the observation of the area around the light in the image. CLAHE, DPHE, LCS and AGCWD have poor enhancement effect in the dark areas, and we cannot clearly see the bicycle sign from their resulted images. Due to the over-enhancement of MSF-PSO, the image is gray, the bicycle sign is blurred, and the brighter areas in the original image appear black, which seriously changes the structure information of the original image. Traditional PSO has good overall visual effects, but traditional PSO also has the phenomenon of over-enhancement in the sky, which affects the structural information of clouds in the sky. The brightness and contrast of the image processed by our method are obviously improved, the dark details are clearly visible, and the structural information of the sky is close to the original image. Figure 14 shows the scene where the vehicle is about to enter the tunnel. The tunnel entrance and the tunnel interior are dark due to the lack of illumination. After the processing by HE, DPHE, LCS or AGCWD, the contrast of the image is obviously enhanced, but the information loss at the tunnel exit is serious due to over-enhancement. The resulted images processed by CLAHE and PSO are clearer, but their overall gray value is lower. The resulted image by MSF-PSO is seriously distorted at the exit of the tunnel, and it doesn't make us be able to observe the original image information. In summary, our proposed method enhances the original image with moderate brightness, and significantly improves global contrast, and achieves better enhancement effect of in dark and bright areas. Figure 15 is an indoor scene of train station. Although it is daytime, the interior structure of the building is blurred because the image is taken indoors. Details of darker areas cannot be observed and need to be enhanced. After the processing respectively by every above method on image enhancement, the contrast and detail sharpness of the image are improved. While HE improves the visual quality, it has over-enhancement and produces noise. The enhancement effect of CLAHE or DPHE is better than that of HE, but the local contrast is not ideal. CLAHE does not have a significant effect on dark areas. DPHE, LCS and AGCWD have poor reinforcement for roof and train bottoms. The overall brightness of the image processed by the traditional PSO and MSF-PSO is significantly improved, but PSO generates more noise in the dark regions. However, our proposed method of this paper has the best enhancement effect. The global and local contrast is higher, the details are clearer, and the edges and details of buildings are better maintained without overenhancement, as shown in Figure 15 (i).
It can be seen from Figure 16 that the overall brightness of the original image is low and the ground is blurred. HE and DPHE have local over-enhancement for the original image, and there are many background noises in the resulted image of HE. CLAHE can deepen the shadows on Swan's gray part and the visual effect is not good. LCS, AGCWD, PSO and MSF-PSO have over-enhancement in the Swan part of image, which is not conducive to the observation of feather texture of Swan. The quality of enhanced image by our proposed method is very good, where the global contrast is significantly improved and the details are also clearly visible. Moreover, the original structure information of Swan is well preserved, and the effect of ground enhancement is also good. Figure 17 shows the enhancement effect of various methods on a non-uniform illumination gray image. Among them, HE, DPHE, LCS and AGCWD have excessively enhanced in the brighter areas of the water surface, which is not conducive to the observation of surrounding vessels. CLAHE has not excessively enhanced the original image, but the contrast between buildings and people on the shore is not ideal, and some details are lost. The contrast enhancement effect of PSO is not significant, and the overall resulted image is dark. MSF-PSO is excessively enhanced in the brighter area of the water surface, and the local details need to be further enhanced. The method proposed in this paper does not have an over-enhancement phenomenon at the junction of light and dark. Buildings on the shore, crowds and ships on the sea are clearly visible, the enhancement effect is more natural.
In order to identify the image enhancement effect, we give the corresponding histogram of each image below the original and the enhanced images, for Figure 8 -17 . From the histograms of these images, it is obvious that the gray distribution of every original image is concentrated in the lower region, and the image has low contrast. After the enhancement, the distribution of gray color is uniform. The problem of HE is that HE causes strong noises. CLAHE, DPHE, LCS and AGCWD efficiently suppress the noises. However, the distribution of gray color in the enhanced images is concentrated in dark areas. LCS and AGCWD also excessively enhance the local bright areas in the image. PSO, MSF-PSO and our proposed method can significantly improve the overall gray value of the image, but the result from PSO is unstable, and the gray distribution resulted from PSO is mostly concentrated on the darker or brighter areas of image, and the brightness of resulted image is also not significantly improved. In addition, the gray distribution of the resulted image by PSO or MSF-PSO is not consistent with that of the original image. But the image enhanced by our proposed method in this paper has more similar gray distribution pattern to the original image.
In summary, HE, DPHE, PSO and MSF-PSO can improve the overall brightness of image. CLAHE can highlight details and textures, so that the image enhanced by CLAHE contains sharper edges. CLAHE, DPHE, LCS and AGCWD can improve image contrast.
However, they also have their limitations. For HE, if there is a large peak in the histogram of image, the image will be excessively enhanced. LCS, DPHE, CLAHE and AGCWD do not obviously enhance the dark areas of image, which is not conducive to detailed observation of dark areas, and CLAHE amplifies the noises of flat areas. HE, DPHE, PSO, MSF-PSO and LCS have the common problem of overenhancement of brighter local areas, which results in the diffusion of high brightness areas and the unclear details of over-enhancement areas. From the histograms, LCS and MSF-PSO excessively enhance the areas with higher gray value. In addition, the histograms of the enhanced images of 'White bird', 'Passageway', 'Tunnel' and 'Wharf' show that the gray value of histograms produced by the PSO is concentrated in a small area. This situation is also true in the histograms of the enhanced images of 'Street', 'Sea', 'Woods' scenes by PSO, in which the gray value of histograms is concentrated in a large area. Therefore, the image enhanced by PSO has low viewing comfortability. From the enhanced result of our proposed algorithm, it can effectively enhance the gray images with uneven illumination and improved contrast of the images. More importantly, it also improves the low luminance areas of the images and avoids the over-enhancement of the local bright areas. Nevertheless, it also improves the overall visual effect of lowillumination gray images, and the viewing comfortability is higher.
B. PERFORMANCE COMPARISON
To further verify the effectiveness of our proposed method, we comparatively evaluate the images enhanced by the proposed algorithm and other algorithms by four criteria: Gray mean value, Entropy [45] , Peak signal-to-noise ratio (PSNR) [46] , Feature similarity index (FSIM) [47] .
Image brightness is an intuitive feeling for an image, and it is related to the gray value for grayscale images. Gray mean value indicates the average brightness of the image, and the higher the value, the brighter the image. If the brightness value of the image is low, the image is too dark and we cannot see anything clearly from the image. If the image is too bright, it often makes people feel uncomfortable. If the gray mean value of the image is moderate (around 128), it means that the visual effect of the image is good [48] . In view of the low gray value of non-uniform illumination image in this paper, it is necessary to improve the overall brightness of image in order to observe more dark details, and good results of image enhancement should include achieving a moderate image brightness.
Entropy measures the richness of the details in the output image. Higher entropy of image indicates better image quality [33] . The calculation formula is given by Equation (15) .
Here, P(i) is probability density function of an input image at intensity level i. L is the gray level of the image (L = 256 in 8-bit image). Figure 18 and Figure 19 show the quantitative comparison of Entropy and Gray mean value of the enhanced images respectively. To present a clearer comparison, Figure 18 is the bar charts of image's entropy, and Figure 19 is the line graphs of image's average gray value, respectively.
According to the quantitative comparison of entropy value of the enhanced images in the bar charts of the quantitative metrics on Entropy in Figure 18 , in most cases, the entropy value of the resulted image by our proposed method is higher than that by other methods. The increase of entropy value indicates that the amount of information contained in the enhanced image is increased, and thus more information can be extracted from image. Therefore, the contrast enhancement technique proposed in this paper is superior to other methods in many cases. As illustrated in Figure 19 , the average brightness of the original image is low. After the original image is processed by LCS, CLAHE, DPHE or AGCWD, the brightness of the resulted image is not significantly improved, and the gray mean value is much different from 128. The average brightness of image enhanced by PSO is either too small or too large. After the enhancement by virtue of HE, MSF-PSO and our proposed method, the gray mean value of the enhanced image is close to 128, and the brightness is greatly improved. The curve fluctuation of MSF-PSO is greater than that of HE and our proposed method. This shows that the brightness of the resulted image by our proposed method is increased more and the average value of the gray level of the image is moderate (about 128), and the visual effect is good.
The Peak signal-to-noise ratio (PSNR) is the most commonly used objective metric for evaluating image quality [49] , [50] . It is also one of the most popular and reliable performance metrics for image enhancement and other fields [51] . The larger the PSNR value between the two images, the more similar the images are. The PSNR is calculated by Equation (16) .
MSE is the mean square error between the original image and the processed image. To some extent, it can be used to measure the difference between the original image and the enhanced image, in terms of the contrast of the image. MSE is calculated by Equation (17).
where M is the image height, N is the image width, and M×N is the size of the specified image. R(i, j) refers to the gray value of the pixels in row i and column j of the original picture. F(i, j) refers to the gray value of the pixels in row i and column j of the enhanced image. In this paper, FSIM is used to calculate the feature similarity between the original image and the enhanced image. The larger the value of FSIM, the more similar the original image and the enhanced image, the higher the quality of the enhanced image. Otherwise, the worse the quality of the enhanced image. If f 1 (x) represents the original image and f 2 (x) represents the enhanced image, FSIM is defined as [52] .
PC m (x) = max(PC 1 (x), PC 2 (x)) (20)
where is the spatial domain of the entire image. S PC (x) denotes the feature similarity of image f 1 (x) and f 2 (x). S L (x) indicates local similarity of f 1 (x) and f 2 (x) at pixel location x. S G (x) indicates the gradient similarity of images f 1 (x) and f 2 (x). The phase consistency information of images f 1 (x) and f 2 (x) is represented by PC 1 and PC 2 , respectively. G represents the gradient magnitude of the original image and the enhanced image. T 1 and T 1 are constants.
Equations (16)∼(22) are used to evaluate the effectiveness of our proposed algorithm and other algorithms on image enhancement. Table 2 and Table 3 give the quantitative evaluation results of PSNR and FSIM.
As illustrated in Table 2 , the PSNR value of the proposed method and PSO is higher than those of other algorithms in most cases. This result indicates the enhancement results of the proposed method and PSO are more similar to the original image. PSNR of the processed image by PSO is larger than other algorithms, while our method still takes second place by this metric. PSNR indicates the degree of image quality degradation. If the PSNR value is excessively large, some details of image may be lost at the same time [53] , so the partially enhanced image processed by PSO actually is not conducive to detail observation. Our method maintains a good balance between large PSNR (slightly larger than DPHE, LCS and AGCWD) and the preservation of details.
In addition, Table 3 shows that the FSIM value of our proposed method is significantly larger than that of PSO, which implies that the image distortion from our proposed method is relatively small and the resulted image is more similar to the original image, and the enhancement result is natural. According to Table 2 , the PSNR values of CLAHE and MSF-PSO are very low, which shows that CLAHE and MSF-PSO have the poor performance on suppressing noise. According to Table 3 , the FSIM values of HE are lower, indicating that the image distortion is larger. From Figure 19 , we can tell that the gray mean value of the enhanced image produced by our proposed algorithm is close to 128. In conclusion, the overall performance of the proposed algorithm is obviously better than that of the traditional algorithms.
The setup of our experiments is as follows. We used a desktop equipped with 3.2GHz processor, 4G RAM, and Windows 7 to run these image enhancement algorithms, which are implemented in Matlab R2016a. Each algorithm enhances an image for seven times. The average execution time of each algorithm is tabulated in Table 4 . As we can see, DPHE achieves the fastest speed because it only performs linear calculation on the image. Since the proposed algorithm relies on the iterative optimization process of individuals and groups, and the execution time of the image enhancement is relatively longer, comparing with those of HE, DPHE, CLAHE, LCS and AGCWD. Of course, the computational overhead is a common issue exists in most iterative-based algorithms regardless. The average running time of the proposed method is obviously shorter than that of PSO and MSF-PSO. This attributes to the iteration stop bar set by the proposed method, which stops the algorithm cycle when the particle swarm finds the optimal value of α. This setting stops the iterations, once the optimal value of α has been reached.
VI. CONCLUSION
In order to reduce the influence of uneven illumination and low overall contrast on the quality of gray image, in this paper, we present a global contrast enhancement algorithm based on particle swarm optimization combined with Bilateral Gamma Adjustment function to realize adaptive correction of low illumination uneven gray image. The qualitative experiments have proved that our method is superior to other traditional and recent methods in different scenarios and has achieved better enhancement effects. In the future work, we will come up with new algorithms to enhance colorful images. LIHUA BI received the M.S. degree from Guangxi University for Nationalities, Nanning, China. She is currently working with the Zhengzhou University of Light Industry, Zhengzhou, China. Her main research interests include image processing, data processing, and pattern recognition. VOLUME 7, 2019 
