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This work is concerned with analysis and optimization in coefficients of the 1&D,
T-periodic wave equation with piece-wise constant coefficients in x. For T-rational,
the system is in resonant case (i.e., the corresponding homogeneous problem has
nontrivial solutions [free oscillations or breathers]). The case of T-irrational
remains an outstanding open problem.  1996 Academic Press, Inc.
1. INTRODUCTION
We shall study here the periodic one-dimensional wave equation
u(x) ytt(x, t)&(u(x) yx(x, t))x= f (x, t), x # (1, 1), t # R (1.1)
with two joint boundary conditions
&u(0) yx(0, t)= g(t), y(1, t)=0 \t # R (1.2)
and periodic conditions
y(x, t+T)= y(x, t), yt(x, t+T )= yt(x, t). (1.3)
Here g # L2loc(R), f # L
2
loc (R ; L
2(0, 1)) are given T-periodic functions and u
is a piece-wise constant function of the form
u(x)= :
N0
j=1
Xj (x) uj , a.e., x # (0, 1), (1.4)
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where Xj is the characteristic function of the interval (( j&1) h, jh),
h=N &10 and N0 is a given positive integer, N02. In the sequel we shall
denote by U the set of all functions u # L(0, 1) of the form (1.4) such
that
0<ajujbj , j=1, ..., N0 , (1.5)
where aj , bj are fixed positive numbers. Equation (1.1) is considered in the
sense of distributions on (0, 1)_R and (1.2), (1.3) are taken in a weak
sense to be precised below (see Definition 2.1). In particular, (1.1)(1.3)
models the dynamics of a nonhomogeneous elastic string as well as the
propagation of seismic waves in a nonisotropic (stratified) media in the
presence of a seismic source g with acoustic impedance u (see [1]). In the
case of smooth coefficients, this problem along with an inverse problem
associated to it was considered in [3]. The main problem we address here
is the dependence of (weak) solution y to (1.1)(1.3) as a function of u and
f, g. Since in general the problem is resonant, this leads to some delicate
problems related to spectrum of linear hyperbolic operator (1.1) with
periodic and boundary conditions of the form (1.2), (1.3). We shall use
these results in Section 3 to study an inverse problem associated to (1.1)(1.3).
In Section 4 we shall study a semilinear periodic problem corresponding to
(1.1)(1.3).
2. THE WEAK SOLUTION
We set Q=(0, 1)_(0, T ) and assume that T is a rational number of the
form pq. We denote by H 1, 0? (Q) the Sobolev spaces
H 1?(0, T)=[. # H
1(0, T) ; .(0)=.(T )]
H 1, 0? (Q)=[. # H
1(Q) ; .(x, 0)=.(0, T ), (2.1)
.(1, t)=0, \x # (0, 1), t # (0, T )].
We may rewrite (1.1)(1.3) on Q in the following form
u(x) ytt(x, t)&(u(x) yx(x, t))x= f (x, t), \(x, t) # Q (2.2)
&u(0) yx(0, t)= g(t), y(1, t)=0, \t # (0, T ) (2.3)
y(x, 0)= y(x, T ), yt(x, 0)= yt(x, T ), \x # (0, 1). (2.4)
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Definition 2.1. The function y # L2(Q) is said to be a weak solution to
(2.2) where f # L2(Q), g # L2(0, T ) if y # H 1, 0? (Q) and
|
Q
u(x)( yt(x, t) .t(x, t)& yx(x, t) .x(x, t)) dx dt
+|
T
0
g(t) .(0, t) dt+|
Q
f (x, t) .(x, t) dx dt=0, \. # H 1, 0? (Q).
(2.5)
In particular, this means that y is a solution to (2.2) in the sense of
distributions on Q which implies that the weak solution y to (2.2) is a
solution (in a generalized sense) of the boundary value problem
uj ( ytt& yxx)= f on (( j&1) h, jh)_(0, T ) (2.6)
&u(0) yx(0, t)= g(t), y(1, t)=0 in (0, T ) (2.7)
uj yx( jh&, t)=uj+1yx( jh+, t), y( jh&, t)= y( jh&, t) in (0, T )
(2.8)
y(x, 0)= y(x, T ), yt(x, 0)= yt(x, T ), (2.9)
where u is given by (1.4). We recognize in (2.8) transmission conditions
which are usual in the theory of second order partial differential equations
with piece-wise constant coefficients.
Define the operator A(u) : H 1, 0? (Q)  L
2(Q)_L2(0, T ) as follows:
D(A(u))=[ y # H 1, 0? (Q); there is ( f, g) # L
2(Q)_L2(0, T ) such that (2.6)
holds],
A(u) y=( f, g), for y # D(A(u)). (2.10)
Note that for y # D(A(u)) there is precisely one pair ( f, g) # L2(Q)_
L2(0, T) such that (2.5) holds, i.e., A(u) is a well-defined linear operator.
Furthermore, it is readily seen that (the graph of) A(u) is closed and that
D(A(u)) is dense in H 1, 0? (Q).
The space L2(Q) has the following complete orthonormal system of
eigenfunctions: [m.n]m # Z, n # N where Z is the set of all integers; N, the set
of all natural numbers
m(t)=T&12ei+mt, +m=2m?T&1, m # Z. (2.11)
*n and .n being the eigenvalues and the corresponding eigenfunctions of
the SturmLiouville problem
&(u.$n)$=u*2n.n , in (0, 1)
(2.12)
.$n(0)=0, .n(1)=0
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which is considered in the following weak sense:
|
1
0
u(x) .$n(x) .$(x) dx=*2n(u) |
1
0
u(x) .n(x) (x) dx
\ # V0 , u # U, (2.13)
where V0=[ # H1(0, 1) ; (1)=0].
As in the classical theory of SturmLiouville problems with smooth
coefficients, it follows that *2n are simple eigenvalues, *n  + and the
system [.n] is complete in L2(0, 1).
For each u # U, consider L2u(0, 1) endowed with the inner product
(., )=|
1
0
u(x) .(x)  (x) dx, .,  # L2u(0, 1). (2.14)
Accordingly, the norms of .n=.un and y= y
u given by (2.12) and (2.5),
respectively, are defined by:
|.n |
2
L 2u (0, 1)
=|
1
0
u(x)(.n(x))2 dx
(2.15)
| y| 2L 2u (Q)=|Q u(x) | y(x, t)|
2 dx dt.
Clearly, .n # V0 /C([0, 1]) is infinitely differentiable on each interval
(( j&1) h, jh), j=1, ..., N0 and, therefore,
&."n(x)=*2n .n(x), \x # (( j&1) h, jh), j=1, ..., N0 , n # N (2.16)
.n( jh&)=.n( jh+), j=1, ..., N0&1. (2.17)
In addition, by a standard device involving (2.13) and (2.16), on proves
that .n=.un satisfy the transmission conditions
uj .$n( jh&)=uj+1.$n( jh+), j=1, ..., N0&1 (2.18)
Finally, the boundary conditions in (2.12) should be taken into consideration.
In the study of (weak) solutions, we need the form of *n=*n(u) as well
as the continuous dependence of *n on u. On the basis of (2.16), the eigen-
function .=.un corresponding to *=*n(u) has the form
.(x)=Cj cos *x+Dj sin *x, x # (( j&1) h, jh), j=1, 2, ..., N0 (2.19)
with h=N &10 .
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Clearly, D1=0. Furthermore, (2.17) and (2.18) yield the linear
homogeneous system for Cj , Dj :
C1 cos *h=C2 cos *h+D2 sin *h
&u1C1 sin *h=&u2C2 sin *h+D2 cos *h
} } }
Cj cos *jh+Dj sin *jh=Cj+1 cos *jh+Dj+1 sin *jh (2.20)
&uj Cj sin *jh+ujDj cos *jh=&uj+1Cj+1 sin *jh+uj+1Dj+1 cos *jh
j=2, ..., N0&1
CN 0 cos *+DN0 sin *=0
Lemma 2.1; For each u # U and n # N, *n=*n(u) has the form
*n(u)=2nN0 ?+2N0 tan&1 &k(u), k=1, ..., n0(u) (2.21)
Moreover, the function u  *n(u) and u  .un (the eigenfunction corre-
sponding to u and *n(u)) are continuous on U from RN0 to R and RN0 to
H 1w(0, 1), respectively.
Proof. Denote by d(*) the determinant of the linear homogeneous
system (2.20). Clearly each *=*n(u) must satisfy the system d(*)=0. On
the other hand, all coefficients of (2.20) can be expressed in terms of
tan 2&1*h. Hence the equation d(*)=0 itself can be written as an algebraic
equation in tan 2&1*h whose coefficients are functions of u=(u1 , ..., uN0).
This equation has a finite number of real roots &k(u), k=1, 2, ..., n0(u) and
so *=*n must satisfy
tan 2&1*h=&k , k=1, ..., n0(u), h=N &10 (2.22)
which implies (2.21). The continuity of u  *n(u) is a consequence of the
Raleygh quotient formula. It also follows from the following simple
argument. The eigenvalues *2n are simple so &j (u){&p(u) for u # U and j{p.
In particular, this implies limuk  u &j (uk)=&j (u) for j=1, ..., n0 , and,
therefore, by (2.21) limuk  u *n(uk)=*n(u). The continuity of u  .un from
U to H 1w(0, 1) (the space H
1(0, 1) with weak topology) is an immediate
consequence of (2.13). The proof is complete.
Note that in the case of N0=2 and of a partition 0<h<1 with u(x)=u1
on [0, h) and u(x)=u2 on [h, 1), the equation d(*)=0 can be written in
the form
(u1+u2) cos *+(u2&u1) cos(2h&1) *=0, *=*n=*n(u). (2.23)
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In particular, for h= 12 , (2.23) yields
cos *=
u1&u2
u1+u2
, *=*n=*n(u), u # U. (2.24)
Lemma 2.2. Let .n=.un be the eigenfunction corresponding to the eigen-
value *n=*n(u), u # U. Then 0<|.un(0)|d for some positive constants d
independent of n # N and u # U.
Proof. First of all, .un(0){0 (as .
u
n(0)=0 in conjunction with .$n(0)=0
in (2.12) would imply .un(x)#0 on (0, 1). Or this is not the case, because
|.un |
2
L2(0, 1)=
1
0 u(x) .
2
n(x) dx=1, by the hypothesis that [.
u
n] is an
orthonormal system in L2u(0, 1)). On the other hand, .un(x)=C
n
1 cos *nx,
0x<h (see (2.19)). Therefore,
.un(0)=C
n
1
and
|
h
0
u(x)(.un(x))
2 dx=u1(C n1)
2 |
h
0
cos2 *nx dx1
which means
u1(C n1)
2 \h2+
sin 2*nh
4*n +1.
Taking into account that *n  + or n  + and that u1a1>0, the
above inequality implies
lim sup
n  +
(C n1)
2
2
ha1
with h=N &10 and C
n
1=.
u
n(0)
which completes the proof.
We are now in a position to study (2.5) via Fourier series. Fix u # U
and denote by ymn , fmn , and gm the Fourier coefficients of y, u&1f and g,
respectively, i.e.,
y= :
n # N
m # Z
ymnm.n , u&1f = :
n # N
m # Z
fmnm.n , g= :
m # Z
gm m (2.25)
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ymn=|
Q
uy m.n dx dt=(y, m .n) ,
fmn=|
Q
f m.n dx dt=(u&1f )mn (2.26)
gm=|
T
0
g(t)  m(t) dt,
where m and .n given by (2.11) and (2.12), and ( } , } ) is the inner
product in L2(Q), i.e.,
(y, f)=|
Q
u(x) y(x, t) f (x, t) dx dt, y, f # L21(Q). (2.27)
According to Parseval’s formulas,
| y|L2(Q)= :
m, n
| ymn | 2,
|u&1f | L2(Q)= :
m, n
| fmn | 2, (2.28)
| g|L2(0, T)= :
m, n
g2m .
It is easy to check (replacing .= m(t) .n(x) in (2.5)) that a necessary con-
dition for y to be a weak solution (2.2)(2.4) is the following one:
(*2n&+
2
m) ymn= fmn+.n(0) gm . (2.29)
Consequently, we need the sets:
S(u)=[( f, g) # L2(Q)_L2(0, T ) ; fmn+.n(0) gm=0 for *n=|+m |]
N(A(u))=Span[m.n ; (m, n) # Z_N, *n=|+m |] (2.30)
N(A(u))==Span[m.n ; (m, n) # Z_N, *n {|+m |] (2.31)
Next we give the main result of this section, namely.
Theorem 2.1. Assume that T is rational. Then for each u # U, A(u) is
closed, densely defined, with closed range R(A(u)) in L2(Q)_L2(0, T ).
Moreover, R(A(u))=S(u), A&1(u) is continuous from R(A(u)) into
N(A(u))= and the following estimates hold
|A&1(u)( f, g)| H1(Q)
C(u)( | f |L2(Q)+| g|L2(0, T)), ( f, g) # R(A(u)). (2.32)
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Proof. Let ( f, g) # R(A(u)). Then, on the basis of (2.29), the Fourier
Coefficient ymn of the corresponding weak solution y defined by (2.5) is
given by
ymn=
fmn+.n(0) gm
*2n&+
2
m
, *n {|+m |, ( f, g) # S(u). (2.33)
We have to prove that the series m, n | ymn | 2 (with ymn given by (2.33)) is
convergent. To this goal, the inequality below is essential:
inf
*n{|+m|
|*n(u)&|+m | |=\(u)>0. (2.34)
In order to prove it, let T= pq, p, q # N.
In view of Lemma 2.1, there is a finite number of % r such that
*n(u)=2N0n?+% r(u), for some k=1, ..., n0(u), with u  %k(u) continuous
and %r independent of n. By (2.11), |+m |=2 |m| ?(qp) and, therefore,
|*n&|+m | |=
?
p
|2npN0&2| m }q+p? % r(u) } (2.35)
which yields (2.34). Moreover, we may assume % r0 so
(*n+|+m | )C( |m|+n), C>0 independent of u. (2.36)
In what follows, C(u) denotes several u-dependent constants. Now, a
combination of (2.33), (2.34), (2.35) and Parseval’s formula yields:
:
* n{|+|
| ymn | 2C(u) :
| fmn | 2+| gm | 2
m2+n2
C(u)( | f | 2L2(Q)+| y|
2
L2(0, T )). (2.37)
Taking into account that the system [.$n] in orthogonal in L2(0, 1) and
|.$n |L2(0, 1)=|
1
0
u(x)(.$n)2 dx=&|
1
0
.n(u.$n)$ dx=*2n
it follows from (2.25) and *2n(*
2
n++
2
n)1:
| yx | 2L2(Q)= :
*n{|+n|
*2n | ymn |
2
C(u) \ :*n{|+m|
*2n | fmn |
2
*2n++
2
m
+ :
*n{|+m|
*2n | gm |
2
|*n&|+m | | 2 (*2n++
2
m)+
C(u) | f | 2L2(Q)+C(u) :
*n{|+m|
g2m
|*n&|+m | | 2
. (2.38)
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In view of *n{|+m| 1(*n&|+m | )
2C(u) (independent of m), (2.38) shows
that
| yx | 2L2(Q)C(u)( | f | L2(Q)+| g| L2(0, T )). (2.39)
Similarly, one checks that yt satisfies (2.39). Indeed,
| yt | 2L2(Q)= :
*n{|+m|
+2m y
2
mn
so the numerators in (2.38) contain +2m in place of *
2
n . As +
2
m(*
2
n++
2
n)<1,
it follows that yt admits the same estimate as | yx | 2.
The results below describe the interesting continuous dependence of
yu= y=A&1(u)(0, g) on u. It requires a delicate analysis.
Theorem 2.2. Let T be rational, uk # U, g # L2(0, T), uk  u* and
(0, g) # R(A(u*)). Then:
(1) (0, g) # R(A(uk)) for k sufficiently large
(2) yk=A&1(uk)(0, g)  A&1(u*)(0, g)= y* (weekly in H 1(Q)) as
k  +
(3) yk(0, } )  yk(0, } ) strongly in L2(0, T).
Proof. (1) It follows from (2.35) that |+m |=*n(u) iff
kmn=2 |m| q&2npN0=%r(u), u # U, kmn # N, %r=?&1p% r . (2.40)
According to Theorem 2.1, we have to prove that gm=0, for all m # Z with
the property that there are n # N such that *n(uk)=|+m | (in short, that
gm=0 for *n(uk)=|+m | ). Take such a pair (m, n). This means that
kmn %r(uk) has a solution (m, n), so %r(uk) is an integer. As %r(uk)  %r(u*),
%(u*) must be an integer too and so %r(u*)=%r(u*) for k large enough. In
other words kmn=%r(u*), i.e., *n(u*)=|+m | which implies gm=0 (as
(0, g) # R(A(u*))=S(u*) given by (2.30) with fmn=0).
(2) Let km*n*=k* be the closest (nearest) integer to %r(u*) with
k*{%r(u*). Then by (2.34), (2.35) and (2.40), we have \(+*)=
(?p)(k*&%(u*)) which implies \(uk) 12\(u*)>0 for all k sufficiently
large. In view of Theorem 2.1 with uk in place of u, it follows that C(uk)
can be chosen independently of k, i.e., yk=A&1(u*)(0, g) is bounded in
H 1, 0? (Q) so it contains weakly convergent subsequences (denoted again
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by yk). Say yk  y as k  +, weakly in H 1, 0? (Q). The Fourier coefficients
ykmn of y
k are given by
ykmn=
.ukn (0) gm
*2n(u
k)&+2m

.u*n (0) gm
*2n(u*)&+
2
m
(2.41)
for all (m, n) with *n(u){|+m | which yields |*n(uk)&|+m | |\(uk)
1
2\(u*)>0. On the other hand,
ykmn=(y
k, .nm)  (y, .nm)= ymn . (2.42)
On the basis of (2.41) and (2.42), the Fourier coefficient ymn of y is
precisely the Fourier coefficient of A&1(u*)(0, g).
(3) This is a consequence of ‘‘trace’’ theorems. More precisely, by
using the boundedness of yk in H 1(Q), one proves that yk(0, } ) is relatively
compact in L2(0, T ).
Corollary 2.1. Let g # L2(0, T) and u # U. A necessary and sufficient
condition for (0, g) # R(A(u)) is gm=0 for all m # Z such that there is n # N
with *n(u)=|+m |.
Proof. It follows from Theorem 2.1, (2.30) and Lemma 2.2.
3. AN INVERSE PROBLEM ASSOCIATED WITH (1.1)
This section deals with the optimization problem
(P1) Minimize {|
T
0
( y(0, t)& y0(t))2 dt ; y=A&1(u)(0, g) ; u # U= .
The control u # U is said to be admissible if (0, g) # R(A(u)) and there is
y # H 1, 0? (Q) such that A(u) y=(0, g) and y(0, } ) # H
1
?(0, T).
If gm=0 for all m such that 4 |m| T&1=2n+1, then u=(a, ..., a) # U is
an admissible control. In particular, for T=(2k+1)q, k=0, 1, ..., q # N we
have *n {|+m | so r(A(u))=L2(Q)_L2(0, T ), hence (0, g) # R(A(u)) for all
u # U and, therefore, every constant vector u=(c, c, ..., c) of U is admissible.
Problem (P1) is the least square formulation of the following inverse
problem associated with the system (1.1)(1.3): Determine the impedance
function distribution u in U from the observation of the displacement y0 at
the surface (x=0) in the presence of a seismic source g(t).
Theorem 3.1. Let T be rational and g, y0 # L2(0, T ). If there is an
admissible control u # U, then the Problem (P1) has at least one solution
(optimal pair) ( y*, u*) # H 1, 0? (Q)_U.
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Proof. Let ( yk, uk) # H 1, 0? (Q)_U be a minimizing sequence, i.e.,
(0, g) # R(A(uk)), yk=A&1(uk)(0, g)
(3.1)
d|
T
0
( yk(0, t)& y0(t))2 dtd+
1
k
, k # N
where d0 is the infimum of the cost functional in (P1).
Relabelling if necessary, we may assume without loss of generality that
uk is convergent (say uk  u* as k  +). In view of Proposition 3.1
below, it follows that (0, g) # R(A(u*)), yk  y*=A&1(u*)(0, g) weakly in
H 1, 0? (Q) and y
k(0, } )  y*(0, } ) strongly in L2(0, T) as k  +. Letting
k  +, (3.1) yields d=T0 ( y*(0, t)& yo(t))
2 dt, which complete the
proof.
Proposition 3.1. Let [uk ; k # N]/U be such that: uk  u* and
(0, g) # R(A(uk)). The (0, g) # R(A(u*)) and Parts (2) and (3) of
Theorem 2.2 hold true.
Proof. We have seen in the proof of Theorem 2.2 (Part 2) that
\(uk)=Inf[ |*n(uk)&|+m | |, *n(uk){|+m |] 12 \(u*)>0 (3.2)
which implies the boundedness of
yk=A&1(uk)(0, g) in H 1, 0? (Q).
The pair (uk, yk) satisfies (2.5) (with (uk, yk) in place of (u, y)). Therefore,
for k  + it follows that (u*, y*) satisfies (2.5), too; i.e.,
(0, g) # R(A(u*)) and A(u*) y*=(0, g).
Using (2.44) and (2.45) we derive that actually y*=A&1(u*)(0, g). In view
of Theorem 2.2, the proof is complete.
The following modified version (P2) of (P1) will allow us to consider the
free oscillations (breathers) of A(u) y=(0, g), which were avoided in (P1).
(P2) Minimize {|
T
0
( y(0, t)& y0(t))2 dt+# |
T
0
( yt(0, t)& y$0(t))2 dt;
A(u) y=(0, g), u # U=
where # is a positive constant and y0 # H?( 0, T ).
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The analysis of Theorem 3.1 for (P2) is
Theorem 3.2. Let T be rational, g # L2(0, T) and y0 # H 1?(0, T ). If there
is an admissible control u # U, the Problem (P2) has at least one solution
( y*, u*) # H 1, 0? (Q)_U.
Proof. Let ( yk, uk) be a minimizing sequence of (P2); i.e.,
A(uk) yk=(0, g)
and
d|
T
0
( yk(0, t)& y0(t))2 dt+# |
T
0
( ykt (0, t& y$0(t))
2 dtd+
1
k
, k # N.
(3.3)
Say uk  u* (as the vectors [uk]/U are bounded independently of k). We
have
yk=A&1(uk)(0, g)+zk, zk= :
*n(uk)=|+ m |
akmne
i+mt.m(x) (3.4)
where zk # N(A(uk)) and yk1=A
&1(uk)(0, g) # n(A(uk))=. In view of
Proposition 3.1, yk1 is bounded in H
1, 0
? (Q) and y
k
1  y1=A
&1(u*)(0, g)
weakly in H 1, 0? (Q) as k   with y
k
1(0, } )  y1(0, } ) strongly in L
2(0, T ).
As *n(uk)=|+m | implies n=nm (i.e., n depends on m), the series of zk is
not a double series. Accordingly, the boundedness of yk(0, } ) in H 1(0, T )
(given by (3.3)) implies the boundedness of zk(0, } ) in H1(0, T) which, in
turn, implies the boundedness of zk in H1(Q). Therefore, yk is bounded in
H1(Q) so yk  y* (relabeling if necessary), A(u*) y*=(0, g). Letting
k  + in (3.3), one obtains the conclusion of the theorem.
We shall give first order necessary conditions of optimality for the
problem.
(P) Minimize {|
T
0
( y(0, t)& y0(t))2 dt ; ( y, u) # H 1, 0? (Q)_U,
A(u) y=(0, g)= .
As before, here T is rational and y0 , g # L2(0, T ). The following notations
will be used:
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Z1(u)=[m # Z; _n # N such that *n(n)=|+m |]
Z2(u)=Z&Z1(u) so Z=Z1(u) _ Z2(u); Z1(u) & Z2(u)=<
for all u # U
X1(u)=span[m ; m # Z1(u)]; X2(u)=span[m ; m # Z2(u)]
where m are given by (2.11). Clearly L2(0, T)=X1(u)X2(u). The space
X1(u) consists of the traces y(0, } ) of all free oscillations y of (11) (i.e., of
y # N(A(u)) while X2(u) contains the traces of all y=A&1(u)(0, g).
Denote by P (u) : L2(0, T )  X1(u) the projection operator on X1(u) and
assume that
P (u) y0=0, for all u # U (3.5)
This is natural assumption of the observation y0 if one takes into account
that P (u) y0 can be viewed as the ‘‘parasite’’ component of y0 . In other
words, Assumption (3.5) amounts to saying that the observation y0 was
‘‘cleaned’’ from the influence of the free oscillations of the state Equation
(1.1).
Theorem 3.3. Let ( y*, u*) # H 1, 0? (Q)_U be an optimal pair (P). If
(3.5) holds, then we have
uj*=aj , if |
T
0
|
jh
( j&1) h
( yt*pt& yx*px) dx dt>0;
(3.6)
uj*= jj if |
T
0
|
jh
( j&1) h
( yt*pt& yt*pt) dx dt<0,
where
p=A&1(u*)(u, y*(0, } )& y0) (3.7)
Proof. First we check that y*=A&1(u*)(0, g). Indeed, it is easily seen
that Problem (P) can be equivalently written as
Minimize {|
T
0
( y(0, t)&(I&P (u)) y0(t))2 dt ; y=A&1(u)(0, g) ; u # U=
which is equivalent to (in view of (3.5))
Minimize {|
T
0
( y(0, t)& y0(t))2 dt ; y=A&1(u)(0, g); u # U= (3.8)
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If ( y*, u*) is an optimal pair of (P), then
A(u*)( y*+=z)=(0, g), for all z # Z(A(u*)) and = # R
|
T
0
( y*(0, t)& y0(t))2 dt|
T
0
( y*(0, t)+=z(0, t)& y0(t))2 dt
which yields
|
T
0
( y*(0, t)& y0(t)) z(0, t) dt=0, \z # N(A(u*))
which implies that (0, y*(0, } )& y0 # S(u*)=R(A(u*)) (by (2.30) and
Theorem 2.1). Therefore, p given by (3.7) is well defined.
Now let u be arbitrary in U and set w=u&u*. The u*+=w # U for all
= # [0, 1], due to the convexity of U. Since (0, g) # A(u*) y*, Theorem 2.2
shows that
(0, g) # R(A(u*+=w)) for all = sufficiently small
and
y= A&1(u*+=w)(0, g)  A&1(u*)(0, g)= y* as =  0 (3.9)
weakly in H 1, 0? (Q) and y=(0, } )  y*(0, } ) strongly in L
2(0, , T ). Set
y= y*+=z= so =z=  0 weakly in H 1, 0? (Q),
=z=(0, } )  0 strongly in L2(0, T). (3.10)
We now prove that
(0, y=(0, } )) # R(A(u*)), for all = small enough (3.11)
or equivalently (according to Corollary 2.1)
( y=(0, } ))m=0 for m # Z1(u*) (3.12)
Indeed, on the basis of (3.9) and (2.33)
y=(0, t)= :
*n{|+m|
.2(0) gmm(t)
*2n&+
2
m
, .n=.u*+=wn , *n=*n(u*+=w)
(3.13)
so the Fourier coefficient ( y=(0, } ))m of y=(0, } ) in L2(0, T ) is given by
( y=(0, } ))m=\ :*n{|+m|
.2n(0)
*2n&+
2
m+ gm , m # Z2(u*+=w) (3.14)
( y=(0, } ))m=0, for m # Z1(u*+=w).
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We have by hypothesis (0, g) # R(A(u*))=Q(u*) or equivalently (by
Corollary 2.1)
gm=0 for m # Z1(u*) (3.15)
It is now easy to see that (3.14) and (3.15) yields (3.12) (i.e., (3.11)).
Indeed, let m # Z1(u*). If m # Z1(u*+=w), then ( y=(0, } )m=0 by (3.14).
If m # Z2(u*+=w), then ( y=(0, } ))m is a linear function of gm as in (3.14)
with gm=0 so (3.11) holds. Clearly (0, y*(0, } )) # R(A(u*)) and hence
(0, =z=(0, } )) # R(A(u*)). Therefore, the function p= below is well defined.
p=&A&1(u*) \0, =2 z=(0, } )+ (3.16)
By (3.10) and Theorem 2.1, it follows that p=  0 as =  0 strongly in
H 1, 0? (Q) and
p+ p==A&1(u*) \0, y*(0, } )& y0+=2 z=(0, } )+ (3.17)
The optimality of the pair ( y*, u*) and the admissibility of ( y*+=z*,
u*+=w) imply
|
T
0
(( y*(0, g)+=z=(0, t)& y0(t))2&( y*(0, t)& y0(t))2) dt0.
This leads to
|
T
0 \y*(0, t)& y0(t)+
=
2
z==(0, t)+ z==(0, t) dt0 (3.18)
which motives the choice of p= as in (3.16)(3.17).
Definition 2.1 (Equalities (2.5) and (2.10)) of
A(u*+=w)( y*+=z=)=(0, g), A(u*) y*=(0, g)
yield
|
Q
u*(z=t .t&z
=
x.x) dx dt=|
Q
w[( y*t&=z=t) .t&( y*x+=z
=
x) .x] dx dt=0
(3.19)
for all . # H 1, 0? (Q).
333PERIODIC SOLUTIONS
File: 505J 319216 . By:CV . Date:27:11:96 . Time:10:11 LOP8M. V8.0. Page 01:01
Codes: 2022 Signs: 836 . Length: 45 pic 0 pts, 190 mm
Similarly, Definition 2.1 (with .=z=) of p+ p= given by (3.17) yield
|
Q
u*[( pt+ p=t) z
=
t&( px+ p
=
x) z
=
x] dx dt
+|
t
0 \y*(0, t)& y0(t)+
=
2
z=(0, g)+ z=(0, t) dt=0 (3.20)
for all =>0 sufficiently small.
Substituting .= p+ p= into (3.19) and taking into account (3.18) (3.20),
one obtains
|
Q
w[( yt*+=z=t)( pt+ p
=
t)&( y*+=z
=
x)( px+ p
=
x)] dx dt0 (3.21)
for all w=u&u* and =>0 sufficiently small. Letting =  0, (3.21) gives
|
Q
(u&u*)( yt*pt& yx*px) dx dt0 (3.22)
for all u=(u1 , ..., uN0) # U, where
u*=(u1*, ..., u*N0) # U.
Inequality (3.22) can be written as
:
N0
j=1
(uj&uj*) |
T
0
|
jh
( j&1) h
( yt*pt& yx*px) dx dt0 (3.23)
for all u # U, which implies (3.6) (for uk=u*k , k{j, k=1, ..., N0 ,
j=1, ..., N0). The proof is complete.
4. A SEMILINEAR PROBLEM
We shall consider here the problem
u(x) ytt(x, t)&(u(x) yx(x, t))x+F(x, t, y(x, t))=0 in Q
yx(0, t)=0, y(1, t)=0 in (0, T ) (4.1)
y(x, 0)= y(x, T ), yt(x, 0)= yt(x, T ) in (0, 1),
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where F : (0, 1)_(0, T )_R  R is measurable in (x, t), continuous and
nondecreasing in y and satisfies the growth condition
#1 | y|+;1(x, t)F(x, t, y)
#2 | y|+;2(x, t), a.e. (x, t) # Q, y # R, (4.2)
where
0<#1<#2< are constants and ;i # L2(Q), i=1, 2.
The solution y will be considered in a certain weak sense to be precised
below.
Let B : H 1, 0? (Q)  (H
1, 0
? (Q))* (the dual space of H
1, 0
? (Q)) be the linear
continuous operator
By=uytt&(uyx)x \y # H 1, 0? (Q) (4.3)
i.e., By= f iff
|
Q
u( yt .t& yx.x) dx dt+|
Q
f. dx dt=0, \. # H 1, 0? (Q). (4.4)
Denote by BH the restriction of B to H=L2(Q); i.e.,
BH y=By, \y # D(BH)=[ y # H 1, 0? (Q) ; By # H].
It is readily seen that BH is densely defined and has closed range in
H=L2(Q). The latter follows by Theorem 2.1 since BHy= f iff A(u) y=
( f, 0). However, in general BH is not closed in H, and this is the reason we
consider its closure H=B H in H_H. Clearly, A is self-adjoint and R(H)=
[ f # H ; ( f, 0) # R(A(u))] is closed in H. Moreover, by (2.34), (2.35), we see
that
|A&1f |H1(Q)C | f |L2(Q) \f # R(H) (4.5)
(A&1f, f ) &:&1 | f | 2L2(Q) \f # R(A), (4.6)
where
:= inf
m # Z, n # N
[ |+2m |&*
2
n ; *n<|+m |]. (4.7)
We define F : L2(Q)  L2(Q) by
(Fy)(x, t)=F(x, t, y(x, t)), a.e. (x, t) # Q, \y # L2(Q) (4.8)
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Definition 4.1. The function y # L2(Q) is said to be a weak solution to
(4.1) if
Ay+Fy=0. (4.9)
This simply means that there are [ yn]/H 0, 1? (Q) and [ fn]/L
2(Q) such
that
yn  y, fn  f strongly in L2(Q) (4.10)
u( yn)tt&(u( yn)x)x+F(x, t, yn)= fn in Q
( yn)x (0, t)=0, yn(1, t)=0 in (0, T)
yn(x, 0)= yn(x, T ), ( yn)t (x, 0)=( yn)t (x, T) in (0, 1) (4.11)
where (4.11) is considered in the weak sense (2.5); i.e., A(u) yn=
( fn&Fyn , 0).
Then in virtue of Theorem 2.1, we infer that the weak solution y to (4.1)
has the form y= y1+ y2 where
y1=(A(u))&1 (&Fy, 0) # H 1, 0? (Q), Ay2=0. (4.12)
Theorem 4.1. Assume that T is rational and that condition (4.2) is
satisfied with 0<#1<#2<:. Then Problem (4.1) has at least one solution
y # L2(Q).
Proof. By Assumption (4.2), F is continuous and monotone in L2(Q).
Moreover, R(F )=L2(Q) and
sup [ |w|L2(Q) ; w # F&1( y)]#&11 |w|L2(Q)+C1 \y # L
2(Q). (4.13)
By (4.6) we have
(A&1v, v) (#&12 &=) |v|
2
L2(Q) , \v # R(A). (4.14)
Recalling that L2(Q)=R(H)N(A), we may rewrite Equation (4.9) as
(see [5, 6])
A&1v+F&1(v) # N(A), v # R(A). (4.15)
Consider the minimization problem
inf[2&1 (A&1v, v)+.*(v) ; v # R(A)] (4.16)
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where F=., i.e.,
.( y)=|
Q
dx dt |
y(x, t)
0
F(x, t, r) dr, \y # L2(Q)
and .*: L2(Q)  R is the conjugate of .. By (4.13), it follows that .*
is continuous. Since A&1 is compact, we infer that the function
v w 2&1 (A&1v, v) +.*(v) is weakly lower semicontinuous on R(A).
Moreover, by the right part of (4.2), we see that
.*(v)=sup [(p, v)&.( p) ; p # L2(Q)](2#2)&1 |v| 2L2(Q) , \L
2(Q).
Then by (4.14), we conclude that  is coercive and so it attains its infimum
of R(H). Since .* is continuous on R(A) an elementary rule in calculus of
subdifferentials of convex functions (we recall that *=F&1) reveals that
the solution V to (4.16) is precisely a solution to (4.15). This complete the
proof.
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