Abstract. In a network of asynchronous processors, the cost to send a message can differ significantly from one communication link to another. In such a setting, it is desirable to factor the cost of links into the cost of distributed computation. Assume that associated with each link is a positive weight representing the cost of sending one message along the link, and the cost of an algorithm executed on a weighted network is the sum of the costs of all messages sent during its execution. We determine the asymptotic complexity of distributed leader election on a weighted unidirectional asynchronous ring assuming this notion of cost, by exhibiting a simple algorithm and a matching lower bound for the problem for any collection of edge weights. As a consequence, we see that algorithms designed for unweighted rings are not in general efficient for the weighted case.
1. Introduction. Consider a network of asynchronous processors that communicate via message passing. The typical measure of the cost of a distributed algorithm on such a network is the number of messages sent. This measure assumes that the cost of sending a message along any link is equal to 1. In practice, the cost of sending a message may depend upon the link that the message traverses. This motivates the study of distributed algorithms where the cost of transmitting a message over a link is factored into the communication complexity of the algorithm. Awerbuch, Baratz, and Peleg [1] called this notion of communication complexity "cost-sensitive analysis." A weighted network is a network of processors where each link e of the network has associated with it a positive weight w(e), which is the cost of sending a message along link e. The cost of a distributed algorithm for a given weighted network and input is the maximum, over all message delay patterns, of the sum of the costs of all message traffic that occurs while executing the algorithm on that input. When designing a distributed algorithm for a weighted network we try to limit the message traffic over heavy edges.
In this paper, we study the weighted cost of leader election when the network topology is an asynchronous unidirectional weighted ring with distinct identifiers. The leader election problem is to design a distributed algorithm that distinguishes exactly one processor from among all the processors of the network as a unique processor called the leader. Leader election on asynchronous unweighted rings has been very well studied. Early papers by LeLann [8] , Chang and Roberts [2] , and Hirschberg and Sinclair [7] solved the unidirectional and bidirectional version for rings with identifiers using at most O(n 2 ) and O(n log n) messages, respectively. Then, in 1982, Peterson [10] and Dolev, Klawe, and Rodeh [3] independently solved the unidirectional version of the problem using O(n log n) messages. By the results of Pachl, Korach, and Rotem [9] these algorithms are asymptotically optimal. Some effort has been made to reduce the constant [10, 3, 6] leading to the constant 1.271 [6] . Research has also established the possibility and complexity of leader election on rings in which processors lack distinct identifiers. (In this case, randomization is required.) Also, there has been substantial work generalizing and strengthing the lower bound for election on rings and other networks under a variety of assumptions about the model. See [5] for a list of research that addresses algorithms and lower bounds related to the leader election problem.
Running an algorithm designed for an unweighted network on a weighted network will, in general, not be cost efficient. Let W be the sum of the weights of all links of a weighted ring. Peterson's classical algorithm [10] , when executed on the weighted ring, will incur a cost of Ω(W log n). In fact, all other known leader election algorithms have the same bound on complexity. The results of this paper show that this is not optimal. What is needed is a new technique for breaking the symmetry of the ring based on the weights of the edges. Such a technique is developed in this paper.
Let R be any ring with n i edges having weight in (
We present an algorithm for the leader election problem on unidirectional weighted rings that has cost O( ni≥1 n i 2 i lg(n i +1)) on R. We show that this algorithm is optimal in the following sense: given a multiset W of weights where n i weights are in the interval (2 i−1 , 2 i ] and a leader election algorithm A, we can design a ring R with edge weights equal to the set W such that the weighted message cost of A on R is Ω( ni≥1 n i 2 i lg(n i +1)). The matching lower bound of our cost-sensitive analysis establishes that our algorithm is optimal in the "universal" sense of Garay, Kutten, and Peleg [4] -that is, that the algorithm is optimal for any collection of weights. This universality ensures that the parameters that determine the complexity of election on a unidirectional weighted ring have been precisely identified. This is the first lower bound that applies in this strong, universal sense to cost-sensitive analysis of any problem on any weighted network.
Our algorithm for weighted rings is in some sense a generalization of the basic algorithm for the unweighted case [6] . The perspective of this algorithm facilitates an extension to the weighted case. However, the analysis in the weighted case requires completely different techniques. The new contribution of our lower bound is that it explicitly incorporates the weights into the result. The basic idea to achieve this bound is derived from the work of Pachl, Korach, and Rotem [9] . However, we need to adjust the technique to overcome the complications introduced by weighted links.
The optimal algorithm is presented in section 2, its analysis, in section 3, and the lower bound, in section 4.
2. The leader election algorithm for weighted rings.
2.1. Algorithm description. Although, in the literature, the leader election algorithms for unweighted rings are presented in a variety of ways, there is a high-level perspective that can be used to describe them all (see [5] ). Initially each processor creates an envelope containing a label set to its own identifier, a round number (or sometimes a round parity bit), and possibly additional information, and forwards the envelope to its neighbor. Upon receipt of an envelope, a processor applies a casualty test, which compares the contents of the envelope with the processor's stored information, to determine whether or not to destroy the envelope. If the receiving processor determines not to destroy the envelope, it applies a promotion test, to determine whether or not to increment the round number. It then updates the content of the envelope and its own information as required and forwards the envelope to its neighbor. Eventually only one envelope remains and a leader is elected. The various algorithms differ in four ways: the content of an envelope in addition to label and round number, the local information stored by each processor, the specification of the casualty test, and the specification of the promotion test.
In both the basic algorithm [6] , which we refer to as the min-max algorithm, and our algorithm for weighted rings, called weighted elect, the label of an envelope is never changed. In min-max, each envelope contains only its label and a round number initialized to 1. Each processor stores the label and the round of the last envelope it sent. The casualty test is simply: the envelope and the receiving processor have the same round number and this round number is odd (respectively, even) and the label of the envelope is larger (respectively, smaller) than that stored by the processor. The promotion test is simply: the envelope and the receiving processor have the same round number.
One way to visualize min-max is to imagine that execution proceeds in rounds. In an odd round any envelope that directly follows an envelope with label smaller than its own label is destroyed, while in an even round any envelope that directly follows an envelope with a larger label is destroyed. Notice that in min-max, as well as in other election algorithms for unweighted rings, in every round (or sometimes in every second round) message traffic covers every link of the ring. One central idea in weighted elect is to accelerate processing of envelopes that have travelled a large weighted distance by promoting them to a higher round as soon as they incur a sufficient weighted cost. Algorithm weighted elect can be thought of as combining min-max with this idea of "early promotion by weighted distance." We will see that by using early promotion, message traffic does not necessarily cover every link in each round, thus reducing the weighted distance an envelope travels before the algorithm terminates.
The intuition is to have a processor p adopt a high round number if it sends a message over a heavy link. This causes p to destroy envelopes with lower round number that it later receives, and thus the high cost of those envelopes traveling the heavy link is avoided. It is safe for p to destroy those envelopes, since the message that p sends over the heavy link carries with it a high round number, and so can only be destroyed by processors that have adopted even higher round numbers than p. Of course, this idea must be combined with some mechanism such as the min-max algorithm, to take care of the case when many successive links have similar weights.
For algorithm weighted elect, in addition to the label, each envelope contains a round and a credit. Both are initialized as a function of the weight of the link adjacent to the processor that creates the envelope. The initial credit is proportional to this weight and the initial round number is the logarithm of this weight. The label of an envelope remains unchanged as long as the envelope survives, whereas the round and credit are adjusted during the course of the algorithm. Throughout the algorithm, each processor stores the label and the round of the last envelope that it sent. The casualty test for weighted elect is: the round number of the received envelope is less than that of the last envelope sent, or the casualty test of min-max holds. If an envelope is not destroyed then it may be promoted, resulting in an increased credit and a larger round. The promotion test for weighted elect is: the credit is less than the weight of the outgoing edge or the promotion test of min-max holds. For Processor(proc-id, adj wt): any surviving envelope (whether promoted or not) the processor reduces its credit by the weight of its adjacent edge before sending the envelope forward.
The complete protocol for weighted elect is given in Figure 1 . The protocol for each processor is parameterized by its identifier (proc-id) and the weight of its outgoing edge (adj wt). Four consecutive rounds of weighted elect are grouped together to form a phase; hence round r is represented by an ordered pair (p, t), where p is the phase number, t ∈ {0, 1, 2, 3}, and r = 4 * p + t.
The pseudocode assumes the following three tests that are employed when an envelope containing label id, round (p,t), and credit cnt arrives at a processor that has recorded a label fwd id and a round (fwd p,fwd t) and has an outgoing edge with weight adj wt.
Casualty-test
(p < fwd p) or ((p,t) = (fwd p,fwd t) and t ∈ {1, 3} and id > fwd id) or ((p,t) = (fwd p,fwd t) and t ∈ {0, 2} and id < fwd id).
Promotion-test
((p,t) = (fwd p,fwd t) and t ∈ {1, 3} and id < fwd id) or ((p,t) = (fwd p,fwd t) and t ∈ {0, 2} and id > fwd id) or (p > fwd p and cnt < adj wt) . Leader-test id = fwd id .
Correctness of weighted elect.
Correctness of weighted elect follows immediately after establishing: safety: the algorithm never deletes all message envelopes; progress: if there is more than one envelope then after a finite number of messages the number of envelopes is reduced; and correct termination: the algorithm elects a leader exactly when one envelope remains. Because the ring is unidirectional and the algorithm is deterministic and messagedriven with messages processed in first-in-first-out order, the messages received by each processor and the order in which each processor processes its messages is entirely determined by the initial configuration of identifiers and edge weights. Thus the scheduler is powerless to influence the outcome of the computation. We emphasize that for message-driven algorithms on unidirectional rings, correctness and complexity under any fixed scheduler implies correctness and complexity under all schedulers. Thus without loss of generality we assume a scheduler that proceeds by the round number of the envelopes. That is, an envelope with a given round number is not delivered until there does not exist an envelope of smaller round number. (This rounddriven scheduler exists because weighted elect ensures that the round number of an envelope never decreases and the casualty test guarantees that the sequence of envelopes traveling any edge have nondecreasing round number.)
Suppose, contrary to safety, that some execution of weighted elect removes all envelopes under the round-driven scheduler and let (p, t) be the maximum round achieved. Suppose t is odd, and let S be the set of identifiers in envelopes that achieve round (p, t). According to Casualty-test, an envelope in round (p, t) with identifier i can only be destroyed by meeting a processor that either (1) last forwarded an envelope with round larger than (p, t), or (2) last forwarded an envelope with round equal to (p, t) and identifier less than i. Since (p, t) is the maximum round, case (1) is impossible. Furthermore, in case (2), the envelope in S with minimum identifier cannot be destroyed. So the envelope will be eventually promoted and its round increases contradicting that (p, t) was the maximum round. A symmetric argument applies if t is even.
Suppose, contrary to progress, that after some point, k ≥ 2 envelopes remain alive under the round-driven scheduler. Then eventually, say, in round (p, t), each of these envelopes will receive a credit at least as large as the weight of the ring. At this point each envelope has a large enough credit to allow it to travel to the processor that promoted the envelope that precedes it. Since all undestroyed envelopes have the same round number, if t is odd (respectively, even) the envelope with maximum label (respectively, minimum label) must be destroyed, contradicting that no more envelopes are destroyed.
The algorithm cannot prematurely elect a leader because a processor will receive an envelope with id equal to its fwd id if and only if there are no other envelopes, thus passing the Leader-test and confirming correct termination.
3. Message complexity of weighted elect. We first introduce some definitions and notation. The pth phase consists of all the message traffic of envelopes with round (p, t) for t ∈ {0, 1, 2, 3}. Since algorithm weighted elect never changes the label of an envelope for the duration of its existence, we use envelope a as an abbreviation for the envelope with label a. For an envelope a in phase p, let host p (a) denote the processor that promoted the envelope to phase p (that is, from round (p − 1, 3) to round (p, 0)), or the processor that created the envelope if it is initialized with phase p. The weighted distance from processor x to processor y, denoted δ(x, y), is the sum of the weights of all links between processor x and processor y, traveling in the direction of the ring.
As discussed in section 2, the scheduler cannot influence the communication complexity in a message passing unidirectional ring. Therefore, for simplicity, assume as before the round-driven scheduler, which delivers all envelopes in order of increasing round number. Under this scheduler, all undestroyed envelopes either participate in the round, say (p, t), or just exist in round (p, t) because they have been created with round number (q, 0) where q > p but have not yet been delivered across any link. Envelope b is the immediate predecessor in phase p of envelope a if, when all participating envelopes are in round (p, 0) and all existing envelopes are in phase p or greater, the first envelope encountered after envelope a, traveling in the direction of the ring, is envelope b. Let envelope b be the immediate predecessor of envelope a in phase p and suppose b is in phase q ≥ p. Then the horizon of envelope a in phase p is δ(host p (a), host q (b)).
Let n i be the number of links with weight in (
p ; otherwise, it is dense. Let s p denote the number of envelopes that are sparse in phase p. Let J denote the number of phases until there are at most three remaining envelopes when weighted elect is run on the ring. Notice that after J phases, there can be at most three more passes of message traffic on the ring, so it suffices to bound the weighted message complexity for the first J phases.
The next three lemmas allow us to bound the number of sparse envelopes and the total number of envelopes participating in each phase as a function of the weights on the ring.
Lemma
i )/2 p envelopes that are separated by a distance of at least 2 p . Thus, the number of sparse envelopes that participate in phase p is at most p i=0 n i 2 i−p . We expect each pair of successive rounds in a phase to reduce the number of dense envelopes by at least one half. This is because in the first round any envelope meeting a processor in the same round with fwd id smaller than its own id is eliminated, and in the next round any envelope meeting a processor in the same round with fwd id larger than its own is eliminated. This is made precise in the next lemma.
Lemma 3.2. For p < J the number d p of envelopes that participate in phase p satisfies the recurrence:
Proof. The proof relies on the following observation. Fact 3.3. Let x be an envelope that exists in phase p + 1. Assume that at the beginning of phase p, x is immediately followed by k dense envelopes. Then the min{k, 3} dense envelopes that immediately follow x do not survive to phase p + 1.
The fact holds because consecutive dense envelopes have enough credit to reach the host of the next envelope with the same round number. By applying the min-max comparison for four consecutive rounds it is easily checked that if x survives for four rounds, the min{k, 3} dense envelopes that follow x must be eliminated.
Consider a maximal chain of dense envelopes in round (p, 0). Suppose there is a nondense envelope s (a sparse envelope or an envelope with higher phase) that immediately precedes the leading dense envelope of this chain. If y is a dense envelope in this chain that survives to phase p + 1 and is followed by at least three dense envelopes then, by Fact 3.3, we can attribute three eliminated envelopes to y. Suppose y is followed by fewer than three dense envelopes. If s exists in phase p + 1 then we attribute to y the three eliminated envelopes that, by Fact 3.3, follow s at the beginning of phase p. If s does not survive to phase p + 1 then in our count of surviving envelopes we can count y as eliminated instead of s. i−p . The bound for d p given by Lemma 3.4 can be less than 1, and since d p is an integer, it must therefore be zero in this case. This reflects the situation when envelopes created by processors adjacent to light edges have all been eliminated and envelopes due to heavy edges are not yet participating. In the following theorem we exploit the fact that there can be phases with no message traffic by not charging for those phases of computation when 4 p i=0 n i 2 i−p < 1. Theorem 3.5. Let R be a ring with n i edges having weight in (2 i−1 , 2 i ]. Then the weighted message cost of weighted elect on R is O( ni≥1 n i 2 i lg(n i + 1)). Proof. Denote the worst-case weighted message cost of weighted elect on ring R up to phase J by cost(R). It suffices to bound cost(R) since the remaining phases have complexity O( ni≥1 n i 2 i ). There are at most d p envelopes participating in round (p, t), each of which travels at most a weighted distance of 2 p+t+1 . Since there are four rounds per phase, phase p costs less than d p 2 p+5 . Letn i be the least integer that is a power of 2 and satisfiesn i ≥ n i . We have:
by Lemma 3.4
We will now show that S = J p=0,dp≥1 p i=0n i 2 i ∈ O( ni≥1n i 2 i lg(n i + 1)), which implies the theorem.
Let I = max{i : n i ≥ 1}. By Lemma 3.4, when p satisfies I ≤ p ≤ J, the number of existing envelopes in phase p is at most 4
Thus J (the number of phases until there are three or fewer envelopes) is at most the minimum p satisfying (4
Then each element of the summation S can be interpreted as the corresponding element of A multiplied by an appropriate scaling factor. Specifically, S ≤ 0≤p≤J,Dp≥1,0≤i≤I A(p, i) · 2 p . Note that entries for any p such that D p < 1 do not contribute to the sum S. Among the remaining entries of A we consider three types. Entries satisfying A(p, i) ≥ 1 are called whole entries (denoted W). Other entries are called fractional entries. Among fractional entries we distinguish heavy entries (denoted H) and light entries (denoted L), to be defined later.
Proof. For any fixed i and p
By definition, the largest entry in column i is A(i, i) =n i , and the smallest whole entry is A(i + lgn i , i) = 1. Therefore, there are lgn i + 1 whole entries in column i, which, when multiplied by the corresponding scaling vector, make up exactly those terms included in the summation I i=0n i 2 i lg(n i + 1). Therefore, it remains to show that the contribution of the fractional entries in the summation S is of the same order.
For each i satisfyingn i > 0, let level(i) be the number k satisfying A(k, i) = 1. That is, level(i) = i + lgn i . Let T k = {i : level(i) = k} and t k = |T k |. A fractional entry A(p, i) is called heavy if p ≤ level(i) + t level(i) . A fractional entry which is not heavy is called light.
The next claim states that the contribution of all heavy fractional elements to the sum S is of the same order as the contribution of whole elements.
Claim 3.7. For any k such that
Proof. By the definition of
So, i, j ∈ T k and i = j impliesn i =n j . Therefore, for all i ∈ T k the correspondingn i are distinct and are powers of two. Hence
On the other hand, for any i ∈ T k and for any row p, A(p, i)
To complete the proof we estimate the contribution of light fractional elements. First we show the following claim.
Claim 3.8. For any p,
Proof.
Since k < p we have t k < p − k and thus the last sum is bounded by
By Claim 3.8, all light fractional entries that are in the same row as some whole entry contribute to the sum S approximately the same amount as that whole entry. Thus we need to take care of light fractional entries that do not belong to the same row as a whole entry. Note that each row j that contains a whole entry can be directly followed by at most lg D j rows that do not contain whole entries. (Any further row p > j + lg D j that does not contain a whole entry has D p < 1 and thus is not counted in the summation.) By Claim 3.8, the contribution of light fractional entries in all these rows is bounded by
. Thus the contribution of light fractional entries that belong to a row that does not contain a whole entry is dominated by the contribution of the closest row that contains a whole entry. This concludes the proof of Theorem 3.5.
4. Lower bound for election on weighted rings. Let W be a multiset of weights with n i weights in the interval (2 i−1 , 2 i ] (called weight class i). In this section we prove that if an algorithm successfully elects a leader for all unidirectional asynchronous weighted rings, then for every set of n distinct identifiers and every multiset of n weights, there exists an arrangement of these identifiers and weights on a ring of n processors such that the algorithm has weighted message cost Ω( ni≥1 n i 2 i max(lg n i , 1)) on this ring. Thus we establish that the message complexity of algorithm weighted elect is asymptotically optimal for asynchronous unidirectional weighted rings with distinct identifiers.
We assume an asynchronous but reliable model. That is, every message is eventually received unaltered, and messages sent over one link arrive in the same order as they were sent. The proof assumes that no knowledge of ring size is known at the start of the algorithm. Also, our proof applies to message-driven algorithms only. However, a well-established argument extends message-driven lower bounds to lower bounds for algorithms that are not message-driven. See, for example, Pachl, Korach, and Rotem [9] . Also, we borrow and adapt the notation, techniques, and some terminology from that paper.
An asynchronous unidirectional weighted ring R with n processors is denoted by a sequence R = ((id 0 , w 0 ) , . . . , (id n−1 , w n−1 )), called a labeling sequence, where id i is the identifier of the ith processor and w i is the weight of the link from the ith to the (i + 1)st processor. For i = j, id i = id j , whereas w i may or may not equal w j . An algorithm A is a leader election algorithm if for every positive integer n and for every weighted ring R with n processors, when algorithm A is run on R:
(i) all messages travel clockwise around the ring; (ii) computation halts after a finite number of messages; (iii) upon termination, exactly one processor is in the state "leader." For algorithm A, the cost of A on ring R, denoted cost A (R), is the total weighted cost of all messages sent by A when executed on ring R. Let W be a multiset of n weights and let I be a set of n distinct identifiers. (Elements of both W and I are assumed to be positive integers.) Let R(I, W ) be the set of all rings R = ((id 0 , w 0 ), . . . , (id n−1 , w n−1 )) such that {id 0 , . . . , id n−1 } = I and {w 0 , . . . , w n−1 } = W . Denote by cost A (I, W ) the maximum over all rings R ∈ R(I, W ) of cost A (R). The cost of leader election for R(I, W ) is the minimum over all leader election algorithms A of cost A (I, W ). Given these definitions, our goal is to show that for any set I of n distinct identifiers, and any multiset W of n weights where n i weights are in weight class i, the cost of leader election for R(I, W ) is Ω( ni≥1 n i 2 i max(lg n i , 1)). Call a ring R with edge weights taken from W well constructed over W if, for each i, all n i weights in (2 i−1 , 2 i ] are on consecutive links. Such a sequence of links with weights in the same weight class forms a segment. LetR(I, W ) denote that subset of R(I, W ) that is well constructed over W .
For each ring R inR(I, W ), imagine barriers inserted between the segments of R and run algorithm A on R with these barriers. That is, schedule the messages of A so that all message traffic from one segment to another segment is delayed at the receiver arbitrarily while message delay within each segment is just one time unit, and run A under this scheduler computing the weighted message cost only until all remaining messages are queued at the barriers. Clearly, this can only decrease the total cost of the message traffic; we show that the total cost of the messages sent in only this part of the execution suffices to give the lower bound. Hence, to establish the lower bound we need only show that the average cost of a segment constructed from the n i weights in weight class i is bounded below by Ω(n i 2 i max(lg n i , 1)). First observe that every edge of the network must carry at least one message. This is because, if there is a process that does not send an initial message, then whatever conditions caused the process to not initiate could be reproduced around the ring and result in deadlock. So, for each segment with n i = 1, the required bound for that segment is trivial. To achieve the bound for n i ≥ 2 we examine the expected message traffic that ensues within a segment. Once this is determined it is a simple matter to sum these costs, appropriately weighted, over all segments.
Define the trace of a message envelope created by the kth processor when it arrives at the pth processor to be the sequence (id k , w k ), (id k+1 , w k+1 ), . . . , (id p , w p ). Because the ring is unidirectional, the trace of a message captures the maximum possible information that a message may possess. Notice that a message envelope with trace (id k , w k ), (id k+1 , w k+1 ), . . . , (id p , w p ) has contributed a weighted cost of p−1 i=k w i to the weighted message cost of the algorithm.
If s is a sequence, then let |s| denotes its length and let C(s) denote the set of cyclic permutations of s. A sequence t is a subsequence of s if s = utv for some sequences u and v.
Consider an arbitrary but fixed weight class i. Denote by D the set of all finite nonempty labelling sequences where all weights are in weight class i. For s ∈ D and E ⊆ D and positive integer k, define B(s, E) = |{t : t ∈ E and t is a subsequence of s}| and B k (s, E) = |{t : t ∈ E and |t| = k and t is a subsequence of s}| .
A set E ⊆ D is exhaustive if the following two properties hold. 1. Prefix property: if tu ∈ E and |t| ≥ 1 then t ∈ E. 2. Cyclic permutation property: if s ∈ D then C(s) ∩ E = ∅. For any algorithm A for unidirectional rings, define m(s, A) to be the number of messages sent by A on a segment with labelling sequence s (equivalently, on a ring labelled with s when a barrier is placed between s n and s 1 ). Define E(A) ⊆ D to be the set of those t ∈ D for which a message with trace t is sent when executed on a ring labelled t.
Lemma 4.1. For every leader election algorithm A, the set E(A) is an exhaustive set satisfying m(s, A) ≥ B(s, E(A)) for every s ∈ D.
Proof. Suppose that s ∈ E(A) and t is a prefix of s and 1 ≤ k = |t| < |s| = n. Then on a ring R = p 1 , . . . , p n labelled by s, a message envelope travels from p 1 to p n . Hence on a ring p Suppose s = s 1 , . . . , s n ∈ D, and consider a ring labelled with s. Since A is a leader election algorithm there must be one message envelope that travels the whole ring because otherwise algorithm A could not successfully elect a leader on rings labelled with an extension of s. This message envelope has a trace of length at least n and hence has a prefix of length exactly n. Thus this prefix is a cyclic permutation of s. So E(A) is exhaustive.
A similar argument confirms that if trace t is sent by A when executed on a ring labelled with t, then trace t is sent by A when executed on any sequence that contains t as a subsequence. Therefore, m(s, A) ≥ B(s, E(A)). Now Lemma 4.1 is used to establish the expected weighted cost of message traffic within a segment. Let W be a multiset of n weights in (2 i−1 , 2 i ]. Let I be a set of n distinct integer identifiers, and consider R(I, W ).
Lemma 4.2. For any leader election algorithm A, the average of m(s, A) over all labelling sequences s ∈ R(I, W ) is bounded below by H n · n − n.
For fixed k and a fixed s ∈ R(I, W ), there are n−k+1 subsequences of s with length k, so there are |R(I, W )|(n−k+1) length k subsequences over all s ∈ R(I, W ). Partition these into
sets, where each set consists of all cyclic permutations of one sequence. By the cyclic permutation property, each set has at least one element in common with E(A). Hence: Proof. For any i such that n i = 1, there is at least one initial message sent by the segment on a link of weight at least 2 i−1 . If n i ≥ 2, then by Lemma 4.2, on average, Ω(n i lg n i ) messages are sent over the segment formed from the n i elements of W that are in the weight class i and each message incurs a weighted cost of at least 2 i−1 . Hence, the lower bound for each segment is Ω(n i 2 i max(lg n i , 1)). Thus, the lower bound for leader election on weighted rings follows by summing over all segments.
5. Concluding remarks. Our algorithm and lower bound together establish the asymptotic communication complexity of leader election on weighted unidirectional rings. The result is quite strong from several perspectives. First, our algorithm is universally optimal in the sense of Garay, Kutten, and Peleg [4] . That is, our lower bound is asymptotically tight for every set of identifiers and for every multiset of weights. Note that for some specially constructed rings (for example, rings with identifiers arranged in increasing order), there are leader election algorithms that are very efficient. Therefore, the universality of the lower bound cannot be further generalized from all possible sets of identifiers and weights to all possible rings. We conclude that the parameters that determine the complexity of election on a unidirectional weighted ring are precisely the number of edges in each weight class.
Also, we have shown that it is not possible to specially tune a leader election algorithm to be inexpensive for some chosen collection of weights and identifiers without it being incorrect for others. Specifically, our lower bound establishes that as long as an algorithm correctly elects a leader for all unidirectional rings, then, for every multiset W of weights and every set of identifiers I, it will be at least as expensive (asymptotically) as weighted elect on R(I, W ).
There is one essential constraint on our lower bound. It applies only to those algorithms that elect a leader for all unidirectional weighted rings. So, for example, the proof of our lower bound does not apply if an algorithm need only work for a fixed ring size or total weight. However, having knowledge of ring size or weight while having no more specific knowledge of the arrangement of the weights on the ring seems to be an unreasonable assumption. And, as we have observed, if there is some knowledge of arrangement of weights, then this knowledge could possibly be exploited to achieve a very efficient algorithm for this arrangement.
The importance of cost-sensitive analysis of distributed algorithms was pointed out by Awerbuch, Baratz, and Peleg [1] . The cost-sensitive complexity of election on unidirectional rings is only a first step; it remains to study the cost-sensitive complexity of other problems and other networks.
