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Considering Chern-Simons like gravity theories in three dimensions as first order systems, we analyze
the Hamiltonian structure of three theories Topological massive gravity, New massive gravity, and
Zwei-Dreibein Gravity. We show that these systems demonstrate a new feature of the constrained systems in
which a new kind of constraints emerge due to factorization of determinant of the matrix of Poisson brackets
of constraints. We find the desired number of degrees of freedom as well as the generating functional of
local Lorentz transformations and diffeomorphism through canonical structure of the system. We also
compare the Hamiltonian structure of linearized version of the considered models with the original ones.
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I. INTRODUCTION
It is well known that, in three dimensions, the Einstein-
Hilbert action of general relativity has no dynamical degree
of freedom. However, this is not the case for other
extensions of the theory [1,2]. Deser, Jakieve, and
Tempelton in a pioneer paper showed that adding a special
Chern-Simons term with respect to Christoffel symbols
leads to a true dynamical theory in three dimensions [3].
This theory, known as topological massive gravity (TMG),
is the basis of some other suggested models in three
dimensions. In this paper we want to study the dynamics
of these models in the framework of Hamiltonian formal-
ism. Going to the vielbein framework, one is able to
introduce the scalar curvature and the cosmological con-
stant term of the of Hilbert-Einstein theory, as well as the
added Chern-Simons term, in terms of the corresponding
differential forms. In Sec. III we will review the general
structure of these models recognized as the Chern-Simons-
like theories (CSL).
The dynamical content of the CSL theories in general,
and the TMG in particular, has been the subject of a number
of papers [4–9]. In particular, the number of dynamical
degrees of freedom is not so obvious. In the original paper,
Deser, Jackiw, and Templeton linearized the action of TMG
around the flat solution and showed that TMG contains one
propagating scalar massive mode [3]. This strong obser-
vation brings some authors to the conclusion that the TMG
in its original (i.e., non linearized) version possesses one
dynamical degree of freedom, as well.
It is more or less agreed on that the most accurate method
to find the dynamical content of a theory, including the
number of degrees of freedom, is the Hamiltonian (i.e.,
canonical) analysis. Hence, a great deal of discussions
about the dynamical structure of TMG, as well as other
CSL theories, are given in the framework of Hamiltonian
formulation. However, due to complications of the algebra
of constraints, a satisfactory investigation about canonical
structure and dynamical behavior of the variables may be
lost or hidden behind complicated calculations.
Some of the exciting works do not agree with each other.
For example in [5] the expression of secondary constraints
is different from [7]; and the number of constraints as well
as the number of degrees of freedom for ZDG is different
in [10,11].
Some of the works are done in the context of ordinary
Dirac formalism in which the dynamical variables such as
vielbein eaμ, spin connection ωaμ, etc. are considered as
configuration space variables. In this method, we have a
duplicated phase space with so many coordinates and so
many constraints. For example, for TMG one encounters a
phase space with 54 variables and 40 constraints in four
levels [6]; while in “first order formalism” we have a phase
space of 18 variables and ten constraints in just one level.
Besides difficulties resulted from introducing so many
unnecessary variables, this method has not been applied
to all CSL theories. It is not also showed to be equivalent to
first order formalism.
It is more or less familiar to authors of this field that in
other to find the correct number of degrees of freedom, as
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well as the correct dynamical behavior (i.e., equivalent to
direct Euler-Lagrange equations of motion), one needs to
introduce some additional constraints. They try to find
these constraints, through ordinary Dirac methods, as
secondary constraints [8,12]. However, as we will show
in details in Secs. II and III, the CSL theories exhibit a
different feature of constrained systems, in which a
dynamical system may have different properties in a
specific subregion of phase space. This may include addi-
tional gauge symmetries which we call “limited gauge
transformations.” This subregion should be specified be
definite factors of the determinant of the matrix of Poisson
brackets of second class constraints.
We think that this new aspect of constrained system,
which is explained in Sec. II, is less understood in the
literature. However, the “new constraints” emerged by this
procedure are different from the ordinary secondary con-
straints, and the Hamiltonian structure differs from systems
in which the matrix of Poisson brackets of constraints has
constant rank throughout the whole phase space.
Most of the works done end up with determination of the
number of degrees of freedom [6,8,12]. However, the
canonical analysis may have more products. It is also well
known that the gauge symmetries of a theory may be better
understood in the algebraic structure of first class con-
straints of the system [13–15]. In this regard, there are not
so many results in the literature on three dimensional
gravity. Hence, another aim of this paper is to give a
satisfactory discussion about the symmetries of the CSL
theories in the framework of Hamiltonian analysis.
As is well know, every gravitational theory is symmetric
under arbitrary change of the space-time coordinates (i.e.,
diffeomorphism). On the other hand, in the framework of
vielbein formalism, at the expense of increasing the number
of variables, we add the symmetry under local Lorentz
transformation (LLT). In three dimensions each of these
gauge transformations introduce 3 arbitrary infinitesimal
gauge parameters. In the Hamiltonian structure of the
system, one needs three first class constraints (in each
generation of the constraints) to act as generators of the
gauge transformations in each case. This task is not done
completely and in all of the CSL theories yet. Specially the
first class-ness of the corresponding constraints is not
clarified explicitly.
Our final aim is to compare the Hamiltonian structure of
the linearized version of CSL theories around the flat metric
with the original theories. Since the fluctuation is done
within the physical sector of the theory, we find that the
constraint structure of the linearized models are similar to the
original one with no need to introducing new constraints.
In Sec. II we give a discussion about first order systems
and the less-notified possibility of emerging new con-
straints which are different from ordinary secondary con-
straints. In Sec. III we review the CSL theories and give the
common features of these models. In Secs. IV–VI we give a
detailed discussion about the Hamiltonian structures of
TMG, new massive gravity (NMG) and zwei-dreibein
(ZDG) gravity respectively. It worth emphasizing that
ZDG, in its own right, is very attractive and its
Hamiltonian structure had been the subject of some
important papers [11,12].
In Appendix Awe give the results of heavy calculations
of the Poisson brackets. In Appendix B we give the gauge
transformations of the dynamical variables of the consid-
ered models by using the gauge generators derived in the
text. It should be noted that for similar CSL theories such as
MMG [16] and GMG [17], the essential features are very
similar to the models considered here and no new result
arises.
II. FIRST ORDER SYSTEMS
In this section we show the general structure of a first
order Lagrangian. We present the formalism for a system
with finite number of degrees of freedom; generalization to
a field theory is easily understood. Assume a dynamical
system described by the set of dynamical variables yiðtÞ,
i ¼ 1; 2;…N and uαðtÞ α ¼ 1; 2;…m, where the dynamics
of the theory is given by the following first order
Lagrangian
L ¼ aiðyÞ_yi − uαϕαðyÞ −HðyÞ: ð1Þ
The Euler-Lagrange equations of motion read
ϕαðyÞ ¼ 0; ð2Þ
ωij _yi ¼ uα
∂ϕα
∂yj þ
∂H
∂yj ; ð3Þ
where
ωij ≡ ∂ai∂yj −
∂aj
∂yi ð4Þ
is the symplectic matrix. Assuming ω is nonsingular (for
singular ω see Ref. [18]), we can construct the Poisson
brackets among the canonical variables yi as
fyi; yjg ¼ ωij; ð5Þ
where ωij is the inverse of ωij. In this way the equations of
motion (3) can be considered as
_yi ¼ fyi; HTg; ð6Þ
where
HT ¼ uαϕα þH: ð7Þ
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Hence, uα can be viewed as Lagrange multipliers corre-
sponding to the primary constraints ϕα and H can be
considered as the canonical Hamiltonian. The equations of
motion (6) can be generalized for every function fðyÞ as
_f ¼ ff;HTg: ð8Þ
Specially we can investigate the consistency of the con-
straints ϕαðyÞ as follows
_ϕα ¼ 0⇒ fϕα;ϕβguβ þ fϕα; Hg ≈ 0; ð9Þ
where the symbols ≈means weak equality, i.e., equality on
the constraint surface ϕα ≈ 0. Equations (9) can be viewed
as equations for determining the Lagrange multipliers uα.
If the matrix M0αβ ¼ fϕα;ϕβg is full rank, all of the
Lagrange multipliers would be determined in terms of
the canonical variables. However, if m0 ≡ rankM0 < m,
there arem −m0 undetermined Lagrange multipliers which
correspond to combinations ϕA of ϕα ’s such that
fϕA;ϕαg ≈ 0 A ¼ 1;…; m −m0 α ¼ 1;   m: ð10Þ
The constraints ϕA should be recognized as first class
constraints which are generators of the gauge transforma-
tions. However, for the constraints ϕA, the second terms in
(9), i.e., fϕA;Hg give rise to secondary constraints. Then
one should go through consistency of secondary con-
straints. This procedure may lead to determining some
Lagrange multipliers, which convert the corresponding
secondary constraints and their associated primary con-
straints to second class constraints (find the details in
Ref. [18]).
Fortunately, in this paper we do not need to consider
such details. Our chance in CSL theories is that H ¼ 0, as
can be seen from the general form of the Lagrangian (35)
below. Henceforth we assume this is the case. So con-
sistency equations (9) read
fϕα;ϕβguβ ¼ 0: ð11Þ
As is seen, the consistency of first class constraints ϕA is
satisfied identically and do not lead to new constraints, i.e.,
for these theories we have not secondary constraints at all.
At this stage the existing first class constraints are gen-
erators of gauge transformations through the whole phase
space. We call this kind of gauge symmetries unlimited
gauge transformations in contrast to limited gauge trans-
formations to be discussed below. The number of param-
eters of the unlimited gauge transformations is
Gu ¼ m −m0; ð12Þ
which is the same as the number of first class constraints
ϕA, as well as the number of uA ’s remained undetermined.
The remaining constraints ϕa, a ¼ 1;   m0, are (so far)
second class in the sense that the matrixM1ab ≡ fϕa;ϕbg of
their Poisson brackets is non singular. So the nontrivial part
of the consistency equations (11) is given as
M1abub ¼ 0: ð13Þ
Equation (13) is the most important requirement of the
consistency of the constraints. The simplest solution of this
equation is ua ¼ 0 which is valid throughout the whole
phase space. This choice is not acceptable in the CSL
theories as we will see later. However, we can find other
possibilities by considering the determinant of the matrix
M1. Singular properties of the matrix M1 in definite
subregions of the phase can be achieved by considering
the solutions of the equation
detM1 ≡ fðyÞ ¼ 0: ð14Þ
Suppose the function fðyÞ is a polynomial in variables y1 to
yN and it may be factorized as follows
fðyÞ ¼
Y
k
hkðyÞ
Y
c
gcðyÞ; ð15Þ
where the polynomials gcðyÞ are supposed to be non-
vanishing throughout the whole phase space (like ðy1Þ2þ
ðy2Þ2 þ    þ a2) while each polynomial hkðyÞ defines a
nontrivial surface in the phase space as hkðyÞ ¼ 0. We
denote the factors hk as vanishable factors and the gc as
nonvanishable factors of the function fðyÞ. Remember that
we do not consider complex solutions in the context of
gravity theories.
The factorized polynomials hkðyÞ may occur in Eq. (15)
more than once. The rank ofM1 is decreased on a subregion
of phase space given by a union of some subset of hkðyÞ’s.
For example if fðyÞ contains factors ½h1ðyÞ3½h2ðyÞ2 in the
right-hand side of Eq. (15), rankM1 is decreased by 3 on the
surface h1ðyÞ ¼ 0, by 2 on the surface h2ðyÞ ¼ 0 and by 5
on the union of the two surfaces.
Suppose we have chosen to land on the limited subregion
of the phase space given by the relations
hr ¼ 0 r ¼ 1;   K; ð16Þ
which may or may not cover the whole set of vanishable
factors hk. Suppose ~M ≡Mhr¼0 and rank ~M ¼ ~m < m0.
Then from Eq. (13) we have ~m independent equations for
m0 Lagrange multipliers ua as unknowns. Hence, m0 − ~m
of the Lagrange multipliers turn out to be temporarily
undetermined on the surface hr ¼ 0 and the same number
of second class constraints have been temporarily converted
to first class.
However, the new constraints hr should not be violated
by the dynamics of the system. So we should demand
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fhr;HTg ¼ 0, where HT ¼ uαϕα. Our claim, to be proved
later, is fhr;ϕAg ≈ 0. Hence, consistency of hr implies
fhr;ϕagua ≈ 0 r ¼ 1;…; K; a ¼ 1;   m0: ð17Þ
Equation (17) leads to determination of some of the ua’s.
One may consider the possibility that consistency of some
of hr ’s is satisfied identically on the constraint surface.
However, in the case of the Chern-Simons like theories,
considered in this paper, this is not the case and exactly K
combinations of ua’s would be determined from Eq. (17).
This means that the new constraints hr constitute a system
of second class constraints with K of the constraints ϕa
which have been temporarily converted to first class
constraints on the surface hr ¼ 0. Hence, K of the con-
verted first class constraints convert back to be second class
constraints.
Altogether, the algebra of the constraints have been
changed on the surface hr ¼ 0; so that some of the second
class constraints are converted finally to first class ones and
have not converted back (in the process of consistency of
new constraints hr) to second class. This kind of first class
constraints, which are m0 − ~m − K in number, can be
considered as the generators of a new kind of gauge
symmetry, valid only on the limited subregion hr ¼ 0.
We call this kind of gauge symmetry “limited gauge
transformations.” So the number of undetermined
Lagrange multipliers at this stage is
Gl ¼ m0 − ~m − K; ð18Þ
where Gl denotes the number of parameters of limited
gauge transformations.
The second class constraints, on the other hand, are
composed of ~m constraints remained in the reduced matrix
~M, K converted back second class constraints and finally
the K new constraints hr. Hence, the total number of final
second class constraints reads
S ¼ 2K þ ~m: ð19Þ
To check the results, the total number of constraints is
Gu þ Gl þ S ¼ mþ K; ð20Þ
which is the total number of original and new constraints.
The well-known formula for the number of dynamical
degrees of freedom of a constrained system is [19]
D ¼ N − 2F − S; ð21Þ
where N is the dimension of the original phase space, F is
the number of first class constraints and S is the number of
second class constraints. For the systems under consid-
eration in this section F ¼ Gu þ Gl and the total number of
dynamical degrees of freedom reads
D ¼ N − 2ðGu þ GlÞ − S ¼ N − 2mþ ~m: ð22Þ
As we will show later the constraints structure of CSL
theories coincide exactly with what we said here.
Let us give a proof for our claim given above about
Poisson brackets of the new constraints hrðyÞ with the
existing constraints. Since the number of second class
constraints is even, the matrixM1 is even dimensional. For
simplicity assume detM1 ¼ fðyÞ has only one vanishable
factor hðyÞ, i.e., suppose K ¼ 1. This may happen only if
one row (say the first row) of M1 is proportional to hðyÞ.
However, since M1 is antisymmetric, the first column
should also be proportional to hðyÞ.
Now suppose the matrix M¯1 is the ðm0 − 1Þ × ðm0 − 1Þ
matrix derived by omitting the first row and first column of
M1. This is an antisymmetric matrix of odd dimension,
which cannot be non-singular. Hence necessarily we should
have det M¯1jh¼0 ¼ 0. This means that in principle one may
redefine the constraints such that another row and column
again be proportional to hðyÞ. So at one hand, the power of
hðyÞ in detM1 should be at least two, and on the other hand,
the rank ofM1 would be decreased at least by two. In other
words, ~m≡ rankM1 depends on the power of hðyÞ in
detM1. If the power is 4 then ~m ¼ m0 − 4, etc. In this way
one deduces that the rank ofM1 should always decrease by
an even number on the surface hrðyÞ ¼ 0 of the new
constraints. Remembering that m0, which is the number of
the original second class constrains, is even, we are happy
to find that ~m is always even.
Suppose then we have redefined the constraints φa such
that for the first two constraints φ1 and φ2 we have
fφ1;φag ¼ hχa; ð23Þ
fφ2;φag ¼ hψa: ð24Þ
Let us first investigate vanishing of fϕA; hðyÞg. From
Jacobi identity we have
fϕA;M112g ¼ fφ1; fφA;φ2gg − fφ2; fφA;φ1gg: ð25Þ
In the first term on the right-hand side of Eq. (25), the
Poisson bracket fφA;φ2g is either first class which would
have vanishing Poisson bracket with φ1, or is second class
which would have vanishing Poisson bracket with φ1 on the
surface hðyÞ ¼ 0 according to Eq. (23). This implies
0 ≈ fϕA;M112g ¼ fϕA; hχ2g; ð26Þ
which is weakly equal to χafϕA; hg on the surface h ¼ 0.
This proof establishes our claim that fϕA; hðyÞg ≈ 0.
Now let us investigate the possibility that fhðyÞ;φbg
may not vanish for some φb. On the surface hðyÞ ¼ 0 we
can consider
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ffφ1;φag;φbg ≈ χafh;φbg: ð27Þ
Since φ1 is second class fφ1;φag should not vanish weakly
for all φa. So, in principle, it is possible that fφ1;φag have
nonvanishing Poisson bracket with some φb. Hence, the
new constraint h, as well, may have nonvanishing Poisson
bracket with some φb. However, consistency of h (or each
hr) can at most convert one first class constraint back into
second class. In other words, if the Poisson bracket of h
with more than one constraint is nonzero, it is possible to
redefine the constraints in such a way that only one of them
is conjugate to h.
For more details, consider a system of second class
constraints χ;Π1;Π2;… where fχ;Πig ¼ Ci and Ci
depends on non constraint variables. Then one can choose
Π1 say, as the conjugate constraint to χ and redefine the other
constraints Πi as ~Πi ¼ Πi − CiC1Π1 ≈ Πi. Then fχ; ~Πig ≈ 0.
For example in the system of φ1 ¼ q1, φ2 ¼ p1, φ3 ¼ p1 þ
q2 and φ4 ¼ p1 þ p2 the constraints φ2, φ3 and φ4 are
seemingly conjugate to φ1, but one can choose just φ2 as
the conjugate constraint to φ1 and redefine the other con-
straints as ~φ3 ¼ φ3 − φ2 ¼ q2 and ~φ4 ¼ φ4 − φ2 ¼ p2.
Clearly ~φ3 and ~φ4 are no longer conjugate to φ1.
This shows that it is always possible to remove the effect
of the conjugate constraint (of the second class constraint
χ) from all other constraints, such that χ is conjugate only to
its own partner.
Now consider the following Jacobi identity
fφ1; fφ2;φagg þ fφ2; fφa;φ1gg þ fφa; fφ1;φ2gg ¼ 0;
ð28Þ
Using Eqs. (23) and (24) this equation, on the surface
hðyÞ ¼ 0, read
fφ1; hgψa − fφ2; hgχa þ fφa; hgχ2 ≈ 0: ð29Þ
According to our discussion in the last paragraph, the last
term of Eq. (29) does not vanish at least for one φa. Hence,
there exist at least one index a such that
fφ1ψa − φ2χa; hg ≈ fφ1; hgψa − fφ2; hgχa ≠ 0: ð30Þ
This means that the new constraint has non vanishing
Poisson bracket with some combination of the constraints
φ1 and φ2 which were second class constraints converted to
first class on the surface of new constraint hðyÞ.
III. CHERN-SIMONS-LIKE THEORIES
The Chern-Simons-like theories are a set of models
which are extension of 3D gravity, in the vielbein formal-
ism [20]. In this framework, we use the orthogonal non-
coordinate basis eˆa ≡ eaμ∂μ for tangent space at an arbitrary
point, such that eˆa:eˆb ≡ gμνeμaeνb ¼ ηab. The corresponding
basis for cotangent space are θˆa ≡ eaμdxμ with the following
property
gμν ¼ eaμebνηab: ð31Þ
We refer to μ; ν;… as the curved space indices and a; b;…
as the flat space indices. The next set of dynamical
variables are spin connections, which in arbitrary dimen-
sions are two-forms. Since in three dimensions every two
form is Hodge dual of a one-forms, one defines the
covariant derivative of an arbitrary vector as
DμVa ¼ ∂μVa þ εabcωbμVc; ð32Þ
where three one-forms ωb are (Hodge dual of) spin
connections. The torsion and curvature tensors in this
formalism are the following two forms
TðωÞ ¼ deþ ω × e; RðωÞ ¼ dωþ 1
2
ω × ω; ð33Þ
where the cross symbol means contraction with the use of
εabc (of the flat space indices), such that for instance the
first equation of (33) read
Taμν ¼ ∂ ½μeaν þ εabcωb½μecν: ð34Þ
In CSL theories we need also to consider some auxiliary
fields as dynamical variables. For example in TMG and
MMG we need to impose the torsion free condition by
hand, i.e., by adding the 3-form term ηabhaTb to the
Lagrangian. Hence, the variables haμ are also invited.
It is customary in the literature to call different one-form
field variables, such as ea, ωa and ha as different flavors of
the theory and enumerate them as araμ where r; s; t;… are
flavor indices. Assuming F to be the number of flavors, a
CSL theory contains 3 × 3 × F ¼ 9F variables. Following
the notations of Ref. [12], the Lagrangian as a three form in
this formalism may be written as
L ¼ 1
2
grsar:das þ
1
6
frstar:ðas × atÞ; ð35Þ
where wedge product between forms is implicit and dot
means contraction of upper flat space indices with ηab.
Each CSL theory is characterized by symmetric coefficients
grs and frst with no geometrical or algebraic meaning. The
equations of motion resulting from the Lagrangian (35)
read
grsdasa þ
1
2
frstðas × atÞa ¼ 0: ð36Þ
Using the definition ara ¼ araμ dxμ we can separate time and
space indices of the curved indices as follows
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ara ¼ ara0 dtþ arai dxi: ð37Þ
Hence, the first order Lagrangian density of the CLS
theories read
L ¼ − 1
2
εijgrsari: _a
s
j þ ar0:ϕr; ð38Þ
where εij ≡ ε0ij is the spatial part of Levi-Civita symbol
and the set of 3F functions
ϕar ¼ εij

grs∂iasaj þ 12 frstða
s
i × a
t
jÞa

ð39Þ
are considered as primary constraints in the first order
formalism. As is apparent, 3F variables ara0 should be
considered as Lagrange multipliers, while the phase space
variables are constituted from arai which are 6F in number.
From the first term of Eq. (38) we can read the symplectic
matrix as
Ωijar;bs ¼ grsηabεij: ð40Þ
The inverse of the symplectic matrix gives the Poisson
brackets of our dynamical variables [see Eq. (5)] as
faðxÞrai ; aðx´Þsbj g ¼ grsηabεijδ2ðx − x´Þ; ð41Þ
where grs is the inverse of grs. Since there is no canonical
Hamiltonian in the left-hand side of Eq. (38), the (density
of) total Hamiltonian is just a linear combination of the
primary constraints ϕar as follows
HT ¼ −ar0:ϕr: ð42Þ
In this way, the consistency of primary constraints will not
give any secondary constraint.
To investigate consistency of the constraints (39), the
Poisson brackets of the constraints with the total
Hamiltonian (42) givesZ
d2x0fϕar ðxÞ;ϕbs ðx0Þgasb0 ðx0Þ ≈ 0: ð43Þ
The matrix of Poisson brackets of constraints, i.e., the
matrix M of Sec. II, is the following 3F × 3F matrix
Mra;sb ¼ fϕar ;ϕbs g: ð44Þ
Calculating the elements of Mra;sb is a cumbersome
process. Since the constraints (39) contain spatial deriva-
tives of the variables, one should care about the derivatives
of delta functions. Some authors use the smearing method
to avoid difficulties. However, we prefer to do an explicit
calculation to see directly the real algebra of Poisson
brackets among the constraints. In Appendix A we give
the technical details about evaluating the Poisson brackets
of different terms of the constraints.
Depending on the rank of the matrixM in Eq. (43) some
of Lagrange multipliers may remain undetermined. As we
discussed generally in the previous section, these corre-
spond to first class constraints which are generators of
unlimited gauge transformations. We will see soon that for
CSL theories this symmetry is the LLT. In TMG and NMG,
with no need to any new condition, the constraints ϕω are
first class and generate LLT. In ZDG, which we have two
sets of vierbeins and spin connections, the combination
ϕW ¼ ϕω þ ϕω0 have the same role.
Then we should investigate the non singular part of
Eq. (43) as in the general case of Eq. (13). Since detM ≠ 0,
Eq. (43) leads to asb0 ðx0Þ ¼ 0, for some flavors, on the
whole phase space, except regions where detM vanishes.
This may be unacceptable physically, since ea0 ¼ 0, for
instance, leads to a singular metric. To avoid this nonsense
result, one needs to investigate the singularity properties of
the matrixM in special subregions of the phase space. This
makes us to consider new constraints of the kind hr,
mentioned in the last section. This should be done case
by case in different models. As we will see, in physical
subregions of the phase space the diffeomorphism sym-
metry arise as limited gauge transformations.
Let us see what is the number of dynamical variables for
CSL theories. As we said before, in CSL theories the
number of phase space variables is N ¼ 6F and the number
of primary constraints is m ¼ 3F. Now remembering the
general result of Eq. (22) we have
D ¼ 6F − 2 × 3F þ ~m ¼ ~m: ð45Þ
It means that in the CSL theories the number of degrees of
freedom is rank of matrix ~M ≡Mjhr¼0.
For future use let us quote a formula from Ref. [12]
which can be found by taking the exterior derivative of the
equations of motion and then using the same equations, i.e.,
ftq½rfspta
raap:aq ¼ 0: ð46Þ
This equation is consistent with our canonical approach and
can be shown to be equivalent to Eq. (43) above. Similar
equation are also given in Ref. [21]. However, for a fixed
index s, another equation is deduced from Eq. (46) in this
references as
ftq½rfspta
p:aq ¼ 0: ð47Þ
This equation is then considered as secondary constraints
of the CSL theory. Two points should be noticed here. First,
secondary constraint has a special meaning in the literature
of constrained system, which implies definite properties.
A secondary constraint is derived as the Poisson bracket of
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a primary constraint with the canonical Hamiltonian. This
is not characteristics of the Eq. (47). On the other hand it is
not legitimate to consider the constraints (47) as preas-
sumed constraints, since this can not be done covariantly by
adding a term to the Lagrangian.
Second, Eq. (47) can not be deduced automatically from
Eq. (46); it needs to definite assumptions about invertibility
of the variables. However, it needs care that, invertibility of
vielbein does not imply by itself singularity of the matrix
M. It can be correct on the other way, i.e., if there exist a
possibility for M to be singular, then there is a possibility
for the vielbeins to be nonvanishing. In fact the constraints
derived in the form of Eq. (47), which are equivalent to the
new constraints hr, are originated from the singular proper-
ties of the matrix M on special subregions of the phase
space, as discussed in details in this paper.
IV. HAMILTONIAN STRUCTURE OF TMG
The theory of topological massive gravity is achieved by
adding a Chern-Simons term to the Lagrangian of the
ordinary GR [3]. The canonical analysis of TMG is the
subject of several papers [22–25]. In the framework of
vielbein formalism the Lagrangian of TMG reads [12]
L ¼ −σe:RðωÞ þ h:TðωÞ þ 1
2μ

ω:dωþ 1
3
ω:ω × ω

;
ð48Þ
where σ is a sign and μ is a mass parameter of the model. In
the Lagrangian (48) the auxiliary fields haμ’s are Lagrange
multipliers introduced to enforce the torsion free condition.
Hence, vielbein e, spin-connection ω and the auxiliary
fields h are considered as three flavors. The nonvanishing
coefficient grs and frst peculiar to this model can be read
from the Lagrangian (48) as
geω ¼ −σ geh ¼ 1 gωω ¼
1
μ
feωω ¼ −σ fehω ¼ 1 fωωω ¼
1
μ
: ð49Þ
Before investigating the canonical structure of the model,
let us write directly the Euler-Lagrange equations of motion
resulted from the Lagrangian (48), i.e.,
TðωÞ ¼ 0;
σRðωÞ − dh − ω × h ¼ 0;
RðωÞ − μe × hþ σμTðωÞ ¼ 0: ð50Þ
Following the recipe given in Eqs. (38) and (39), the
Lagrangian density reads
L ¼ σ
2
ϵijei: _ωj þ
σ
2
ϵijωi: _ej −
1
2
ϵijhi: _ej −
1
2
ϵijei: _hj
−
1
2μ
ϵijωi: _ωj þ e0:ϕe þ ω0:ϕω þ h0:ϕh; ð51Þ
where the primary constraints are as follows
ϕae ¼ −σϵij∂iωaj þ ϵij∂ihaj þ 12 ϵ
ijϵabcω
b
i h
c
j −
σ
2
ϵijϵabcω
b
iω
c
j ;
ϕaω ¼ −σϵij∂ieaj þ 1μ ϵ
ij∂iωaj − σ2 ϵ
ijϵabce
b
iω
c
j þ
1
2
ϵijϵabce
b
i h
c
j
þ 1
2μ
ϵijϵabcω
b
iω
c
j ;
ϕah ¼ ϵij∂ieaj þ 12 ϵ
ijϵabce
b
iω
c
j : ð52Þ
In this way among 27 variables eaμ, ωaμ and haμ, the variables
ea0 , ω
a
0 and h
a
0 are Lagrange multipliers and the remaining
18 variables eai , ω
a
i and h
a
i are dynamical. Using Eq. (41)
for Poisson brackets and Eq. (49) for coefficients of the
model, we find the following (nonvanishing) brackets
feai ðxÞ; hbj ðx0Þg ¼ ϵijηabδ2ðx − x0Þ;
fωai ðxÞ;ωbj ðx0Þg ¼ μϵijηabδ2ðx − x0Þ;
fωai ðxÞ; hbj ðx0Þg ¼ σμϵijηabδ2ðx − x0Þ;
fhai ðxÞ; hbj ðx0Þg ¼ σ2μϵijηabδ2ðx − x0Þ: ð53Þ
Since the canonical Hamiltonian is zero for CSL theories,
the total Hamiltonian density in Eq. (42) reads
HT ¼ −e0:ϕe − ω0:ϕω − h0:ϕh: ð54Þ
The matrix M of Eq. (44) for the case of TMG contain
nine 3 × 3 sub-matrices of the form Me;e ¼ fϕe;ϕeg,
Me;ω ¼ fϕe;ϕωg, etc. These are given in Appendix A.
It comes out that the constraints ϕaω have weakly vanishing
Poisson brackets with each other and with the constraints
ϕae and ϕah. So the constraints ϕ
a
ω are first class and the
constraints ϕae and ϕah are second class. It makes the rank of
M equal to 6 (i.e.,m0 ¼ 6), corresponding to 6 second class
constraints. In the framework of our notations of Sec. II
the constraints ϕaω have the role of the constraints ϕA which
generate the unlimited gauge transformations. The algebra
of these first class constraints as given in Eqs. (A10)
exhibits the algebra of the generators of the Lorentz group
in (2þ 1) dimensions. Explicit variations of the canonical
variables under Poisson bracket with the generating func-
tional constructed from ϕω (given in Appendix B), also
agrees that the three first class constraints ϕω are in fact
generators of the local Lorentz transformations (LLT).
This symmetry is apparent from the tensor structure of
the Lagrangian (48) with respect to the flat space indices,
where all of the a; b;… indices are summed up.
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To show these results explicitly, we give the final form of
Eq. (43) for consistency of the constraints as follows:
−fϕaω; HTg ¼ ωb0ϵabcϕcωðxμÞ þ eb0ϵabcϕceðxμÞ þ hb0ϵabcϕchðxμÞ
≈ 0; ð55Þ
−fϕae; HTg ¼ ωb0ϵabcϕceðxμÞ − eb0
μ
2
ϵijhai h
b
j − hb0
μ
2
ϵijeai h
b
j
≈ 0; ð56Þ
−fϕah; HTg ¼ ωb0ϵabcϕch − eb0ðϵabcmðϕcω − ϕceÞ −mϵijeai hbj Þ
þ hb0

μ
2
ϵijeai e
b
j

≈ 0. ð57Þ
On the constraint surface all terms of Eq. (55) as well as the
first terms of Eqs. (56) and (57) vanish; verifying that the
constraints ϕaω are first class. Hence, the Lagrange multi-
pliers ωa0 remain undetermined as arbitrary gauge param-
eters (LLT parameters, in fact). Let us then rewrite the
consistency equations for the constraints ϕae and ϕah [i.e.,
Eqs. (56) and (57)], on the constraint surface, as follows
 μ
2
ϵijhai h
b
j
μ
2
ϵijei:hjδab þ μ2 ϵijeai hbj
− μ
2
ϵijei:hjδab −
μ
2
ϵijeai h
b
j −
μ
2
ϵijeai e
b
j
!
×
 
eb0
hb0
!
≈ 0; ð58Þ
where the matrix elements of the 6 × 6 matrix on the left-
hand side of Eq. (58) can be read directly from the
expressions on the right-hand side of Eqs. (56) and (57).
This matrix is the matrix M1 in the terminology of Sec. II.
Since ϕae and ϕah are second class, M
1 is full rank and,
without imposing any further constraint, Eq. (58) implies
that ea0 ¼ 0 and ha0 ¼ 0. Using Eq. (31) this gives g00 ¼
g0i ¼ 0 which is just a spacial, though dynamical, metric.
For a gravity model this result is not acceptable since it
leads to a zero determinant metric. This seems as an
unwanted dynamical branch of TMG, within the whole
phase space of the variables. For this branch Eq. (21) gives
the number of degrees of freedom as
D ¼ 18 − 2 × 3 − 6 ¼ 6: ð59Þ
It is noticeable that if we omit the term h:T (which
guarantees the torsion-free condition) from the Lagrangian
(48) of TMG, we would obtain six first class constraints ϕaω
and ϕae which generate both LLT and diffeomorphism.
However, such a theory with 12 canonical variables (eai and
ωai ) would have no dynamical degree of freedom according
to 6 first class constraints. This theory is, in fact, equivalent
to original Hilbert- Einstein theory in three dimensions.
As mentioned generally in Sec. II, a dynamical system
may have different behaviors in different subregions of the
phase space where the algebra of the constraints may differ
from the bulk. More precisely, Eq. (58), as the inevitable
consequence of the dynamics of the action (48), can be
satisfied in another way; i.e., instead of ea0 ¼ 0 and ha0 ¼ 0,
we can assume the determinant of M1 may vanish in some
special region of the phase space, such that the matrix M1
has some definite non trivial null vectors with nonvanishing
components ea0 . In other words, the rank of the matrix of
Poisson brackets is not necessarily constant throughout the
whole phase space.
This possibility, which is well known in the literature of
constrained systems [26], should not be ignored in treating
the consistency of constraints. However, this point has not
been recognized as the origin of introducing new con-
straints, yet. In our current case, it is easy to see that the
rank of matrix M1 reduces, for instance, for the flat metric
solution given by Eqs. (71) below. In fact, this is also the
case for small perturbations around the flat solution, as we
will explicitly show at the end of this section.
To find the new constraints, which describe the physical
sector of the phase space, we should focus on the
consistency Equations (58). These are six equations for
six unknown ea0 and h
a
0 . Following the general instructions
of Sec. II, we should find the vanishable factors of detM1.
Since the elements of M1 are quadratic function of eai and
hai , detM
1 is a polynomial of order 12 with respect to these
variables. It is very difficult to find different factors of
detM1 directly. However, we may use a trick. Let us rewrite
the Eq. (58) in the following form

H T þ X
−T − X −E

eb0
hb0

≈ 0; ð60Þ
where
H ≡ μ
2
ϵijhai h
b
j ; E≡ μ2 ϵ
ijeai e
b
j ; T ≡ μ2 ϵ
ijeai h
b
j ;
X ≡ μ
2
ϵijei:hjδab; ð61Þ
are invertible 3 × 3 matrices. We can multiply both sides of
Eq. (60) by the arbitrary matrix

A B
C D

: ð62Þ
The choice
A ¼ XðH − ðX þ TÞE−1ðX þ TÞÞ−1;
B ¼ XðH − ðX þ TÞE−1ðX þ TÞÞ−1ðX þ TÞE−1;
C ¼ 1; D ¼ 1; ð63Þ
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converts Eq. (60) to the following form

X 0
H − X − T X þ T − E

eb0
hb0

≈ 0: ð64Þ
Considering the first row of the Eq. (64) gives
Xea0 ¼
μ
2
ϵijei:hjδabeb0 ¼
μ
2
ϵijei:hjea0 ≈ 0: ð65Þ
which can be written as ðΓδbaÞea0 ¼ 0 where
Γ≡ ϵijei:hj ¼ ϵijηabeai hbj ð66Þ
Note also that the Eq. (65) can be deduced from Eq. (46) by
suitable choice of indices. The only possibility for satisfy-
ing Eq. (65) for nonvanishing ea0 is assuming Γ as a new
constraint. We emphasis that Γ ≈ 0 is not a necessary
consequence of the original dynamics of the theory. The
equations of motion, in any way written, do not give more
than Eq. (65). Therefore, one is not able to consider
Eq. (66) as a secondary constraint.
On the other hand, if we denote the matrix on the left-
hand side of Eq. (64) as ~M1 then it is apparent that det ~M1 is
proportional to detM1. Fortunately ~M1 has a vanishing
upright block and we can write
detM1 ∝ det ~M1 ¼ detX detðX þ T − EÞ: ð67Þ
In other words, it is apparent that det ~M1 should at least
have a factor of Γ3. However, we know from Sec. II that
every vanishable factor in detM1 should be of even order.
Hence detM1 should contain a factor of Γ4. In other words,
the rank of M1 reduce suddenly from 6 to 2 on the surface
Γ ¼ 0 i.e., ~m ¼ 2. Hence, using the general result (45) for
CLS theories we find D ¼ 2 for the physical sector of
TMG, which is equivalent to one degree of freedom in
configuration space.
The main point in the reduction the number of degrees
of freedom from 6 in Eq. (59) to 2, is converting
3 second class constraints to first class, at the expense
of introducing one more second class constraint (i.e., Γ)
to the system. This procedure decrease 3þ 1 degrees of
freedom.
Emerging 3 first class constraints on the surface Γ ¼ 0, is
a good news for the symmetries of the system. In fact, we
expected in advanced three first class constraints as the
generators of diffeomorphism in the framework of vielbein
formalism. Fortunately in Ref. [25] it is explicitly shown
that for infinitesimal diffeomorphism xμ → xμ − ξμ the
gauge generator G ¼ ξμψμ gives the variation of every
function f as δf ¼ ff;Gg where
ψμ ¼ eμ:ϕe þ hμ:ϕh þ ωμ:ϕω: ð68Þ
The important point is that the generators ψμ are not
originally first class constraints, unless we land on the
surface Γ ¼ 0. However, before doing that, putting the first
class constraints ϕω away, we can change the set of second
class constraints from 6 constraints ϕe and ϕh to 6 (already
second class) constraints ψ and (say) ϕh. Using Eq. (A10)
of Appendix A, the Poisson brackets among ψμ and ϕah are
fϕah;ϕbhg ¼ ϵijebi eaj ;
fψμ;ψνg ¼ ðe:hÞðeμ:hν − eν:hμÞ;
fψμ;ϕbhg ¼ −ðe:hÞebμ: ð69Þ
It is obvious that in the subregion specified by e:h ¼ 0, the
constraints ψμ convert to first class. Let denote the matrix of
Poisson brackets of the constraints ψμ and ϕh as M01. One
can show that under redefinition of the constraints the
matrix of Poisson brackets would be proportional to the
previous one. From Eqs. (69) it is easy to see that detM01 is
proportional to Γ4. This is, in fact, a further proof of our
assertion above that detM1 ∝ Γ4. As mentioned in Sec. II it
is also necessary to investigate consistency of the new
constraint Γ under the evolution of the system in time.
In other words, we need to assure about validity of the
equation fΓ; HTg ≈ 0, where HT is given in Eq. (54).
Direct calculation shows that Γ commutes with the first
class constraints ϕw, as expected from our claim in Sec. II.
This is a good news, since we expect that the already
established unlimited gauge transformations (i.e., LLT) are
not distorted on the physical sector of the theory. On the
other hand, Γ does not commute with the constraints ψμ as
well as ϕh. However, this dose not mean that the constraint
Γ makes the whole system of constraints ψμ and ϕh second
class. It is well known [14] that one individual second class
constraint can be conjugated with only one constraint. On
the other hand, remembering that the rank of M01 is two,
means that two existing constraints, say two of the
constraints ϕh is already second class. The third one can
be considered as the conjugate constraint to Γ. Hence, we
can consider three constraints ϕh and the constraint Γ as a
system of 4 second class constraints. Assuming the
extended Hamiltonian for the whole set of constraints as
HE ¼ ξμψμ þ ω0:ϕω þ h0:ϕh þ λΓ; ð70Þ
it is easy to check that the consistency of the constraints can
fix 4 Lagrange multipliers ha0 and λ, while six Lagrange
multipliers ωa0 and ξ
μ remain undetermined as the free
parameters of LLT and diffeomorphism, respectively.
A. Linearized TMG
Similar to so many models presented as extension of GR,
the dynamical content of TMG, has been considered mostly
in the linearized version of the model. The well-known
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result of this procedure is that the TMG in the linearized
version contain only one degree of freedom in the metric
formalism, which is a massive scaler with mass μ [3]. In this
subsection we show explicitly how the dynamical structure
of the theory behaves after linearization.
In order to linearize the model we need a background
solution where the dynamical variables will be small
perturbation around that background. For the case of
TMG with zero cosmological constant the flat space-time
can survive as a background solution. One may easily
check that the solution
eaμ ¼ δaμ; ωaμ ¼ 0; haμ ¼ 0; ð71Þ
which leads to the flat metric, satisfies the equations of
motion (50). Let us denote fluctuations of one-forms
around the background (71) as ζaμ, ωaμ and haμ respectively,
where
eaμ ¼ δaμ þ ζaμ: ð72Þ
Keeping up to quadratic terms with respect to the excita-
tions, the linearized Lagrangian density reads
Llin ¼
σ
2
εijζai _ω
a
j þ
σ
2
εijωai _ζ
a
j −
1
2μ
εijωai _ω
a
j −
1
2
εijhi: _ζj
−
1
2
εijζi: _hj þ ζa0ψaζ þ ωa0ψaω þ ha0ψah −
σ
2
εijεbcω
b
iω
c
j
þ 1
2
εijεbchbiω
c
j ; ð73Þ
where εbc ≡ ε0bc and ψ’s are
ψaζ ¼ εijð−σ∂iωaj þ ∂ihaj Þ;
ψaω ¼ εij

−σ∂iζaj þ 1μ ∂iω
a
j −
σ
2
εabcδ
b
iω
c
j þ
1
2
εabcδ
b
i h
c
j

;
ψah ¼ εij

∂iζaj þ 12 ε
a
bcδ
b
iω
c
j

: ð74Þ
As is seen, the linearized model is almost a different theory
whose solutions coincide with a limited class of the
solutions of the original theory, i.e., small perturbation
around the flat background. In contrast to the original
model, in the linearized version of TMG the canonical
Hamiltonian no longer vanishes; instead we have
HC ¼ −
σ
2
εijεbcω
b
iω
c
j þ
1
2
εijεbchbiω
c
j : ð75Þ
As before, the variables ζa0 , ω
a
0, and h
a
0 behave as Lagrange
multipliers, while the new functions ψaζ , ψ
a
ω, and ψah behave
as the constraints of the linearized model.
Fortunately the kinetic terms of the original Lagrangian
is linear in advanced; so the symplectic matrix, as well as
the fundamental Poisson brackets do not change at all, i.e.,
the relations (53) is valid with eaμ replaced by ζaμ. The total
Hamiltonian is HT ¼
R
d2xHT , where
HT ¼ −ζ0:ψζ − ω0:ψω − h0:ψh þHC: ð76Þ
Consistency of the constraints ψaζ and ψ
a
ω is satisfied
identically, i.e.,
fψaζ ; HTg ≈ 0;
fψaω; HTg ≈ 0; ð77Þ
which shows that the 6 constraint ψaζ and ψ
a
ω are first class.
Consistency of the constraints ψah has different results for
a ¼ 0, 1, 2, as follows
fψ0h; HTg ¼ h21 − h12; ð78Þ
fϕ1h; HTg ¼ ∂1ω22 − ∂2ω21 − μ2 h
2
0; ð79Þ
fψ2h; HTg ¼ ∂2ω11 − ∂1ω12 − μ2 h
1
0: ð80Þ
Note that the right-hand side of Eq. (78), as well as the first
two terms on the right-hand side of Eqs. (79) and (80), have
emerged due to the existence of a canonical Hamiltonian
for linearized model. Equations (79) and (80) can be used
ro determine the Lagrange multipliers h10 and h
2
0, while
the Eq. (78) should be considered as a new constraint
Ω ¼ h21 − h12. According to the Dirac prescription for the
constrained systems, we should investigate consistency of
the new constraint Ω as follows
fΩ; HTg ¼
−σm2
2
ðh11 þ h22Þ þ σm2h00 þm∂2h10 −m∂1h20:
ð81Þ
Since the Lagrange multipliers h10 and h
2
0 have been
determined in the previous step, the remaining Lagrange
multiplier h00 is determined by the Eq. (81).
In this way the 6 Lagrange multipliers ζa0 and ω
a
0 remain
undetermined and three Lagrange multipliers ha0 are deter-
mined in the consistency process. Considering the con-
straint structure, we have 10 constraints for the linearized
theory, i.e., one more constraint Ω has arisen due to
different canonical structure of the linearized model. The
first class constraints ψaζ and ψ
a
ω remain first class during
the process of consistency. Hence, we have all together 6
first class and 4 second class constraints on 18 canonical
variable. Using the basic formula (21) for the number of
degree of freedom we have
18 − 6 × 2 − 4 × 1 ¼ 2; ð82Þ
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which correspond to one degree of freedom in the con-
figuration space. This is the desired result in agreement
with what obtained in Ref. [3] in metric formalism.
It is interesting that primary constraints ψ given in
Eqs. (74) in linear analysis are the linearized version of
the primary constraint ϕ in Eqs. (52) around flat metric.
Moreover, it is noticeable that the secondary constraint Ω is
the same new constraint e:h linearized around flat metric.
V. HAMILTONIAN STRUCTURE OF NMG
The Lagrangian of NMG in the framework of veilbein
formalism is proposed as [17]
L ¼ −σe:RðωÞ þ h:TðωÞ − 1
m2
f:RðωÞ − 1
2m2
f:e × f:
ð83Þ
The first term is equivalent to the scaler curvature of the
Hilbert-Einstein gravity. The second term guarantees the
torsion-free condition, and the new field faμ acts as an
auxiliary field. Using the equations ofmotion of the auxiliary
field, one canwrite it in terms of the original fields eaμ andωaμ.
This can be shown to lead to the original form of the term
(RμνRμν − 38R
2) of NMG in the metric formalism. Hence, in
NMG we have altogether four flavors e, ω, h, and f.
Comparing to the general form of the Chern-simons like
Lagrangian (35), the coefficients grs and frst are as follows
geω ¼ −σ geh ¼ 1 gfω ¼ −
1
m2
feωω ¼ −σ fehω ¼ 1 ffωω ¼ −
1
m2
feff ¼ −
1
m2
: ð84Þ
The equations of motion for the Lagrangian (83) are as
follows
TðωÞ ¼ 0;
RðωÞ þ e × f ¼ 0;
df þ ω × f −m2ðe × hÞ ¼ 0;
dhþ ω × h − σRðωÞ − 1
2m2
f × f ¼ 0: ð85Þ
The Lagrangian density corresponding to the Lagrangian
(83) can be written as
L ¼ σ
2
ϵijei: _ωj þ
σ
2
ϵijωi: _ej −
1
2
ϵijhi: _ej −
1
2
ϵijei: _hj
−
1
m2
ϵijωi: _fj −
1
m2
ϵijfi: _ωj þ e0:ϕe þ ω0:ϕω
þ h0:ϕh þ f0:ϕf; ð86Þ
where 12 primary constraints of the system read
ϕah ¼ ϵij∂ieaj þ 12 ϵ
ijϵabce
b
iω
c
j ;
ϕaf ¼ −
1
m2
ϵij∂iωaj − 12m2 ϵ
ijϵabcω
b
iω
c
j −
1
m2
ϵijϵabce
b
i f
c
j ;
ϕae ¼ −σϵij∂iωaj þ ϵij∂ihaj − σ2 ϵ
ijϵabcω
b
iω
c
j þ
1
2
ϵijϵabch
b
iω
c
j
−
1
2m2
ϵijϵabcf
b
i f
c
j ;
ϕaω ¼ −σϵij∂ieaj − 1m2 ϵ
ij∂ifaj − σ2 ϵ
ijϵabce
b
iω
c
j þ
1
2
ϵijϵabce
b
i h
c
j
−
1
2m2
ϵijϵabcω
b
i f
c
j : ð87Þ
Themodel possesses 12Lagrangemultipliers ea0 ,ω
a
0 , h
a
0 , and
fa0 and24 canonical variables e
a
i ,ω
a
i ,h
a
i andf
a
i . According to
the general form of the Poisson brackets given in Eq. (41) the
kinetic term in the Lagrangian density (86) determines the
nonvanishing fundamental Poisson brackets as follow
feai ðxÞ; hbj ðx0Þg ¼ ϵijηabδ2ðx − x0Þ;
fωai ðxÞ; fbj ðx0Þg ¼ −m2ϵijηabδ2ðx − x0Þ;
fhai ðxÞ; fbj ðx0Þg ¼ −σm2ϵijηabδ2ðx − x0Þ: ð88Þ
The total Hamiltonian can be read from Eq. (86) as
HT ¼ −e0:ϕe − ω0:ϕω − h0:ϕh − f0:ϕf: ð89Þ
Using the algebra of primary constraints derived in the
AppendixA, consistency of the constraints (87) is performed
as follows
−fϕaω; HTg ¼ ωb0ϵabcϕcω þ eb0ϵabcϕce þ hb0ϵabcϕch
þ fb0ϵabcϕcf ≈ 0; ð90Þ
− fϕae; HTg
¼ ωb0ϵabcϕce þ eb0

μ
2
ϵijfai h
b
j −
μ
2
ϵijfbi h
a
j

þ hb0

ϵabcϵ
ij∂iωcj − ϵ
ij
2
fci e
c
jδ
ab −
ϵij
2
ωaiω
b
j −
ϵij
2
eai f
b
j

þ fb0

ϵabcϵ
ij∂ifcj þ ϵ
ij
2
eci h
c
jδ
ab þ ϵ
ij
2m2
faiω
b
j −
ϵij
2m2
fbiω
a
j
−
1
2
ϵijebi h
a
j

≈ 0; ð91Þ
−fϕah; HTg ¼ ωb0ϵabcϕch þ eb0

ϵabcϵ
ij∂iωcj − ϵ
ij
2
fci e
c
jδ
ab
−
ϵij
2
ωaiω
b
j −
ϵij
2
eai f
b
j

þ fb0
μ
2
ϵijeai e
b
j ≈ 0;
ð92Þ
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−fϕaf; HTg ¼ ωb0ϵabcϕcf þ eb0

ϵabcϵ
ij∂ifcj þ ϵ
ij
2
eci h
c
jδ
ab
þ ϵ
ij
2m2
faiω
b
j −
ϵij
2m2
fbiω
a
j −
1
2
ϵijebi h
a
j

þ fb0½ϵabcψch þ hb0

μ
2
ϵijeai e
b
j

≈ 0: ð93Þ
Equation (90) requires that three constraintsϕaω are first class.
As in the case of TMG, it can be shown directly that these
three constraints satisfy the algebra of Lorentz group in three
dimensions. They also generate, under taking the Poisson
brackets, the LLT on the variables of the theory (see
Appendix B). As before, the LLT are the unlimited gauge
transformations of the theory.
Since coefficients of the Lagrange multipliers ωa0 in
Eqs. (91), (92), and (93) vanish weakly, these equations can
be viewed as 9 equations to determine 9 Lagrange multi-
pliers eb0 , h
b
0 and f
b
0 as follows0
BB@
fϕe;ϕeg fϕe;ϕhg fϕe;ϕfg
−fϕe;ϕhg fϕh;ϕhg fϕh;ϕfg
−fϕe;ϕfg −fϕh;ϕfg fϕf;ϕfg
1
CCA
0
B@
e0
h0
f0
1
CA ≈ 0: ð94Þ
The matrix on the right-hand side of Eq. (94) is the matrix
M1 discussed in Sec. II where its elements can be read from
Eqs. (91), (92), and (93). The main problem is to determine
the rank of this matrix on the physical sector of the theory
where the veilbein variables are invertible and supports the
existence of appropriate first class constraints as the
generators of diffeomorphism. Our experience in TMG
shows that it is very difficult to calculate directly the
determinant of the matrix M1 and find its vanishable
factors. However, we can rely on our physical expectation
that on the physical sector we should have first class
constraints which generate diffeomorphism. The generators
of diffeomorphism can be suggested as the generalization
of the Carlip formula [25], for TMG given in Eq. (68) as
ψμ ¼ eμ:ϕe þ hμ:ϕh þ ωμ:ϕω þ fμ:ϕf: ð95Þ
We can replace three constraints ϕe with three constraints
ψμ and consider the set of 9 constraints ϕah, ϕ
a
f and ψμ with
the following Poison brackets (derived from Appendix A)
fϕah;ϕbhg ¼ 0
fϕaf;ϕbfg ≈ ϵabc ϕch;
fϕah;ϕbfg ≈ ϵijebi eaj ;
fψμ;ψνg ≈ ðϵijei:hjÞðeμ:fν − eν:fμÞ
þ ðϵijei:fjÞðeμ:hν − eν:hμÞ;
fψμ;ϕbhg ≈ ðϵijei:fjÞebμ;
fψμ;ϕbfg ≈ ðϵijei:hjÞebμ: ð96Þ
They form the matrix M01 instead of the matrix M1 of
Eq. (94) as follows
0
B@
fψ ;ψg fψ ;ϕhg fψ ;ϕfg
−fψ ;ϕhg fϕh;ϕhg fϕh;ϕfg
−fψ ;ϕfg −fϕh;ϕfg fϕf;ϕfg
1
CA
0
B@
ξ
h0
f0
1
CA ≈ 0: ð97Þ
where ξμ are the parameters of the infinitesimal diffeo-
morphism xμ → xμ − ξμ. From Eqs. (96) it is easy to see
that the constraints ψμ are first class on the surface of the
new constraints Γ and Ω, where
Γ≡ ϵijðei:hjÞ ≈ 0; Ω≡ ϵijðei:fjÞ ≈ 0: ð98Þ
It can be seen directly from Eqs. (96) that under imposing
the constraints (98) on the system rank of matrix ~M≡
Mje:h¼0;e:f¼0 would be equal to four, i.e., ~m ¼ 4. Using the
general result (45), this means that in the physical sector of
the theory, NMG has four phase space degrees of freedom
which corresponds to two degrees of freedom in configu-
ration space. This result is consistent with the known results
of the literature.
For the sake of completeness, let us consider the problem
of consistency of the new constraints. Similar to TMG, we
can add the new constraints to the total Hamiltonian to find
the extended Hamiltonian as
HE ¼ ξμψμ þ ω0:ϕω þ h0:ϕh þ f0:ϕf þ λΓþ ηΩ: ð99Þ
The constraints Γ and Ω do not commute with all of the
constraints. Remember that, before considering the con-
sistency of the new constraints, four constraints among ϕf
and ϕh are second class and two are first class (on the
surface of the constraints). Consistency of the new con-
straints makes these two constraints again second class.
Hence, the set of 8 constraints Γ, Ω, ϕaf, and ϕah constitute a
second class system of constraints. In this way, using
Eq. (21) the number of dynamical degrees of freedom reads
24 − 6 × 2 − 8 × 1 ¼ 4; ð100Þ
as expected.
The new constraints (98) may be derived alternatively
using the general formula (46) by inserting the structure
coefficients frst as follows
eae:h ¼ 0; eae:f ¼ 0: ð101Þ
By suitable choice of curved space indices and by assuming
invertibility of eaμ Eqs. (101) leads to the constraints (98).
A. Linearized model
Similar to the previous case, the flat metric solution
given by
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eaμ ¼ δaμ; ωaμ ¼ 0; haμ ¼ 0; faμ ¼ 0; ð102Þ
can be considered as a background solution for the
equations of motion (85). Assuming eaμ ¼ δaμ þ ζaμ and
considering ζaμ, ωaμ, haμ and faμ as small perturbations, the
linearized Lagrangian density reads
Llin ¼
σ
2
εijζi: _ωj þ
σ
2
εijωi: _ζj −
1
2
εijhi: _ζj −
1
2
εijζi: _hj
−
1
2
εijfi: _ζj −
1
2
εijζi: _fj þ f0:ψf þ ζ0:ψζ
þ ω0:ψ :ω þ h0:ψh −
σ
2
εijεbcω
b
iω
c
j þ
1
2
εijεbchbiω
c
j
þ 1
2
εijεbcfbi f
c
j ; ð103Þ
where the primary constraints are
ψaζ ¼ εijð−σ∂iωaj þ ∂ihaj Þ;
ψaω ¼ εij

−σ∂iζaj þ 1m2 ∂if
a
j −
σ
2
ϵabcδ
b
iω
c
j þ
1
2
ϵabcδ
b
i h
c
j

;
ψah ¼ εij

∂iζaj þ 12 ϵ
a
bcδ
b
iω
c
j

;
ψaf ¼ εij

−∂iωaj − 12 ϵ
a
bcδ
b
i f
c
j

; ð104Þ
and the density of total Hamiltonian reads
HT ¼ −f0:ψf − ζ0:ψζ − ω0:ψ :ω − h0:ψh þ
σ
2
εijεbcω
b
iω
c
j
−
1
2
εijεbchbiω
c
j þ
1
2m2
εijεbcfbi f
c
j : ð105Þ
Using the fundamental Poisson bracket (88), with eaμ
replaced by ζaμ, we should evaluate consistency of the
primary constraints. The constraints ψaζ and ψ
a
ω have
vanishing Poisson brackets with the Hamiltonian, i.e.,
fψaζ ; HTg ≈ 0;
fψaω; HTg ≈ 0: ð106Þ
This implicates that ψaζ and ψ
a
ω are first class constraints.
The consistency of ψ2h, ψ
3
h, ψ
2
f, and ψ
3
f eventuate to
fψ1h; HTg ¼ ∂1ω22 − ∂2ω21 þ 12mf
2
0 ≈ 0;
fψ2h; HTg ¼ ∂2ω11 − ∂1ω12 þ 12mf
1
0 ≈ 0;
fψ1f; HTg ¼ ∂1f22 − ∂2f21 þ 12mh
2
0 ≈ 0;
fψ2f; HTg ¼ ∂2f11 − ∂1f12 þ 12mh
1
0 ≈ 0; ð107Þ
which determine the Lagrange multipliers h10, h
2
0, f
1
0, f
2
0,
respectively. This indicates that the constraints ψ1h, ψ
2
h, ψ
1
f,
and ψ2f are second class. Consistency of the constraints ψ
0
f
and ψ0h produce two new constraints as follows
Σ1 ≡ fψ0h;HTg ¼ h21 − h12;
Σ2 ≡ fψ0f; HTg ¼ f21 − f12: ð108Þ
For consistency of these new constraints we have
fΣ1; HTg ¼ −σðf11 þ f22Þ þ 2σf00 þ 2∂2h10 −m∂1h20;
fΣ2; HTg ¼ m2ðh11 þ h22Þ þ 2σh00 þ 2∂2f10 −m∂1f20:
ð109Þ
Equations (109) determine h00 and f
0
0, which means that the
constraints Σ1 and Σ2 as well as their parents ψ0f and ψ0h are
second class. Therefore, the theory of NMG in the linear
limit has 6 first class and 8 second class constraints. Using
the formula (21), we can count the number of degrees of
freedom in phase space as
24 − 6 × 2 − 8 × 1 ¼ 4; ð110Þ
which corresponds to 2 degrees of freedom in the con-
figuration space.
Again one can verify that primary constraints in the
linear analysis are the linearized versions of the original
primary constraints. The secondary constraints Σ1 and Σ2
are also linearized version of the new constraints e:h and
e:f. In the linearized model we see very clearly that the 4
constraints ψ2h, ψ
3
h, ψ
2
f, and ψ
3
f are originally second class
[see Eq. (107)], while the remaining two constraints ψ0f
and ψ0h make a second class system with the secondary
constraints Σ1 and Σ2.
VI. HAMILTONIAN STRUCTURE OF ZDG
Multimetric gravity theories are generalizations of mas-
sive gravity which have gained considerable attention
recently [27–29]. In three dimensions multimetric theories
in the framework of veilbein formalism can be considered
as CSL theories. Here we concentrate on Zwei-Dreibein
gravity (ZDG) proposed in [10] which deals about two
interacting vielbeins eaμ and e´aμ and theirs associated spin-
connections ωaμ and ω0aμ, respectively. Hence, in ZDG we
have four flavors.
Absence of the Boulware-deser (BD) ghost [30], like
every other gravitational theory, is an essential point in
multimetric gravity and specially in ZDG. Under lineari-
zation of the theory around the AdS solution [10], the
Lagrangian density divides into a massless and a massive
Pauli-Fierz divisions. It is well known that ordinary
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massless gravity has no dynamical degree of freedom in
three dimensions, while the massive gravity has two
degrees of freedom. Hence, the linearized ZDG possesses
two degrees of freedom. Our experience about TMG and
NMG showed that the number of degrees of freedom in the
physical sector of the non linearized theory is the same as
what found in the linearized version of the theory. Hence,
the Boulware-Deser ghost would be absent if the
Hamiltonian analysis of the theory supports this result,
i.e., two dynamical degrees of freedom in the physical
sector of the theory.
As stated in Sec. III for CSL theories, for four flavors of
ZDG we have 24 canonical variables and 12 primary
constraints. Based on this fact, the authors of Ref. [11]
argued that in order to generate LLT and diffeomorphism
one needs to have 6 first class constraints. According to this
analysis there remain 6 second class constraints and the
number of degrees of freedom using the formula (21) reads
24 − 6 × 2 − 6 × 1 ¼ 6; ð111Þ
which is equivalent to 3 degrees of freedom in configura-
tion space. Hence, Ref. [11] deduced that the ZDG theory
has goast. However, they do not specify which constraints
are generators of LLT and which are generators of
diffeomorphism.
In response to this opposition, authors of Ref. [10]
pointed to two more constraints which emerge by manipu-
lating the equations of motion similar to what stated
generally in Eqs. (46) and (47). These two second class
constraints solve the problem of one more degrees of
freedom. However, the exact algebra of the constraints and
the generators of symmetries are not distinguished in the
existing literature. Moreover, the exact way of emerging the
new constraints in the canonical treatment of the theory as
indicating the physical subregion of the phase space is not
well understood yet. In the following we present this
process in full details.
The Lagrangian of ZDG model is
L ¼ −σe:RðωÞ − e0:Rðω0Þ þm
2
2
ðβ1e:e × e0 þ β2e0:e0 × eÞ;
ð112Þ
where the primed fields represent second gravity fields
and interaction terms appear by multipliers β1 and β2.
Comparing with Eq. (35), the nonvanishing coefficient grs
and frst are as follows
geω ¼ −σ; ge0ω0 ¼ −1;
feωω ¼ −σ; fe0ω0ω0 ¼ −1;
feee0 ¼ m2β1; fe0e0e ¼ m2β2: ð113Þ
The Lagrangian density corresponding to Lagrangian
(112) is
L ¼ σ
2
ϵijei: _ωj þ
σ
2
ϵijωi: _ej þ
1
2
ϵije0i: _ω
0
j þ
1
2
ϵijω0i: _e
0
j
þ e0:ϕe þ ω0:ϕω þ e´0:ϕe0 þ ω´0:ϕω0 ; ð114Þ
where ϕ’s are primary constraints as follows
ϕaω ¼ −σϵij∂ieaj − σ2 ϵ
ijϵabce
b
iω
c
j ;
ϕaω0 ¼ −ϵij∂ie´aj −
1
2
ϵijϵabce´
b
i ω´
c
j ;
ϕae ¼ −σϵij∂iωaj − σ2 ϵ
ijϵabcω
b
iω
c
j þm2
β1
2
ϵijϵabce
b
i e´
c
j
þm2 β2
2
ϵijϵabce´
b
i e´
c
j ;
ϕae0 ¼ −ϵij∂iω´aj −
1
2
ϵijϵabcω´
b
i ω´
c
j þm2
β2
2
ϵijϵabce´
b
i e
c
j
þm2 β1
2
ϵijϵabce
b
i e
c
j : ð115Þ
The kinetic term in Lagrangian density (114) determines
nonvanishing Poisson brackets as
feai ðxÞ;ωbj ðx0Þg ¼ fe´ai ðxÞ; ω´bj ðx0Þg ¼ ϵijηabδ2ðx − x0Þ:
ð116Þ
In Appendix A we calculate Poisson brackets among
primary constraints ϕ. In contrast to TMG and NMG
discussed above, here neither ϕω nor ϕω0 commute with
the other constraints. However, on the basis of physical
grounds we expect that the combination ϕaW ¼ ϕaω þ ϕω0
act as the generator of LLT’s. Fortunately our guess is
agreed directly by using the Poisson brackets given in
appendix A. We can see that ϕW are first class. So, as
before, the LLT’s are unlimited gauge transformation
through the whole phase space.
Using our experiences in TMG and NMG, let consider
the generator of diffeomorphism, which as before [see
Eqs. (68) and (95)] read
ψμ ¼ eaμϕae þ e´aμϕae0 þ ωaμϕaω þ ω´aμϕaω0 : ð117Þ
We need to consider 6 more constraints together with ϕW
and ψμ to form a new basis for the constraint surface
[instead of the constraints of Eq. (115)]. A simple choice
may be ϕω itself and say ϕak ¼ β1ϕae − β2ϕae0. The algebra of
the constraints in the new basis of ψμ, ϕk, ϕW , and ϕω is as
follows
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fϕaω;ϕbωg ¼ 0;
fψμ;ϕbkg ≈ ðβ1ebμ þ β2e´bμÞϵijðωi − ω0iÞ:ðβ1ej þ β2e0jÞebμ;
fϕak;ϕbkg ≈ β21β2ϵabc ϕce þ β22β1ϵabc ϕce0 ;
fϕak;ϕbωg ≈ β1β2ϵijebi e´aj − β1β2ϵijeai e´bj − β21ϵijeai ebj
− β22ϵijeai e´bj ;
fψμ;ϕbωg ≈ ðβ1ebμ þ β2e´bμÞϵijðei:e0jÞ;
fψμ;ψνg ≈ ðeaμe´aν þ eaν e´aμÞϵijðωi − ω0iÞ:ðβ1ej þ β2e0jÞ
þ ðβ1ebμ þ β2e´bμÞðων þ ω0νÞϵijðei:e0jÞ;
þ ðebν þ e´bνÞðωμ þ ω0μÞϵijðei:e0jÞ: ð118Þ
The requirement that ψμ be first class in the physical sector
of the theory is fulfilled if we impose two new constraints Γ
and Ω as
Γ≡ ϵijðei:e0jÞ ≈ 0;
Ω≡ ϵijðωi − ω0iÞ:ðβ1ej þ β2e0jÞ ≈ 0: ð119Þ
It can be seen from Eqs. (118) that on the surface the
constraints (including new constraints) the rank of the
matrix of Poisson brackets is 4. This means that among
the constraints ϕω and ϕk four ones have been remained
second class on the surface of new constraints. On the other
hand, the new constraints Γ and Ω, as in the case of NMG,
do not commute with the other constraints. We may choose
the remaining two constraints among ϕω and ϕk as
conjugates of the new constraints. Hence, the set of
constraints ϕω, ϕk, Γ and Ω constitute a system of second
class constraints. In this way the system possesses 8 second
class and 6 first class constraints. The number of dynamical
degrees of freedom from Eq. (21) read
24 − 6 × 2 − 8 × 1 ¼ 4; ð120Þ
which is the desired result in agreement with Ref. [12].
Again it can be easily checked that by inserting the
coefficients given in Eq. (114) for ZDG and by suitable
choice of indices in Eq. (47), one may find the new
constraints (119) in an other way. However, it worth
emphasize again that the constraints (119) are not the
natural consequence of the consistency procedure of the
constraints, unless one employs additional assumption of
the invertibility of the veilbeins.
VII. CONCLUSIONS
In an ordinary constrained system a constraint is either
primary which emerge due to singularity of the Lagrangian
or is secondary which results from the Poisson brackets of
the primary constraints with the canonical Hamiltonian
[13,14,31]. It should be noted that every algebraic equation
which is the result of mathematical manipulations of the
primary constraints can not be considered as a secondary
constrained. In fact, the way a constraint appears in the
process of Hamiltonian analysis of a system is of great
importance, for example in the role of that constraint in
generating symmetries of the system.
In this paper we found a new feature of constrained
system which was not recognized yet. It was well known in
some older references of constrained systems [26] that the
rank of the matrix of Poisson brackets may vary in different
parts of the phase space. However, to the best of our
knowledge, this point has not been considered as a new
source of emerging constraints in a system.
We saw that by factorizing the determinant of the matrix
of Poisson brackets of the second class constraints and
indicating the “vanishable factors,” one may find a new set
of constraints. These constraints define some limited sub-
space of the phase space on which the physical properties,
including symmetries of the system, may differ from
elsewhere of phase space.
For CSL theories the dynamical properties of the system
is not interesting in the ordinary constraint surface of
the theory. In fact it gives a singular metric. However, we
found that the rank of the matrix of Poisson bracket of
second class constraints with non vanishing ordinary
determinant changes on the surface of some new con-
straints. Fortunately on this subspace, first, the vielbeins
are invertible and give a nonsingular metric and second, the
diffeomorphism gauge symmetry finds its generators as
new first class constraints.
We also observed that the linearized version of these
models live on the physical sector of the system and
naturally have enough number of degrees of freedom,
i.e., the same as ordinary system in the physical sector.
We worked with zero cosmological constant. Treating
with a nonzero cosmological constant is achieved, in
vielbein framework, by adding the term (Λ
6
εabceaebec) to
the Lagrangian of TMG and NMG and two similar copies
to ZDG. Since this term is not kinetic, the fundamental
Poisson brackets among the fields do not change. The only
change is appearance of the additional term Λ
2
ϵijϵabcebi e
c
j in
the constraint ϕae in all three models considered (plus a
similar term in ϕae0 in ZDG). Direct calculation shows that
the new terms do not make any change in the constraint
structure of the original models. Although the dynamics of
the dynamical variables (which have been remained in the
reduced phase space) would change considerably, similar-
ity in the constraint structure leads to the same number of
degrees of freedom. Hence, we conclude that our main
results do not change for the original models. However,
for the linearized model one should expand the fields
around the AdS or de Sitter solutions, depending on the
sign of the cosmological constant. The dynamical structure
of the linearized models in each case is well known and the
number of degrees of freedom agree with the above results
for zero cosmological constant.
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APPENDIX A: CONSISTENCY
OF CONSTRAINTS
In this Appendix we illustrate some details that appear
during the process of consistency of constraints. As we said
in the text, since the total Hamiltonian is a linear combi-
nation of the constraints, consistency of constraint ϕar ðxÞ
leads to Eq. (43) asZ
d2x0fϕar ðxÞ;ϕbs ðx0Þgasb0 ðx0Þ ≈ 0: ðA1Þ
Using Eq. (39) the general form of the primary constraints
is as follows
ϕar ðxÞ ¼ εijgrm∂iamaj ðxÞ þ 12 ε
ijεacdfrsta
sc
i ðxÞatdj ðxÞ: ðA2Þ
It is obvious from Eq. (A2) that each constraint includes
two types of terms, the terms with spatial derivative of the
fields and the terms that are quadratic with respect to the
fields. Therefore, in the process of obtaining the Poisson
bracket between two constraints three kinds of terms emerge,
i.e., fderivative; derivativeg, fquadratic; quadraticg, and
fderivative quadraticg. The second kind of terms are again
quadratic terms (times delta function which disappear
under integration over one set of spatial coordinates).
For the other two kinds we should care about the derivatives
of delta functions. The first kind of terms vanish due to the
symmetries as follows
fεijgrs∂iasaj ðxÞ; εklgtu∂ 0kaubl ðx0Þg
¼ εijεklgrsgtu∂i∂ 0kfasaj ðxÞ; atbl ðx0Þg
¼ εijεklgrsgtuεjlηabgst∂i∂ 0kδ2ðx − x0Þ
¼ 2grsgtugstηabεki∂i∂kδ2ðx − x0Þ ¼ 0: ðA3Þ
The most important part of calculation corresponds to the
third kind of terms. Let us consider, for example, a term like
this (appearing in fϕ1ωðxÞ; HTg of the TMG)Z
d2x0ω20ðx0Þf∂1e12ðxÞ;−e32ðx0Þh11ðx0Þg
¼
Z
d2x0ω20ðx0Þe32ðx0Þ∂1δ2ðx − x0Þ: ðA4Þ
The interesting point is that we can find a partner term in the
same Poisson bracket which gives similar result in which
∂iδ2ðx − x0Þ is replaced by ∂ 0iδ2ðx − x0Þ and the argument
of the dynamical field changes. Fortunately this is the case
for all Chern-simons-like models considered in this paper.
For example in fϕ1ωðxÞ; HTg we have also the following
term
Z
d2x0ω20ðx0Þfe32ðxÞh21ðxÞ; ∂ 01e12ðx0Þg
¼
Z
d2x0ω20ðx0Þe32ðx0Þ∂ 01δ2ðx − x0Þ: ðA5Þ
Summing the above terms, and putting the result in the
expression of fϕ1ωðxÞ; HTg, which contains multiplication
with undetermined function ω20 and finally integration over
x0, we find
fϕ1ωðxÞ; Hg ¼    þ
Z
ω20ðx0Þ∂ 01δ2ðx − x0Þðe32ðxÞ
− e32ðx0ÞÞd2x0; ðA6Þ
where dots represent other terms in the expression.
Integrating by parts, the corresponding term in fϕω; Hg
reads
Z
d2x0ω20ðx0Þ∂ 01δ2ðx − x0Þðe32ðxÞ − e32ðx0ÞÞ
¼ −
Z
d2x0ω20ðx0Þδ2ðx − x0Þ∂ 01ðe32ðxÞ − e32ðx0ÞÞ
−
Z
d2x0∂ 01ω20ðx0Þδ2ðx − x0Þðe32ðxÞ − e32ðx0ÞÞ: ðA7Þ
The last term in Eq. (A7) vanishes due to the delta function.
We have finally
Z
d2x0ω20ðx0Þ∂ 01δ2ðx − x0Þðe32ðxÞ − e32ðx0ÞÞ
¼ ω20ðxÞ∂1e32ðxÞ: ðA8Þ
In this way we can write the following relation:
fderivative; quadraticg þ fquadratic; derivativeg
¼ derivative × δ2ðx − x0Þ: ðA9Þ
Hence, the Poisson brackets among the constraints give
expressions which have the same structure as the constraints,
i.e., derivativeþ quadratic.
Direct calculation using the fundamental Poisson brack-
ets (53) and inserting the particular values (49) of grs and
frst for the case of TMG gives the following result
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fϕaωðxμÞ;ϕbωðx0μÞg¼ ϵabc ϕcωðxμÞ;
fϕaωðxμÞ;ϕbhðx0μÞg¼ ϵabc ϕchðxμÞ;
fϕaωðxμÞ;ϕbeðx0μÞg¼ ϵabc ϕceðxμÞ;
fϕaeðxμÞ;ϕbhðx0μÞg¼−ϵabc ϵij∂iωcjðxμÞ−μ2ϵ
ijeci h
c
jðxμÞδab
−
μ
2
ϵijeai ðxμÞhbj ðxμÞ−
1
2
ϵijωai ðxμÞωbj ðxμÞ;
fϕaeðxμÞ;ϕbeðx0μÞg¼−
μ
2
ϵijhai ðxμÞhbj ðxμÞ;
fϕahðxμÞ;ϕbhðx0μÞg¼−
μ
2
ϵijeai ðxμÞebj ðxμÞ: ðA10Þ
For the new constraint Γ≡ e:h ¼ 0 we have
fΓðxμÞ;ϕaωðx0μÞg ¼ 0;
fΓðxμÞ;ϕahðx0μÞg ¼ ϵij∂ieaj ðxμÞ þ 12 ϵ
a
bcϵ
ijebi e
c
j
þ 1
2
ϵabcϵ
ijebiω
c
j ;
fΓðxμÞ;ϕaeðx0μÞg ¼ ϵij∂ihaj ðxμÞ þ 12 ϵ
a
bcϵ
ijebi h
c
j
þ 1
2
ϵabcϵ
ijhbiω
c
j : ðA11Þ
A multiplicative factor of δ2ðx − x0Þ should be understood
in the right-hand side of all above and below Poisson
brackets.
For NMG with fundamental Poisson brackets in Eq. (88)
we find
fϕaωðxμÞ;ϕbωðx0μÞg¼ϵabc ϕcωðxμÞ;
fϕaωðxμÞ;ϕbhðx0μÞg¼ϵabc ϕchðxμÞ;
fϕaωðxμÞ;ϕbeðx0μÞg¼ϵabc ϕceðxμÞ;
fϕaωðxμÞ;ϕbfðx0μÞg¼ϵabc ϕcfðxμÞ;
fϕaeðxμÞ;ϕbhðx0μÞg¼ϵabc ϵij∂iωcjðxμÞ−ϵ
ij
2
fci ðxμÞecjðxμÞδab
−
ϵij
2
ωai ðxμÞωbj ðxμÞ−
ϵij
2
eai ðxμÞfbj ðxμÞ;
fψaeðxμÞ;ψbfðx0μÞg¼ϵabc ϵij∂ifcjðxμÞþϵ
ij
2
eci ðxμÞhcjðxμÞδab
þ ϵ
ij
2m2
fai ðxμÞωbj ðxμÞ−
ϵij
2m2
fbi ðxμÞωaj ðxμÞ
þ1
2
ϵijebi ðxμÞhaj ðxμÞ;
fϕaeðxμÞ;ϕbeðx0μÞg¼
1
2
ϵijfai ðxμÞhbj ðxμÞ−
1
2
ϵijfbi ðxμÞhaj ðxμÞ;
fϕahðxμÞ;ϕbfðx0μÞg¼
1
2
ϵijeai ðxμÞebj ðxμÞ;
fϕahðxμÞ;ϕbhðx0μÞg¼0;
fϕafðxμÞ;ϕbfðx0μÞg¼ϵabc ϕchðxμÞ: ðA12Þ
Finally, Poisson brackets among primary constraints of
ZDG are obtained as
fϕaeðxμÞ;ϕbeðx0μÞg ≈m2β1e´ai ðxμÞωbj ðxμÞ −m2β1e´bi ðxμÞωaj ðxμÞ þm2β1e´ai ðxμÞω´bj ðxμÞ −m2β1e´bi ðxμÞω´aj ðxμÞ;
fϕaeðxμÞ;ϕbωðx0μÞg ≈m2β1
ϵij
2
eci ðxμÞe´cjðxμÞδab þm2β1
ϵij
2
e´ai ðxμÞe´bj ðxμÞ −m2β1
ϵij
2
ebi ðxμÞe´aj ðxμÞ;
fϕaeðxμÞ;ϕbe0 ðx0μÞg ≈m2β1
ϵij
2
eci ðxμÞωcjðxμÞδab −m2β1
ϵij
2
ebi ðxμÞωaj ðxμÞ þm2β1
ϵij
2
eci ðxμÞω´cjðxμÞδab
þm2β1
ϵij
2
ebi ðxμÞω´aj ðxμÞ þm2β2
ϵij
2
e´ci ðxμÞωcjðxμÞδab −m2β2
ϵij
2
e´ai ðxμÞωbj ðxμÞ
þm2β2
ϵij
2
e´ci ðxμÞω´cjðxμÞδab −m2β2
ϵij
2
e´ai ðxμÞω´bj ðxμÞ;
fϕaeðxμÞ;ϕbω0 ðx0μÞg ≈ −
ϵij
2
eci ðxμÞe´cjðxμÞδab þm2β1
ϵij
2
ebi ðxμÞe´aj ðxμÞ þm2β2
ϵij
2
e´ai ðxμÞe´bj ðxμÞ;
fϕaωðxμÞ;ϕbωðx0μÞg ¼ 0;
fϕaωðxμÞ;ϕbe0 ðx0μÞg ≈ −m2β2
ϵij
2
eci ðxμÞe´cjðxμÞδab þm2β2
ϵij
2
ebi ðxμÞe´aj ðxμÞ þm2β1
ϵij
2
eai ðxμÞebj ðxμÞ;
fϕaωðxμÞ;ϕbω0 ðx0μÞg ¼ 0;
fϕae0 ðxμÞ;ϕbe0 ðx0μÞg ≈m2β2eai ðxμÞω´bj ðxμÞ −m2β2ebi ðxμÞω´aj ðxμÞ þm2β2eai ðxμÞωbj ðxμÞ −m2β2ebi ðxμÞωaj ðxμÞ
fϕae0 ðxμÞ;ϕbω0 ðx0μÞg ≈m2β2
ϵij
2
e´ci ðxμÞecjðxμÞδab þm2β2
ϵij
2
eai ðxμÞebj ðxμÞ −m2β2
ϵij
2
e´bi ðxμÞeaj ðxμÞ;
fϕaω0 ðxμÞ;ϕbω0 ðx0μÞg ¼ 0. ðA13Þ
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APPENDIX B: SYMMETRIES AND
GENERATORS
In the process of analyzing the CSL theories in form
formulation, we expect to find two gauge transformation
related to two symmetries of the theory, i.e., Local lorentz
transformation which exist because we have freedom to
chose local Lorentz frame and diffeomorphism which is
the basic symmetry of covariant system and exist in the
metric formulation too. In this Appendix we show that the
generators of these symmetries are the specified first class
constraints (indicated in the text), which emerge in the
canonical structure of the system.
Let begin with LLT symmetry. It is well known [32] that
under LLT infinitesimal gauge transformation basic fields e
and ω vary as follows
δeaμ ¼ −αabebμ;
δωaμ ¼ −αabebμ þ
1
2
ϵabc∂μαbc; ðB1Þ
and other auxiliary one form vary like
δAaμ ¼ −αabAbμ; ðB2Þ
where αab is antisymmetric infinitesimal lorentz parameter.
In the models we studied, first class constraints which
generate unlimited gauge transformation are generator of
LLT symmetry. This includes ϕω for TMG and NMG and
ϕW for ZDG. Assume the following gauge generating
functional for TMG and NMG
Φω ¼
Z
εaklα
klϕaωd2x; ðB3Þ
and the following for ZDG
ΦW ¼
Z
εaklα
klðϕaω þ ϕaω0 Þd2x: ðB4Þ
Using the fundamental Poisson brackets (53) and (89)
given in the text and the explicit form of the constraints
ϕω in Eqs. (52) and (87) we find directly the following
relations for NMG
fΦω; eμag ¼ −αabebμ;
fΦω; hμag ¼ −αabhbμ;
fΦω; fμag ¼ −αabfbμ;
fΦω;ωμag ¼ −αabωbμ þ
1
2
εabc∂μαbc ðB5Þ
and similar relations for TMG, except the third one. Similar
treatments for ZDG by using the fundamental Poisson
brackets (116) and explicit form of the constraints ϕω
and ϕω0 from (115) gives
fΦW; eμag ¼ −αabebμ;
fΦW;ωμag ¼ −αabωbμ þ
1
2
εabc∂μαbc;
fΦW; e0μag ¼ −αabe0bμ;
fΦW;ω0μag ¼ −αabω0bμ þ
1
2
εabc∂μαbc: ðB6Þ
The right-hand side of Eqs. (B5) and (B6) are exactly in the
expected form of Eqs. (B1) and (B2). This shows that Φω
and ΦW given in Eqs. (B3) and (B4) are generators of LLT
in TMG, NMG and ZDG respectively.
About diffeomorphism symmetry, it is well known that
variation of any one form Aμ under infinitesimal gauge
transformation is
δAμ ¼ ξν∂νAμ þ Aν∂μξν ¼ ξνð∂νAμ − ∂μAνÞ þ ∂μðAνξνÞ;
ðB7Þ
where the vector ξν indicates the infinitesimal diffeomor-
phism variation of coordinates as xμ → xμ − ξμ. Let us
define the generating functional Ψ as
Ψ ¼
Z
ξμψμd2x; ðB8Þ
where generators ψμ are given in Eqs. (68), (95), and (117)
for TMG, NMG, and ZDG respectively.
Using the fundamental Poisson brackets it can directly
verified that
fΨ; eμag ¼ ξν∂νeaμ þ eaν∂μξν;
fΨ; hμag ¼ ξν∂νhaμ þ haν∂μξν;
fΨ; fμag ¼ ξν∂νfaμ þ faν∂μξν;
fΨ;ωμag ¼ ξν∂νωaμ þ ωaν∂μξν: ðB9Þ
for TMG (except the third relation) and NMG. While for
ZDG we find
fΨ; eμag ¼ ξν∂νeaμ þ eaν∂μξν;
fΨ;ωμag ¼ ξν∂νωaμ þ ωaν∂μξν;
fΨ; e´μag ¼ ξν∂νe´aμ þ e´aν∂μξν;
fΨ; ω´μag ¼ ξν∂νω´aμ þ ω´aν∂μξν: ðB10Þ
Comparing to Eq. (B7), Eqs. (B9) and (B10) indicate
that ψμ in all cases considered are generators of
diffeomorphism.
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