Let P and Q be idempotents on a Hilbert space H. The minus order P Q is defined by the equation P Q = QP = P. In this note, we first present some necessary and sufficient conditions for which the supremum and infimum of idempotents P and Q exist with respect to the minus order. Also, some properties of the minimum Q or are characterized, where Q or =min {P ′ : P ′ is an orthogonal projection on H with Q P ′ }.
and (H, J) is called a Krein space [1] . Let B(H) Id and P(H) be the set of all idempotents and orthogonal projections on H, respectively. For P ∈ B(H) Id , if ran(P ) = M and ker(P ) = N, then P is called the idempotent operator onto M along N. An idempotent P ∈ B(H) Id is said to be a J-projection, if P = JP * J. The existence of J-(positive) projections and its properties are studied in [12] [13] [14] [15] .
As usual, the operator order (Loewner partial order) A ≤ B between two bounded selfadjoint operators is defined as A− B ≤ 0. For P, Q ∈ B(H) Id , we write P Q if P Q = QP = P. This relation defines a partial order on B(H) Id . Indeed, it follows from [5, Definition 3.1 or 16 Definition 1] that this partial order is equivalent to the minus partial order which is confined to B(H) Id . The minus partial order is a well known order defined and studied for matrices and later on for operators acting on Hilbert spaces by many authors (see [3, 5, 16, 17] ). It is trivial that P Q if and only if P ≤ Q for P, Q ∈ P(H). For P, Q ∈ B(H) Id , we denote by P ∨ Q the supremum, equivalently, the least upper bound of P and Q with respect to the partial order , if it exists. To be more precise, P ∨ Q is an idempotent, uniquely determined by the following For a given partial order of B(H), studying its lattice properties is an interesting problem. That is equivalent to giving the necessary and sufficient conditions for the existence of supremum and infimum for two arbitrary operators with respect to this partial order. For the operator order and the star partial order, the existence of infimum and supremum have been studied in different contexts (see Refs. [2, [6] [7] [8] [9] [10] [11] 19] ). However, for the minus partial order of B(H), studying its lattice properties seems difficult. The conditions for which the supremum and infimum of B(H) with respect to the minus partial order exist have not yet been discovered. In this note, we shall make some attempts in this topic. In Section 2, we mainly consider the lattice properties of B(H) Id with respect to the minus partial order. We present the necessary and sufficient conditions for which P ∨ Q exists and characterize the specific structures of P ∨ Q if it exists.
In Section 3, we first give the existence of Q or and Q or . Then we extend a similar result for the J-projections. That is, we get that Q or and Q or are J-projections, if Q is a J-projection. Also, if P ∈ P(H) is a J-projection, we present the equivalent condition under which there is a J-projection Q ∈ B(H) Id \{P(H)} such that Q or = P.
2
Conditions for the existence of P ∨ Q and P ∧ Q Let us recall the notation of minus partial order of B(H). The following lemma is obvious from the definition. Lemma 2.2. Let P ∈ P(H) and Q ∈ B(H) Id . Then (a) P Q ⇐⇒ P Q or ⇐⇒ P ≤ Q or .
The following proposition give the equivalence between the existence of P ∨ Q and the existence of (I − P )∧ (I − Q).
Then the following statements are equivalent:
Proof. (i) ⇒ (ii). If P ∨ Q = Q 0 , then P Q 0 and Q Q 0 , which imply P * Q * 0 and Q * Q * 0 from Lemma 2.1.
Let Q ′ ∈ B(H) Id satisfy that P * Q ′ and Q * Q ′ . By Lemma 2.1, we get Proof. (i) Sufficiency. Let Q ′ ∈ B(H) Id satisfy Q Q ′ and P Q ′ . Using Lemma 2.1, we (ii) follows from above (i) and Proposition 2.3. ✷ The following proposition presents the relation between the existence of P ∨ Q and P or ∨ Q or . Proposition 2.6. Let P, Q ∈ B(H) Id . Then (a) P or ∨ Q or exists and P or ∨ Q or = P or ∨ Q or , where P or ∨ Q or is the orthogonal projection onto the closed subspace R(P or ) + R(Q or ).
On the other hand, P P or and Q Q or imply P, Q P or ∨ Q or . Thus
Then P ∨ (I − P ) = I follows from Theorem 2.5.
(ii) Clearly, P P or implies P * P or . Let Q ∈ B(H) Id satisfy that P Q and P * Q. Then QP = P Q = P and P * Q = QP * = P * , so Q(P + P * ) = (P + P * )Q = P + P * , which yields R(P + P * ) ⊆ R(Q) ∩ R(Q * ). Thus QP or = P or = Q * P or follows from following Proposition 3.3 (iii), which says P or Q. Then P ∨ P * = P or as desired.
(iii) follows from Theorem 2.5 (ii). ✷ Corollary 2.8. Let P ∈ B(H) Id . Then P R(P +P * ) ∨ P R(2I−P −P * ) = I.
Proof. By Corollary 2.7 (i) and Proposition 2.6 (b), we know that P or ∨ (I − P ) or = I. Then
The following theorem characterize an equivalent condition for the existence of P ∨ Q with Proof
Setting
we conclude from Lemma 2.4 that
Case 2. Suppose that Q 2 y = y. As N (Q 2 ) = {0}, we take a vector 0 = z ∈ N (Q 2 ). Then
Combining (2.5) and (2.6), we get a contradiction by replacing y with y + z as in Case 1. Thus we have N (Q 2 ) = N (P ) ∩ N (Q), which yields
In the following, we show that R(Q 2 ) = R(P ) + R(Q). Conversely, assume that R(P ) + R(Q) R(Q 2 ). Then there exists x = 0 such that x ∈ R(Q 2 ) and x / ∈ R(P ) + R(Q), so
Setting a subspace
we know that (ii) R(P P * + QQ * ) = R(P * P + Q * Q) = H;
Proof. Then the assumption of (iii) is equivalent to (2.8), which implies (i) ⇐⇒ (iii) as desired. ✷ Corollary 2.11. Let P, Q ∈ B(H) Id and J be a symmetry. If P and Q are commutative with J and P ∨ Q exists, then P ∨ Q is commutative with J and P ∨ Q = min {Q ′ : P, Q Q ′ and Q ′ is commutative with J}.
Proof. As J is a symmetry, we conclude that J has the operator matrix form In this section, we consider properties of the Q or and Q or . To show our main results, the following two lemmas are needed. 
Proof. It is easy to check that M is a reducing subspace of Q and Q | M = I. Thus Q has the operator matrix form (3.1). If y ∈ R(Q) ⊖ M and Q * 1 y = 0, then Qy = y = Q * y which yields y ∈ M, and hence y = 0. This implies that N (Q * 1 ) = 0, so Q 1 has dense range. ✷ 
Proof. It is a direct verification. ✷ The following proposition gives some specific structures of Q or and Q or . (ii) is trivial from Lemma 2.1 and the definitions of Q or and Q or . Proof. Suppose that Q has the form as (3.1). Then by Lemma 3.2 we have |Q| = (Q * Q)
which means y = Q * 1 x. Using the first equation of (3.3), we have
which implies Q 1 Q * 1 x = 0. Since Q * 1 is injective, it follows x = 0, which yields y = Q * 1 x = 0. Thus N ( Q − I) = {0}, so Q or = P N (I−|Q|) follows from Proposition (i). Furthermore, Proposition 3.3 (ii) implies P N (2I−Q−Q * ) = I − (I − Q) or = Q or .
✷ Lemma 3.6. Let P, Q ∈ B(H) Id . Then P or Q or if and only if Q = P or + Q 1 , where Q 1 ∈ B(H) Id and P or Q 1 = Q 1 P or = 0.
Proof. Sufficiency is straightforward. Necessity. Let Q 1 = Q − P or . Then
and P or Q 1 = P or Q − P or = 0 = QP or − P or = Q 1 P or .
✷
The following theorem characterize a necessary and sufficient condition under which P or Q or for all Q ∈ B(H) Id with P ≺ Q (P ≺ Q denotes P Q and P = Q). Proof. Sufficiency. If P ∈ P(H) and P ≺ Q, then P or = P Q or is obvious. Furthermore, it is easy to verify that dimR(P ) ⊥ ≤ 1 and P ≺ Q imply P = I or Q = I, so desired conclusion holds.
Necessity. Let us assume that dimR(P ) ⊥ ≥ 2 and P / ∈ P(H), and see what happens. Let P be as (3.1). That is
where M = R(P ) ∩ R(P * ) and P 1 ∈ B(R(P ) ⊥ , (R(Q) ⊖ M )) has dense range. 
where Q 2 = 0, I and Q 2 ∈ B(R(P ) ⊥ ) Id (Q 2 exists, as dimR(P ) ⊥ ≥ 2). By a direct calculation, we get Q 2 = Q and P Q = QP = P, and hence P ≺ Q.
On the other hand, N (P + P * ) = 0 follows from N (P 1 ) = 0 and N (P * 1 ) = 0. And by Proposition 3.3, we have P or = I. However, (Q − P or )P or = Q − I = 0, so Lemma 3.6 yields that P or Q or . This is a contradiction. Hence P ∈ P(H). 
where 0 = Q 11 ∈ B(N (P 1 ), N (P 1 ) ⊥ ). A direct calculation implies Q ′2 = Q ′ and P Q ′ = Q ′ P = P, which yields P ≺ Q ′ .
Using Proposition 3.3 again, we get that P or = diag(I 1 , I 2 , I 3 , 0), which yields P or (Q ′ − P or ) = 0. Then Lemma 3.6 implies that P or Q or . This is a contradiction. Hence, if dim(R(P )) ⊥ ≥ 2, then P ∈ P(H), so Necessity holds. ✷ Corollary 3.4 above shows that if Q ∈ B(H) Id is a J-projection, then Q or ∈ P(H) is a J-projection. A natural problem is that whether there is a J-projection Q ∈ B(H) Id \{P(H)} such that Q or = P, if P ∈ P(H) is a J-projection. The following result gives the answer of this problem. Proof. (i) Sufficiency. Since (I ± J)P = 0 and JP = P J, J has the operator matrix form
where J 1 , J 2 are symmetries with J 1 = ±I 1 . Thus there exist unit vectors Conversely, we assume that (I − J)P = 0. Then P = JP, so J has the operator matrix form
Owing to Proposition 3.3 and the equation Q or = P, we get that N (Q + Q * ) = R(P ) ⊥ , so for all x ∈ R(P ) ⊥ , we have
On the other hand, it follows from the equation JQ = Q * J that
which implies Q 11 = Q * 11 and Q 12 = Q * 21 J ′ . 
which implies
Then (3.4) induces Q 22 = 0 and J ′ Q 21 Q * 21 J ′ = 0, so Q 21 = 0. Thus Q 2 11 = Q 11 by (3.6). Using (3.5) again, we get that Q 12 = 0 and Q 11 ∈ P(R(P )), which means
This is a contradiction with the assumption Q ∈ B(H) Id \{P(H)}. Therefore, (I − J)P = 0 as desired. In a similar way, we have (I + J)P = 0. (ii) follows from above (i) and Proposition 3.3 (ii). ✷ The following result shows the specificity of Q−P ∈ B(H) + , when P Q for P, Q ∈ B(H) Id . Proposition 3.9. Let P, Q ∈ B(H) Id . If P Q, then the following statement are equivalent:
(i) Q − P ≥ 0; (ii) Q − P is self-adjoint; (iii) Q − P is an orthogonal projection; (iv) Q + Q * ≥ P + P * . Proof. (i) ⇒ (ii) is obvious.
(ii) ⇒ (iii). As P Q = QP = P, we know that (Q − P ) 2 = (Q − P )(Q − P ) = Q 2 − QP − P Q + P 2 = Q − P.
Thus (ii) implies that Q − P is an orthogonal projection as desired. Thus Qx, Jy = Jx, Qy follows from the fact that Q n are J-projection for n = 1, 2, · · · . Then JQ = Q * J, and hence Q is J-projection. For any n 0 ∈ Z + , if n ≥ n 0 , then Q n 0 Q n implies Q n 0 Q n = Q n Q n 0 = Q n 0 . Thus Q n 0 x, y = Q n 0 Q n x, y −−−→ n→∞ Q n 0 Qx, y , which implies that Q n 0 x, y = Q n 0 Qx, y . Analogously, we have Q n 0 x, y = QQ n 0 x, y . Thus QQ n 0 = Q n 0 Q = Q n 0 , that is Q n 0 Q, and hence Q or n 0 Q or . As {Q or n } is a increasing sequence, then there exists an orthogonal projection P such that Q or n W OT ր P, which implies P Q or . On the other hand, it is clear that (P Q − Q)x, y = (P Q − P Q n )x, y + (P Q n − Q)x, y = P (Q − Q n )x, y + (P Q or n Q n − Q)x, y = P (Q − Q n )x, y + (Q n − Q)x, y −−−→ n→∞ 0, so P Q = Q. Similarly, we get that QP = Q. Therefore, Q P, which yields Q or P. Thus P = Q or , so Q or n W OT ր Q or . In a similarly way, we might show that (ii) holds. ✷
