Abstract-This paper addresses the problem of blind source separation in the under-determined case (i.e. less sensors than sources) using a Sparse Component Analysis (SCA) approach. The sources here are considered to be real Polynomial Phase Signals (PPS). Our algorithm consists in including to the classical sparse component analysis a thresholding step to cancel high level noise and a convenient linear transformation which makes the signals become sparse. The simulations results reveal that using a wavelet packet transform, we can separate efficiently a mixture of six polynomial phase signals with only two sensors, even for a low SNR.
I. Introduction
The Blind Source Separation (BSS) is an old signal processing problem [1] : the first practical solutions belongs to the 80es with methods such like Independent Component Analysis (ICA). These methods are relying on the use of 4 th order statistics or on the maximisation of an entropy function (two different ways to use the same method). These methods however suffer from some well-known drawbacks: they can't separate two gaussian sources, higherorder statistics are highly sensible to noise and so these methods are of little use in poor signal-to-noise ratio. These methods don't well solve the under-determined case since they rely on the hypothesis of the independence of the sources which is not enough when there are more sources than sensors. Last, ICA usually suppose that signals are stationary or cyclo-stationary and most ICA algorithms are design for stationary or non-stationary sources.
In this paper we introduce the basis of a new method and it's application to polynomial phase signals. Our solution combines some recent progress in signal representationsthe signals's sparsity -to early proposed algorithms. This property, have a signal with the fewest non-zeros elements possible [2] , has been widely studied in the 90es in signals compression. Its uses in source separation is just beginning and is known [3] as the Sparse Component Analysis (SCA). The algorithm offers four interesting points: firstly, it solves both the over-and under-determined cases. Secondly, our algorithm includes a simple de-noising step which allows to work with poor SNR. Thirdly, SCA deals with stationary and non-stationary signals in the same way. Finally, the method is not affected by the kind of the noise present: in the simulations, we have used gaussian, uniform and impulsive noise with no significant differences.
The algorithm has been applied to Polynomial Phase Signals (PPS) defined by:
commonly used in physical applications for example as a model for Doppler signals. A radar echo can be expressed as x(t) = ρ(t)e jr(t) with r(t) depending of the target's trajectory which is approximated by:
r 0 is the initial phase, v y and a y are the radial velocity and acceleration, v x and a x are the orthogonal velocity and acceleration of the target. Despite their wide use, few works are dedicated to such signals since they are non-stationary signals, a property which is often required in many signal processing algorithms. So only tools for the analysis of a mono-component PPS are existing. Our contribution proposes to use a SCA in order to achieve the BSS of a mixture of PPS of different orders in a noisy situation. In this paper, we only consider PPS with real values.
The first part of this paper introduces the definition of sparse signals, their use in source separation with a trivial example and a rate of sparsity, giving a criterion used to check if a signal is sparse or not. The second part presents the algorithm of sparse source separation in the underdetermined case. The third part considers the use of SCA together with a Short Term Fourier Transform (STFT) or a wavelet packet transform in the separation in noisy context of a mixture consisting in 4 or 6 PPS having different orders, using only 2 sensors. 
II. Sparsity and its benefits in BSS
The use of sparsity in source separation has begun during the years 2000 with the power increase in computers. It gives the only method able to solve with some ease the under-determined case [3] , [4] , with the drawback of time computing which can be long.
Definition 1: Consider the signal x(k) k=1,. . . ,K. This signal is said to be sparse if for almost every k we have: x(k)=0. A. Separation of a mixture of two sparse sources Take the case of a mixture of two sparse sources s 1 (k), s 2 (k) and two sensors [5] , sparsity leads to a special property in a scatterplot diagram {x 1 (k), x 2 (k)}: points are clustering around the directions of the mixture matrix. As a consequence, this mixture matrix can be geometrically estimated by a classification algorithm (Fig 2) .
, 2 of 2 sparse signal, there's a high probability that for each index k of the mixture, ONLY ONE source signal 
All the points on the diagram x 1 versus x 2 would be clustered co-linearly with the vector (a 11 , a 12 )
T if s 1 (k) = 0 and co-linearly with the vector (a 21 , a 22 )
T if s 2 (k) = 0. The diagram seems to be as it was the superposition of the 2 states "s 1 only" and "s 2 only".
So this property allows the estimation of the mixing matrix with the use of a classification algorithm. If some points are outside the clusters, there will still remain enough and with the mixing matrix estimated, the separation of the sources will be possible. The property is still valid with more than two sources and can be extended when each source is a sparse signal otherwise the scatterplot becomes a cloud of points with no structure (Fig 3) .
When some noise is present together with the sources it can induce random alterations in the estimations of the angles, that's why points are only making clusters around the direction of the mixing matrix instead of making lines. As long as the magnitude of most of the noise is below the level of the source, there will remain enough points in order to estimate the mixing matrix and it will be possible to perform a de-noising step simply by thresholding.
B. Rate of the sparsity needed
Defining the rate of sparsity of signal by the percentage of points who are different from zero. The rate which is needed for estimating correctly the mixture matrix depends of the number of the sources. This rate can become high for a limited number of sources (2 or 3 sources).
Property 2: Let us consider the information "the signal is different from zero", we can make a model of the source's sparsity with a law of Bernouilli of parameter q corresponding to the rate of sparsity. Giving this same law to each of the n sources of the mixture and defining M as the number of sources being non-zero in the mixture x(k), we have: It is the probability that in the mixture x(k) of n sources, there are n − 1 sources that are zeros, the last one may or may be not non-zero. Fig 4 next is the plot of these function for different values of n. In [6] , it is given the example of a 3 signals mixture, each one having a sparsity rate of 20%. We could see that some points are not in the clusters (we have P 0.9) but there are enough remaining in order to estimate the mixture matrix, especially if we apply a processing for discarding the cross-signals interfering points. Signals with a sparsity rate between 10 and 20% seem so to be enough to allow the estimation of the mixture matrix and the separation.
III. Algorithm for separating sparse signals
Let us consider a classical linear mixture model and assume that the sources are already sparse:
A ∈ R p×n instantaneous mixing matrix This matrix must be full rank, otherwise some sensors would be useless, but also it is required that all its column vectors must be independent 2 by 2. The contrary case means that 2 sources are "aligned" for the directions of the mixing matrix and in those circumstances, the algorithm will see these 2 sources as a whole one, the separation of the other sources will not show difficulties toward this point.
Since the problem of BSS is always solve with respect to a double undetermination, the permutation of sources and a scaling factor, we have decided to normalize the column vectors of the mixing matrix.
• A thresholding of the data is done in order to cancel the noise and so enforce the precision in the estimation of the mixing matrix. Another consequence is an increase in the speed of the algorithm.
σ is about 3 times the empirically estimated standard deviation of x(k) .
• Make [3] , [4] , [7] an estimation A of the mixing matrix A with the use of a K-means clustering algorithm 1 .The set of the non-zero points {x 1 (k), x 2 (k)} is stack in an array to which is applied the algorithm FCM from the Matlab toolbox Fuzzy logic toolbox (It's a K-means variant) and obtain A. The Matlab is not tolerating complex number, it may be necessary to separate real and imaginary parts. This can be done since the sensor signals are linear combinations of the sources and so we have no mixing of real and imaginary parts. The clustering algorithm can give both a direction and its opposite. To provide having twice the number of directions required, the points located in a half of the space are moved to the over space with a center symmetry:
• The source separation by itself which is achieved by solving the linear system of p equations and n unknown for each index k. Except for the case n = p where the mixing matrix is invertible, an imperfect solution minimizing the reconstruction error is the only way. In the case n < p (more sensors than sources), the most classical solution is the pseudo-inverse which corresponds to a quadratic criterion. In the case n > p which concerns us in this paper and usually known as under-determined case, the sparsity leads us to a fully different criterion. This property means that the number of non-zero points is very few and so tells us to solve the following L 0 problem 2 : min s 0 knowing x = As (8)
Early studies [4] have shown that solving this problem is hard and complex (not polynomial complexity) and have led to adopt a less restrictive criterion, the L 1 norm criterion: min s 1 knowing x = As
This criterion which is at first sight very similar to the former is in fact completely different. First its algorithmic complexity is more easy since it is the same as solving a linear programming problem, problem to whom algorithms for solving had been given since the 60es. Better, the contributions of [8] have shown that under some circumstances the solution of the L 1 problem is the solution of the former L 0 problem with a probability of 1. So the separation of the sources can be written in one of the following two forms:
Once again the Matlab function used for solving linear programming problem does not tolerate complex numbers and it may be needed to treat separately real and imaginary parts. A last thresolding is then done to clean the separated sources.
IV. Separation of polynomial phase signals Signals find in nature are seldom sparse in their native domain, however their decompositions on a new domain by a linear transformation may become a sparse signal. Thanks to the linearity property of the transformation, the method presented is still valid but needs to be applied to the sensors'signal after this same transform has been applied to them [7] . It will be necessary to apply the inverse transform once the separation had been achieved in order to reconstruct the sources signals.
Property 3: For a linear transformation T and the linear and noisy mixture model x = As + b we have:
With this method the difficulty of source separation is reduced to find a linear transformation which makes all sources signals to become sparse signal. For this paper we have worked in the separation of a mixture of PPS. Existing studies are always limited to a mixture of two PPS and with PPS of the same order (limits of the Wigner-Ville and Polynomial Wigner-Ville distributions). With our work, these restrictions are cancelled and the method is used with a mixture of PPS of different orders in a noisy situation (SNR < 0). Signals are PPS of 8192 sample points, the sampling frequency is 10 6 Hz. Each source is a mono-component PPS of amplitude 5. We have: The reconstruction error E between the original source s j and the signal reconstructed after the separation and re-scalingŝ j is defined by:
• STFT: In order to make a PPS become a sparse signal we first have used the old STFT since the time-frequency decomposition of a PPS with a STFT is in theory its instantaneous frequency, regardless of the order of the signal. For this first experiment, we have created a mixture of 2 sensors and 4 PPS of order 1, 2, 3 and 4. The separation is achieved in 30 min and only a few points remain badly separated in the time-frequency plane. During the tests, 4 signals have seemed to be the maximum number of sources that could be separated. The inversion of a STFT is often subject to many defaults. In [7] is given the example of a good separation of voice signals but with the difficulties of many adjusts of all parameters.
• Wavelet: In order to improve the quality of the results, we have changed the transformation and switched to the wavelet transform since it is known that the wavelet decomposition of many signals present a great sparsity. Tests have quickly shown that it was better to use the wavelet packet transform with the choice of cosine packets. This new transform offers real values and an important increases of the sparsity in the simulations (more than 5 times better than for STFT). It fully outperforms the STFT in terms of time computing (<1 min instead of 30 min). With a gaussian noise and SNR -3dB, the absolute value of the error of reconstruction after rescaling is often below 5% for the signals of amplitude 5. The error reconstruction quickly increase as the order of the PPS phase grows. Only the s 4 the PPS of order 4 is affected by more errors and seemed to be the maximum order for a PPS that can be separated with cosine packets or STFT. It is almost 3 to 4 times better than most BSS algorithms (except others SCA algorithms), whatever the case is over-or under-determined. The error rate seems to grow slowly as the SNR decreases, and it finally explose at SNR -5 dB for gaussian noise which seems to be the limit of use of our algorithm.We must note that separation errors seems to be in a larger number than in the first experiment with STFT.
• Simulation results Due to the limited space, only some graphics are presented in this manuscript. We only propose results in the case of wavelet packet. Fig. 5 gives the timescale distribution of one of the two mixtures. Fig. 6, 7, 8 and 9 plot the spectrogram of the separated sourcesŝ i in the case with gaussian noise and a SNR of -2 dB. The table gives the reconstruction error rate in dB for the noiseless case, different levels of gaussian noise and one experiment with α-stable noise (impulsive noise). This noise is symmetric, centered, has a dispersion parameter γ = 0.1 and α = 1.2. The Generalize Signal to Noise Ratio (GSNR) is defined by:
V. Conclusion As a conclusion, we will remind that sparsity gives an elegant solution to the BSS whatever the case is over-or under-determined. The difficulty of the task is moved to the problem of finding a convenient linear transform which makes the sources become the sparsest possible. How sparse the signals need to be is still an open task. The definition of the rate of sparsity gives as a first evaluation that 20% is the maximum allowable, 10% would probably be better. The other major interest of sparsity is the capacity to work in high noise environnement of different kind. Today we are improving the reconstruction step especially in the experiments using wavelets since the high sparsity in fact allows us to add 2 more sources to the mixture, thus making the separation of a mixture of 6 PPS. The timefrequency contents of the signals remains good but there are more errors in amplitude. Reconstruction error E in dB for different gaussian noise levels and α-stable noise
