Abstract-In this work, we compare two generative models including Gaussian Mixture Model (GMM) and Hidden Markov Model (HMM) with Support Vector Machine (SVM) classifier for the recognition of six human daily activity (i.e., standing, walking, running, jumping, falling, sitting-down) from a single waist-worn tri-axial accelerometer signals through 4-fold crossvalidation and testing on a total of thirteen subjects, achieving an average recognition accuracy of 96.43% and 98.21% in the first experiment and 95.51% and 98.72% in the second, respectively. The results demonstrate that both HMM and GMM are not only able to learn but also capable of generalization while the former outperformed the latter in the recognition of daily activities from a single waist worn tri-axial accelerometer. In addition, these two generative models enable the assessment of human activities based on acceleration signals with varying lengths.
INTRODUCTION
Automatic recognition of human activities is one of the important and challenging research areas in the information technologies, due to its potential in providing personalized support for a broad variety of applications such as smart environments, surveillance, sports, physical rehilibalition, fitness monitroing, aged care, emergency detection, healthcare and highly interactive games. Automated human-activity recognition requires an objective and reliable technique that can be used under the conditions of free daily living.
In the last decades, computer vision based technologies have been widely explored for tracking and recognizing human actions. This kind of technology often works well in a laboratory or well-controlled environment. However, they fail in achieving the same level of accuracy under a real-home setting due to varying illumination, image occlusion or corruption that take place in the natural environments [1] . Furthermore, in some ambulatory environments, they are often very difficult or even impossible to be implemented.
Recently, motion capture with body-fixed or clothing mounted accelerometers (also known as one type of wearable system) offers an appropriate alternative for the assessment of human physical activities in ambulatory environment [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] due to their small size, light weight, low cost and wearing comfort as compared with other types of sensors. Some of these works focused on the elderly persons' fall detection and prevention. Some others have explored the discovery of recurring activities such as hammering, sawing, filling, drilling, sanding, and grinding from the accelerometer data. Some investigated the use of acceleration signals to analyze and classify different types of the same physical activity, e.g., walking along the corridor, upstairs, and downstairs. Others employed them for recognizing a wide set of daily physical activities such as lying, sitting, standing, walking, and running. Most of these systems required multiple accelerometers attached to different sites on a subject's body. However, this requirement is neither feasible nor acceptable for the longterm activity monitoring because of the possible action interruption and discomfort or health risk caused by attaching multiple accelerometers onto the body or clothing.
Comparatively, it is more advantageous and more practical to use a single accelerometer in order to reduce the wearers' awareness and possible discomfort during the activity monitoring and recognition. Moreover, waist belt is widely recognized as the most comforable and safest position for embedding sensors as compared with any other placements. However, it is a challenging task to develop a robust algorithm for the recognition of human daily activities from the signals arising from a single waist-worn accelerometer sensor due to its subtle reaction to activity changes. A few research attempts have been witnessed. For instance, [12] discriminated between human upstairs and downstairs using one tri-axial accelerometer located on different part of the subject's clothing, including waist belt. In our previous study [13] , we presented a pattern recognition paradigm for a broad set of daily physical activities inclduing walking, running, sitting, standing, jumping and falling, from a single waistworn accelerometer sensor through a discrete wavelet transform (DWT) based feature extraction technology coupled with feature dimensional reduction via principle component analysis (PCA) and a support vector machine (SVM) classifier. Despite a recognition rate of 94.8% achieved, it was required to normalize the raw data into the same length through interploation or smoothing in the acceleration signal preprocessig, which may deteriorate the fidelity to original signals or the performance of the activity classifier. Later, in another work [14] , we overcame the limitations of the activity recognition system by developing a generative model, i.e., Hidden Markov Model (HMM) classifier to cope with the varying lengths of the acceleration signals arising from different activities or different subjects. In this paradigram, a mixture of Gaussian density was integrated to model the continuous observation for each hidden state of the HMM. Though the classification accuracy is improved, it is still computationally expensive and not effient.
In this paper, we will investigate two generative models, i.e., HMM and GMM as classifiers for the reocngition of six human daily activities. We will also compare their performance with the SVM classifier developed in [13] with respect to the classification accuracy and computing expnese through two experiments. In the first experiment, the same dataset obtained in [13] , which contains 336 sequences collected from 7 subjects are used to assess the performance of the classifiers and investigate the impact of parameters of the HMMs and the GMMs on the accuracy of activity classification. The second experiment is conducted to test the generalization ability of the algorithms in the recognition of the six activities by using new data collected from both of the sevent trained subject and six new subjects whose data have been never used for training.
II. EXPERIMENTAL SETUP A. Acquisition of acceleration signals
In this work, we use the same dataset which were collected from a tri-axial accelerometer MMA7260 in our previous work [13] . The sensor can sense up to ±4G with RS232 conversion hardware for serial data communication. The sensor is attached to the front centre of the waist along with a laptop for data recording and processing. Three orthogonal coordinate axes (i.e., x-axis, y-axis and z-axis) of the sensor are aligned with the vertical direction, the lateral axis and the anterior-posterior axis, respectively, while the subject is standing upright.
The sensor has the size of 2.2"x 0.75" x 0.96" and the weight of 86g, which is portable and wearable to carry out daily activities. Activity data were collected at a sampling frequency of 50 Hz to cover most dynamic motions (less than 20Hz).
A total of thirteen subjects were recruited with their signed experimental consents approved by the internal review board. All subjects were healthy with no mobility limitations. Six activities including standing, walking, running, jumping, falling, and sitting down are performed freely without any external control, but within a pre-specified path with a distance of about 10 meters. In the sitting-down action, each subject stands for about 5 seconds then sits down onto an office chair and remains sitting for about 5 seconds. In the walking and running actions, the subject stands for about 5 seconds, walks and runs along the path, respectively, and remains standing for about 5 seconds. In the jumping action, the subject stands for about 5 seconds and jumped high at the standing spot for 5 times. In the falling action, after standing for about 5 seconds, the subject walks toward a mattress before stumbling over it. The subject does not move on the mattress for about 5 seconds after lying on it.
The first data collection was conducted by seven randomly chosen subjects (marked as 1# to 7#) out of the thirteen volunteers. They perform every action for 8 times while their acceleration data are recorded simultaneously. These data will be served as the first dataset to train and cross-validate the activity classifiers and optimize their parameters. About a couple of months later, these seven subjects and the remaining six subjects marked as 8# to 13# were asked to perform each action twice and their acceleration signals formed the second dataset to be used to test the classifier's generalization ability, i.e., ability to recognize new signals collected from both the trained subjects and new subjects whose signals are not involved in training the classifier.
In this way, a total of 492 kinematic samples were obtained, consisting of 336 samples and 156 samples for all activities (i.e., 56 samples and 26 samples for each activity) in the first dataset and the second dataset, respectively. More details about the experimental setups can be referred to the original article [13] .
B. Characteristics of acceleration signals
Based on the specifications of the sensor, the relationship between input voltage signal (V) and acceleration signal (G) of the tri-axial accelerometer is given by:
For an ideal upright posture, the reference output of x, y and z channels of the accelerometer would be -1g, 0g and 0g, which are equivalent to 1.35V, 1.65V and 1.65V, respectively, as computed from Eq.1. Figure 1 shows a set of sample acceleration signals for standing, walking, running, jumping, sitting-down and falling actions. These acceleration signals are empirically known to be closely correlated with the activities the wearers are undertaking. For instance, it can be observed that in the sitting-down action and jumping action, the change is always largest in the z-axis signal, but the x-axis signal also changed depending on the behaviors of the subjects.
(a) the "jump" activity.
(b) the "sit-down" activity.
(c) "stand" and "run" activities. About the first 150 points correspond to "stand".
(d) the "walk" and "fall" activities. The "fall" started after about 100 points. 
III. GMMS BASED RECOGNITION
A. Gaussian Mixture Model Different classes of activities can be considered as combinations of a set of accelerometer signal points. The Gaussian mixture density is considered as one of the most dominant methods to model real data sets. We therefore adopt the Gaussian mixture [15] to model the distribution of accelerometer signals for each activity class. Assuming that the distribution of the accelerometer signal points Expectation Maximization (EM) algorithm [16] is employed to estimate the parameters of GMMs. For instance, Figure 2 shows an example of the GMM learning on the "falling" activity class. For the purpose of visualization, we only show two dimensional feature space, i.e., the horizon Y and vertical Z. The EM algorithm is an iterative procedure that is sensitive to initial conditions. Hence, the k-means clustering is used to obtain a good initialization. The number of mixture components (i.e., K) is a very important factor on the learning and recognizing capability of the GMMs. In the experiments, the number of mixture components is varied 1~16 to obtain optimal parameter.
B. Classification by GMMs
Assuming that all accelerometer signal features from an activity class are generated from a Gaussian mixture distribution, we train a GMM for each activity class. 
IV. HMMS BASED RECOGNITION A. Hidden Markov Model
The Hidden Markov Model is a dynamic generative model based on the Markov process. The basic assumption of the Markov process is that the conditional probability distribution 
2) the probability distribution that a hidden state transfers to another state
where
3) The probability distribution that a hidden state transfers to an observation,
B. Classification by HMMs
As for the task of classification, we assumes that all accelerometer signals from one class of activity are generated by a HMM, which means that we train a HMM for each class of activity. The class of a new test signal is determined as the class that corresponds to the HMM with the maximum generating probability.
At the training step, our purpose is to estimate model parameters 
can be efficiently calculated using the forward-backward procedure [17] .
Since the acceleration signals are continuous observation sequences, we adopt a mixture of Gaussian density to model the continuous observation for each hidden state:
where jk  is the mixture coefficient of component k for the state j .
V. EXPERIMENTAL RESULTS
To validate the proposed recognition algorithms, we carried out two experiments on 492 sequences collected from 13 subjects performing six daily activities. In the first experiment, 336 sequences collected from 7 subjects are used to assess the performance of the classifiers and investigate the impact of parameters of the HMMs and the GMMs on the accuracy of activity classification The second experiment is conducted to test the generalization ability of the algorithms in recognizing activities by using new data collected from both of the trained subject and new subjects whose data are never used for training.
A. Cross-validation test
The 420 sequences collected from 7 subjects are randomly partitioned into five subsets, each of which contains 84 samples from six activities. We used four subsets (336 samples) for the 4-fold cross-validation test, while the remained one is used in the second experiment. Among the four subsets, three subsets (252 samples) are retained for training the classifiers while the remaining one subset is used as test data. The cross-validation process is then repeated four times with each of the four subsets used once as test data.
1) GMMs result
A GMM is trained for each class of activity. A new sequence is assigned a class label corresponding to the GMM based on the highest posterior probability. Figure 4 gives the recognition accuracy by the GMMs with respect to the number of mixture component. It can be seen that the overall recognition accuracy is relatively stable when the number of mixture component is larger than 4. The best accuracy is 96.43% by the GMM with 12 mixture components, slightly higher than 95.25% achieved in [13] . It is also interesting to investigate what kinds of activities are more prone to misclassification than the other activities. 
2) HMMs result
Similar to the GMMs based classification, each sequence in one activity class is assumed to be generated by a HMM. We trained a HMM for each class of activity. A test sequence is assigned to a label corresponding to the HMM based on the highest likelihood computed. As described in Section III (B), a mixture Gaussian distribution is used to model the continuous observation for each state, since the observed sequences in HMMs are continuous signals. There are two key parameters that usually affect the classification accuracy, i.e., the number of hidden states of HMMs and the number of mixture components of mixture Gaussian distribution. Figure 6 demonstrates the recognition results with respect to different number of hidden states and the mixture components by HMMs. It can be seen that the recognition result is relatively stable when the number of hidden states is greater than 4 and the number of mixture components is set to be larger than 2. The highest recognition accuracy of 98.21% is achieved when the number of hidden states and mixture components are set to be 7 and 3, respectively. The confusion matrix for the recognition result by the HMMs with 7 hidden states and 3 mixture components is illustrated in Figure 5 (b), which reveals that only 6 out of 336 samples are misclassified. The activities "sit" and "stand" are easily misclassified than the others, which is consistent to the results by the GMMs.
In order to compare the recognition performance of the GMMs and HMMs with the SVM method in [13] , we summarized the recognition accuracy by the three methods in Table I . it can be seen that the HMMs based method achieves the highest accuracy (98.21%). This result indicates that the HMMs based method is superior in learning the correlation between acceleration signals and activity classes. However, the GMMs based classifier has lower computational complexity than the HMMs, since Markov chain are used to model continuous observations modeled by a mixture of Gaussian density in the HMMs. 
B. Generalization testing
In order to test the generalization ability of the HMMs and the GMMs, we conducted second experiment using another 156 samples in the second dataset that contains 72 signals of the six activities performed by six new subjects (i.e., 8# to 13#) and 84 new samples from the seven previously trained subjects (i.e., 1# to 7#) . The 156 samples were recognized by the two classifiers which had been trained in the first experiment. For the HMMs, we set the number of hidden states and mixture components to 4 and 7, respectively, while the number of mixture components was fixed to 10 in the GMMs. Only 2 out of 156 sequences are misclassified by the HMMs based method, giving a recognition accuracy of 98.72%, higher than 95.51% achieved by the GMMs. The recognition results by the SVM method [13] was also given in Table I , from which we can see that both the GMMs and the HMMs outperform the SVM method in the second experiment, indicating that the GMMs and HMMs based methods are more capable of generalization of the activities. Figure 7 shows the confusion matrix of the recognition results by GMMs and HMMs. It can be seen that the classifiers do not perform equally well on different activities. 
VI. CONCLUSION AND FUTURE WORK
Automatic recognition of human daily activities in a freeliving environment is an emerging application of information technology. In this work, we have compared two generative models, i.e., a Hidden Markov Model (HMM) and GMM with SVM to automatically recognize six human activities including walking, standing, running, jumping, sitting-down and falling-down, from acceleration signals with varying length collected by a single waist-mounted tri-axial accelerometer.
In the 4-fold cross-validation and testing on a total of thirteen subjects, GMM and HMM classifiers have achieved an average recognition accuracy of 96.43% and 98.21% in the first experiment and 95.51% and 98.72% in the second, respectively. The results demonstrate that both HMM and GMM are not only able to learn but also capable of generalization while the former outperformed the latter in the recognition of daily activities from a single waist worn triaxial accelerometer. In addition, these two generative models enable the assessment of human activities based on acceleration signals with varying lengths, which has lower computational complexity in the recognition processes. Although the HMMs perform better than the GMMs, GMMs based classifier is less computationally expensive than the HMMs.
However, it may be noted that we have not considered all classes of activities in daily life in this study. More exhaustive work need to be carried out in the future to meet more complex activity recognition requirements by a wider range of people, such as aged, young, injured or disable people.
