SUPPLEMENTARY MATERIALS
Model cross-validation
The models were cross-validated against the Mirto dataset by means of a genetic algorithm, using a leave-one-out cross-validation (LOOCV) procedure. As a reference, a null model was defined, consisting in just the historical average of the flowering dates for each cultivar. Since eight observational dates were available for almost all cultivars, the procedure yielded eight flowering estimates and as many predicted residuals (PR, i.e. difference between predicted and observed flowering date) for each cultivar.
Final model selection was based on the cross-cultivars average PR, and Akaike Information Criterion (AIC). PR index gives an immediate grasp of the prediction accuracy of a model. However, in a cross validation procedure, models are iteratively trained on different datasets; ideally, since the underlying process described by a model is always the same independently from the data it applies to, a given model should converge to equal or similar parameters in all datasets. In fact, especially on more complex models, parameters can assume quite different values when trained to different datasets, and be capable of giving good validation fit all the same. AIC is a useful indicator to quantify model consistency through the cross-validation cycles, weighing the effect of complexity, so that to prevent or attenuate overfitting effects. Once a best model was individuated, it was finally optimized on the whole dataset. 
Cross-Validation results
In terms of accuracy (RMSE) the best performing model was CF2, with 1.33 days. However, when prediction accuracy was balanced with complexity, SW1 model, corresponding to the traditional GDD model with an optimized average Tbase of 2.25 °C, resulted the best one, with the minimum AIC index of 10.13. This means that SW1, respect to SW2 which was derived from, gives a more consistent parameterization across cross validation iterations, which was a rather expected result as it has one parameter only. Despite this extreme simplicity, this model generates a reasonably good validation fit of 2.54. SW1 was therefore selected as model to characterize cultivar earliness, with the advantage of doing that with just one variable, i.e. the GDD sum. 
