. Introduction
In this paper, we describe experiments on pattern classification based on synchronous Boltzmann machines.. Sequential Boltrmann machines, in which only one cell fires at a given time, have been introduced by Hinton et a1 [l] . They are stochastic networks of formal~neurons linked by a quadratic energy function. Simulations, conducted by Ackley, Hinton, Sejnowski, Rosenberg and others clearly demonstrated the ability of these machines to learn, but the overall computation time turned out to be too long for reasonable use in applications.
In synchronous Boltzmann machines, all cells are simultaneously updated, yielding a very large gain in computing speed once implemented on parallel hardware, such as' the Connection Machine on which we performed our experiments. A mathematical study of these synchronous stochastic dynamics (cf [2,3,43) has provided an easy to use, locally computable synchronous learning d e , involving delayed correlations between cells. The description of this dynamics and of the associated learning rules is the object of section 2.
the applications which we have studied are then presented in section 3. The tasks~we chose for bench tests were concemed with the classification of continuous curves (that were either simulated, or extracted as continuous contour chains from real images), with strong requirements on the geometric invariance of the classification. In sections 4 and 5, we describe the architecture we designed for these tasks. In section 6 we present and analyse the results of our simulations. The massively parallel implementation (on the Connection Machine) is. then briefly described in section I . 
Generalities
In this section, we present the main elements of the theory of the synchronous Boltzmann machines in the context of the experiments we made. In this first approach, we did not try to use general clique interactions, but confined ourselves to simpler painvise interactions. We refer the reader to [4] for a presentation of these networks in full generality, including non-binary neurons, clique interactions and minimization of arbitrary loss functions.
Our goal was to explore the capacities of stochastic neural networks as pattem classifiers.
The process through which the machine is adapted for the task is called the 'learning phase' and is described in subsection 2.3. The process through which the machine performs the task of classifying an arbitrary input pattem is called here the 'recognition phase' and is presented in the following paragraph.
A typical Boltzmann machine is composed of elementary cells (or units, or formal neurons) with interactive stochastic dynamics. The set of cells, denoted S is divided into three disjoint subsets, S = I U H U R where I is the set of input cells, on which the data are encoded; R is the set of response (or output) cells on which the response of the network (the classification of given input patterns) is to be read;
H is the set of hidden cells, which actually process the data to provide the answer.
Each cell can be in either one of two states, coded 0 and 1. The state of cells is denoted xs, and we say that s is active (or firing) if x, = 1.
Interactions between cells are controlled by two sets of real numbers: a family (hs), s E S , of thresholds, and a family (wsr ; s, t E S ) of synaptic weights, satisfying wsr = wrs.
These parameters control the network dynamics and the purpose of the learning phase is to estimate them.
Recognition dynamics
2.2.1. Introduction. Here we describe the way the machine works once weights and thresholds have been estimated or 'learned'. The principle is to clamp the input cells on a configuration that encodes a given pattem, then to let the network evolve according to its own stochastic dynamics (described in the next section), and wait until stochastic stabilization of the system to read the (coded) classification of the input.
Synchronous dynamics.
The dynamics are stochastic. At each tick of the clock, all units simultaneously perform mutually independent random choices according to a law that depends on the interactions and on the current configuration of the network. This updating is based on a family of conditional distributions ( p s ( y , xs)) which specifies the probability that cell s selects the new state xs given the current configuration y of the whole network. The expression of ps is given by where U~Y ) = CrGS wsr yr fh,.
In the recognition dynamics, we thus need to clamp the cells of the input set For the learning algorithm, we shall also use regimes for which all visible units are clamped. Let us denote by C the set of all clamped units; the mathematical definition of the synchronous dynamics for a Boltzmann machine is the following:
Synchronous Boitzmann. machines
Denote by zc the (fixed) configuration of the set C of clamped units. Start with an initial configuration xo = (x," , s E S) such that x," = z, is s E C. We define a stochastic process x" = (x.7, s E S) of successive network configurations by:
Note that all unclamped units are updatd independently given the former state of the network and all updatings can be done simultaneously. This is a radical difference with the original definition of a (sequential) Bolmann machine (cf [I] ), where updatings were essentially sequential, and were related to 'heat-bath' Monte-Carlo algorithms for the simulation of Gibbs fields in statistical mechanics. The reduction in computation time provided by the synchronous dynamics is obvious, since it Hllows the use of massively parallel computers for its implementation, but @e correct analysis of how to control the stabilized regime, is mathematically more involved than in the sequential case.
It can be proved that the probability distribution of the process (x") converges a probability distribution that we denote by p ( x ; ZC), which is of course concentrated on configurations x such that x, = zs, s E C .
There is an explicit expression for p(.; zc), given by with To interpret the structure of this distribution, it is useful to consider local conditional probabilities; to shorten notations, we set u ( x ) = p ( x ; ZC). The quantities u(xs I xt , t # s) specify how units interact with each other at stochastic equilibrium. We shall say that two units are linked if wsr # 0, in other words if the state of cells s at time n during the evolution of the network depends on the state of cell t at time n -1. We shall say that s and t are synchronous neighbours if u(xs 1 x u , U # s ) is a function which explicitely depends on xt.
We can derive from the expression of U in (2) that s and f are synchronous neighbours if and only if there exists a cell U such that both pairs (s , U) and If, U ) are linked. Note that we did not assume w, = 0 . thus allowing self-links. One of the reasons for this is the fact that i f s is linked to itself, a cell t is a synchronous neighbour of s as soon as it is linked to s. This provides a more intuitive control on the final structure of the network while designing it.
22.3.
According to (Z) , the behaviour of the response units to a given input in. the recognition phase is random. In fact, for the final weights provided by the learning phase, the response units are generally quasi-deterministic. However, we shall define the response of cell s E R as the mostprobabfe ofits states, i.e. the state in which it has been most of the time during a (long enough) period of observation at equilibrium.
Reading the answer of the network.
2.2.4.
The 'temperature'. The positive number T , reminiscent of the 'temperature' in statistical mechanics models, controls the 'amount of randomness' in the system. The parameter remains constant during the recognition phase. In particular, here we avoid progressive freezing (T decreasing to 0).
Learning phase
23.1. Generalities. This phase concerns the adjustment of the weights on the basis of a given training set of examples. If one adds to S a new cell (0) which is always firing, one can drop h, in the preceding formulas (replacing it by wa = = hs). So, from now on, with no loss of generality, we set all thresholds h, equal to 0 .
Define a function F on the set Z of all possible input configurations, with values in *e set of response configurations IO, 1IR, which associates with each coded input pattem its corresponding coded exact classifiiation. ,
Once the recognition dynamics, with clamped input X I , reaches stochastic equilibrium, the network provides a (random) output. We have thus defined a random function Fw, defined on [O, l )~, which associates with0 eacb input x, the random output, xR = F(xI), of the network. In practice, we approximate FW(XI) as the observed response configuration XR at time n (with n fixed and large enough), when the input units are clamped on XI.
The purpose of the learning phase is to adjust W so that FW becomes as close as possible to F . In [2], a stochastic gradient algorithm is devised to minimize the Kullback distance (enwpy) between the distribution of Fw(xI), and the 'ideal' distribution, which is the point mass at the correct answer F(xI), given some a priori distribution of the inputs.
Since this a priori distribution of inputs is generally unknown, we must and shall assume that we are given a training set of examples which is a large representative sample of it.
Assume that a family W = (wst) of synaptic weights has been fixed.
Learning algorithm (Azencott): Define two dynamics:
(i) clamped output dynamics: the input is clamped on some xI and the output on the correct answer F(XI). (ii) free output dynamics: only the input is clamped.
Denote the current weights at stage n by W" = (wFt , s, t E S). For s, t in S, define psr to be the probability, at stochastic equilibrium, of successivej'iring of units s and t (in any order) during the clamped output regime. Similarly, define the analogous 'successive firing rate' pi, for the free output regime. The updating of the weights is specified by the relation:
where the small 'gain' yn is given by y. = a / ( n + b), a and b being positive constants. So we have adopted synchronous cell firing which, during leaming, evolve simultaneously with the weights. For each input XI in the training set and for each regime ('clamped' or 'free' ), we keep track of the global network configuration Xi(x1) observed at the last synchronous cell firing performed with input XI and weights Wk. At the beginning of the (k+ I)-weight updating phase, we initialize the synchronous dynamics of the network with X:(x,) if the input is xi. We then limit the duration of the synchronous dynamics to a few synchronous cell updates, without waiting for stochastic stability to estimate the est,
We thus generally used only five synchronous cell updates for each presentation of each example. Such an approach indeed reduces the computation time per weight updating, since the number of synchronous cell firings is divided by a factor of six in our experiments. Even if, on the other hand, it surely increases the number of needed weight updatings, we still observe a strong reduction of the overall leaming time.
Presentation of the applications

Introduction
We intended to design and test a synchronous Boltzmann machine architecture and leaming schemes for outline-based pattem classification. We started with a quite realistic application: on the basis of outlines extracted from infmred pictures, classify ship silhouettes into their correct 'categories'. The particular network architecture we designed performs local analysis on the outline. It seems suitable for problems of curve classification in which the discrimination is based on local features of the curve rather than global ones. We checked this by adjusting a machine with the same network architecture on a set of artificially generated continuous curves.
For such a problem, it is desirable to select efficient codings of the outlines as 'inputs' for the network, to obtain, at the coding level, translation, scaling and rotation invariance.
Since we are dealing with plane contours, we therefore use arc-length representation, and extract information from intrinsic features of the contour, namely the curvature and functions of the curvature.
We compute first a smoothed version p of the outline, obtained by a simple moving average. We think of this smooth curve p as the original contour and of the observed curve PO as a perturbation of the original contour p, obtained by the addition of a small random vector field colinear to the field of normal vectors top. We parametrize this smooth contour with arc-length, rescaling it to have fixed length 1, obtaining in that way a curve . PO), s E 10.11. We use the same parameter s to reparametrize the observed contour, yielding a curve po(s) which is approximately parametrized by amlength. R Azencott et a1
Fixing an integer n, we divide p into n segments of equal length, To each curve segment we attach variables that will be coded as the input of the network. Examples of such variables are, for each segment of p: mean curvature; maximum (resp. minimum) curvatuw, maximum absolute value of the curvature; mean orientation of the curve segmens let a(s) be the angle between the tangent to the curve and the reference axis Ox. If sk and sk+l are the extremities of a given curve segment, we define the mean orientation as n U@) ds. We may prefer to use the centered mean orientation, which is given by:
which is independent of the reference direction Ox.
We also consider an irregularity index that measures the discrepancy between the observed curve po and the smoothed curve p. Letting Sk and sx+l be the extremities of the curve segment, this index is defined by
This can be interpreted by considering that po(s) = p(s) + E ( S ) . n(s), where E ( S )
is a stochastic process with finite quadratic variation, for example a Brownian bridge, and n(s) is the unitary normal vector to the curve p.
Construction of a training set
The raw data tobe classied are infra-red pictures of ships at sea. From each of these pictures, we extracted, with standard low-level image-processing methods, the upper part of the ship outline (we discarded the sea level). We wanted to build a device which could recognize the type of a ship which may have been observed from an arbitrary angle, at an arbitrary distance. This means that the classification has to be invariant with respect to scale, translation, planar rotation and planar affinities with oblique axes, which provide good ZD approximations for variations of the angle of view (which are 3D rotations). The variables we selected for each curve segment were the mean curvature, the centered mean-orientation, and the irregularity index, therefore yielding a representation with is already scale, translation and rotation invariant, choosing, as a starting point of the parametrization, the farthest left point in the outline. The remaining desired inviriances @y affinities with oblique axes) will be learned by the network by forcing the training set to be 'invariant' by this family of transformations.
Let us describe what the 'universe of all possible inputs' should be in the present case. We have a given set, BO, of original ship pictures, which we consider as 'models'
or 'templates' for each one of the 'ship types' to be learned. Each 'class' or 'ship type' is represented in BO by one or several 'model pictures'. We then select a family G of linear transformations that can be applied to elements of BO. The set, B, of possible inputs will then be of the kind B = G . BO, where G is included in the group GAz(B) of all affine transformations of the plane. Noting that our input representation is translation invariant, we can assume that G c GbOR). We then need to model a probability distribution on U, a natural choice being the image of some product distribution PG 8 PO on G x U,, by the application (R, bo) H g . bo. The training set should be a large enough sample from this distribution. The generalization ability of the network can be checked by rising as a test set an independent sample from the same distribution, of comparable size to the training set.
In the present case, only affinities (and one symmetry) are necessary for the construction of a proper sample of G, because our curvature-based representation was invariant with respect to translations, homotheties and rotations. (Using the Cartan decomposition of a linear transformation, one can show that in fact ail planar linear transformations are taken into account).
We therefore only need to define the a priori distribution PG of distorsions on the image of G in the homogeneous space GAz(R))/S where S is the group generated by translation, homotheties and rotations, and we have just seen that this homogeneous space can be identified with the set of 'affinities with oblique axis'. An affinity being defined by an axis and a scalar I , we consider the subset K, c Rz, I] , endowed with the uniform (Lebesgue) distribution, which defines our random 'affinities' once we associate with each (8, A) E K, the affinity of coefficient I , with respect to an axis making an angle 8 with the horizontal axis. The original set .O, of model pictures consisted of eight ship pictures defining four ship types (two templates per ship type). Hence the classification task on U = GUo will focus on robustness with respect to the template distorsions represented by the elements of G. The training set (and the test set) should therefare be sets obtained by the application of a large enough random sample of 'oblique affinities' to the family of original ship pictures.
The preceding approach in an attempt to build (rigorously) adequate training sets, when there is a group of 'distorsions' acting on the set of possible inputs, while taking also into account the invariance properties of the representation. Some more elaborate construction may obviously be devised, especially for the choice of the apriori distribution of 'distorsions', but the main mathematical features are already used in this simple example.
In our experiments, however, we implemented a slightly different approach to test a specific type of 'generalization ability'. Clearly, generalization is here related with the ability to 'interpolate the classification' from some 'learning subset' of oblique affinities to the whole set of admissible oblique affinities KO. If the 'learning subset' in K, is approximately a regular grid of points, this interpolation ability will then increase when the grid mesh becomes finer.
However it was tempting to test whether this 'generalization ability' could still appear naturally induced by the network architecture and hence by the structure of the energy landscape associated with the synaptic weights when the 'learning set' in K, is restricted to be a very coarse grid.
After fixing a = to limit the distorsion 'size', we therefore fixed a set of 17 affinities, represented by the following 17 points @ , I ) in K112. 
Input coding
After selecting (in the preceding section) the vaiiables extracted from the data, we still have to specify their repiesentation in the binary 'input cells'. For example, one could decide to use k bits to code floating numbers; ind to associate with each input variable a group of k units. This binary representation however is n61 robust, (very close numbers may have widely different representations) and not 'smooth'. Another possibiiity is to divide the range ofeach variable into p (qubntization), and to assign a group of p units to code the 'quantized' variabl.4 we activate the first k values in the group to represent a value iying in the kth interval. We refer to this kind of input representation, as 'block encoding'.
We prefered to use a 'shchastic' input coding. We associite with each (quantized) variable an input unit which fires at a f i x e rate; this rate being of course linked io the variable value. When a quantized variable takes the (integer) value k, we let the corresponding input unit fire with probability p~ given by where (Y and , 9 are fixed constants, which are computed in order to have pa = 0.05 and pr-l = 0.95 for r = 1, r being the number of quanta The parameter T is then used to control the activity of the input unit. When 5 decreases, the input unit becomes more and more deterministic.
We refer to this kind of input encoding as 'active encoding'. Note of course that different values of 5 may be used for different input units.
It remains for us to specify how we 'quantized' our input variables. A brief look at the data suggested that we should 'assume' that the input variable followed Gaussian distributions (for the ship classification). We estimated the parameters of these distributions on our data. Then for each input variable, the real line was partitioned into r equiprobable intervals. This operation is performed separately for each input variable.
Network architectures
The networks studied here~are composed of interactive modules. To describe the network architecture, we specify which pair of modules do interact and we then describe in details the connections for each pair of interacting modules. For example, consider the very simple 'saturated network' which is composed of three modules: input, hidden, and output The input module is connected to the hidden module, which is also connected to itself and to the response module. All these connections are saturated, meaning that each unit in the hidden module is connected to every input unit, every hidden unit (including itself), and every response unit. Such 'saturated,networks' involve a very large number of synaptic weights which causes a reduction of the speed of learning, because the parameter space is of a huge dimension, and increases wildly the risk of overfitting the data Also the amount of memory needed can slow down the computer on which the learning is implemented (see section 6 for more comments on this).
It is then desirable to impose an a priori structure to the network, specifying which are the connections which effectively exist in the network, forcing all other 'possible' synaptic weights to,, to remain equal to zero. Beside the obvious gain in parametric dimension of the model, designing a network architecture is an efficient method for implementing heuristic assumptions about the way in which the classification task should be solved.
The principle is first to introduce a hierarchy of interacting treatmenrs based on different modules, then to describe how these treatments should be performed, and finally to describe the interactions between these treatments, by specifying the connections between modules.
The network we built for ship classification has been structured along these lines. In the following, the notation NODULE] will refer to a module named MODULE, while MODULEk refers to the kth unit in this module.
For this network, the structure of the two 'visible' modules is essentially given: since we used three variables (orientation, curvature, regularity), we ,have three input modules denoted respectively by [OM] , [CUR] , [REG] . Let OM,, CURk, R E G k be the kth units in these modules, for k = 1, . . . , n, where n is the number of segments in the ship outline (cf section 3.1). In our experiments we took n = 50. The response module, [RI, uses 4 units for the 4 possible classes of ship; denote them by R I , . . . I R4, and associate with class i the configuration with Ri = 1 and Rj = 0 if i # j (i = 1, . . . ,4), so that only one unit is active at a time.
The first hidden module, denoted [LOCI, is devised to perform crude local classification of each segment its kth unit, Lock is linked to OM,, CUR,, REGk, and to itself (see the discussion at the end~of subsection 2.2.2). It is dso linked to every unit in the response
The network [ORI] [CUR] [REG] is unable to perform any classification (we tried it and learning could never be achieved).
Another level of analysis is thus required. In particular, a one layer deterministic perceptron of similar size would most likely not perform very well on these data either. 
between [S-LOCI and ([S-ORI] + [S-CUR] + [S-REG]). Each unit in [S-LOCI is self linked and connected to every response unit, just as described for [LOCI.
Finally, the interaction between [LOCI and [S-LOCI is the local connection already used between [ORI] and [S-OR& that is L o c k is linked to S-LOCk-l, S-Lock and S-LOCk+l.
with special cases for k = 0 or n. The final network architecture is summarized in figure 2.
It contains 404 neurons and about 2000 connections.
Experimental ,results
General remarks
In this section, we present results of experiments. The problem of curve classification was used as a bench test for synchronous Boltzmann machines, and devising of learning schemes and of methods for a posteriori analyses.
To evaluate the quality of learning, we compare the classification of the network with the true one, for examples in the training set and in the test set.
The issue of the 'generalization ability' of the network is crucial. The problem is that identification of the parameters of the model (the synaptic weights) should enable to correctly classify the data without overfining them. It can be proved that synchronous Boltzmann machines are able to reach arbitrary small ermr rates on the training set. provided that the number of weights is large enough, but, unless the amount of data is huge, this will yield a very poor ability for classifying some new entries taken from the set of all possible inputs. This issue has recently been addressed in the context of deterministic multilayers perceptrons in [61, where it has been reformulated in terms of the classical 'bias-variance' dilemma for non-parametric statistics. As indicated in section 3, this problem is linked to the network ability for interpolation between linear transformations of curves. However, we point out that specific optimization linked to the structure of our particular network could considerably improve the computing speed.
Different leaming experiments for the same training set can yield slightly varying performances. due to varying initial configurations of the weights, and also due to the inherent randomness of the network. ~ Although differences in the classification performances are generally very small, the terminal weight configurations can be completely different. This is due to probable overparametrization of the problem given the small size of the training set, as well as to the existence of several local minima of the function which is minimized.
During leaming, several quantities are computed on-line. They are:
(i) The current 'temperature' parameter T , which is updated at the same time as the weights by the gradient rule given in [41: AT = -( y / Z T ) A (llW1I2), where llWll* = wtr and y is a gain parameter. This rule emphasizes global variations~ in the moduli of the weights, and thus, the tracking of T gives an indication of the global behaviour. Although T is redundant, its updating according to this rule significantly increases the speed of learning.
(ii) On-line classification rate: we compare the output configuration for example in the free output regime to the true classification. For this classification rate, no time is devoted^ to compute large time averages of configurations in the free output phase, so that this index is generally worse than the real performance of the network. In addition, during the leaming phase, we slightly perturb the output units in the clamped output regime, so that this on-line rate cannot be expected to be 100% until the perturbation is dropped, as we sometimes do at the end of the algorithm.
We also define an off-line classification rate: we periodically int tempt the leaming (typically every 50 global weight updatings) and randomly select 50 examples to he tested R Azencott et a1 1 in the recognition phase with large enough time averages to read the response of the network, and we compute the proportion of correct answers.
Once. it has been adjusted by leaming, the network acts as a black box: when an input pattern is presented, a response can be read in output, hopefilly the right classification, but it is not easy to 'explicitly' describe the way in which the hidden units have 'worked'. We have, however, tried to explore the functioning of one of ow networks, using data analysis methodk 6.2. Experiments wirh ship outlines 6.2.1. Training the network. In the first experiment, we kept 246 examples of distorted ship outlines .in the training set selected from the 272 initially given, so that 26 were I& aside to test the generalization ability of the network.
For the input modules, we chose active encoding with 20 quanta and r = 0.1 (cf details above). For this value of r , the input units are almost deterministic, except when the quatized input value is 9 or 10. The quality of the classification is in fact very robust to modifications of r .
We also used active units as output in the clamped regime, by flipping them with a small probability independently from the rest of the network. We let this probability slowly decrease to zero during learning.
We observed during the learning a very fast trend to improvement of performances at the beginning, followed by a more stable phase in which performances improve slowly (see figure 3) . We also noted, from time to time, a sudden temporary degradation of the on-line performance indices, rapidly followed by a mum to the level they had before (and often to a bettir level); this is due to the numerous sources of randomness in the learning algorithm. lower ria% superposition of ¶empame-and clfssifieation rate.
Learning performances.
We recall that, between the four output units in the respon-se module, only one is 'authorized' to be active at any given timet, and that this single firing output unit is the classification selected by the network. We denote by f the frequency at which the kth output unit fires when the ship outline in input is of type k, with k = 1,2,3,4. This frequehcy is computed by obvious time-averaging. The ra'te of. corrct ansivers was already very good after 700 weight updatings, and slightly improved then, to end with the 97% correct answers nn the training set and 88 % on the test set.
In table 1, we present the range of values of f during the Wee ieaming stages. rt Can be seen that, even if the number of examples with f > 0.5 remains almost the same through steps 2, 3 and 4, the range of f improves much more, and becomes much closer to 1. This is why we consider that leaming first improves quite quickly, and then slowly refines. We used this network for the analysis of subsection 6.5. .
Generalization ability.
To measure generalization ability, we keep periodic recordings of the network performances on the test set (during leaming). The detection of a possible overfit to the training set is implemented by looking for a point after which the recognition rates on the test set begin to dicrease. In figure 4 , we plotted recognition rates versus the number of global weight updatings for the four leaming experiments that we now describe. The first learning experiment (upper lee frame in figure 4) uses a training set specifically designed to evaluate the power ofinterpolation of the network with respect to the distorsions on the original curves. We recall that, while building h e set of examples, we transformed these original curves by the action of 16 affiniti~es with ratios 0.75 and 0.5, and angles 0, For the second learning experiment (upper right frame in figure 4 ), we used a randomly generated training set containing 50% of the whole set of available examples.
The last two learning experiments (lower frames in figure 4) , which used the 'coarse training set', will be described in the next section.
It is interesting to note that, apart from statistical variations (since the tests were only done over moderate sample of the whole example set), these four curves all present analogous shapes; the recognition rates first increase quite fast, reaching a level close to their Off-line classification rates for four experiments, over the test set (dashed curve) and the training set (solid curve); the uppermost (chain) curve is the sum of these two rates. See text for details maximum after 300 to 400 global weight updatings; the 'test set curve' is always slightly below the 'training set' curve, although they look closer for the last two experiments. No clear evidence of overfit emerges from these curves. However, more extensive testing (over all examples) made at selected leaming stages indicates a slight ove& degradation in the filst two cases. For the first case (standard learning and coarse training set), the exact recognition rates on the test set are 92% after 900 iterations, 91% after 1100 iterations, and 88% at the end (1500 iterations). For the second one (standard leaming with randomly generated training set), the rates at the same stages are respectively 86%. 73% and 80%.
6.2.4. Rough periodicity constraints on the weights. A well known approach to reduce the risk of overfitting is to reduce the number of parameters to be estimated (of course at the risk of a loss in the learning power of the system, see [6]). This reduction in dimension has already been tackled while designing the network architecture, but this architecture can be used further to impose natural periodicity constraints on the weights. Starting with the first level (weights involved in the input modules), we note that local operations on data can naturally be expected to be invariant along the coded input curve. Om, [S-REG] ), as well as between LOCI and IS-LOCI may be assumed to be translation invariant. This yields second level constraints.
Suitable modifications of the leaming rule in the case of periodicity constraints are very easy to write down and to implement. Assume that we are given a partition rl, . . . , rq of the set r c S x S of all authorized interactions, and that the constraints take the form wsI uk for all (s, t ) E Ex. The learning NI< becomes
In our case, leaming using strict periodicity constraints achieved very poor recognition rates. To impose constraints in a less stringent way, we added to the quality function that we maximize, a penalty term to limit violations of the constraints &: i s is standard and widely used in non-parametric statistics). Keeping the same notations as above, we define the cost function where E k = (l/lrkl) C(S.,)Ert wSt is the average weight over r,.
obtain the following updating rule:.
Adding -A K ( w ) to the quality function, where A is a ' h g e ' positive number, we
With these kinds of constraints, learning could be achieved with good results. The lower left-hand frame in figure 4 corresponds to off-line classification rates for rough periodicity constraints imposed on the first level, while the lower right-hand frame corresponds to experiments with rough constraints on both first and second levels.
These constraints seem to annihilate the overlit degradation which have been observed in the previous section. For the first one, the test set recognition rates are 48 % (after 200 weight updatings (wu)), 88% (400 wu), 83% (800 wu) and 87% (1600 wu). For the other one, they are respectively 79%. 87%, 85% and 87%.
Another advantage of this constraining is that it greatly simplifies the weight configurations, (it yields an almost invariance of the weights in the sets Ti), which enables us to give a qualitative analysis of the connexions involved. Let us detail this for our last experiment with both first-and second-level contraints, for which the final weights were the following:
Smoothing; the meag mask for the curvature links from [CUR] to [S-CUR] is (2.3.3, -I), which means that the potential which arrives to neuron k in [S-CUR] is (2.3xk-I + 3xk -X K + I ) , whence ~k -~, x i . xk+I are the states of the corresponding curvature neurons in [CUR] .
Between [ORII and [S-ON] (orientation) , this 'mean mask' is (-1.1,1.3,3.3) .
Between [REGIand IS-REG] (regularity): the mean, mask is (-1.9.4.7. -0.7). These three masks (especially the first two) act like discontinuity detectors. Local analysis; links from [LOCI to [CUR] , [ORII, [REG] : For this interface,'the kth neuron in [LOCI is l i e d to the kth neurons in the three input modules, the mean weights being (0.4, -3.9,0.08). Hence, at this level, the dominant focal classifying factor is local orientation, followed by local curvature, and regularity has a weak impact.
. .
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Smoothing links [S-LOC]/([S-CUR], [S-ORI]
, [S-REG] values, we observe a drop in the correct classification rates, which for the training set (resp. the test set) fall from 95% (resp. 87%) to 85% (resp. 77%). But even these reduced rates are significant enough to justify our general interpretation of modular interactions in the network.
Learning to classify arbitrary continuous curves
The architecture that we designed for the previous problem seemed suitable for outline classification that could be based on local analysis of the curve. To verify this, we constructed a hand-made set of eight original 'model curves', which we selected at random, and we then submitted this set of eight basic templates to linear distortions, using exactly the same approach as for our original set of eight basic ship oulines.
We used eight 'model curves', assigned to eight classes, and built a training set just as in the previous section, using affinities and symmetries. The 'model curves', which we wanted to select 'at random', were fixed as linear interpolations of simulated Brownian bridges on [O, I] .
In this case, the response module had to containe eight units. The learning (which required 3000 global weight updatings) gave quite good results. The available 'distorted' model curves were divided into a training set of 184 curves, and a test set of 92 curves. After learning, 99% of the training set was correctly classified, and 97% of the test set was correctly classified.
Architectural analysis
We sketch a methodology which clarifies somewhat how the machine performs its task. We use a ship outline classifier trained as described in section 6.2.
Robustness of the network to deletion of some part of itself: To 'cut off a piece of the network, we simply set ws, = 0 for all interactions we want to remove, and keep intact all the other weights.
We first tested the removal of one (or two) input modules. It appeared that the most i m p o m t of these three modules is the mean orientation module [ON]. When it is removed, the rate of correct answers in the whole training set drops to 45% (this remains better than the performance rate of a purely random answer, which is 25%). When we remove any single one of the other two modules, the performance rate remains at 78%. When both are removed, and hence only the orientation module is kept, the performance rate becomes 56%.
We also tried to remove hidden modules. If anyone of the hidden modules ([LOCI and [S-LOCI) directly connected to the response module is removed the network becomes unable to achieve any classification. Finally we consider IS-OR& [S-CUR] and [S-REG] (cf figure 2) . If a single one of these three modules is removed, the performance rate drops to between 70% and 80%, and if the'three of them are removed, it falls to 60%.
Getting information wifh data analysis techniques: We used such techniques on the hidden modules [S-LOCI and [LOCI which are connected to the output module [RI (cf figure 2). These two modules contain 50 neurons each; the first remark is that a large part of these modules remains almost constant (68% of their neurons stay more than 90% of the time in the same state-active or passive-whatever example is^ entered in input). In figure 5 , we give the mean activities of these neurons, separately for each class of examples, and for &ch module [LOCI or [S-LOCI. Let us number the neurons in [LOCI from 1 to 50, and those in [S-LOCI from 51 to 100. In the following analysis, we only consider neurons which have a significant activity, thus keeping only 20 neurons in module [LOCI and seven in module [S-LOC] .~ The fact that a large part of the units in [LOCI and [S-LOCI have no influence on the classification clearly shows that the network we used overparametrizes the problem. However, even ifclassification could have been achieved without these 'dead neurons', it would be useful (and quite easy) to prevent this from happening, for more complex problems'. A neuron which is constantly 0 (constantly 1) has no effect on the network (acts like an additional threshold). we^ therefore obtain an equivalent network by removing this neuron (call it s), setting wSr" 0 for all t linked to s, for the case x, = 0.
For the case where x, = 1, we replace each threshold hr, fort linked to s, by hr = ht + wSt.
This procedure can be used (during or after learning) to reduce the size of the network. for the configuration vector of modules [LOCI and [S-LOCI. Let Vkj be the jth coordinate of Vk. We assume that V I , . . . , V~O O are ordered by decreasing eigenvalues. The random variables Yj = E: =, Vpj LOC, -t &=,, Vpj S , are uncorrelated, and the variance of Yj is the jth eigenvalue of E.
We can consider Y1, . . . , Yjm as virtual neurons, of decreasing influence since the variances of their activities are decreasing, and we can drop a part of them, thus determining a smdler set of virtual neurons 'practically' equivalent to the original modules [LOCI and [S-LOCI. In our case, we could keep the first 20 virtual neurons, at the loss of less than 20% of the variance. However, since we noticed that only 28 units had a non-trivial behaviour, this further reduction appears to be rather small. But this principal component analysis approach is (and has already been) a useful tool for rough analysis of richer networks.
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Parallel implementation
The Connection Machine (CM), built by Thiiking Machine Corporation, is a massively parallel computer, equipped with 16 k to 64 k (16 in our case) physical processors. The processors are placed at the vertices of a IZD hypercube, and each of them is able to perfom floating point arithmetic operations. Beside these physical processors, the programmer can work with any number of virtual processors, organized according to any Euclidian geometry, possibly larger than the number of physical processors. All communication issues are handled (and optimized) by the system. However, using more virtual processors than the number of physical ones yields an obvious slowing down of the machine, since some virtual parallel operations become effectively sequential.
The performances of the program highly depend on the kind and the amount of communications it involves. In particular, one should avoid as much as possible the so-called 'send' operation, which is a general unstructured information exchange between processors, and rather favor nearest-neighbour communications or communications along one direction of the euclidian structure which are much faster.
We tried to devise a general purpose implementation, which could be used for an arbitrary Boltzmann machine, with no need to modify the code. In any case, our purpose was more to experiment and analyse synchronous Boltzmann machines than to devise an optimal implementation dedicated to the Connection Machine. We discriminated two types of 'virtual processors', cell processors (one per neuron) and weight processors (one per synaptic weight), and we arranged them according to a linear 'virtual geometry' in which each cell processor was followed by all weight processors, for connections into which it is involved. Each cell processor contains the current state of the corresponding cell, and each weight processor contains the current value of the corresponding weight, as well as the state of both neurons in the concerned connection.
To perform synchronous cell updating, which is the key point of the implementation, one must first compute, for each cell the local transition probability, and all the necessary information for this is stored in the weight processors which follows the concerned cell processor. Thus, this only requires propagating information along the 'virtual processor set', which is fast. Then, each cell processor is updated, which is completely parallel, and finally, the new value is given to each weight processor which represent an interaction involving the cell. This is an unstructured communication, and the slowest part of the whole operation.
The computation time required for learning was approximately 2 hours for loo0 global weight updatings. Each global weight updating involves five synchronous neuron updatings for each one of 50 randomly selected examples from the training set, and for each regime (clamped and free) amounting thus to 500 synchronous neuron updatings.
