This works addresses the challenge of classification with minimal annotations. Obtaining annotated data is time consuming, expensive and can require expert knowledge. As a result, there is an acceleration towards semi-supervised learning (SSL) approaches which utilise large amounts of unlabelled data to improve classification performance. The vast majority of SSL approaches have focused on implementing the low-density separation assumption, in which the idea is that decision boundaries should lie in low density regions. However, they have implemented this assumption by treating the dataset as a set of individual attributes rather than as a global structure, which limits the overall performance of the classifier. Therefore, in this work, we go beyong this implementation and propose a novel SSL framework called two-cycle learning. For the first cycle, we use clustering based regularisation that allows for improved decision boundaries as well as features that generalises well. The second cycle is set as a graph based SSL that take advantages of the richer discriminative features of the first cycle to significantly boost the accuracy of generated pseudo-labels. We evaluate our two-cycle learning method extensively across multiple datasets, outperforming current approaches.
Introduction
Deep Learning (DL) has achieved state-of-the-art results in many different task including object detection e.g. [37, 12, 36] , segmentation e.g. [27, 39, 9] , deraining e.g. [49, 24] and classification e.g. [21, 13, 15] . The core assumption of these supervised approaches is that they rely upon a large, accurate and representative dataset to allow for good generalisation to unseen examples. However, in real-world applications having annotations is time consuming, expensive and can require expert knowledge in technical domains. This has motivated the fast development of techniques that exploit unlabelled data [18, 30] .
In the are of image classification, several promising results have been reported using unsupervised learning along with pre-trained or fine-tuning techniques e.g. [5, 47] . However, the performance of such methods is still lower than techniques which use prior information to decrease the lack of correspondence between the produced clusters and the known classes. This has motivated the fast development of Semi-Supervised Learning (SSL) techniques, in which the central idea of SSL is use leverage on both the limited labelled data and large amounts of unlabelled data to boost classification accuracy, and reduce generalisation error.
The community has reported promising results in using SSL for image classification, in which the SOTA-models are consistency-enforcing approaches including [3, 44, 32, 45] . That is, they follow the key assumptions that allow SSL to work [7, 6] : i) close points are likely to have the same label (i.e. the so-called smoothness assumption), and ii) points in the same cluster are likely to be of the same class (i.e. the so-called cluster assumption). The second assumption can be seen as a special case of the first one. In particular, the cluster assumption is equivalent to the assumption that the decision boundaries should lie in low-density regions (low-density separation) [7, 6] . Many different works implement this assumption by using adding a perturbation factor δ to the unlabelled data or weights and enforcing invariant predictions with respect to δ. The previous assumption has been core to boosting classification performance whilst allowing methods, such as the Mean Teacher [44] , to scale to large-scale data challenges.
However, the question of how to set δ is not trivial and relying on random perturbations to form a representative search of the local feature space becomes computational infeasible in high dimensions. There are several works that have addressed this difficulty -for example using Generative Adversarial Nets (GANs) e.g. [31, 32] to learn δ or interpolation e.g. [45] which limits δ to be transformations between unlabelled examples. These alternatives have reported great results on SSL. However, they are also limited by their own construction; for example, it has been recently shown that adversarial training can limit the generalisation capabilities in SSL approaches [33] .
However, more fundamentally, these methods treat datasets as a set of single entities, where the impact of δ is designed to affect the feature space around each entity separately. They discount relevant assumptions about SSL such as the strong relationship between entities. The ideal δ for a point x i should be dependent on the distribution of the dataset at x i . At the learning level, this is reflected in limiting the use of properties embedded in the unlabelled data. In this work, we go beyond these limitations by taking into consideration two major points: i) using global information from the unlabelled dataset to learn better decision boundaries , and ii) the generation of more meaningful pseudolabels that can positively affect the decision boundary. Our modelling hypothesis is that by considering these two key factors, one can get state-of-the-art performance in classification tasks.
− We propose a novel framework for Deep Semi-Supervised Learning, in which we consider and exploit the rich structure of the unlabelled data via unsupervised learning. These leads to a more robust solution which has the following advantages.
• We go beyond consistency regularisation and promote over-clustering regularisation to positively affect decision boundary and feature generalisation. • We generate more meaningful pseudo-labels that improves performance over explicitly using a teacher-like architecture. This is due to the unsupervised features we extract in our clustering based approach.
−We extensively evaluate our approach with a large range of numerical and visual experiments, and include a set of ablation studies.
−We demonstrate that our proposed framework outperforms the state-of-the-art works in classification.
Related Work
The power of SSL have been widely investigated since early developments in the area e.g. [51, 53, 51, 19] . However, we focus on recent developments in SSL, and in particular, those combined with Deep Nets (i.e. Deep SSL). In this section, we review the body of literature in turn.
In the body of literature, several Deep SSL SOTAmodels are based on consistency regularisation, in which the main idea is that an induced perturbation, δ, on the data (unlabelled set D u ) shall not change the performance in the output of f (x u ), so that f (x u ) = f (x u + δ), where x u ∈ D u . Within this philosophy several current works have been proposed.
The −model [22] is based on inducing stochastic perturbations, in which output consistency is enforced by evaluating each unlabeled sample twice in the network. The output is then computed by minimising the class probability between the two realisations. In the same work, authors introduced the Temporal Ensembling [22] model. It simplifies the previous model by considering the network prediction over several previous epochs. The −model is an special case of the work of Sajjadi et al [40] , and a simplification of the Γ−model [35] .
Although Temporal Ensembling [22] improved over previous models, it has a major drawback in that its targets are only updated once per epoch, which bottlenecks the transfer of the learned information to the training process. Preventing Temporal Ensembling from being computational feasible on large datasets. To mitigate this problem, and what might be the current top reference for deep SSL, Tarvainen & Valpola proposed the Mean Teacher [44] model. The central idea is to maintain an exponential moving average of the network parameters rather than average label predictions.
Following a philosophy close to −model, the Virtual Adversarial Training (VAT) [32] proposed using adversarial perturbations to measure the local smoothness of the input. They based this approach on the sense of connecting distributional divergence to the δ that most greatly affects the output prediction . The VAT approach has served as complement to other approaches. For example, the work of that [34] that introduce adversarial dropout, in which the divergence term enforce more robust predictions. And most recently, the authors of that [17] proposed an approach that seeks to map points into the model parameter space. This is then used to minimise the distance between the label and unlabelled data.
As an alternative, one can exploit the rich structure of a graph to improve predictions. The top reference method for graph based SSL is Label Propagation [54] (LP), whose performance heavily relies upon the initial construction of the graph. Most recent works have push the limits of LP by introducing automatic feature information to construct the graph including [50, 2, 25] . Most recently and a closely related work to ours, Iscen et al. [16] proposed a Deep label propagation approach. The central idea of this work was to modify the work of Zhou to scale to large scale datasets and thus produce informative pseudo-labels which aids in the training process.
We also mention the closely related problem of clustering. The central idea is to partition a given dataset into multiple clusters, with maximimal inter-cluster similarity and minimal intra-cluster distance. This problem has been widely explored in the literature, however, there have been just few developments using deep learning including works of that [10, 48, 4] . Most recently, in the work Caron et al. [5] , the authors proposed a scalable clustering approach that alternates between the popular k-means algorithm and the updating the parameters of a deep learning network. These works inspire our proposed approach. In particular, Figure 1 : Visual guide to our approach. Our approach consists of two separate tasks that share the same architecture. Firstly data is fed into the network and the feature representation is extracted, shown in purple. Using these features we then perform two different methods of pseudo-label generation. On the top cycle, in blue, we cluster the feature space and output the cluster assignment as unsupervised pseudo-labels, with also acts as our cluster assumption. On the lower cycle, we use the extracted features in a graphical construction task before performing label propagation to generate semi-supervised pseudo-labels, which acts as our smoothness assumption. Using the two different sets of pseudo-labels we then train the network to both predict the clusters and class of each data point. Note that the same FC layer is used for both tasks. If the number of clusters K is greater than the number of classes C, then class prediction is done by using the output of neurons {1, .., C}.
we follow a similar philosophy to [5] and [16] to create a novel framework that generates global consistency and local smoothess, thus helping the decision boundary and boosting the robustness and performance of the classifier.
Proposed Approach
In this section, we introduce our novel semi-supervised learning approach that builds on the clustering and smoothness assumptions. In what follows, we detail each part, and start by explicitly defining the problem at hand. Problem Statement. Assume X := {x 1 , x 2 , ..., x n } as a set of inputs. For i ≤ l, x i has an associated label y i ∈ C := {1, ..., c}, where C is a discrete label set for c classes. The labels y i form a set Y := {y 1 , y 2 , ..., y l }. For l < i <= n, there is no associated label for x i . As such we split X = X L ∪ X U where X L := {x 1 , .., x l } and X U := {x l+1 , .., x n }. We then seek to use X L , X U and Y L to find an optimal f : X → R C , with minimal error, that can accurately predict the labels Y U = {y l+1 , .., y u+l } for the unlabelled points X U and potential infinitely unseen instances.
We address this problem by proposing a novel framework that alternates between two key learning cycles: i) over-clustering regularisation that allows for improved decision boundaries as well as features that generalises well, and ii) a transductive graph based approach that exploits better embedded representations.
First Learning Cycle
In this paper, we revert back to the original clustering assumption of SSL [8] . In that we assume points in the same cluster are likely to share the same label. The majority of SOTA-models take the equivalent assumption termed low-density separation. However, one can notice that those models then need to be combined with other architectures like MT [44] to improve their predictions. Instead, in this work, we argue that by carefully considering the original clustering assumption one can boost the overall performance past the level of low-density separation approaches.
With this philosophy, we need to developed a clustering approach for large-scale datasets. One of the most popular methods algorithms is Lloyd's k−means [26] algorithm. Many SOTA models for unsupervised learning, including those based in deep learning e.g. [5] , build upon it. However, a major drawback is -how to set k, we shall show that this problem can be managed. To do this, we take inspiration from a central observation in [38, 1] :
over-segmentation increases discriminative information. An analogy to this observation can be applied to the dimensions of deep networks to achieve the same benefit of increasingly rich discriminative information. Most recently, it has been observed a benefit of this observation for big datasets such as in [5, 42] . However, the real benefits have not been deeper investigated for our problem at hand.
Motivated by this, we design, as the first stage of our approach, a clustering task, whose purpose is two-fold. Firstly, to increase the discriminative information of the network and secondly to generate better features that can help with graph based pseudo-labels. We build upon the work of Caron et al [5] .
Most precisely, given n input attributes (i.e. a dataset) {x n } N n=1 , where x n ∈ X -we seek to partition X into K clusters, each cluster is characterised by a centroid. This task can be computed through a mapping such that ψ θ : X → J , where J is the feature space and θ are the parameters to be learnt. We then take ψ θ (x n ) as input, and seek to solve a joint optimisation over the centroid matrix M ∈ R d×K and the clusters assignments y n ∈ {0, 1} k , n ∈ N . Formally, we seek to compute the following alternating minimisation problem:
alternate Updates as: 3 #Optimisation over C and yn
We then use the assignmentsỸ = {ỹ i , ..,ỹ n } from (1) as unsupervised pseudo-labels and train the network to predict the clusters.
where l s is some loss function. In this paper we will use cross-entropy as the loss function.
The performance of even randomly initialised ConvNets on standard transfer tasks, is far above the performance of chance. This is linked to the strong prior that the convolutional architecture puts upon the data. In this paper we use this above chance performance to allow us, from the very first epoch of training, to employ the above unsupervised pseudo-labels. We term the above minimisation with respect to the labelsỸ as first cycle learning. We will now define the second cycle.
Second Learning Cycle
In this section, we discuss our second cycle learning and how it is connected with the first one. The ultimate goal is to boost the classification performance whilst decreasing the need of vast amount of annotated data. With this purpose in mind, our second cycle learning address the classification task in a SSL setting.
As well as the clustering assumption, the ability for SSL to yield increases in performance also relies on the smoothness assumption, in that if two points x 1 , x 2 are close then so should they corresponding outputs y 1 , y 2 . In the context of neural networks we rewrite this as, if two feature representations ψ θ (x 1 ), ψ θ (x 2 ) are close then so are their outputs y 1 , y 2 . To enforce this constraint we use the concept of label propagation [52] . In this work, we use as backbone for label propagation the approach of that [51] .
With Label Propagation we can generate pseudo-labelŝ y i for each unlabelled example x i . How do we do this? as commonly used in a label propagation based approach, we take a dataset X = X L + X U and labels Y L to construct a weighted graphical representation of the data. This is typically done by selecting a similarity function w(x i , x j ) between data points and connecting each data point to its k nearest neighbours. This method of edge set selection is commonly known as k-NN graphs. From this we construct a weighted adjacency graph W such that W ij = w(x i , x j ) if two points are connected and 0 if there are not. Additionally, we define the degree matrix D := diag(W 1 n ) and label matrix Y , which reads:
What is then different from standard LP based approaches? A major drawback of existing algorithmic approaches is that they rely on hand-crafted features to construct the graph. Alternatively, one can train a deep network to produce said features, producing pseudo-labels which can be used in SSL [23] . However, how to improve the pseudo-labels prediction is a still open and challenging problem. Most recently, the work of that [16] applied deep nets to produce informative pseudo-labels. However, their modelling hypothesis were limited in terms of generalisation and performance so that they need to embedded their approach with a unsupervised loss such as MT [44] .
To avoid the aforementioned drawbacks, we use more informative and generalisable features to update the pseudolabels. To do this, we improve predictions using the rich discriminative information from first cycle learning. To do that we alternate updates for sharing the feature space, in particular, we seek to solve the following:
We can then train our model on these pseudo-labelŝ Y U := (ŷ l+1 , ...,ŷ N ) for the unlabelled data points X U ,
We also take this opportunity to define the loss function for the original labels.
To combat the problems of pseudo-label certainty and class balancing we use the approach of one can use entropy [23] .
Similarly that work of that [23, 16] , we encode to certainty of prediction and a class weight ζ i to account for unbalanced pseudo-labels using an entropy weight measure. We adopt the one from [16] . Thus giving us the following weighted loss for labelled and pseudo-labeled examples.
OverviewWe combine the two cycles of learning defined above to form the backbone of our approach. To provide a general overview we present Figure 1 as a visual guide and Algorithm 1 as a full algorithmic guide and give further written reasoning for our choices in the supplementary material.
Experiments
In this section, we detail the set of experiments that we conducted to evaluate our proposed framework.
Datasets Description & Evaluation Protocol
We evaluate our approach using three benchmarking datasets: CIFAR-10 [20] , CIFAR-100 [20] and Mini-ImageNet [46] . CIFAR-10: Experiments were performed using 500,1k, 2k and 4k labels. Visualisation of some samples classes are displayed in Fig. 3-(A) . CIFAR-100: Experiments, were ran using 4k and 10k labels. Mini-ImageNet We used 4k and 10k labeled images in our experiments. The characteristics of each dataset are contained in the supplementary material.
Evaluation Protocol. For each dataset, we use the official partition. We use the error rate as the evaluation metric, over a range of label totals. As is standard practice in the for i ∈ {1, .., N }:
., E 2 ]: 12 for i ∈ {1, .., N }:
Extract unsupervised pseudo-labelsỸ
area, we quote the mean error rate and standard deviation over different splits: ten for CIFAR-10, thee for Mini Ima-geNet and five for CIFAR-100. For fair comparisons in the ablation study and comparisons, we use the suggested splits of [16] .
We compared our approach to SOTA-models: Ladder Networks [35] , VAT [32] , SSL-GAN [41] , TSSDL [43] , MT [44] , LPDSSL [16] and ICT [45] . We also evaluate the benefits our our two cycle learning approach by performing a set of ablation studies. The first one is related to the over-clustering benefits whilst the second one addresses the discussion when combining with other techniques such as MT [44] .
Implementation Details and Training Scheme
In this section we provide the training details of our approach for the different datasets as well as outlining the reproduced baselines.
Implementation. Our approach is built on top of the Pytorch code for the LPDSSL approach [16] , which is publicly available. As a safety check, we reproduced all fully and semi-supervised experiments as per the original implementation. We also used code from the deep clustering approach by Caron et al [5] , which is also publicly available.
Deep Nets Architecture. For the CIFAR-10 and CIFAR-100 dataset we used the "13-layer" network, that has been used in previous works [22] , as the feature extractor. For Mini-Imagenet we use the Resnet-18 architecture [14] . We add an l 2 normalization layer before the fully connected layers, to help with graph construction. We also take the same approach to data-processing as the LDPSSL paper i.e. we do not normalise the input images with ZVA or add Gaussian noise to the input layer but we do normalise images to have zero-mean channel wise and unit variance over the training set.
Hyper-parameters. For SSL hyper-parameters and training choices are adapted from the MT [5] and LPDSSL approach [16] whilst for UL hyper-parameters we used standard parameter choices from the field.
SSL Parameters:
For all experiments we used stochastic gradient descent with cosine based annealing [28] with the following parameters: momentum = 0.9 and weight decay 2 × 10 −4 . We used two different training parameters sets: training for 180 epochs with l 0 = 0.05 and a annealing finishing point of 210 epochs and a longer training length of 400 epochs with l 0 = 0.03 and an annealing finishing point of 460.
UL Parameters: On all datasets, clustering was done for 100 iterations using the K-means algorithm used in FCB. Before clustering the data was L 2 normed.
Our Approach In our approach, we have two distinct phases of training which are performed for epochs {1, .., E 1 } and {E 1 + 1, .., E 2 } respectively, where E 2 is the total number of epochs. For all experiments, E 1 was chosen to be 10 but no change in result was found from changing the value of E 1 in this region.
Phase One: The clustering label mini-batch size and labeled mini-batch size was set to CIFAR-10 and 128 for CIFAR-100 and Mini-ImageNet. One epoch of clustering training was defined as passing through all data points X twice. The value of T , the number of passes through the labeled samples, was set to 10 for all experiments. Although, like E 1 , the value of T was found to have limited effect on Table 2 : Comparison with SOTA methods on CIFAR-10, CIFAR-100 and Mini-ImageNet. The error rate is reported. We denote by † error rates obtained by previous works. For CIFAR-100 and Mini-ImageNet the number of clusters K was set to the number of classes C.
the performance of the approach. Phase Two: For the pseudo-label mini-batch size B = B L + B U , with B L labelled images and B U labelled images, we set B L = 50, B U = 50 for CIFAR-10 and B L = 88, B U = 40 for CIFAR-100 and Mini-ImageNet. We define one epoch to be one pass through all unlabelled images. We follow the same diffusion parameters (i.e. class weight and entropy setting) as LDPSSL [16] .
Results and Discussion
In this section we present the experimental results and complementary visualisations generated from the previously outlined experiments. Subsequently we shall discuss some of our findings and how they compare to previous work done in the field.
Our Approach vs SOTA-Models. We compare our proposed framework against several different SOTA-models that includes Ladder Networks [35] , VAT [32] , SSL-GAN [41] , TDCNN [43] , Mean-Teacher (MT) [44] , Label Propogation for Deep Semi-Supervised Learning (LPDSSL) [16] , Label Gradient Alignment (LGA) [17] and Interpolation Consistency Training (ICT) [45] which offer a full coverage of the available methods in the field.
CIFAR-10
We present the comparison results for CIFAR-10 in Table 1 . We see that all methods considered improve there performance with more labelled data. However, the performance of SSL-GAN is particularly poor rel- atively to the other methods, supporting the prior work that has suggested adversarial training leads to poor generalisation. We note that our approach is the best performing method on CIFAR-10. In particular our approach does particularly well when the number of labels is low, outperforming recent approaches such as ICT. As a visual representation we utilize t-SNE [29] to visualise the learnt feature representation from our approach with 2K labels (see Fig. 2 ).
CIFAR-100
We present the results for CIFAR-100 in Table 2. We find that our approach again performs well producing the lowest error rate for 10k labels but slightly below the performance of LDPSSL+MT on 4K labels. However, our approach is yet to be evaluated with MT added, see Figure 3 for proof of scalability, which improves the performance as shown in the supplementary material. Mini-ImageNet: For Mini-ImageNet Table 2 our method is by some margin the best method considered. Note that the addition of MT reduces the performance of LDPSSL whilst our approach improves upon the performance of LDPSSL and is considerably better.
Ablation Study
We investigate the impact that certain choices had on our model and compare to alternative variants.
How Effective is Clustering Regularisation? We ask how effective clustering is as a unsupervised regularisation, including the case of over-clustering where K > C. Therefore we perform training using several different values of K to assess the effect on the network. These results are reported in Tables 6 and 4 . Firstly, we see that, for all val-ues of K, clustering based regularisation drastically reduces the error rate from using label propagation alone. At its worst performance it performs competitively with the unsupervised consistency provided by MT. We found that in the CIFAR-10, with its large number of images per class, a small amount of over-clustering increases the classification performance but too much slightly decreased it. For CIFAR-100, we found that the performance increase was not dependent upon K. Showing that in general, the improvement in performance from using over-clustering regularisation is very robust to the value of K and choosing the value of K is not a major problem in this framework and we expand upon this in the supplementary material.
Comparison to other combined approaches. In Table 2 we compare our approach to methods which added an unsupervised loss to their approach for improved results. The addition of VAT to LGA made a small difference to the accuracy and not improve it past the original VAT. MT consistently improved LDPSSL on CIFAR-10 and CIFAR-100. However, for Mini-ImageNet, a more realistic challenge, the addition of MT in fact hurt the performance of LDPSSL. We highlight that our approach which uses label propagation did greatly better than the original LDPSSL for all datasets including the challenging Mini-ImageNet
We note that our method is not combined with any improving framework such as MT but, as shown in Figure 3 (B), our approach is easily combinable with MT and we would expect an improved performance. We provide validation for this in the supplementary material.
Conclusions
In the field of SSL, the vast majority of recent approaches rely upon the low density separation assumption to boost performance. The implementation of this assumption is usually done by demanding in-variance with respect to perturbations of the data input. However, this local approach to consistency disregards the global structure of the data. Therefore, in this work we propose a novel approach for SSL classification based on a combination of cluster-based regularisation for consistency and label prop-− Section 2: We offer further explanation of our two cycle learning design. − Section 3: In the interest of clarity, we give a detailed description of the datasets used to validate our approach. − Section 4: To further support the over-clustering statement, we further discuss the benefit of over-clustering and the performance limit. −Section 5: We demonstrate scalability capabilities. We show that our approach can be easily embedded to other models such as the Mean Teacher [44] approach.
Two Cycle Learning: Further Explanation
In our main paper in Section 3, we gave a visual and algorithmic guide to our approach. However, for conciseness, we left out longer written explanations for our design choice. In this section, we seek to further motivate the choices made.
Two Training Phases. In our approach, there are two different training phases, P 1 and P 2 which cover epochs {1, .., , E 1 } and {E 1 + 1, .., E 2 } respectively. For P 1 , we train over both the cluster labels and the initial training labels. The motivation for using the initial labels several times per iteration of P 1 is to provide an acceleration to the start of the learning process, similarly to LDPSSL [16] . Rather than the slow ramp up that would come from using the two different pseudo label types initially.
Epoch Length. When training upon L C (X,Ỹ , θ) we define one epoch of learning to be two iterations through the entire dataset. The reason for iterating through the dataset more than once was to attempt to balance out the impact of the clustering base pseudo-labels with the label propagation based pseudo-labels.
One epoch of L W (X, Y l ,Ŷ u , θ) is defined as one loop through all unlabelled samples but each batch contains B L labeled samples and B U initially unlabelled samples. Therefore, the actually number of evaluations is greater than |X U |. If B L = B U then in fact the number of evaluations is 2|X U |, with each labeled sample being evaluated multiple times. Given that 2|X U | ≈ 2|X|, making a epoch of learning to be two iterations through the entire dataset for the unsupervised pseudo-labels seems a reasonable proposition.
Implementing the clustering assumption
Our implementation of the clustering assumption is as follows. Given cluster assignmentsỸ := {ỹ 1 , ..,ỹ N } we demand that the network minimises the cost function
However, there are several subtleties to this implementation. Should the FC layers for the clustering prediction be the same as the classification prediction or should they be independent and simply share feature extraction layers. For our approach we went for shared FC layers and the class prediction being a subset of the outputs of the final neural layer. Define the final neural layer as a mapping
where ψ(X) are the features extracted from the input X by the previous layers and P the output. P is a vector space of dimensionality K and basis B, where K is the number of clusters. For an individual input x i and output prediction p i = f (ψ(x i )), we defined the class prediction p ci as the output over the subset {b 1 , ..., b C } of B, with C the number of classes.
How Does this Implementation Work? Given the FC layers are shared between the tasks, why does this lead [44] with our approach on CIFAR-100 and Mini-ImageNet. OURS+MT 100 denotes training for 100 epochs with the same parameters as OURS+MT. For this experiment the number of clusters is set to the number of classes. The error rate is reported. We denote by † error rates obtained by previous works.
to meaningful classification outputs rather then say being swamped by the clustering task. The answer lies in the finer details of the learning tasks. Define the number of data samples N , the number of epochs E, the number of classes C, the number of clusters K , that B L = B U , and assume we are in training phase P 2 . Given that assigned cluster numbers randomly change each epoch, the expected number of times that a data sample arrives at a specific final layer neuron in the clustering classification task is E/K. However, each initially labelled example will be seen an expected E|X U |/|X L | times. Therefore, as 1/K |X U |/|X L |, the learnt behaviour of neurons 1, .., C is still tied to the classification task by the labelled examples.
Dataset Description
As described in the main paper, we used three different datasets to evaluate our approach. In this supplementary material we give additional descriptions of the datasets and label partitions used. Note that for all datasets, for fair comparisons, are the same used in by Iscen et al [16] .
CIFAR-10 [20] CIFAR-10 is composed of 50k training images and 10k test images, which represent ten different image classes. Each image is an RGB image of resolution 32 × 32. We perform experiments using 50, 100, 200 and 400 labels per class which corresponds to 500, 1k ,2k and 4k total labels. CIFAR-100 [20] CIFAR-100 is a more complicated version of CIFAR-10. CIFAR-100 consists om 50k training images and 10k testing images. However, as the name suggests, CIFAR-100 contains 100 different image classes, so the number of training images per class, 500, is much lower than the number of images per class for CIFAR-10, 5k. We perform experiments using 40 and 100 labels per class, corresponding to 4k and 10k labels in total.
Mini-ImageNet [46] . Mini-ImageNet is an version of the popular ImageNet dataset [11] which is designed for the purpose of SSL [46] . It comprises 100 different classes each having 600 images of resolution 84 × 84 of which 500 are assigned to the training set and 100 to the test set. We perform experiments using 4K and 10K total labels.
Over-clustering: Friend or Foe?
The effectiveness of clustering regularisation as an unsupervised loss is an complicated topic. Does the effectiveness depend on the number of clusters? In this supplementary section, we answer this questions in the specific case of the results presented in the main paper but also as a general comment.
Is setting an specific K a prerequisite? In the ablation study from the main paper, we investigated changing the value of K over the two CIFAR datasets. Compared to the model without cluster regularisation, which is approximately the same as LDPSSL [16] , we find great improvements in performance regardless of the number of clusters used. Therefore, setting an intelligent value of K is not a pre-requisite for using our approach.
Variation due to over-clustering? For CIFAR-100 we found no change in accuracy between K = 10 and K = 100. On the other hand, for CIFAR-10 we found a small increased in accuracy from changing from K = 10 to K = 100 but further over-clustering to K = 300 produced a slightly worse results than K = 10. See Tables 3, 4 in the main paper.
Can we explain these differences? The optimal value of K will be inherently linked to the known properties of the dataset. CIFAR-10 has a large number of images per class at 5k. Therefore, it stands to reason that there would be some information to gain from an over-clustering. However, when K = 300, the average cluster size will be ≈ 166 and Table 6 : Ablation study on how changing the number of clusters K effects the final classification accuracy on the CIFAR-10 dataset. This is now done over all ten label splits for CIFAR-10 the difference between clusters will become smaller and as such the extracted features will become less meaningful. An obvious illustration of this can be seen when we let K → ∞. On the other hand, CIFAR-100 with its 100 classes has 500 images per class. Therefore, the amount of complexity in the feature space is much higher and so an over-clustering will still be learning useful information which explains the identical performance found from K = 100 and K = 300.
Scalability Capabilities
As is the standard for works in this field [16] , [17] , [45] , approaches are often combined with consistency based regularisers based on the dual teacher-student model. In this section we combine our approach with the popular Mean Teacher (MT) [44] approach and discuss the results.
Implementation of Mean Teacher We use the Mean Teacher code provided by the original Mean Teacher approach [44] . In order to prevent Mean Teacher interfering negatively with out unsupervised clustering pseudo-labels, we disconnect the consistency between the student and teacher models when optimising L C (X,Ỹ , θ) and then reconnected the consistency when optimising L s (X L , Y L , θ) and L W (X, Y L ,Ŷ U , θ).
ExperimentsWe evaluate the combined OURS + MT approach using the same datasets, networks, parameters and experimental protocol as the main paper. We use the following parameter set for all experiments: l 0 = 0.05 for 180 epochs with a cosine annealing end point of 210 epochs. We use the CIFAR-100 and Mini-ImageNet datasets and the same label splits as used by Iscen et al [16] . We compute and compare the error rate obtained by our approach with and without the MT extension.
Results We present our experimental results in Table. 5. As expected, for all experiments considered here, the inclusion of MT improved the performance our approach. For CIFAR-100 we become much closer to the performance of LDPSSL + MT on 4k labels whilst extending our advantage for 10k labels.
We would like to highlight the amazing performance that our method has on the Mini-ImageNet dataset. Mini-ImageNet is a very complicated dataset and is a good proxy for applied image classification challenges. OURS + MT achieves error rates of 10.67 and 5.81 better than LDPSSL+MT for 4k and 10k labels respectively.
