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ABSTRACT9
With the increasing size and complexity of modern infrastructure networks rises the challenge10
of devising efficient and accurate methods for the reliability analysis of these systems. Special care11
must be taken in order to include any possible interdependencies between networks and to properly12
treat all uncertainties. This work presents a new approach for the reliability analysis of complex13
interconnected networks through Monte Carlo Simulation and survival signature. Application of14
the survival signature is key in overcoming limitations imposed by classical analysis techniques15
and facilitating the inclusion of competing failure modes. The (inter)dependencies are modelled16
using vine copulas while the uncertainties are handled by applying probability-boxes and imprecise17
copulas. The proposed method is tested on a complex scenario based on the IEEE reliability18
test system, proving it’s effectiveness and highlighting the ability to model complicated scenarios19
subject to a variety of dependent failure mechanisms.20
INTRODUCTION21
Reliability analysis of complex networks is an important task in the field of risk analysis. This22
importance is a result of the ever increasing size and complexity of modern critical infrastructure.23
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At the same time, society is becoming increasingly reliant on the availability of these critical24
infrastructures such as water supply networks, electrical distribution networks or the internet. A25
breakdown of any of these systems can have a drastic impact on people’s lives, as evident from the26
aftermath of recent natural disasters (UN-OCHA 2013). As a result, efficient and accurate methods27
for the reliability of these complex systems are required. However, history has shown that it is28
not sufficient to analyse these networks as individual units because the systems are often subject29
to complex interdependencies between one another. That is, failure in one network can potentially30
cascade into another network (Buldyrev et al. 2010; Leavitt and Kiefer 2006). For example,31
failures in a power grid due to natural disasters will drastically effect the communication network32
which in turn will inhibit the coordination of emergency personnel (Comfort and Haase 2006).33
Therefore, it is of paramount importance to include and accurately model these interdependencies34
when analysing the reliability of networks.35
Behrensdorf et al. (2017) presented a novel approach to the numerical reliability analysis of36
interdependent networks based on Monte Carlo simulation and survival signature. The survival37
signature (Coolen and Coolen-Maturi 2012) has the capability to fully separate the structure of38
a network from its probabilistic characteristics, allowing for efficient simulation while modelling39
dependencies in a probabilistic way. Due to these characteristics it has constantly increased in40
popularity since its development, with new simulations techniques based on the signature being41
constantly developed (see for example Patelli et al. 2017). In the previous the modelling of42
interdependencies between networks was limited to simple deterministic unidirectional causal43
links where failure of one component would result in the immediate failure of all dependent44
components. However, this approach lacks flexibility and does not allow to accurately capture the45
complex interdependencies between real world networks. As a result, a new methodology to model46
these interdependencies is required. Copulas have been successfully used to model dependence47
in enterprise risk management (Schirmacher and Schirmacher 2008), finance (Cherubini et al.48
2004), insurance (Goodwin and Hungerford 2014), and environmental studies (Zhang and Singh49
2006). Modelling dependencies with copulas is especially powerful as multivariate copulas allow50
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to separate modelling of the marginal distributions from modelling the dependence structure (Joe51
2014). Though the popularity of copulas for engineering applications has increased in the recent52
years (Yan 2006; Ram and Singh 2009), literature is still scarce.53
This work extends the previously developedmethod to allow for complex dependencies between54
nodes and networks as well as competing failure modes using multivariate copulas. This work is55
focused on using appropriate copulas to represent realistic dependency structures between different56
networks. The goal is to find a single dependency structure containing the complete dependency in-57
formation. For this reason, different types of multivariate copulas such as hierarchical Archimedean58
copulas and vine copulas are investigated. The copula models are usually inferred from data or59
expert knowledge, both of which are subject to two types of uncertainty, namely aleatory and60
epistemic uncertainty. Aleatory uncertainty represents the natural randomness in process while61
epistemic uncertainty results from vagueness or lack of information (Beer et al. 2013). Dealing62
with these uncertainties by imprecise reliability analysis results in bounds on the obtained survival63
function.64
The remainder of this paper is outlined as follows. First, the basic notations and required65
definitions of copulas including measures of dependence is presented followed by an discussion of66
copula construction methods. Then, the numerical method used to compute the network reliability67
is introduced. After discussing the modelling of dependencies and handling of uncertainties, the68
proposed method is applied to a complex numerical example. Finally, the paper closes with some69
concluding remarks and an outlook into future works.70
COPULAS71
This chapter introduces the basic theory on copulas as well as how they can be used to model72
dependencies in high dimensions. An overview of different parametric copula families is given.73
Additionally, measurements of dependence are introduced. For a comprehensive discussion of74
copulas, see for example Nelson (2007) or Joe (2014).75
Copulas (from the Latin for “bond“ or “tie“) are functions that couple multivariate distribution76
functions to their one-dimensional marginal distributions functions (Nelson 2007) and as such77
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allow to separate modelling of the dependence structure from modelling the univariate marginals.78
The foundation of the theory of copulas lies in what is known as Sklar’s theorem (Sklar 1959). It79
states, that any multivariate distribution H can always be separated into its marginal distributions80
Fi and a copula function C. The theorem is valid in all dimensions d ≥ 2.81
Theorem 2.1 (Sklar’s theorem) Let H be an d-dimensional distribution function with margins82
F1, . . . , Fd . There exists an d-dimensional copula C such that for all x in Rd83
H(x) = C(F1(x1), . . . , Fd(xd)). (1)84
If the marginals F1, . . . , Fd are continuous, then C is unique; otherwise, C is unique on Range(F1)85
× · · · × Range(Fd). Conversely, if C is an d-copula and F1, . . . , Fd are distribution functions, then86
the function H defined by Eq. 1 is an d-dimensional distribution function with margins F1, . . . , Fd .87
Probabilistically, ifC is a joint cumulative distribution function of a d-dimensional randomvector on88
the unit cube [0, 1]d with uniform marginals, then C : [0, 1]d → [0, 1] is a copula. It is noteworthy,89
that copulas are invariant under strictly increasing transformations, as stated by Theorem 2.290
(Nelson 2007).91
Theorem 2.2 For d ≥ 2 let X1, . . . , Xd be random variables with continuous distribution functions92
F1, . . . , Fd , joint distribution functionH and copulaC. Let f1, . . . , fd be strictly increasing functions93
from R to R. Then f1(X1), . . . , fd(Xd) are random variables with continuous distribution functions94
and copula C. Thus, C is invariant under strictly increasing transformation of X1, . . . , Xd .95
As such, any property of the joint distribution function that is invariant under strictly increasing96
transformation is in fact a property of the copula. As a result, This means, one can study dependence97
between random variables by studying the copula (Schirmacher and Schirmacher 2008). There98
exist multiple copula families with different dependence structures of which some of the most99
popular are presented in the following.100
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The Gaussian Copula101
The d-dimensional Gaussian copula with positive definite correlation Matrix R ∈ [−1, 1]d×d is102
defined by103
CR(u1, . . . , ud) = Φd(Φ−1(u1), . . . ,Φ−1(ud)), (2)104
whereΦd(·;R) is the d-variate cumulative distribution of aNd(0,R) random vector andΦ−1 denotes105
the inverse of the univariate standard Gaussian cumulative distribution function (Joe 2014).106
Archimedean Copulas107
Archimedean copulas are an important class of copulas. Their popularity stems from a variety108
of reasons: They are easily constructed, the class holds a great number of different families and the109
copulas posses many excellent properties (Nelson 2007). Additionally, the bivariate Archimedean110
copulas can be used in multivariate construction methods based on pairs of bivariate copulas (Joe111
2014). A d-dimensional copula Cϕ is classified as Archimedean if it admits to the representation112
Cϕ(u1, . . . , ud) := ϕ(ϕ−1(u1) + · · · + ϕ−1(ud)), (3)113
where the function ϕ : [0,∞] → [0, 1] is called the generator of Cϕ , ϕ−1 denotes its inverse and114
u1, . . . , ud ∈ [0, 1] (Mai and Scherer 2012). Table 1 shows some of the most popular one-parameter115
(governing the strength of dependence) Archimedean copula families with their generators, inverses116
and parameter domains.117
Random Variable Generation118
There exists a general algorithm for sampling from bivariate copulas. The methodology known119
as conditional sampling (Mai and Scherer 2012) is based on computing the partial derivatives of120
copulas to obtain conditional distribution functions. For an arbitrary bivariate copulaC : [0, 1]2 →121
[0, 1]:122
1. Simulate two independent variates U2 ∼ U[0, 1] and V ∼ U[0, 1]123
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2. Compute the conditional distribution function124
FU1 |V2(u1) :=
∂
∂u2
C(u1, u2)

u2=U2
, u1 ∈ [0, 1] (4)125
and the generalized inverse126
F−1U1 |U2(v) := inf{u1 > 0 : FU1 |U2(u1) ≥ v}, v ∈ (0, 1). (5)127
3. Set U1 := F−1U1 |U2(V) and return (U1,U2) ∼ C.128
The algorithm is valid for all classes of copulas. However, in many cases an easier algorithm can be129
found for a specific copula. Figure 1 shows four example scatter plots of samples generated from130
different bivariate copulas, highlighting the individual dependence structure.131
While this algorithm can be extended to higher dimensions d > 2, this requires the compu-132
tation of conditional distribution functions, which in high dimensions can be challenging or even133
impossible. Therefore, other techniques are usually applied in higher dimensions.134
Dependence135
The study of dependence among random variables requires some form of dependence mea-136
surement. Typically, “correlation“ is used to describe different forms of dependence. However, in137
its technical meaning as the linear correlation coefficient ρ it is not “scale-invariant“ and as such138
does not remain unchanged under strictly increasing transformation (Schirmacher and Schirmacher139
2008). Therefore, the more modern term “association“ is used instead of correlation. Two well140
known scale-invariant measures of association are the population versions of Kendall’s tau and141
Spearman’s rho. In this work, Kendall’s tau is applied in all cases.142
Kendall’s tau is a measure of association based on concordance. A pair of random variables143
is concordant if “large“ values of one are associated with “large“ values of the other and the same144
holds for “small“ values. Formally, two observations (xi, yi) and (x j, y j) from a vector (X,Y ) are145
concordant if xi < x j and yi < y j , or discordant if xi > x j and yi > y j . Alternatively, concordance146
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can be expressed as (xi − x j)(yi − y j) > 0 and discordance as (xi − x j)(yi − y j) < 0.147
Let (X,Y ) denote a vector of continuous random variables and {(xi, yi), . . . , (xn, yn)} a sample148
of n observations from said vector. With c as the number of concordant pairs and d the number of149
discordant pairs among all possible
(n
2
)
pairs of observations (xi, yi) and (x j, y j), Kendall’s tau for150
the sample is defined as151
t =
c − d
c + d
= (c − d)
/(
n
2
)
. (6)152
The value t may also be interpreted as the probability of concordance minus the probability of153
discordance for a random pair of observations (xi, yi) and (x j, y j) chosen from the sample. In turn,154
this can be applied to define the population version of Kendall’s tau for random variables X and Y155
τ(X,Y ) = P [(X − X˜)(Y − Y˜ ) > 0] − P [(X − X˜)(Y − Y˜ ) < 0], (7)156
where (X˜, Y˜ ) is an independent copy of (X,Y ) (Schirmacher and Schirmacher 2008).157
COPULA CONSTRUCTION METHODS158
Modelling dependencies inside and between networks requires a flexible dependence structure.159
Using one distinct copula family to sample failure times for all components in one or multiple160
networks is never precise enough. Therefore, the ability to combine different copula families in one161
structure is of utmost importance. This section presents two copula construction methods capable162
of this. These methods possess different modelling capabilities and strengths. For a discussion of163
additional methods and further details, see Joe (2014).164
Hierarchical Archimedean Copulas165
Hierarchical (alternatively: nested) Archimedean copulas are a class of copulas where groups166
of variables are connected by Archimedean copulas and these groups themselves are then coupled167
with another copula from one of the Archimedean families. This nesting structure may be repeated168
up to an arbitrary number of nesting levels. Figure 2 shows a visual representation of a hierarchical169
Archimedean copula with six variables in four groups as a dendrogram. Formally, hierarchical170
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Archimedean copulas are defined by171
Cϕ0(Cϕ1(u1,1, . . . , u1,d1), . . . ,CϕJ (uJ,1, . . . , uJ,dJ )) (8)172
where further nesting levels are defined recursively (Mai and Scherer 2012). However, not all173
arbitrary combinations of J + 1 generators lead to Eq. 8 defining a valid copula.174
The dependence in every group in this structure is governed by one parameter and variables175
that are close to each other (e.g, in the same group) share the same dependence (Joe 2014). This176
reduces the modelling flexibility substantially. An implementation of hierarchical Archimedean177
copulas can be found in the package nacopula for the statistical programming language R (Hofert178
and Mächler 2011).179
Pair Copula Construction180
The goal of pair copula constructions (PCCs) is to build high-dimensional copulas from combi-181
nations of bivariate copulas and as such use the extensive theory on bivariate copulas to overcome182
limitations in the available literature on multivariate copulas (Mai and Scherer 2012).183
Consider a vector of d random variables X = (X1, . . . , Xd) with joint density function denoted184
by f1:d(x1, . . . , xd). The density can then be represented as a factorization of conditional densities:185
f1:d(x1, . . . , xd) = f1(x1) · f2|1(x2 |x1) · f3|2,1(x3 |x2, x1) · · · · · fd |1:(d−1)(xd |x1, . . . , xd−1) (9)186
In the next step Sklar’s theorem is applied to the conditional densities effectively splitting a multi-187
variate density into bivariate copula densities and densities of univariate margins. Differentiating188
Eq. 1 with respect to a distribution with joint density f (x1, . . . , xd), marginals f j and marginal cdfs189
Fj , j = 1, . . . , d leads to190
f1:d(x1, . . . , xd) = c1:d(F1(x1), . . . , Fd(xd)) · f1(x1) · · · · · fd(xd), (10)191
where c1:d(·) is the d-variate copula density. The bivariate case with pair-copula density c1,2(·, ·)192
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simplifies to193
f1,2(x1, x2) = c1,2(F1(x1), F2(x2)) · f1(x1) · f2(x2), (11)194
which yields195
f1|2(x1 |x2) = c1,2(F1(x1), F2(x2)) · f1(x1). (12)196
Equation 12 can be applied stepwise to Eq. 9 to fully decompose the multivariate density into197
bivariate copula densities and densities of univariate marginals. Note, that not all multivariate198
copulas can be modelled with this pair copula construction method.199
Vine Copulas200
Vines are a graphical representation of valid pair copula decompositions as sets of trees. Basic201
graph theory is used to define vines (Mai and Scherer 2012)202
Definition 3.1 (Regular Vine) A regular vine (R-Vine) V = (T1, . . . ,Td−1) is defined as a tree203
sequence on d elements where:204
1. T1 is a tree with Nodes N1 = {1, . . . , d} and edges E1.205
2. For j ≥ 2, Tj is a tree with nodes Nj = E j−1 and edges E j .206
3. For j = 2, . . . , d − 1 and {a, b} it must hold that |a ∩ b| = 1.207
The so called proximity property (3) states that, if an edge exists in Tj , j ≥ 2 connecting a and b,208
in turn a and bmust share a common node in Tj−1. Figure 3 shows a regular vine representation of209
a 5-dimensional copula.210
There exist a multitude of d-dimensional R-vines. However, two sub-classes called C- and211
D-Vines are used almost exclusively. A regular vineV is called a C-Vine if in each tree Ti there is212
one node that holds n ∈ Ni such that |{e ∈ Ei |n ∈ e}| ≤ d − 1. This condition states, that in each213
tree one node has the maximum degree (is connected to all other nodes). Alternatively, a D-Vine is214
characterised by each node n ∈ Ni satisfying |{e ∈ Ei |n ∈ e}| ≤ 2. Thus, any node may only have215
a maximum of two connections. Figure 4 shows the graphical structures of a five-dimensional C-216
and D-vine.217
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Sampling of vine copulas is a non-trivial task. A regular vine on n variables possesses 2n−1218
implied sampling orders (Mai and Scherer 2012). Therefore, C- and D-Vines, where sampling is219
easier, are applied in all examples of this work with sampling from the vines being performed by220
the MATLAB toolbox VineCopulaMatlab (Kurz 2016).221
RELIABILITY ANALYSIS222
This section recaps the numerical methodology used to compute the network reliability first223
introduced in Behrensdorf et al. (2017). It is based on the survival signature, an extension of the224
system signature, and Monte Carlo simulation.225
Survival Signature226
The survival signature (Coolen and Coolen-Maturi 2012) is a novel tool for the quantification227
of system and network reliability based on the system signature (Samaniego 2007). Both signatures228
allow for a separation of the system structure from its probabilistic characteristics such as component229
failure times. However, the system signature has a severe limitation in that it is only defined for230
systems made up of a single component type, which does not apply to complex networks. The231
survival signature addresses this drawback by generalizing the signature to systemswith an arbitrary232
number of component types.233
Consider a system with m components. The state vector is defined as x = (x1, . . . , xm), where234
xi = 1 indicates a component in working condition, while xi = 0 indicates a component in a failed235
state. As such, the state vector represents the state of the individual components. The state of the full236
system is obtained by applying the structure function ϕ(x) to the state vector. As before, ϕ(x) = 1237
indicates a working system and ϕ(x) = 0 indicates that the system has failed. The structure function238
is defined based on the problem at hand. In this work, the structure function is assumed to return239
1 if a path from any start node to any end node exists for the current network state. Calculating240
the survival signature for l out of m components working then becomes a combinatorial problem241
defined as242
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Φ(l) =
(
m
l
)−1 ∑
x∈Sl
ϕ(x) (13)243
The survival signature is easily extended to systems with multiple component types. Consider244
a system with K component types, mk components per type k (k = 1, . . . ,K) and lk out of mk245
components per type in a working state, the survival signature becomes246
Φ(l1, . . . , lk) =
[ K∏
k=1
(
mk
lk
)−1]
×
∑
x∈Sl1,...,lk
ϕ(x) (14)247
As an example, consider a system with two component types and three components per type as248
illustrated in Fig. 5. Here, node 1 is selected to be the start node and nodes 5 and 6 represent the249
end nodes. The full survival signature for the network is show in Table 2.250
While algorithms to calculate the survival signature have already been available for a number251
of years (Aslett 2012; Reed 2017), efficient computation of the signature for systems with large252
numbers of components and types still poses a numerical challenge. A new approach attempting253
to reduce the high computational demand of the survival signature using graph theory and Monte254
Carlo approximation can be found in (Behrensdorf et al. 2018).255
Survival Function256
Based on the survival signature, the survival function is defined as257
P(Ts > t) =
m1∑
l1=0
. . .
mk∑
lk=0
Φ(l1, . . . , lk)P
( K⋂
k=1
{Ckt = lk}
)
(15)258
This function gives the probability that a network is still working at time t, in other words259
the reliability of the system. The equation clearly shows the separation of structural information260
(survival signature on the left) and probabilistic information about component failures (right). This261
is beneficial as it allows to analyze the network once ahead of the reliability analysis instead of262
having to re-evaluate the structure every step of the way as with traditional techniques such as fault263
tree analysis. Additionally, this makes it possible to efficiently run multiple failure scenarios against264
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a network.265
Simulation266
Component failure times are sampled from the vine copula, after selecting the number of desired267
samples NMC and a sufficiently small time step, and transformed to their respectivemarginals. Next,268
for all combinations l1, . . . , lk from the survival signature and all time steps t the number of samples269
representing the exact same combination (amount of components still working at time t) are counted270
as Nl1,...,lk (t). Then, the probabilistic part of the survival function is approximated by271
P
( K⋂
k=1
{Ckt = lk}
)
=
Nl1,...,lk (t)
NMC
(16)272
In a final step, the partial reliabilities for all combinations are multiplied by their probability273
Φ(l1, . . . , lk), introducing the structural information into the reliability, and then summed yielding274
the full reliability of the network. This means that no computations must be performed for275
combinationswhere the probability in the survival signature is zero, further increasing the efficiency276
of the simulation. This fact is especially useful in higher dimensionswhere large parts of the survival277
signature are negligible. Figure 6 shows the analytically and numerically computed survival278
function for the network shown in Fig. 5 assuming independent exponential failure distributions for279
the components with λ1 = 0.8 and λ2 = 1.6.280
MODELLING DEPENDENCIES281
The application of different copula families allows for flexible modelling of various kinds of282
dependencies. This paper is mainly concentrated on the modelling of two types, namely common283
causes of failure and (inter-)dependencies between nodes inside one or between multiple networks.284
The investigation of different copula families and construction methods has shown that only vine285
copulas (see section 3) provide the flexibility necessary to accurately model the dependencies.286
Restriction the use of only one distinct family of copulas is clearly infeasible, while the dependence287
structure of hierarchical Archimedean copulas (HAC) lacks versatility. HACs are sufficient for288
simple problems, but in most cases we require the advanced capabilities of vine copulas as opposed289
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to the dependence clustering structure approach of HACs.290
Modelling of dependencies requires some form of data, either through measured failure times291
for the components that can be used to perform copula inference and determine the underlying292
dependence structure or through expert knowledge. However, in this paper the methodology is only293
applied to toy examples in order to show the advantages and appropriate dependence parameters294
are chosen arbitrarily. Deducing the copula structure by inference is left for future work.295
Common Cause of Failure296
Common cause of failure is the event that two or more components fail simultaneously due to297
shared defects (Watson 1981). These weaknesses can include but are not limited to (Hanks 1998):298
• Manufacturing defects299
• Errors by the maintenance or operator personal300
• Shared environmental conditions301
In this work, common cause of failures are modelled by applying Clayton copulas. Clayton copulas302
posses lower tail dependence which accurately allows to pull together early stage failure and as303
such model common cause of failure more accurately than copulas without lower tail dependence.304
Lower (or upper) tail dependences is a concept expressing higher dependence between random305
variables in the lower-left (or upper-right) quadrant of [0, 1]2. Figure 7 shows samples drawn from306
a bivariate Gaussian copula and a bivariate Clayton copula, highlighting the practicality of Clayton307
copulas.308
Consider a very simple system of two parallel components. The component failure times are309
assumed to be exponentially distributed with λ1 = 0.8 and λ2 = 1.5 and are sampled from a310
bivariate Clayton copula with θ chosen such that Kendall’s tau equals 0.3. Figure 8 shows a plot of311
the resulting reliability against the reliability in the independent case. The lower tail dependence of312
the Clayton copula is clearly visible in the plot, as the reliability of the system including dependence313
is initially lower than if both component failures are considered to be independent. At later points314
in time, where the dependence in the Clayton copulas is lower, both survival functions are identical.315
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As an extension, a copula family exhibiting both lower tail and upper tail dependence could be316
applied in order to include failures due to old age.317
Interdependencies318
The treatment of interdependencies is not as simple as for common cause of failures in the319
previous section. To understand the difficulties it is important to understand the two meanings320
dependence has in this case. When working with copulas, dependence is a measure of correlation321
or concordance and as is the nature of copulas, dependence is modelled independently of the322
marginals. As such, dependence in a statistical sense does not imply causality. However, this is323
exactly what interdependencies represent. If one component fails there is a chance that a dependent324
component will fail as well.325
Consider two dependent components whose failure times are distributed with marginal distri-326
butions F1 and F2 and copula C, where F1 , F2. If failure times are sampled for both components327
from a fully dependent copula and apply the marginals using the inverse transformation method,328
the failure times for the first component will still be distributed according to F1 and the failures329
times for the second component will be distributed with F2. Even though perfect dependence is330
assumed, the components will not fail together. Since the copula approach separates the modelling331
of the dependence structure from modelling of the marginals, this causality can be included in the332
latter. In this case, a simple aggregation of the marginals is performed using the resulting strength333
of dependence (Kendall’s tau) as a factor as shown in Eq. 17334
U1 = (1 − τ) · F−11 (u1) + τ · F−12 (u1) (17)335
336
DEALING WITH UNCERTAINTY337
Two types of uncertainties must be taken care of during the reliability analysis, namely, aleatory338
and epistemic uncertainties. Aleatory uncertainty describes the natural randomness inherent in a339
process such as component degradation and external forces affecting the system (natural hazards,340
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earthquakes, etc.), while epistemic uncertainty represents the uncertainty due to vagueness in341
information or a lack thereof. The latter is usually regarded as reducible through acquiring of342
additional data and information.343
Aleatory uncertainty can automatically be handled by the reliability analysis technique. Through344
assuming failure time distributions for the component failures and sampling these during Monte345
Carlo simulation, the randomness that the model is subject to is fully included. However, the346
selection appropriate failure time distributions is typically based on either data or expert knowledge,347
neither of which yield perfect results, in turn introducing epistemic uncertainty into the model. This348
uncertainty can be reduced by using probability-boxes (p-boxes) (Feng et al. 2016).349
P-boxes are defined as bounds on the cumulative distribution function of a random variable.350
The left and right bounds can be found by for example selecting an appropriate distribution and351
giving the parameters as intervals. As such, a p-box comprises both the aleatory and the epistemic352
uncertainty. An example of an exponential p-box with parameters λ ∈ [1.2, 2.2] is shown in Fig. 9.353
By feeding the bounds of the p-box into the reliability analysis, the epistemic uncertainty354
propagates into the result. Thus, instead of one survival function, we obtain an upper and lower355
bound. Figure 10a shows an example of the upper and lower bounds obtained by performing a356
reliability analysis of a simple system of two parallel components of the same type, assuming the357
p-box of Fig. 9 for the failure time distributions.358
Similarly to the application of p-boxes to handle epistemic uncertainty in the marginals, we359
can define the copula parameters as intervals and obtain imprecise copulas for the dependencies360
(Montes et al. 2015). This works especially well since all copula families, including the bivariate361
Gaussian copula, that are grouped in the vine copula are defined by a single parameter.362
Similar to the p-box, the imprecise copula imposes bounds on the system reliability by feeding363
the parameter interval bounds into the reliability analysis. Consider again a simple system of two364
parallel components, in this case interlinked by an imprecise Gaussian copula with ρ ∈ [0.3, 0.6].365
The upper and lower bounds for the reliability are presented in Fig. 10b.366
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NUMERICAL EXAMPLE367
The network structures for the following numerical example are taken from the IEEE Reliability368
Test System (RTS) (Grigg et al. 1999). The system is effectively split into two sub-systems (see369
Fig. 11 and Fig. 12) by removing the the transformers that link the low power to the high power370
grid. Components in the networks are classified into five types. Component types 1 and 5 are371
the non-generating nodes in networks 1 and 2 respectively. The generating nodes are divided into372
three component types 2, 3 and 4. These represent different types of generators such as nuclear, oil373
or coal power plants. Note that this is no attempt at solving the IEEE RTS. The system is merely374
providing the network topology.375
In a first step to obtain the reliability, the required survival signatures for both networks are376
calculated using the approach presented in (Behrensdorf et al. 2018). Next, the vine copula that is377
used for sampling the individual component failure times is assembled from bivariate copulas. A378
common cause of failure is set among the groups of nodes of types 2, 3, and 4 through imprecise379
bivariate Clayton copulas. Next, the transformers that were removed to split the network in two, are380
reintroduced as interdependencies between the nodes 3 and 11, 9 and 24 as well as 10 and 12 using381
imprecise bivariate Gaussian copulas. All one-dimensional marginal distributions are assumed to382
be exponentially distributed. The parameters for the marginals and the copulas are presented in383
Tab. 3.384
Finally, the reliability analysis is performed using the previously introduced Monte Carlo385
simulation method. The upper and lower bounds of the reliability for network 1 is presented in386
Fig.13. For comparison, the plot also contains a deterministic reliability analysis (all mean values)387
of network 1.388
CONCLUSION389
This paper presented a novel approach to the modelling of complex dependencies in interdepen-390
dent networks by leveragingmultivariate copulas. Over the course of this work the necessary theory391
on copulas, dependence measures and pair copula construction techniques was discussed. Of the392
investigated structures vine copulas have shown to be ideally suited to model higher dimensional393
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dependencies with sufficient flexibility. The capabilities of the proposed approach were highlighted394
using a complex scenario based on the network topology of the IEEE Reliability Test System. The395
application of a vine copula has proven to be able to represent a complicated model with multiple396
competing failure modes. It was shown that imprecision can easily be included in the reliability397
analysis. Nonetheless, the modelling flexibility of this method comes at a price. Finding a suitable398
vine copula structure is not a trivial task and greatly suffers from the curse of dimensionality.399
While the numerical example employed in this paper serves well to prove the usefulness of400
the proposed technique, the next logical step is to apply the methodology to a real world example.401
This includes deriving the vine copula model from data or expert knowledge. At the same time402
the inclusion of additional failure mechanisms such as external events (e.g. earthquakes, tsunamis,403
terrorist attacks) must be investigated.404
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TABLE 1. Most popular Archimedean copulas with generators, generator inverses, and parameter
domains.
Name Generator ϕθ(t) Generator Inverse ϕ−1θ (t) Parameter θ
Ali-Mikhall-Haq log
( 1−θ(1−t)
t
) 1−θ
exp(t)−θ θ ∈ [−1, 1)
Clayton 1θ (t−θ − 1) (1 + θt)−1/θ θ ∈ [−1,∞)\{0}
Frank − log( exp(−θt)−1exp(−θ)−1 ) −1θ log(1 + exp(−t)(exp(−θ) − 1)) θ ∈ R\{0}
Gumbel (− log(t))θ exp(−t1/θ) θ ∈ [1,∞)
Independence − log(t) exp(−t)
Joe − log(1 − (1 − t)θ) 1 − (1 − exp(−t))1/θ θ ∈ [1,∞)
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TABLE 2. Survival signature of the network shown in Fig. 5.
l1 l2 Φ(l1, l2) l1 l2 Φ(l1, l2)
0 0 0 2 0 0
0 0 0 2 1 0
0 0 0 2 2 4/9
0 0 0 2 3 6/9
1 0 0 3 0 1
1 1 0 3 1 1
1 2 1/9 3 2 1
1 3 3/9 3 3 1
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TABLE 3. Failure rate ranges of the exponential marginal distributions and copula parameters
used in the numerical example.
Parameter Definition Parameter range
λ1 Failure rate of component type 1 λ1 ∈ [0.8, 1.2]
λ2 Failure rate of component type 2 λ2 ∈ [1.4, 1.5]
λ3 Failure rate of component type 3 λ3 ∈ [1.6, 1.9]
λ4 Failure rate of component type 4 λ4 ∈ [2.0, 2.3]
λ5 Failure rate of component type 5 λ5 ∈ [1.8, 2.2]
τ1 Clayton copula parameters on component type 2 τ1 ∈ [0.1, 0.3]
τ2 Clayton copula parameters on component type 3 τ2 ∈ [0.2, 0.4]
τ3 Clayton copula parameters on component type 4 τ3 ∈ [0.1, 0.3]
τ4 Gaussian copula parameters between network 1 and 2 τ4 ∈ [0.4, 0.8]
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(a) Gaussian (b) Clayton
(c) Gumbel (d) Frank
Fig. 1. Samples drawn from different bivariate copulas where the parameters have been chosen so
that Kendall’s tau equals 0.5.
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Fig. 2. Structure of a 6-dimensional hierarchical Archimedean copula
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Fig. 3. Graphical illustration of a four-dimensional copula as a regular vine.
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Fig. 4. C-Vine (left) and D-Vine (right) in five dimensions.
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Fig. 5. Network with six components equally divided into two component types.
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Fig. 6. Survival function for the network in Fig. 5.
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(a) Gaussian (b) Clayton
Fig. 7. Samples drawn from bivariate Gaussian (a) and Clayton (b) copulas where the parameters
have been chosen so that Kendall’s tau equals 0.5.
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Fig. 8. Reliability of a parallel system subject to common cause of failure.
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Fig. 9. Example of an exponential p-box with λ ∈ [1.2, 2.2].
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(b) Imprecise copula
Fig. 10. Bounds on the reliability resulting from applying a p-box (a) or an imprecise Gaussian
copula (b) to a simple system of two parallel components.
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Fig. 11. Structure of the first network taken from the IEEE RTS
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Fig. 12. Structure of the second network taken from the IEEE RTS
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Fig. 13. Bounds on the reliability of network 1.
38 Behrensdorf, August 15, 2018
