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Advanced nanotechnologies allow the manipulation of molecules with nanoscale preci-
sion, and can be used for the production of sensitive devices for protein or nucleic acids
detection for clinical use. DNA nano-assemblies are an excellent route for ultrasensitive
DNA/RNA detection and for DNA-protein conjugated immobilization, for bio-interaction
studies, through the careful detection of single strand DNA (ssDNA) hybridization with
complementary target sequences.
For DNA nanoscale devices, the control of DNA surface density and conformation is
crucial in order to achieve the highest reproducibility and to optimize the sensitivity. An
improved understanding of the chemical and physical properties of the nanoscale DNA
assemblies and of the recognition process is necessary for device performance optimization.
In this framework, we first focused on the understanding of the mechanisms that
optimize and limit hybridization efficiency in variable density DNA monolayers. We per-
formed Atomic Force Microscopy (AFM) assisted-Nanografting and AFM measurements
to realize reference patches into a DNA self-assembled monolayer, and to carefully moni-
toring DNA hybridization. We then performed molecular dynamics (MD) simulations, in
collaboration with a theoretical group, to capture the energetic hybridization limit in high
dense DNA monolayers. We found that no more than 44% of the substrate ssDNA can be
successfully hybridized, limited by molecular and electrostatic crowding effect connected
to the highly charged nature of DNA.
To further capture the conformational properties of DNA monolayers, and their rela-
tion to biorecognition, we characterized the ionic strength effect on ssDNA nano-assembled
of different density by careful AFM topography measurements in liquid environment.
We confined ssDNA brushes with controlled surface densities within a bio-repellent self-
assembled monolayer. We then monitored the topographic brush height variation upon
changing salt type (NaCl, KCl, CaCl2 and MgCl2) and concentration inside the liquid
cell. We showed that the measured height is related to scaling law of salt concentration,
in agreement with the theory of polyelectrolyte brush. Using this scaling model to fit
our experimental data, we quantified structural parameters such as the average internu-
cleotide distance (d) for ssDNA brushes of different, estimated surface density σ, featuring
a strong dependence of d on different salts species. This result is crucial for the structural
designing of synthetic nucleic acids and, more generally, nucleic acid-based devices with
controlled physical behaviors.
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In the last part of the work, we apply all knowledge learned on hybridization mecha-
nism to a clinical problem. We studied the hybridization mechanism to distinguish single
base mismatch and to detect at high sensitivity, without any labeling and amplification,
microRNAs (miRNAs) connected to hearth failure disease. Our results demonstrate that
the AFM nanolithography can serve as a sensitive and selective readout system to dis-
criminate single nucleotide polymorphism. Also, our device allows for the detection of




I recenti sviluppi delle nanotecnologie permettono di manipolare singole molecole con pre-
cisione nanometrica, e possono essere utilizzati per la produzione di dispositivi innovativi
ad alta sensitivita` per la rivelazione di proteine e acidi nucleici, per usi clinici. Nanostrut-
ture di DNA a singolo filamento rappresentano una eccellente soluzione per la rivelazione
ultrasensibile di frammenti di DNA/RNA e per l’immobilizzazione di coniugati DNA-
proteina per studi di bioriconoscimento, attaverso lo studio dell’ibridazione del DNA con
le sequenze target complementari.
Nello sviluppo di dipositivi alle nanoscale basati sul DNA, il controllo di parametri
quali la densita` di superficie e la conformazione del DNA, risulta cruciale per raggiun-
gere gli alti livelli di riproducibilita` richiesti e per ottimizzare la sensitivita`. Studiare e
capire in dettaglio le proprieta` chimico-fisiche di strutture alle nanoscale di DNA a sin-
golo filamento, e del relativo processo di bioriconoscimento risulta quindi fondamentale
per ottimizzare le prestazioni del dispositivo associato.
In questo contesto, ci siamo dapprima focalizzati sullo studio dei meccanismi che ot-
timizzano e limitano l’efficienza di ibridazione in monolayer di DNA. Usando il microscopio
a forza atomica (AFM) e una tecnica di nanolitografia basata sull’AFM, il nanografting,
abbiamo costruito delle nanostrutture di riferimento in film di DNA autoassemblati, ad
alta densita`, ed abbiamo accuratamente monitorato con l’ AFM e con simulazioni di di-
namica molecolare, il limite di ibridazione in tali film. In collaborazione con un gruppo
di fisici teorici, abbiamo trovato un limite di ibridazione pari a circa il 44% delle sequenze
probe, collegandolo a effetti di repulsione elettrostatica dovuta all’ alta densitaa` di carica
nei monolayer di DNA, un polielettrolita altamente carico in soluzione.
In un secondo tempo, per cogliere le proprieta` conformazionali dei monolayer di DNA,
e la loro relazione con la capacita` di bioriconoscimento, abbiamo creato delle nanostrut-
ture di DNA a singolo filamento, a densit variabile, in un monostrato autoassemblato di
molecole bio-repellenti, e caratterizzato l’effetto della forza ionica della soluzione a mezzo
di misure topografiche fatte con l’ AFM, in liquido. Da misure di variazione dell’ al-
tezza topografica delle nanostrutture di DNA in funzione dei diversi sali usati in soluzione
(NaCl, KCl, CaCl2 and MgCl2) e della loro concentrazione, abbiamo dimostrato che, per
ogni sale, l’ altezza` legata alla concentrazione da una legge di scala, in accordo con la teo-
ria dei polyelectrolyte brush. Utilizzando questa legge di scala, abbiamo fatto un fit dei
dati sperimentali, quantificando un importante parametro strutturale, la distanza media
tra nucleotidi nel filamento (d), per nanostrutture di DNA con divesra densita`, anch’essa
iv
stimata dal nostro fit. Questo risultato e` fondamentale per il disegno di acidi nucleici sin-
tetici e piu` in generale per la progettazione di dispositivi miniaturizzati per la rivelazione
di acidi nucleici.
Nella parte finale di questo lavoro di tesi, abbiamo applicato le conoscenze acquisite
sui meccanismi di ibridazione del DNA su scale nanometriche, per realizzare dispositivi
utili a scopi clinici. Abbiamo studiato il meccanismo di ibridazione per distinguere un
mismatch tra due filamenti complementari di DNA relativo a una singola base e alla riv-
elazione di micro-RNA, biomarcatori rilevanti per monitorare specifiche malattie quali,
nel presente caso, malattie cardiovascolari. Abbiamo dimostrato che i nostri nanodispos-
itivi dimostrano un’ottima risoluzione (100 pM o meglio) e che possono essere utilizzati
senza bisogno di amplificazione del materiale genetico originale, o di altre modificazioni,
in estratti provenienti da plasmi umani. Queste piattaforme possono essere ulteriormente
sviluppate per il monitoraggio di polimorfismi di singolo nucleotide, estremamente rile-
vanti dal punto di vista clinico.
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In the last ten years, the rapid development of nanotechnology helped improving our un-
derstanding of the functioning of human body at the molecular level. This in turn has
boosted our capabilities to detect diseases at the pre-syntomatic level and to treat them
with specific targeted therapies. Miniaturized devices for early diagnosis, nanovectors and
nanoparticles for "smart" drug delivery and advanced imaging, and nanoscale scaffolds for
tissue engineering are at the core of modern nanomedicine [1; 2; 3]. For what concerns
diagnostics, the mapping of human genome through the development of high-throughput
DNA sequencing techniques has catalyzed a number of important technological break-
throughs: a variety of molecular methods and technologies, spanning from progress in
microscopy technologies, in biochemistry, data storage and computational power were im-
plemented, and novel strategies for the sequencing of mutated genes and/or abnormally
expressed proteins associated with human diseases were realized.
Among high-throughput DNA sequencing techniques, sequencing by hybridization car-
ried out in DNA microarrays has been widely used for gene expression profiling of healthy
cells and cells that belong to diseased organs, crucial in clinical research for understand-
ing disease pathology, identifying new therapies and monitoring the healing progress. In
cancer research, for instance, the population of transcribed genes (commonly known as
transcriptome, and expressed as mRNA population) is used in order to describe the phys-
iological state of the cell. In a microarray experiment, single stranded DNA molecules
(probes) with known sequences are immobilized on a surface at predefined locations. The
tethered oligos are designed to tailing the part of interest of the genome. The targets
interact specifically with the immobilized probes by means of Watson-Crick base pairing
when exposed to the array surface under defined conditions. Hybridization of probe and
target molecules is then routinely measured by fluorescence, nanoparticles or chemilu-
minescence of labeled targets. However, when dealing with the direct quantification of
RNAs extracted from tissues or from a restricted group of cells in tumors (being in few
picograms), the amount is insufficient for a microarray analysis. In order to overcome
this limitation, the quantification of RNA requires the use of large quantities amounts
of starting material, or additional enzymatic steps involving reverse transcription and
amplification.
However, small regulatory RNA molecules like microRNAs (miRNAs) are even not
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directly compatible with conventional amplification schemes. miRNAs are small (21-23
bases long), non-coding RNAs which imperfectly pair to target mRNAs, promoting the
repression of the synthesis of the corresponding proteins, and sometime mRNA degrada-
tion. Therefore, they are potentially considered as relevant biomarkers since abnormal
expression is associated with many diseases including cancer, diabetes and cardiovascular
diseases. A big challenge in measuring miRNAs levels arises from the existence of miR-
NAs families, whose members differ by as little as one nucleotide but nevertheless exhibit
differential expression patterns. Since enzymatic amplification schemes can induce errors,
quantitatively discriminating between different miRNA family becomes difficult. This
challenge is partially addressed by ensuring that hybridization-based assays for miRNA
quantification are performed at high enough temperatures to reject cross-hybridization.
The quantification of miRNAs by microarrays [4] is critical due to their short length.
Beside microarrays, two other classical methods in DNA/RNA analysis are used to mea-
sure the expression levels of miRNAs: real-time reverse transcription-PCR (q-PCR) [5]
and next-generation sequencing (NGS) technologies[6]. While q-PCR is often considered
a "gold standard" in the detection and quantification of gene expression, it fails in the
quantification of sequences that differ by one or few bases: the rapid increase in num-
ber of miRNAs family renders q-PCR inefficient for specific miRNA quantification. NGS
technology is a high-throughput, scalable technology, a sort of rapid sequencing of short
DNA/RNA pieces performed in parallel over millions of reactions, on the same chip. The
clear advantage of NGS is the ability to identify novel miRNAs. NGS can also detect
miRNA modifications, since are not hindered by variability in melting temperatures and
co-expression of nearly identical miRNA family members. However, the method is la-
borious and costly, associated tools for computational analysis are in their infancy, and
the included amplification steps (RNA ligation and the PCR amplification) bear inher-
ent biases, and are possible source of errors, which can deeply alter the analysis in the
case of small biosamples volumes. This opens to the importance of developing devices
to quantitatively detect extremely small amounts of genetic material, without amplifica-
tion or other enzymatic reaction, in combination with substantial simplifications and cost
reduction.
One route to force this challenge is miniaturization. Nanoscale DNA array miniatur-
ization allows for reduced sample volume, simplified sample preparation and higher sensi-
tivity. They could be used for the quantification of few miRNA sequences in parallel (up to
about 10), extracted from tissues or from blood sample, or even circulating in the plasma,
ultimately analyzing a small drop of blood. Miniaturization to the nanoscale, however,
contemplate new routes to manipulate the matter: micro/nanofabrication techniques can
be used to reduce the dimension of the array, and the deposition of molecular probes can
be obtained by self-assembling; or, molecular probes can be arranged bottom-up to form
nano-assemblies by means of novel technologies, capable to manipulate (bio)molecules
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and to arrange them in a desired manner. Such microscopes, as the atomic force micro-
scope (AFM), devised in the sixties by Feynman [7] are now available in most advanced
biological lab. Not only AFMs can manipulate biomolecules in physiological environment
by the controlled action of a nanoscale probe, but can also measure biomolecular interac-
tions and mechanical properties of DNA and proteins on a surface, distinguishing between
hybridized and non-hybridized oligonucleotides. In this perspective, a DNA nano-array
based diagnostics approach could simplify the analysis of miRNAs content in biological
samples to a great extent.
The ultimate goal of this thesis work was the development of sensitive DNA nano
arrays for the analysis and quantification of different miRNA sequences, relevant for a
specific disease, in parallel. The fabrication, characterization and optimization of single-
stranded (ss)DNA probe nanoassemblies was instrumental for this research. In order to
exploit the sensitivity of DNA nano array for DNA/RNA detection, in fact, the mechanism
of DNA hybridization on a surface, at the nanoscale, needs to be properly addressed.
When probe strands are ligated to a surface, the specificity and selectivity of target
hybridization is affected by probe density: steric hindrance effects in particular can limit
hybridization efficiency [8]. This effect can be more severe at the nanoscale than at the
micro scale device, since at each spots of the array are positioned thousands instead
of billions of identical capture probes. When moving to the nanoscale, however, novel
experimental and theoretical approaches are required to measure DNA probe density and
hybridization efficiency. I therefore concentrated a relevant part of my research on the
study of hybridization limit in nano arrays, and on addressing the role of ionic strength
on DNA conformation, to correlate conformation to function in DNA hybridization and
ultimately to optimize the performance of the assay.
Part of this characterization work was started in our group in 2011, as a collaboration
between the NanoInnovationLab of Elettra and Alessandro Bosco, a former Ph.D. student
of Sissa and later on post-doctoral Fellow in our Lab, which in turn stood on the pioneering
work of the Scoles/Casalis group on DNA immobilization via AFM nanografting [9; 10; 11;
12]. In 2012, Bosco reported a paper in which, from the matching of AFM compressibility
measurements (i.e. evaluation of changes in ssDNA nano assemblies topographic profile
versus a controlled increase of load by the AFM tip) of the AFM tip compression over a
carefully coarse grained modeled, variable density ssDNA nano patch, he estimated surface
density and relative hybridization efficiency, demonstrating that even high density nano
patches hybridize up to 30 % [10]. These observations gave us insight on hybridization
limit, and motivated us to better understand factors that control and limit hybridization
in DNA monolayers.
In this context, I started my work, asking myself how to capture details of the physical
mechanism that govern DNA hybridization. By using a combination of atomistic com-
puter simulations, including explicit solvent molecules, and AFM nanolithography and
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imaging we proved that hybridization is intrinsically limited by molecular and electrostatic
crowding, independently of other experimental parameters, and provided high-resolution
details of the DNA monolayers and their response to ionic load. In a successive work,
the correlation between ionic load and DNA conformation in nano brushes was further
investigated by means of AFM topographic images and careful modeling, demonstrating
that with our simple method relevant parameter as variation of internucleotide distance
versus the type (NaCl, KCl, CaCl2 and MgCl2) and concentration of ions in solution can
be rationalized and optimized for the realization of nano arrays with optimal response.
Finally, I started playing with DNA nano arrays for the detection of different miRNA
from extracts.
Before to move to the heart of this thesis, I introduce in Chapter 2 the theoretical and
experimental techniques relevant to my work.
Then in Chapter 3, I report the work done in collaboration with theoretical groups,
performing classical ab-initio molecular dynamics simulation of DNA monolayers, and
coordinated by Giovanni Pavan in Switzerland. We show that no more than 44% of
the surface tethered ssDNA substrate can be successfully hybridized, being limited by
molecular and electrostatic crowding effect.
In Chapter 4, I deal with more fundamental DNA monolayer biophysics. I show
that AFM topographic height variation of brushes of different densities in salt buffer of
different ionic strength is related to scaling law of salt concentration, in agreement with
the theory of polyelectrolyte brush. By fitting our experimental data with this scaling law,
I demonstrate that the average internucleotide distance (d) features a strong dependence
on different salts species.
In Chapter 5, I demonstrate that via DNA nanografted arrays it is possible to dis-
tinguish fragments of DNA/RNA that contain single-base mismatch from their perfectly
paired homologues, by monitoring the different stability of the DNA probe-DNA/RNA
target double strands. Detection of single base mismatch is in fact inherently impor-
tant for test sequence of miRNAs, and for distinguishing miRNAs belonging to different
families. Then, I describe a label-free, amplification-free, multiplexing, three-spot DNA
nanodevice for the simultaneous analysis of three different miRNAs, which were supposed
to be relevant for the case of human hearth failure disease: the first one (mmu-miR-
351-5p), not present in the human sample, and used as a negative control; a second one
(hsa-miR-154-5p) normally up-regulated in human biosamples with hearth failure and
a third one (hsa-miR-451a) down-regulated in human biosamples with hearth failure. I
demonstrate that with such nano device I was able to detect DNA/miRNA hybridization
with a sensitivity of 100 pM, in buffer and also in plasma extract coming from patients
(sample provided by Dr. Daniela Cesselli, University of Udine).
All the experiments described in the thesis were performed in the Elettra NanoInno-
vation Lab. Results have been object of two publications and a third one in preparation:
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- G. Doni, M. D. Nkoua Ngavouka, A. Barducci, P. Parisse, A. De Vita, G. Scoles, L.
Casalis, G. M. Pavan. "Structural and energetics basis for hybridization limits in high-
density DNA monolayers". Nanoscale 2013, 5, 9988-9993.
- M. D. Nkoua Ngavouka, A. Bosco, L. Casalis, P. Parisse. "Determination of aver-
age distance in variable density ssDNA nanobrushes in the presence of different cations
species". Macromolecules 2014, 47 (24), 8748-8753.
- M. D. Nkoua Ngavouka, A. Bosco, G. Gianfranceschi, D. Cesselli, A. P. Beltrami,
G. Scoles, P. Parisse, L. Casalis." Novel approach for detection of miRNAs target based





2. Theoretical and Experimental Back-
ground Material
2.1 DNA and RNA structure
DNA
Deoxyribonucleic acid (DNA) contains the genetic information of the living organisms.
Its structure has been decipher by Watson and Crick [13] from the x-ray data reported
by Franklin and Gosling [14] and Wilkins et al. [15].
DNA is a biopolymer, formed by two polynucleotide strands arranged like a spiral
staircase (Figure 2.1(a)). Each nucleotide includes three parts: one phosphate group, a
sugar molecule called 2’ deoxyribose and one of the four bases: adenine (A), guanine (G),
cytosine (C) and Thymine (T). The bases are linked via hydrogen bond in a very specific
way, adenine will bind only with thymine: A-T and cytosine with guanine: C-G. The
A-T base-pairs have two hydrogen bond and the G-C three hydrogen bonds (Figure 2.9).
The bases form the core of the double helix while the sugar-phosphate complex form the
backbone of the DNA molecule, located on the outside of the molecule.
The DNA backbone is assembled from repeating deoxyribose sugar units that are
linked covalently through phosphate groups, forming phosphodiester bonds between the
third and fifth carbon atoms of adjacent sugar rings. As a result, each DNA strand has a
direction. The two ends are called five prime (5’) and three prime (3’) having a terminal
phosphate group and terminal hydroxyl group respectively. In a double helix the two
strands run in opposite directions: they are anti-parallel. The backbone is conferring
resistance to cleavage to the double helix. Each phosphate in water is negatively charged,
making the entire DNA backbone highly charged and polar. The double helix is stabi-
lized by hydrogen bonds between the complementary nucleobases and by pi-pi interactions
between the aromatic groups of adjacent nucleobases. In water, the bases are almost
perpendicular to the strands.
The double helical-structures (called double-strand DNA: dsDNA) results to be rep-
resented as a long extended polymer with two grooves. The two grooves between the
backbones are called the major and minor groove based on their sizes (minor groove
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length ∼ 1.2 nm and major grove length ∼ 2.2 nm), as shown in Figure 2.1(b). Most
protein-DNA contacts are made in the major grove, because the minor groove is too
narrow.
(a) Schematic model of the double strand DNA
and a G-C and A-T base pairs .
(b) Major and minor grooves in a space-
filling model of DNA.
Figure 2.1: Chemical structure and organization of DNA [16].
As noted above, DNA molecules are actually two polymer strands , each strand car-
rying the same genetic information. Most of DNA is found in double helix structure,
and is stored in chromosomes. The two helices need to be separated in the case of DNA
duplication, translation and repair. The two strands can come apart -a process known
as melting- to form two single-stranded DNA molecules (ssDNA). ssDNA is more flexible
than dsDNA, being the flexibility ratio of ss- and ds- DNA (RNA) of about 1:50 (63)
(in standard buffer solution), less structured and can form stem-loop structure commonly
known as hairpin.
Depending on its environment and mechanical strain, DNA exists in many possible
conformations that include a right handed A-DNA, B-DNA and the left handed Z-DNA
(shown in Figure 2.2).
The B-DNA form is believed to be more predominant [17] in the cell. It is characterized
by a helical turn every 10 base pairs (3.4 nm); adjacent stacked base pairs are 0.34 nm
apart. The A form of DNA is more compact, and has 11 base pairs per turn and exhibits
a large tilt of the base pairs with respect to the helix axis, in addition this helical form
is adopted by RNA-DNA and RNA-RNA helices. The Z DNA is a left-handed helix and
has a zig zag appearance [16].
All the DNA experiment described in the next Chapters are performed in conditions
that preferentially promote the B-DNA form.
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Figure 2.2: Models of the B, A, and Z forms of DNA [16].
RNA
Ribonucleic acid (RNA) is a polynucleotide, but at variance with DNA is almost always
found in nature as a single polymer strand. Despite being single-stranded, RNA molecules
often exhibit a great deal of double-helical character. This is because RNA chains fre-
quently fold back on themselves to form base-paired segments between short stretches of
complementary sequences. If the two stretches of complementary sequence are near each
other, the RNA may adopt one of various stem-loop structures (Figure 2.3(b)). Also,
unlike the 2’ deoxyribose use in DNA, ribose as a 2’ hydroxyl group are attached to the
2’ carbon (Figure 2.3(a)).
(a) Structural features of RNA. (b) Double helical characteristics of RNA.
Figure 2.3: Chemical structure and organization of RNA [16].
This two extra hydroxyl group influences the structure, and it is a preliminary reason
why the RNA structure has a different shape. The presence of the 2’ hydroxyl in the
RNA backbone prevents RNA from adopting a B-form helix. Rather, double helical RNA
resembles the A-form structure of DNA.
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Bases pairing are similar to DNA, expected to adenine pairs with uracil (U) instead
of thymine. As in DNA, a G-C basepair in the RNA helix has three hydrogen bonds and
the A-U pair as A-T pair has two hydrogen bond.
Only a small portion of the genome (about 3%) is dedicated to produce protein-coding
RNA. The rest, is dedicated to encoding other types of RNA , such as transfer, ribosomal
and small nuclear RNAs, and at a big extent non-protein coding RNAs (ncRNAs) with
regulatory functions. Among the different types of ncRNA, the microRNA (miRNA)
family has a central role by regulating gene expression at the level of messenger RNA
(mRNA) translation.
microRNAs
MicroRNAs (miRNAs) are small, non-coding single stranded RNA molecules found in eu-
karyotic organisms. They are around 21-23 nucleotides in length. miRNAs are involved in
almost all cellular functions and regulate gene expression by binding to the 3’untranslated
regions (3’ UTRs) of targeted mRNAs [18; 19]. In healthy or normal state, miRNAs act as
Figure 2.4: Biosynthesis of miRNAs. The miRNA gene is transcribed by RNA
polymerase II as pri-miRNAs which are then processed by Drosha to produce long miRNA
precursor (pre-miRNA). The pre-miRNAs are transported to the cytoplasm where they
are further cleaved by the endoribonuclease Dicer to mature ∼ 22 nuleotides long miRNA-
miRNA duplex. In this process Dicer interacts with proteins, which form the RNA-
induced silencing complex (RISC). Within this complex, one strand of the miRNA duplex
is removed and the single stranded miRNA, complementary to the target mRNA, remains
in the complex and becomes functional. Seven to eight base pair sequence in 5’ miRNAs is
partially complementary to the 3’UTR of mRNA targets, and induces post-transcriptional
silencing through mechanisms such as mRNA destabilization and translational repression
[20].
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principal tuner of gene expression. The dysregulation of miRNAs can negatively impact
normal gene expression and play a role in the initiation, progression and maintenance of
human diseases such as cancer [21], metabolic diseases[22], Neurological disease [23; 24]
and cardiovascular disease [25].
Due to their small size and high number of homologous families, the screening for
miRNAs requires the use of high sensitivity methods. Therefore, it is important to develop
a sensing technology for quantitative measurement of the expression levels of specific
miRNAs in order to practically utilize miRNAs as useful biomarkers for diagnosis and
prognosis [26] in clinical processes and as a reliable indicator for cellular status [27].
2.2 DNA monolayers Hybridization on solid support
Nucleic acids are excellent recognizing complementary sequences through base pairing.
They have found many applications in biotechnology, where are routinely immobilized
on surfaces for realizing sensors, for solid-state synthesis or other bioassay. Nucleic acids
immobilization in fact can be carried out on various types of material surfaces, such as
a flat plate, nanoparticle, microfluidic device, and polymer gel. In most cases DNA is
modified with an alkanethiol linker to bind to a gold surface.
Figure 2.5: Hybridization mechanism
Most of biosensors use the hybridization mechanism for the detection of any target
sequence for therapeutic and diagnosis purposes. Hybridization between probes and tar-
gets, as illustrated in Figure 2.5, can be measured using different read-out systems, the
most used being optical, electrical and mechanical read-out devices.
Optical DNA biosensors
In Fluorescence detection, the hybridization between a labeled nucleic acid fragments
to an array of oligonucleotides probes is measured with fluorescence apparatus imaging.
Techniques such as microarrays and next generation sequencing (NGS) technologies use
this detection scheme. In order to increase resolution, ultra sensitive routes are employed,
using for instance bioconjugated fluorescent nano particles sandwich assays [28] reaching
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a detection limit of tens of fM. Although very sensitive, this method is limited by non
specificity and bioconjugated particle aggregation, especially when multiplexing schemes
are adopted.
In Surface plasmon resonance (SPR) detection, a DNA probe is immobilized onto the
surface. As the analyte binds to the ligand, the mass and the refractive index increase.
The hybridization is quantified by measuring the refractive index changes at the surface
of the sensor chip. This technique [29; 30; 31] has been used frequently to develop DNA
biosensors.
For instance, approaches based on nanoparticle-amplified SPR [32] and localized sur-
face plasmons (LSP) based on an array of gold nanorods [33] reported detection limit
in the pM range. Aso, fM nucleic acids target detection has been reported, based on a
SPR sensor which incorporates microfluidics that delivers a sample to the sensing area
without dispersion of the sample and thus enables faster and more sensitive detection
[34]. SPR has a quite high sensitivity and can be performed in an automated fashion,
thus increasing sample throughput [35]. However, it can not easily discriminate between
specific and non-specific interactions with the sensor surface [36]. Being a mass sensitive,
the sensitivity for high molecular weight molecules is good, but binding of low molecular
weight is more difficult to detect [37].
Electrochemical DNA biosensors
Electrochemical transducers are often used for detecting DNA hybridization due to their
high sensitivity, small volumes and compatibility with micro-manufacturing technology
[38; 39]. Tremendous range of non labeled [40; 41; 42; 43] electrochemical biosensors
are currently being developed/optimized. In most cases, differences in the capacitance
at the electrode/electrolyte interface, or in the stray capacitance between two adjacent
electrodes, upon DNA hybridization are measured, via the response to a small-amplitude
AC voltage. This devices can reach sensitivity in the pM range, are label free, integrable
and cheap[42].
Mechanical DNA Biosensors
Micro-cantilever (MC) sensors provide a label free detection with high precision and high
sensitivity [44; 45]. The detection response is due to surface stress of the cantilever and
can be detected as changes of cantilever deflection. The MC is functionalized with a probe
that can selectively bind the target biochemical species. Specific adsorption of the target
species induce a mechanical response of the MC, that provides the transduction/sensing
mechanism. The read-out of the response is commonly achieved by an optical lever or a
piezoresistive film integrated with the MC. The detection limit of target were report ∼
tens of nM [45; 46].
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Atomic force microscopy (AFM)-based nano arrays combine AFM nanofabrication to
assemble probe molecules on a surface at the nanoscale and careful AFM height mea-
surement in liquid media used to measure topographical/conformational changes of the
nano-assembly upon exposure to the target molecules. Differences in patch height are
measured in the case of DNA/DNA hybridization because of the increased stiffness of
dsDNA with respect to ssDNA. In this sense this AFM assay can be seen as a mechani-
cal transduction technique. This approach clearly allows discrimination between ssDNA
and dsDNA. Quantities of DNA as low as few tens of pM could been detected with this
method. Combined nanomechanical experimental/theoretical approaches have been prof-
itably exploited to quantify hybridization and the interactions between DNA and proteins
[12; 47].
2.3 The Atomic Force Microscopy
Since many years, scientists have used many types of microscopes to investigate small
objects. Before 1980, they were no instruments with capabilities of visualizing surfaces at
the level of individual molecules or atoms. In 1986, Heinrich Rohrer and Gerd Binning
were awarded the Nobel prize in physics for invention of scanning tunneling microscopy
(STM), a scanning probe microscope in which the current of tunneling electrons flowing
between a sharp. Conductive tip and a conductive surfaces few Angstrom apart, are
measured, typically in ultra high-vacuum or in air. The first STM was developed at IBM
Zurich Research Laboratory in Switzerland and resolved the 7× 7 lattice arrangement of
silicon atoms in the reconstructed Si(111) surface.
Atomic Force Microscope (AFM), a member of the same scanning probe family of
STM, was introduced in 1986 by Binning, Quate and Gerber [48]. It measures the in-
teraction forces between a nanometer-sized tip mounted on a cantilever beam, and any
surface, in any environment, including physiological environment, and allows to measure
surfaces with high resolution and accuracy.
When the AFM tip interacts with the sample, in fact, the cantilever (the force sensor)
changes its dynamic or static properties in response to the sensed force. At variance
with scanning electron microscopy or optical microscopy, AFM provides a precise, 3D
topographic profile of the surface. Figure 2.6 represent a scanning electron microscopy
(SEM) images of the AFM cantilever carrying the sensor tip.
Principle
AFM is a simple instrument giving extremely high resolution images with quite simple
basic principles. The AFM-tip works by scanning the sample surface building up a map
of height of the surface as it goes along. The cantilever (typically made of silicon or silicon
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nitride) with the probing tip (with radius of curvatures of few tens nanometer, Figure 2.6)
are mounted on a sensitive piezoelectric scanner that play the role of maintaining the tip
at close proximity to the surface.
Figure 2.6: SEM micrographs showing (a) a side view of a cantilever, (b) an enlarged
side view of the end of the cantilever carrying the sensor tip and (c) a view from the
bottom side where the tip is mounted [49].
Figure 2.7: Schematic representation of an Atomic force Microscope. A laser beam is fo-
cused on top of the free end of a cantilever and reflected on a four elements photodetector,
sensitive to the laser shifts during the raster-like scanning of the sample.
The experimental process is controlled by a feedback mechanism, which controls point
by point during the scanning, the interaction force between the probe and the sample
(typically at distances from few tenths to few nm to contact) and the sample is measured
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and compared with the set force. The piezo-scanner resets the distance to measure the
correct set force, then a topographic profile of the surface is obtained. To measure the
tip-sample interaction force, which causes a bending of the cantilever, a laser beam is sent
to the back of the cantilever and is reflected onto a four-segment photo-detector. The
force is controlled by monitoring the change in the reflected beam position as shown in
Figure 2.7. The force acting upon the tip is related to the cantilevers bending through
the Hook’s law :
F = −k × z (2.1)
Where F is the force, z the vertical cantilever displacement and k is the spring constant,
changing with the type of cantilevers used.
The spring constant of a cantilever can be expressed as:
k = Et3w/4l3 (2.2)
Where E is the elasticity modulus, which is a measure of the restoring force upon exten-
sion, t the thickness, l the length of the cantilever and w the width of the cantilever (see
Figure 2.8).
Figure 2.8: Typical geometry of the cantilever.
The AFM resolution in z direction is connected to the resolution of the piezomotor
which is tens of nanometer or better. In x/y instead it depends on the convolution of the
object to be measured and the radius of curvature of the tip (few nanometer).
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AFM operation modes
AFM has many modes of operation, depending on the type of experiments that may
be performed. The interaction forces sensed by the cantilever through the tip depend
on the tip-sample distance. During scanning, the cantilever can be operated in a static
or dynamic mode. The interaction with the surface affects its dynamic and/or static
properties. In order to understand the way AFM works it is necessary to have to look at
the force-distance curve as shown in Figure 2.9.
(a) Typical AFM force-distance curve
allow to measure the variety of inter-
action forces, including contact forces.
The tip, approaching to the surface,
starts to feel attractive long range
forces (non-contact AFM region) un-
til tip and surface orbitals are so close
to start feeling repulsive forces (contact
mode AFM region). Between these two
regimes lies the intermittent-contact
(or tapping mode)
(b) AFM tip interaction with the sample
Figure 2.9: AFM force-distance curve.
When the tip is brought close to the sample, a number of forces may operate. Typically
the forces contributing most to the movement of an AFM cantilever are the coulombic
and van der Waals intera-distance curve.. The combination of these interactions results
in a force-distance curve shown is Figure 2.9. As the tip is brought towards the sample,
van der Waals forces cause attraction. As the tip gets closer to the sample this attraction
increases (see Figure 2.9(b)). However at small separations the repulsive coulombic forces
become dominant. The repulsive force causes the cantilever to bend as the tip is brought
closer to the surface.
There are three general types of AFM imaging modes: Contact mode, tapping (or
intermittent) mode and non-contact mode.
The Contact mode, is the most straightforward method of operation of the AFM
and is useful for obtaining 3D topographical information of surfaces and objects which are
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tightly bound on it. As the name suggests, the tip and the sample remain in close contact
as the scanning proceeds. AFM operates in the repulsive regime of the force-distance
curve, where the Pauli repulsion forces are dominating. In this regime, the slope of the
force-distance curve is steep and a small change in the tip-sample distance corresponds to
a sensible change in the measure force. The tip operates in static mode. Most cantilevers
have spring constants < 1 N/m, which is less than the effective spring constant holding
atoms together in a solid.
Contact mode is capable of obtaining very high-resolution images, the main draw-
backs of this mode being that since the tip is always touching the sample, the sample
may be damaged when the measurement are not carefully carried out. In case of single
biomolecules physisorbed on a surfaces, e.g. single proteins or fragments of genomic DNA,
the force exerted by the tip in contact mode is enough to push away the molecule, which
then is not imaged.
In general, when working in contact mode great care must be taken to minimize the
contact force. In fact when the tip remains in contact with the sample a large friction
force can be exerted on the sample as the tip is dragged over the specimen. These large
forces can result in deformed images and damaged samples. Small friction forces, however,
can be used to provide information on the friction (drag resistance) between the tip and
the sample in a mode known as lateral force microscopy (LFM)
Figure 2.10: AFM tip lateral movement in lateral force microscopy.
LFM as shown is Figure 2.10 measures the torsional deformation of the cantilever
while the tip scans over the surface. While topographic images are recorded by the
difference between the top and bottom quadrants of the photodiode, the frictional images
are recorded by the difference between the left and right portions of the photodiode.
Simultaneous measurement of the topographic and frictional images can be recorded.
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LFM is useful for obtaining chemical contrast in samples whose features are all of the
same height.
Tapping mode is a mode of AFM operation in which the tip makes intermittent
contact with the surface. As the tip is scanned over the surface, the cantilever is driven
at its resonant frequency (hundreds of kHz). In proximity with the surface, the resonance
shifts to lower frequencies and exhibits a drop in amplitude. Normally, a lock-in ampli-
fier detects this amplitude modulation and use it to map surface properties. In tapping
mode the interaction force is not directly derivable, what is measured is only an average
response of many interactions. One of the main advantage of tapping mode is that since
the contact time is a small fraction of its oscillation period, the lateral forces are reduced
dramatically. Tapping mode is usually preferred to image samples with structures that
are weakly bound to the surface or samples that are soft (polymers, thin films).
Non contact mode, is an alternative to tapping mode. The AFM tip senses attrac-
tive, van der Waals forces of interaction with the surface, being the tip-sample distance is
of the order of few nm. To increase the resolution, cantilevers oscillates near the resonant
frequency, or above it, with amplitudes that can vary from pm to nm. As the tip ap-
proaches a sample, the long-range van der Waals attractive forces between the tip and the
sample causes changes in both the amplitude and the phase of the cantilever vibration,
which can be detected by a lock-in amplifier. Amplitude-modulation and frequency-
modulation set-up are currently used in high resolution AFM imaging of soft, deformable
samples, as isolated proteins.
2.3.1 Applications of AFM in liquids
When an AFM probe and sample are submerged in liquid media, predictable changes occur
for experimental parameters due to alterations of tip-sample interactions. For example,
image resolution can be improved because capillary and van der Waals forces between
the tip and sample are reduced or even eliminated. Depending on the viscosity, dielectric
constant, conductivity, buffer, polarity or pH parameters of the liquid media, experimental
conditions can be tuned to control tip-surface interactions. Liquid imaging conditions can
reduce sample perturbation and will minimize or prevent damage caused by shear forces
between the tip and surface. Also, liquid media can dampen vibrations, leading to reduced
acoustic noise from the background.
2.3.2 AFM Nanolithography: Nanografting
AFM can also be used to manipulate biomolecules on a surface. One of the methods used
to pattern biomolecules is Dip-pen Lithography, invented by Chad Mirkin in 1999 [50].
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Figure 2.11: Dip-pen nanolithography. This technology uses the tip of an atomic force
microscope (AFM) dipped in molecules to write on an inorganic substrate. The molecules
react with the substrate to create a pattern of nanostructures attached to the substrate
[51].
In dip-pen lithography, a tip is wet into a solution containing the molecules to release
on the surface. Such molecules are modified with a chemical group that allows adsorption
on the final surface (e.g. a thiol group for a gold surface). Dip-pen is performed in air. A
water meniscus is formed between the tip and the surface when they get in close proximity
(few nm apart). While scanning, the tip releases the molecules of the ink through the
water meniscus on the surface, where they typically form self-assembled structures. The
minimum size of the released structure is the size of the tip, about few nm (Figure 2.11).
Alternatively to dip-pen nano lithography is nanografting, a lithography technique
that we master in our group. The advantage of nanografting is that the molecular nano
structures formed on the surface are embedded in a molecular layer with well known
characteristics, which can be used as reference layer to measure properties of the nano-
molecular structure during reaction with other biomolecules.
To operate nanografting, a surface, typically gold (could be also silicon or glass) is
covered by a self assembled monolayer of alkanethiol molecules, terminated with biofouling
groups to prevent specific protein adsorption. I will start describing in detail the principles
of self-assembling molecular monolayers.
A self-assembled monolayers is an ordered monolayer formed by the combination of
different forces. The mechanism of the self assembling process has been investigated with
a wide range of techniques including Infrared spectroscopy (IR) [52], scanning tunneling
microscopy (STM) [53; 54] , low energy diffraction (LEAD) [55] and AFM [56].The self-
organization is guided by the chemisorption of the head group onto a substrate (mostly
gold), and usually the head group is sulfur. The formation and the mechanism of growth
of typical alkanethiol [57; 58] SAM on gold can be illustrated as in Figure 2.12.
This molecules organize stable structure on gold surfaces due the strong affinity be-
tween sulfur head groups and gold substrates and to intermolecular interactions (e.g.,
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Figure 2.12: SAM preparation procedure: (1) A gold substrate is immersed in the
solution of alkanethiols. (2) The molecules start to self assemble on the gold(111) surface
in the lying down configuration. (3) Increasing the density of the molecules lead the
alkanethiols to start to stand on up-right position at the surface. (4) At saturation, the
self assembly is stabilized on the surface.
van der Waals interaction between the alkyl chains and electrostatic interactions between
the sulfur head groups and between charged or polar terminal groups, binding energy
gold-sulfur: 1-2 eV). Figure 2.13 represents a SAMs of alkythiols on gold, forming a
close-packed domains with a commensurate (
√
3×√3)R30o structure with respect to the
Au(111) surface.
Self-assembled monolayers of alkanethiols on gold have been thoroughly studied both
for fundamental and technological reasons. They are very stable, easily formed, suitable
films for nanofabrication, frequently used in chemical sensors and as building blocks of
molecular devices.
Nanografting is performed in liquid media. It is a lithography technique which produce
organize self-assembling monolayer’s of molecules on surface and in which the kinetic of
formation of molecules is accelerated compare to a spontaneous SAMs. Nanografting was
first introduced in 1997 by the group of Gang-Yu Liu, who produced nanopatterns within
a matrix monolayer in liquid media applying mechanical force with an AFM probe [59].
In practice, by scanning an area of a SAM at high force in a liquid cell containing the
molecules to pattern, the tip catalyses the exchange between the original SAM molecules
and the ones in solution. At the end, nanografting produces a pattern of biomolecules
embedded in a SAM of other biomolecules.
Faster kinetic formation of molecular assembly via nanografting compared to spon-
taneous self-assembly has been demonstrated through kinetics studies [60]. In fact, the
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Figure 2.13: Schematic illustration of alkanethiol self-assembled monolayer on gold.
(Top panel) The yellow circles represent the gold atoms, and the red dots represent sulfur
head groups. (Bottom panel) The white rectangular structure represents the hydrocarbon
chains terminated with the sulfur head groups.
assembly of nanografted thiol-molecules bypasses the typical, initial lying-down adsorp-
tion phase of SAM, due to spatial confinement between the surrounding matrix and the
AFM probe; molecules from liquid media assemble immediately onto areas of the exposed
substrate into a standing up configuration because there is insufficient space on the surface
for the molecules to assemble in a lying-down orientation.
DNA nanografting
To accomplish DNA nanografting, a tip with high rigidity is used to displace away the
SAM molecules under high force (set point/force ∼ 100 nN) in designated areas (Figure
2.14(B)) to facilitate the exchange with the DNA molecules present in the liquid cell,
which are modified with a C6 alkanethiol linker generally at 5’.
After resetting the force to the minimum detectable value (less than 1 nN), the
biomolecules nanostructure can be imaged (Figure 2.14(C)), and the height of the nanografted
patch referred to the SAMs carpet (∆hMEAS) can be accurately measured.
An example of nanografted pattern prepared in Tris plus Ethylenediaminetetraacetic
acid (TE) 1 M NaCl media is shown in Figure 2.14(E), in which the grafted molecules of
ssDNA are higher than the surrounding matrix monolayer of Top Oligo Ethylene-Glycol
(6) alkylthiol (TOEG6). The total height of ssDNA is the result of the sum of ∆hMEAS
and the TOEG6 reference SAMs height (hTOEG6). The measured value of hTOEG6 is 2.4
± 0.3 nm.
By varying the fabrication parameters, primarily the actual scan size over the scan-
ning area (parameter called S/A in our laboratory, Figure 2.15), and the concentration of
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Figure 2.14: [A-C]-Schematic cartoon illustrating the steps of the nanografting pro-
cess. Schematic of the relative height measurements [D] and 3D [E] AFM image of DNA
nanografted on TOEG6
ssDNA in solution, the molecular exchange efficiency of the NG process can be systemat-
ically tuned and with that the density of ssDNA molecules adsorbed in the nanopatch.
Figure 2.15: Surface density modulation via nanografting
In order to predict the number of DNA molecules exchanged with the TOEG6 SAM
molecules, the interaction area, which is dependent on the tip size, should be known.
Unfortunately, this is not always the case, and often the density is determined a posteriori
via patch height vs. S/A calibration curves, as described by Mirmomtaz [9].
Higher ssDNA densities result in higher ∆hMEAS since the molecules acquire rigidity in
order to compensate for electrostatic repulsion and steric hindrance effects [9; 10; 11; 12].
Figure 2.16 shows a reverse process of nanografting, in which TOEG6 is grafted into a
SAMs of DNA.
24
2. Models of biopolymer
Figure 2.16: Schematic illustration of AFM image of DNA SAM, into a nanografted of
TOEG6, and the height measurements of DNA (hDNA=hTOEG6+∆hMEAS)
2.4 Models biopolymer
Polymers are made of many molecules all linked together to form a long chains and
playing important roles in industrial applications and biological processes. Polymers
chains contain translational and rotational degrees of freedom and, this fact plays a crucial
role in determining their behavior in solution and at surface.
Elastic properties of biopolymer at the single molecular level or assembled-like confor-
mation could been theoretically described from polymer physics.
In a single molecular experiment, two main models are conventionally used: the Freely
Jointed Chain (FJC) and Worm Like Chain model (WLC)
Figure 2.17 shows how a FJC can be modeled as a random walk with N links each of
length b (also called Kuhn length for long chain). The FJC model considers a polymer
Figure 2.17: A representation of the polymer conformation
as a random sequence of vectors and neglects any kind of interactions among monomer.
This implies that the directions of every bond vector is independent from all the others
and that the energy of the polymer does not depend on its conformation, so at the
thermodynamic equilibrium the configurations are equally likely to occur. In such case,
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the mean square end-to-end distance (<R>, ~R=∑i<~ui>) is used to describe polymer
conformation, defined as:






< ~ui × ~uj >
=∑i< ~u2i>+ ∑i∑j,j 6=i < ~ui × ~uj >
(2.3)
No correlations between different bonds lead ∑i∑j,j 6=i<~ui× ~uj > =0 −→
< R2 > =
∑
i
< ~u2i > = Nb2 → R ∝
√
< R2 > = N1/2b (2.4)
In the WLC model instead a bending rigidity of the chain is added and the mechanical
properties of the polymer can by described by the persistence length (P ), defined as the
decay length of the tangent-tangent correlations of the polymer. According to the WLC
model, the persistence length can be related to the contour length (L) and the end-to-end
distance as:
< R2 >= 2× P [L− P + P × exp (−L/P )] (2.5)
The persistence length has a dependence on the Debye length (λD, inversely proportional
to the Ionic strength I: λD(nm) =0.34/
√
I(M) , at 25o C), whose dependence is still
debated in the literature. An analytical exact solution for the P vs. λD relationship is
not presently available but several approximate forms have been proposed. The one that
is most commonly used is one derived by the theory of Odijk, Skolnick and Fixman (OSF)
[61; 62] predicting P ∼ λ2D (even though a dependence P ∼ λD has been reported [63])
as shown in equation 2.6.
P = Pin + Pel = Pin +
λ2D
4× lB (2.6)
Where Pin is an intrinsic term due to the intra-chain repulsion, Pel an electrostatic one
arising from the repulsion between neighbour ionic sites (depending on the adding salt
concentration), and lB the Bjerrum length (length in which Coulomb energy between two
elementary charges is balanced by the thermal fluctuation energy).
In terms of assembled polymer, many of the properties result from the stretched con-
formation of the polymer chains on surface. Figure 2.18 shows how surface-tethered
polymer chains can take on either "mushroom"-like or "brush"-like conformation. The
extent of the assembled polymers (the height, h) and the distance between the chains (
the grafting density, σ), are therefore essential to describe the behavior of end-tethered
polymer chains.
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Figure 2.18: Schematic illustration of polymer tethered conformation
If the distance between the anchor points is close to or lower than twice the radius of
gyration (of the polymer chain in solution), the chains are forced to stretch away from
the surface. The amount of stretching is determined by a balance of the repulsion force
between neighboring polymer segments and the elastic free energy of the chains.
Present review in the field of chains at interfaces are paying more attention to strongly
charged chains, also known as polyelectrolytes (PE). PE are important in biosensor tech-
nologies and have provided model systems to study collective physics of charged polymers
at interfaces.
The properties of these biopolymers at the charged surface depend on the fraction of
dissociated ionic groups, solvent quality for the polymer backbone, solution dielectric con-
stant, salt concentration and polymer-substrate interactions. Upon contact with water,
the acidic groups dissociate into positively charged protons that bind immediately to wa-
ter molecules, and negatively charged monomers. This effective charge of each monomer
is controlled by how counterions attract the charged polymers via long-range Coulomb
interactions, and this attraction of counterions on charged polymers has been widely stud-
ied on flat or spherical surfaces. The general expression for brush height (h) scales with
the salt concentration (Cs) and grafting density (σ) with a power law behavior:
h = (σ × Cs)α (2.7)
The exponent α is widely debated in the literature. Investigators have identified two main
scaling regimes [64; 65]: the osmotic and salted brush regime.
Several theoretical and experimental work addressed the brush height/thickness de-
pendence of these two regimes.
In the osmotic regime, the brush height is mainly determined by the balance between
the stretching entropy of the chains and the osmotic pression of the counterions trapped
inside the brush. Any additional salt has no effect until the concentration of the additional
salt is approximately the same of the counterions trapped inside the brush. At this point
we enter in the salted brush regime. In the salted brush regime, the concentration of
added salt is approximately the same inside and outside the brush, and the growth of
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brush is dominated by excluded volume (υ) interactions acting between segments. The
exact form of the electrostatic excluded volume interaction depends on the dominant
length scales (related to Kuhn length (lk)). Different theories based on Monte Carlo
simulations , Mean Field and Self-Consistent Field Theories can be adopted to predict
the excluded volume. For instance, Argiller and Tirrell [66] approximates the excluded
volume as υ ≈l3k, adopting Fixman’s treatment of local stiffening. Pincus [67] neglects the
effect of electrostatics on chain stiffness and approximates the excluded volume as that
for a hard rod as υ ∼ l2k × λD.
From these two regimes, several theoretical and experimental studies reported a value
of exponent α=-1/3. As reported for example by X-Ray reflectivity [68] and neutron
reflectivity [65] measurements on polystyrene (PS) brushes. The same scaling law has
been also observed by the Bar-Ziv group in variably dense assemblies of long dsDNA (few
kilobases) end-tethered on glass surfaces [69].
Despite the evidence supporting at least the qualitative features of the osmotic and
salted regimes, there have been some notable exceptions, largely attributable to low teth-
ering density. Hariharan et al. [70] found a much weaker salt dependence on the height of
PS brushes, more in line with a -1/6 rather than a -1/3 power-law dependence. They jus-
tified the observed behavior combining an electrostatic WLC model with a Daoud-Cotton
blob model. The Daoud-Cotton model consider polymer chains attached to a sphere of














With k constant close to one. In Chapter 4 of this thesis, the Daoud and Cotton model
will be used to describe the stretching behavior of ssDNA nanobrushes as a function of
ionic strength.
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3. Hybridization DNA monolayers:
Experiment and Molecular Dynamics
simulations.∗
This Chapter details structural analysis of DNA monolayers by means of a combination of
atomic force microscopy experiments and Molecular Dynamics simulations. The results
provide further insight into the steric hindrance behaviour and time-resolved surface to-
pography of these systems. The explicit relationship proposed between structural crowd-
ing and limited hybridization efficiency offers a rationale to control the final properties of
DNA-based nanodevices.
3.1 Introduction
One of the most challenging question, in the field of DNA bio-recognition, is to under-
stand hybridization mechanism in DNA monolayer. Self-assembling and nanopatterning
of DNA monolayer on solid surfaces [12; 71; 72; 73; 74; 75; 76] has opened a new perspec-
tive for the realization of micro and nanodevices with innovative applications in medical
diagnostics, biotechnology [11; 77] and next-generation information technology [78]. All
these devices base their sensitivity on the capability of detecting the hybridization of
surface-immobilized ssDNA probes with their complementary strands, free or conjugated
to relevant biomolecules, dissolved in solution. Despite the rich panoply of techniques
used for the fabrication of sensitive surface probe areas with different geometries and
sizes [45; 75; 78; 79] the maximum hybridization value reported for packed self-assembled
DNA monolayer (1013 molecules/cm2), extended or confined, never exceeds 30-40% , as re-
vealed by a range of detection methodologies (e.g., fluorescence intensity measurements,
surface plasmon resonance, X-ray photoemission spectroscopy, mass detection, Kelvin
probe microscopy, AFM topographic profile, etc.) [8; 76; 78; 80].
Elham Mirmomtaz showed in a paper in 2008 that nanografted DNA monolayers [9]
are highly packed, generally more dense than the equilibrated high-density DNA self-
∗This chapter has been published in G. Doni, M. D. Nkoua Ngavouka, A. Barducci, P. Parisse,
A. De Vita,G. Scoles, L. Casalis, G. M. Pavan. Nanoscale 2013, 5, 9988-9993
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assembled monolayer produced following the well known protocols from Georgiadis [8]
and Tarlov [72]. Later on, Alessandro Bosco carried out coarse grained modeling of DNA
monolayer at variable densities and studied the equilibrium height and height variation
upon exercising an increasing load by a simulated AFM tip. In parallel similar experi-
ments were run in our laboratory, in which AFM topographic measurement were used to
determine the height variation of DNA nanografted patches, corresponding to an increased
load by the AFM tip.
Bosco nanografted several patches using a grafting solution of 1 and 2 µM of 24
bases-long DNA and imaged with the AFM at different applied load (Figure 3.1 ). DNA
nano-assembled monolayer, also called DNA NAMs were produced at different densities,
by changing the grafting parameters, basically the number of lines operated at high load
by the AFM tip in a liquid cell containing the thiolated DNA molecules (explicit definition
of control of density are reported in Chapter 2). By comparing AFM data and the height
derived from simulation after equilibration (as seen in Figure 3.1(I)-(II)), Bosco demon-
strated that the minimum NAM height was correponding to ∼ 8×1012 molecules/cm2. By
nanografting, the density regime obtained is ∼ 8×1012 ÷ 3×1013 molecules/cm2 , which
is corresponding to high density monolayer (HDM). With this method the hybridization
efficiency measured by Bosco was about 30%.
This has been rationalized by assuming that the hybridization was not reaching equi-
librium during the time of the experiments (typically lasting a few hours) because of slow
kinetics and/or due to steric unavailability for hybridization of some of the DNA surface
probes. Indeed, a recent experimental study based on micron size self-assembled ssDNA
monolayer formed on the topmost surface of micromechanical pillars (produced in labo-
ratory of Marco Lazzarino, Elettra-TASC) indicated that the kinetics of HDM formation
and hybridization are strongly influenced by geometry and size [45]. By exploiting the fast
kinetics of their devices, the authors were able to reduce the incubation time from hours
to minutes, and to demonstrate that hybridization efficiency depends on the time allowed
for hybridization to take place. Nevertheless, they found a 40% maximum hybridization
efficiency for their HDM system, and concluded that this saturation value could require
days to weeks to be achieved in the case of extended flat surfaces.
In general, HDM DNA hybridization occurs in two rather efficient consecutive steps: the
absorption of the complementary oligos from the solution, expected to saturate early
with the polymer concentration and DNA strand pairing, which is relatively fast for short
strand sections. According to all these observations, it appears likely that the intrinsic
hybridization limit of HDM DNA is mainly determined by structural features of the DNA
monolayer.
From a structural point of view, the intrinsic hybridization limits of DNA HDMs are
intuitively imputable to the fact that both electric charging and atomic density increase
with hybridization inside the patch. In 2007, Yao et al. reported computations suggest-
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Figure 3.1: AFM topographic images of 24 bp ssDNA (a, e), hybridized ssDNA (b, f) and
dsDNA (c, g) NAMs that were grafted within a monolayer of OEG-terminated alkylthiols
on gold films, at the conditions described above. The resulting height histograms in
plot (d) and (h) show the clear shift in height values as a result of variable grafting
densities of DNAmolecules and hybridization reactions with complementary strand. (I, II)
Comparison between experimental data (symbols) and the theoretical fits (lines) of patch
height vs applied load. Black stands for ssDNA data, while red stands for dsDNA.[10]
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ing that the equilibrium distance between thiolated dsDNA molecules grafted onto Au
(111) is higher than that between ssDNA [81]. Even if the the experimental values did
not compare well with the computed densities, possibly due to technical limitations of
the approach adopted, their work suggested that, qualitatively, an energy penalty might
be associated with DNA molecules too tightly packed inside the patch. This would ap-
pear reasonable, since electrostatic repulsion generally increases when DNA molecules get
closer. Although these recent studies made important steps to quantify the DNA HDM
hybridization, a comprehensive understanding of the factors that control hybridization in
these high-density nanostructures was still missing.
3.2 Results and discussion
We have used atomic force microscopy (AFM) observations and molecular dynamics (MD)
simulations to study the factors that control and limit DNA hybridization in high density
monolayer (HDMs). In particular, the theoretical model focuses on the energetics of
DNA hybridization and on the increasing molecular crowding that it induces inside the
DNA patch. The atomistic approach allows a detailed molecular-scale investigation of
the HDM hybridization limits, including an explicit representation of the solvent and the
electrostatic interactions occurring in the system.
Different favorable and unfavorable factors which determine the hybridization fraction
limit (for infinite reaction times) for a given density DNA HDM were investigated. This
is consistent with a physical picture of HDMs formed by thiolated ssDNA molecules im-
mobilized on the surface where hybridization is an initially highly favored process which
gets progressively hindered by increasing the charge and atomic density (Figure 3.2(a)).
The molecular systems used for the simulations were built and parametrized according
to similar computational studies (see Appendix B for computational details). The near-
est neighbour distance between thiolated DNA molecules is 3.1 nm, corresponding to
the experimental density of ≈ 1.2 × 1013 molecules/cm2. The strategy adopted in this
study is summarized in Figure 3.2. Ten HDM molecular systems representing different
hybridization fractions, with a correspondingly variable number of dsDNA molecules were
investigated (Figure 3.2(d)). As shown in Figure 3.2(d) the presence of neighbouring ds-
DNAs can be completely prevented only up to the HDM33 system (in wich there are 3
dsDNA molecules corresponding to 33% hybridization). The simulation box containing
the grafted HDM system was filled with explicit water molecules (TIP3P23 simulation
package) and Na+ and Cl− ions (see Appendix B).
The presence of explicit solvent with ions in solution is an improvement with respect
to the treatment done by Bosco, who did not take into account the electrostatic repulsion
between adjacent strands. However, for computational power limitation, the maximum
concentration of monovalent ions simulation box was 400 mM.
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Figure 3.2: The strategy and the molecular models used to study HDMs with variable
hybridization. (a) Schematic for hybridization limit – larger circles represent the increased
local charge around the nucleic acids upon hybridization; (b) one of the molecular models
used for this study: HDM100, a hypothetical 100 hybridized patch where all DNA are
double-stranded. Au atoms are colored in yellow, alkanethiols in red and DNA in cyan.
For clarity, water molecules and ions are not shown; (c) 5 × 5 replicated prospective
view of the HDM100 simulated system (Au rhombic base in brown); (d) sequence of
HDM systems with variable hybridization used in our calculations. Hybridized dsDNA
(full circles) are placed initially avoiding nearest neighboring double helices as much as
possible to reduce electrostatic and steric crowding (the simulation cell is framed in black,
with replicated cells on the xy plane colored in grey). ssDNA are represented as empty
circles.
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All MD simulations were performed in the classical mechanics framework, and carried
out using the AMBER 11 MD package [82]. Each system in Figure 3.2(d) was simulated
for 100 nanoseconds at 300 K. Only the last 50 ns of the equilibrated MD trajectories were
used to calculate the equilibrium energy (E) of the HDM systems in solution (according
to the MM-PBSA approach, see Appendix B) [83].
The energy of each system was calculated as the sum of solute-solute and solute-solvent
interactions, and normalized to the percentage of DNA strands to allow comparison be-
tween different HDMs. The difference ∆E was then calculated between this normalized
energy and that corresponding to the purely ssDNA HDM00 system-here used as a ref-
erence. Negative or positive ∆E values thus identify energetically favored or disfavored
hybridization states. The ∆E profile as a function of hybridization fraction is reported in
Figure 3.3a, displaying a minimum for 33% hybridization (HDM33, Figure 3.3(b), ∆E =
-16.9 ± 3.0 kcal mol−1). The ∆E curve in Figure 3.3(a) reveals that only hybridization
fractions comprised in the 22-44 % interval are, in practice, energetically allowed for a
DNA HDM of the present density. In fact, the ssDNAs in the HDM00 native system
are energetically favored to hybridize. However, after the system has reached the 44%
hybridization ratio, the hybridization of an additional ssDNA in the patch would be ac-
companied by increasing energy repulsion (Figure 3.3(ba)). This is due to the fact that,
after this threshold, the absorption of another DNA strand inside the patch becomes en-
ergetically unfavored, since the system has reached its crowding limit. In particular, for
hybridizations higher than 67% (HDM67) ∆E takes positive values as electrostatic and
van der Waals repulsions completely overcome the favorable strand-pairing. It is worth
noting that since our approach does not consider explicitly the diffusion and the adsorp-
tion of the complementary oligos inside the patch (process kinetics), but it takes into
account only the initial non-hybridized (HDM00) and different possible final HDM states
with variable hybridization fractions (HDMnn), these results pertain to a hypothetical
infinite reaction time, and are thus representative of the effect of increasing molecular
and electrostatic crowding that accompany hybridization. The inset in Figure 3.3 re-
ports the statistical weight for the different hybridized HDM systems, simply estimated
as exp(−∆EkbT−1), which provides qualitative information on the relative probability of
different hybridization states. Our findings indicate how many DNA strands can phys-
ically fit into a confined region of a bulk HDM system of this density. Data show that
hybridizations higher than 44% are unlikely, and identify 33% as the most probable hy-
bridization fraction for this system (HDM33 used as a reference of unitary statistical
weight). This agrees well with the experiments which indicate a 30-40% maximum hy-
bridization efficiency for a 22 base-pair nanografted DNA HDM of the same density (1.2
× 1013 molecules/cm2) [10; 45]. As expected for a HDM system that is natively char-
acterized by the high-density packing of negatively charged ssDNA strands grafted onto
the Au surface, and by the presence of a large number of interacting ions, molecular and
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Figure 3.3: Energetic data obtained from the equilibrated phase MD simulations. (a)
The ∆E energy values for all systems are calculated with respect to the HDM00 - 0%
hybridization, used as a reference - and expressed in kcal mol1. Negative or positive ∆E
values identify energetically favored or disfavored hybridization percentages, respectively.
Inset: plot representing an estimate of the statistical occurrence expected for the different
HDM hybridizations, calculated as exp(−∆EkbT−1); (b and c) snapshots taken from
the equilibrated phase of the MD simulation of HDM33 (b) and HDM100 (c) showing
increased structural crowding for larger hybridization. The Au (111) surface is colored in
yellow, ssDNA is represented in blue and hybridized dsDNA in red. For clarity, explicit
water molecules and ions are not shown.
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electrostatic repulsions (∆E ), rather than entropic changes (practically negligible), play
the major role in controlling the maximum HDM hybridization limit (see Appendix B).
These results suggest an explicit energetic basis for the intrinsic hybridization limit of
high-density DNA monolayers, which could also help to rationalize the packing-induced
denaturation reported for dsDNA monolayers grafted both onto curved [84] and flat [85]
Au surfaces.
Then, to validate the model, we investigated how DNA high-density monolayer behave
upon hybridization at different ionic strength (200 mM and 400 mM NaCl). We used
22 bases long oligonucleotides. AFM height measurement were both before and after
hybridization, using the AFM in contact mode, and producing by AFM-nanografting
reference patches of TOEG6 inside the DNA SAM for reference height measurement.
We should point out that the experimental descriptions adopted here was reversed
with respect to the one used in the Bosco et al. paper. Here, we use a DNA at high
density, with a TOEG6 NAM inside for reference. In the Bosco paper, DNA NAMs were
produced inside a TOEG3 SAM. The reason is that in Bosco experiments, NAM density
was determined by the matching between simulated NAM and grafted NAMs. Here
simulations were performed for a density of 1.2×1013 molecules/cm2, which is exactly the
density of the highest packed single-stranded DNA monolayers. With nanografting, the
density can be determined a-posteriori, from calibrated height profiles. However, it is
difficult to set this value a-priori due to the many parameters of the experiments.
In fact, the density of the monolayer created by NG depends on the concentration of
molecules in solution, the numbers of scanning lines during nanograting, but also on the
tip pressure, which is depending on the area of the tip-sample contact at a given force,
and the radius of curvature of the tip, a parameter which is only roughly known. Working
with SAMs instead of NAMs was in this case more precise. The recipe to produce HDM
DNA SAMs is well known in the literature [8; 72].
The patch of TOEG6 nanografted within a DNA SAMs of 1 µM thiolated ssDNA,
imaged in TE 200 mM NaCl, TE 400 mM NaCl, respectively is shown in Figure 3.4,
upper side. At the bottom of the same Figure 3.4 the DNA SAMs has been hybridized
as we can see from the increase in differential height profile. The absolute height of the
DNA can be obtained by adding to the relative height the absolute height of the TOEG6
SAM, measured in previous experiments, which is 2.4±0.3 nm. Total heights are reported
in Table 3.1. The difference of height between 200 mM NaCl and 400 mM NaCl is due
to the amount of couterion binding to the DNA backbone. In fact, lower salt will let the
polymer to stretch more in the vertical direction compared to higher salts.
From the compurtational side, four molecular models were investigated with MD for
comparison, corresponding to the two hybridization (HDM00 and HDM33 ) fractions,
each simulated at 200 mM and 400 mM NaCl, in a periodic simulation box. The box was
filled by an explicit solvent composed of water molecules and the number of Na+ and Cl−
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Figure 3.4: AFMmicrographs of TOEG6 patches nanografted into a high density ssDNA
DNA monoloayers before (HDM00) and after (HDM33) hybridization imaged in differ-
ent salt conditions (200mM NaCl and 400mM NaCl) and corresponding average height
profiles.
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ions consistent with our two NaCl experimental concentrations. MD runs were carried
out following the same protocol used in the earlier simulations. The height of HDM00
and HDM33 at 200 mM and 400 mM NaCl were then calculated as the sampling average
resulting from the last 50 ns of equilibrated MD simulation (see Appendix B). The patch
heights obtained by MD simulation are reported in Table 3.1.
Figure 3.5: HDMs atomic density along the patch height axis. (a) Atomic density
of HDM00 (blue) and HDM33 (red) at 200 mM (continuous lines) and 400 mM NaCl
(dotted lines), expressed in atoms per nm2; (b and c) snapshots from the MD trajectories
of HDM00 at 400 mM NaCl (b) and HDM33 at 200 mM NaCl (c). The ssDNA and dsDNA
molecules are colored in blue and red, respectively. Cl− and Na+ ions are represented as
green and purple spheres, respectively. Water molecules are represented as small cyan
spheres.
Table 3.1: DNA patch heights (in nm) measured by AFM and estimated by MD simula-
tions, before (HDM00 system) and after hybridization (HDM33 system). aPatch heights
were measured by AFM and MD at the two ionic concentrations of 200 and 400 mM
NaCl. bMeasured heights are expressed in nm.
HDM00 HDM33
[NaCl]a AFMb MDb AFMb MDb
400 mM 6.0 ± 0.6 6.8 ± 0.9 7.5 ± 0.3 7.6 ± 0.9
200 mM 6.3 ± 0.4 7.7 ± 1.3 8.4 ± 0.6 8.5 ± 1.1
For the hybridized HDM33 system our AFM and MD height results are in very good
agreement. The height-lowering effect of increasing the NaCl concentration on the HDM33
height is also correctly captured. In the case of the ssDNA model system HDM00, the
theoretically estimated height is slightly higher than the measured AFM value. These
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results are consistent with the fact that ssDNA is ≈ 50 times more flexible than dsDNA.
Here we should comment that, even if AFM height measurements attempt to avoid any
compression of the patch, some degree of residual force is always exerted by the AFM tip
(here estimated to be ≈ 50-100 pN). Such a residual force has a different effect on HDM00
than on the more rigid HDM33, generally consistent with a MD predicted height slightly
higher than the measured AFM value for the very flexible HDM00, since theoretical
MD estimates are obtained at zero force. For analogous reasons, the salt sensitivity
predicted by MD for HDM00 is higher than in the case of AFM, as the subtle straightening
effect of the reduced saline content (yielding less efficiently screened repulsion between
ssDNA strands) is easily impaired by the residual compressive forces exerted by the AFM
apparatus. Namely, the estimated effect of the residual force on the measured height
for the ssDNA system (HDM00) is expected, and found to be larger for the lower NaCl
concentrations (where we estimate it to yield an 18% height contraction) than for higher
concentration (where it reduces to an 11% height contraction), as this second case pertains
to a softer system.
The agreement with AFM data suggests that the HDM molecular model used in this
study is generally sound, and useful for further investigation of the DNA monolayer struc-
ture and morphology. On the other hand, it validates the goodness of relative heights
approach through AFM and AFM-nanografting. We note that while HDM heights mea-
sured by AFM are averaged data (the effective tip-HDM contact surface is ∼ 80 nm2), MD
simulations can capture higher resolution details of the HDM structure. Since the surface
morphology is particularly important for the functionality of these nanostructures, we
next set to investigate what happens at the HDM surface upon hybridization at different
NaCl concentrations. The vertical (z axis) atomic density profiles of HDM00 and HDM33
at 200 mM and 400 mM NaCl concentrations were extracted from the equilibrated MD
trajectories. These profiles (Figure 3.5(a)) bear information on the distribution of DNA
atoms at different heights from the Au (111) z=0 surface, and how this depends on hy-
bridization and ionic strength. More generally, these functions are important for the
description of surface-grafted polymers, as the equilibrium density accounts for a large
spectrum of properties of these nanostructures. The curves in Figure 3.5(a) are consis-
tent with those found in studies of similar systems. These data also provide information
on the HDM surface roughness - a flatter top of the density curve corresponding to a
smoother, more uniform patch.In contrast, a density profile displaying a gentle slope is
associated with a rougher surface. The red curves portraying the HDM33 systems reveal
that hybridization increases surface smoothness. The salt concentration also has a con-
siderable impact, as the increased ionic concentration is generally associated with a more
compact patch (decreased height) due to the enhanced screening of the repulsion between
negative charges present on the DNA, as discussed above. In the case of HDM33, a higher
ionic solution strength also yields decreased surface roughness. This effect is not captured
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for the flexible HDM00 due to the large fluctuations of ssDNA. We finally computed 2D
patch surface HDM profiles for the two hybridization fractions and ionic concentrations
investigated shown in Figure 3.6, where the red end of the color palette identifies higher
patch regions (details in the Appendix B). Since the surfaces were calculated from the
atomic density averaged over the last 50 ns of the equilibrated MD trajectories, red ar-
eas indicate those patch locations where the motion of DNA chains is limited in such
simulation time scale. Analysis reveals that the large red zones in Figure 3.6 correspond
to more rigid dsDNA units whose folding and coiling is relatively limited. Moreover, a
general tendency to produce larger, flatter local surface profiles is easily discernible for
HDM33, consistent with a higher degree of height correlation between neighbouring DNA
strands in this more compact and dense structure. The theoretical model provides HDM
Figure 3.6: 2D patch surface profiles for different hybridization fractions and NaCl
concentrations, calculated from MD-equilibrated trajectories of HDM00 (a and b) and
HDM33 (c and d) at 200 mM (a and c) and 400 mM NaCl (b and d). Curves are colored
according to the patch height (see the palette at the center of the figure).
surface topology information with a nanosecond (and even higher) time resolution, which
can be generally relevant for developing insight into the behavior of a HDM sensor device.
Namely, any model of surface reaction will need to make assumptions on the landscape




In conclusion, we used AFM experiments and MD simulations to investigate how much
dsDNA can physically fit into a bulk high-density monolayers during the hybridization
process, for a realistic initial array density. Generally, we obtained very good consistency
between experimental and theoretical findings. Our results confirmed and rationalized the
existence of a hybridization fraction limit, and moreover provide high-resolution details of
the HDM structure and its response to ionic load. Namely, we found that no more than
44% of the substrate ssDNA can be successfully hybridized at a typical HDM density of
1.2×1013 molecules per cm2, 33% being the predicted most stable fraction. Simulated and
measured height profiles revealed that the HDM array structures become progressively
smoother and more rigid with increasing hybridization. Enhancing the ionic load induces
the opposite effect of yielding less swollen, more compact structures. This is rational-
ized as a consequence of enhanced screening of the electrostatic repulsions between DNA
strands. The present study can be extended to investigate the DNA hybridization limit
as a function of the HDM DNA density, as well as the effect of DNA mismatches [86] and
sequence length [87] on the overall hybridization efficiency.
3.4 Experimental and computational section
3.4.1 DNA nanobrushes: Experiment
Materials and Methods
Preparation of the Self-Assembled Monolayer (SAM) of DNA
We prepared a SAMs of thiolated sequence (HS-(CH2)6-5’-TAATCGGCTCATACTCTGA
CTG-3’) on ultraflat stripped gold surfaces (see Appendix A for more details). The gold
sample was soaked in a 1 µM solution of ssDNA in TE 1M NaCl for about 24 h (to achieve
a HDM) and subsequently immersed in a 1 M NaCl TE buffer solution containing 1 mM
mercaptohexanol (MCH) solution for 1 hour. Then, it was rinsed with distilled water
and ethanol, dried with a soft stream of nitrogen, and finally glued in a liquid cell. The
ssDNA SAMs created in this way was imaged by AFM, showing only few defects sites.
Fabrication and Imaging
Nanografting and imaging experiments have been performed in contact mode on a cus-
tom liquid cell with standard silicon cantilevers micromasch NSC19 and NSC38 (spring
constant 0.6 and 0.03 N/m, tip radius curvature < 10 nm). AFM measurements have
been carried out on a XE-100 PARK Instruments equipment. TOEG6 (HS-(CH2)11-
(OCH2CH2)6-OH)) has been nanografted into the freshly prepared ssDNA SAMs using a
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3:2 mixture of 1 M NaCl TE buffer and pure ethanol (Fluka, purity ≥ 99.8%) with 15 µM
of TOEG6 molecules. The grafting of a TOEG6 patch into a ssDNA monolayer serves
as a reference for the height measurement. Hybridization reactions were carried out for 1
hour at room temperature within the AFM liquid cell filled with in TE 1 M NaCl solution
containing 1 µM complementary DNA. For imaging experiments, the topographic signals
were recorded in buffer (TE with 200 mM, 400 mM NaCl) at low force (∼ 0.1 nN) in
order to avoid compression of the DNA layer.
3.4.2 DNA nanobrushes: Simulations
Creation of the molecular systems.
The Au (111) surface was built as composed by five monoatomic Au layers, and served as
a rhombic base for the simulation cell. A total of 3 × 3 thiolated dsDNA, composed of
a thiolated ssDNA sequence: HS-(CH2)6-5’-TAATCGGCTCATACTCTGACTG-3’) and
the complementary hybrid (sequence: 5’-CAGTCAGAGTATGAGCCGATTA-3’), were
grafted on the gold surface. The sulfur atom of each of the 9 thiolated dsDNAs was
bound to the first gold layer - i.e., to single Au atoms separated each other by a distance
of 3.1 nm. This DNA axial distance was consistent with the experimental density of
1.2 × 1013 molecules/cm2. A periodic box with initial size of 97× 97× A˙ (angles: 90o
90o 60o ) was built around the solute (0 buffer on the xy plane – the simulation box
base coincides with the rhombic gold surface). The simulation cell containing 9 thiolated
dsDNA molecules and the rhombic Au (111) surface was filled with explicit TIP3P [88]
water molecules and Cl− counterions to guarantee the system neutrality using the leap
module of the AMBER 11 suite of programs [82]. Water molecules were replaced with ions
if eventual superposition occurred. The first HDM system was thus obtained - HDM 100,
composed by 9 hybridized dsDNA. The equilibrated box size of 97 × 97 × 150 A˙ (angles:
90o 90o 60o) led to a solution ionic strength of ≈ 300 mM NaCl, which was maintained as
a constant for all the differently hybridized simulated systems.
The systems for lower hybridization percentage were obtained by deleting an increas-
ing number of complementary hybrid sequences from the HDM100 thiolated dsDNAs,
consequently into ssDNAs. The voids generated by the strands deletion were filled again
with TIP3P water molecules using the AddToBox utility of AMBER 11. Since in these
systems decreasing hybridization caused a decrease in the overall solute charge, some of
the Cl− ions were replaced by Na+ in order to maintain constant the ionic strength in the
box (≈ 300 mM NaCl) and, at the same time, to guarantee the system neutrality.
Once simulations have identified the HDM33 system as representaive of the HDM
hybridized state, the reliability of the HDM model used in this study has been challenged
further. HDM33 and HDM00 represented HDM before and after hybridization. A periodic
box explicit water molecules and the suitable number of Cl− and Na+ ions necessary to
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produce the experimental ionic strengths of ≈ 200 mM and ≈ 400 mM systems were
calculated based on the simulation periodic box dimensions and volumes. Four additional
systems - HDM00 200 mM, HDM33 200 mM, HDM00 400 mM and HDM33 400mM
were thus obtained and simulated as described in the Appendix B. The parametization,
simulation procedure and structural analysis are reported in Appendix B.
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4. Determination of average internu-
cleotide distance in variable density
ssDNA nanobrushes in the presence
of different cations species.∗
In this chapter, we address the effect of ionic strength on the molecular conformation
of surface tethered, vertically oriented, ssDNA oligonucleotide nano/microbrushes of dif-
ferent densities. The variably dense, laterally confined nanoscale-assembled monolayer
of ssDNA was obtained by means of AFM nanografting on a gold surface covered by a
bio-fouling self-assembled monolayer. We then recorded the topographic height profile of
the DNA nanopatches with AFM at different salt concentrations and for four different
salt species inside the liquid cell. Our method allows for a simple and straightforward
measurement of the independent effect of ionic strength and DNA surface density on
the conformational properties of DNA brushy matrices. Notably, the high densities that
mimic the cellular compartment and the conditions for gene expression or other enzymatic
reactions inside cells are accessible in our synthetic platform. As an output, our work
gives indications for the realization of DNA/RNA micro- and nanoarrays with optimal
response and plays a key role in assessing DNA structural and conformational stability,
aiding future DNA biotechnology applications.
4.1 Introduction
In the past decade single-stranded DNA (ssDNA) monolayers (or ssDNA brushes) immo-
bilized on solid supports have attracted vast attention due to their interesting physical
and chemical properties. Such systems have found applications in biomolecular detection
as DNA-based microarray [89; 90; 91; 92] and protein biosensors [93; 94] which nowadays
are used for identification of genetic diseases[95; 96; 97] and for the characterization of
gene expression profiles. The assembly of ssDNA brushes on a solid support is commonly
∗This chapter has been published in M. D. Nkoua Ngavouka, A. Bosco, L. Casalis, P. Parisse.
Macromolecules 2014, 47 (24), 8748-8753
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assumed to be aided by some structural water and cation species, which shield the back-
bones of adjacent, vertically oriented, DNA molecules creating intermolecular channels
with sub-nanometer diameter.
Understanding the properties of ssDNA brushes and their response to different factors
(e.g., counterion species, pH, humidity, pressure, and temperature) is therefore crucial
for optimization of DNAbased biosensors[98; 99; 100]. In particular, counterions play an
important role in stabilizing the electrostatic charge of the DNA backbone and impact on
its curvature and flexibility [101; 102].
Counterion size, valence, and concentration affect the efficiency of DNA hybridization[103;
104], and have a strong effect on DNA-protein interactions in the context of replication
and transcription [105].
While many studies based on different techniques (e.g., optical tweezers[106; 107; 108],
atomic force microscopy (AFM) [109; 110] , and a combination of small-angle X-ray scat-
tering (SAXS) with single molecule Frster resonance energy transfer (FRET) [111] have
discussed the effect of counterions on DNA molecules both in bulk and at the single-
molecule level, still little is known about the response of ssDNA monolayers to ionic
strength changes.
The response of ssDNA brushes is in fact expected to be dramatically changed with respect
to the case of isolated molecules because of crowding effects due to steric hindrance, en-
tropic elasticity, and electrostatics [112; 113]. On the other side, conformational properties
of polyelectrolyte brushes, including dsDNA brushes[69], have been thoroughly studied in
the literature. However, systematic studies have never been performed on single-stranded
DNA brushes, mostly because of the high flexibility of this polymer and of the possible
occurrence of intra- and interchain secondary structures.
In two recent works of our group (explicitly described in Chapter 3), we combined AFM
precise topography measurements and molecular simulations to assess the effect of crowd-
ing and electrostatics on the hybridization efficiency of ssDNA extended, self-assembled
monolayers (SAMs) and confined, nanografted monolayers [10; 114]. In the first work,
Bosco demonstrated through a careful modeling of the system that the mechanical re-
sponse of variable density ssDNA and dsDNA brushes can be fitted and the density
precisely estimated and correlated to the specific hybridization efficiency [10]. Then, in
another work, response of ssDNA SAMs and dsDNA SAMs to the ionic load was ratio-
nalized, and averaged surface morphology details were given [114]. However a thorough
conformational study of the ssDNA brush behavior was not been carried out yet.
4.2 Results and discussion
44 bases-long ssDNA NAMs confined into an TOEG6 SAM produced by nanografting
were imaged with AFM in a liquid cell in gentle contact (see Figure 4.1).
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Figure 4.1: AFM images of the three different densities regimes of ssDNA NAMs as
function of NaCl concentration (0.001- 1 M).
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The relative height of the NAMs with respect to the surrounding alkanethiol SAM was
extracted from topographic images recorded as a function of NaCl concentration (from 1
mM to 1 M) in the water buffer and for different ssDNA surface densities. The results
obtained are shown in Figures 4.1 and 4.2.
Figure 4.2: Topographic height profile of ssDNA NAMs as a function of TE with NaCl
salt concentrations (1 mM to 1 M) (a) high density, (b) medium density, (c) low density.
For sake of clarity, I would like to point out here that the DNA sequence choosen for
the present work was different with respect to the one used in the experiments described
in Chapter 3. Since we wanted to capture fine conformational details of ssDNA brushes
in the presence of different ions in solution at different concentrations, we opted here for a
longer oligonucleotides sequence, whose length totally stretched should be approximately
∼ 16 nm, including the C6 thiol linker, against the ∼ 8.6 nm of the 24 bases-long oligos
used in the experiments described in Chapter 3.
The three densities exploited here are ranging from 1×1012 to 2×1013 molecules/cm2,
as estimated by Bosco from the comparison between 44 bases long DNA NAMs simulated
and measured by AFM (these data have not been published).
At small ionic strength ([NaCl] < 100 mM), corresponding to Debye lengths > 1 nm),
comparable with the interstrand distance, the surface pinned chains overstretch in the
vertical direction to balance the electrostatic repulsion, reaching a maximum height of
about 16 nm for the high density case. This value is calculated from the height profile,
adding 2.4±0.3 nm average height of the TOEG6 SAM. The final value is close to the
one from stretched DNA estimated before. The ionic concentration is in fact too small
to screen the electrostatic charges carried by the ssDNA backbones impacting on the
electrostatic effective thickness and hence on the rigidity of the ssDNA [115; 116]. By
contrast, at high ionic strength ([NaCl] ≥ 100 mM, i.e., Debye length < 1 nm), the
higher density of charges in solution screens more efficiently the negative charges carried
by the ssDNA, causing the polymer assemblies to stay in a connect of "mushroom-like"
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conformation, with a consequent decrease of the brush height.
At small ionic strength ([NaCl] < 100 mM), corresponding to Debye lengths > 1 nm),
comparable with the interstrand distance, the surface pinned chains overstretch in the
vertical direction to balance the electrostatic repulsion, reaching a maximum height of
about 16 nm for the high density case. This value is calculated from the height profile,
adding 2.4±0.3 nm average height of the TOEG6 SAM. The final value is close to the
one from stretched DNA estimated before. The ionic concentration is in fact too small
to screen the electrostatic charges carried by the ssDNA backbones impacting on the
electrostatic effective thickness and hence on the rigidity of the ssDNA [115; 116]. By
contrast, at high ionic strength ([NaCl] ≥ 100 mM, i.e., Debye length < 1 nm), the
higher density of charges in solution screens more efficiently the negative charges carried
by the ssDNA, causing the polymer assemblies to stay in a connect of "mushroom-like"
conformation, with a consequent decrease of the brush height.
Moreover, the height of the patches increases by increasing the molecular surface
density (given a fixed value of ionic strength), as expected because of the increased elec-
trostatic repulsion in the DNA matrix related to increasing crowding. Figure 4.3 is a
schematic illustration of the stretching behavior occurring on a strand of DNA while
decreasing the salt concentration. To understand the found stretching behavior of the
Figure 4.3: Schematic illustration of the stretching of ssDNA NAMs while decreasing
TE with NaCl salt concentrations (1 mM to 1 M).
ssDNA nanostructures, we modeled it according to the polyelectrolyte brush (PB) theory
[67] to extract ssDNA structural/conformational parameters. A PB consists of an assem-
bly of charged polymer tethered on a surface (a gold surface in our case). The theory of
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PB predicts and explains the screening of electrostatic charges upon the addition of ions
into the polymer brush. The general expression for brush height (h) scales with the salt
concentration (Cs) and grafting density (σ) as mentioned in Chapter 2 scale as:
h = (σ × Cs)α (4.1)
The value of the exponent α is widely debated, and different models and experimental
data predict/find different scaling of the brush height. There are strong evidence of two
main scaling regimes: the osmotic brush (low ionic strength Cs < 100 mM) and the
salted brush (high ionic strength Cs ≥ 100 mM) regimes. Scaling models [68; 69; 117]
through these two brushes regimes, predict a decreased brush height h with increased salt
concentration as h∼(σCs)−1/3.
Beside these studies, there have been some notable exceptions, which attribute the
brush height to a much weaker salt dependence, more in the line with -1/6 rather than a
-1/3 power law dependence [70].
To verify the PB scaling law and to extract the value of the scaling factor α, we plot
our experimental data (height versus salt concentration, at different ssDNA densities) in
a log− log plot, and we fitted them with standard linear functions (Figure 4.4). The
Figure 4.4: Heights of ssDNA NAMs as a function of salt concentration in logarithmic
scale.
extracted slopes reported were -0.18 ± 0.01, -0.17 ± 0.01, and -0.17 ± 0.01 for high,
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medium, and low density regime, respectively. The obtained values are very close to
the -1/6 value, suggesting that our scaling law is compatible with the theoretical model
reported by Hariharan and co-workers [70]. The less pronounced behavior of the ssDNA
brush height as a function of salt concentration, with respect to other polymers, can be
ascribed to its strongly charged nature, to its high hydrophobicity, and to the tendency
to form secondary structures which affect the brush height [118].
In order to explore at best the ssDNA brushes physics and to have a more quantita-
tive expression to extract structural parameters as the average internucleotide distance
(d) and ssDNA surface density (σ), we fit our experimental data according to the model of
Hariharan and co-workers. In their approach, a Daoud-Cotton model (DCM) [119] devel-
oped for spherical brushes was employed, in which the brush is described as a monolayer
of linear chains with a grafting density σ and average height h protruding from a sphere
with radius <. According to DCM, h, <, d, N (number of bases), the excluded volume













From this formula, different behaviors as a function of salt concentration can be derived,
depending upon the estimates of the excluded volume interaction (υ) and of lk. Con-
sidering the approach of Pincus [67] (which ignores the chain stiffening) and the Odijk
consideration for interacting polyelectrolyte segments [61], we can approximate the ex-











In our case, since the ssDNA NAMs is formed on a flat surface, we can derive a simplified
DCM expression from the sphere model assuming < →∞:
h ≈ kNd(lkσλD)1/3 (4.4)
Considering that the Debye length at room temperature can be expressed as a function
of salt concentration, λD ∼ C−1/2s , equation 4.4 will give a scaling of the brush height
h ≈ C−1/6. We then fit the measured data shown in Figure 4.5, expressed in terms of
λD, for the three different ssDNA surface densities. We fixed the value of Kuhn length as
lk = 2P , where P is the persistence length (P = 0.69 nm, in the case of NaCl) reported
in Reference [107]. Still, the prefactor in equation 4.4 is a function of both d and σ. To
separate the two contributions, we made the hypothesis that the d value is the same for the
three explored densities, according to the approximation that the average internucleotide
distance in ssDNA monolayers is an inherent single-molecule property that should not be
affected by the specific ssDNA packing. We also constrained the three surface densities to
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a range of values [(0.4−0.6)×1013, (0.8−1.2)×1013, and (1.4−1.8)×1013 molecules/cm2
for low, medium, and high density, respectively] around the ones estimated from the brush
topographic height, according to the procedure explained in Bosco et al. [10].
The data are well reproduced by the fit, as shown in Figure 4.5. As a result, we
Figure 4.5: Heights of ssDNA NAMs as a function of Debye length (linear scale b) and
high (circle), medium (square), low (triangle) density surface densities.
extracted a value of d = 0.6 ± 0.03 nm for the internucleotide average distance in the
presence of NaCl, and values of ssDNA brush molecular densities of 0.55× 1013, 1× 1013,
and 1.6× 1013 molecules/cm2 for low, medium, and high density patches, respectively.
To further prove the validity of our approach, we designed a similar experiment starting
from a ssDNA extended self-assembled monolayers. We created a ssDNA SAM (see Figure
4.6), following the Tarlov procedure [72], and we nanografting reference TOEG6 patch
inside the SAM. We then constrained the density to be (0.8± 0.1)× 1013 molecules/cm2
, a value widely accepted in the literature [120] for the chosen ssDNA concentration and
exposure time. Fitting the SAM height variation measured in NaCl buffer as a function
of the Debye length following equation 4.4, we extracted a d value of 0.63 ± 0.03 nm, in
perfect agreement with what we found in the case of nanobrushes.
In the literature, the estimation of d finds controversial results: different values, typ-
ically in the range of 0.3 - 0.7 nm, have been reported from X-ray crystallography [118]
X-ray crystallography/NMR spectroscopy measurements [121], GISAXS measurements
[122], and fluorescence measurements [123]. Values as large as 0.7 nm (maximal stretched
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bonds) have also been reported from measurements on end-tethered oligonucleotides on
gold surfaces in the presence of applied electric fields [124] and from force-extension curves
of ssDNA molecules derived from optical tweezers setup [125]. This variability is intrin-
sically connected to the high torsional bond flexibility along the ssDNA backbone.
Moreover, due to the non-homopolymeric nature of the used sequences, the sponta-
neous formation of secondary structures or the partial hybridization between adjacent
oligonucleotides cannot be disregarded. In these cases the occurrence of base pairing
would result in an average internucleotide distance of 0.32 - 0.34 nm (i.e., much lower
than the value of 0.7 nm, corresponding to the maximal stretched bond).
Figure 4.6: AFM (A) topographic image and (B) topographic height profile of TOEG6
patch nanografted into a ssDNA monolayer, imaged in different salt concentrations (1
mM to 1 M NaCl). (C) Heights of ssDNA monolayer as a function of Debye length.
Finally, we studied the effect of cations of different valence and size on ssDNA confor-
mation. Before to proceed with these studies, we wanted to provide a control experiment
showing the ssDNA brush is intact after treatment of salts. In particular, we measured
the patch height at the specific density going in steps from 1 M NaCl to 1 mM NaCl,
then back 1 M KCl decreasing it in steps to 1 mM KCl and finally back to the initial 1
M NaCl. Results are shown in Figure 4.7.
As we can see in Figure 4.7, initial and final patch height measured at 1 M NaCl are
overlapping indicating that the salt treatment sequence has not damaged nor denaturated
the brushes and that the molecules maintain their conformation.
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Figure 4.7: AFM topographic images and heights profiles of ssDNA NAMs as function
of NaCl and KCl concentration (0.001- 1 M).
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Therefore, we were confident to proceed with testing the effect of different ion species
on the brushes.
We grafted ssDNA patches at the surface density of (1.6± 0.1)× 1013 molecules/cm2
and monitored patch height h υs λD at different salt concentrations for four different
saline buffers: NaCl, KCl, CaCl2, and MgCl2.
Figure 4.8 is a schematic illustration of the conformation of a strand of DNA in
presence of NaCl, KCl, CaCl2, and MgCl2 at the fixed concentration. The experimental
Figure 4.8: schematic illustration of the conformation of a strand of DNA in presence
of NaCl, KCl, CaCl2, and MgCl2 at fixed concentrations.
data of height vs salt concentration, shown in Figure 4.9, were then fitted by using the
same modified DCM model, which lead to equation 4.4. Values relative to the best
estimates of d for the different salt species are reported in Table 4.1.
The average internucleotide distance is clearly strongly affected by the type of salt
used. We recorded a significant difference between topographic height profiles relative
to monovalent and divalent salts. A similar effect has also been observed for long (1
kb) dsDNA SAM [126] and can be explained considering that Ca2+ and Mg2+ are more
effective in screening the DNA backbone [127] than monovalent counterions at the same
given concentration, causing DNA to adopt a more compact structure. Being the height
of ssDNA patches measured at 1 mM Ca2+/Mg2+and at 100 - 500 mM Na+ almost the
same, we estimated that the divalent counterions are at least 100 times more effective in
screening the electrostatic charges of the backbone than the monovalent counterparts, in
analogy to what observed for Mg2+ vs Na+ in the work of Bosco et al.[125]We observed
a significant difference also between salts with the same valence.
In the case of the two monovalent salts studied here, NaCl and KCl, we observed that
ssDNA molecules adopt a more compact structure in the presence of K+ ions. This has
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to be related to the different coordination shell of K+ and Na+ in solution (connected to
the different effective electrostatic ionic radii of Na+ and K+ [128]) and to the preferential
binding sites of the hydrated shells of the two ion species on ssDNA.
Figure 4.9: Heights of ssDNA NAMs as a function of Debye length and NaCl (full blue
circle), KCl (empty blue circle), CaCl2 (full green square), and MgCl2 (empty red square)
salts
Table 4.1: Results and Parameters of the Height vs Debue length Fitting of High Density
Brushes in NaCl, KCl, CaCl2 and MgCl2 solutions. From the fit, we extracted d and kept
σ and lk fixed to (1.6± 0.1)× 1013 molecules/cm2 and to the values taken from ref [107]
, respectively.
Salt species NaCl KCl CaCl2 MgCl2
d [nm] 0.6 ± 0.03 0.48 ± 0.03 0.40 ± 0.02 0.36 ± 0.02
lk [nm][107] 1.38 1.32 1.22 1.28
For instance, molecular dynamics simulations [104; 129; 130; 131] run in the case of
dsDNA, show that K+ ions strongly bind to the electronegative sites of dsDNA bases in
the major and the minor grooves, while Na+ interacts preferentially with the phosphate
groups. In the case of the two divalent salts, MgCl2 and CaCl2, we observed a slight
difference in the topographic height profiles at different salt concentrations. This can be
explained by the small difference between the two hydrated radii, similar ion diffusion,
and similar binding affinities to the ssDNA backbone. In this case, studies from density
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functional theory method [132] and combination of neutron diffraction and Monte Carlo
simulations [133] reported smaller values of hydrated radius of Mg2+ compare to Ca2+,
therefore resulting in a more compact ssDNA structure in the presence of the first one.
4.3 Conclusion
In this work, we have studied the effect of ionic strength on ssDNA monolayers assem-
bled in nanografted patches at different density regimes. Our label-free approach is based
on the high-resolution imaging capacity (fractions of nanometer) of the AFM micro-
scope for capturing surface topology and was used to derive the collective variation of
height/conformations of short ssDNA oligos brushes in response to ionic strength changes.
Comparing our data with polyelectrolyte brush theory, we extracted relevant parameters
as the internucleotide distance d, and we compared them with values reported in the
literature. We found a power dependence of the ssDNA brush height with respect to
the concentration of different cations (Na+ , K+ , Ca2+, and Mg2+) compatible with the
Daoud-Cotton model and with the Odjik approximation.
In particular, we found that the average internucleotide distance determined by fit-
ting our data with the polyelectrolyte brush model at various ionic strengths correlates
well with the size and the valence of different cations, which respectively affect cations
diffusion into the brush and their ability to bind DNA. Notably, we observed a striking
difference in brushes response to cations with the same valence that could be correlated to
their different solvation shells and different binding sites on the ssDNA molecules of the
assembly. Our results provide key information for the structural designing of synthetic
nucleic acids and, more generally, nucleic acid-based devices with controlled physical be-
haviors. In perspective, we plan to study the behavior of homopolymeric DNA sequences
to estimate the type and the number secondary structures in ssDNA brushes of lengths
(2060 bases) that are relevant for DNA genetic analysis. Furthermore, our approach is
flexible and label-free and allows in perspective studying complex biological reactions, as
between arrayed DNA molecules and DNA-binding enzymes, under controlled conditions
of crowding and confinement.
4.4 Experimental section
Preparation of the Biorepellent Self-Assembled Monolayer (SAM)
We prepared biorepellent SAMs of top oligo-ethylene glycolterminated alkylthiols (TOEG6:
HS-(CH2)11-(OCH2CH2)6-OH) on ultraflat stripped gold surfaces (see Appendix A for
more details). A gold sample is immersed in a 300 µM solution of TOEG6 in ethanol for
about 24 h. Then, it was rinsed with distilled water and ethanol, dried with a soft stream
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of nitrogen, and finally glued in a liquid cell. The TOEG6 SAMs created in this way was
imaged by AFM, showing only few defects sites.
Imaging of Nanoassembled Monolayers (NAMs) of ssDNA
All experiments were carried out with AFM using a XE-100 (Park-Systems) with a cus-
tom liquid cell at room temperature. Imaging was performed in contact mode in liquid
using a softer AFM tips (MicroMasch CSC 38/no Al, spring constant 0.03 Nm−1), in
buffer solution (TE buffer, Tris [10 mM] plus ethylenediaminetetraacetic acid (EDTA) [1
mM], adding a contribution of 8 mM to the total ionic strength of the solution) to which
we added different concentrations (0.001 - 1 M) of monovalents (NaCl, KCl) and divalent
(CaCl2, MgCl2) salts, at fixed pH = 7. The NAMs topographic images were recorded in
gentle contact at minimum force values ∼ 0.1 nN [10].
Preparation of ssDNA SAM and nanografting of TOEG6
Gold substrates were immersed in a 1 M NaCl TE buffer solution with 1 µM thiolated
ssDNA for 24 hours. TOEG6 has been nanografted into the freshly prepared ssDNA
SAMs using a 3:2 mixture of 1 M NaCl TE buffer and ethanol with 15 µM of TOEG6
molecules.
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and miRNAs detection
5.1 Introduction
In order to reduce the analysis volume and to increase detection sensitivity, miniaturiza-
tion schemes are adopted.
Here, we propose to use DNA nanoarrays, as described and optimized in the previous
chapters for the detection of target relevant to clinical analysis. In particular, we aim
at performing the label-free quantitative detection of the small regulatory microRNAs
relevant for heart failure disease, in small biosample volume, and without any amplification
of the cell extracted material. We will show that our nanoarrays can be operated in
multiplexing demonstrating the selective detection of three different miRNAs on the same
chip. Also, we will show that AFM height profile measurements are sensitive enough to
discriminate single base mismatch.
5.2 miRNAs detection
5.2.1 Introduction
Techniques to detect and quantify specific DNA/RNA sequences in biological samples
have a crucial role in genomic research. Conventional techniques including real-time
quantification PCR, microarray, next generation sequencing are currently available. Still
the main drawbacks of these techniques are the amplification steps, which are laborious
and may lead to artifacts if not properly titrated and conducted without rigorous controls.
Novel techniques are currently being developed in order to avoid material amplifica-
tion. Towards this goal, S. R. Ryoo and co-workers[134] developed a nanosized graphene
oxide (NGO) based miRNA sensor, which allows quantitative monitoring of target miRNA
expression levels in living cells. The hybridization detection is carried between a tight
binding of NGO with fluorescent peptide nucleic acid (PNA) probes and target miRNA.
They reported a detection limit of target miRNAs as low as 1 pM and the simultaneous
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monitoring of three different miRNAs in clinical sample.
Also, S.Husale et al. [135] reported a nanomechanical response (AFM stiffness differ-
ence between single- and double-stranded DNA/RNA molecules) of hybridized DNA and
RNA molecules that serves as an intrinsic molecular label. They measured differential ex-
pressions of two miRNAs, hsa-mir-205 (Homo sapiens miR-205) and hsa-mir-194 (Homo
sapiens miR-194-1 or miR-194-2), in colon and bladder tumours by analyzing total RNAs
extracted from tissue samples. They reported limit of detection in pure samples of about
1 aM.
Although these recent studies made important steps towards miRNAs quantification,
it seems that each system is optimized and calibrated for a specific detection, and that the
proposed methodologies are not yes implementable and generalizable to any biosample
type. Other miniaturized approaches are therefore still demanded and encouraged.
Here we propose to develop miniaturised DNA nanoarrays, with no labeling and no
amplification, as a proof of principle platform for the simultaneous detection of few dif-
ferent miRNAs target relevant to human diseases, from cell extract or plasma, through
AFM nanomechanical measurements. miRNAs analysis are optimized in density and ionic
strength. As described in the previous Chapters, ssDNA nano patches are produced by
AFM-nanografting, and embedded into a biofouling SAM used as reference for careful
topographic height profile. In particular, we investigated miRNAs coming from patients
with heart failure. In fact, over the last fews years the knowledge on the role of miRNAs in
cardiovascular disease has expanded at an incredible rate. It is known that specific miR-
NAs control basic functions in virtually all cell types relevant to cardiovascular system
(such as endothelial cells, cardiac muscle, smooth muscle, inflammatory cells, and fibrob-
lasts) and, how they are directly involved in the pathophysiology of many cardiovascular
diseases [25].
The DNA/miRNA hybridization experiments performed here were run with three dif-
ferent miRNAs target, two human, namely hsa-miR-154-5p (up-regulated in heart failure)
and hsa-miR-451a (down regulated in heart failure), and one murine miRNA, mmu-miR-
351-5p, to be used as negative control. Also, we implemented the miRNAs detection in
extracts coming from plasma sample of patients having different levels of heart failure
(in collaboration with Dr. Daniella Cesselli, Dr. Antonio P. Beltrami and Dr. Giuseppe
Gianfranceschi, from Udine University Hospital, Italy). The possibility to detect pro-
tein biomarkers in complex matrices, as cell lysates, via AFM topographic measurements
has been already proven in our lab [136]. Here, we challenge this kind of experiment fur-
ther, to detect complementary nucleic acid strands through the difference in biomechanics
properties of ssDNA vs. its hybridized counterpart. At variance with the big difference
in topographic signal connected to the binding of a protein (few nm large) on a specific
spot, DNA height variation by hybridization depends strongly on the probe density in the
patch, a parameter that needs to be carefully optimised to allow for best detection.
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5.2.2 Results and discussions
Our AFM nanomechanical detection relies on the changes in the topographic height pro-
files of ssDNA nanopatches which are immobilized on a surface to form a nano patch by
AFM nanografting, upon hybridization, due to the different persistent length of ss and
dsDNA. Sequences as long as 44 bases, as the ones used in previous Chapter have a total
length which is smaller than 50 nm, the persistent length of dsDNA, and are therefore
considerable as rigid rods. Castronovo and Mirmomtaz [9; 12] have already systematically
studied the height variation upon hybridization of ssDNA patches with different densities,
through experiments that are described in Chapter 3 of this thesis.
In miRNA experiments, we started from the optimization of probe grafting density for
best hybridization detection. We proceeded to the immobilization by nanografting of a
thiolated sequence complementary to the murine mmu-miR-351-5p miRNA into 1×1 µm2
area of a TOEG6 SAMs at three different surface densities as can be seen in Figure 5.1(A).
Figure 5.1: AFM topographic images of nanoptaches of mmu-miR-351-5p-comp-SH
grafted at three surface densities (low(1), medium(2), high(3)) (A) before, and (B) after
1h incubation with 100 nM of mmu-miR-351-5p (ssDNA2). (C) Corresponding AFM
topographic height profiles.
Successively, hybridization (Figure 5.1(B)) was carried out with 100 nM complemen-
tary target (mmu-miR-351-5p). In these experiments, we used a total volume of 125 µl
in the liquid cell. We are working at releasing single droplets (few µl) on the active area
of the device through a micropipette, making the surrounding area of the chip hydropho-
bic. The relative topographic height profiles (Figure 5.1(C1, 2, 3)) show, as expected,
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a dependence of target hybridization efficiency, detectable in topography, on the surface
probe density.
Higher probe densities produce fewer hybridized molecules, due to steric hindrance
connected to strand crowding which unfavored hybridization [114], or lower height profile.
These results gave us indication to perform hybridization experiments with low probe
density patches, to have an efficient hybridization level and therefore higher detection
sensitivity.
Then we grafted at low grafting densities the three thiolated DNA sequences (ss-
DNA1,2,3) complementary to the different miRNAs on the same surface. Figure 5.2
shows the sensitivity and selectivity of our device. The three ssDNA probes spots (Fig-
ure 5.2 (A)): hsa-miR-154-5p-comp-SH (ssDNA1), mmu-miR-351-5p-comp-SH (ssDNA2),
and hsa-miR-45a-comp-SH (ssDNA3) were incubated with the three miRNAs, for 1h one
after the other, in concentration of 100 pM (hsa-miR-154-5p (Figure 5.2(B)), mmu-miR-
351-5p (Figure 5.2(C)) and hsa-miR-451a (Figure 5.2 (D))) and then imaged in TE 1
M NaCl. The topographic heights profiles of three patches, coresponding to the three
sequences, reported in Figure 5.2(E-H) show the high selectivity of our device. Only
the patch corresponding to the complementary strand to the specific miRNA changes
height upon incubation, and then rest unchanged during the incubation with a non-
complementary miRNA. However, we observed a not much successful hybridization with
target hsa-miR-451a compared to the two other targets. This can be explained by the
higher probe density of ssDNA3 (Figure 5.2(E)) compared to the two others, as devised
from AFM height profile. As mentioned above, higher density will lead to a less efficient
hybridization.
To investigate the performance of our miniaturised assay against the complex back-
ground of a biological sample, we analysed miRNAs extracted from plasma of different
patients. Figure 5.3 shows a blind experiment to compare experiment performed by our
collaborator Dr. Daniela Cesselli with NGS techniques.
We grafted the three complementary sequences (ssDNA1, ssDNA2, ssDNA3) - im-
aged at TE 1 M NaCl. Successively, proceeded with 1h incubation with plasma samples,
washed with RNas-free water, then imaged in TE 1M NaCl (Figure 5.3(B)).We use a
RNAse free water to prevent miRNA degradation by these enzymes.
The topographic height profile in Figure 5.3(II) shows first of all no change in the profile
of the control, murine sequence, as expected, nor any change in the TOEG6 background
signal, both topography and roughness, to prove that no aspecific binding has occurred.
The only patches significatively changing height are corresponding to the sequence com-
plementary to the hsa-miR-154-5p miRNA, the one that is expected to be upregulated in
hearth failure disease. The height patches corresponding to the strand complementary to
hsa-miR-451a miRNA increase less than the other ones. In particular, it increases much
less with respect to the hybridization test shown in Figure 5.2(H). If we suppose that
62
5. miRNAs detection
Figure 5.2: AFM topographic images of (A) three spots of ssDNA (ssDNA1, ssDNA2, ss-
DNA3), after three reading of 1h incubation with (B)100 pM hsa-miR-154-5p (miRNA2),
(C) mmu-miR-351-5p (miRNA1) and (D) hsa-miR-451a- imaged in TE 1 M NaCl- re-
spectively. (E, F, G, H) Corresponding AFM topographic height profiles, respectively.
Figure 5.3: AFM topographic images of (A) three spots of ssDNA (ssDNA1, ssDNA2, ss-
DNA3), after (B)1h incubation with plasma sample extracted from patients, respectively-
imaged in TE 1 M NaCl. (I, II, III) Corresponding AFM topographic height profiles.
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in the tests experiment of Figure 5.2 the hybridization of the patch was the maximum
possible (33% according to Bosco and Doni [10; 114] for high-density DNA SAMs, as the
ones in our nano patches), here the patch is only partially hybridized, in line with the
fact that the miRNA hsa-miR-451a is down-regulated in hearth failure.
These results , although semi-quantitative, give useful and reliable information on the
expression of miRNAs in extracts from plasma samples, and are optimal candidates for
further development as devices for clinical use.
5.2.3 Conclusions
We proved that by careful optimization our DNA nanoarrays, we can produced miniatur-
ized devices which are relevant to clinical applications. In particular, they can be used for
the multiplexing analysis of miRNAs from real biological samples coming from patients
with specific diseases. Once proven that we can be sensitive also to single base mismatch
(see next paragraph) we can think to integrate the assay into a device usable for clinical
applications. We are aware that the AFM is not easily scalable to smaller dimensions,
and that needs a specialized operator, making our devices difficult to be used in clinic.
However, we can think of grafting DNA structures on thin gold films (10-20 nm thick)
on glass, which are transparent, introducing the possibility of optical readout in place of
the mechanical readout proposed so far. For instance, we could integrate the device with
a surface plasmon resonance readout scheme (see Chapter 2 for description), more easily
integrable into a final clinically useful device.
5.3 Single-base mismatch detection by AFM imaging
and AFM nanografting
5.3.1 Introduction
Genetic mutations can occur when non-complementary bases are incorporated into DNA
as a result of replications errors or recombination between homologous, but not identical,
base sequences. Mismatched bases in DNA are recognized and removed by DNA poly-
merases having proofreading activities or by postreplicative repair systems. Many combi-
nations of mismatched base pairs can be accommodated within double-helical DNA, and
which are repaired with different efficiency.
A Single Nucleotide Polymorphism (SNP) is a DNA sequence variation occurring
commonly within a population (e.g. 1%) in which a single Nucleotide -A, T, C or G- in
the genome (or other shared sequence) differs between members of a biological species
or paired chromosomes. For example, as illustrated in Figure 5.4 two sequenced DNA
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fragments from different individuals, CCTA to CTTA, contain a difference in a single
nucleotide.
Figure 5.4: DNA molecule 1 differs from DNA molecule 2 at a single base-pair location
(a T/G polymorphism).
In this case it is said that there are two alleles. Almost all common SNPs have only two
alleles. The genomic distribution of SNPs is not homogenous; SNPs occur in non-coding
regions (5’ 3’ UTR’s) more frequently than in coding regions (amino acid substitution
and silent) or, in general, where natural selection is acting and fixating the allele of the
SNP that constitutes the most favorable genetic adaptation. Other factors, like genetic
recombination and mutation rate, can also determine SNP density.
SNP screening is important in determining biomarkers for complex genetic states.
They are being investigated for many applications, including population genetics and
pharmacogenomics, where a small set of SNPs could serve as a diagnostic tool to ensure
prescription of the right medicine to the right patient.
Experimental detection of SNPs requires implementation of expensive technologies.
The major challenge is, thus, to distinguish a mismatch of a single base and to simulta-
neously provide a sensitive signaling mechanism to translate the different hybridization
events (perfect match (PM) vs mismatch (MM)) into differentiable readout.
We have challenged our AFM-based nanomechanical approach to distinguish single
mismatched DNA base pairs of single nucleotide polymorphisms (SNPs), in particular
a T-G mismatch. T-G mismatched DNA sequences are in fact responsible for most of
the common mutations leading to formation of tumors in humans and can arise from
errors in replication. To evaluate the specificity of our device towards fully vs. non fully
matching sequences we performed annealing test at specific temperature. Illustration of
our measurement setup is shown is Figure 5.5.
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Figure 5.5: Schematic representation of our experimental design for single base mismatch
detection
The idea behind it is that a non perfectly matching sequence will have a reduced melt-
ing temperature, and could then be discriminated by careful height profile measurements
upon annealing to different temperatures.
5.3.2 Results and discussion
To discriminate fully matched from one-base mismatched sequences, we first chose two
25 bases-long ssDNA sequences, differing from one cytosine vs. one thymine (HS-SNP-C:
HS-(CH2)6-5’-TGATAATCATTACAAAACTGAAATA-3’, Tm = 57oC; HS-SNP-T: HS-
(CH2)6-5’-TGATAATCATTATAAAACTGAAATA-3’, Tm = 53oC; SNP-coC: 5’-TATTT
CAGTTTTGTAATGATTATCA-3’; Tm = 57oC; SNP-coT: 5’-TATTTCAGTTTTATAAT
GATTATCA-3’, Tm = 53oC). We produced by nanografting, in two separated experi-
ments, patches of each of the two ssDNAs into 1×1 µm2 areas of a TOEG6 SAM, large
enough to have a good statistics, using the same grafting parameters. In Figure 5.6(I)
and 5.7(I) the resulting height profiles of the patches of the two samples (HS-SNP-C and
HS-SNP-T) measured by AFM in TE 1 M NaCl are shown as yellow lines. As we can
see, the initial height is similar for the two sequences used, pointing to similar densities of
ssDNA in the two types of patches, the slight difference being connected to the variability
of the grafting process, as already commented in Chapter 4.
We then followed the hybridization of ssDNA nanobrushes with their respective per-
fectly matching (PM) targets (SNP-C and SNP-T, respectively). Figures 5.6(b-I) (red
line) and 5.7(b-I) (red line) show AFM topographic image and corresponding height pro-
files of DNA nanobrushes after hybridization. As expected, we observed an increase of the
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Figure 5.6: AFM topographic images of HS-SNP-C (a) before, (b) after incubation with
SNP-C for 1h and (c) thermal treatment. (I) line profiles show changes in height due to
hybridization and denaturation process.
Figure 5.7: AFM topographic images of HS-SNP-T (a) before, (b) after incubation with
SNP-T for 1h and (c) thermal treatment. (I) line profiles show changes in height due to
hybridization and denaturation process.
67
5. Single-base mismatch detection based on AFM nanografting
patch height, due to the different rigidity of the hybridized and non hybridized patches.
The height increase is about the same for the two types of patches, and, as discussed in
Chapter 3, it should correspond to about 33% hybridization efficiency (the exact percent-
age can be derived only from compressibility measurements, as described by Bosco
Successively, we proceeded to anneal the samples at their respecitve melting temper-
atures (57◦ C and 53 ◦ C), for ∼ 30 min, in order to test the stability of the double
strands (Figure 5.6(c), 5.6(I) (green line), 5.7(c), 5.6(I) (green line)). By definition the
melting temperature is the temperature where 50% of the strands are hybridized and
50% are single stranded. So working at the melting temperature should not separate all
the hybridized strands. Increasing the incubation time at the melting temperature only
increases the possibility to obtain this 50-50 equilibrium. Notably, with our height profile
assay, we cannot distinguish a dehybridization of less than 50%. In fact, we expect that
about 15% hybridized, rigid strands in a patch of ssDNA strands, lead to a structure
with almost the same height profile of a 33% hybridized strands (the persistent length
of a ssDNA and a dsDNA varies in fact from 1 nm to 50 nm, meaning that a 25 bases
sequence can be approximated as a rigid rod in terms of rigidity), as already observed by
Mirmomtaz et al. [9]. Again, only compressibility measurements could tell more about
the real stiffness of the patches before and after annealing. We can however say at this
point that the patch height measured after annealing is almost unchanged for SNP-C
and slightly decreased, in the case of SNP-T. In any case, we can conclude here that 30
min. The thermal treatment at the melting temperature is not enough to promote full
dehybridization, in the case of fully matching sequences.
After this test, we designed an experiment in which the two sequences HS-SNP-C and
HS-SNP-T were grafted on the same surface. The sequences, as already said, differ for
only one base. After grafting, they were both incubated with the sequence SNP-coC fully
matching the first strand and matching the second one but for one base, originating a
T/G polymorphism. In Figure 5.8 AFM topographic height profiles of probes molecules,
HS-SNP-C and HS-SNP-T, (Figure5.8a) before and (Figure5.8(b)) after incubation with
SNP-coC targets for 1h (Figure5.8(b)) are shown.
From the height profiles we can observe that the patches corresponding to the PM
sequence increase more in percentage than the mismatched (MM) ones (golden vs. red
solid lines). We stress here that the sequence that increases more is the one with the higher
initial height profile, that should correspond to an higher density of ssDNA probes and,
then, to a lower hybridization probability, due to steric hindrance connected to strand
crowding, as already demonstrated in the works of our group [9; 12]. Therefore, the higher
increase of patch height for the PM sequence versus the MM sequence corresponding to
the T-G mismatch is to be attributed to the higher hybridization efficiency.
This is further and better proved by annealing experiments. After thermal treatment
(in TE, pH = 9, 60oC, 1 h), slightly higher than the PM melting temperature, the HS-
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Figure 5.8: AFM topographic images of HS-SNP-C and HS-SNP-T (a) before, (b) after
incubation with SNP-C for 1h and (c) thermal treatment. (d, e, f, g, h, i) line profiles show
changes in height due to hybridization and denaturation processes..(I, II, III) Schematic
illustration of the experiment.
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SNP-C probe height decreases much less than the HS-SNP-T one (Figure 5.8(f) and
(i)). Moreover, the topographic height profile of the MM sequence probe HS-SNP-T
goes back to the initial height value, matching completely with the initial ssDNA profile
(Figure 5.8(f)). This result, combined with the the previous annealing experiments shown
in Figure 5.6(I) and 5.7(I), prove that the MM sequence, which has a lower melting
temperature, fully dehybridized while the PM is still partially hybridized.
5.3.3 Conclusions
From these preliminary annealing experiments we can conclude that, upon careful cal-
ibration, our DNA nano array platform can serve as a sensitive and selective tool to
discriminate mismatches in SNP. Although non directly demonstrated yet, we are confi-
dent that our assay will be useful to quantify miRNAs belonging to different, homologous
families.
5.4 Materials and methods
Self-assembly process
Gold-coated substrate were immersed in 300 µM of TOEG6 solutions, overnight, to allow
a complete adsorption and assembly of the monolayer. After the samples were removed
from the solution and rinsed with ethanol and water to remove loosely bound molecules
and buffer salts.
Fabrication and imaging process
All AFM experiments were carried out on a XE-100 Park Instruments with customize
liquid cell. Si cantilevers (spring constant:0.06N/m) were used used all the Nanografting
experiments. Immobilization of thiolated ssDNA probes was achieved by AFM assisted
Nanografting. Figure 5.6, 5.7, 5.8 display topographic images of 1 µm × 1µm DNA probes
areas covered by the TOEG6. Hybridization processes were monitored by the required
target solutions (1 µM target in TE buffer 1 M NaCl for SNP experiment, 100 nM and
100 pM target in TE buffer 1 M NaCl for miRNAs experiment )into the AFM liquid
cell. Topographic images were recorded at 1 Hz scan rate, applying a force of 0.1 nN.
Height image were collected at 1 Hz. RNase-free water (MP Biomedicals) was used for
all washing steps in order to avoid degradation of the miRNAs.
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Working environment
We used great care in order to work in a ribonuclease-free environment. All the chemicals
for the miRNAs analysis were kept in a separated compartment in the laboratory and all
the preparation steps were carried out inside a sterile biological hood.
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6. Conclusions and perspectives
The aim of my Ph.D. work was to understand physical properties of DNA nanobrushes
and of DNA hybridization in confined nano brushes, to be ultimately used for the realiza-
tion and optimization of miniaturized DNA based biosensors. In particular, by exploiting
AFM lithography, nano grafting, and the sensitivity of AFM topography measurements
in contact mode, and with the aid of computational/theoretical models, we addressed rel-
evant issues relative to the understanding of conformation/hybridization of DNA mono-
layers/nanostructures and their optimization for realizing AFM-based DNA nano sensors.
First, we demonstrated that intrinsic electrostatic crowding inside high-dense DNA
monolayers, rather then entropic changes, energetically limit the hybridization efficiency
to 44%, being 33% the most probable hybridized fraction. We also found, by comparing
AFM measurements and MD simulations, that the ionic strength is playing a major role
in the conformation of the DNA monolayer. We showed that enhancing the ionic load
induces the effect of yielding less swollen, more screened and therefore more compact
structures, and that the higher the ionic load, the smoother is the DNA surface . This
was rationalized as a consequence of enhanced screening of the electrostatic repulsions
between DNA strands.
Then, we related crowding and electrostatic screening in DNA monolayers to molec-
ular conformation. By means of nanografting, we created DNA nanobrushes at different
densities and focused on the effect of ionic strength and ion type on the elongation of the
DNA molecules in the brush, which is then a way to measure DNA conformation. By
carefully modeling the nano brushes with the polymer brush theory, in the presence of
four different salts at variable concentration, we estimated the average inter nucleotide
distance, showing that it correlates well with the size and the valence of different cations.
Notably, we observed a striking difference in brushes response to cations with the same
valence but different type that could be correlated to their different solvation shells and
binding sites on the ssDNA molecules of the assembly. Our results provide key infor-
mation for the structural designing of nucleic acid-based devices with controlled physical
behaviors. In perspective, this label-free approach allows studying complex biological re-
actions, as between arrayed DNA molecules and DNA-binding enzymes, under controlled
conditions of crowding and confinement.
Finally, we built optimized DNA nanoassemblies, in term of DNA densities and solu-
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tion ionic strength, to be used as a sensitive and selective readout system to detect different
micro RNAs, although easily degradable sequences, simultaneously, on the same device,
and to discriminate mismatch in single nucleotide polymorphism. We demonstrated that
our nanoarrays can be useful for clinical use, by detecting with tens of pM sensitivity two
different miRNAs simultaneously, extracted from plasma of patients with hearth failure
disease, and used as biomarkers of the disease itself. Since miRNAs belonging to homol-
ogous families differ by one base only, in a parallel experiment we demonstrated that our
DNA nano sensors can differentiate perfectly matched from one base mismatched tar-
get oligonucleotide, through DNA patches height profiling after sample annealing. This
indicates that our device can be used for single-mutation detection analysis.
Our DNA nano arrays need to be integrated into a microfluidic platform and simplified
in terms of readout scheme to be relevant for clinical used. One possibility is to substitute
AFM topography readout with optical readout, for example a surface plasmon resonance
detection. This can be made possible by grafting DNA monolayers on transparent, thin
gold films, on glass, to allow for reflection measurements. Also, we are currently develop-
ing in our lab electorochemical impedance spectroscopy devices, integrated on microfluidic
platforms, which are sensitive (1 pM limit of detection), multiplexing, quantitative and
cheap, can work with complex biosamples and are optimal candidate for point-of-care
devices. These devices, share the same surface functionalization of the miniaturized DNA
arrays described in this thesis. To work at their best, they take advantage of the opti-
mizations described in this work. Indeed, we already performed successful, preliminary
experiment for miRNA detection, being able to detect and quantify 60 pM miRNAs in
plasma extract. For clinical purposes, this is the main route we intend to pursue in the
future.
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A0.1 Chemicals
Oligonucleotides:
AFM and MD simulations experiment
HS-(CH2)6-5’-TAATCGGCTCATACTCTGACG-3’
5’-CAGTCAGAGTATGAGCCGATTA-3’




HS-SNP-C: HS-(CH2)6-5’-TGATAATCATTACAAAACTGAAATA-3’, Tm = 57oC
HS-SNP-T: HS-(CH2)6-5’-TGATAATCATTATAAAACTGAAATA-3’, Tm = 53oC
SNP-coC: 5’-TATTTCAGTTTTGTAATGATTATCA-3’, Tm = 57oC
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All the sequences were purchased as HLPC purified grade from Biomers (Ulm, Germany).
The pellets were diluted in TE buffer pH=8 to a final concentration of 100uM, aliquoted in
small volumes (15uL) and stored at -200 C. Sodium Chloride (NaCl), EDTA and RNAse
free water were purchased from Sigma. The buffers, TE (1 M NaCl, 10 mM Tris, 1 mM
EDTA, pH 7) were prepared using Milli-Q water (resistance > 18 MΩcm) and further
filtrated with 0.1 µm filters before use.
A0.2 Atomic Force Microscopy
All AFM expeiments were carried out using the XE-100 Park instrument (Figure A1,
50×50µm2 max scanning area, 2-5 nm lateral resolution. This AFM is mainly devoted to
nanolithography in our laboratory.
Figure A1: Picture of one of the XE-100 Park Instruments AFM of the NanoInnova-
tionLab.
A0.3 Ultra flat gold substrate
The procedure to prepare ultra flat fold substrates has been optimized starting from the
protocol reported by Ulman and co-workers [137]. We evaporated gold on clean silicon
wafers in a electron beam evaporator (Figure A2(A), Rial EGE 450). Gold film (∼ 100
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nm) were deposited at a rate of ≈ 0.1 nm/s and a chamber pressure of about 10−6 mbar
at a rate of 0.1 nm/sec. Then, cleaned silicon wafers were cut into pieces of 5 mm × 5 mm
and glued to the gold surface (Figure A2(B)) using a solvent resistant epoxy glue that
was cured a few hours at 150oc. After curing the glue the gold-silicon sandwich interface
was stripped and immediately used for respective experiments. Figure A2 shows a typical
gold sample mounted on an AFM liquid cell.
Figure A2: Picture of (A) the e-beam evaporator, (B) glued gold-silicon interface and
(C) gold sample glued in a AFM liquid cell.
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Appendix B: Computational details
B0.4 Overview on molecular dynamics simulations
Computer simulations is used in order to describe and understand the properties of as-
semblies of molecules in terms of their microscopic states. The observables are provided
by the theory of statistical mechanics. There is a whole range of families of simulations
techniques, the two main one are: Molecular Dynamics (MD) and Monte Carlo (MC).
The advantage of MD over MC is that is gives a route to dynamical properties of the sys-
tem (time-dependent responses to perturbations, transport coefficient and spectra). MD
simulation consists of solving step-by-step classical Newton equations of motion, written
as:
miR¨i = fi




Where RN= (R1, R2,...RN) represents the complete set of 3N atomic coordinates and fi
the forces acting on the atoms which is derived from the potential energy V (RN).
V (RN) is defined depending of the kind of interactions between atoms . We can found
a non-bonded and bonded interactions.
Non-bonded interactions










U(Ri, Rj) + .... (2)
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Where ∑i υ(Ri) represents an externally applied potential field and U(Ri,Rj) a pair po-
tential experimentally and theoretically determined. The lennard-Jones (LJ) potential is












With σ the diameter and ε the well depth (see Figure B1 for illustration).
Figure B1: Lennard Jones interatomic Potential. The graph above plots the Lennard-
Jones potential function, and indicates regions of attraction and repulsion. Atoms try to
minimize their potential energy and at the lowest temperatures are sitting at the bottom
of the potential curve. When the atomic separations are to the left of the minimum the
atoms repel, otherwise they attract one another [138].
For applications in which the attractive interactions are of less concern than the ex-
cluded volume effects, and plus if the electrostatics charges are present, Coulomb poten-
tials need to be added :
εColoumb(R) = Q1Q24pi0R
(4)
With Q1, Q2 are the charges and 0 is the permittivity of the free space.
Bonded interactions
In this case, force-field via quantum mechanical calculations aimed at accurately pre-
dicting structures and properties. A separate family of force fields, such as AMBER
[139; 140], CHARMM [141] and OPLS [142] are mostly used for larger molecules (DNA,
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proteins, polymers) in condensed phases, and their parameters are typically determined
by quantum chemical calculations combined with thermophysical properties and phase co-
existence data. There is a several molecular modeling of long chain molecules, such as a
coarse-graining, assuming a simple chain of pseudo-atoms or beads, joined by a attractive
finitely-extensible (FENE) non-linear elastic potential as:
UFENE(R) =

−12kR20 ln (1− (R/R0)2) R < R0
∞ R ≥ R0
(5)
With k being the spring constant and R0 the maximun extent of the bond. The FENE
potential as a key feature at R=R0, which prevents the bond length from becoming than
R0. The repulsive part of the LJ potential is combined with FENE potential to yield to
total bond potential.
To sum up, computer simulations is proceed by calculating the atomic forces after
choosing the appropriate potentials, then solving Newton’s equations of motion, using
different MD algorithm with conditions such as: Constraints and periodic boundary con-
ditions.
B0.5 Parametrization and simulation procedure
During all MD simulations the Au atoms composing the Au (111) surface were maintained
as fixed. The force field parameters for the gold atoms and the alkanethiols were taken
from literature [143]. The DNA was parametrized according to the parm99 all-atom force
field by Cornell et al., S9 and accounting for the nucleic-acids force field improvements
reported by the group of Orozco [144]. The parm99 all-atom force field was used for all
the other standard residues within the systems.
All the MD simulations were conducted in periodic boundary conditions using AMBER
11 [82]. All systems were initially minimized. After this, a first steps of molecular dy-
namics simulation (MD) was run for 100 ps in NVT conditions to reach the simulation
temperature of 300 K and to start relaxing the solvent inside the periodic box. During
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this phase, the whole solute was restrained and the solvent was let free to move. After
this initial step, the density and the pressure of the HDM systems have been equilibrated
for 8 ns of MD simulation at the temperature of 300 K, using a time step of 2 femtosec-
onds, the Langevin thermostat and a 8 cutoff. During this step, only the Au atoms were
maintained as fixed, and the system was pressurized (p = 1 atm) by adjusting the box
size along the z axis. In this phase, the simulation periodic boxes reached the equilibrium
dimensions. The particle mesh Ewald [145] (PME) approach was adopted to treat the
long-range electrostatic effects and the SHAKE algorithm was used on the bonds involv-
ing Hydrogen atomsS12 for all the simulation steps. After these preliminary runs, each
system was equilibrated by running a 100 ns NVT MD run during which the Au atoms
were fixed. All HDM simulated systems reached the equilibrium with good stability dur-
ing the first 50 ns of MD simulation (the root mean square deviation, rmsd, data obtained
from the MD trajectories were monitored to verify the equilibrium-see Figure B2). All
MD simulations were carried out using the pmemd.cuda module of AMBER 11 working
on NVIDIA Tesla 2050 and GTX 580 GPU cards.
Figure B2: Structural data used to verify the systems equilibration during the MD
simulations. (a) Root mean square data (rmsd) is expressed in and plotted as a function
of simulations time (in ns). (b) HDM heights (in ) are measured at each MD simulations
time step as the average distance between the topmost base of each oligonucleotides within
the patch and the Au surface. Data are reported for the HDM00 (black), HDM33 (red)
and HDM100 (blue).
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B0.6 Main features of the different High Density Mono-
layer DNA
Table 1: The main features of the different HDM molecular systems simulated in this
work. [a] Each 22-base pair grafted thiolated ssDNA caries a negative charge of -22 e.
Each complementary strand carries a negative charge of -21 e since, by default, the last
base of the strand is truncated and does not possess the P atom. Thus, each dsDNA
carriesa negative charge of -43 E. [b] The minimun amount of Na+ ions (387) necessary to
neutralize the most negatively charged HDM system (HDM100 - total charge -387 e) was
initially added in solution, leading to a ionic concentration of ≈ 300 mM NaCl. [c,d] The
number of ions in the system was changed to reproduce the experimental ionic strengths
of ≈ 200 mM NaCl and ≈ 400 mM NaCl and to test the effect of salt concentration on





























HDM00 0 9 -198 95 293 ≈ 300
HDM00 1 8 -219 84 303 ≈ 300
HDM00 2 7 -240 74 314 ≈ 300
HDM00 3 6 -261 63 324 ≈ 300
HDM00 4 5 -282 53 335 ≈ 300
HDM00 5 4 -303 42 345 ≈ 300
HDM00 6 3 -324 32 356 ≈ 300
HDM00 7 2 -345 21 366 ≈ 300
HDM00 8 1 -366 11 377 ≈ 300
HDM00 9 0 -387 0 387 ≈ 300
HDM00 0 9 -198 32 230 ≈ 200
HDM00 3 6 -261 0 261 ≈ 200
HDM00 0 9 -198 159 357 ≈ 400
HDM00 3 6 -261 127 388 ≈ 400
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B0.7 Energetic analysis
The energy (E) for each system was calculated according to the MM-PBSA approach [83].
Figure B3 shows the energy convergence during the MD simulations. For all simulated
HDM systems, 250 snapshots taken from the equilibrated phase (the last 50 ns) of the MD
trajectories were considered for the energetic analysis (Figure B3 b). In the calculation
of the energy (E) of the different solute systems, the gold surface was not considered,
and only the energetic contributions of the DNA molecules were taken into account. The
Figure B3: Energy (E) plots as a function of the simulation time obtained from the
MD runs. (a) Convergence of the E profile during the entire MD simulation (full data are
reported for HDM00, HDM33 and HDM99 systems). (b) The last 50 ns of the equilibrated
phase MD simulations were used for the energetic analysis of all simulated HDM systems.
interaction energy E is defined by Equation 6:
E = Egas + Esol (6)
The energy (E) can be split into total gas-phase in vacuum non-bond energy (Egas),
composed by a coulombic and a van der Waals term (Eele and EvdW ), and a solvation
energetic term (Esol = EPB + ENP ) [146] as described in Equation 7. The polar component
of EPB was evaluated using the PoissonBoltzmann [147] (PB) approach with a numerical
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solver implemented in the pbsa program of AMBER 11 [148]. The non-polar contribution
to the solvation energy was calculated as ENP = γ (SASA) + β, in which γ = 0.00542
kcal/2,β = 0.92 kcal/mol, and SASA is the solvent-accessible surface estimated with the
MSMS program [149]. Finally, the normal-mode [150] approach was used to compute the
entropic term. The calculated energies have been normalized per-DNA strand in order
to allow comparison between differently hybridized HDM systems. The ∆ E and T∆
S values obtained for each hybridized system were calculated respect to the energy of
HDM00 - system at 0% hybridization - that was here used as a reference (Figure B4a).
Further energetic analysis was performed by keeping the number of DNA strands into
each HDM system constant (=18). Since the number of DNA strands changes in the patch
along with differently hybridized systems HDMnn, a variable number of complementary
unbound ssDNA strands were considered in the energetic analysis for each simulated
system.
The HDM100 system, for example, is composed of 9 grafted dsDNA, so that all 18
DNA strands fit into the patch. On the other hand, the HDM33 , system is composed
of 3 grafted dsNDA (6 strands), and 6 out of 9 total grafted chains are ssDNA for a
total number of 12 DNA strands within the patch system. Thus, the contribution of 6
additional unbound complementary ssDNA free in solution was added for reaching the
total of 18 DNA strands in the system in the energetic analysis.
A molecular system composed of a single complementary ssDNA strand immerged in a pe-
riodic box extending 14 from the ssDNA atoms, and containing explicit water molecules
and the necessary number of Na+ and Cl− ions to reproduce the same salt concentration
in solution used for the HDM simulated cases (≈ 300 mM NaCl), was equilibrated for
200 ns of NPT MD simulation at 300 K and 1 atm of pressure, according to the same
protocol used for all the other simulations. Energy values for the additional free ssDNA
strands in solution have been extracted from the MD equilibrated trajectories according
to the same procedure adopted previously for the HDM systems.
Again, the total energies obtained for all HDM systems were normalized per-DNA strand
for comparison, consistent with what was done in the previous energetic analysis. The
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energy of each final differently hybridized state were then compared with that of the ini-
tial reference non-hybridized state HDM00 (which, in this case, accounts for the presence
of additional 9 unbound free ssDNA in solution) to obtain the energetic variations (∆ E
and T∆ S) associated to increasing hybridizations (Figure B4b).
This additional analysis demonstrated that the shape of the ∆ E curve does not change
Figure B4: ∆EandT∆S values calculated for the differently hybridized HDMnn systems
respect to the initial non hybridized reference system HDM00. Energies were normalized
per-ssDNA strand for comparison. ∆ E and T∆ S variations are expressed in kcal mol−1
(dark squares are related to ∆ E and green triangles to T∆ S). (a) Energy variations
related to the HDMnn patch systems (the number of strands changes in the patch). (b)
Energy variations related to the HDM systems considering the presence of a variable
number free unbound complementary for maintaining constant the total number of DNA
strands in the system (18 patch+unbound free complementary ssDNA strands)
substantially when accounting for the free complementary ssDNA in solution. Inter-
molecular repulsion plays a major role in controlling the HDM hybridization limit. T∆
S decreases more strongly in Figure B4b than in Figure B4a due to the fact that free
ssDNA have higher entropy that is lost upon hybridization.
B0.8 Structural analysis
The heights and the density profiles of HDM00 and HDM33 model systems at 200 mM and
400 mM NaCl were extracted from the equilibrated phase (last 50 ns) MD trajectories.
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The distance between the topmost atom of all DNA (double or single-stranded) and the
upper Au(111) layer was calculated for each model. Figure B2 reports the individual DNA
heights for the four systems extracted from the equilibrated phase of the MD trajectories.
The patch heights were calculated as the average of height values of the single chains in
the simulation box. This assumption found consistency with the height extracted from
the density profiles (see further discussion).
MD can capture high resolution details about the surface shape and asperities. Figure
Figure B5: Individual heights of each DNA molecules into the HDM. Heights are mea-
sured considering topmost atom of each DNA in the patch respect to the gold surface
(z=0). Average heights are identified by the red lines. dsDNA in the HDM33 systems are
identified by blue circles.
B3 shows equilibrated MD snapshots of the systems colored according to the patch height
(z), and the simulated systems replicated on the xy plane.
The atomic density expressed as a function of the distance from the surface is known
to be fundamental in the characterization of the behavior of DNA monolayers, as well
as the absorption of other molecules into the patch [151]. Indeed, in the framework of
polymer brush theory the energy of a DNA monolayer can be expressed as a functional
of the this density profile. The array polymer density is calculated self-consistently from
the position vectors according to a Hamiltonian that accounts for the conformational
energy of polymer chains and the charge interactions. In our approach, DNA molecules
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Figure B6: Molecular-level details about the HDMs surface. (a) Snapshots taken from
the MD simulation of HDM00 and HDM33 at 200 mM and 400 mM NaCl. The patch is
represented according to the van der Waals surface and colored according to the height
(z axis). The simulated boxes replicated on the xy plane - 5 periodic cell copies along x
and y axes for a final system size of ≈ 0.05 µ m. Red zones identify higher regions in the
patch.
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are treated explicitly through the positions of all the atoms. In this case the same density





δ(z − zi(ti))s (7)
The sum is performed over the whole set of atomic coordinates (only the component
orthogonal to the surface is considered here), averaged over the simulation time (Teq) and
then divided by the surface area (S). The z dimension was discretized with a 1 spacing.
Since the densities themselves provide a clear picture of the theoretical distribution
of atoms within the patch along the direction orthogonal to the surface, its height can
consequently be estimated according to Equation 8 [152]:
∫ h∗
0
ρ(z)dz = 0.98 (8)
where h∗ is the distance at which the 98% of all atoms within the DNA array are likely
to be found on average. This particular threshold was chosen to reproduce the patch
height calculated as the average distance between the Au(111) surface and the topmost
base pair of a double strand DNA. This was considered to be a good reference due to
dsDNA intrinsic rigidity and reduced bending. The comparison with the experimentally
measured height values was found to be satisfactory.
The iso-density surfaces reported in the main part text (Figure 4) were then obtained
by iterating the previously described procedure for each point of the surface - the slab
surface was then discretized with a 2 spacing along both the principal direction orthogonal
to z - i.e., the non-orthogonal sides of the simulation box (the angle comprised between
the rhombic base sides is 60o). The collection of heights was then interpolated to obtain
the density profile shown in Figure 4 in the main text.
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aPatch heights were measured by AFM and MD at the two ionic concen-
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