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Die urspru¨ngliche Motivation dieser Arbeit ist gegeben durch ein Konzept aus
dem Katalysatorbau. Wir betrachten einen Rohrreaktor wie in Abbildung 1. In
das eine Ende wird ein Reaktionsgemisch, z.B. Abgase, hineingeblasen, es findet
eine Reaktion statt, die durch an der Rohrinnenwand aufgebrachte Stoffe kataly-
siert wird. Eventuell muß man das Rohr erwa¨rmen, um die Reaktion anzustoßen.
Das zweite Ende des Rohres ist oft so plaziert, daß zwischen Ein- und Ausgangs-
bereich ein Wa¨rmeaustausch stattfindet. Damit wird das eintretende Gas erhitzt
und das austretende abgeku¨hlt.
Abbildung 1: Rohrreaktor
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Bei einem Feststoffkatalysator ist die katalytische Wirkung von der Oberfla¨che
abha¨ngig. Daher ersetzt man z.B. ein großes Rohr durch ein Bu¨ndel aus vielen
(wir gehen von etwa 1000 aus) kleinen Rohren mit sechseckigem Querschnitt.
Siehe dazu Abbildung 2.
Abbildung 2: Katalysatorquerschnitt
Es soll nun die Effizienz eines solchen Katalysators optimiert werden. Diese ha¨ngt
von produktionstechnischen Parametern ab. Also etwa von der genauen Zusam-
mensetzung der Legierung der Rohrinnenseite, wir gehen dabei von maximal 10
Bestandteilen aus. Aber auch davon, auf welchem Wege legiert wurde. So ist die
Korngro¨ße einer Metallegierung abha¨ngig von der Schmelztemperatur, aber auch
von der Geschwindigkeit der Erhitzung bzw. Abku¨hlung. Diese haben daher Ein-
fluß auf die Effizienz des Endproduktes.
Der Effizienztest eines solchen Katalysators ist extrem teuer. Zum einen muß der
teure Prototyp erst gebaut werde, weiterhin muß er lange getestet werden, damit
man ihn auch zuverla¨ssig auf seinen Verschleiß hin pru¨fen kann. Ohne bedeu-
tenden Mehraufwand kann jedoch ein Reaktor gebaut und getestet werden, der
aus mit verschiedenen Legierungen beschichteten Ro¨hrchen zusammengesetzt ist.
Dazu muß etwa vor dem Schmelzprozeß in jede Rohrleitung ein anderes Metall-
pulvergemisch eingebracht werden. Es kann jedoch nicht ohne Mehraufwand ein
Reaktor gebaut werden, der aus Ro¨hrchen zusammengesetzt ist, die unterschied-
lich erhitzt bzw. abgeku¨hlt wurden. Dies beru¨cksichtigen wir im mathematischen
Teil aber nicht. Im Betrieb wird dann jedes einzelne Ro¨hrchen fu¨r sich, z.B. mit
einer dafu¨r geeigneten Sonde, getestet. Es kann also parallel mit nahezu gleichem
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Aufwand die Effektivita¨t von etwa 1000 verschiedenen Katalysatoren getestet
werden.
Mathematischer Sachverhalt
Mathematisch gesehen haben wir folgendes Problem zu lo¨sen: Gegeben sei
f : Rn → R und D = [0, 1]n. f sei auf D stetig.




zu lo¨sen, wobei nicht irgendein lokales, sondern wirklich ein globales Minimum
gemeint ist. Dies ist aber noch nicht ungewo¨hnlich.
Unsere Zielfunktion zeichnet sich jedoch dadurch aus, daß sie nicht als analyti-
scher Ausdruck gegeben ist. Auswertungen ko¨nnen nur sehr mu¨hsam beschafft
werden, Ableitungen gar nicht. Dies ist sogar derart aufwendig, daß die Rechen-
zeit numerischer Verfahren, die neue Auswertungspunkte generieren sollen, ver-
nachla¨ssigbar ist. Die Verfahren, die wir suchen, mu¨ssen also unbedingt die Ei-
genschaft haben, mit mo¨glichst wenigen Funktionsauswertungen auszukommen.
Dabei spielen sonstige Rechnungen keine Rolle.
Wir du¨rfen weiterhin ausnutzen, daß die parallele Auswertung an bis zu 1000
Stellen nur unwesentlich teurer ist als die Auswertung in einer Stelle. Aus der
Problemstellung geht hervor, daß maximal 10 Eingangsdaten derart hochparallel
vera¨ndert werden ko¨nnen, also gehen wir davon aus, daß n ≤ 10 gilt.
Leider ist es nicht mo¨glich, Ableitungsinformationen der Zielfunktion aus dem
experimetellen Aufbau direkt zu gewinnen. Dies schließt jedoch nicht aus, daß
Ableitungen existieren und wir sie auf numerischem Wege beschaffen.
Die eben beschriebene Fragestellung ist auch ohne den Zusatz des hochparallelen
Auswertens interessant. In der Literatur wurde darauf schon eingegangen. Die-
se Arbeit bescha¨ftigt sich mit beiden Problemstellungen. Hat die Zielfunktion
die Eigenschaft ohne Mehraufwand parallel an viele Stellen ausgewertet werden
zu ko¨nnen, so sprechen wir in dieser Arbeit von der parallelen Problemstellung.
Ist dies nicht mo¨glich, kostet also jede einzelne Auswertung extrem viel und ist
damit die parallele Auswertung entsprechend teurer, dann sprechen wir von der
sequentiellen Problemstellung.
Die in der Literatur erwa¨hnten Verfahren, die zur Bearbeitung der sequentiellen
Problemstellungen entwickelt wurden, nutzen nicht aus, daß wir ohne nennens-
werten Mehraufwand hochparallel auswerten ko¨nnen. Auch gibt es keine offen-
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sichtliche Parallelisierung ohne erheblichen Mehraufwand bzw. ohne grundlegende
Vera¨nderung der jeweiligen Methode. Deswegen kann man die parallele Problem-
stellung als neuartig ansehen.
In dieser Arbeit soll ein Verfahren fu¨r die parallele Problemstellung entwickelt
werden. Nach Mo¨glichkeit soll es auch fu¨r die sequentielle Problemstellung ein-
setzbar sein. Die Art der Randbedingungen war bei der Entwicklung zweitran-
gig, es ging vielmehr darum, im Inneren eines einfach strukturierten Suchgebie-
tes mo¨glichst effiziente Methoden zu finden. Deshalb beschra¨nken wir uns auf
D = [0, 1]n. Die Verallgemeinerung auf andere Gebiete ist rein technisch.
Leitgedanken der entwickelten Methoden
Der Aufbau dieser Arbeit ist versta¨ndlicher, wenn die in Kapitel 4 neu entwickel-
ten Verfahren kurz erla¨utert werden. Dadurch erkennt man, welche Techniken
wesentlich sind und warum diese in den Kapiteln 1, 2 und 3 vorgestellt werden.
Da man das Lo¨sungsverfahren fu¨r die sequentielle Problemstellung als Sonderfall
der Methode fu¨r die parallele Problemstellung auffassen kann, erkla¨ren wir die
wesentlichen Ansa¨tze der zweitgenannten Prozedur. Wir gehen dabei aber nicht
auf Details ein.
Grob gesagt steht man in jedem Verfahrensschritt vor der Aufgabe, in jedem
Schritt etwa 1000 Auswertungspunkte sinnvoll auf die zula¨ssige Menge D zu
verteilen. Dabei soll beachtet werden, daß einerseits im Verfahrensverlauf keine
großen Lu¨cken in D entstehen, andererseits dort, wo sich gute Zielfunktionswerte
befinden, genauer gesucht wird um mo¨glichst schnell große Fortschritte zu erzie-
len. Man hat also ein globales Abtasten mit lokaler Suche zu kombinieren.
Das globale Absuchen erfolgt in den neuen Verfahren nach folgendem Prinzip:
In Abha¨ngigkeit von den bisher vorhandenen Auswertungspunkten und den dort
vorliegenden Zielfunktionswerten wird untersucht, wie plausibel es ist, daß in ei-
ner bestimmten zusa¨tzlichen Stelle xz ∈ D der Zielfunktionswert yz erreicht wird.
yz wird so gewa¨hlt, daß damit auf jeden Fall eine Verbesserung im Vergleich zum
bisher besten Zielfunktionswert erreicht wu¨rde. Die Idee ist, einen Interpolanden
Φz, der die bisherigen Stu¨tzstellen und (xz, yz) gleichzeitig interpoliert, zu errech-
nen und ihn daraufhin zu pru¨fen, wie sehr er
”
gewunden“ ist. Kommt man ohne
große Kru¨mmungen aus, sieht man es als wahrscheinlich an, daß in der Stelle xz
der Wert yz erreicht werden kann. Ist Φz dagegen stark gekru¨mmt, ist die Stelle
xz uninteressant.
Wir sind somit auf Resultate aus der Interpolationstheorie angewiesen. Die be-
kanntesten Ansa¨tze werden in Kapitel 1 vorgestellt und im Hinblick auf ihre
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Brauchbarkeit fu¨r unsere Zwecke untersucht. Mit diesem Wissen versteht man
auch die bisher bekannten Verfahren, die fu¨r die sequentielle Problemstellung
entwickelt wurden. Sie werden in Kapitel 2 zusammengefaßt.
Weiterhin ist in die Methode zur Bearbeitung der parallelen Problemstellung ein
lokales Suchverfahren integriert. Dieses beinhaltet zum einen die Minimierung
des Interpolanden zu den bisherigen Auswertungen. Also beno¨tigt man erneut
die Interpolationstheorie aus Kapitel 1. Zum anderen erlaubt die parallele Pro-
blemstellung die Durchfu¨hrung einer Verallgemeinerung des Newton-Verfahrens.
Diese wird in Kapitel 3 beschrieben.
Aufbau der Arbeit
Die Arbeit ist in fu¨nf Kapitel gegliedert: Im ersten werden die fu¨r uns wichtigsten
Resultate aus der Interpolationstheorie zusammengestellt und erkla¨rt, warum vie-
les Naheliegende fu¨r uns nicht in Frage kommt:
Interpolation mit Polynomen wa¨re fu¨r uns vom Ansatz her sehr kompliziert, lang-
sam auf dem Rechner und letztendlich zu unflexibel.
Abschnittsweise Polynome sind auch relativ aufwendig, insbesondere wenn man
mehr als stetige Differenzierbarkeit fordert. Es sind nur sinnvolle Ansa¨tze fu¨r 2-D
bekannt. Alles, was daru¨ber hinausgeht, ist sehr kompliziert und offensichtlich
ungeeignet.
Shepard Methoden zeichnen sich zwar im Beliebigdimensionalen durch ihre Ein-
fachheit und Flexibilita¨t aus, sind aber entweder nicht differenzierbar oder haben
immer Gradientennullstellen in den Interpolationsknoten. Um dies zu beseitigen,
bra¨uchte man Gradienteninformation u¨ber die Zielfunktion, was nicht mit unse-
rer Problemstellung vereinbar ist.
Schließlich entscheiden wir uns fu¨r einen Ansatz mit sogenannten Radialen Ba-
sisfunktionen. Sie bringen alle gewu¨nschten Eigenschaften mit sich. Nach der De-
finition wird die Existenz und Eindeutigkeit ausfu¨hrlicher als in der einschla¨gigen
Literatur gezeigt. Dies ermo¨glicht spa¨ter, bei der Hinzunahme von zusa¨tzlichen
Interpolationspunkten viel Rechenzeit zu sparen, was aber keine neue Methode
ist.
Das zweite Kapitel liefert eine Klassifizierung und U¨bersicht der wichtigsten be-
kannten Verfahren, die fu¨r die sequentielle Problemstellung entwickelt wurden.
Alle Verfahren werden beschrieben und algorithmisch dargestellt.
Die simpelsten Methoden sind globale Optimierung von Approximations- bzw.
Interpolationsfunktionen. Trotzdem geht hieraus das Verfahren CORS hervor,
daß auf diesem Gebiet als eines der beiden besten gilt.
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Um die weiteren Ansa¨tze zu erkla¨ren, wird eine kurze Einfu¨hrung in die Technik
des Kriging gegeben. Dabei wird ein statistischer Zugang gewa¨hlt. Damit lassen
sich die Verfahren DIRECT und EGO erkla¨ren, die zwar nicht mehr ganz neu
sind, aber dennoch in der Literatur zu Vergleichszwecken herangezogen werden.
Abgeschlossen wird die U¨bersicht durch die sogenannten einstufigen Verfahren,
zu denen die RBF Methode und das in Kapitel 4 vorgestellte neue Verfahren
geho¨ren.
In Kapitel drei werden zu Beginn das Newton-Verfahren und das Halley-Verfahren
hergeleitet. Es wird gezeigt, daß das Halley-Verfahren von dritter Ordnung ist.
Dies wird in der Literatur immer wieder erwa¨hnt, jedoch nicht fu¨r mehr als eine
Dimension bewiesen, zumindest konnte trotz intensiver Recherche kein Beweis
fu¨r beliebige Dimension gefunden werden.
Schließlich wird die verwendete Herleitung verallgemeinert und damit das neue
Verfahren V konstruiert. Es wird gezeigt, daß dieses neue Verfahren von vierter
Ordnung ist.
Es wird u¨berpru¨ft, ob Halley-Verfahren und V u¨berhaupt im Rahmen der vorlie-
genden Problemstellung durchgefu¨hrt werden ko¨nnen. Bei beiden Verfahren ist
das Ergebnis positiv, wobei man mit der Durchfu¨hrung von V die Mo¨glichkeiten
voll ausreizt.
Es folgt eine sehr ausfu¨hrliche Testreihe samt Statistik an den u¨blichen Test-
funktionen: Das Halley-Verfahren stellt sich als klarer Sieger im Vergleich zum
Newton-Verfahren heraus. Dagegen ha¨tte man trotz des erheblichen Aufwands,
den man in V investieren mu¨ßte, keinen lohnenswerten Effekt im Vergleich zum
Halley-Verfahren. Eine Testreihe dieser Gro¨ßenordnung fu¨r das Halley-Verfahren
konnte in der Literatur nicht gefunden werden. Dort hat man, wenn u¨berhaupt,
meist an einer Funktion und mit einem Startwert verglichen. Deshalb fiel die
Entscheidung, das Halley-Verfahren als lokalen Sucher in das Gesamtverfahren
zu integrieren.
Das vierte Kapitel ist das wichtigste dieser Arbeit: Es wird zuna¨chst ein einstufi-
ges Verfahren fu¨r die sequentielle Problemstellung hergeleitet und als Algorithmus
beschrieben. Das Verfahren wurde in Matlab implementiert und auf die fu¨r die
sequentielle Fragestellung ga¨ngigen Testfunktionen angewendet. Die Ergebnisse
werden in einer U¨bersicht mit denen der ga¨ngigen Verfahren verglichen. Als bis-
her beste Verfahren gelten CORS und die beiden RBF Implementierungen. Sie
haben beide den Nachteil, nur bei jeweils ungefa¨hr einer Ha¨lfte der Testbeispiele
sehr gut abzuschneiden, wa¨hrend der Konkurrent bei der anderen Ha¨lfte deut-
lich besser ist. Das neue Verfahren konnte fu¨r jede Testfunktion das bisherige
Bestergebnis entweder u¨bertreffen oder zumindest fast erreichen und ist somit
konkurrenzfa¨hig.
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Aus dem sequentiellen Verfahren wird das parallele hergeleitet, es hat dieselbe
Grundstruktur. Jedoch ist im Vergleich zum sequentiellen Verfahren die lokale
Suche wesentlich aufwendiger: Es wird eine Heuristik entwickelt, die verhindern
soll, daß lokale Suche immer wieder in den selben Punkten ha¨ngenbleibt. Das
Verfahren wird am selben Testsatz wie die sequentielle Fassung getestet und
schneidet sehr gut ab. Das globale Minimum wurde immer gefunden, auch wenn
das Verfahren vorher in einem falschen Minimum gesucht hat. Leider ko¨nnen in
der Literatur keine Vergleichsdaten gefunden werden. Es scheint allerdings sehr
unwahrscheinlich, daß man die Ergebnisse in diesem Testsatz noch deutlich un-
terbieten kann.
Der Ausblick schließt diese Arbeit ab. Es werden resu¨miert und angedeutet, wel-
che weiteren Fragestellungen Bestandteil zuku¨nftiger Arbeit sein ko¨nnten.





Interpolationstechniken sind ein grundlegender Bestandteil der meisten in der
Literatur vorgestellten Verfahren, die fu¨r a¨hnliche Problemstellungen entwickelt
wurden. Dies gilt auch fu¨r die in dieser Arbeit vorgestellte Methode. Es wird
die Aufgabe auftreten, zu gegebenen xi ∈ Rn und yi ∈ R eine analytisch ge-
gebene, mindestens zwei mal stetig differenzierbare Funktion Φ zu finden, die
Φ(xi) = yi fu¨r alle vorliegenden xi erfu¨llt. Die Mengen Ξ = {x1, . . . , xm} und
Y = {y1, . . . , ym} seien dabei endlich. Je nach Kontext sind sie gelegentlich auch
als Tupel aufzufassen. Was gemeint ist, wird an der entsprechenden Stelle klar.
Jedes xi darf nur einmal in Ξ vorhanden sein.
Die Bearbeitung unserer Problemstellung wird in jeder Iteration die geschick-
te Wahl neuer Auswertungsstellen fordern. Um mo¨glichst frei in dieser Wahl
zu sein, mo¨chten wir an die Verteilung der xi im Rn mo¨glichst wenige Anfor-
derungen stellen. So ist es z.B. wu¨nschenswert, daß die Einhaltung bestimmter
Gitterstrukturen o.A¨. nicht notwendig fu¨r die Existenz von Φ ist. Man spricht
hier von sogenannten
”
scattered data“. Weiterhin werden wir fordern mu¨ssen,
daß es mo¨glichst wenig aufwendig ist, Ξ um einen oder einige wenige Knoten zu
erga¨nzen und dann den erweiterten Datensatz nach dem bisher verwendeten Prin-
zip zu approximieren bzw. interpolieren. Als Folge dieser Forderungen scheiden
einige offensichtliche und auch andere bekannte, speziellere Ansa¨tze aus.
1.1 Polynominterpolation
Im Eindimensionalen ist die Polynominterpolation der wohl einfachste und be-
kannteste Ansatz. Sei dazu Pkn die Menge aller Polynome vom Grad k, die von
Rn nach R abbilden. Dann kann im Eindimensionalen jedes m-elementige Ξ mit
9
einem eindeutigen Polynom aus Pm−11 interpoliert werden. Im Mehrdimensiona-
len ist die Lage wesentlich komplizierter. Die Lo¨sbarkeit des Problems sieht man
leicht ein: wa¨hle dazu ϕi aus P1n so, daß ϕi in xi die einzige Nullstelle auf Ξ besitzt.
Endliches Ξ vorausgesetzt, ist die Existenz unendlich vieler solcher Funktionen
fu¨r jedes xi offensichtlich. Man u¨berzeugt sich nun durch einfaches Nachrechnen










aus Pm−1n ist und Y auf Ξ interpoliert. Es existiert also immer eine Lo¨sung.
Schon am Ansatz erkennt man, daß sie nicht eindeutig ist, wenn man auf weitere
Forderungen verzichtet. Weiterhin wu¨rde man auf diese Art den Polynomgrad
unvernu¨nftig in die Ho¨he treiben, es wa¨re keine sinnvolle Approximation mehr
gegeben, weil Polynome von hohem Grad an den Ra¨ndern des Interpolationsge-
bietes stark oszillieren.
In der Literatur wurden eine ganze Reihe von Ansa¨tzen vorgestellt, die zur Ein-
deutigkeit fu¨hren. Es wurde jeweils von keiner festen Polynombasis ausgegangen,
sondern eine solche in Abha¨ngigkeit von Ξ konstruiert. Siehe zum Beispiel [28],
[5] oder [21]. Damit bekommt man jedoch nicht den immensen Grad des Inter-
polanden in den Griff.
Anders ist dies beim Ansatz von de Boor und Ron, den man in [12] und [13]
findet: Auch dort wird abha¨ngig von Ξ ein eindeutiges interpolierendes Polynom
konstriuert. Es ist in einem gewissen Sinne von minimalem Grad. Numerische
Experimente haben ergeben, daß bei ho¨chstens m zufa¨llig verteilten Daten im
R10 folgende Polynomho¨chstgrade beobachtet wurden:
m 1 11 66 286 1001 3003 8008 19448
Polynomho¨chstgrad 0 1 2 3 4 5 6 7
Bei einer
”
moderaten“Anzahl von Stu¨tzstellen scheint dies also eine Mo¨glichkeit
zu sein. Untersucht man den in [13] vorgestellten Algorithmus jedoch genauer, so
erkennt man, daß bei der Hinzunahme von Knoten die Ergebnisse der bisherigen
Rechnung nicht wiederverwendet werden ko¨nnen. Die gesamte Konstruktion muß
erneut durchgefu¨hrt werden. Also ist dies doch keine Alternative fu¨r uns, zumal
eine einmalige Durchfu¨hrung schon deutlich la¨nger dauert als eine Interpolation
mit radialen Basisfunktionen, die spa¨ter vorgestellt werden. Die spa¨ter entwickel-
ten Verfahren wu¨rden u¨ber 100 mal la¨nger laufen, was selbst in unserem Rahmen
nicht mehr akzeptabel wa¨re.
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Fu¨r einen guten U¨berblick u¨ber die Polynominterpolation und deren Geschichte
seien [18] und [17] empfohlen.
1.2 Abschnittsweise Polynominterpolation
Eine beliebte Technik, die im Eindimensionalen auch fu¨r beliebig viele Knoten
weniger wellige Interpolanden erzeugt, ist die stu¨ckweise Polynominterpolation
[11]: Man schafft sich Abhilfe, indem das Gesamtintervall in Teilintervalle un-
terteilt wird. Auf jedem Teilintervall wird ein Polynom angesetzt, womit man
den Ho¨chstgrad in den Griff bekommt. Im Eindimensionalen zweckma¨ßig und
versta¨ndlich, ist es zu kompliziert und fu¨r uns nicht sinnvoll, dies auf beliebige
Dimension zu erweitern, wenn man von beliebig verteilten Knoten ausgeht. Um
dies zu verstehen, untersuchen wir die 2-D-Ansa¨tze von Powell und Sabin [32]
bzw. von Clough und Tocher (z.B. [7]), die in der Literatur immer wieder ge-
nannt werden.
Beide gehen zuna¨chst davon aus, daß die konvexe Hu¨lle von Ξ in Dreieicke unter-
teilt wird. Eine Delaunay Triangulierung, fu¨r die es zahlreiche Implementierungen
gibt, liefert uns in nicht pathologischen Fa¨llen eine vernu¨nftige Aufteilung des Ge-
bietes [20].
Nun soll auf jedem Dreieck ein Polynom so angesetzt werden, daß insgesamt ein
Interpoland entsteht, der an den U¨bergangsstellen mo¨glichst glatt ist. In [42] wird
gezeigt, daß der Mindestgrad der angesetzten Polynome mindestens 4m+ 1 sein
muß und man auf den Ecken die Ableitungen bis zur Ordnung 2m vorschreiben
muß, wenn der Gesamtinterpoland aus Cm sein soll. Dies ist nicht wu¨nschens-
wert. Man kann jedoch den Grad u¨berschaubar halten, indem man jedes Dreieck
erneut unterteilt.
Genau so wird im Ansatz von Powell und Sabin [32] vorgegangen, wo mit Polyno-
men vom Ho¨chsgrad 2 gearbeitet wird. Es stellt sich heraus, daß eine Unterteilung
in 6 bzw. 12 Unterdreiecke sinnvoll ist, wie sie in Abbildung 1.1 gezeigt wird. Wir
wollen grob Ansa¨tz und Ergebnisse abkla¨ren, ohne zu sehr auf Details einzugehen.
Wir betrachten zuerst die Unterteilung in sechs Segmente. Auf jedem wird ein
Polynom vom Grad zwei angenommen, es sind also 36 Parameter zu bestimmen.
Die Gesamtfunktion, die sich aus den sechs Polynomen zusammensetzt, soll auf
dem Dreieck ABC einmal stetig differenziebar sein. Das ergibt 27 Bedingungen.
Neun weitere erha¨lt man, wenn in A, B und C Funktions- und Gradientenwerte
vorgegeben werden. Es stellt sich heraus, daß die 36 Parameter durch die genann-
ten 36 Bedingungen immer eindeutig bestimmt sind, somit ko¨nnen auf A, B und
C beliebige Funktions- und Gradientenwerte gefordert werden.
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Abbildung 1.1: Unterteilung in 6 bzw. 12 Dreiecke nach Powell und Sabin
Dies ist nur ein Zwischenergebnis, man ist vielmehr an dem interessiert, was sich
daraus fu¨r die Interpolation auf einer gegebenen Triangulierung ergibt. Entschei-
dend ist dabei, wo sich P,Q,R und O befinden. Legt man in jedem Dreieick O in
den Umkreismittelpunkt, und sind P,Q und R jeweils die Seitenmittelpunkte, so
ist der Interpoland auf der Gesamttriangulierung stetig differenzierbar. Es kann
aber das Problem auftreten, daß der Umkreismittelpunkt außerhalb des Dreieicks
liegt. In diesem Fall hilft man sich mit einer anderen Unterteilung.
P,Q und R halbieren jeweils die Seiten. Es wird dann in 12 Untersegmente auf-
geteilt, siehe Abbildung 1.1, und schließlich analog zur Unterteilung von eben
vorgegangen. Nach Erfu¨llen der C1-Forderung auf ABC bleiben 12 Parameter
mehr als Bedingungen. Deshalb schreibt man wieder Funktions- und Gradienten-
werte in A, B bzw. C und zusa¨tzlich die Normalenableitungen in P , Q und R
vor. Dadurch wird erneut ein eindeutiger Interpoland erzeugt, der auch auf der
ganzen Trinagulierung stetig differenzierbar ist.
Den C1-Clough-Tocher Interpolanden [7] erha¨lt man aus der Dreiteilung eines
jeden Dreieicks, siehe Abbildung 1.2. Dort ist O der Schwerpunkt des Dreiecks.
Auf jedem Mikrodreieck wird ein kubisches Polynom angesetzt, es sind also auf
jedem Makrodreieick 30 Parameter zu bestimmen. Durch die Einhaltung der ste-
tigen Differenzierbarkeit auf ABC ergeben sich 18 Forderungen. 12 weitere erha¨lt
man, indem man in A, B bzw. C Funktionswerte und Gradienten und in den Sei-
tenmitten Normalenableitungen vorgibt. Das Ergebnis ist immer ein eindeutiger,
auf der Gesamttriangulierung stetig differenzierbarer C1-Interpoland.
Es bleibt zu kla¨ren, welche Vorgaben man fu¨r Gradienten bzw. Richtungsablei-
tungen machen soll. Es gibt hier eine Fu¨lle von Konstruktionsmo¨glichkeiten, wie
z.B. die Beru¨cksichtigung von Sekantensteigungen oder die Mimimierung gewis-
ser Funktionale [24].
Sowohl die Taktik von Powell und Sabin als auch den C1-Clough-Tocher Inter-
polanden kann man so erweitern, daß ein C2-Interpoland entsteht [34]. Natu¨rlich
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Abbildung 1.2: Unterteilung in 3 Dreiecke nach Clough und Tocher
bringt dies eine Erho¨hung der Anzahl der Parameter und des Aufwandes mit sich.
Wir wollen nicht zu sehr ins Detail gehen, da es sich nur um 2-D Interpolation
handelt, wir aber etwa Dimension zehn anstreben.
Folglich ist es sinnvoll, nach Verallgemeinerungen der eben genannten Ansa¨tze zu
suchen. A¨hnlich wie im bivariaten Fall wu¨rden ohne Unterteilung Polynome von
hohem Grad auftreten. So beno¨tigt man fu¨r einen trivariaten Cm-Interpolanden
mindestens Grad 8m+1 [41]. Es ist zu erwarten, daß sich dies fu¨r ho¨here Dimen-
sion fortsetzt. Also ist eine Unterteilung in Untersimplizes notwendig. Dies war
schon im Zweidimensionalen nicht vo¨llig trivial und man kann sich vorstellen, daß
eine sinnvolle Fortsetzung im Dreidimensionalen nicht leicht ist. Dennoch wird
dies in der Literatur erwa¨hnt. So wird zum Beispiel in [39] ein n-dimensionaler C1-
Clough-Tocher-Interpoland angegeben. Dort wird jedes Makro-Simplex in (n+1)!
2
Mikro-Simplizes unterteilt. Der polynomiale Grad ist dort jeweils kubisch. Es ist
klar, daß dies in unserer Anwendung viel zu viele Parameter mit sich bringt.
Weniger Mikro-Simplizes treten auf, wenn man dadurch aufteilt, daß der Schwer-
punkt mit den Ecken des Simplex verbunden wird, wie es in [1] getan wird. Al-
lerdings bezahlt man dies damit, daß der Polynomgrad unvernu¨nftig hoch wird,
was ja gerade vermieden werden sollte.
Der Ansatz von Powell und Sabin wurde in [40] verallgemeinert, allerdings trat
schon im trivariaten Fall eine Aufteilung in 24 Untersimplizes auf, was keine Hoff-
nung fu¨r den beliebigdimensionalen Fall macht.
Zu all diesen Erschwernissen kommt hinzu, daß im Ho¨herdimensionalen als Ver-
allgemeinerung der Triangulierung eine Unterteilung in entsprechende Simplizes
beno¨tigt wird. Dies bereitet fu¨r n ≈ 10 gro¨ßte Schwierigkeiten [2]. Wir mu¨ssen
also nach anderen Alternativen suchen.
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1.3 Shepard Methoden
Fu¨r unsere Zwecke geeigneter scheint der aus der Meteorologie und Geologie ent-
standene ([9] und [8]) Shepard Ansatz zu sein. Er unterscheidet sich deutlich von
dem, was wir bisher betrachtet haben. Von Vorteil wird sein, daß Aufwand und
Durchfu¨hrbarkeit von wachsender Dimension kaum negativ beeinflußt werden.










die sogenannten Gewichtsfunktionen sind und fu¨r gewo¨hnlich
σi(x) =
1
‖x− xi‖µi , µi > 0
gesetzt wird. Es werden also die yi gewichtet: Je weiter man sich von xi entfernt,
desto weniger wird yi beru¨cksichtigt.
In Abbildung 1.3 wurde willku¨rlich ΞB = {1, 2, 3, 3.3, 3.6, 3.9, 4} und YB =
{0.6854, 1.5587, 4.3548, 0.0148, 4.3100, 4.2592, 2.5273} gewa¨hlt. Die linke Graphik
zeigt ω3 fu¨r µi = 0.8 bzw µi = 2 (fu¨r i = 1, . . . , 7), die rechte den daraus resultie-
renden Shepard-Interolanden. Die Knoten Ξb, YB werden in weiteren Beispielen
wieder verwendet.
Abbildung 1.3: Shepard Gewichtsfunktionen und Interpolanden
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Durch Nachrechnen, dies beinhaltet u.a. Grenzwertermittlung in den Stu¨tzstel-
len, erkennt man, daß Φ tatsa¨chlich ein stetiger Interpoland ist. Allerdings deutet
Abbildung 1.3 einen Nachteil an, der nicht zufa¨llig im gewa¨hlten Beispiel, sondern
immer auftritt und in [22] gezeigt wird: Fu¨r ein beliebiges µi gelte 0 < µi ≤ 1.
Dann ist Φ in xi nicht differenzierbar. Haben wir dagegen fu¨r ein beliebiges µi
die Bedingung µi > 1, so gilt ∇Φ(xi) = 0. Dies gilt fu¨r alle in Φ auftretenden µi.
Wir haben also in allen Stu¨tzstellen entweder Knicke oder Gradientennullstellen.
Beide Eigenschaften sind nicht wu¨nschenswert: Warum sollte die eigentliche Funk-
tion in den Stu¨tzstellen nicht differenzierbar sein bzw. der Gradient eine Nullstelle
besitzen?
Dies kann durch modifizierte Ansa¨tze [31] umgangen werden, jedoch muß man
dann in den xi Ableitungsinformationen, bzw. deren Anna¨herung beschaffen, was
aber im Rahmen unserer Problemstellung nicht mo¨glich ist.
Die gennanten Schwierigkeiten motivieren die Suche nach Alternativen. Man fin-
det sie im Kalku¨l der Radialen Basisfunktionen.
1.4 Radiale Basisfunktionen
Auch hier wird abha¨ngig von Ξ eine Basis von Funktionen bestimmt. Im Gegen-
satz zum Polynomansatz in [13] muß man keine aufwendige Rechnung durchfu¨hren,
um die Basisfunktionen zu bestimmen. Sie zeichnen sich dadurch aus, nur von der
Entfernung zu den Knoten abzuha¨ngen. Wir wa¨hlen im Folgenden, wenn nicht
explizit etwas Anderes genannt wird, immer die euklidische Norm.
1.4.1 Ansa¨tze und Eigenschaften
Definition 1.1. (Radiale Basisfunktion) Sei di(x) := ‖x−xi‖2, wobei x ∈ Rn
und {x1, . . . , xm} = Ξ ⊂ Rn. Wir nennen eine stetige Funktion φ : R+ → R
Radiale Basisfunktion, falls φ = φ(di(x)).










Gauß’scher Ansatz, α > 0 (1.2)
φ(d) =
√





Inverse Multiquadrik, c ∈ R. (1.4)






fu¨r i = 1, . . . ,m. Sie la¨ßt sich kompakter schreiben als Lineares Gleichungssystem




φ(0) φ(‖x2 − x1‖) · · · φ(‖xm − x1‖)
φ(‖x1 − x2‖) . . . . . . ...
...
. . . . . . φ(‖xm − xm−1‖)
φ(‖x1 − xm‖) · · · φ(‖xm−1 − xm‖) φ(0)
 .
und natu¨rlich λ = (λ1, . . . , λm)
T . In [4] wird die Invertierbarkeit von P fu¨r die
Ansa¨tze (1.2), (1.3) und (1.4) fu¨r beliebige endliche Ξ ⊂ Rn gezeigt. Damit er-
lauben diese Ansa¨tze immer eine eindeutige Interpolation.
(1.5) dient nicht nur theoretischen Zwecken, sondern wird in der Praxis tatsa¨chlich
gelo¨st. Unsere Problemstellung erlaubt uns auch bei gro¨ßeren Systemen (≈ 5000
bis 10000 Variablen) ein direktes Lo¨sen. Bei Testinterpolationen dieser Gro¨ßen-
ordnung im R10 traten keine Probleme mit schlecht konditionierten Matrizen auf.
Zur Illustration dient Abbildung 1.4. Dort werden die drei Basisfunktionen aus
(1.2), (1.3) und (1.4) an sich sowie die Interpolation des Datensatzes aus Ab-
schnitt 1.3 mit dem Interpolanden (1.1), in den jeweils die Basisfunktionen (1.2),
(1.3) und (1.4) eingehen, gezeigt. Es wurde jeweils α = c = 1 gewa¨hlt. Die richtige
Wahl der Parameter ist besonders fu¨r die Ansa¨tze (1.2) und (1.4) mitentschei-
dend fu¨r die Brauchbarkeit des Resultates. Dies ist kein gravierender Nachteil,
weil es auch parameterfreie Verfahren gibt. Diese kommen zudem ohne die auf-
fallend und scheinbar unno¨tig großen Amplituden aus, die in unserem Beispiel
fu¨r x ≈ 1.5 und x ≈ 2.5 auftreten. Dieser Vorteil la¨ßt sich sogar pra¨zise formulie-
ren und kristallisiert sich als Eigenschaft der folgenden Herangehensweise heraus
16
Abbildung 1.4: Gauß’scher Ansatz und Multiquadriken
((1.12) und Satz 1.5). Um Existenz und Eindeutigkeit solcher Interpolanden si-
cherstellen zu ko¨nnen, werden sie um ein Polynom erga¨nzt. Es seien also die ab




λiφi(di(x)) + p(x), (1.6)
mit p ∈ Pk−1n . Fu¨r das Weitere mu¨ssen zwei Begriffe eingefu¨hrt werden.
Definition 1.2. (Bedingt Positiv Definit) Eine Funktion F : Rn → R heißt
bedingt positiv definit von der Ordnung k, falls fu¨r alle endlichen {x1, . . . , xm}
⊂ Rn und alle {λ1, . . . , λm} mit
∑m
i=1 λiq(xi) = 0 fu¨r alle q ∈ Pk−1n
m∑
i,j=1
λiλjF (xi − xj) ≥ 0 (1.7)
gilt. Wir nennen F strikt bedingt positiv definit, falls in (1.7) sogar
”
>“ gilt.
Definition 1.3. (Unisolvent) Eine endliche Menge Ξ ⊂ Rn heißt unisolvent
fu¨r Pk−1n , falls p(xi) = 0 fu¨r alle xi ∈ Ξ impliziert, daß p ≡ 0.
So ist z.B. fu¨r lineare Polynome von Rn nach R schon jede n + 1-elementige
Menge, die nicht auf einer n− 1-dimensionalen Hyperebene liegt, unisolvent (Im
Zweidimensionalen also 3 Punkte, die nicht auf einer Linie liegen).
Diese beiden Begriffen fu¨hren zu einer Existenz- und Eindeutigkeitsaussage. Der
Multiindex α ∈ Nn wird in der ga¨ngigen Weise verwendet.
17
Satz 1.4. Sei F : Rn → R strikt bedingt positiv definit von der Ordnung k
und {x1, . . . , xm} unisolvent fu¨r Pk−1n . Dann gibt es fu¨r beliebige auf {x1, . . . , xm}




λiF (x− xi) + p(x) mit p ∈ Pk−1n






i fu¨r |α| < k (1.8)
erfu¨llt.
Beweis: Eine sehr knappe Fassung bietet [4]. Um bestimmte Vorgehensweisen
bei der spa¨teren Umsetzung besser erkla¨ren zu ko¨nnen, wird hier ausfu¨hrlicher
verfahren.
Seien λ = (λ1, . . . , λm)
T die Vorfaktoren der φi in (1.6) und β = (β0, . . . , βn˜)
T die
Koeffizienten des dort erwa¨hnten Polynoms p, also
p(t) = β0 + β1t1 + · · ·+ βntn + βn+1t21 + βn+2t1t2 + · · ·+ βn˜tk−1n

















F (0) F (x1 − x2) · · · F (x1 − xm)
F (x2 − x1) . . . . . . ...
...
. . . . . . F (xm−1 − xm)












1 x1m · · · xnm (x1m)2 x1mx2m · · · (xnm)2 · · ·
· · · (x11)k−1 · · · (xn1 )k−1
...
...
· · · (x1m)k−1 · · · (xnm)k−1
 .
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Wir haben also zu zeigen, daß die Gesamtmatrix in (1.9) invertierbar ist. Es darf









Man unterscheidet zwei Fa¨lle:
1) (1.10) werde gelo¨st, wobei λ˜ = 0 gelte. Daraus wu¨rde sofort Qβ˜ = 0 folgen.
Dies wa¨re nichts Anderes, als daß das durch die Koeffizienten aus β˜ defi-
nierte Polynom aus Pk−1n auf Ξ verschwinden wu¨rde. Da Ξ aber unisolvent
ist fu¨r Pk−1n , mu¨ßte dieses Polynom konstant null sein. Also wu¨rde auch
β˜ = 0 gelten. Auf diese Art kann also kein (λ˜, β˜)T 6= 0, das (1.10) genu¨gt,
konstruiert werden.
2) (1.10) werde gelo¨st, wobei λ˜ 6= 0 gelte. Das wu¨rde natu¨rlich Pλ˜ + Qβ˜ = 0
nach sich ziehen. Multiplikation von links mit λ˜T mu¨ßte dann auch null
ergeben. Wir erhalten aber





λxiλxjF (xi − xj)
F s.b.p.d.
> 0.
Solch ein Skalarprodukt wird natu¨rlich nur dann ungleich null, wenn beide
Faktoren ungleich null sind. Also kann Pλ˜ + Qβ˜ nicht null sein. Folglich
gibt es kein (λ˜, β˜)T 6= 0 mit λ˜ 6= 0 das (1.10) erfu¨llt.
Es gibt also kein (1.10) erfu¨llendes (λ˜, β˜)T 6= 0, was die Invertierbarkeit und
damit die Aussage beweist. 
Wa¨hlen wir nun ein ganzzahliges k mit k > n
2
und betrachten die Basisfunktionen
φ(d) =
{
d2k−n log d falls 2k − n gerade
d2k−n falls 2k − n ungerade. (1.11)
Diese Ansa¨tze liefern strikt bedingt positiv definite Funktionen [4] und damit
einen eindeutigen Interpolanden der Form (1.6). Dieser zeichnet sich bezu¨glich
der Glattheit in einem bestimmten Sinn aus. Zur Erla¨uterung verwenden wir den
Multiindex α = (α1, . . . , αn) ∈ Nn0 , fu¨r den wir
|α| := α1 + · · ·+ αn und α! := α1!α2! · · · · · αn!
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und damit fu¨r eine entsprechend oft differenzierbare Funktion
Dαf :=
∂|α|f
∂xα11 . . . ∂x
αn
n









Fu¨r sie gilt in Verbindung mit (1.11) das interessante Resultat
Satz 1.5. Sei {x1, . . . , xm} ⊂ Rn endlich und enthalte eine fu¨r Pk−1n unisolvente
Teilmenge. Dann gibt es fu¨r beliebige auf {x1, . . . , xm} vorgegebene Werte genau
einen Interpolanden s(x) der Form (1.6) mit Basisfunktionen nach (1.11), fu¨r
den
∑m
i=1 λiq(xi) = 0 fu¨r alle q ∈ Pk−1n gilt. Weiterhin minimiert s die Seminorm
(1.12).
Beweis: Siehe [15]. 
Im Falle von k = 2 und n = 1 spricht man vom kubischen Ansatz, man erha¨lt




λi|x− xi|3 + ax+ b.




λi‖x− xi‖+ axT + b




λi‖x− xi‖2 log (‖x− xi‖) + axT + b,
wobei a ∈ R2 und b ∈ R. Letzterer Begriff wurde nicht ohne Motivation gewa¨hlt.

















die Biegeenergie einer du¨nnen, unendlich ausgedehnten elastischen Platte, die in
den Interpolationspunkten befestigt ist.
Wa¨hlen wir n = 1 und k = 2, so erhalten wir den bekannten Natu¨rlichen
Kubischen Spline. Um sich dies klar zu machen, sei in diesem speziellen Fall
Ξ = {x1, . . . , xm} mit x1 < · · · < xm. Offensichtlich ist (1.6) zwischen den Kno-











Es bedarf einer kleinen Rechnung, um die Gu¨ltigkeit dieser Gleichung einzusehen.
Betrachten wir den Interpolanden fu¨r x < x1 und x > xm, so gilt dort stets
































Da das lineare Polynom im Interpolanden auch keinen Beitrag zur Kru¨mmung
leistet, darf man das Integral auf [x1, xm] einschra¨nken. Mit der Nullsume in
(1.8) begru¨ndet man auch f ′′(x1) = f ′′(xm) = 0. Somit liegt der interpolierende
natu¨rliche Spline vor. Der Ansatz (1.11) ist also eine Verallgemeinerung dieser
beliebten Methode auf beliebigdimensionale Ra¨ume. Abbildung 1.5 dient der Il-
lustration. Es wurde derselbe Datensatz wie zu Erzeugung von Abbildung (1.4)
verwendet. Der Betrachter hat im Vergleich zu dort den Eindruck, daß hier die
vorliegenden Daten treffender interpretiert werden.
1.4.2 Hinzunehmen von Stu¨tzstellen
Fu¨r uns wird es sehr interessant sein, mo¨glichst wenig Rechenzeit zu investieren,
wenn die schon interpolierte Menge Ξ um einen zusa¨tzlichen Knoten xz und einen
dort vorgegebene Funktionswerte yz erga¨nzt wird. Aus dem schon bekannten
Interpolanden Φ soll nun mo¨glichst effizient der Interpoland Φ˜ der Form (1.6)
berechnet werden, der auf der Menge Ξ ∪ xz interpoliert. Bei der Berechnung von
Φ wurde die Lo¨sung xΦ eines Linearen Gleichungssystems AΦxΦ = bΦ bestimmt.
Wir dru¨cken dies symbolisch dadurch aus, daß wir im Folgenden A−1Φ schreiben,
was in der Anwendung allerdings immer eine Ru¨cksubstitution im Rahmen der
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Abbildung 1.5: Linearer und Kubischer Ansatz, Thin Plate Spline
bereits berechneten LR-Zerlegung von AΦ bedeutet. Die Hinzunahme von x
z














QΦ˜ ist in diesem Fall folgendermaßen strukturiert:
QΦ˜ =
(









λ˜ = (λ˜1, . . . , λ˜m+1)
T und β˜ = (β˜0, . . . , β˜n˜)
T
















mit u0 ∈ R und u1, v1 ∈ Rm+n˜. Die zweite Zeile kann man umformen zu
u1 = A
−1
Φ (v1 −QTΦ˜u0), (1.16)
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Wir fahren dann fort mit
λ˜ = (u0, u
1
1, . . . , u
m
1 ) und β˜ = (u
m+1
1 , . . . , u
m+n˜
1 ).
Wir erfassen nun den Rechenaufwand der Teilschritte von (1.16) und (1.17) in
tabellarischer Form. Daraus erschließen wir die Gesamtzahl von Operationen der
Form d = a+ bc bzw. d = a+ b/c , die wir zur Lo¨sung von (1.15) beno¨tigen.
u1:








Ru¨cksubstitution A−1Φ , (v1 −QTΦ˜u0) m2
⇒ #Operationen = m2 + 2m
u0:
Art der Rechnung Eingehende Gro¨ßen Anzahl Operationen




























⇒ #Operationen = 2m2 + 2m+ 3
Damit beno¨tigt man zum Auflo¨sen von (1.13) von ca. 3m2+4m+3, im wesentli-
chen also ca. 3m2 Operationen. Dies ist eine ganz erhebliche Ersparnis gegenu¨ber
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Anmerkung: Eine vo¨llig analoge Betrachtung la¨ßt sich fu¨r eine Erweiterung um
beliebig viele, z.B. m˜, Knoten durchfu¨hren. Es wu¨rde dann ein Aufwand von
m2(m˜+ 2) +m(m˜+ 1)2 +
1
3
m˜+ 2m˜2 + m˜
Operationen enstehen. Dies ist im wesentlichen m2(m˜ + 2) und bei m˜  m
noch immer deutlich gu¨nstiger als die etwa m
3
3
Operationen die eine vollsta¨ndige
Zerlegung kosten wu¨rde.
Ein kurzes Rechenbeispiel deutet an, wie viel Rechenzeit mit dieser Methode
eingespart werden kann.
Beispiel 1.1. (Numerisches Experiment)Wir wa¨hlenm gleichverteilte Punk-
te x1, . . . , xm auf [0, 1]
2, dies geschieht mir dem MATLAB Befehl rand.Zu jedem
dieser xi wa¨hlen wir, wieder mit rand, ein yi. Wir interpolieren nach dem kubi-
schen Ansatz aus (1.11) was Tm Sekunden dauert.
Nun wird zufa¨llig ein xz aus [0, 1]2 und ebenso zufa¨llig ein zugeho¨riges yz aus [0, 1]
gewa¨hlt. Wie eben beschrieben, wird keine LR-Zerlegung der neuen Gesamtma-
trix berechnet, sondern die alte Zerlegung verwendet. Die neue Interpolation wird
dann nach T1 Sekunden berechnet.
Weiterhin werden zusa¨tzliche 15 gleichverteilte x˜1, . . . , x˜15 auf [0, 1]
2 und zugeho¨ri-
ge zufa¨llige y˜i gewa¨hlt. Erneut wird keine LR-Zerlegung der neuen Gesamtma-
trix berechnet, sondern die alte Zerlegung verwendet. Die neue Interpolation wird
dann nach T15 Sekunden berechnet.
Es ergaben sich bei zehnfachem Durchfu¨hren des Experiments auf dem selben
Rechner unter den selben Bedingungen folgende Mittelwerte ohne nennenswerte
Abweichungen:
m 1000 2000 4000
Tm 2.9 16.4 101
T15 0.4 1.4 5.5
T1 0.3 1.0 4.3






In Kapitel 1 wurde der Ansatz mit Radialen Basisfunktionen am ausfu¨hrlichsten
behandelt. Der Grund dafu¨r ist, daß die in dieser Arbeit hergeleiteten Optimie-
rungserfahren darauf aufbauen. Doch auch viele der bekannten Optimierungsme-
thoden enthalten derartige Bausteine. Wir wollen uns nun also mit den bisher
entwickelten Ansa¨tzen zur Optimierung extrem teurer Funktionen auseinander-
setzen.
Dazu wird ein kurzer U¨berblick u¨ber die in der Literatur erwa¨hnten Verfahren,
die fu¨r die sequentielle Problemstellung entwickelt wurden, gegeben. Eine gute
Klassifikation gibt [27]. Im Folgenden orientieren wir uns daran und ordnen die er-
folgreichsten Methoden samt ihrer wichtigsten Eigenschaften ein. Dies ermo¨glicht
auch, die in Kapitel 4 entwickelten Verfahren vernu¨nftig beurteilen zu ko¨nnen.
2.1 Minimierung von Ausgleichsfla¨chen
Man geht sicherlich am einfachsten vor, wenn der Datensatz Ξ = {x1, . . . , xm},
Y = {y1, . . . , ym} zuna¨chst durch eine Approximation Φ wiedergegeben wird. Ein
einfacher Ansatz fu¨r Φ ko¨nnte z.B. die reelle Quadratische Form
Φ := xTDx+ bTx+ c (2.1)






(yi − Φ(xi))2 . (2.2)
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Nach Festlegung eines geeigneten Abbruchkriteriums lautet der Algorithmus zur
Minimierung der Zielfunktion f dann:
Algorithmus 1 Minimierung Ausgleichsfla¨che
Input: Ξ, Y, f , nmax Output: x
1: Definiere Ξ0 := Ξ und Y0 := Y
2: i:=0
3: while i < nmax do
4: Bestimme Approximation Φ zu Ξi und Yi
5: Finde globales Minimum x von Φ
6: Setze Ξi+1 := Ξi ∪ x und Yi+1 := Yi ∪ f(x)
7: i:=i+1
8: end while
Algorithmus 1 wird am Beispiel der eindimensionalen Rastrigin Funktion durch-
gefu¨hrt, die Approximation wird nach (2.1) und (2.2) gewa¨hlt.
Man erkennt sofort den Nachteil, daß Konvergenz gegen einen nichtstationa¨ren
Punkt auftreten kann. Siehe hierzu Abbildung 2.1, dort werden die Iterationen
1,2,3 und 1550 gezeigt. Diese Methode kann also ho¨chstens untergeordneter Be-
standteil eines ausgefeilteren Ansatzes sein.
Anmerkung In Zeile 4 des Algorithmus wird gefordert:
”
Finde globales Mini-
mum x von Φ“. Dies an sich ist schon ein globales Minimierungsproblem und
keineswegs einfach. Das gilt auch fu¨r die folgenden Algorithmen, in denen a¨hn-
liche Befehlszeilen auftreten. Dort ist die Situation sogar noch komplizierter, da
in diesen Fa¨llen keine quadratische Approximation, sondern sogar eine Interpo-
lation mit komplizierteren Funktionen stattfindet. Die Auswertung von Φ ist nun
aber vergleichsweise billig.
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Abbildung 2.1: Minimierung der Zielfunktionsapproximation
Auch die in Kapitel 4 entwickelten Methoden verlangen die Lo¨sung derartiger
globaler Optimierungsprobleme. Wie dies implementiert wurde, ist in Abschnitt
4.3 beschrieben.
2.2 Minimierung von Interpolanden
Eine Aufwertung erfa¨hrt die eben beschriebene Technik, wenn Approximation
durch Interpolation ersetzt wird. Wir gelangen dann zu einer Verfahrensvor-
schrift, die Algorithmus 1 bis auf Zeile 4 gleicht. Anstatt einer Approximati-
onsfunktion wird nun eine Interpolationsfunktion minimiert. nmax ist die Anzahl
der Schritte. Wir erhalten nun
Algorithmus 2 Minimierung Interpoland
Input: Ξ, Y, f , nmax Output: x
1: Definiere Ξ0 := Ξ und Y0 := Y
2: i:=0
3: while i < nmax do
4: Bestimme Interpoland Φ zu Ξi und Yi
5: Finde globales Minimum x von Φ
6: Setze Ξi+1 := Ξi ∪ x und Yi+1 := Yi ∪ f(x)
7: i:=i+1
8: end while
Die Hauptschwierigkeit hier ist es, im Mehrdimensionalen einen geeigneten Inter-
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polanden Φ zu finden, was schon in Kapitel 1 diskutiert wurde. Auch die globale
Minimierung von Φ ist durchaus nichttrivial. Im Eindimensionalen ist die Lage
noch recht u¨bersichtlich: Hier ist durch den natu¨rlichen kubischen Spline eine
vernu¨nftige Interpolation fu¨r beliebiges Ξ mo¨glich. Die anschließende Minimie-
rung ist einfach. Abbildung 2.2 zeigt die Iterationen 1,2,3 und 25 von Algorith-
mus 2. Es wurde mit dem natu¨rlichen kubischen Spline interpoliert und die selbe
Startmenge wie im vorhergehenden Beispiel verwendet. Die Iteration konvergiert
gegen ein lokales Minimum, was aber nicht immer so sein muß. Mo¨gliche Ab-
wandlungen, die zu lokalen Suchern fu¨hren, findet man in [27].
Erstaunlicherweise hat diese Grundidee in der globalen Optimierung teurer Funk-
tionen vor kurzem zu einem der erfolgreichsten Verfahren gefu¨hrt, CORS-RBF
(Constrained Optimization using Response Surfaces (i.e. Radial Basis Functi-
ons)). Dieser in [33] vorgestellte Ansatz unterscheidet sich von Algorithmus 2 nur
dadurch, daß der Interpoland Φ bezu¨glich der Nebenbedingung







global minimiert wird. Im Laufe des Verfahren durchla¨uft βi verschiedene Zyklen,
woraus sich die beiden Versionen CORS-RBF (SP1), Zyklus=< 0.95, 0.25, 0.05,
0.03, 0 >, und CORS-RBF (SP2), Zyklus=< 0.9, 0.75, 0.25, 0.05, 0.03, 0 >, erge-
ben. Es wird also in jedem Zyklus zu Beginn mehr global und gegen Ende immer
lokaler gesucht.
Trotz seines einfachen Aufbaus beeindruckt dieses Verfahren durch seine Ergeb-
nisse in der Praxis und ist zudem noch fu¨r stetige Zielfunktionen global konver-
gent.
2.3 Kriging-Methoden
Mit dem Konzept der Radialen Basisfunktionen in Verbindung steht das soge-
nannte Kriging, welches statistisch interpretiert werden kann. Eine entsprechende
Herleitung findet man in [35]. Wir wa¨hlen eine intuitivere Variante, die ausfu¨hr-
lich in [26] und [27] beschrieben wird.
Ausgehend von der Aufgabe, an einer Stelle x den unbekannten Zielfunktionswert
f(x) zu scha¨tzen bzw. vorherzusagen, werden die in Ξ = {x1, . . . , xm} gegebenen
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Zielfunktionswerte Y = {y1, . . . , ym} aufgefaßt als Realisierungen der normalver-
teilten Zufallsvariablen Z(x1), . . . , Z(xm), die alle den Erwartungswert µ und die
Varianz σ2 besitzen.
Abbildung 2.2: Minimierung der Zielfunktionsinterpolation
Die Korrelation von Z(xi) und Z(xj) sei durch








gegeben, was der Vermutung entspringt, daß Zielfunktionswerte weit auseinan-
derliegender Punkte weniger stark korrelieren, wa¨hrend sie bei geringerer Entfer-
nung sta¨rker in Verbindung stehen. Die Bezeichnung φ wurde dabei mit Absicht
gewa¨hlt, weil sich herausstellen wird, daß dieser Ansatz zur Interpolation mit
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Radialen Basisfunktionen fu¨hrt.
Der Zufallsvektor (Z(x1), . . . , Z(xm))
T mit dem Erwartungswert ~1µ und der sym-
metrisch positiv definiten Kovarianzmatrix σ2R modelliert also die Zielfunktion
in den Auswertungsstellen x1, . . . , xm. Dabei bezeichnet ~1 den Vektor (1, . . . , 1)
T
mit zu Y passender Dimensionierung.. Dieses Modell ha¨ngt ab von den Para-
metern µ, σ, θl, . . . θn, p1, . . . , pn. Wir wollen nun herausfinden, fu¨r welche Wahl
dieser Parameter die in Ξ gegebenen Y am plausibelsten sind.












|R| ist die Determinante von R. Die Maximierung von (2.4) bezu¨glich µ, σ, θl und
pl fu¨r l = 1, . . . , n liefert die Parameter µˆ, σˆ
2, θˆl, pˆl, l = 1, . . . , n, und damit die
Korrelationsmatrix Rˆ, die wie in (2.3), nur mit den Parametern θˆl, pˆl, l = 1, . . . , n,
gebildet wird. Dem durch diese Parameter beschriebenen Funktionsmodell la¨ßt
sich das Auftreten der beobachteten Auswertungen besser zuordnen als jedem
durch andere Parameter definierten Modell.
Es seien nun konkrete Wert fu¨r Ξ und Y gegeben. Mit dem Ziel, sinnvolle Aussa-
gen u¨ber den Zielfunktionswert an der Stelle x /∈ Ξ, die wir fu¨r diese Betrachtung
festhalten, zu machen, berechnen wir zuna¨chst µˆ, σˆ2, θˆl, pˆl durch Maximierung
von (2.4). Damit ist auch Rˆ gegeben. Dann raten wir fu¨r f(x) zuna¨chst irgendei-
nen Wert y. Wir erweitern Ξ um x und Y um y. Ensprechend (2.3) erhalten wir
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aufstellen, die Auskunft daru¨ber gibt, wie gut wir y geraten haben. Der plausi-
belste Wert fu¨r y ist demnach der, der (2.6) maximiert. Fu¨hrt man dies durch,
so erha¨lt man als Voraussage Φ(x) fu¨r den Zielfunktionswert an der Stelle x den
Wert
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a ist eine Konstante, die λi sind aus R und die φi wie in (2.3), es gehen die
Parameter θˆl, pˆl, l = 1, . . . , n, ein. Damit ist die Verbindung zu den Radialen
Basisfunktionen hergestellt.
Mit der erwa¨hnten Statistik haben wir nun die Mo¨glichkeit, eine Formel fu¨r den
mittleren quadratischen Fehler von Φ an der Stelle x anzugeben:
s2(x) = σˆ2






Dabei hat s2 die erwartete Eigenschaft, auf Ξ zu verschwinden. Hierauf lassen
sich verschiedene Verfahrensvorschriften aufbauen. Die bekanntesten seien hier
vorgestellt.
2.3.1 Minimierung einer statistischen Untergrenze
Durch (2.8) hat man ein Instrument, mit dem eine
”
Statistische Untergren-
ze“ erzeugt werden kann. Sie beschreibt, mit welcher Wahrscheinlichkeit sich der
Zielfunktionswert zum jeweiligen Punkt in einem gewissen Bereich befindet. Des-
wegen ist es naheliegend, ein globales Minimum dieser Unterschranke
Φu(x) := Φ(x)− κs2(x) (2.9)
zu betrachten, was zur folgenden Iteration fu¨hrt:
Algorithmus 3 Minimierung Statistischer Untergrenze
Input: Ξ, Y, f Output: x
1: Definiere Ξ0 := Ξ und Y0 := Y
2: i:=0
3: while Abbruchkriterium nicht erfu¨llt do
4: Bestimme Interpolanden Φ zu Ξi und Yi nach (2.3) - (2.7)
5: Bestimme mittleren Quadratischen Fehler s2 nach (2.8)
6: Wa¨hle κ und bestimme Unterschranke Φu = Φ− κs2 wie in (2.9)
7: Finde globales Minumum x von Φu




Wie man in Abbildung 2.3, wo die Schritte eins bis vier eben beschriebener Metho-
de durchgefu¨hrt wurden, sieht, ist dieses Verfahren in der Lage, einem nichtglo-
balen Minimum zu entweichen. Es wird dennoch fu¨r ungeeignetes κ keine globale
Konvergenz erzielt [27]. Dies ist aber nicht der Hauptgrund, aus dem auf diesen
Ansatz nicht zuru¨ckgegriffen wird. Mehr dazu im Abschnitt u¨ber einstufige Me-
thoden.
Es sei nur noch erwa¨hnt, daß der DIRECT Algorithmus aus [25] gewissermaßen
in dieses Schema paßt: Dort wird durch Annahme verschiedener Lipschitzkon-
stanten die Zielfunktion nach unten abgescha¨tzt. Obwohl die Methode nicht fu¨r
extrem teure Zielfunktionen entwickelt wurde, beno¨tigte sie relativ wenige Aus-
wertungen. Deshalb wird sie auch heute noch zum Vergleich herangezogen.
Nun seien noch weitere Mo¨glichkeiten untersucht, die durch die Betrachtung der
Zielfunktion als statistisches Modell ero¨ffnet werden.
Abbildung 2.3: Minimierung Statistische Untergrenze
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2.3.2 Maximierung der Verbesserungswahrscheinlichkeit
Anstatt die Funktion nach unten zu begrenzen, untersuchen wir nun, mit welcher
Wahrscheinlichkeit die Zielfunktion in x eine Untergrenze U unterbietet. Nach
(2.7) erwarten wir dort den Wert Φ(x) und gehen von der Standardabweichung
s(x) entsprechend (2.8) aus. Da wir eine Normalverteilung annehmen, ist die







wobei ΦN die Verteilungsfunktion der Normalverteilung ist. Die Schranke U wird
nun am wahrscheinlichsten im globalen Maximum x∗ von PU(x) unterboten. Das
Ergebnis dieser U¨berlegung ist
Algorithmus 4 Maximierung Verbesserungswahscheinlichkeit
Input: Ξ, Y, f Output: x
1: Definiere Ξ0 := Ξ und Y0 := Y
2: i:=0
3: while Abbruchkriterium nicht erfu¨llt do
4: Bestimme Interpolanden Φ zu Ξi und Yi nach (2.3) - (2.7)
5: Bestimme Standardabweichung s nach (2.8)
6: Bestimme geeignete Untergrenze U
7: Bestimme PU nach (2.10)
8: Finde globales Maximum x von PU
9: Setze Ξi+1 = Ξi ∪ x und Yi+1 = Yi ∪ f(x)
10: i:=i+1
11: end while
Unter geringfu¨gigen Voraussetzungen ist Algorithmus 4 global konvergent, was
in [23] fu¨r eine etwas allgemeiner fomulierte Methode nachgelesen werden kann.
Abbildung 2.4 zeigt Algorithmus 4 bei der Durchfu¨hrung der Schritte eins bis
drei und fu¨nf. Die Untergrenze wurde in jedem Schritt nach der Fomel U :=
ymin− 14 |ymin| bestimmt, wobei ymin den bisher kleinsten Zielfunktionswert auf Ξ
bezeichnet. Das Verhalten von Algorithmus 4 ha¨ngt unmittelbar davon ab, wie
U gewa¨hlt wird. Verlangt man eine vergleichsweise geringfu¨gige Verbesserung,
tendiert das Verhalten dahin, lange in der unmittelbaren Na¨he des bisher besten
Punktes zu suchen, bevor in Bereichen ausgewertet wird, in denen die Auswertun-
gen weniger konzentriert vorliegen. Werden dagegen erhebliche Verbesserungen
gefordert, neigt das Verfahren zur Auffu¨llung des gesamten Suchbereichs, die Ziel-
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Abbildung 2.4: Maximierung Verbesserungswahrscheinlichkeit
funktionswerte spielen eine untergeordnete Rolle. Verfahren, die nach diesem
Prinzip konstruiert sind, finden in der Forschung derzeit keine Beachtung.
2.3.3 Maximierung der zu erwartenden Verbesserung
Den Abschnitt u¨ber Kriging-Methoden schließen wir ab mit der U¨berlegung, die
in x zu erwartende Verbesserung zu maximieren. Dafu¨r sehen wir wie im vor-
angegangenen Abschnitt den Zielfunktionswert in x als normalverteilt an mit
Erwartungswert Φ(x) nach (2.7) und Varianz s2(x) nach (2.8). Den bisher besten

























Mit partieller Integration leitet man






und mit ΦN und DN jeweils die Verteilungs- bzw. Dichtefunktion der Normalver-
teilung gemeint ist.
Natu¨rlich betrachtet man nun den Punkt als den interessantesten, wo E den
gro¨ßten Wert annimmt. Dort wird dann auch ausgewertet, was sich niederschla¨gt
in
Algorithmus 5 Maximierung erwarteter Verbesserung
Input: Ξ, Y,f Output: x
1: Definiere Ξ0 := Ξ und Y0 := Y
2: i:=0
3: while Abbruchkriterium nicht erfu¨llt do
4: Bestimme Interpolanden Φ zu Ξi und Yi nach (2.3) - (2.7)
5: Bestimme Standardabweichung s nach (2.8)
6: Bestimme ymin
7: Bestimme E nach (2.11)
8: Finde globales Maximum x von E
9: Setze Ξi+1 = Ξi ∪ x und Yi+1 = Yi ∪ f(x)
10: i:=i+1
11: end while
In Abbildung 2.5 wird die Situation nach Durchfu¨hrung der ersten vier Schritte
von Algorithmus 5 gezeigt. Man sieht, daß auch dieses Verfahren aus lokalen
Minima heraus finden kann.
Unter bestimmten Voraussetzungen findet sogar globale Konvergenz statt [29].
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Abbildung 2.5: Maximierung erwarteter Verbesserung
Der EGO-Algorithmus [26], der heute noch und damit auch in dieser Arbeit als
Vergleich herangezogen wird, funktioniert nach diesem Prinzip. Die globale Kon-
vergenz wird in angegebener Quelle vermutet.
Allerdings hat dieses Verfahren Schwierigkeiten, wenn der Funktionsverlauf das
globale Minimum nicht so gut andeutet wie im gewa¨hlten Beispiel. Die Standard-
abweichung wird dann zu klein gescha¨tzt und erst nach langer Suche wird auch
in scheinbar weniger aussichtsreichen Gebiete ausgewertet.
Alle bisher beschriebenen Algorithmen haben gemeinsam, daß sie in einer ersten
Stufe aufgrund beobachteter Auswertungen versuchen, die Funktion mo¨glichst
gut wiederzugeben. Darauf basierend wird in der zeiten Stufe nach einemmo¨glichst
interessanten Punkt fu¨r die na¨chste Auswertung gesucht.
Eine Schwachstelle der Algorithmen 3, 4 und 5 ist also, daß sie sich darauf ver-
lassen, daß der gegebene Interpoland die Funktion gut wiedergibt. Abhilfe kann
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man dadurch schaffen, daß man die Parameter, die in Φ eingehen, nicht nur von
den beobachteten Daten abha¨ngig macht. Vielmehr soll mit den aus der Stati-
stik erwa¨hnten Mitteln untersucht werden, wie gut das Erreichen eines globalen
Minimums an einer bestimmten Stelle zu den beobachteten Werten paßt. Dies
machen sogenannte einstufige Methoden.
2.4 Einstufige Methoden
Im Gegensatz zu den eben beschriebenen zweistufigen Methoden beziehen wir
nun den Knoten xz, der auf seine Interessantheit untersucht werden soll, in die
Modellierung der Funktion ein. Unter der Bedingung, daß in xz der Wert yz
erreicht wird, erhalten wir die Likelihoodfunktion
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Sie dru¨ckt also aus, wie gut die Daten Ξ, Y zu dem durch µ, σ, θl, . . . θn, p1, . . . , pn
beschriebenen Modell passen unter der Voraussetzung, daß auch xz, yz interpoliert
wird. (2.12) ist eine Funktion, die von xz und yz abha¨ngt, xz geht durch r ein, yz
durch µ˜. Fixieren wir xz in (2.12) und maximieren L bezu¨glich µ, σ, θl, . . . θn, p1, . . .




L(xz, yz, µ, σ, θl, . . . θn, p1, . . . , pn) (2.15)
Am interessantesten ist dann natu¨rlich die Stelle, die Iyz maximiert. Darauf baut
auf:
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Algorithmus 6 Einstufiges Verfahren
Input: Ξ, Y,f Output: x
1: Definiere Ξ0 := Ξ und Y0 := Y
2: i:=0
3: while Abbruchkriterium nicht erfu¨llt do
4: Finde geeignetes yz
5: Bestimme Iyz nach (2.12) bis (2.15)
6: x = argmaxx∈DIyz(x)
7: Setze Ξi+1 = Ξi ∪ x und Yi+1 = Yi ∪ f(x)
8: i:=i+1
9: end while
Wir gehen von der Anfangsverteilung und Zielfunktion aus, die wir auch zum
Test der Algorithmen 1 bis 5 verwendet haben. Die ersten vier Iterationen von
Algorithmus 6 zeigt Abbildung 2.6.
Die Wahl eines geeigneten yz ist leider nicht einfach. Kennt man den global mini-
malen Wert nicht, was die Regel ist, kann man sich zum Beispiel dadurch helfen,
daß man eine Reihe von verschiedenen yz vorgibt und fu¨r diese die optimalen
θl, . . . θn, p1, . . . , pn findet. In der Praxis beobachtet man oft eine Ha¨ufung der
optimalen Parameter trotz verschiedener yz, siehe [27] fu¨r ein Rechenbeispiel.
Ein sehr gutes einstufiges Verfahren wird in verschiedenen Implementierungen als
rbfSolve in [3] und RBF-G in [23] vorgestellt. Wie gut ein neues Paar xz, yz zur
bisherigen Menge von Knoten und Auswertungen Ξi, Yi paßt, wird dort durch die
Funktion
g(xz) := µ(xz)(Φ(xz)− yz)2
ausgedru¨ckt. Dies ist so zu verstehen: Sei Φ der Interpoland zu Ξi, Yi und Φ
z der











Die Interessantheit des Paares xz, yr ist dann definiert als σ(Φz). Die Minimierung
von σ(Φz) u¨ber alle xz ist gleichwertig zur Minimierung von g(xz). Dabei geht
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λµi φ(x− xi) + µ(xz)φ(x− xz) + bTµx+ aµ.








Abbildung 2.6: Einstufiges Verfahren
yz = minx∈DΦ(x) erzeugt eine reine lokale Suche, je mehr man yz gegen −∞ ge-
hen la¨ßt, desto weniger gehen die Zielfunktionswerte ein und es wird nur noch
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in Bereichen gesucht, in denen bisher kaum ausgewertet wurde. Deshalb wird
a¨hnlich wie im CORS Verfahren im Laufe der Iteration immer wieder ein Zyklus
durchlaufen, um beide Formen der Suche zu beru¨cksichtigen. Unter gewissen Vor-
aussetzungen ist dieses Verfahren global konvergent.
Trotzdem bleibt ein wesentlicher Nachteil aller hier aufgefu¨hrten Methoden, die
auf dem Kriging aufbauen. Besonders deutlich wird er bei der Verwendung ein-
stufiger Verfahren: In unserer Anwendung sollen in jeder Iteration mehrere, sogar
einige hundert, neue Knoten gefunden werden. Es ist klar, daß ein vernu¨nftiges
Verfahren die bisher festgelegten Knoten und die dort vermuteten Funktionswer-
te in irgendeiner Form beru¨cksichtigen muß. Also sind in unserem Fall mehrere
tausend Kriging Interpolanden zu berechnen. Dies erfordert die Lo¨sung von Linea-
ren Gleichungssystemen der Form (1.9). Leider vera¨ndert die Hinzunahme eines
neuen Knoten die optimalen θl, . . . θn, p1, . . . , pn, und damit in aller Regel auch
sa¨mtliche Eintra¨ge der LGS-Matrix, also muß man die vollbesetzten Gleichungs-
systeme immer wieder von vorne lo¨sen, ohne auf alte Lo¨sungen zuru¨ckgreifen zu
ko¨nnen. Deshalb sind die auf dem Kriging basierenden Verfahren in ihrer vorge-
stellten Form fu¨r uns nur nach enstprechender Vera¨nderung brauchbar.
Dieser U¨berblick hat nicht den Anspruch der Vollsta¨ndigkeit. Er kann nur eine





Globale Optimierung kann auch lokale Suche beinhalten. Wohl am beliebtesten
in dieser Hinsicht ist das Newton-Verfahren. Man scha¨tzt besonders die Eigen-
schaft, daß man in vergleichsweise wenigen Schritten sehr nahe an das lokale Mi-
nimum kommt, was wir gleich noch pra¨ziser erla¨utern. Allerdings beno¨tigt man
in jedem Schritt die Hessematrix der Zielfunktion im aktuellen Knoten. Diese
liegt meist nicht vor. Man kann sich dann z.B. durch eine Approximation mittels
Differenzenquotienten helfen. Dies treibt aber den Aufwand sofort in die Ho¨he.
Daher wurden etliche Abwandlungen entwickelt, die nur Gradientenauswertun-
gen beno¨tigen [36]. All diese Verfahren haben gemeinsam, daß man versucht, den
rechnerischen Aufwand in jedem Schritt so gering wie mo¨glich zu halten. Wir aber
ko¨nnen in unserem Fall ohne Bedenken viel Rechenzeit investieren, wenn nur die
Anzahl der Iterationen abnimmt. Deshalb machen wir es uns zum Ziel nach Ver-
fahren zu suchen, die mo¨glichst schneller als das Newton-Verfahren ein lokales
Minimum finden und im Rahmen der gegebenen Problemstellung durchfu¨hrbar
sind.
3.1 Verallgemeinerung des Newton-Verfahrens
Will man ein Verfahren verbessern bzw. es u¨bertreffen, ist es sicher hilfreich zu
verstehen, wie es funktioniert. In unserem Fall wird sich aus der Herleitung des
Newton-Verfahrens in seiner einfachsten Fassung unmittelbar eine mo¨gliche Ver-
allgemeinerung ergeben. Wir nehmen an dieser Stelle vorweg, daß man zwei mal
auf beschriebene Weise vorgehen kann, bevor man an die Grenzen der Problem-
stellung sto¨ßt. Mehr dazu in Abschnitt 3.2.
Unter geeigneten Differenzierbarkeitsvoraussetzungen fu¨r die Zielfunktion f gilt
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und wir erhalten damit die quadratische Approximation
T2(x




was Abbildung 3.1 an einem Beispiel verdeutlicht.








Notwendig dafu¨r ist das Auflo¨sen von ∇hT2(xk + h) = 0. Es ergibt sich
0
!
= ∇hT2(xk + h) = ∇f(xk) +Hf (xk)h.
Umstellen liefert die Suchrichtung des Newton-Verfahrens:
h∗k = −H−1f (xk)∇f(xk). (3.2)
Fu¨r positiv definites Hf (x
k) ist T2(x
k + h∗k) minimal. Die beschriebene Iteration
wird in xk+1 := xk + h∗k wie zuvor fortgesetzt. Es gilt dann der
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Satz 3.1. Sei f dreimal stetig differenzierbar, x∗ ∈ Rn mit ∇f(x∗) = 0 und
Hf (x
∗) in x∗ invertierbar. Dann ist das Newton-Vefahren fu¨r Startwerte nahe
genug an x∗ durchfu¨hrbar und konvergiert gegen x∗ mit der Eigenschaft
‖xk+1 − x∗‖ = O (‖xk − x∗‖2)
Beweis: Siehe [6]. 
Man spricht hier von quadratischer Konvergenz, was bedeutet, daß sich im we-
sentlichen die Zahl der gu¨ltigen Dezimalstellen mit jeder Iteration verdoppelt,
wenn man einmal nahe genug an der Lo¨sung ist. Dies erkla¨rt, warum das Newton-
Verfahren unter Anwendern so beliebt ist.
Verallgemeinern la¨ßt sich dieses Vorgehen z.B. dadurch, daß man analog fu¨r T3,
T4 usw. vorgeht. Im Folgenden wird erkla¨rt, wie dies geschehen kann und welche
Schwierigkeiten auftreten ko¨nnen.
Die naheliegendste Verallgemeinerung ist, die Zielfunktion nicht nur quadratisch,
sondern sogar kubisch zu approximieren. Wir bilden also
T3(x











was im Eindimensionalen etwa wie in Abbilung 3.2 aussieht.
Abbildung 3.2: Kubische Approximation der Zielfunktion
Man erkennt sofort, daß in der Regel die Gradientennullstelle der Approximation





















∇hT3(xk + h) = ∇f(xk) +Hf (xk)h+ Tf (xk, h).
Wie bereits in Abbildung 3.2 angedeutet, la¨ßt sich ∇hT3(xk + h) = 0 in der
Regel nicht ohne weiteres nach h auflo¨sen. Es ist aber mo¨glich, Tf (x
k, h) durch
Tf (x
k, h∗k) zu ersetzen, wobei h
∗
k wie in (3.2) berechnet wurde, und dann
0 = ∇f(xk) +Hf (xk)h+ Tf (xk, h∗k).
nach h umzustellen. Man erha¨lt die Suchrichtung des sogenannten Halley-Verfahrens
[10]
h˜k = −H−1f (xk)
(∇f(xk) + Tf (xk, h∗k)) . (3.4)
Wir werden spa¨ter noch zeigen, daß man mit der Iterationsvorschrift
xk+1 := xk + h˜k (3.5)
kubische Konvergenz erzielt. Dadurch ermutigt versucht man ein a¨hnliches Vor-
gehen fu¨r
T4(x



















was wir beispielhaft in Abbildung 3.3 sehen. Bezu¨glich der Minimierung von T4
deuten sich a¨hnliche Probleme wie fu¨r T3 an.
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Abbildung 3.3: Approximation der Zielfunktion durch Polynom vierten Grades




















∇hT4(xk + h) = ∇f(xk) +Hf (xk)h+ Tf (xk, h) +Qf (xk, h).
Es ist erneut nicht offensichtlich, wie man eine Gleichung des Typs
∇hT4(xk + h) = 0
nach h auflo¨sen kann, deswegen verfa¨hrt man a¨hnlich wie oben, und stellt
0 = ∇f(xk) +Hf (xk)h+ Tf (xk, h˜k) +Qf (xk, h˜k).
mit h˜k wie in (3.4) nach h um. Das liefert
hˆk = −H−1f (xk)
(





xk+1 = xk + hˆk (3.7)
erhalten wir das Verfahren V der Konvergenzordnung vier, was nun gezeigt wird.
Als Zwischenresultat wird zuerst noch die Ordnung drei des Halley-Verfahrens
gezeigt. A¨hnlich wie dieser Beweis la¨uft dann auch der fu¨r V ab. Um dies mo¨glichst
u¨bersichtlich zu gestalten, werden zuna¨chst Notationen gekla¨rt und beno¨tigte
Resultate aufgefu¨hrt. So definieren wir
N(xk) := xk −H−1f (xk)∇f(xk).
Liegt xk nahe genug an der Gradientennullstelle x∗ so gilt wegen Satz 3.1
‖N(xk)− x∗‖ = O (‖xk − x∗‖2 ) (3.8)
Mit der Taylorentwicklung von Hf erhalten wir
Hf (x
k) = Hf (x
∗)+O(‖xk−x∗‖) ⇒ ‖Hf (xk)−Hf (x∗)‖ = O
(‖xk − x∗‖) , (3.9)
Taylorentwicklung von ∇f um x∗ liefert (mit ∇f(x∗) = 0)
∇f(N(xk)) = Hf (x∗)(N(xk)− x∗) +O(‖xk − x∗‖4),
und damit
Hf (x
∗)(N(xk)− x∗) = ∇f(N(xk)) +O(‖xk − x∗‖4). (3.10)
Erneut wenden wir Taylor an:
∇f(N(xk)) = ∇f(xk −H−1f (xk)∇f(xk)) = ∇f(xk)−Hf (xk)H−1f (xk)∇f(xk)
+Tf (x
k,−H−1f (xk)∇f(xk)) +O(‖H−1f (xk)∇f(xk)‖3) (3.11)
= Tf (x
k, h∗k) +O(‖H−1f (xk)∇f(xk)‖3).
Dies ist nur mo¨glich, wenn f viermal stetig differenzierbar ist. Zuletzt werden wir
noch beno¨tigen, daß
‖ −H−1f (xk)∇f(xk)‖ = ‖N(xk)− xk‖ = ‖N(xk)− x∗ − (xk − x∗)‖




Satz 3.2. Es gelten die Voraussetzungen von Satz 3.1, f sei daru¨ber hinaus
viermal stetig differenzierbar. Dann ist das Halley-Verfahren fu¨r Startwerte nahe
genug an x∗ durchfu¨hrbar und konvergiert gegen x∗ mit der Eigenschaft
‖xk+1 − x∗‖ = O (‖xk − x∗‖3)
Beweis: Es sei β := maxxk∈D ‖H−1f (xk)‖. β ist nach den Voraussetzungen von
Satz 3.1 in einer Umgebung von x∗ beschra¨nkt. Damit gilt:
‖xk + h˜k − x∗‖ = ‖xk − x∗ −H−1f (xk)
(∇f(xk) + Tf (xk, h∗k)) ‖
≤ ‖H−1f (xk)‖ · ‖Hf (xk)xk −Hf (xk)x∗ −∇f(xk)
−Tf (xk, h∗k)‖





= β · ‖Hf (xk)
(
N(xk)− x∗)− Tf (xk, h∗k)‖





≤ β · ‖Hf (xk)−Hf (x∗)‖ · ‖N(xk)− x∗‖
+β · ‖Hf (x∗)
(
N(xk)− x∗)− Tf (xk, h∗k)‖
(3.8), (3.9)





= O (‖xk − x∗‖3)+O (‖H−1f (xk)∇f(xk)‖3)
(3.12)
= O (‖xk − x∗‖3)

A¨hnlich gehen wir nun fu¨r V vor. Wieder werden die beno¨tigten Resultate zuerst
angegeben und dann im Laufe der Rechnung referenziert. Beno¨tigt wird das
Lemma 3.3. Es gelten die Voraussetzungen von Satz 3.2. Dann gilt die Aussage
von dort auch fu¨r die Verfahrensvorschrift
xk+1 = xk−H−1f (xk)
(





Beweis: Sei p2 ∈ P2n und h,∆h ∈ R. α und β seien Multiindizes aus dem Zn, α
sei von der Form (0, . . . , 0, 2, 0, . . . , 0), wa¨hrend β die Struktur (0, . . . , 0, 1, 0, . . .
. . . , 0, 1, 0, . . . , 0) habe, die in p2 auftretenden Koeffizienten bezeichnen wir mit





















Wir greifen einen Multiindex α˜ heraus, die zugeho¨rige Komponente aus h be-
zeichnen wir mit hα˜, die aus ∆h mit ∆hα˜. Der entsprechende Vorfaktor in p2 ist
λα˜. Es gilt
λα˜(hα˜)
2 − λα˜(hα˜ +∆hα˜)2 = λα˜(−2hα˜∆hα˜ + (∆hα˜)2)
≤ |λα˜| · (2|hα˜| · |∆hα˜|+ |∆hα˜|2)





∣∣∣∣∣ ≤ (2|hm| · |∆hm|+ |∆hm|2) ·∑
α
|λα|.
Fu¨r die β verla¨uft die Rechnung vo¨llig analog, was zur dieser Abscha¨tzung fu¨hrt
|p2(h)− p2(h+∆h)| ≤
(









Es gelte nun ∆h = O(‖h‖2). Dann gilt auch ∆hm = O(‖h‖2), und ohnehin
hm = O(‖h‖). Aus (3.13) schließen wir dann
|p2(h)− p2(h+∆h)| = O(‖h‖3).
Dies werden wir gleich benutzen, denn es gilt
h˜k = −H−1f (xk)(∇f + Tf (xk, h∗k)) = h∗k +O(‖h∗k‖2). (3.14)
Da Tf (x
k, h) ein Polynom zweiten Grades in h ist, erhalten wir folgende Abscha¨tz-
ung:
‖Tf (xk, h∗k)− Tf (xk, h˜k)‖ = O(‖h∗k‖3)
(3.9)
= O(‖xk − x∗‖3) (3.15)
Nun ko¨nnen wir die Behauptung zeigen. Die Rechnung verla¨uft gro¨ßtenteils ana-
log zu der im Beweis von Satz 3.2, erst ab der drittletzten Gleichung gibt es
Unterschiede.
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‖xk + h0k − x∗‖ = ‖xk − x∗ −H−1f (xk)(∇f(xk) + Tf (xk, h˜k))‖
...






k, h∗k)− Tf (xk, h˜k) +O
(‖xk − x∗‖3)
(3.15)
= O (‖xk − x∗‖3)

Analog zu (3.14) leitet man
∥∥h0k − h˜k∥∥ = O (‖h∗k‖3)
und daraus
‖Tf (xk, h˜k)− Tf (xk, h0k)‖ = O
(‖h∗k‖4) (3.16)
bzw.
‖Qf (xk, h˜k)−Qf (xk, h0k)‖ = O
(‖h∗k‖4) (3.17)
her. Wir werden benutzen, daß
N0(xk) := xk + h0k ⇒ ‖N0(xk)− x∗‖ = O
(‖xk − x∗‖3) . (3.18)
A¨hnlich zu (3.10) und (3.11) gilt dann
Hf (x
∗)(N0(xk)−x∗) = Tf (xk, h0k)−Tf (xk, h˜k)+Qf (xk, h0k)+O
(‖h∗k‖4) , (3.19)
was die fu¨nfmalige stetige Differenzierbarkeit von f voraussetzt. Damit erhalten
wir
Satz 3.4. Es gelten die Voraussetzungen von Satz 3.1, f sei daru¨ber hinaus fu¨nf-
mal stetig differenzierbar. Dann ist V fu¨r Startwerte nahe genug an x∗ durchfu¨hr-
bar und konvergiert gegen x∗ mit der Eigenschaft
‖xk+1 − x∗‖ = O (‖xk − x∗‖4)
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≤ ∥∥H−1f (xk)∥∥ · ∥∥∥Hf (xk)xk −Hf (xk)x∗ −∇f(xk)
−Tf (xk, h˜k)−Qf (xk, h˜k)
∥∥∥
= β ·
∥∥∥Hf (xk)(xk −H−1f (xk)(∇f(xk) + Tf (xk, h˜k)))
−Hf (xk)x∗ −Qf (xk, h˜k)
∥∥∥
= β ·
∥∥∥Hf (xk) (N0(xk)− x∗)−Qf (xk, h˜k)∥∥∥
= β ·





≤ β · ∥∥Hf (xk)−Hf (x∗)∥∥ · ∥∥N0(xk)− x∗∥∥
+β ·
∣∣∣∣∣∣Hf (x∗) (N0(xk)− x∗)−Qf (xk, h˜k)∣∣∣∣∣∣
(3.9), (3.18)
= β ·
∣∣∣∣∣∣Hf (x∗) (N0(xk)− x∗)−Qf (xk, h˜k)∣∣∣∣∣∣
+O (‖xk − x∗‖4)
(3.19)
= β ·
∥∥∥Tf (xk, h0k)− Tf (xk, h˜k) +Qf (xk, h0k)
−Qf (xk, h˜k)
∥∥∥+O (‖xk − x∗‖4)
(3.16), (3.17)
= O (‖xk − x∗‖4)

Mit dem Halley-Verfahren und V sind uns also zwei Methoden gegeben, die unter
geeigneten Voraussetzungen zumindest in der Theorie schneller konvergieren als
das Newton-Verfahren. In der Literatur wird zwar stets die Konvergenz dritter
Ordnung des Halley-Verfahrens erwa¨hnt, allerdings war ein Beweis fu¨r den belie-
big dimensionalen Fall trotz intensiver Suche nicht auffindbar. Zudem wird er fu¨r
den Beweis der Ordnung vier des neuen Verfahrens beno¨tigt.
Bevor wir zu einer ausfu¨hrlichen Testreihe des Halley-Verfahrens und V kommen,




Besonders in der Numerik partieller Differentialgleichungen benutzt man immer
wieder sogenannte Differenzensterne, um Ableitungen anzuna¨hern. Auch wir ma-
chen davon Gebrauch. Wir wollen herausfinden, welche Ableitungen wie gut mit
welcher Anzahl an Auswertungen approximiert werden ko¨nnen.
Zuna¨chst macht man sich klar, welche Arten von Ableitungen in den Verfahren
(3.5) bzw. (3.7) u¨berhaupt auftreten. Wir beginnen mit dem Halley-Verfahren.
Dort ist T3, entwickelt um eine beliebige Stelle x¯, interessant. Um besser zu ver-
stehen, welche partiellen Ableitungen auftreten ko¨nnen, schreiben wir T3(x¯ + h)
etwas anders als in (3.3). Weil nur Ableitungen bis einschließlich der Ordnung 3
auftauchen, genu¨gt die Betrachtung der ersten drei Richtungen x, y und z. Mit
h = (h1, . . . , hn) erhalten wir
















































h1h2h3 + . . .
In [16] findet man Differenzensterne zur Anna¨hrung eindimensionaler Ausdru¨cke
wie fx, fyy, fzzz usw. Aus diesen ko¨nnen leicht Differenzensterne fu¨r partiellen
Ableitungen in mehrere Richungen erzeugt werden. Alle verwendeten eindimen-
sionalen Sterne sind aus [16].
Sei nun z.B. eine Anna¨herung von fxxy gesucht. Wir finden sie, indem wir Dif-
ferenzensterne von fxx und fy geeignet miteinander verknu¨pfen. Dies ist so zu
verstehen: Es gelten
f(x− h, y)− 2f(x, y) + f(x+ h, y)
h2
= fxx(x, y) +O(h2)
und
−f(x, y − h) + f(x, y + h)
2h
= fy(x, y) +O(h2).
Diese beiden Anna¨herungen werden wie in folgenden Schema kombiniert (Das
doppelt eingerahmte Gewicht entspricht der Stelle, in der angena¨hert werden
soll):
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,Abbildung 3.4: Graphische Herleitung von fxxy
was als
fxxy ≈ −f(x− h, y − h) + 2f(x, y − h)− f(x+ h, y − h)
2h3 (3.20)
+
f(x− h, y + h)− 2f(x, y + h) + f(x+ h, y + h)
2h3
zu verstehen ist. Mittels Taylorentwicklung verifiziert man, daß durch die so er-
zeugte Formel eine Approximation mit einem Fehler von O(h2) gegeben ist. Ap-
proximationen anderer Terme konstruiert man dann entsprechend. Es wurden
immer Differenzensterne ausreichender Ordnung verwendet, so daß die jeweili-
gen Taylorreihen auch numerisch von der entsprechenden Ordnung approximiert
wurden.
Jetzt kann gekla¨rt werden, wie viele Auswertungen im Rn no¨tig sind, um T3(x¯+h)
durch Differenzensterne anzuna¨hern. Betrachten wir hierfu¨r zuerst die Ableitun-
gen in eine Richtung, z.B. in Richung x. Wir beno¨tigen einen Stern der Form
,
der uns die Approximation von fx, fxx und fxxx ermo¨glicht. Dies stellen wir fol-
gendermaßen dar:
−→ fxxx, fxx, fx
Es seien weiterhin exemplarisch aufgefu¨hrt:
−→ fyyy, fyy, fy und −→ fxy, fxxy, fxyy.
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Betrachten wir nun den zweidimensionalen Stern der Form
,
Abbildung 3.5: Zweidimensionaler Differenzenstern
der in der xixj-Ebene liegt. Mit den Auswertungen in diesem Stern kann man
in (3.3) fast alle Terme, die Abeitungen in den Richtungen xi und xj enthalten
anna¨hern. Ausnahme sind noch die Ableitungen der Form fxixjxk mit xi 6= xk und
xj 6= xk, auf die wir spa¨ter eingehen. Vorher kla¨ren wir, wie viele Auswertungen
fu¨r die Ableitungen beno¨tigt werden, die man bisher anna¨hern kann.











Sterne mit je 13 Feldern wie in Abbildung






trachtet man die Menge aller Sterne, so stellt man fest, daß sie alle das selbe
Zentrum hat, dort also nur einmal ausgewertet werden muß. Es ist weiterhin
leicht einzusehen, daß es insgesamt 4n mit
”
lin“ gekennzeichneten Knoten gibt.
Die mit
”
q“ markierten Stellen dagegen kommen immer nur in einem Stern vor.
Dies ergibt insgesamt einen Bedarf von






Fu¨r Ableitungen fxixjxk in drei verschiedene Richtungen setzen wir die zweifache
Verkettung des einseitigen Differenzenquotienten von der Ordnung 1 an. Das
Schema in den Richtungen x, y und z
,
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fu¨hrt zu der Formel
fxyz =
−f(x, y, z) + f(x+ h, y, z) + f(x, y + h, z)− f(x+ h, y + h, z)
h3
+
f(x, y, z + h)− f(x+ h, y, z + h)
h3
+
−f(x, y + h, z + h) + f(x+ h, y + h, z + h)
h3
+O(h).
Markieren wir die einzelnen Felder des dreidimesionalen Stern wieder wie vorher
,
so erkennt man, daß alle bis auf das mit
”
kub“ gekennzeichnete Feld bereits in






















Auswertungen anna¨hern. Tabellarisch heißt das
n 1 2 3 4 5 6 7 8 9 10 11 12
#3(n) 5 13 26 45 71 105 148 201 265 341 430 533



















n 1 2 3 4 5 6 7 8 9 10
#4(n) 5 15 35 70 126 210 330 495 715 1001
Fu¨r n = 10 wa¨re (3.7) gerade noch durchfu¨hrbar. Das Halley-Verfahren dagegen
kann ohne Probleme in die globale Suche eingebettet werden. Wahrscheinlich
kann wie in Abschnitt 3.1 ein Verfahren der Ordnung 5 hergeleitet werden. Es
ist allerdings zu erwarten, daß dies mehr Auswertungen beno¨tigt als uns zur
Verfu¨gung stehen.
3.3 Numerische Resultate
Wir haben nun zwei Verfahren zur Verfu¨gung, die zumindest in der Theorie einen
Vorteil gegenu¨ber dem Newton-Verfahren andeuten. Es wird nun gekla¨rt, ob sich
dies auch in die Praxis fortsetzt.
Vorher ist die Diskussion einiger Feinheiten notwendig. Es muß schließlich klar
sein, was genau verglichen wird. So wurde bisher noch nicht darauf eingegangen,
wie die Schrittweite der Verfahren gesteuert wird: Dies ist no¨tig, weil Newton-
und Halley-Verfahren und auch V in ihren bisherigen Formulierungen nur dann
einen Abstieg liefert, wenn man schon in der Na¨he der Lo¨sung ist. In unserem Fall
ka¨me nur eine gradientenfreie Steuerung im Stile der Goldstein-Armijo-Regel [36]
in Frage, weil sonst zu viele Auswertungen verbraucht wu¨rden. Wir haben aber
nicht die Mo¨glichkeit verschiedene Schrittweiten nacheinander auf ihre Abstiegs-
eigenschaft zu testen, sondern mu¨ssen alle in Frage kommenden Punkte apriori
wa¨hlen. Deshalb wa¨hlen wir die minimale Schrittweite εs und definieren fu¨r den
Punkt x ∈ Rn und die Suchrichtung h ∈ Rn die Suchpunkte
S(x, h) := {x+(1/2)kh mit k ∈ N0, ‖(1/2)kh‖ > εs und x+(1/2)kh ∈ D} (3.21)
Sollte x+h außerhalb von D liegen, so wird λh ∈ R so gewa¨hlt, daß x+λhh ∈ ∂D
gilt, dieser Punkt auf dem Rand wird dann noch zu S(x, h) dazugenommen. Liegt
x auf ∂D, so wird unterschieden zwischen den Suchrichtungen, die in D liegen
und denen, die aus D herausfu¨hren. Fu¨r erstere gilt die analoge Definition von
S(x, h). Fu¨r die anderen wird x+h auf D projeziert, was den Punkt x+hp liefert,
und dann S(x, hp) wie in (3.21) ermittelt. Wir definieren dann noch
Sm(x, h) = argmin{f(ξ) | ξ ∈ S(x, h)}, (3.22)
was gleichzeitig die na¨chste Iterierte ist. Dies genu¨gt dem Anpruch, in jedem
Schritt einen mo¨glichst großen Fortschritt hinsichtlich der Zielfunktionswerte zu
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machen.
Auf dieser Grundlage werden nun die drei Verfahren miteinander verglichen. U¨bli-
cherweise testet man die Kandidaten an einem in der Forschung anerkannten
Testsatz. Ein Auszug der ga¨ngigsten Benchmarkprobleme findet sich in [19], die-
se Auswahl wurde auch hier verwendet. Als zula¨ssige Menge D wurde entprechend
der Aufgabenstellung ein Quader gewa¨hlt. Nun sind die Testfunktionen nicht so
strukturiert, daß sich das Minimum immer in [0, 1]n befindet. Deswegen wurde D
fu¨r jede Testfunktion individuell gewa¨hlt. Am Beispiel der Rosenbrock Funktion
R(x, y) = (1− x)2 + 100(y − x2)2
wird nun erla¨utert, wie das Newton-Verfahren, das Halley-Verfahren und V mit-
einander verglichen wurden.
So wurde fu¨r R(x, y) der Quader
DR := {x ∈ R2 | ai ≤ xi ≤ bi}
mit a = (−1, 0) und b = (3, 2) definiert. Damit am Ende ein mo¨glichst aus-
sagekra¨ftiges Ergebnis vorliegt, wurden in DR viele verschiedene Startpunkte
x1s, . . . , x
M
s zufa¨llig ausgewa¨hlt. M variiert von Problem zu Problem und wurde
jeweils so gewa¨hlt, daß die M Vergleiche in ca. 6 Stunden durchgefu¨hrt werden
konnten.
Um V zu testen, wurde wie folgt vorgegangen: In x1s wurde, wie in Abschnitt 3.2
beschrieben, ein Differenzenstern erzeugt und die Testfunktion auf diesem aus-
gewertet. Aus diesen Auswertungen wurde mit Hilfe der Theorie aus Abschnitt
3.2 die Suchrichtung hg := −∇(f(x1s)) und die Suchrichtungen hN , hH und hV
des Halley- bzw. Newton-Verfahrens und von V errechnet. Damit sind die Such-







s, hH) bzw. Sm(x
1
s, hV) gema¨ß (3.22)
bestimmt. Ist
argmin{f(Sm(x1s, hg)), f(Sm(x1s, hN)), f(Sm(x1s, hH , )), f(Sm(x1s, hV)} (3.23)
weniger als ε vom Minimum entfernt, so brechen wir diese Suche ab und das Mini-
mum gilt als nach einem Schritt gefunden. Falls nicht, liefert (3.23) das Zentrum
fu¨r einen neuen Differenzenstern, wo wir wieder die vier Suchrichtungen gene-
rieren usw. Irgendwann ist das Minimum gefunden oder die Maximalschrittzahl
nmax u¨berschritten. Die Anzahl der Schritte, die bis zum Abbruch vorgenommen
wurden, bezeichnen wir als s1V . Damit wird angegeben, wie viele Schritte unter
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Hinzunahme von V von x1s aus beno¨tigt wurden, um das Minimum zu finden.
Ist dies abgeschlossen, starten wir die Suche von x1s aus erneut. Der Unterschied
zum eben beschriebenen ist, daß nur noch jeweils die Suchrichtungen hg, hN
und hH ermittelt und u¨berpru¨ft werden. Ansonsten ist das Vorgehen identisch.
Dadurch wird ermittelt, wie viele Schritte gebraucht werden, wenn das Halley-
Verfahren Bestandteil der Methode ist. Die so ermittelte Schrittzahl wird mit s1H
bezeichnet.
Zuletzt wird noch einmal wie eben beschrieben verfahren, es gehen aber nur noch
die Suchrichtungen hg und hN ein. Es wird also ermittelt wie viele Schritte eine
Kombination aus Newton- und Gradientensuche beno¨tigt, um von x1s ins Mini-
mum zu gelangen. Die Anzahl dieser Schritte wird mit s1N bezeichnet.
Dieses Vorgehen wurde gewa¨hlt, weil es in der parallelen Problemstellung keine
Rolle spielt, ob man S(x, h) fu¨r eine, zwei oder drei Richtungen h bestimmt. In
jedem Fall sind viel weniger als 1000 Auswertungen no¨tig. Die zweite eben be-
schriebene Methode wurde auch in das in Abschnitt 4.2 entwickelte Verfahren
integriert.
Die drei eben beschriebenen Verfahren wurden von jedem xis, i = 1, . . .M , aus





net, wodurch die Vektoren sV , sH und sN entstehen.
Es sei angemerkt, daß obige Verfahren in keinem einzigen Testlauf bei keiner der
Testfunktionen gegen einen anderen Punkt als ein lokales Minimum konvergiert
sind.









wodurch angegeben wird, wie viel Aufwand das Halley-Verfahren im Vergleich
zum Newton-Verfahren bzw. V im Vergleich zum Halley-Verfahren vom Start-













Dies gibt einen U¨berblick daru¨ber, wie viel man durch Einsatz des Halley-Verfahrens
bzw. V im Mittel einsparen kann, wenn man vom selben Punkt aus startet. Oder
ob man evtl. sogar mehr Aufwand betreiben muß.
Weiterhin interessant ist die Frage, in wie vielen Fa¨llen das Halley- im Vergleich zu
Newton-Verfahren eine Verbesserung bringt, bzw. wie oft das Newton-Verfahren
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besser war. Wie wahrscheinlich ist es, u¨berhaupt etwas einzusparen bzw. zu ver-
lieren. Es geht also um die Gro¨ßen
hb :=
#{i | qih < 1}
M
, hg :=
#{i | qih = 1}
M
und hs :=
#{i | qih > 1}
M
bzw.













Um Ausreißer aus der Statistik zu nehmen, wurden die 2.5% kleinsten qih bzw.
qiV und die 2.5% gro¨ßten nicht beachtet.
Um zu untersuchen, ob sich die Konvergenz dritter bzw. vierter Ordnung nur in
der Na¨he des Minimums x∗ auswirkt, wurde die Abbruchbedingung ‖xi−x∗‖ < ε
fu¨r verschiedene ε getestet. Fu¨r R(x, y) mit ε = 0.01 erhielten wir
∅h = 71.7%, hb = 85.4% hg = 9.4% hs = 5.2%.
Das heißt, daß man sich gegenu¨ber dem Newton-Verfahren mit erheblicher Wahr-
scheinlichkeit verbessert. Im Mittel braucht man nur etwa 70% der Iterationen.
Das Risiko, daß man schlechter abschneidet, ist mit ca. 5% durchaus gering.
In der Theorie ist V zwar noch schneller als das Halley-Verfahren, jedoch sind die
numerischen Ergebnisse entta¨uschend:
∅V = 99.7%, Vb = 31.1% Vg = 54% Vs = 14.9%.
Im Mittel hat man keinen ernsthaften Vorteil gegenu¨ber dem Halley-Verfahren,
auch die Chance, sich u¨berhaupt zu verbessern, scheint relativ gering im Vergleich
zu dem Aufwand, den man betreiben muß.
Fu¨r ε = 0.001 erhalten wir
∅h = 71.4%, hb = 89.2% hg = 6.5% hs = 4.3%.
bzw.
∅V = 100.2%, Vb = 24.2% Vg = 60.9% Vs = 14.9%.
und ε = 0.0001 liefert
∅h = 70.4%, hb = 92.8% hg = 3.4% hs = 3.8%.
bzw.
∅V = 99.9%, Vb = 27.2% Vg = 59.3% Vs = 13.5%.
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Dies paßt zur These, daß das Halley-Verfahren unabha¨ngig vom Startpunkt schnel-
ler ist als das Newton-Verfahren und seinen Vorteil nicht nur aus den letzten
Iterationen nahe am Minimum erzielt. Schon vorher hat man einen Vorteil.
Sehr a¨hnliche Ergebnisse erhielt man fu¨r die u¨brigen Testfunktionen:
Funktion ε ∅h hb hg hs ∅V Vb Vg Vs
0.01 71.7 85.4 9.4 5.2 99.7 31.1 54 14.9
Rosenbrock 0.001 71.4 89.2 6.5 4.3 100.2 24.2 60.9
0.0001 70.4 92.9 3.4 3.8 99.9 27.2 59.3 13.5
0.01 78.8 93 7 0 98.6 13.3 82.6 4.1
Helix 0.001 78 96.2 4.8 0 99 12.6 81.8 5.6
0.0001 77.5 97.8 2.2 0 98.6 13.9 82.2 3.9
0.01 88.8 57.4 41.8 0.8 97.1 16 84 0
Gauß 0.001 86.9 70.1 29.3 0 96.5 20.7 79.3 0
0.0001 85.2 82.3 17.7 0 96.2 22.9 77.1 0
0.01 84.8 100 0 0 92.6 79.7 6.2 14.1
Powell s.k. 0.001 84.2 100 0 0 92.6 80.6 4.2 15.2
0.0001 83.1 100 0 0 94.2 79.7 5.3 15
0.01 93.2 36.1 63.2 7.7 99.6 3.3 97.7 0
Box 0.001 92.4 40.1 59.5 0.4 99.5 4.5 95.5 0
0.0001 91.6 45.4 53.9 0.7 99.4 5.2 94.1 0.7
0.01 100.4 11.6 77.6 10.8 100 0 100 0
Beliebig dim. 0.001 97.4 21.9 70.1 7.3 100 0 100 0
0.0001 98.5 19.3 71.2 9.5 99.5 3.1 96.9 0
0.01 77.3 95.8 4.2 0 100 1.1 97.5 1.4
Watson 0.001 77 96 4 0 99.3 6 94 0
0.0001 76.3 98.2 1.8 0 98.3 15.1 84.9 0
0.01 86.3 98.4 1.6 0 97.7 46.1 30.3 23.6
Penalty I 0.001 84.7 100.0 0 0 97.5 52.8 27.4 19.8
0.0001 82.4 100.0 0 0 97.5 46.6 30.6 22.8
0.01 89.1 59.5 40.5 0 96.5 18.7 80.8 0.5
Penalty II 0.001 85.5 81.5 18.5 0 95.6 25.1 74.5 0.4
0.0001 84.7 87.4 12.6 0 94.2 33.7 66.2 0
0.01 36.3 89.5 10.5 0 81.8 41.0 56.0 3.0
Brown s.k. 0.001 37.6 89.4 10.6 0 81.9 42.1 55.6 2.2
0.0001 37.8 90.3 9.7 0 82.4 42.4 54.4 3.2
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Funktion ε ∅h hb hg hs ∅V Vb Vg Vs
0.01 75.9 100.0 0 0 96.9 17.8 82.2 0
B. Dennis 0.001 75.2 100.0 0 0 97.0 18.0 82.0 0
0.0001 74.1 100.0 0 0 97.0 18.2 81.8 0
0.01 81.9 86.0 0.4 13.6 104.7 39.6 17.4 43.0
Cox 0.001 82.7 88.1 1.0 10.9 105.0 42.8 17.1 40.1
0.0001 83.4 88.1 0.8 11.1 104.4 41.1 19.0 39.9
0.01 89.3 51.7 48.3 0 96.2 21.2 75.5 3.2
Trig. F. 0.001 87.5 66.2 33.8 0 93.0 36.0 63.0 1.0
0.0001 85.2 78.1 21.9 0 93.2 36.6 61.6 1.8
0.01 74.7 100.0 0 0 91.8 72.7 27.3 0
Powell Sing. 0.001 72.8 100.0 0 0 90.9 87.3 12.7 0
0.0001 73.5 100.0 0 0 92.3 79.9 19.0 1.1
0.01 85.1 75.9 24.1 0 95.8 25.4 72.4 2.2
Beale 0.001 83.1 86.8 13.2 0 94.2 35.6 63.0 1.4
0.0001 82.2 90.9 9.1 0 93.9 39.0 59.8 1.3
0.01 79.1 94.1 2.1 3.8 96.7 41.2 50.5 8.3
Wood 0.001 78.8 95.6 1.4 3.1 96.5 44.5 47.5 8.0
0.0001 78.5 96.2 1.3 2.5 96.0 49.9 45.4 4.6
3.4 Differenzensterne auf dem Rand
Die in Abschnitt 3.2 hergeleiteten Differenzensterne machen nur im Inneren des
Suchgebietes Sinn. Auch wenn die Suche auf dem Rand in dieser Arbeit keine
Rolle spielt, kann dennoch die Stuation auftreten, daß in einem Punkt auf dem
Rand approximiert werden muß. Mit dem bisherigen Ansatz wu¨rden die Auswer-
tungen teilweise außerhalb der zula¨ssigen Menge liegen.
Dies kann vermieden werden. Analog zu Abschnitt 3.2 betrachtet man einen zwei-
dimensionalen Stern der Form
,
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der nun aber eher symbolisch zu verstehen ist: Es sind nicht zwei aufeinander
senkrecht stehende Richtungen xi und xj gemeint, sondern zwei beliebige line-
ar unabha¨ngige normierte Richtungen d und r. Es handelt sich also um einen
”
schiefen“ Stern. Es wu¨rde sich dann beispielsweise analog zur Herleitung von
fxxy nach Abbildung 3.2 und (3.20)
fddr ≈ −f (x− h(d1 + r1), y − h(d2 + r2)) + 2f(x− hr1, y − hr2)
2h3
+
−f(x+ h(d1 − r1), y + h(d2 − r2))
2h3
+
f (x+ h(−d1 + r1), y + h(−d2 + r2))− 2f(x+ hr1, y + hr2)
2h3
+
f(x+ h(d1 + r1), y + h(d2 + r2))
2h3
ergeben. Hat man nun n linear unabha¨ngige normierte Richtungen r1, . . . , rn im
Rn, die vom Auswertungspunkt ins Innere des Suchgebiets zeigen, so kann man
daraus alle partiellen ersten und zweiten Ableitungen der Form fri bzw. frjrk
erzeugen.
Es gilt
fri = 〈∇f, ri〉,










das sich eindeutig nach ∇f auflo¨sen la¨ßt, weil die Systematrix wegen der linearen
Unabha¨ngigkeit der Richtungen r1, . . . , rn vollen Rang hat.
Die Berechnung der Hessematrix ist etwas komplizierter, aber mo¨glich. Zuerst
betrachten wir die beliebige Koordinatenrichtung xi und die beliebige normierte





















Mit diesem Wissen generieren wir aus
∂fxj
∂ri
= 〈∇fxj , ri〉
















 mit j = 1, . . . , n.
Die Lo¨sung ∇fxj eines solchen Systems ist gerade die j−te Spalte der Hesse-
matrix. In der rechten Seite sind jedoch noch Terme enthalten, die wir so noch
nicht mit dem schiefen Stern approximieren ko¨nnen. Betrachten wir deshalb eine
beliebige der Richtungen, z.B. ri. Wir haben
∇fri = (frix1 , . . . , frixn) = (fx1ri , . . . , fxnri) .
Ko¨nnen wir∇fri bestimmen, dann haben wir auch die rechten Seiten der Linearen
Gleichungssysteme. Fu¨r die ∇fri gilt aber gerade










Auf diese Art kann man mit Hilfe eines
”
schiefen“ Sterns Gradient und Hessema-
trix erzeugen. Weil eine Suche auf dem Rand in der Anwendung kaum auftritt,
wurde dieses Vorgehen nicht auf den dreidimesionalen Stern erweitert.
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Kapitel 4
Neue Verfahren zur Optimierung
teurer Funktionen
In die Entwicklung des im Folgenden vorgestellten Verfahrens gingen folgen-
de Grundgedanken ein: Im Gegensatz zu den beiden erfolgreichsten Verfahren,
CORS und RBF, soll klarer zwischen lokaler und globaler Suche unterschieden
werden. Dort werden jeweils Zyklen durchlaufen. So wird z.B. zu Beginn eines
Zyklus mehr global gesucht. Das heißt, es wird eher in einem entlegenen Punkt
ausgewertet. Am Ende des Zyklus wird dann nahe des globalen Minimums eines
Interpolanden ausgewertet. In den Schritten dazwischen findet ein U¨bergang zwi-
schen dem Auffu¨llen und der lokalen Suche statt.
Auch in unserem Verfahren gibt es eine globale und eine lokale Komponente. Al-
lerdings sind sie klar voneinander getrennt, wobei in beide Bestandteile etwa die
selbe Anzahl an Auswertungen investiert wird. Es gibt keine dazwischen gelager-
ten Schritt, sondern es wird abwechselnd rein global und dann wieder rein lokal
gesucht.
Die globale Suche wird nach dem Prinzip eines einstufigen Verfahrens erfolgen.
Dabei soll die Bewertung einer mo¨glichen Auswertungsstelle auf ihre Interessan-
theit hin geometrisch interpretierbar und formal leicht beschreibbar sein. Die
lokale Suche soll nach Mo¨glichkeit nicht mehr als die bisherigen Auswertungen
zu seiner Durchfu¨hrbarkeit beno¨tigen. All dies fu¨hrte dazu, daß das in dieser Ar-
beit entwickelte neue Verfahren auf Techniken aus den Abschnitten 2.2 und 2.4
zuru¨ckgreift. Man kann zwei verschiedene Versionen formulieren: Eine sequenti-
elle und eine parallele. Urspru¨nglich war nicht geplant, eine sequentielle Fassung
anzugeben. Jedoch waren die numerischen Ergebnisse mit denen der bisher be-
kannten Methoden konkurrenzfa¨hig, weshalb auch diese Version vorgestellt wird.
Das parallele Verfahren la¨ßt sich scho¨n aus dem sequentiellen herleiten, deswegen
63
wird dieses zuerst hergeleitet.
4.1 Sequentielles Verfahren
Zu Beginn wird der globale Bestandteil des Algorithmus erla¨utert. Dazu wird
vorausgesetzt, daß schon m+ 1 Knoten Ξ = {x0, . . . , xm} und dort die Zielfunk-
tionswerte Y bekannt sind. Anwender sind meist daran interessiert, den bisher
besten Zielfunktionswert (z.B. Kosten) ymin mindestens um einen bestimmten
Prozentsatz zu unterbieten. Hier wird das Ziel verfolgt, ymin um ca. 10% zu
verbessern. Der Algorithmus funktioniert aber auch mit anderen Vorgaben. Mit
ymax := maxyi∈Y yi setzen wir die Zielvorgabe
yz :=

1.1ymin falls ymin < 0
ymin − 0.1(ymax − ymin) falls ymin = 0
min{0.9ymin, ymin − 0.1(ymax − ymin)} falls ymin > 0
(4.1)
Die fu¨r ymin = 0 gewa¨hlte Schranke ist sicher die plausibelste, kann aber nicht auf
den Fall ymin > 0 u¨bertragen werden, weil sonst die Konvergenz der entwickelten
Verfahren nicht mehr garantiert werden kann. Nun wird die na¨chste Iterierte
xm+1 ∈ D gesucht. Sie soll so gewa¨hlt werden, daß (xm+1, yz) mo¨glichst gut zu
Ξ, Y paßt. Wo also ist es am plausibelsten, daß der Wert yz erreicht wird?
Wir mu¨ssen dazu eine sinvolle Kennzahl entwickeln, die dies beschreibt. Dazu
wa¨hlen wir zuna¨chst irgendeine zusa¨tzliche Stelle xz ∈ D und bestimmen eine
Funktion Φz, die (Ξ, xz), (Y, yz) interpoliert. Wir entscheiden uns fu¨r einen Ansatz
nach dem Kalku¨l der Radialen Basisfuktionen. Es wird wie in (1.6) vorgegangen,
mit
φ(d) = d3 (4.2)




λi‖x− xi‖32 + λz‖x− xz‖32 + aTx+ b, (4.3)
wobei a ∈ Rn und λi, λz, b ∈ R. Φz ist zweimal stetig differenzierbar, wie die Rech-
nung am Ende von Unterabschnitt 4.2.3 zeigt. Die gilt fu¨r die Ansa¨tze φ(d) = d
und φ(d) = d2 log(d) nicht, weshalb sie nicht beru¨cksichtigt wurden. Alle auftre-
tenden Koeffizienten werden aus dem Linearen Gleichungssystem, das wie (1.9)
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entsteht, bestimmt. Φz ist in Rn zweimal stetig differenzierbar. Dies werden wir
spa¨ter sehen, wenn die Ableitungen konkret berechnet werden. Diese wurden auch
in der Implementierung des Verfahrens verwendet. Die Hessematrix HΦz(x) ist













In die Einscha¨tzung einer potentiellen Auswertungsstelle xz auf Ihre Interessan-




die eine scho¨ne Deutung im Ein- und Zweidimensionalen besitzt: Im Eindimen-
sionalen wird die Biegeenergie eines extrem du¨nnen und biegsamen Metallbandes
gemessen, das durch die Knoten gelegt wurde, in 2-d handelt es sich um eine
entsprechende Membran. Es ist plausibel, daß ein xz besonders interessant ist,
wenn man durch seine Hinzunahme das Band bzw. die Platte mo¨glichst wenig
verbiegen muß.
Diese Idee wurde in den betrachteten Beispielen, dort haben wir D = [0, 1]n, noch
um eine Barrierefunktion




(ln(xzj) + ln(1− xzj)) (4.6)
erga¨nzt, die automatisch mit wachsender Iterationzahl herunterfa¨hrt. Fu¨r eine
positive reelle Zahl r ist brc die gro¨ßte natu¨rliche Zahl, die kleiner gleich r ist.
Durch Null kann dabei nicht geteilt werden, weil man in den Testbeispielen zu
Beginn immer schon 2n Auswertungsdaten hatte.
Dies wurde eingefu¨hrt, weil im Gegensatz zum Eindimensionalen nicht auf dem
gesamten Rand ausgewertet werden kann. Die durch (4.5) berechnete Kru¨mmung
fa¨llt dann zu klein aus fu¨r xz in Randna¨he, weil sich der Interpoland nicht mehr
”
zuru¨ckwinden “ muß. Fu¨r beliebige Suchgebiete D muß man dann eine entspre-
chende, sinnvolle Barriere wa¨hlen. Wie in der restringierten Optimierung wird
die Barriere im Laufe des Verfahrens heruntergefahren, so daß auch Randpunk-
te beru¨cksichtigt werden, wenn sie interessant sind. Ohne diese Barriere neigt
das Verfahren dazu im Mehrdimensionalen zuerst den Rand aufzufu¨llen, fast un-
abha¨ngig davon, wie sich die Zielfunktion verha¨lt.
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Die Berechnung von (4.7) und (4.8) ist nicht trivial. In Abschnitt 4.3 wird erla¨utert,
wie sie implementiert wurde.
Abbildung 4.1: Minimierung nach (4.8)
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Abbildung 4.1 zeigt die ersten vier Iterationen des eben beschriebenen Verfah-
rens, angewendet auf das Beispiel, an dem auch die Verfahren in Kapitel 2 getestet
wurden.
Wurde die vorhergehenden Iterierte durch Minimierung von I(xz) ermittelt, so
wird nun lokal gesucht. Wir machen dies, indem wir die bisherigen Knoten inter-
polieren und diesen Interpolanden global minimieren: Das globale Minimum des
Interpolanden wird also als lokales Minimum der Zielfunktion interpretiert. Dies
entspricht der Durchfu¨hrung eines Schrittes von Algorithmus 2.
Der na¨chste Auswertungspunkt wird also abwechselnd einmal nach (4.8) und
dann einmal durch globale Optimierung des Interpolanden ermittelt.
Wir bauen aber noch eine Erweiterung in Algorithmus 2 ein, um zu vermeiden,
daß zu viele Auswertungen im selben lokalen Minimum verschwendet werden.
So werden abha¨ngig von der Dimension n des Problems die letzten 2n lokalen
Suchpunkte xi, . . . , xi−2n+1 betrachtet: Wurde durch diese Suchpunkte keine si-
gnifikante Verbesserung erzielt, gilt also
|min{f(xi), . . . , f(xi−2n+1)} − f(xi−2n)|
|f(xi−2n)| < ε,
so wird argmin{f(xi), . . . , f(xi−2)} als lokales Minimum betrachtet und dort nicht
mehr lokal gesucht. Diese Vorgabe wird dadurch umgesetzt, daß das Newton-
Verfahren in allen solchen lokalen Minima gestartet und auf den Radialen In-
terpolanden angewendet wird. Es wird dann im besten lokalen Minimum des
Radialen Interpolanden ausgewertet, der nicht das Ziel einer solchen Newtonsu-
che war. Wir haben ε = 0.01 gewa¨hlt.
Um die algorithmische Beschreibung u¨bersichtlich zu halten, wird dies nicht in
die folgende Beschreibung aufgenommen, es wurde aber so implementiert. Resul-
tat ist das sequentielle globale Optimierungsverfahren
”
GloSe“. Dieses Verfahren
unterscheidet sich am meisten dadurch von den bisherigen Methoden, daß lokale
und globale Suche klar getrennt sind und keine dazwischen gelagerten Schritte
durchgefu¨hrt werden. Ein weiterer Unterschied ist, daß in die globale Suche ex-
trem viel Rechenzeit investiert wird, siehe dazu Abschnitt 4.3. Wa¨hrend CORS
und RBF mit vergleichbar wenig Aufwand auskommen, ist die Ermittlung von
(4.8) sehr rechen- und damit zeitintensiv, weshalb sie nur bei extrem aufwendigen




Input: Ξ,Y Output: x
1: i := 0
2: Setze Ξ0 := Ξ und Y0 := Y
3: while Abbruchkriterium nicht erfu¨llt do
4: if Letzte Iterierte durch (4.8) bestimmt then
5: Setze x := Algorithmus 2 (Ξi, Yi, f, 1)
6: else
7: Bestimme x nach (4.8)
8: end if
9: Setze Ξi+1 := Ξi ∪ x und Yi+1 := Yi ∪ f(x)
10: i:=i+1
11: end while
4.1.1 Numerische Ergebnisse GloSe
Die konkurrierenden Verfahren wurden alle an den gleichen Funktionen gete-
stet. Der Vergleichbarkeit wegen u¨bernehmen wir diesen Testsatz von Dixon und
Szego¨, der zum erstenmal in [14] vorgestellt wird. Es handelt sich im wesentlichen
um vier verschiedene Funktionen, von denen zwei noch als Abwandlungen ent-
halten sind. Im Anhang sind die genauen Funktionsdefinitionen und wesentliche
Eigenschaften aufgefu¨hrt. Zum besseren Versta¨ndnis seien hier die Ho¨henlinien
im untersuchten Gebiet angegeben. Die ho¨herdimensionalen Funktionen wurden
ohne Vera¨nderung der Struktur zweidimensional dargestellt. Man sieht im Fall
der Shekel Funktion den Plot zu S52 die Hartmann Funktion wurde durchH32 vi-
sualisiert. Die Funktionsdefinitionen findet man im Anhang. Die Goldstein-Price
Funktion wurde logarithmisch geplottet, weil die Graphik sonst aufgrund der
großen Unterschiede der Funktionswerte wertlos ist.
Wie in der Literatur u¨blich, wurde Algorithmus 7 durchgefu¨hrt, bis die Abbruch-
bedingung |fmin − f ∗|/f∗ < 0.01 erfu¨llt war. Die nachfolgenden Tabellen zeigen,
wie viele Auswertungen GloSe dafu¨r im Vergleich zu den bekannten Methoden
beno¨tigte. Besonders auffallend ist, daß GloSe bei jeder Funktion mit dem bis-
herigen Spitzenreiter (jeweils eingerahmt) mithalten kann und manchmal sogar
noch etwas besser ist. Alle anderen Verfahren haben den Nachteil, nur fu¨r einen
Teil der Funktionen sehr gut zu funktionieren, wa¨hrend sie bei anderen Funktio-
nen deutlich abfallen. Insofern kann man behaupten, daß unser Verfahren fu¨r den
u¨blichen Testsatz zufriedenstellend funktioniert.
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Testfunktion GloSe CORS-RBF (SP1) CORS-RBF (SP2)
Branin 24 34 40
Goldstein-Price 28 49 64
Hartmann3 24 25 61
Hartmann6 30 108 104
Shekel5 44 41 52
Shekel7 32 46 64
Shekel10 36 51 64
Testfunktion GloSe RBF-G rbfSolve DIRECT EGO
Branin 24 44 26 63 28
Goldstein-Price 28 63 27 101 32
Hartmann3 24 43 22 83 35
Hartmann6 30 112 87 213 -
Shekel5 44 76 96 103 -
Shekel7 32 76 72 97 -
Shekel10 36 51 76 97 121
4.2 Paralleles Verfahren
Dadurch, daß wir in der parallelen Version der Aufgabenstellung viele Punkte
gleichzeitig und ohne Mehraufwand setzen du¨rfen, ergeben sich neue Mo¨glichkei-
ten. Trotzdem bleiben einige Gemeinsamkeiten zum eben beschriebenem Ansatz:
Lokale und globale Strategien werden eingehen, die mo¨glichst voneinander ge-
trennt arbeiten sollen. Fu¨r beide wollen wir etwa gleich viele Auswertungen zur
Verfu¨gung stellen. Die globale Taktik soll auf der aus Abschnitt 4.1 aufbauen und
diese dann verallgemeinern. Der lokale Sucher aus Abschnitt 2.2 wird zwar erneut
verwendet, wir ko¨nnen uns nun aber lokale Suche in mehreren Bereichen erlau-
ben. In besonders aussichtsreichen Knoten soll eine lokale Suche entsprechend
dem Halley-Verfahren gestartet werden. Diese drei Komponenten sind zwar un-
abha¨ngig voneinander zu betrachten, im Verfahrensverlauf werden sie dennoch
teilweise aufeinander abgestimmt um keine Auswertungen zu verschwenden.
4.2.1 Globale Suche
Der globale Teil wird wieder von Ξ = {x0, . . . , xm} und dort bekanntem Y aus-
gehend konstruiert. Wir wollen nun mg Auswertungen mo¨glichst gewinnbringend
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Abbildung 4.2: Shekel-, Hartmann-, Goldstein-Price- und Braninfunktion, zeilen-
weise von oben links nach unten rechts
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verteilen. Dazu wird erst yz wie in (4.1) festgelegt. Dieser Wert bleibt bei der Be-
stimmung allermg neuen Knoten gleich. Es folgt die Interpolation von Ξ, Y durch
Φ gebildet nach (4.2) und (4.3), auch Φ wird in diesem Schritt nicht vera¨ndert.
Grob gesprochen werden die Auswertungsstellen dadurch gefunden, daß man f
durch Φ ersetzt und 4.8 wiederholt anwendet.
Genauer heißt dies: Der erste Knoten wird genauso wie in Abschnitt 4.1 ermittelt,
wir nennen ihn xg1. An dieser Stelle du¨rfen wir nicht einfach wieder die Zielfunk-
tion auswerten, haben aber noch mg − 1 Knoten zu verteilen. Wir haben neben
den Auswertungen nur durch Φ Informationen u¨ber den Verlauf der Zielfunktion.
Daraus entstand die Idee, Ξ um xg1 und Y um Φ(x
g
1) zu erga¨nzen, was dann Ξ1
bzw Y1 genannt wird. Per Definition ist Φ Interpoland auf Ξ1, Y1. Es wird nun
(4.8) auf Ξ1, Y1 angewendet, was x
g
2 liefert. Damit definieren wir analog Ξ2, Y2
und fahren fort. Diese Idee fu¨hrt zu Algorithmus 8.
Algorithmus 8 GloPaglob
Input : Ξ,Y ,mg, Output: x1, . . . , xmg
1: Definiere Ξ0 := Ξ und Y0 := Y
2: Bestimme Interpolanden Φ der Form (4.2) und (4.3) fu¨r Ξ und Y
3: for 1 ≤ i ≤ mg do
4: Berechne xi nach (4.8)
5: Definiere Ξi := Ξi−1 ∪ xi und Yi := Yi−1 ∪ Φ(xi)
6: end for
4.2.2 Lokale Suche
Wie bereits angedeutet haben wir in der parallelen Problemstellung die Mo¨glich-
keit, mehrere lokale Suchen gleichzeitig durchzufu¨hren. Im hier vorgestellten Ver-
fahren wurde zum einen durch Auswertung in den lokalen Minima des Inter-
polanden, zum anderen mit dem Halley-Verfahren optimiert. Es folgt nun eine
Beschreibung der Umsetzung. Dabei werden zuna¨chst die einzelnen Bestandteile
in Worten beschrieben. Darauf aufbauend wird eine algorithmische Darstellung
gegeben, die mo¨glichst u¨bersichtlich gehalten wurde.
Zuna¨chst wird die lokale Suche mit dem Halley-Verfahren beschrieben. Wir nen-
nen sie im Folgenden Suche 1. Es werden folgende Punkte abgearbeitet:
”
Bestimme D1(x)“: Angenommen, wir haben einen Punkt x, in dem ein Halley-
schritt durchgefu¨hrt werden soll. Dann bestimmen wir den zum Punkt x geho¨rigen
Differenzenstern D1 wie in Abschnitt 3.2.
”
Bestimme r1(x)“: Wurden durch eine hochparallele Auswertung die Zielfunkti-
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onswerte auf D1 ermittelt, so wird aus diesen die Suchrichtung hg := −∇(f(x))
und die Suchrichtungen hN bzw. hH des Halley- bzw. Newton-Verfahrens errech-
net. Fu¨r jede dieser drei Richtungen wird S(x, hg), S(x, hN) bzw. S(x, hH) gema¨ß
(3.21) bestimmt.
In einer hochparallelen Auswertung werden die Zielfunktionswerte auf S(x, hg),
S(x, hN) und S(x, hH) ermittelt.
Da wir hochparallel auswerten du¨rfen, ko¨nnen wir gleichzeitig zur Suche 1 auch
noch eine zweite Halleysuche, die Suche 2, laufen lassen. Angenommen, Suche 2
la¨uft schon und es liegt ein Differenzenstern D2(x˜) samt Zielfunktionswerten auf
D2(x˜) vor. Dann ko¨nnen wir gleichzeitig zu ”
Bestimme D1(x)“ auch noch die
Suchrichtungen zu Suche 2 ermitteln, also
”
Bestimme r2(x˜)“ durchfu¨hren.
Analog dazu ko¨nnen wir gleichzeitig zu
”
Bestimme r1(x)“ auch noch den Diffe-
renzenstern zu Suche 2 ermitteln, also
”
Bestimme D2(x˜)“ durchfu¨hren.
In der ersten hochparallelen Auswertung wird nur der Stern zu Suche 1 ermittelt,
die Richtungen von Suche 2 ko¨nnen nicht berechnet werden, weil noch kein Stern
fu¨r diese Suche vorliegt. Der erste Stern der Suche 1 wird in den Knoten mit dem
kleinsten Zielfunktionswert gelegt.
Die beiden Suchen werden natu¨rlich so aufeinander abgestimmt, daß sie mo¨glichst
nicht in das selbe und nicht in evtl. bereits vorhandene lokale Minima der Ziel-
funktion laufen. Dazu wird abgescha¨tzt, in welchen Zielpunkt Suche 1 und Suche 2
voraussichtlich laufen werden. Dies wurde wie folgt vorgenommen: Angenommen,
es soll ein Differenzenstern fu¨r Suche 1 gesetzt werden. Es wird dann durchgefu¨hrt
”
x =Finde Zentrum S1“: Starte eine Newtonsuche fu¨r den Interpolanden im Zen-
trum des aktuellen Sterns von Suche 2. Der Endpunkt heißt
”
Ziel Suche 2“. Starte
eine Newtonsuche in allen bisherigen Minima der Zielfunktion, nenne die End-
punkte Ziel1f , Ziel
2
f , . . . Sortiere alle Elemente aus Ξ aufsteigend nach ihrem Ziel-
funktionswert. Starte im kleinsten eine Newtonsuche von Φ. Ist der Endpunkt
weder
”
Ziel Suche 2“, noch einer der Ziel1f , Ziel
2
f , . . . so ist x dieser Knoten. Falls
nicht, so teste auf gleiche Weise den Knoten mit dem zweitkleinsten Zielfunkti-
onswert, usw. Werden auf diese Art alle Elemente aus Ξ ausgeschlossen, so wa¨hle
den Knoten aus Ξ mit dem gro¨ßten Minimalabstand zu den u¨brigen Knoten aus
Ξ.
Analog dazu fu¨hren wir
”
x˜ =Finde Zentrum S2“ durch, wenn das Zentrum des
na¨chsten Sterns von Suche 2 ermittelt werden soll.
Weiterhin durchgefu¨hrt werden nΦ lokale Suchen in den besten lokalen Minima
des aktuellen Interpolanden Φ.
”
{x1Φ, . . . , xnΦΦ } =Lokale Suche Φ(nloc)“: Ermittle alle lokalen Minima des Inter-
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polanden Φ. Ordne diese aufsteigend nach dem jeweiligen Wert von Φ. Eliminiere
alle, die in das selbe Ziel wie Suche 1 oder Suche 2 oder in ein bereits vorhandenes
Minimum fu¨hren. Gehe dazu vor wie in
”
Finde Zentrum “. Wa¨hle von den nΦ
u¨briggebliebenen die ersten nloc aus. Gilt nΦ < nloc, u¨briggeblieben, so werden
entsprechend mehr Punkte fu¨r Algorithmus 8 zur Verfu¨gung gestellt.
Es wurde bisher mehrfach erwa¨hnt, daß lokale Minima der Zielfunktion nicht
mehrfach angesteuert werden sollen. Doch wann geht man davon aus, daß ein
lokales Minimun vorhanden ist?
”
xmin =Erkenne Minimum (x)“: Wurden aus einem Differenzenstern mit Zen-
trum x Suchrichtungen ermittelt und dort ausgewertet, dann ko¨nnen wir
xmin := argmin{f(S(x, hg)), f(S(x, hN)), f(S(x, hH , ))}
bestimmen. Liegt dieser Punkt na¨her als 10−3 an x, so gilt er als lokales Minimum.
Wenn nicht, wird xmin := ∅ ausgegeben.
Insgesamt entsteht so das Gesamtverfahren GloPa. Grob gesagt arbeitet das
Verfahren in jeder Iteration vier Schritte ab:
1) Lokale Suche in den besten Stellen des Interpolanden, also Bestimmung der




2) Bestimmung der globalen Suchpunkte x1, . . . , xmg nach Algorithmus 8.
3) Lokale Suche dritter Ordnung:
Entweder
”





x˜ =Finde Zentrum S2“, ”
Bestimme D2(x˜)“, ”
Bestimme r1(x)“.
4) Hochparallele Auswertung in x1Φ, . . . , x
nΦ
Φ , x1, . . . , xmg sowie dem Stern und
den Suchrichtungen D bzw. Sm.
Wir gehen nun davon aus, daß nglob Auswertungen in die globale Suche und nloc
Auswertungen in die lokale Suche durch Minimierung des Interpolanden investiert
werden soll. Die Anzahl der Auswertungen fu¨r die Differenzensterne und Such-
richtungen bleibt etwa gleich. Wir erhalten insgesamt Algorithmus 9, in dem xmin
die Menge der lokalen Minima der Zielfunktion bezeichnet, die wie oben beschrie-
ben ermittelt wird. Wir testen dieses Verfahren am selben Testsatz wie GloSe.
Auch das Abbruchkriterium ist gleich. In jedem Fall wird das globale Minimum
gefunden, auch wenn teilweise erst in den falschen lokalen Minima gesucht wur-
de. Angegeben wird der Index i aus GloPa, als das Abbruchkriterium erfu¨llt war.
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Algorithmus 9 GloPa
Input: Ξ, Y , f , nglob, nloc
Output: x∗
1: i := 0
2: Ξ0 := Ξ, Y0 := Y
3: xmin = ∅
4: while Abbruchbedingung nicht erfu¨llt do
5: Bestimme Interpolanden Φ der Form (4.2) und (4.3) fu¨r Ξi und Yi
6: if i=0 then
7: zD1 := argmin(Y )
8: Bestimme D1(zD1)
9: x1Φ, . . . , x
nΦ
Φ =Lokale Suche Φ(nloc)
10: xloc := {x1Φ, . . . , xnΦΦ } ∪D1(zD1)
11: end if
12: if i ≡ 1 mod 2 then
13: zD2 :=Finde Zentrum D2
14: Bestimme D2(zD2)
15: Bestimme r1(zD1)
16: x1Φ, . . . , x
nΦ
Φ =Lokale Suche Φ(nloc)
17: xloc := {x1Φ, . . . , xnΦΦ } ∪D2(zD2) ∪ r1(zD1)
18: else
19: zD1 :=Finde Zentrum D1
20: Bestimme D1(zD1)
21: Bestimme r2(zD2)
22: x1Φ, . . . , x
nΦ
Φ =Lokale Suche Φ(nloc)
23: xloc := {x1Φ, . . . , xnΦΦ } ∪D1(zD1) ∪ r2(zD2)
24: end if
25: mg := nglob + (nloc − nΦ)
26: x1, . . . , xmg=Algorithmus 8(Ξ, Y,mg)
27: xglob := x1, . . . , xmg
28: Ξi+1 = Ξi ∪ xloc ∪ xglob, Yi+1 := Yi ∪ f(xloc) ∪ f(xglob)
29: if i ≡ 1 mod 2 then
30: minneu :=Erkenne Minimum (zD1)
31: else
32: minneu :=Erkenne Minimum (zD2)
33: end if
34: xmin := xmin ∪minneu
35: i:=i+1
36: x∗ := argmin{f(x) | x ∈ Ξi}
37: end while
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Dies ist gerade die Anzahl an parallelen Auswertungen.
Fu¨r ein 10-dimensionales Problem, wie in der urspru¨nglichen Problemstellung,
wurde der Algorithmus nicht getestet. Ein Durchlauf einer Schleife in GloPa dau-
ert dann etwa einen Tag. Es gibt aber dennoch Reaktoren mit n  10 aber
dennoch 1000 Waben oder sogar mehr und man erkennt die Lauffa¨higkeit der
Methode schon an niederigerdimensionalen Problemen. Um aber eine zum Zehn-
dimensionalen vergleichbare Situation zu schaffen, wurde folgende Abwandlung
der Methode getestet: Zuerst wird angenommen, daß 2n Punkte die Menge [0, 1]n
ungefa¨hr so gut auffu¨llen wie 1000 Punkte den zehndimensionalen Einheitswu¨rfel.
Also haben wir in jedem Schritt 2n Punkte zur Verfu¨gung. Die Ha¨lfte davon soll
fu¨r das globale Abtasten verwendet werden. Etwa 40% kosten der Differenzen-
stern und die Suchrichtungen. Dies wurde dadurch simuliert, daß ca 10% der
Auswertungen fu¨r die Lokale Suche durch den Interpolanden zur Verfu¨gung ge-
stellt werden. Die Halleypunkte xsi sowie die Auswertungen des Sterns werden
nicht zu Ξ hinzugenommen, sondern nur der beste Punkt aus xsi . Es wurde dann
je nach Dimension des Problems mit folgenden Gro¨ßen gerechnet:
n 2n nglob #xΦ
2 4 2 0
3 8 4 ≤ 1
4 16 8 ≤ 2
6 64 32 ≤ 7
Es ist richtig, daß hier fu¨r #xΦ jeweils etwas mehr als 10% veranschlagt wurden.
Dies wurde getan, damit diese lokale Suche u¨berhaupt durchgefu¨hrt wird.









Natu¨rlich ist die Anzahl der beno¨tigten Schritte viel geringer als fu¨r das sequen-
tielle Verfahren. Die Gesamtzahl der Auswertungen ist aber jeweils ho¨her. Es
ist trotzdem zu vermuten, daß man die Anzahl der beno¨tigten Iterationen nicht
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deutlich senken kann, wenn man nicht einen lokalen Sucher entwickelt, der signi-
fikant besser ist als das Halley-Verfahren. Dies scheint ausgeschlossen, weil schon
V kaum eine Verbesserung brachte. Außerdem mu¨ßte man schon apriori sehr gut
wissen, wo das globale Minimum liegt, weil man neben V im 10 Dimensionalen
entweder keine zweite Suche oder aber keine globale Suche laufen lassen kann.
4.2.3 Beweis der Globalen Konvergenz
Die beiden entwickelten Verfahren scheinen gute numerische Ergebnisse zu lie-
fertn. Die Sicherheit, daß man das globale Minimum auch wirklich immer findet,
wa¨re dennoch wu¨nschenswert. Sie kann zumindest im Eindimensionalen gezeigt
werden. Es kann weiterhin gezeigt werden, daß auch im Mehrdimensionalen ein
vergleichbares Resultat sehr plausibel ist.
In aller Regel bauen Konvergenzbeweise in der globalen Optimierung auf dem
folgenden Satz auf, der in [38] angegeben und dort auch bewiesen wird.
Satz 4.1. Sei D eine kompakte Teilmenge des Rn und {xi}i≥1 die von einem
Algorithmus A erzeugte Folge, deren Elemente alle in D liegen. Es gilt: Ist die
von A generierte Folge dicht in D, so konvergiert sie gegen das globale Minimum
jeder auf D stetigen Funktion f .
Der Satz gibt keine Auskunft daru¨ber, wie schnell ein Verfahren das lokale Mini-
mum findet. Man ko¨nnte ihn eher als Indiz fu¨r eine gewisse Ineffizienz werten, da
keine Konvergenz innerhalb einer vorgegebenen Laufzeit prognostiziert werden
kann. Er sagt lediglich aus, daß der ganze Suchraum dicht ausgescho¨pft wird und
man so zwangla¨ufig in der Na¨he des globalen Minimums auswerten muß. Dennoch
wird er oft verwendet.
Auch im vorliegenden Fall wird von diesem Ergebnis Gebrauch gemacht. Ist die
globale Konvergenz von GloSe gezeigt, so folgt automatisch auch die von GloPa,
weil der erste globale Punkt von GloPa gleich dem von GloSe ist. Man erreicht
im Eindimensionalen folgendes Resultat:
Satz 4.2. Sei [a, b] ein abgeschlossenes Intervall in R. Sei f auf einer offe-
nen Obermenge von [a, b] differenzierbar und f ′ genu¨ge auf [a, b] einer Lipschitz-
Bedingung. Dann konvergiert die von GloSe erzeugte Folge gegen das globale Mi-
nimum von f auf [a, b].
Beweis: Wir kla¨ren noch einmal genau den Begriff der Dichtheit: Eine Folge ist
genau dann dicht in [a, b], wenn es fu¨r alle x ∈ [a, b] und alle ε > 0 ein Element
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Abbildung 4.3: Natu¨rlicher Kubischer Spline in Ha¨ufungspunktna¨he und trans-
formierter Spline
der Folge gibt, dessen Entfernung zu x echt kleiner als ε ist. Ist eine Folge nicht
dicht, dann gibt es also ein offenes Intervall, das komplett in [a, b] liegt, und kein
Element der Folge entha¨lt.
Um die Konvergenz zu zeigen, fu¨hren wir einen Widerspruchsbeweis. Es sei also
die von GloSe erzeugte Folge {xi}i≥1 nicht dicht in [a, b], womit ein ]x˜− δ, x˜+ δ[
existiert, das kein Element dieser Folge entha¨lt.
Wir betrachten nun die Teilfolge von Elementen, die durch die Minimierung der
Kru¨mmung ausgesucht werden und nennen diese {xhi }i≥1. Dadurch liegt eine Fol-
ge in einer kompakten Menge vor. Nach dem Satz von Bolzano und Weierstraß
hat diese Folge einen Ha¨ufungspunkt xh.
Wir betrachten nun folgende Situation, die irgendwann im Laufe des Algorithmus
auftreten muß: Bisher hat der Algorithmus m + 1 Auswertungsstellen ermittelt.
In xh selber wurde noch nicht ausgewertet (Der Fall, daß in xh schon ausgewertet
wurde, wird anschließend behandelt) und es gibt einen ersten Knoten xr rechts
von xh und einen ersten xl links von xh. Der Abstand der beiden sei β, und das von
den beiden begrenzte das Intervall heiße J . Dadurch, daß xh ein Ha¨ufungspunkt
der Folge {xhi }i≥1 ist, wird das Verfahren als interessantesten Punkt irgendwann
einen aus dem Inneren von J auswa¨hlen, den wir xz nennen. Der Abstand von
xz vom rechten Intervallende von J sei ε. Vom Verfahren wurde also der interpo-
lierende natu¨rliche kubische Spline durch die bisherigen Knoten und zusa¨tzlich
noch durch (xz, yz) gelegt. Diesen Interpolanden nennen wir ab sofort Φε(x). Ab-
bildung 4.3 zeigt die Situation.
Weil der natu¨rliche kubische Spline im Eindimensionalen eine abschnittweise Dar-







und damit fu¨r die Interessantheit plus der Barriere angeben. Dazu werden die
bisherigen durch den Algorithmus ermittelten Knoten um xz erga¨nzt, anschlie-
ßend aufsteigend sortiert und dann als xi mit i = 0, . . . ,m+ 1 bezeichnet. Diese
werden nun einfach um xl so verschoben, daß x
l auf die Null transformiert wird.
xz wird demnach auf β − ε verschoben und xr auf β. Formal definieren wir
xti := xi − xl.
Natu¨rlich sollen die y-Werte dabei nicht vera¨ndert werden. Der auf den xti inter-
polierende natu¨rliche kubische Spline ist also der um xl transformierte Φε, den











weshalb wir ab sofort nur noch das Integral u¨ber (Φ′′t (x))
2 untersuchen. Wegen
(Φ′′t (x))






















Um die Integrale zwischen [0, β − ε] und [β − ε, β] explizit angeben zu ko¨nnen,
mu¨ssen wir noch die Darstellung von Φt kla¨ren. Wir gehen dazu a¨hnlich vor wie in
[37], und bauen den Spline Φt folgendermaßen auf: Auf [a−xt, b−xt] soll er zwei-
mal stetig differenzierbar sein. Da er abschnittsweise (also jeweils zwischen zwei
aufeinanderfolgenden Knoten xti und x
t
i+1) ein Polynom dritten Grades ist und
Φ′′t (x
t







Mi fu¨r x ∈ [xti, xti+1].
Weil nach unserer Definition xti = 0 fu¨r irgendein 0 ≤ i ≤ m + 1, definieren
wir der U¨bersichtlichkeit wegen dann M t0 := Mi,M
t










β − ε− x
β −  M
t
0 fu¨r x ∈ [0, β − ],
bzw.
Φ′′t (x) =





M t1 fu¨r x ∈ [β − , β].
Weil Φ′′t (x) auf [0, β−] und [β−, β] jeweils ein Polynom vom Grad zwei in x ist,












(x(M t1 −M t0) +M t0(β − ε))3





(x(M t1 −M t2) +M t2(β − ε)− βM t1)3








(β − ε)((M t0)2 +M t0M t1) + β(M t1)2 + (M t1M t2 + (M t2)2)
)
(4.1)





2) ohne linearen Teil und ohne affine Verschiebung vor, die ei-
ner singula¨ren Matrix entspringt. Damit ko¨nnte man unten ho¨chstens durch null
abscha¨tzen, was ohnehin schon bekannt war und auch nicht verwundert, weil noch
gar keine Funktionswerte in die Darstellung eingegangen sind.





hung zueinander setzen: Dadurch, daß Φt(x) auf [a − xt, b − xt] zweimal stetig
differenzierbar sein und daru¨ber hinaus interpolieren soll, stehen die Momente in
folgender Beziehung zueinander (Siehe [37], wie dort setzen wir hi+1 = x
t
i+1−xti):








Dieser Term ist unabhngig von den Randbedingungen, die erst spa¨ter in die
Konstruktion von Φt eingehen werden. Alles, was folgt, gilt also insbesondere
auch fu¨r die Randbedingungen des natu¨rlichen kubischen Splines. Fu¨r M t0,M
t
1
und M t2 bedeutet dies mit ∆
0 := yi − yi+1 und ∆1 := yi+2 − yi+1










was nach M t0 aufgelo¨st wird. Man beachte an dieser Stelle, daß sowohl ∆
0 als











− 2βM t1 − εM t2
)




2 −111β2ε4 − 11βε5 + 255β3ε3 − 133ε2β4





273β2ε4 − 139β3ε3 − 129βε5 − 5ε6
3(ε2(β − ε)3)︸ ︷︷ ︸
=:2a2,1 und =:2a1,2
+(M t2)
2 −33β2ε4 − 35ε6 + 69βε5 − β3ε3
3(ε2(β − ε)3)︸ ︷︷ ︸
=:a2,2
+M t1
−2(−21δβε3 + 22αβε3 − 23αβ2ε2 + 45δβ2ε2 − 23δβ3ε− δε4 + αε4)
ε2(β − ε)3︸ ︷︷ ︸
=:b1
+M t2
−12(−2δε4 + 2αε4 − 2δβ2ε2 + 4δβε3 − 2αβ3)
ε2(β − ε)3︸ ︷︷ ︸
=:b2
−12δ
2β2 − 2δ2βε+ 2αβδε+ δ2ε2 − 2αε2δ + α2ε2
ε2(−β + ε)3︸ ︷︷ ︸
=:ct
was in dieser Darstellung noch sehr unu¨bersichtlich ist. Es wird durch die Klam-
mern aber schon die Quadratische Form, als die man dies schreiben kann, ange-






















T + (M t1,M
t
2)bt + ct. (4.3)
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1250ε4 + 690β3 + 10111β2ε2 + 2660β3ε+ 17689β4
72(β − ε) ,
wobei λt1 den Eigenwert meint, bei dem die Wurzel addiert wird. Wegen β > ε
ist dann natu¨rlich λt1 > 0 fu¨r ε > 0. Zur Untersuchung von λ
t
2 nutzen wir wieder
β > ε: Es gilt dann natu¨rlich β = ε+ γ mit γ > 0. Setzen wir die ein, so erhalten
wir
γt2 =




32400ε4 + 99648ε3γ + 124225ε2γ2 + 73416εγ3 + 17689γ4
6γ
Nun schreiben wir 180ε2 + 278εγ + 133γ2 etwas um:
180ε2 + 278εγ + 133γ2 =
√
(180ε2 + 278εγ + 133γ2)2
=
√
32400ε4 + 100080ε3γ + 125164ε2γ2 + 73948εγ3 + 17689γ4
Weil in dieser Wurzel nur positive Summanden auftreten und der Vorfaktor eines
jeden Summanden gro¨ßer gleich als der Vorfaktor des entsprechenden Summan-
den in der Wurzel mit negativem Vorzeichen ist, muß λt2 echt gro¨ßer null sein.
Damit ist At positiv definit und wir ko¨nnen (4.3) nach unten abscha¨tzen: Diese






















2 ) = 36
β(δβ − δε+ αε)2
ε2(25ε2 − 125βε+ 532β2)(β − ε)2 .
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Wir zerlegen diesen Ausdruck in 36 · I1t · I2t , wobei
I1t :=
β
25ε2 − 125βε+ 532β2 bzw. I
2
t :=
(δβ − δε+ αε)2
ε2(β − ε)2 .























I1t kann also nur klein werden, wenn β groß wird. β ist aber durch b − a nach
oben beschra¨nkt. Deshalb ko¨nnen wir I1t ≥ C1 > 0 fu¨r eine nur von der Intervall-
gro¨ße abha¨ngigen Konstante C1 schreiben. Insbesondere a¨ndert sich C1 nicht im
Verfahrensverlauf.
Fu¨r I2t gilt wegen β > ε und α, δ, ε > 0
I2t =
(δ(β − ε) + αε)2
ε2(β − ε)2 ≥
(δ(β − ε))2




I2t kann also nur klein werden fu¨r kleine δ. δ ist aber wegen (4.1) nach unten
beschra¨nkt. Also gilt auch I2t ≥ C2ε2 mit einem C2, das sich nicht mit dem Verfah-
rensverlauf a¨ndert.
Dadurch, daß xh ein Ha¨ufungspunkt ist, tritt die beschriebene Situation fu¨r be-
liebig kleine ε > 0 auf, It wa¨chst also im Verfahrensverlauf u¨ber alle Grenzen.
Wir hatten zu Beginn des Beweises den Fall, daß in xh schon ausgewertet wurde,
zuru¨ckgestellt. Ru¨ckblickend war dies keine Beeintra¨chtigung der Allgemeinheit.
Wurde bereits in xh ausgewertet, so nimmt xh die Rolle von xl bzw. xr ein und
der Beweis funktioniert ganz genau so.
Es wurde zu Beginn weiterhin angenommen, daß es ein Intervall ]x˜−δ, x˜+δ[ gibt,
das kein Element aus {xhi } entha¨lt. Wir zeigen nun, daß dies nicht sein kann.
Dazu kehren wir wieder zu den am Beginn des Beweises erwa¨hnten m+1 Knoten
zuru¨ck, die bisher vom Verfahren ermittelt wurden. Diese werden diesmal nicht
um xz, sondern um x˜ samt yz erga¨nzt, anschließend aufsteigend sortiert und dies-
mal als x˜i mit i = 0, . . . ,m+1 bezeichnet. Wir pru¨fen nun, fu¨r wie interessant das
Verfahren den Punkt x˜ ha¨lt, wofu¨r der interpolierende kubische Spline Φ˜ durch
die (x˜i, yi) gelegt wird.




x˜i+1 − x˜iM˜i+1 +
x˜i+1 − x
x˜i+1 − x˜iM˜i fu¨r x ∈ [x˜i, x˜i+1].










































wobei M˜max der Betrag des betragsgro¨ßten M˜i ist. Wir haben somit zu untersu-
chen, ob und wie sich M˜max nach oben abscha¨tzen la¨ßt. Mit diesem Ziel betrachten
wir das Lineare Gleichungssystem, das im Fall des natu¨rlichen kubischen Splines
die Momente definiert und legen zuna¨chst h˜i+1 = x˜i+1 − x˜i fest. Durch die Ein-
sortierung von x˜ haben wir einen Index k mit x˜k = x˜, damit folgen automatisch
yk = y
z, h˜k = h˜k+1 = δ. Die Momente ha¨ngen wieder miteinander zusammen wie
in (4.2), nur daß wir diesmal jede Zeile mit
1
h˜1 + h˜2
durchmultiplizieren. Das enstehende Gleichungssystem lautet dann A˜M˜ = b˜, die
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Dieses Lineare Gleichungssystemn hat eine fu¨r uns sehr interessante Eigenschaft:
Sei b˜max der Betrag des betragsgro¨ßten Eintrags in b˜. Dann gilt
A˜M˜ = b˜ ⇒ M˜max ≤ b˜max.
Zum Nachweis wa¨hlen wir dazu den Index r (Das hat nichts mit yr zu tun und














































∣∣∣∣∣2M˜r + h˜r+1h˜r+1 + h˜r+2 M˜r−1 + h˜r+2h˜r+1 + h˜r+2 M˜r+1
∣∣∣∣∣
= |b˜r| ≤ b˜max,
wobei die vorletzte Ungleichung aus der Dreiecksungleichung folgt. Dies hat un-
mittelbar zur Folge, daß man M˜max nach oben abscha¨tzen kann, wenn b˜max be-
schra¨nkt bleibt. Dies wiederum kann man zeigen, wenn man beru¨cksichtigt, daß
die Zielfunktion f stetig differenzierbar ist und die Ableitung einer Lipschitzbe-









in das yz nicht eingeht. Wegen f ∈ C1([a, b]) kann man den Mittelwertsatz an-








Zusammen mit dem offensichtlichen ξi+1− ξi ≤ h˜i+ h˜i+1 und der fu¨r f ′ geltenden
Lipschitzbedingung mit Konstante L2 erha¨lt man
b˜i = 6
(









Es fehlt noch die Betrachtung von b˜k−1, b˜k und b˜k+1, in die yz eingeht. Dadurch,
daß yz nicht notwendigerweise gleich f(x˜) ist, mu¨ssen wir hier anders vorgehen:
Es sind sechs Bru¨che zu untersuchen. Auf die beiden, in denen kein yz vorkommt,










≤ C1 bzw. yk−1 − yk−2
(k˜k−1 + δ)k˜k−1
< C2,
wobei beide Konstanten nicht von der Verteilung der Knoten abha¨ngen. Fu¨r die
vier anderen Bru¨che gilt:
yz bleibt wegen (4.1) im Verfahrensverlauf beschra¨nkt, deswegen sind die auftre-
tenden Za¨hler vom Betrag her alle nach oben beschra¨nkt. Keiner der auftretenden
Nenner kann kleiner als δ2 werden. Also sind die vier Bru¨che vom Betrag durch ei-
ne Konstante C3 und damit b˜k−1, b˜k und b˜k+1 durch ein C4 nach oben beschra¨nkt.






dx < (b− a)max{36L22, C24}. (4.6)
Im Laufe der Iteration wird x˜ also nicht uninteressanter als eine bestimmte Gren-
ze. Dies a¨ndert sich auch durch die Barrierefunktion nicht, die ja in diesem Punkt
im Verfahrensverlauf immer kleiner wird. Trozdem wird dort nicht ausgewertet.
Im Gegensatz dazu steigt die Uninteressantheit der xz in’s Unendliche an, dort
wird aber ausgewertet. Das Verfahren wertet aber immer im interessantesten
Punkt aus, das ist ein Widerspruch. Also kann ein Intervall, in dem das Verfah-
ren nie auswertet, nicht existieren. Damit ist die vom Verfahren erzeugte Folge
dicht und der Algorithmus konvergiert global.

Anmerkung: Der Aufbau des Beweises la¨ßt erahnen, warum man im Beliebigdi-
mensionalen wahrscheinlich mehr Schwierigkeiten haben wird als eben: Dort kann
die Darstellung des Interpolanden als abschnittsweises Polynom nicht verwendet
werden. Aber auch die Darstellung als Summe Radialer Basisfunktionen erlaubt
eine Betrachtung, die Hoffnung auf mehr macht.
Versucht man damit einen a¨hnlichen Beweis, so geht man von bisherm−1 vorhan-
denen Auswertungsstellen Ξ = {x2, . . . , xm} und dort gegebenen Auswertungen
Y = {y2, . . . , ym} aus. Wir betrachten wieder einen Ha¨ufungspunkt xh und einen
um ε von xl entfernten Punkt xz. O.B.d.A. seien x2 = xl, x1 := x
z und y1 := y
z.
Erneut sei die Differenz von yz und f(xl) nach unten beschra¨nkt durch δ. Der
zugeho¨rige Interpoland heißt wieder Φε. Dann lautet die Matrix des Linearen
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Gleichungssystems (1.9)
0 ε3 ‖xz − x3‖3 · · · ‖xz − xm‖3 1 x1z · · · xnz
ε3 0 ‖xl − x3‖3 · · · ‖xl − xm‖3 1 x1l · · · xnl
‖x3 − xz‖3 ‖x3 − xl‖3 0 · · · ‖x3 − xm‖3 1 x13 · · · xn3
...
...





‖xm − xz‖3 ‖xm − xl‖3 ‖xm − x3‖3 · · · 0 1 x1m · · · xnm


















3 · · · xnm 0 · · · · · · 0

und Lo¨sungsvektor und rechte Seite haben folgende Gestalt:
λ = (λ1, . . . , λm, β0, . . . , βn)
T bzw. b = (y2 − δ, y2, . . . , ym, 0, . . . , 0).
Zieht man die erste Gleichung von der zweiten ab, so erha¨lt man
3(λ1 − λ2) +
m∑
i=3
λi(‖xl − xi‖ − ‖xz − xi‖) +
n∑
i=1
xil − xiz = δ.
La¨ßt man nun ε gegen null gehen, so geht natu¨rlich xl gegen xz. Folglich werden
alle Summanden auf der linken Seite immer kleiner, wenn nicht mindestens ein λp
gegen unendlich geht. Dies muß aber der Fall sein, weil δ auf der rechten Seite nach
unten beschra¨nkt ist. Da die Summe u¨ber alle λi aber null ergibt, muß es auch
noch ein weiteres λm geben, durch das λp zumindest in seiner Gro¨ßenordnung
ausgeglichen wird.





















+ βj = 3
m∑
i=1











(xj − xji )2
‖x− xi‖ + ‖x− xi‖
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wenn j 6= k.
was zeigt, daß es sich beim Interpolanden um eine zweimal stetig differenzierbare
Funktion handelt.
Es ist nicht gelungen, eine Stammfunktion der Frobeniusnorm von HΦε(x) zu
finden. Trotzdem scheint die Behauptung, daß die Gro¨ßenordnung des Integrals
von der Gro¨ßenordnung der λi abha¨ngt, nicht abwegig. Bis auf x
z sind alle an-
deren Punkte fix. Na¨hert man xz immer mehr an xl an, so a¨ndern sich nur die
hj,k, die x
z enthalten. Die hj,k, die gleich bleiben, werden mit sich vera¨ndern-
den λi multipliziert, wovon mindestens eines gegen unendlich geht. Damit wa¨re
es durchaus plausibel, daß das Integral u¨ber alle Grenzen steigt, es erscheint
dagegen fragwu¨rdig, ob sich die λi mit den Vorfaktoren hj,k u¨ber das gesamte
Integrationsgebiet immer zufa¨llig aufheben.
4.3 Implementierung und weitere Details
Viele der in den Verfahren verwendeten Ausdru¨cke mu¨ssen erst mu¨hsam berech-
net werden. Dies geschah durch eine Implementierung in Matlab. Es sind weiter-
hin einige Modifikationen u¨blich, die kurz erla¨utert sein sollen.
Eine Stammfunktion von (4.5) war nicht zu ermitteln, deswegen wurde diese
Gro¨ße durch Monte-Carlo-Integration angena¨hert. Es wurden jeweils 5000 Punk-
te zur Approximation verwendet, damit konnte man jedes Problem auf einem
Rechner mit einem 1MHz Prozessor in ca. drei Tagen lo¨sen.
Die Minimierung des so angena¨herten (4.5) erfolgte dadurch, daß I(xz) zuerst fu¨r
2000 zufa¨llig ausgewa¨hlte xz approximiert wurde. Im besten Punkt wurde dann
eine Nelder-Mead-Suche gestartet, was mo¨glich ist, da I(xz) in Matlab impleme-
tiert wurde.
Natu¨rlich kam zur Bestimmung der Φz das in Unterabschnitt 1.4.2 beschriebe-
ne Vorgehen zum Einsatz. Wu¨rde man die Interpolation immer wieder von vorne
angehen, wa¨re das Verfahren nicht durchfu¨hrbar. Zu Problemen mit schlecht kon-
ditionierten Matrizen kam es nicht. Sollten dennoch Probleme auftreten, weil sich
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manche Zeilen der Matrix durch sehr eng beieinander liegende Punkte zu sehr
a¨hneln, kann man die Matrix zum Beispiel nach dem in Unterabschnitt 1.4.2
beschriebenen Prinzip vorsichtig aufbauen und immer wieder iterativ nachver-
bessern, wenn die Interpolationsbedingung in den Knoten zu sehr verletzt wird.
Um diese Situation zu vermeiden, gingen jeweils nur die Zentren der verwende-
ten Differenzensterne in die Interpolation ein, von den u¨brigen Auswertungen des
Sterns wurde nur in der lokalen Suche Gebrauch gemacht.
Alle lokalen Suchen wurden mit der Gitterweite h = 10−4 fu¨r die Differenzen-
sterne durchgefu¨hrt. Dies ergab die besten Werte fu¨r das Newton- Verfahren. Die
beiden anderen Verfahren lieferten mit anderen Schrittweiten keine besseren Er-
gebnissen. Nur im Vergleich zum Newton-Verfahren konnte dadurch ein besseres
Ergebnis erzielt werden. In dieser Arbeit sollte allerdings mit den bestmo¨glichen
Ergebnissen des Newton-Verfahrens verglichen werden.
A¨hnlich wie in den Arbeiten [23] und [33] wurde nicht mit Ξ, Y gerechnet. Weil wir
tendenziell wenige Auswertungen haben, wird die Zielfunktion in den Bereichen
kleiner Werte sehr schlecht approximiert, wenn zwischen den Zielfunktionswerten
mehrere Gro¨ßenordnung liegen. Auf diese Weise wa¨re keine vernu¨nftige lokale
Suche mo¨glich. In beiden erwa¨hnten Arbeiten wurde deshalb my := median(Y )
und alle Zielfunktionswerte, die u¨ber mY lagen, genau dadurch ersetzt. In dieser
Arbeit war die Maßnahme etwas weniger drastisch: Es wurde das 0.75 Quantil





Auch wenn das wesentliche Ziel der Arbeit, die Entwicklung eines Verfahrens fu¨r
den hochparallelen Fall, erreicht wurde, ist die Fragestellung noch nicht erscho¨-
pfend bearbeitet. Man ko¨nnte noch viel erga¨nzen.
So ist ein Beweis der globalen Konvergenz fu¨r den beliebigdimensionalen Fall
wahrscheinlich erreichbar. Zumindest erlauben die Ausfu¨hrungen in Abschnitt
4.2.3 diese Vermutung, ohne daß man dadurch Unrealistisches erwartet.
Das hochparallele Verfahren ko¨nnte noch aufgewertet werden, indem man die
lokalen Suchen in den Minima des Interpolanden verbessert. Man ko¨nnte dann
sicher nicht mehr so viele Minima gleichzeitig untersuchen, wa¨re dann dort aber
wahrscheinlich schneller.
Ein Ziel fu¨r die Zukunft ist sicherlich der Test des Verfahrens an realistischen
Daten. Dann mu¨ßte man sich noch genauer mit den Randbedingungen bescha¨fti-
gen, auch wenn zu vermuten ist, daß das Verfahren eine a¨hnliche Leistung bringt
wie in den Testbeispielen.
Das Wegfallen einer hier gemachten Vereinfachung der Problemstellung ero¨ffnet
eine neue Fragestellung fu¨r spa¨tere Arbeiten: Was ko¨nnte man tun, wenn nicht
alle Variablen hochparallel gea¨ndert werden ko¨nnen, sondern nur einige? Welche
Auswirkungen hat das auf den Einsatz des Halley-Verfahrens, ko¨nnte man es
dann u¨berhaupt noch durchfu¨hren?
Dieser Ausblick kann, so wie die gesamte Arbeit, nicht den Anspruch der Vollsta¨n-
digkeit erheben. Es gibt auf dem bearbeiteten Feld noch viel zu tun. Deswegen
schließen wir mit einem Zitat des O¨konomen und Soziologen Thorstein Veblen.
The outcome of any serious research can only be to make two questions




Testprobleme zur lokalen Optimierung
Im folgenden werden 16 Testbeispiele fu¨r unrestringierte Optimierungsprobleme
angegeben. Sie sind der Testsammlung von von More, Garbow und Hillstrom,






fu¨r F : Rn → Rm. Angegeben sind jeweils
(a) die Anzahl n der Variablen xj und die Anzahl m der Funktionen Fi,
(b) die Funktionen Fi.
1. Rosenbrock-Funktion
a) n gerade, m = n
b) F2i−1(x) = 10(x2i − x22i−1)
F2i(x) = 1− x2i−1
2. Spiralfo¨rmiges Tal (Helical valley function)
a) n = 3, m = 3




























+ .5 falls x1 < 0
3. Gauß-Funktion
(a) n = 3, m = 15
















4. Powells schlechtskalierte Funktion
(a) n = 2, m = 2
(b) F1(x) = 10
4x1x2 − 1
F2(x) = exp[−x1] + exp[−x2]− 1.0001
5. Box’ dreidimensionale Funktion
(a) n = 3, m ≥ n beliebig
(b) Fi(x) = exp[−tix1]− exp[−tix2]− x3(exp[−ti]− exp[−10ti])
wobei ti = (0.1)
i
6. Beliebig-dimensionale Funktion
(a) n beliebig, m = n+ 2
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(b) Fi(x) = xi − 1, i = 1, . . . , n
Fn+1(x) =
∑n
j=1 j(xj − 1)
Fn+2(x) =
(∑n
j=1 j(xj − 1)
)2
7. Watson-Funktion
(a) 2 ≤ n ≤ 31, m = 31
(b) Fi(x) =
∑n










, 1 ≤ i ≤ 29
F30(x) = x1, F31(x) = x2 − x21 − 1
8. Penalty-Funktion I
(a) n beliebig, m = 2n
(b) Fi(x) = a
1









wobei a = 10−5
9. Penalty-Funktion II
(a) n beliebig, m = 2n














]), n ≤ i ≤ 2n
F2n(x) =
(∑n
j=1(n− j + 1)x2j
)
− 1




10. Browns schlechtskalierte Funktion
(a) n = 2, m = 3
(b) F1(x) = x1 − 106
F2(x) = x2 − 21˙0−6
F3(x) = x1x2 − 2
11. Brown-Dennis-Funktion
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(a) n = 4, m ≥ n beliebig





(a) n = 3, n ≤ m ≤ 100









und yi = 25 + (−50ln(ti)) 23
13. Trigonometrische Funktion
(a) n beliebig, m = n
(b) Fi(x) = n−
∑n
j=1 cosxj + i(1− cosxi)− sinxi
14. Erweiterte singula¨re Funktion von Powell
(a) n ein Vielfaches von 4, m = n
(b) F4i−3(x) = x4i−3 + 10x4i−2
F4i−2(x) = 5
1
2 (x4i−1 − x4i)
F4i−1(x) = (x4i−2 − 2x4i−1)2
F4i(x) = 10
1
2 (x4i−3 − x24i)
15. Beale-Funktion
(a) n = 2, m = 3
(b) Fi(x) = yi − xi(1− xi2)
wobei y1 = 1.5, y2 = 2.25, y3 = 2.625
16. Wood-Funktion
(a) n = 4, m = 6
(b) F1(x) = 10(x2 − x21)
F2(x) = 1− x1
F3(x) = 90
1
2 (x4 − x23)
F4(x) = 1− x3
F5(x) = 10
1
2 (x2 + x4 − 2)
F6(x) = 10
−1
2 (x2 − x4)
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Testprobleme zur globalen Optimierung
Im Folgenden werden die Funktionen aufgefu¨hrt, wie sie in [14] definiert wurden.
Fu¨r unsere Rechnungen wurden alle Funktionen linear auf den entsprechenden
Wu¨rfel [0, 1]n transformiert.





(x− ai)T (x− ai) + ci ,
wobei x = (x1, . . . , xn)
T , ai = (xi1, . . . , xin)
T , ci > 0
Zula¨ssige Menge: 0 ≤ xj ≤ 10, j = 1, . . . n.
Wir betrachten drei Fa¨lle in der unten stehenden Tabelle mit:
n = 4, m = 5, 7, 10
i ai ci
1 4 4 4 4 0.1
2 1 1 1 1 0.2
3 8 8 8 8 0.0
4 6 6 6 6 0.4
5 3 7 3 7 0.4
6 2 9 2 9 0.6
7 5 5 5 3 0.3
8 8 1 8 1 0.7
9 6 2 6 2 0.5
10 7 3.6 7 3.6 0.5











wobei x = (x1, . . . , xn)
T , pi = (pi1, . . . , pin)
T , ai = (ai1, . . . , ain)
T .
Zula¨ssige Menge: 0 ≤ xi ≤ 1
a) m = 4, n = 3
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i aij ci pij
1 3 10 30 1 0.3689 0.1170 0.2673
2 0.1 10 35 1.2 0.4699 0.4387 0.7470
3 3 10 30 3 0.1091 0.8732 0.5547
4 0.1 10 35 3.2 0.03815 0.5743 0.8828
b) m = 4, n = 6
i aij ci
1 10 3 17 3.5 1.7 8 1
2 0.05 10 17 0.1 8 14 1.2
3 3 3.5 1.7 10 17 8 3
4 17 8 0.05 10 0.1 14 3.2
i pij
1 0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
2 0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
3 0.2348 0.1451 0.3522 0.2883 0.3047 0.6650
4 0.4047 0.8828 0.8732 0.5743 0.1091 0.0381
3. Branin
f(x1, x2) = a(x2 − bx21 + cxi − d)2 + e(1− f)cosx1 + e
mit a = 1, b = 5.1(4pi2), c = 5
pi
, d = 6, e = 10, f = 1
8pi
.
Zula¨ssiger Bereich: −5 ≤ x1 ≤ 10 , 0 ≤ x2 ≤ 15.
4. Goldstein & Price
a = [1 + (x1 + x2 + 1)
2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)]
b = [30 + (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)]
f(x1, x2) = a ∗ b
Zula¨ssiger Bereich: −2 ≤ x1,2 ≤ 2.
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