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Luku 1
Johdanto
Laskettavuus matematiikassa keskittyy erilaisten matemaattisten laskujen tai ongelmien
ratkaistavuuteen ja siihen, kuinka ratkaistavuus itsessään määritellään. Varsinaisen rat-
kaisun luominen ja ratkaisuun tarvittavan muistikapasiteetin ja laskenta-ajan tutkiminen
vaatii ohjelmoinnin hallintaa. Tällaisesta tutkimisesta löytyy esimerkki luvusta 4.
Laskettavuuden määrittelemisessä tulee ottaa huomioon kolme seikkaa:
1. Määritelmän tulisi olla mahdollisimman yksinkertainen ja helposti selitettävissä
2. Sen avulla tulisi pystyä rakentamaan kone, jolla voidaan ratkaista mikä tahansa
epämuodollisesti tai muodollisesti esitetty ongelma
3. Määritelmää käyttämällä tulee ratkaisun löytyä äärellisessä ajassa
Tätä voi soveltaa esimerkiksi seuraavaan yksinkertaiseen ongelmaan: laske 2 + 3. Rat-
kaisu on selvästi 5, mutta miksi näin on? Ihmiset muistavat yksinkertaisimmat laskutoi-
mitukset ulkomuistista pienten lukujen tapauksessa ja siten ohittavat itse laskuprosessin.
Perusteluja pohtiessa kannattaa miettiä, kuinka asian selittäisi koneelle. Kannattaa aloit-
taa määrittelyistä.
Voidaan olettaa, että kone tunnistaa kaikki positiiviset luvut ja osaa järjestää ne suu-
ruusjärjestykseen. Kerrotaan koneelle, että jos mihin tahansa lukuun lisää luvun 1, saa-
daan järjestyksessä seuraava luku. Tämä on esimerkki yksinkertaisesta ohjeesta, jonka
avulla kone voisi laskea yhteenlaskun. Lisäksi tulee kertoa koneelle, että +x tarkoittaa,
että operaatio +1 tulee suorittaa x kertaa peräkkäin. Näiden ohjeiden avulla kone voisi
laskea minkä tahansa yhteenlaskun positiivisilla luvuilla. Kone ratkaisisi esimerkkiongel-
man siis askelin (i) 2 + 1 = 3, (ii) 3 + 1 = 4 ja (iii) 4 + 1 = 5.
Näitä koneelle annettuja laskuohjeita sanotaan algoritmiksi ja sen soveltamista nu-
meerisiin funktioihin käytetään funktioiden mekaanisen laskettavuuden (tai vain lasketta-
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vuuden) kuvailemiseen. Nyt tavallaan voitaisiinkin sanoa, että funktio x+y on laskettava,
koska sitä varten pystyttiin rakentamaan yksinkertainen ja yksiselitteinen kone.
Churchin teesi (kutsutaan myös Church-Turingin teesiksi) on yksinkertaistettuna väi-
te siitä, että kaikki laskettavissa olevat funktiot voidaan laskea tämän kaltaisella koneilla.
Teesiä soveltaen voidaan myös todeta, että kaikilla erilaisilla toimivilla koneilla päädytään
lopulta samaan lopputulokseen, eli laskettavien funktioiden joukkoon C. Tätä varten tut-
kielmassa käydään läpi kaksi erilaista konetyyppiä ja todetaan edellä mainitun väitteen
pitävän paikkansa ainakin niiden kohdalla. Luonteensa vuoksi teesiä ei kuitenkaan voida
todistaa oikeaksi, mutta tähän mennessä kukaan ei ole onnistunut kumoamaan väitettä.
Esitietoina lukijalle suositellaan kokemusta ohjelmoinnista ja matemaattisen logiikan
[6] osaamista, mutta tämä ei ole pakollista, sillä laskettavuus ja sen sovelluksena osa prepo-
sitiologiikkaa tullaan esittämään perusteellisesti. Tutkielma pohjautuu vahvasti Cutlandin
kirjaan [2], joka toimii hyvänä lisätiedon lähteenä aiheeseen liittyen. Toinen, hieman teo-
reettisempi lähestymistapa laskettavuuteen, Turingin koneisiin ja Churchin teesiin löytyy
lähteestä [4].
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Luku 2
URM-kone ja laskettavat funktiot
2.1 URM-kone, rajoittamaton rekisterikone
Johdannossa tutkittiin, kuinka yksinkertainen kone suorittaisi yhteenlaskua. Jotta ko-
neella voisi laskea haastavampia laskuja, on sille annettava hieman kattavampi kokoelma
ohjeita ja laajempi muisti.
Koneen sisään- ja ulostulo rajoitetaan luonnollisiin lukuihin. Rajoitus ei ole merkit-
tävä, sillä muunlaiset objektit voidaan koodata luonnollisille luvuille. Tätä tietokoneen
idealisointia kutsutaan rajoittamattomaksi rekisterikoneeksi, URM-koneeksi (unlimited
register machine). URM-koneella on käytössään rajaton määrä rekistereitä nimettyinä
R1, R2, R3 . . . , joissa jokaisessa on joka hetkellä jokin luonnollinen luku. Lukua, joka on
rekisterissä Rn, merkitään rn. Tätä voidaan havainnollistaa seuraavasti:
R1 R2 R3 R4 R5 R6 R7 R8 . . .
r1 r2 r3 r4 r5 r6 r7 r8 . . .
URM-kone voi muuttaa rekisterien sisältöjä tiettyjen ohjeiden avulla. Nämä ohjeet vas-
taavat erittäin yksinkertaisia luvuille tehtäviä laskutoimituksia. Äärellinen joukko ohjeita
muodostaa ohjelman. Ohjeita on neljää eri tyyppiä:
Nollaohjeet Jokaista n = 1, 2, 3, . . . kohti on nollaohje (zero instruction) Z(n). URM-
kone vastaa ohjeeseen vaihtamalla rekisterin Rn sisällön arvoon 0, jättäen muut rekisterit
koskematta. Vastausta tähän ohjeeseen merkitään 0→ Rn tai rn := 0.
Seuraajaohjeet Jokaista n = 1, 2, 3, . . . kohti on seuraajaohje (successor instruction)
S(n). URM-kone vastaa ohjeeseen korottamalla rekisterin Rn sisällön arvoa yhdellä jät-
täen muut rekisterit koskematta. Vastausta tähän ohjeeseen merkitään rn + 1 → Rn tai
4
rn := rn + 1.
Kopiointiohjeet Jokaistam = 1, 2, 3, . . . ja n = 1, 2, 3, . . . kohti on kopiointiohje (co-
py instruction) C(m,n). URM-kone vastaa ohjeeseen korvaamalla rekisterin Rn sisällön
rekisterin Rm arvolla rm jättäen muut rekisterit koskematta. Vastausta tähän ohjeeseen
merkitään rm → Rn tai rn := rm.
Hyppyohjeet Jokaista m = 1, 2, 3, . . . , n = 1, 2, 3, . . . ja q = 1, 2, 3, . . . kohti on hyp-
pyohje (jump instruction) J(m,n, q). URM-kone vastaa ohjeeseen seuraavasti. Oletetaan,
että ohje on ohjelmassa P . Rekistereiden Rm ja Rn sisältöjä vertaillaan, mutta mitään
rekisteriä ei muuteta. Sitten
jos rm = rn, URM-kone jatkaa P :n ohjeeseen q;
jos rm 6= rn, URM-kone jatkaa P :n seuraavaan ohjeeseen.
Hyppyohjeita J(1, 1, q) käytetään, kun ohjelmaan halutaan ehdoton hyppy. Tämän ohjeen
seurauksena siirrytään aina ohjeeseen q, sillä r1 = r1 pätee aina.
Ohjeen tyyppi Ohje URM-koneen toiminta
Nolla Z(n) Muuta rn nollaksi (0→ Rn)
Seuraaja S(n) Lisää lukuun rn 1 (rn + 1→ Rn)
Kopiointi C(m,n) Korvaa luku rn luvulla rm (rm → Rn)
Hyppy J(m,n, q) Jos rm = rn, niin siirry ohjeeseen q,
muuten siirry seuraavaan ohjeeseen.
Taulukko 2.1: URM-koneen ohjeet
Laskenta Jotta URM-kone voisi suorittaa laskennan, on sille annettava ohjelma P ja
alkuasetelma eli jono a1, a2, a3, . . . luonnollisia lukuja rekistereissä R1, R2, R3, . . . . Olete-
taan, että P koostuu s kappaleesta ohjeita I1, I2, . . . , Is. URM-kone aloittaa laskemisen
noudattamalla ohjetta I1, sitten I2, I3 ja niin edelleen, jollei hyppyohje käske toisin.
Oletetaan, että URM-kone on noudattamassa ohjetta Ik. Tämän jälkeen se siirtyy
laskutehtävän seuraavaan ohjeeseen, joka määritellään seuraavasti:
jos Ik ei ole hyppyohje, seuraava ohje on Ik+1;
jos Ik = J(m,n, q), seuraava ohje on joko Iq jos rm = rn tai Ik+1 muuten,
missä rm ja rn ovat sen hetkisiä rekisterien Rm ja Rn sisältöjä.
URM-kone jatkaa näin niin pitkään kuin mahdollista; laskenta pysähtyy jos ja vain jos
seuraavaa ohjetta ei ole (loppuu normaalisti tai hypyn seurauksena).
Merkintöjä Olkoon a1, a2, a3, . . . ääretön jono luonnollisia lukuja ja P ohjelma. Nyt
merkitään
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• P (a1, a2, a3, . . . ) laskentaa P :n mukaan alkuasetelmalla a1, a2, a3, . . . .
• P (a1, a2, a3, . . . ) ↓ laskentaa P (a1, a2, a3, . . . ), joka ennen pitkää pysähtyy.
• P (a1, a2, a3, . . . ) ↑ laskentaa P (a1, a2, a3, . . . ), joka ei pysähdy.
Pysähtyvät laskennat suppenevat, loput hajaantuvat. Useimmissa alkuasetelmissa kaik-
ki paitsi äärellinen joukko lukuja ovat 0, joten merkitään
• P (a1, a2, a3, . . . , an) = P (a1, a2, a3, . . . , an, 0, 0, 0, . . . )
merkintöjen yksinkertaistamiseksi. Seuraavassa esimerkissä havainnollistetaan juuri mai-
nittuja URM-ohjeita ja käydään ratkaisu yksityiskohtaisesti läpi. Mikäli URM-ohjeiden
toimivuutta haluaa itse kokeilla, voi näin tehdä esimerkiksi URM-simulaattorilla[5].
Esimerkki 2.1. Suorita laskenta P (2, 4, 5, 3), missä P vastaa ohjelmaa
I1 S(1)
I2 Z(3)
I3 C(2,3)
I4 J(1,2,8)
I5 J(1,1,1).
Ratkaisu. Laitetaan alkuasetelma ylimmälle riville ja edetään ohjelman mukaan.
R1 R2 R3 R4 R5 . . . Seuraava ohje
2 4 5 3 0 . . . I1
3 4 5 3 0 . . . I2
3 4 0 3 0 . . . I3
3 4 4 3 0 . . . I4
3 4 4 3 0 . . . I5 (koska r1 6= r2)
3 4 4 3 0 . . . I1 (koska ehdoton hyppy)
4 4 4 3 0 . . . I2
4 4 0 3 0 . . . I3
4 4 4 3 0 . . . I4
URM-kone pysähtyy tähän, koska hyppyohjeen I4 määräämää ohjetta I8 ei ole. Laskenta
P (2, 4, 5, 3) tuottaa siis alkuasetelmasta (2, 4, 5, 3, 0, . . . ) asetelman (4, 4, 4, 3, 0, . . . ).
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2.2 URM-laskettavat funktiot
Hahmotellaan URM-laskettavuus kahdessa osassa. Olkoon f funktio Nn → N, (n ≤ 1). Ar-
vo f(a1, a2, . . . , an) lasketaan käyttämällä ohjelmaa P alkuasetelmalla a1, a2, . . . , an, 0, 0, . . . .
Näin ollen käsittelemme laskentoja muotoa P (a1, a2, . . . , an). Jos jokin tätä muotoa ole-
vista laskennoista pysähtyy, tarvitaan yksi luku, joka tulkitaan laskennan tulokseksi. Va-
litaan luvuksi r1, joka on lopulta rekisterissä R1.
Koska laskenta P (a1, a2, . . . , an) ei välttämättä pysähdy, voidaan määritelmää laajen-
taa käsittämään myös ne funktiot, joiden määrittelyjoukkona ei ole koko n-ulotteinen ava-
ruus. Nämä funktiot ovat siis osittaisfunktioita. Yhdistetään nämä kaksi osaa lopulliseksi
määritelmäksi:
Määritelmä 2.2. Olkoon f osittaisfunktio Nn → N.
a) Olkoon P ohjelma ja a1, a2, . . . , an, b ∈ N
(i) Laskenta P (a1, a2, . . . , an) suppenee kohti b:tä, jos P (a1, a2, a3, . . . ) ↓ ja lop-
puasetelma b on rekisterissä R1; merkitään P (a1, a2, a3, . . . ) ↓ b.
(ii) P URM-laskee f :n, jos jokaista ryhmää a1, a2, . . . , an, b kohti pätee
P (a1, a2, a3, . . . ) ↓ b jos ja vain jos (a1, a2, . . . , an) ∈ Dom(f) ja
f(a1, a2, . . . , an) = b
b) Funktio f on URM-laskettava jos on olemassa ohjelma, joka URM-laskee f :n.
Määritelmässä käytetty joukko Dom(f) on kaikkien niiden joukon Nn alkiot x, joilla
f(x) on määritelty, toisin sanoen Dom(f) = {x ∈ Nn|f(x) on määritelty}. Määritelmä
siis tiivistää ajatuksen siitä, että ohjelma P toimii funktion f kanssa identtisesti ja toimii
ainoastaan niillä alkuarvoilla, joilla funktio on määritelty.
URM-laskettavien funktioiden luokkaa merkitään symbolilla C ja n-paikkaisten URM-
laskettavien funktioiden luokkaa Cn. Jatkossa laskettavuudella tarkoitetaan URM-lasket-
tavuutta.
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Luku 3
Laskettavuuden soveltaminen
3.1 Ongelmat ja ratkeavat predikaatit
Matemaattisia ongelmia on monenlaisia eikä niiden laskettavuuden selvittäminen onnistu
suoraan. Näin ollen ensimmäiseksi tulee kehittää jokin keino muuntaa sanalliset ongel-
mat "matematiikan kielelle". Yleensä pitää päättää, onko luvulla jokin ominaisuus vai
ei, esimerkiksi onko luku parillinen, alkuluku tai pienempi kuin jokin toinen luku. Käsite
predikaatti käsittää lukujen ominaisuuksien lisäksi niiden väliset suhteet, joten jatkossa
tullaan käyttämään tätä laajempaa termiä. Mekaaninen menetelmä tähän on funktio, jo-
hon syöttämällä tutkittavat luvut saadaan vastaukseksi Kyllä tai Ei. Merkitään näitä vas-
taavasti arvoilla 1 ja 0. Näin ollen voidaan sanoa, että jokin predikaatti on algoritmisesti
tai mekaanisesti ratkeava, tai vain ratkeava, jos tämä funktio on laskettava. Esimerkkinä
tällaisesta funktiosta otetaan 2-paikkainen predikaatti "x on suurempi kuin y":
(3.1) f(x, y) =
{
1 jos x on suurempi kuin y
0 jos x ei ole suurempi kuin y
Oletetaan, että M(x1, x2, . . . , xn) on luonnollisten lukujen n-paikkainen predikaatti.
Karakteristinen funktio cm(x) (jossa x = (x1, . . . , xn)) määritellään seuraavasti:
(3.2) cm(x) =
{
1 jos M(x) pitää paikkaansa
0 jos M(x) ei pidä paikkaansa
Määritelmä 3.3. Predikaatti M(x) on ratkeava vain, jos funktio cm on laskettava.
Puhuttaessa ratkeavuudesta käsitellään aina (täydellisten) funktioiden laskettavuutta.
Ratkeavuutta käsitellessä predikaatteja voidaan kuvailla ongelmiksi.
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3.2 Laskettavuus muissa joukoissa
Koska URM-kone käsittelee vain luonnollisia lukuja, laskettavuuden ja ratkeavuuden mää-
ritelmä koskee vain luonnollisten lukujen predikaatteja ja funktioita. Nämä voidaan kui-
tenkin laajentaa muiksikin (kokonaisluvut, polynomit yms.) koodaamalla.
Joukon D koodaus on injektio α : D → N. Olio d ∈ D on koodattu luonnolliseksi
luvuksi α(d). Oletetaan, että f on funktio D:ltä itselleen; nyt f luonnollisesti koodataan
funktiolla f ∗ N :ltä itselleen, joka liittää olion d ∈ Dom(f) koodaukseen f(d). Suoraan
saadaan
(3.4) f ∗ = α ◦ f ◦ α−1.
Nyt voidaan laajentaa URM-laskettavuuden määritelmä D:hen sanomalla, että f on
laskettava, jos f ∗ on laskettava luonnollisilla luvuilla.
Esimerkki 3.5. Käsitellään joukkoa Z. Käytetään koodausta , missä
(3.6) α(n) =
{
2n jos n ≥ 0,
−2n− 1 jos n < 0.
α(n) koodaa positiiviset luvut parillisiksi luvuiksi ja negatiiviset parittomiksi, jolloin ryh-
mittäin perättäisten lukujen etäisyys toisistaan on 2. Siis α−1 on
(3.7) α−1(m) =
{
1
2
m jos m on parillinen,
−1
2
(m+ 1) jos m on pariton.
Jos f nimetään funktioksi x− 1, saadaan f ∗ : N→ N seuraavasti:
(3.8) f ∗(x) =

1 jos x = 0, (rajatapaus määritellään erikseen)
x− 2 jos x > 0 ja x on parillinen,
x+ 2 jos x on pariton.
Näin ollen funktio f(x) = x − 1 on laskettava Z:ssa, koska funktio f ∗ on laskettava
luonnollisten lukujen joukossa.
Esimerkki 3.9. Funktiona on g, g(x) = 2x. Nyt saadaan g∗ : N→ N seuraavasti:
(3.10) g∗(x) =
{
2x jos x on parillinen,
2x+ 1 jos x on pariton.
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Luku 4
Laskettavien funktioiden luominen
Nyt olemme määritelleet laskettavuuden ja sen, kuinka laskettavuus liittyy matemaattisiin
ongelmiin. Tässä luvussa yhdistetään aiempien lukujen teoria ja käydään sen avulla läpi
useita yleisempiä funktioita ja menetelmiä luoda niistä edelleen uusia funktioita. Näillä
työkaluilla voidaan rakentaa kaikki sellaiset funktiot, jotka kuuluvat laskettavien funktioi-
den joukkoon C. Luvussa käytettävät menetelmät eivät rajoitu vain URM-laskettavuuteen,
vaan muutkin laskettavuuden määritelmäehdotukset perustuvat niihin.
4.1 Perusfunktiot
Aloitetaan luomalla kolme laskettavaa funktiota, jotka vastaavat URM-koneen ohjeita.
Näistä perusfunktioista rakennetaan jatkossa monimutkaisemmat funktiot.
Lemma 4.1. Seuraavat perusfunktiot ovat laskettavissa:
• nollafunktio 0(0(x) = 0 kaikilla x)
• seuraajafunktio x+ 1
• kaikille n ≥ 1 ja 1 ≤ i ≤ n, projektiofunktio Uni , Uni (x1, x2, . . . , xn) = xi.
Lemman kohdat vastaavat yksittäisiä URM-ohjelmia Z(1), S(1) ja C(i, 1).
4.2 Ohjelmien yhdistäminen
Jatkossa tarvitaan ohjelmia, jotka käyttävät aliohjelmia. Selvitetään aluksi aihetta tar-
kemmin.
Ohjelmia ei välttämättä voi liittää suoraan yhteen, vaan ensin tulee ottaa huomioon
hyppykomennot. Yhdistämisten helpottamiseksi otetaan käsite standardimuoto:
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Määritelmä 4.2. Ohjelma P = I1, I2, . . . , Is on standardimuodossa, jos kaikille hyppy-
komennoille J(m,n, q) pätee q ≤ s+ 1.
Kaikki ohjelmat voidaan muuttaa tähän muotoon muuttamatta niiden toimintaa, sil-
lä ainoat muutettavat hyppykomennot pysäyttäisivät laskennan joka tapauksessa. Stan-
dardimuotoon muuttaminen tapahtuu yksinkertaisesti. Esimerkissä (2.1) oleva laskenta
sisältää hyppykomennon J(1,2,8), joka käskee siirtymään ohjeeseen 8. Tätä ohjetta ei
ole, jolloin laskenta päättyy. Koska ohjelmassa on vain 5 ohjetta, voidaan hyppykomen-
to muuttaa muotoon J(1,2,6) (5+1), jolloin ohje toimii edelleen identtisesti alkuperäisen
kanssa.
Nyt voidaan määritellä yhdiste:
Määritelmä 4.3. Olkoon P ja Q standardimuotoisia ohjelmia, joiden pituudet ovat s ja
t. P :n ja Q:n yhdiste PQ on ohjelma I1, I2, . . . , Is, Is+1, . . . , Is+t, missä P = I1, I2, . . . , Is
ja ohjeet Is+1, . . . , Is+t ovat Q:n ohjeita, joissa jokainen hyppy J(m,n, q) on korvattu
hypyllä J(m,n, s+ q).
Yhdistäessä ohjelmia voidaan joskus tarvita rekistereitä, joihin aliohjelmat eivät vai-
kuta. Koska jokainen ohjelma on äärellinen, voidaan löytää indeksiltään suurin rekisteri,
joka ohjelmassa mainitaan. Olkoon tämän rekisterin indeksi u. Nyt voidaan olla varmoja,
että rekisterien Rv, v > u sisältö ei siis muutu minkään ohjelman vaiheen aikana. Näitä
rekistereitä voidaan käyttää esimerkiksi tiedon tallentamiseen. Merkitään u = ρ(P ).
Lopuksi käsitellään merkintätapaa, joka helpottaa todistamista. Aliohjelman P tar-
vitsema syöte saattaa olla muualla kuin rekistereissä R1, . . . , Rn ja lisäksi P :n tulos voi-
daan haluta johonkin muuhun rekisteriin Rl tavallisen R1:n sijasta. Lisäksi rekistereissä
R1, . . . , Rρ(P ) voi olla haitallista tietoa. Tämä kaikki voidaan ottaa huomioon.
Käyttämällä merkintää P [l1, . . . ln → l] tarkoitetaan seuraavaa, pidennettyä ohjelmaa:
1. Siirretään rekisterien Rl1 , . . . , Rln sisällöt rekistereihin R1, . . . , Rn
2. Tyhjennetään rekisterit Rn+1, . . . , Rρ(P )
3. Suoritetaan P
4. Siirretään rekisterin R1 sisältö rekisteriin Rl
Toisin sanoen P [l1, . . . ln → l] tarkoittaa seuraavaa:
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C(l1, 1)
...
C(ln, n)
Z(n+ 1)
...
Z(ρ(P ))
P
C(1, l).
Aliohjelmien hyöty havaitaan parhaiten ohjelman lyhyytenä ja siitä, että ohjelmaa voi
monipuolistaa vähemmällä komentomäärällä.
Esimerkki 4.4. Olkoon Fn(x1, x2, . . . , xn) laskenta, joka antaa tulokseksi suurimman lu-
vuista xi. Laskennan F2(x1, x2) ohjelma F2 on seuraava:
I1 C(1, 3)
I2 C(2, 4)
I3 J(1, 4, 9)
I4 J(2, 3, 8)
I5 S(3)
I6 S(4)
I7 J(1, 1, 3)
I8 C(2, 1).
Ohjelma kopioi luvut x1 ja x2 rekistereihin R3 ja R4 ja tarkastaa, onko luvut r1 ja r3
tai r2 ja r4 yhtäsuuret. Jos näin ei ole, ohjelma lisää rekisterien R3 ja R4 arvoa yhdellä
ja palaa tarkastukseen. Ohjelma jatkaa näin, kunnes jompi kumpi lukupareista täsmää.
Lukuparista riippuen ohjelma joko lopettaa heti, tai siirtää luvun r2 rekisteriin R1 ja
lopettaa.
Kun muuttujien määrä nostetaan kolmeen, kasvaa ohjelman koko merkittävästi. F3
vastaa kaikki kolmea lukua yhtä aikaa tutkivaa ohjelmaa:
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I1 C(1, 4)
I2 C(2, 5)
I3 C(3, 6)
I4 J(1, 5, 14)
I5 J(1, 6, 19)
I6 J(2, 4, 24)
I7 J(2, 6, 19)
I8 J(3, 4, 24)
I9 J(3, 5, 14)
I10 S(4)
I11 S(5)
I12 S(6)
I13 J(1, 1, 4)
I14 J(1, 6, 32)
I15 J(3, 4, 31)
I16 S(4)
I17 S(6)
I18 J(1, 1, 14)
I19 J(1, 5, 32)
I20 J(2, 4, 29)
I21 S(4)
I22 S(5)
I23 J(1, 1, 19)
I24 J(2, 6, 29)
I25 J(3, 5, 31)
I26 S(5)
I27 S(6)
I28 J(1, 1, 24)
I29 T (2, 1)
I30 J(1, 1, 32)
I31 C(3, 1).
Havaitaan, että kolmen muuttujan tapauksessa laskenta muuttuu kaksivaiheiseksi: en-
simmäisessä vaiheessa haetaan luku, joka havaitaan pienemmäksi (tai yhtäsuureksi) kuin
jokin kahdesta muusta. Toisessa vaiheessa tämä luku hylätään ja siirrytään tutkimaan jäl-
jelle jääneita kahta lukua. Koska tarkastellaan kolmea lukua, on ohjelmassa oltava kolme
tällaista "toista vaihetta". Ohjelma lopulta sijoittaa suurimman luvun rekisteriin R1.
Ajatuksellisesti laskennassa oli vain kaksi vaihetta, joten voidaan muodostaa ohjelma
F ∗3 , joka hyödyntää laskentaa F2 vastaavaa ohjelmaa aliohjelmana:
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I1 C(1, 4)
I2 C(2, 5)
I3 J(1, 5, 9)
I4 J(2, 4, 8)
I5 S(4)
I6 S(5)
I7 J(1, 1, 3)
I8 C(2, 1)
I9 J(3, 6, 13)
I10 C(3, 2)
I11 Z(3)
I12 J(1, 1, 1).
Saadun ohjelman pituus on huomattavasti lyhyempi kuin yhtäaikaisella metodilla. Oh-
jelmaa voi myös monipuolistaa helpommin. Moniajoa käyttävä ohjelma vaatii pelkästään
alun tarkasteluun n ∗ (n− 1) kappaletta hyppykomentoja, jolloin yhden muuttujan lisää-
minen kasvattaa rivien määrää sitä enemmän, mitä enemmän muuttujia on. Ohjelman
F ∗n tapauksessa tarvitaan lisärivejä aina vain neljä: loppuun ohjeiden I9 . . . I12 kaltaiset
uuden vertailukaksikon luovat ohjeet. Näin ollen ohjelmassa F3 on enemmän komentoja
kuin ohjelmassa F ∗7 !
Kun vertaillaan näitä kahta menetelmää, voittaa aliohjelmaa käyttävä ohjelma moniajo-
ohjelman viemällä vähemmän muistikapasitettia. Tämä ei kuitenkaan tarkoita sitä, et-
tä sama pätisi laskenta-ajalle. Moniajo käyttää ohjelmastaan vain yhtä "haaraa"(esim.
x2 < x3 → x1 > x3) ja pitää työmuistia, mikä vauhdittaa seuraavien lukujen vertailua.
Aliohjelmaa käyttävä ohjelma taas kulkee lähes kaikki ohjeensa läpi useaan kertaan ja
aloittaa lukujen vertailun alusta jokaisen hylätyn luvun jälkeen.
Näin ollen näiden kahden tavan paremmuus riippuu käytettävissä olevista resursseista
ja subjektiivisista preferensseistä.
4.3 Sijoittaminen
Yleinen tapa luoda uusia funktioita vanhoista on sijoittaa funktioita toisten funktioiden
sisälle. Osoitetaan, että C on suljettu sijoittamisen suhteen.
Lause 4.5. Olkoon f(y1, . . . , yk) ja g1(x), . . . , gk(x) laskettavia (osittais-)funktioita, mis-
sä x = (x1, . . . , xn). Näin ollen funktio h(x),
h(x) ' f(g1(x), . . . , gk(x))
on laskettava.
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Todistus. Olkoon F,G1, . . . , Gk standardimuotoisia ohjelmia, jotka laskevat funktiot
f, g1, . . . , gk vastaavasti. Kirjoitetaan ohjelma H, jolla lasketaan seuraavan toimintosarjan
avulla h: "kun x on annettu, käytä ohjelmia G1, . . . , Gk laskemaan peräkkäin g1(x), . . . ,
gk(x) merkiten niiden arvot ylös sitä mukaa, kun ne saadaan selville. Sitten käytä ohjelmaa
F laskemaan f(g1(x), . . . , gk(x))."
Jotta vältytään muuttamasta ohjelmien tarvitsemien rekisterien sisältöä, olkoon m =
max(n, k, ρ(F ), ρ(G1), . . . , ρ(Gk)). Aloitetaan tallentamalla x rekistereihin Rm+1, . . . ,
Rm+n ja varataan rekisterit Rm+n+1, . . . , Rm+n+k arvoja gi(x) varten (i = 1, ..., k). Ohjel-
ma on siis seuraava:
C(1,m+ 1)
...
C(n,m+ n)
G1[m+ 1,m+ 2, . . . ,m+ n→ m+ n+ 1]
...
Gk[m+ 1,m+ 2, . . . ,m+ n→ m+ n+ k]
F [m+ n+ 1,m+ n+ 2, . . . ,m+ n+ k,→ 1].
Lauseessa 4.5 käytetty relaatio ' vaaditaan, koska käytössä saattaa olla osittaisfunk-
tioita. Relaatio siis tarkoittaa tavallista ekvivalenssia, kun molemmat funktiot ovat mää-
riteltyjä. Toisessa tapauksessa molemmat funktiot ovat määrittelemättömiä. Tilannetta,
jossa vain toinen funktio on määritelty, ei sallita.
Uusia funktioita voidaan luoda mistä tahansa funktiosta järjestelemällä sen muuttujat
uudelleen, samaistamalla sen muuttujia tai lisäämällä käyttämättömän muuttujan.
Seuraava lauseen 4.5 sovellus osoittaa, että käyttämällä näitä tapoja yksin tai yhdessä
saadaan laskettavista funktioista laskettavia funktioita.
Lause 4.6. Olkoon f(y1, . . . , yk) laskettava funktio ja xi1 , . . . , xik k:n pituinen jakso
muuttujista x1, . . . , xn (mahdollisesti toistojen kera). Nyt funktio h,
h(x1, . . . , xn) ' f(xi1 , . . . , xik)
on laskettava.
Todistus. Merkiten x = x1, . . . , xn saadaan
h(x) ' f(Uni1(x), . . . , Unin(x)),
joka on laskettavissa lemman 5.1(c) ja lauseen 5.4 mukaan. 
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4.4 Rekursio
Rekursiolla tarkoitetaan menetelmää, jossa funktio määritellään arvo kerrallaan sen ai-
empien arvojen avulla, mahdollisesti vielä muita jo määriteltyjä funktioita käyttäen. Ole-
tetaan, että f(x) ja g(x, y, z) ovat funktioita. Tutkitaan seuraavaa määritelmää:
h(x, 0) ' f(x)
h(x, y + 1) ' g(x, y, h(x, y))(4.7)
Tämä voi vaikuttaa kehäpäätelmältä, mutta laskettaessa arvoja yksitellen tämä väl-
tetään. Funktiota f voidaan pitää aloitusfunktiona, mistä menetelmä aloittaa laskemisen.
Vastaavasti funktiota g voidaan pitää rekursoivana funktiona, joka operoi aloitusfunk-
tion arvoa y kertaa. Kun funktio h määritellään täten, sanotaan sen olevan määritelty
rekursiolla funktioista f ja g. Yhtälöt (4.7) ovat rekursioyhtälöitä. Tiivistetään lauseeksi.
Lause 4.8. Olkoon x = (x1, . . . , xn) ja f(x) ja g(x, y, z) funktioita; nyt saadaan funktio
h(x, y), joka toteuttaa rekursioyhtälöt.
Huomautus. Kun n = 0, eli kun x:n parametrejä ei ole, saa rekursioyhtälöt muodon
h(0) ' a
h(y + 1) ' g(y, h(y)),
missä a ∈ N.
Monet yleiset funktiot voidaan lyhyesti määritellä rekursiolla, joten seuraava lause on
hyvin tarpeellinen. Lyhyesti se osoittaa, että C on suljettu rekursion suhteen.
Lause 4.9. Olkoon f(x) ja g(x, y, z) laskettavia funktioita, missä x = (x1, . . . , xn). Nyt
funktioiden f ja g avulla saatu funktio h(x,y) on laskettava.
Todistus. Olkoon F ja G standardimuotoisia ohjelmia, jotka laskevat funktiot f(x) ja
g(x, y, z). Kehitetään ohjelma H funktiota h(x, y) varten, joka saadaan rekursioyhtälöistä.
Alkuasetelmalla x1, . . . , xn, y, 0, . . . H ensin laskee h(x, 0):n käyttäen ohjelmaa F . Jos
y 6= 0, niin H käyttää ohjelmaa G laskeakseen h(x, 1) ja edelleen h(x, 2), . . . , kunnes se
pysähtyy.
Olkoon m = max(n+ 2, ρ(F ), ρ(G)). Aloitetaan tallentamalla x, y rekistereihin Rm+1,
. . . , Rm+n+1. Seuraavat kaksi rekisteriä ovat varattu numeroiksi k ja h(x, k) kun k =
0, 1, 2, . . . , y. Jos merkitään t = m+ n, niin saadaan kirjoitettua ohjelma seuraavasti:
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C(1,m+ 1)
...
C(n+ 1, t+ 1)
F [1, 2, . . . , n→ t+ 3]
Iq: J(t+ 2, t+ 1, p)
G[m+ 1, . . . , t, t+ 2, t+ 3→ t+ 3]
S(t+ 2)
J(1, 1, q)
Ip: C(t+ 3, 1).
Näin ollen h on laskettava. 
Seuraavassa lauseessa on koottuna useita funktioita, jotka on saatu käyttämällä lausei-
ta (4.5) ja (4.9).
Lause 4.10. Seuraavat funktiot ovat laskettavissa (todistukset ohessa).
1. x+ y
• f(x) = x, g(x, y, z) = z + 1 = (x+ y) + 1
• h(x, 0) = x+ 0 = x = f(x)
• h(x, y + 1) = x+ (y + 1) = (x+ y) + 1 = z + 1 = g(x, y, z)
2. xy
• f(x) = 0, g(x, y, z) = z + x = xy + x
• h(x, 0) = x0 = 0 = f(x)
• h(x, y + 1) = x(y + 1) = xy + x = z + x = g(x, y, z)
3. xy
• f(x) = 1, g(x, y, z) = zx = xyx (2.)
• h(x, 0) = x0 = 1 = f(x)
• h(x, y + 1) = xy+1 = xyx = zx = g(x, y, z)
4. x− 1
• a = 0, g(y, z) = y
• h(0) = 0− 1 = 0 = a (sopimus. Voidaan toteuttaa esimerkiksi ohjelmalla, joka
alkaa ohjeella J(1, x, y), kun rx = 0 ja komentoa y ei ole.)
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• h(y + 1) = (y + 1)− 1 = y = g(y, z)
5. x− y =
{
x− y jos x ≥ y
0 muuten
• f(x) = x, g(x, y, z) = z − 1 = (x− y)− 1 (4.)
• h(x, 0) = x− 0 = x = f(x)
• h(x, y + 1) = x− (y + 1) = (x− y)− 1 = z − 1 = g(x, y, z)
6. sg(x) =
{
0 jos x = 0
1 muuten
• a = 0, g(y, z) = 1
• h(0) = 0 = a
• h(y + 1) = 1 = g(y, z)
7. sg(x) =
{
1 jos x = 0
0 muuten
• sg(x) = 1− sg(x). Sijoitetaan sg(x) funktioon x− y.
8. |x− y|
• |x− y| = (x− y) + (y − x). Sijoitetaan x− y ja y − x funktioon x+ y.
9. x!
• a = 1, g(y, z) = z(y + 1) (1. ja 2.)
• h(0) = 0! = 1 = a
• h(y + 1) = (y + 1)! = y!(y + 1) = z(y + 1) = g(y, z)
10. min(x, y)
• min(x, y) = x− (x− y). Sijoitetaan x− y funktioon x− y.
11. max(x, y)
• min(x, y) = x+ (y − x). Sijoitetaan x− y funktioon x+ y.
12. rm(x, y) = jakolaskusta y ÷ x yli jäänyt osa. Jotta saadaan täydellinen funktio,
sovitaan rm(0, y) = y .
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• Tiedetään, että
rm(x, y + 1) =
{
rm(x, y) + 1 jos rm(x, y) + 1 6= x
0 muuten.
Käyttämällä kohtia 1,2,4,6 ja 8 voidaan todistaa, että funktio
(z + 1)sg(|x− (z + 1)|)
on laskettavissa. Nyt
• f(x) = 0,
g(x, y, z) = (z + 1)sg(|x− (z + 1)|) = (rm(x, y) + 1)sg(x− (rm(x, y) + 1)|)
• rm(x, 0) = 0 = f(x)
• rm(x, y + 1) = (rm(x, y) + 1)sg(|x− (rm(x, y) + 1)|) = g(x, y, z)
13. qC(x, y) = jakolaskun y÷ x kokonaisosa. Taas sovitaan qC(0, y) = 0, jotta saadaan
täydellinen funktio.
• qC(x, y + 1) =
{
qC(x, y) + 1 jos rm(x, y) + 1 = x
0 muuten.
Edellisen tapaan käyttämällä samoja kohtia voidaan osoittaa, että
z + sg(|x− (rm(x, y) + 1)|)
on laskettava. Näin saadaan
• f(x) = 0, g(x, y, z) = z + sg(|x− (rm(x, y) + 1)|)
• qC(x, 0) = 0 = f(x)
• qC(x, y + 1) = qC(x, y) + (sg)(|x− (rm(x, y) + 1)|) = g(x, y, z)
14. div(x, y) =
{
1 jos x | y
0 muuten
Sovitaan taas funktion täydellisyyden vuoksi, että 0 | 0, mutta 0 - y jos y 6= 0.
• div(x, y) = sg(rm(x, y)). Sijoitetaan rm(x, y) funktioon sg(x).
Käyttämällä edellä todistettuja laskettavia funktioita saadaan perusteltua seuraavat
kaksi predikaatteja käsittelevää apulausetta:
Korollaari 4.11. Olkoon f1(x), . . . , fk(x) laskettavia funktioita. Lisäksi olkoonM1(x), . . . ,Mk(x)
sellaisia ratkeavia predikaatteja, joista tasan yksi pätee kutakin muuttujan x arvoa kohti.
Nyt seuraavasti annettu funktio on laskettava:
g(x) =

f1(x) jos M1(x) pätee,
...
fk(x) jos Mk(x) pätee,
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Todistus. g(x) = cM1(x)f1(x) + . . .+ cMk(x)fk(x), laskettavissa sijoittamalla käyttäen
yhteen- ja kertolaskua.
Korollaari 4.12. Olkoon M(x) ja Q(x) ratkeavia predikaatteja; nyt seuraavat ovat myös
ratkeavia:
a) 'ei M(x)'
b) 'M(x) ja Q(x)'
c) 'M(x) tai Q(x)'
Todistus. Karakteristiset funktiot ovat seuraavat:
a) 1− cM(x)
b) cM(x)cQ(x)
c) max(cM(x), cQ(x)) ('tai' inklusiivisessa merkityksessä).
Rekursiota voidaan myös käyttää muiden funktionrakennustapojen pohjustamiseen. Aloi-
tetaan määrittelemällä rajattu summa Σz>yf(x, z) ja rajattu tulo Πz>yf(x, z):
(4.13)
{
Σz>0f(x, z) = 0
Σz>y+1f(x, z) = Σz>yf(x, z) + f(x, y).
(4.14)
{
Πz>0f(x, z) = 1
Πz>y+1f(x, z) = (Πz>yf(x, z)) · f(x, y).
Lause 4.15. Olkoon f(x, z) laskettava funktio; nyt funktiot Σz<yf(x, z) ja Πz<yf(x, z)
ovat laskettavia.
Todistus. Yhtälöt (4.13) ja (4.14) ovat rekursiivisia määritelmiä käyttäen laskettavia
funktiota.
Jos rajatun summan tai tulon raja z annetaan minkä tahansa laskettavan funktion
avulla, tulos on silti laskettava sijoittamisen avulla:
Korollaari 4.16. Olkoon f(x, z) ja k(x,w) laskettavia funktioita; nyt funktiot
Σz<k(x,w)f(x, z) ja Πz<k(x,w)f(x, z) ovat myös laskettavia.
20
4.5 µ-operaattori
Seuraavaksi käsitellään uutta tapaa rakentaa funktioita. Merkintä
µz < y(. . . )
tarkoittaa pienintä arvoa z, joka toteuttaa ehdon ". . . ". Jotta merkintä olisi täysin mää-
ritelty, annetaan sen olla y, jos kyseistä arvoa z ei löydy. Jos annetaan funktio f(x, z),
niin nyt voidaan määritellä uusi funktio g seuraavasti:
g(x, y) = µz < y(f(x, z) = 0)
=
{
pienin z < y toteuttaen ehdon f(x, z) = 0, jos tällainen on olemassa,
y jos ei ole kyseistä arvoa z.
Operaattoria µz < y kutsutaan rajatuksi minimalisaatio-operaattoriksi tai rajatuksi µ-
operaattoriksi.
Lause 4.17. Jos f(x, y) on laskettava funktio, niin funktio µz < y(f(x, z) = 0) on myös
laskettava.
Todistus. Tutkitaan funktiota
h(x, v) = Πu<vsg(f(x, u)),
joka on laskettava korollaarin (4.16) mukaan. Annettuja x ja y kohti olkoon z0 = µz <
y(f(x, z) = 0). Nyt nähdään, että
jos v < z0, niin h(x, v) = 1;
jos z0 ≤ v < y, niin h(x, v) = 0.
Täten
z0 = niiden arvoa y pienempien arvojen v määrä, joilla h(x, v) = 1,
= Σv<yh(x, v).
Siis
µz < y(f(x, z) = 0) = Σv<y(Πu<vsg(f(x, u))),
joka on laskettava lauseen (4.15) mukaan.
Kuten myös rajattujen summien ja tulojen tapauksessa, myös rajatun minimalisaation
raja voidaan antaa minkä tahansa laskettavan funktion avulla:
Korollaari 4.18. Jos f(x, z) ja k(x,w) ovat laskettavia funktioita, niin on myös funktio
µz < k(x,w)(f(x, z) = 0).
Todistus. Sijoitus k(x,w) arvon y tilalle.
Lauseet (4.15) ja (4.17) antavat seuraavat sovellukset koskien ratkeavia predikaatteja.
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Korollaari 4.19. Olkoon R(x, y) ratkeava predikaatti; nyt
a) funktio f(x, y) = µz < yR(x, z) on laskettava.
b) seuraavat predikaatit ovat ratkeavia:
i) M1(x, y) ≡ ∀z < yR(x, z)
ii) M2(x, y) ≡ ∃z < yR(x, z)
Todistus.
a) f(x, y) = µz < y(sg(cR(x, z)) = 0)
b) i) cM1(x, y) = Πz < ycR(x, z).
ii) M2(x, y) = ei (∀z < y(eiR(x, z)))
mikä on ratkeava kohtien b) i) ja (4.12) mukaan.
Seuraavassa lauseessa käytetään useita edellä mainittuja menetelmiä uusien funktioi-
den kehittämiseksi.
Lause 4.20. Seuraavat funktiot ovat laskettavia.
a) D(x) = x:n jakajien lukumäärä (sovitaan: D(0) = 1)
b) Pr(x) = joko 1 jos x on alkuluku tai 0 jos ei ('x on alkuluku' on ratkeava)
c) px = alkuluku, jonka järjestysluku on x (sovitaan p0 = 0, p1 = 2, . . . )
d) (x)y =
{
py:n eksponentti kun x on alkutekijämuodossa ja x, y > 0
0 jos x = 0 tai y = 0.
Todistus.
a) D(x) = Σy≤xdiv(y, x)
b)
Pr(x) =
{
1 josD(x) = 2, (eli x > 1 ja ainoat jakajat ovat x ja 1)
0 muuten.
= sg(|D(x)− 2|)
c)
p0 = 0,
px+1 = µz ≤ x((px! + 1)(z > px ja z on alkuluku)
Tämä on määritelmä rekursiolla; predikaatti on ratkeava, joten korollaarin (4.19)
mukaan funktio on laskettava.
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d) (x)y = µz < x(px+1y - x) on laskettava koska predikaatti on ratkeava.
Huom. Funktiota (x)y käytetään seuraavanlaisessa tilanteessa. Jono s = (a1, a2, . . . , an),
joka koostuu luonnollisista luvuista, voidaan koodata yhdellä numerolla b = pa1+11 , p
a2+1
2 ,
. . . , pan+1n ; jonon s pituus n ja numerot ai voidaan palauttaa mekaanisesti b:stä seuraavasti:
n = µz < b((b)z+1 = 0),
ai = (b)i − 1, (1 ≤ i ≤ n).
4.6 Minimalisaatio
Sijoittamalla ja rekursiolla ja niiden sovelluksilla saadaan suuri kokoelma funktioita, mut-
ta on olemassa tärkeä operaatio, jolla saadaan edelleen lisää funktioita: rajoittamaton
minimalisaatio tai vain minimalisaatio:
Olkoon f(x, y) (ehkä osittais-) funktio. Tavoitteena on määritellä funktio g(x) muotoon
g(x) = pienin y, jolla f(x, y) = 0,
jonka laskettavuus määräytyisi funktion f laskettavuuden perusteella. Kaksi ongelmaa
voi ilmetä. Joillain x ei välttämättä ole ehtoa toteuttavaa arvoa y. Toisaalta luonnollinen
algoritmi ei välttämättä pysähdy johtuen määrittelemättömistä arvoista, vaikka kyseinen
y löytyisikin.
Näin päädytään seuraavaan minimalisaatio-operaattorin µ määritelmään, jolla saa-
daan laskettavia funktioita laskettavista funktioista.
Määritelmä 4.21. Mille tahansa funktiolle f(x, y)
µy(f(x, y) = 0) =

pienin y ehdoilla
f(x, z) on määritelty kaikilla z ≤ y ja
f(x, y) = 0 jos y löytyy,
ei määritelty jos y:tä ei ole.
µy(. . . ) luetaan 'pienin y ehdolla . . . '. Tätä operaattoria kutsutaan joskus vain µ-operaattoriksi.
Seuraava lause perustelee, että C on suljettu minimalisaation suhteen.
Lause 4.22. Olkoon f(x, y) laskettava; siis myös funktio g(x) = µy(f(x, y) = 0) on
laskettava.
Todistus. Olkoon x n-paikkainen muuttuja ja F standardimuotoinen ohjelma, joka
laskee funktion f(x, y). Merkitään suurinta mahdollisesti muuttuvaa rekisteriä symbolilla
m = max(n + 1, ρ(F )). Kirjoitetaan ohjelma G, joka sisältää seuraavan algoritmin g:lle:
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laske funktion f arvo f(x, k) muuttujan k arvolla k = 0. Jos funktion arvoksi saadaan
0, on haluttu k:n arvo 0. Muussa tapauksessa lisää k:n arvoon 1 ja laske funktion arvo
uudestaan. Kasvata näin muuttujaa k, kunnes ehdon f(x, k) = 0 täyttävä arvo löytyy.
Tämä k:n arvo on vaadittu tulos. Arvo x ja sen hetkinen arvo k tallennetaan rekistereihin
Rm+1, . . . , Rm+n+1 ennen kuin lasketaan f(x, k). Nyt ohjelma G on seuraava:
C(1,m+ 1) . . . C(n,m+ n)
Ip F [m+ 1,m+ 2, . . . ,m+ n+ 1→ 1]
J(1,m+ n+ 2, q)
S(m+ n+ 1)
J(1, 1, p)
Iq C(m+ n+ 1, 1),
missä Ip on aliohjelman F [m+ 1,m+ 2, . . . ,m+ n+ 1→ 1] ensimmäinen ohje.
Korollaari 4.23. Olkoon R(x, y) ratkeava predikaatti; nyt funktio
g(x) = µyR(x, y)
=
{
pienin y siten että R(x, y) pitää paikkaansa jos y löytyy,
ei määritelty muuten
on laskettava.
Todistus. g(x) = µy(sg(cR(x, y)) = 0).
Tämän korollaarin valossa µ-operaattoria usein kutsutaan hakuoperaattoriksi. Saatu-
aan ratkeavan predikaatin R(x, y) funktio g(x) etsii sellaisen arvon y, jolla R(x, y) pitää
paikkaansa. Jos näitä arvoja on useampia, g(x) valitsee näistä pienimmän arvon.
µ-operaattori saattaa luoda osittaisfunktion kokonaisfunktiosta; esimerkiksi jos f(x, y)
= |x− y2| ja g(x) ' µy(f(x, y) = 0), niin g on osittaisfunktio
g(x) =
{
x jos x on neliöluku,
ei määritelty muuten.
Siis käyttämällä µ-operaattoria sijoittamis- ja rekursiomenetelmien kanssa voidaan
luoda perusfunktioista enemmän funktioita kuin ilman µ-operaattoria (koska silloin funk-
tioista ei voi tulla osittaisfunktioita). On toisaalta funktioita, joita varten µ-operaattori
on olennainen. Esimerkki (4.24) antaa yhden sellaisen. Toisin kuin rajoitettu minimalisaa-
tio, minimalisaatio ei ole määriteltävissä sijoittamisen ja rekursion avulla. Kuitenkin tulee
ilmi, että useimmin ilmenevät laskettavat funktiot voidaan rakentaa näiden menetelmien
avulla perusfunktioista. Näitä funktioita kutsutaan primitiivirekursiivisiksi. Käytännössä
näiden funktioiden laskettavuus voidaan esittää minimalisaation epäolennaisella käytöllä,
jos se helpottaa tehtävää.
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Seuraavassa esimerkissä näytetään, kuinka µ-operaattorilla voidaan etsiä muutakin
kuin yksittäinen luku, jolla on tietty ominaisuus; µ-operaattori löytää sekä äärellisiä jonoja
tai numerojoukkoja että muita objekteja, jotka on koodattu yhdellä luvulla.
Esimerkki 4.24. (Ackermannin funktio). Funktio ψ(x, y) seuraavasti määriteltynä on
laskettava:
(i) ψ(0, y) = y + 1
(ii) ψ(x+ 1, 0) ' ψ(x, 1)
(iii) ψ(x+ 1, y + 1) ' ψ(x, ψ(x+ 1, y)).
Tässä määritelmässä käytetään primitiivirekursiota monimutkaisempaa rekursiotapaa.
Kaikki arvot ψ(x, y) (x > 0) ovat määriteltyjä 'edellisistä' arvoista ψ(x1, y1), joissa x1 < x
tai x1 = x ja y1 < y. Itse asiassa ψ(x, y) voidaan laskea käyttämällä äärellistä määrää
tällaisia arvoja. Otetaan esimerkiksi ψ(2, 1):
ψ(2, 1) (iii)
' ψ(1, ψ(2, 0)) (ii)
' ψ(1, ψ(1, 1)) (iii)
' ψ(1, ψ(0, ψ(1, 0))) (ii)
' ψ(1, ψ(0, ψ(0, 1))) (i)
= ψ(1, ψ(0, 2)) (i)
= ψ(1, 3) (iii)
' ψ(0, ψ(1, 2)) (iii)
' ψ(0, ψ(0, ψ(1, 1))) (iii)
' ψ(0, ψ(0, ψ(0, ψ(1, 0)))) (ii)
' ψ(0, ψ(0, ψ(0, ψ(0, 1)))) (i)
= ψ(0, ψ(0, ψ(0, 2))) (i)
= ψ(0, ψ(0, 3)) (i)
= ψ(0, 4) (i)
= 5
Näin ollen ψ on epämuodollisesti laskettava.
Funktion laskettavuuden osoittaminen perusteellisesti on haastavaa. Luonnostellaan
todistus käyttäen ajatusta sopivista kolmikkoja sisältävistä joukoista S. Tällaisen joukon
(määritellään alla) oleellinen ominaisuus on seuraava implikaatio: jos (x, y, z) ∈ S, niin
(4.25)
(i) z = ψ(x, y),
(ii) S sisältää kaikki aikaisemmat kolmikot (x1, y1, ψ(x1, y1)) joita tarvitaan
arvon ψ(x, y) laskemiseksi.
Määritelmä 4.26. Äärellinen joukko S-kolmikkoja on sopiva, jos seuraavat ehdot täyt-
tyvät:
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a) jos (0, y, z) ∈ S, niin z = y + 1,
b) jos (x+ 1, 0, z) ∈ S, niin (x, 1, z) ∈ S,
c) jos (x+ 1, y + 1, z) ∈ S, niin (x+ 1, y, u), (x, u, z) ∈ S jollain arvolla u.
Sopivan joukon S määritelmä takaa että (4.26) toteutuu. Lisäksi jokaiselle lukuparille
(m,n) on olemassa sopiva joukko S, joka sisältää kolmikon (m,n, ψ(m,n)).
Kolmikko (x, y, z) voidaan koodata yhdeksi luvuksi u = 2x3y5z ; äärellinen joukko
positiivisia lukuja u1, . . . , uk voidaan koodata yhdellä luvulla pu1pu2 . . . puk . Näin ollen
äärellinen joukko kolmikoita voidaan koodata yhdellä luvulla v. Olkoon Sv joukko kolmi-
koita, joka on koodattu luvulla v. Nyt saadaan ekvivalenssi
(x, y, z) ∈ Sv ⇔ p2x3y5z |v,
joten '(x, y, z) ∈ Sv' on ratkeava jonon x, y, z, v predikaatti. Jos se on voimassa, niin
x, y, z < v. Nyt voidaan osoittaa, että seuraava predikaatti on ratkeava: R(x, y, v) ≡ 'v
on sopivan kolmikkojoukon koodaus ja on olemassa z < v((z, y, x) ∈ Sv).' Täten funktio
f(x, y) = µvR(x, y, v)
on laskettava funktio, joka etsii koodia sopivalle joukolle, jossa on (x, y, z) jollain arvolla
z. Tästä seuraa
ψ(x, y) = µz((x, y, z) ∈ Sf(x,y))
mikä osoittaa, että ψ on laskettavissa.
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Luku 5
Muut lähestymistavat laskettavuuteen:
Churchin teesi
Laskettavuuden intuitiiviselle täsmälliselle karakterisoinnille on esitetty vuosikymmenten
ajan useita malleja. Turingin koneet ovat näistä kuuluisimpia, mutta URM-lähestymistapa
on tuoreempi ja lähempänä nykyisten tietokoneiden toimintaa. Tässä luvussa käsitellään
kaksi laskettavuuteen liittyvää kysymystä:
1. Miten erilaiset lähestymistavat laskettavuuden karakterisoinnille vastaavat toisiaan
ja etenkin URM-laskettavuutta?
2. Kuinka hyvin nämä lähestymistavat (etenkin URM) karakterisoivat epämuodollista
ajatusta laskettavuudesta?
5.1 Muita lähestymistapoja
Seuraavana on lista muutamista erilaisista ehdotetuista karakterisointitavoista:
(a) Gödel-Herbrand-Kleene. Rekursiiviset (kokonais)funktiot, joiden arvot saadaan
ratkaistua rekursioyhtälöistä. [3]
(b) Church. λ-määriteltävät funktiot. Tämä perustui erilaiseen funktioiden mer-
kintätapaan, joka pyrki selventämään, onko kyseessä itse funktio f(x) vai sen
arvo muuttujan x arvolla. [1]
(c) Gödel-Kleene. µ-rekursiiviset funktiot ja osittaiset rekursiofunktiot. Hieman
erilainen lähtökohta kuin kohdassa (a), sillä se hyväksyi myös osittaisfunktiot.
[2]
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(d) Turing. Funktiot, jotka ovat laskettavia äärellisillä koneilla, joita kutsutaan
Turingin koneiksi. Näistä lisää seuraavassa alaluvussa.
(e) Post. Kanonisten päättelyjärjestelmien määrittelemät funktiot. Nämä päätte-
lyjärjestelmät vastaavat ajatukseltaan Turingin koneita. [2]
(f) Markov. Funktiot, jotka äärelliseen aakkostoon liittyvät tietyt algoritmit mää-
rittelevät. Näitä kuvataan usein suuntakaavioilla, joissa esiintyviin suuntiin liit-
tyy niiden todennäköisyys. [2]
(g) Shepherdson-Sturgis. URM-laskettavat funktiot.
Näiden lähestymistapojen välillä on suurilta näyttäviä eroja, mutta jokainen niistä an-
taa uskottavan karakterisoinnin laskettavuudelle. Näistä käydään tässä tutkielmassa vain
URM-kone ja Turingin kone. Muista tavoista voi lukea lisää merkityistä lähteistä. Monien
tutkijoiden yhteinen, merkittävä tulos on seuraava:
5.1.1 Keskeinen tulos
Jokainen yllä mainittu tapa karakterisoida tehokas laskettavuus määrittelee saman luokan
funktiota. Tätä luokkaa olemme merkinneet symbolilla C.
Näin meillä on riittävän perusteellinen vastaus ensimmäiseen kysymykseen. Ennen
kuin vastataan toiseen kysymykseen, tutkitaan ensin Turingin lähestymistapaa ja verra-
taan sitä URM-lähestymistapaan.
5.2 Turing-laskettavuus
A.M. Turingin ehdottama määritelmä laskettavuudelle perustuu analyysiin ihmisagen-
tin sijoittamisesta työstämään algoritmia kynän ja paperin avulla. Turing ajatteli tämän
sarjaksi erittäin yksinkertaisia toimenpiteitä, jotka ovat seuraavat:
1. yksittäisen symbolin kirjoittaminen tai pyyhkiminen ja
2. huomion siirtäminen toisesta paperin kohdasta toiseen.
Jokaisessa vaiheessa algoritmi määrittelee seuraavaksi tehtävän toimenpiteen. Tämä riip-
puu ainoastaan
1. tarkasteltavasta symbolista ja
2. agentin sen hetkisestä (henkisestä) tilasta.
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Tämän oletetaan määräytyvän täysin algoritmista ja toiminnan sen hetkisestä historiasta.
Se saattaa sisältää osittaista tietoa siitä, mitä on tapahtunut aiemmin, muttei heijasta
agentin mielialaa tai älykkyyttä. Lisäksi, agetti voi olla vain äärellisen monessa eri tilassa,
koska hän on rajallinen. Agentin tila voi toki muuttua tämän hetkisen toiminnan takia.
Turing kehitti äärellisiä koneita, jotka toteuttavat näin rakennetut algoritmit. Jokaista
algoritmia vastaa omanlaisensa kone. Määritellään nämä kyseiset koneet, joita kutsutaan
Turingin koneiksi.
5.2.1 Turingin koneet
Turingin koneM on äärellinen kone, joka suorittaa toimintoja paperinauhalla. Tämä nau-
ha on loputon molempiin suuntiin ja on jaettu yksittäisiin neliöihin pitkin sen pituutta.
(Nauha kuvaa algoritmia suorittavan agentin käyttämää paperia, jossa yksi neliö kuvaa
sitä osaa paperia, jota agentti pystyy tutkimaan kyseisellä hetkellä. Jokainen päättyvä las-
kenta käyttää vain rajallisen alueen nauhasta, vaikkei alun perin välttämättä tiedetäkään
tätä määrää.)
Joka hetkellä jokainen nauhan ruutu on joko tyhjä tai sisältää yksittäisen symbolin ra-
jatusta symbolilistasta s1, s2, . . . , sn, joka on M :n aakkosto. Olkoon B merkkinä tyhjästä
ruudusta, jonka symbolina olkoon s0, joka kuuluu M :n aakkostoon.
M :llä on lukupää, joka lukee yhden ruudun nauhasta kerrallaan. Havainnollistetaan
tätä kuvan 1 mukaisesti.
Kuva 1. Turingin koneen konsepti.
M voi suorittaa kolme yksinkertaista toimenpidettä nauhalla:
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1. poistaa symbolin ruudusta ja korvata sen toisella M:n aakkoston symbolilla,
2. liikuttaa lukupäätä yhden ruudun oikealle
3. liikuttaa lukupäätä yhden ruudun vasemmalle.
Joka hetkellä M on yhdessä äärellisen monesta tilasta, joita merkitään symboleilla
q1, . . . , qm. Toimenpiteen aikanaM :n tila voi vaihtua. Sen hetkisen tilan voidaan kuvitella
näkyvän M :n ulkopuolisesta ikkunasta (kuten kuvassa 1), ja ajatella sen opasteena sille,
mitä on tapahtunut tähän mennessä ja mitä on tulossa.
M :n toiminta riippuu joka hetkiM :n tilasta ja luetusta symbolista. Tätä riippuvuutta
kuvataan M :n spesiﬁkaatiossa, joka koostuu rajallisesta nelikkojoukosta Q. Joukon Q
nelikot ovat yhtä seuraavista muodoista:
qisjskql
qisjRql (1 ≤ i, l ≤ m, 0 ≤ j, k ≤ n)
qisjLql
Q:n nelikko qisj@ql kertoo M :n toiminnan sen ollessa tilassa qi ja lukiessa symbolia
sj seuraavasti:
1. Toiminta nauhalle:
(a) jos @ = sk, poista sj ja kirjoita sk luettuun ruutuun;
(b) jos @ = R, siirrä lukupäätä oikealle;
(c) jos @ = L, siirrä lukupäätä vasemmalle;
(d) Vaihda tilaksi ql.
Spesiﬁkaatio Q sisältää jokaista qisj paria kohti korkeintaan yhden nelikon, sillä muuten
M :n toiminta voisi olla epäselvää.
Laskennan suorittamiseksi M :lle on annettava nauha, asetettava M tiettyyn ruutuun
ja sille on annettava jokin tila. Tämän jälkeen M :n ollessa tilassa qi ja lukiessa symbolia
sj M toimii Q:n antaman nelikon ohjeiden mukaan, jos kyseinen nelikko on olemassa. M
lopettaa toimintansa vain, jos Q:sta ei löydy nelikkoa kyseisellä tila-symboliparilla. Tästä
seuraa, että jotkin koneet eivät pysähdy lainkaan.
Koneen lukukohtaa merkitään kuvissa merkillä *.
Esimerkki 5.1. Olkoon M Turingin kone, jonka aakkosto koostuu symboleista 0, 1 (ja
tyhjä) ja jonka eri tilat ovat q1 ja q2 . M :n spesiﬁkaatio on
q10Rq1
q110q2
q20Rq2
q21Rq1.
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Olkoon nauhana
. . . 1* 1 1 1 1 1 . . .
ja M lukee merkittyä ruutua alkutilassa q1 . Ohjeita tulkitsemalla päätellään, että M :n
tehtävä on työstää nauhaa vasemmalta oikealle muuttaen joka toisen ykkösen nollaks.; M
pysähtyy sen lukiessa ensimmäisen tyhjän ruudun, koska sillä ei ole ohjeita tätä tilannetta
varten. Lopullinen nauha on
. . . 1 0 1 0 1 0 * . . .
ja M lukee merkittyä ruutua tilassa q1 .
Huomautus: josM :lle annetaan nauha, jossa jokaisessa ruudussa on 0 tai 1, se ei lopeta
koskaan.
Edellinen esimerkki havainnollistaa sen, että M on keino suorittaa algoritmeja nau-
hoille. Täydelliset tiedot koneen toiminnasta on sisällytetty M :n spesiﬁkaatioon Q, joten
Turingin kone on määritelty olemaan se joukko nelikoita, joka spesiﬁoi sitä.
5.2.2 Turing-laskettavat funktiot.
Jotta Turingin konetta M voitaisiin käyttää numeerisen funktion laskemiseen, on päätet-
tävä numeroiden esitystavasta nauhalla. Jos symboleina ovat 0 ja 1 tyhjän lisäksi, voi-
daan numeroiden esittämiseen käyttää esimerkiksi binäärimuunnosta. Suppeammallakin
aakkostolla pärjää, jos jokaista lukua x merkitsee x+1 perättäistä ykköstä (x+1 valittiin,
jotta 0 voidaan erottaa tyhjästä nauhasta). Tätä jälkimmäistä tapaa käytetään seuraa-
vissa esimerkeissä. M :n laskema osittaisfunktio f(x) määritellään seuraavasti. Oletetaan,
että nauhalla on vain ykkösiä ja tyhjiä. Nyt
(5.2) f(x) =
{
symbolien 1 lukumäärä lopullisella nauhalla jos laskenta pysähtyy,
ei määritelty muuten.
Määritelmä 5.3. Osittaisfunktio on Turing-laskettava, jos on olemassa Turingin kone,
joka laskee sen. Kaikkien Turing-laskettavien funktioiden luokkaa merkitään symbolilla
TC.
Esimerkki 5.4. Osittaisfunktio x + y on Turing-laskettava; Turingin kone seuraavalla
spesiﬁkaatiolla Turing-laskee tämän funktion:
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q11Bq1
q1BRq2
q21Bq3
q2BRq2.
Lukujen x ja y nauhaesityksessä on x + 1 + y + 1 = x + y + 2 ykköstä, joten M on
suunniteltu poistamaan kaksi ensimmäistä ykköstä. Jos x 6= 0, niin neljättä nelikkoa ei
edes tarvita.
Tässä olivat perusteet Turing-laskettavuudelle, jonka täysi konstruiointi ei ole nyt
oleellista.
5.3 Churchin teesi
Tarkastellaan nyt luvun alussa mainittua toista kysymystä: kuinka hyvin erilaiset karak-
terisoinnit kuvaavat epämuodollista ja intuitiivista ajatusta laskettavuudesta?
Church, Turing ja Markov esittivät, että jokainen heidän määrittelytavoistaan tuottaisi
lopulta saman laskettavien funktioiden joukon. Keskeisen tuloksen valossa nämä kaikki
ovat matemaattisesti ekvivalentteja, joten Churchin teesiä voidaan käyttää minkä tahansa
lähestymistavan kuvailemiseen. Siis URM-lähestymistavan mukaan voidaan todeta:
Churchin teesi:
Intuitiivinen ja epämuodollisesti määritelty luokka laskettavia funktioita on täsmälleen
sama kuin URM-laskettavien funktioiden luokka C.
Lukijan tulee huomata, että teesi ei ole teoreema, vaan väite tai uskomus, joka on
perusteltu seuraavasti:
1. Keskeinen tulos: monet itsenäiset ehdotukset intuitiivisen ajatuksen tarkalle mää-
rittelylle ovat johtaneet samaan funktioluokkaan, jota kutsumme C:ksi.
2. Laaja kokoelma laskettavia funktioita on todistettu kuuluvan C:hen; luvun 2 funk-
tiot muodostavat alun tälle kokoelmalle, jota voi laajentaa loputtomasti mm. kysei-
sen luvun metodeilla.
3. Ohjelman P käyttö URM-koneella funktion laskemiseksi on selkeästi algoritmi; näin
voidaan suoraan luokan C määritelmään nojaten kaikki funktiot C:ssä ovat lasket-
tavissa epämuodollisesti ajateltuna. Samalla tapaa kaikkien muidenkin ekvivalens-
siluokkien kanssa jo itse määritelmät näyttävät, että funktiot ovat laskettavissa.
4. Kukaan ei ole ikinä löytänyt funktiota, joka hyväksyttäisiin epämuodollisesti lasket-
tavaksi, mutta joka ei kuuluisi C:hen.
Tämän todistusaineiston ja omien kokemustensa pohjalta suurin osa matemaatikoista
hyväksyy Churchin teesin.[2]
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