There has been an increasing interest in the modeling of the lithium-ion battery ever since this battery was first commercialized. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] This interest has been fueled by the combination of the fast growing lithium-ion battery market and the desire to understand the mechanism for the capacity fade occurring in the battery. [16] [17] [18] Most mathematical models available in the literature for this battery are sophisticated in nature, and many physical processes including the charge transfer reaction, electronic conduction, ionic conduction, and solution and solid phase diffusion are considered for each intercalation electrode. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] In some models, a side reaction is also included to account for the capacity fade of a battery with cycling. 17, 18 A sophisticated model requires knowing accurately the values of a great number of physical properties such as the porosity, intercalation particle size, electronic conductivity, ionic conductivity, electrochemical reaction rate constant, lithium ion transference number, and solution and solid phase lithium ion diffusion coefficients of each electrode. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] This is a difficult problem because the values of some parameters, i.e., the electrochemical reaction rate constants, and solution and solid phase lithium-ion diffusion coefficients, are hard to obtain reliably. [1] [2] [3] [4] [5] [6] [7] [8] 19 Unknown parameter values for a model can be estimated using the model to fit the experimental data. A nonlinear least squares regression technique such as the Marquardt method is useful for that purpose. [20] [21] [22] Given that the number of fitting parameters is specified, a unique set of parameter estimates can be obtained by using nonlinear regression.
In this work, two different models were used to estimate parameters from the charge-discharge curves of a lithium-ion cell. The first one is the single-particle model 23, 24 in which each electrode was treated as an agglomerate spherical particle of surface area equivalent to the porous electrode. The second model is a rigorous porous electrode model. [1] [2] [3] 17 These models were used in the regression procedure to fit the experimental charge and discharge data of a lithiumion battery measured over a wide range of rates.
Single-Particle Model
This single-particle model was first proposed by Haran et al. 23 to determine the hydrogen diffusion coefficient in a metal hydride electrode. Figure 1 presents a schematic illustration of a lithium-ion battery with an individual spherical particle representing each intercalation electrode. 24 A detailed discussion of the assumptions and limitations of this model is provided in Ref. 24 . The electrochemical performance of a single spherical intercalation particle of each electrode is used to represent the performance of the entire electrode. The electroactive surface area ͑S i ͒ of the sphere representing the ith electrode is obtained using 25 
S i
where n stands for the negative electrode ͑carbon anode͒, and p stands for the positive electrode ͑lithium cobalt oxide cathode͒. Equation 1 is obtained based on the assumption that spherical intercalation particles of equal size ͑i.e., R i ͒ are used to make electrode i. The equation which describes lithium-ion diffusion in the spherical intercalation particle ͑solid phase͒ of electrode i is given by Fick's second law [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] 
͓2͔ where x i = c i /c i,max is the state of charge ͑SOC͒ of electrode i ͑c i is the concentration of lithium ions in the intercalation particle of electrode i, and c i,max is the maximum lithium-ion concentration of electrode i͒, D i is the solid phase diffusion coefficient of lithium ions of electrode i, and r = r/R i is the normalized spherical coordinate ͑r is the dimensional coordinate, and R i is the radius͒ of the intercalation particle of electrode i. The initial condition for x i is
where 
where J i is the lithium-ion flux for the electrochemical reaction per unit surface area of the intercalation particle of electrode i, and is related to the Butler-Volmer equation by [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] 
where k i is the rate constant for the electrochemical reaction of electrode i, and i is the overpotential of electrode i
where ⌽ 1,i is the solid phase potential of electrode i and U i is the open-circuit potential ͑OCP͒ of electrode i. The OCP is modeled using a spline expression for each electrode as discussed in the Appendix. No attempt is made in this work to model the film growth due to a side reaction.
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Note that at any time in a charge or discharge process, the following equation is valid
where I is the charge or discharge current of the battery which has a positive sign on charge and a negative sign on discharge.
The voltage of a battery is the difference between the solid phase potential of the cathode, ⌽ 1,p , and the solid phase potential of the anode, ⌽ 1,n V cell = 1,p − 1,n ͓9͔
Porous Electrode Model
The porous electrode model for the lithium-ion cell is well described by several authors. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] In this work, the porous electrode model proposed by Doyle et al. 1 was used. A summary of the governing equations is provided in Appendix B of Ramadass et al. 17 and is not repeated here for the sake of brevity. Unlike the single-particle model, the effect of solution phase limitations is accounted for in the porous electrode model. Hence the utility of this model is not limited to low rates. A detailed account of the advantages and disadvantages of the porous electrode model over the single-particle model are presented in Ref. 24 .
Numerical Solution
The variables of interest in the particle model presented above are x p , p , x n , c , I, and V cell . If I is the control variable, the following equation will be used in the numerical calculation:
where I app is the applied current which can change with time or be a constant. If ͑⌽ 1,p − ⌽ 1,n ͒ is the control variable, the following equation will be used instead
where V app is the applied voltage which can also change with time or be a constant.
To find x p and x n , Eq. 2 has to be solved subject to its boundary and initial conditions 4 and 5, and in some cases ͑i.e., when the cell voltage is the control variable͒ two Butler-Volmer equations ͑i.e., Eq. 6 for i = n and i = p͒. Note that as shown in Eq. 6, 8, and 11, only x p ͉ r=1 and x n ͉ r=1 are used directly for the simulation of the cell voltage vs time or cell current vs time profiles. Recently, Wang et al. 26, 27 presented a technique to solve Eq. 2, 4, and 5 efficiently using a parabolic approximation for the concentration profile inside the solid phase. These equations were derived for the case of a lithium ion cell by Subramanian et al. 28 In their work, Eq. 2, 4, and 5 were replaced by one ordinary differential equation
and one algebraic equation
where x i is the average SOC of electrode i. The initial condition for Eq. 12 is
The final number of variables used in this work is seven. They are x p ͉ r=1 , x p , p , x n ͉ r=1 , x n , c , and I or ͑⌽ 1,p − ⌽ 1,n ͒. The equations used to determine these values as a function of time are Eq. 6, 14, and 15 for i = p, Eq. 6, 14, and 15 for i = n, and Eq. 12 and 13.
The governing equations for the solid phase concentration distribution of lithium in the porous electrode model were also modified using the parabolic approximation, as discussed above. For this model the number of dependent variables at each discrete spatial location within each electrode region is six. In addition to the variables x j ͉ r=1 , x j , ⌽ 1,j and J j for each electrode ͑i.e., j = n or p͒, we also need to solve for the solution phase concentration ͑c 2,j ͒ and potential ͑⌽ 2,j ͒ profiles. The separator region has two dependent variables, c 2,j and ⌽ 2,j alone. In addition to these, the control variable ͑I app or V app ͒ was treated as a separate variable for convenience.
A differential and algebraic equation ͑DAE͒ subroutine in FOR-TRAN called DASRT was used in our numerical calculation. 29 DASRT uses backward differentiation formulas of orders one through five to solve a system of equations of the form
F͑t,Y,YЈ͒ = 0 ͓15͔
where Y is the vector of dependent variables, and YЈ is the vector of the first derivatives of dependent variables with respect to t. DASRT is an integration subroutine. It takes the values for Y and YЈ at t = t 1 and returns the values for Y and YЈ at t = t 2 . Note that, in general, ͑t 2 − t 1 ͒ is not related to the actual step size of t used in the integration. DASRT advances the solution from t 1 to t 2 using step sizes automatically selected to achieve a specified accuracy. It is also important to note that consistent values for Y and YЈ ͑satisfying Eq. 17͒ must be given when the subroutine is called. This may be a trivial issue if the control variable and its time derivative are both continuous over time. Unfortunately, if there is a step change in the control variable ͑i.e., a step change in the applied current͒, finding consistent values for Yand YЈ is a nontrivial issue because the values for Y and YЈ found before the step change do not satisfy Eq. 17 after the step change. To address the inconsistency in the values for Y and YЈ, an initiation subroutine called DAEIS 29 developed in our group was used along with DASRT. In addition to the high accuracy and efficiency in handling DAEs, DASRT also features the detection of zero crossing for one or more special constraint equations. DASRT can easily find the exact time at which the constant current charge step must be changed to the constant voltage charge step without using an iterative procedure by including Eq. 11 as a constraint equation.
Experimental
A lithium-ion battery ͑pouch cell͒ obtained from MSA ͑Pitts-burgh, PA͒, was used in the charge and discharge tests at 35 ± 0.3°C in a Tenney Environmental chamber ͑Williamsport, PA͒. The positive electrode was lithium cobalt oxide and the anode was carbon ͑MCMB͒ electrode. The charge and discharge tests of the battery were done using an Arbin battery testing system ͑College Station, TX͒. A wide range of rates, namely, C/5, C/2, 1C, and 2C were used in this work. The nameplate capacity of 1.656 Ah was used in this work to calculate the charge and discharge rates. The battery was charged from its fully discharged state, which was defined to be a state at which the cell voltage reaches an end of discharge voltage ͑EODV͒ of 3.0 V at a discharge current of 50 mA, to its fully charged state, which was defined to be a state at which the cell voltage reaches an end of charge voltage ͑EOCV͒ of 4.0 V at a charge current of 50 mA. The same constant current of 50 mA was also used to discharge the battery from its fully charged state to the fully discharged state. Two charge stages and two discharge stages were used in all of the C/5, C/2, 1C, and 2C rate tests. During charge, a constant current calculated based on the test rate ͑i.e., 0.331 A for the C/5 rate, 0.828 A for the C/2 rate, 1.656 A for the 1C rate, and 3.312 A for the 2C rate͒ was first used to charge the battery to 4.0 V, and a constant voltage of 4.0 V was then used to continue charging until the charge current dropped to 50 mA. During discharge, a constant current ͑the same as the first-stage charge current͒ was first used to discharge the battery to 3.0 V, and after a rest period of 30 min, a trickle current of 50 mA was then used to discharge the battery to 3.0 V. A rest time of 30 min was also used between the second charge process and the following first discharge process. Only the constant current stage data were used for parameter estimation purposes. A typical set of C/5, C/2, 1C, and 2C rate charge and discharge data used for estimation is presented in Fig. 2 . A trickle current was used in a second discharge process to bring the battery down to the same discharged state as defined above at the end of each test. In all the tests, the cell voltage vs time data were recorded using the Arbin battery testing system when either a change in the cell voltage exceeded 5 mV or a change in time exceeded a fixed time, i.e., 60 s.
Parameter Estimation
The values for some electrode and electrolyte properties such as the c i,max 's, R i 's, i 's, w i 's, and S i 's were obtained either from the open literature or from the technical information provided by the manufacturer ͑MSA͒ of the battery. A list of fixed parameters is provided in Table I . All other property values may be obtained from Ref. 17 . The values for the solid phase diffusion coefficients and the kinetic rate constants ͑D i 's and k i 's, respectively͒ that are reported in the literature vary over a wide range of values depending on the measurement technique and the experimental conditions. [30] [31] [32] [33] Hence, these values were estimated from the experimental data. Simultaneous estimation of the solid phase diffusion coefficient of lithium in both the positive and negative electrodes ͑i.e., D p and D n ͒ did not yield very good estimates. One possible reason is that the sensitivity of the cell voltage to the diffusion coefficient of lithium in carbon is significantly less than that to the other parameters. 34 To verify this, an a priori sensitivity analysis was carried out. The results shown in Fig. 3 indicate that for the same range of parameter values, the diffusion coefficient of lithium in the positive electrode is much more sensitive than that in the negative electrode. In other words, the cell voltage does not depend on D n as much as it does on the other three parameters. Hence, the value for the diffusion coefficient of lithium inside the carbon electrode ͑i.e., D n ͒ was held constant at 1 ϫ 10 −11 m 2 s. Only the constant current portions of the charge/ discharge profiles were considered for estimation of the parameter values. Consequently, the values for the initial states of charge ͑i.e., x p,0 and x n,0 ͒ become very important parameters because the capacity supplied or obtained from the cell during the constant voltage part is not known precisely. Hence, in this work, they were treated as additional fitting parameters. A nonlinear least-squares regression technique called the Levenberg-Marquardt method was used with each model to fit the charge and discharge data and obtain parameter estimates. 20, 21 This method was previously used by us to fit the experimental cell voltage vs current density ͑V-I͒ data for a polymer electrolyte membrane fuel cell cathode. 21 In general, the Marquardt method is associated with finding the parameter correction vector
where J is a matrix of the partial derivatives of the cell voltage ͑dependent variable͒ with respect to all the fitting parameters i 's evaluated at all the experimental data, Y is a vector of the predicted values of the cell voltage, Y * is a vector of the experimental values of the cell voltage, is the step size correction factor which is assigned a large value of 100 initially in the regression and a very small value on convergence, i.e., 10 −6 , 21 I is an identity matrix, and the superscripts T and −1 represent the transpose and the inverse of a matrix, respectively. In Eq. 18, the elements of J can be calculated as 
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where i represents the ith fitting parameter, j represents the jth data point, and J ij is the sensitivity of the cell voltage to a change in the value of parameter i evaluated at the jth data point. Note that in multiple regression, which was the case for fitting several charge and discharge curves simultaneously, using Eq. 16 is similar to using
where nЈ is the number of charge or discharge curves, J k is the matrix of partial derivatives of the cell voltage with respect to all the fitting parameters evaluated at all the experimental data points of the kth charge or discharge curve, and Y k and Y k * are vectors of the predicted and experimental values of the cell voltage of the kth charge or discharge curve, respectively. One difference between Eq. 16 and 18 is that J k is evaluated using only one charge or discharge curve but J is evaluated using all the curves. Another difference is the introduction of the weighting factors W k . The use of weights is quite common in regression of data: it allows one to account for the experimental error in the measured variable ͑V cell ͒. In addition, it also provides us the flexibility to treat one set of data as more suitable than others, for the estimation of a particular set of parameters. For example, side reactions occurring during the charge process 17 are not considered in this work; for this reason, it may be advantageous to consider the discharge data to be better represented by the model than the charge data. Another example is the neglecting of changes in the solution phase concentration and potential in the single-particle model. For this case, one must treat the model as better representative of the low rate data than the higher rates, at which the concentration and potential changes in the solution phase are significant. 24 Thus the weights W k can be considered to be the product of two factors
where the parameter ␥ k accounts for the experimental deviations and is given by
In obtaining Eq. 20, it is assumed that the variance is constant for all the data points ͑N i ͒ on a given discharge or charge curve. The parameter k is adjustable by the user. In this work, we used the k as a measure of the suitability of a given model to represent a particular set of experimental data. The use of weights, as shown in Eq. 19, is common in dynamic estimation of parameters such as state of charge, which vary significantly within a single charge or discharge. 35 In these cases, the data collected in the vicinity of a particular time step must be weighted more compared to the data collected in the previous time steps. The current approach is an extension of this methodology.
In least squares regression, calculating J accurately is very important to guarantee the convergence of the regression. The so-called sensitivity approach can be used to achieve a desired accuracy. 21 The sensitivity approach is associated with the solution of sensitivities from sensitivity equations. A sensitivity equation is generated from a model equation by taking the partial derivative on both sides of the model equation with respect to a fitting parameter. For instance, by taking the partial derivative on both sides of Eq. 12 with respect to D i , we obtain
where S x i ,D i and S x i ͉ r=1 ,D i are the sensitivities of x i and x i ͉ r=1 , respectively, with respect to D i , and they are defined as
By taking the partial derivative on both sides of the remaining model equations with respect to D i , we can obtain another six sensitivity equations. The total number of sensitivity equations for one fitting parameter is the same as the number of model equations. As seen in Eq. 21, the sensitivity equation depends not only on the sensitivity variables, but on the model variables as well. In this work, all the sensitivity equations and model equations were solved simultaneously. The total number of sensitivity equations and model equations to be solved in least-squares regression is the number of model equations times the number of fitting parameters. After all the model and sensitivity equations are solved, we can obtain J according to Eq. 19.
In nonlinear regression, the final parameter estimates are obtained via an iterative procedure using Eq. 18. At the end of each iteration, ⌬ is added to to update the values of all the fitting parameters. The regression converges when either each element in ⌬ has a negligible value or the standard deviation of the predicted value of the cell voltage from the experimental value, S E , does not change appreciably from iteration to iteration
where N is the total number of experimental data points, n is the number of fitting parameters, and ͑V cell ͒ j and ͑V cell ͒ j * are the predicted and experimental values of the cell voltage, respectively, at the jth data point.
Statistically, confidence intervals for fitting parameters are more useful than their point estimates. In this work, the 95% confidence interval for parameter i was constructed as
where i * is the point estimate for parameter i , t ͑1−0.05/2͒ is a value of Student's t distribution with ͑N − n ͒ degrees of freedom and 95% confidence, and a ii is the ith element of the principal diagonal of ͑J T J͒ −1 using the values of S E given by Eq. 23.
Results and Discussion
The charge and discharge data of a lithium-ion battery depend strongly on the OCP equations of both the cathode and anode. In general, the OCP data of an intercalation electrode cannot be predicted using a Nernst equation due to the existence of voltage plateaus corresponding to different stages of intercalation. Because of this, the equations used in the literature to fit the OCP data of an intercalation electrode vary widely. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] Among them, functional terms are usually employed to capture a change in the OCP profile with the SOC of the electrode. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] Recently, we used 24 a cubic spline regression model to fit the OCP data of the lithium cobalt oxide cathode and those of the carbon anode measured via a half-cell setup consisting of an intercalation electrode and a lithium foil. For the cathode, we observed a hysteresis behavior between the OCP data measured in a C/100 rate charge process and those measured in a C/100 rate discharge process. 25 That is, the profile of the cell voltage vs the SOC obtained in a very low rate charge process did not agree with that obtained in a very low rate discharge process. To account for such hysteresis behavior properly in our previous work, the OCP data measured in the charge process were fitted separately from those measured in the discharge process using the cubic spline regression model. 25 An OCP equation is presented in the Appendix for the cathode. In our previous work, the charge data measured at a C/10 rate on a half cell were taken as the OCP data of the anode, and they were also fitted using the cubic spline regression model. 25 An OCP equation is also presented in the Appendix for the anode. Figures A-1 and A-2 show that the experimentally measured opencircuit potential data agree with the spline fit very well.
In this work, the constant current charge data and discharge data presented in Fig. 2 for all four test rates, namely, C/5, C/2, 1C, and 2C were fitted simultaneously using the Marquardt method. To avoid numerical difficulty owing to the steep gradients, the discharge data with the cell voltage in the range of 3.0-3.2 V were excluded. In our charge and discharge tests, the capacity fade of the battery was observed to occur continuously at a rate of 0.5% per test. Because of this, we expect that the values of x p,0 and x n,0 would differ slightly from one test to another. These two parameters were once again included as fitting parameters for the C/5, C/2, 1C, and 2C charge and discharge data. The other three parameters that were regressed were D p , k p , and k n . The Marquardt method was chosen for nonlinear estimation because of its faster convergence compared to Newton's algorithm and its efficiency in treating nonlinear equations unlike the Gauss' algorithm. 20 This method is, in essence, a hybrid of the other two algorithms.
Three sets of estimates were obtained. The first set of estimates were obtained by using the single-particle model and weighing all the data points equally ͑i.e., W k = 1 ∀ k͒. Figure 4 presents a comparison of the predicted and the experimental charge and discharge curves for all four rates. As seen in Fig. 4 , the model predicted the charge data satisfactorily, even though it failed to predict the 2C rate discharge data well. This demonstrates that the particle model is only valid up to a charge or discharge rate of 1C. The failure of the model to predict the 2C rate discharge data was expected, because many other physical processes such as the solution phase lithiumion diffusion, solution phase ionic conduction, and solid phase electronic conduction are not considered for each electrode in the model, and these processes are expected to be important at a high charge or discharge rate such as 2C. Table II presents the 95% confidence intervals for all the fitting parameters. As seen in Table II , reasonable confidence intervals were obtained in the regression for the parameters namely D p , k p , k n , x p,0 , and x n,0 except for the rate constant at the positive electrode.
In obtaining the estimates shown in Table II , all eight curves were statistically weighted equally, despite the facts that the number of data points on each curve is different and that the experimental scatter in the data need not be the same for all these rates. To correct for these factors, the weights ␥ k were calculated using three sets of 
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Journal of The Electrochemical Society, 154 ͑3͒ A198-A206 ͑2007͒ A202 data at each rate as shown in Eq. 20. In addition to these, Fig. 4 shows that the discharge curve predicted by the single-particle model at the 2C rate has the worst fit with the experimental data. Hence, to improve the degree of fit, additional weights are employed at the data points where the fit is not satisfactory. The k values for the data points on this curve alone ͑i.e., k = 8͒ were increased according to the difference between the model and the data. The k values used varied between 1 and 10. The value of k = 1 was used at the points where the fit from Fig. 4 was the best and 10 at the point where it was the worst; k = 1 means that the model prediction at this data point for the 2C rate is as good as the ones at other rates and hence that point needs no additional weighting. However, at the points of poor fit, the model is forced to match the data by the increase in the weighting factor assigned to those specific data points. The values for the weights are shown in Table III . Figure 5 shows a plot of the values used for k for the 2C rate discharge curve. The value of k is set proportional to the difference between the model predictions from the previous case and the experimental data ͑see Fig. 4͒ . The point with the maximum deviation corresponds to the value of k = 10.0 and the one with the minimum difference corresponds to k = 1.0. Figure 6 presents the comparison of the predictions to the experimental data for the second case. Two points must be mentioned at this juncture: first, one should not be misled by the apparent improvement of the quality of fit, as the use of weights k only redistributes the error among the various data points. In essence, we took advantage of the fact that the experimental discharge curve at the 2C rate contributes to only about 7% of the total number of data points and redistributed the error between that curve and the model predictions to the remaining 93% of the data points. This fact is illustrated by the sum-squared residuals for the two sets of predictions, which shows no significant improvement, as discussed later. The second point to be noted is that except for the correction of the experimental scatter using the weights ␥ k the second set of estimates is not any better than the first set of estimates, as the sum-squared residual values are not reduced any further. The parameter k can be used as a measure of the inadequacy of the single-particle model to capture the actual physics of the system at higher rates. The value k = 1 implies that the model adequately represents the experimental data. The higher the value of k the more the model lacks a physical significance. Note also that there is no upper bound on the value of k , as it is a relative measure. Depending upon the limitation on the acceptable error for a particular set of data, sensitivity of the parameters to the data in the region of interest and the number of data points available, the value of k can be fixed; however, owing to its tedium, this procedure is not formulated in this work and the weights k are assigned arbitrarily.
Finally, the porous electrode model was used to obtain the same set of parameters ͑D p , k p , k n , x p,0 , and x n,0 ͒. The weights W k were held constant and set equal to one for this case. This is reasonable since the solution phase limitations are already accounted for in the porous electrode model and the values of ␥ k do not vary significantly from 1, indicating that the scatter in the experimental data is minimal. The estimated values for the parameters along with their 95% confidence intervals are shown in Table IV . The confidence intervals are narrower for this case compared to the predictions from the single-particle model ͑see Table II͒ . The comparison between experimental data and model predictions for the third case is shown in Fig. 7 . A prominent observation that can be made immediately is Table III . Statistical weights used to correct for the scatter in the experimental data and to weigh the 2C rate discharge data more than the other sets of data. that the degree of fit between the predictions and the data is considerably improved without the use of weighting factors. The sumsquared values of the residuals for all the three cases is shown in Table V . As mentioned above, the values are not very different for the first two cases; however, for the porous electrode model, the sum squared residual is lower, reinforcing the quality of fit. In general, the parameter values obtained from both the porous electrode and the single-particle model agree with each other to within one order of magnitude. In all three cases it is observed that the error between the model predictions and the data at the beginning of the charge curves is much smaller compared to that at the beginning of the discharge curves. This can be attributed to the additional capacity supplied to the cell during the constant voltage charging. One possible way to improve the predictions from this type of data is to include the state of the charge at the beginning of discharge as additional parameters. Alternatively, one can also correct for the additional charge supplied.
Rate

Model Discrimination
To provide a statistical basis for discriminating between the single-particle and the porous electrode models, an F test was performed. Whereas the calculation of confidence intervals provides information on whether or not a model contains an insignificant parameter, it does not indicate whether a given model is adequate. To test the adequacy of fit of a given model, we need to partition the total residual sum of squares into its component variances, namely, the variance due to lack of fit and that due to experimental error.
The variance due to lack of fit is given by 20
where y i * are the average values of the three sets of experimental data and y i are the model predictions at each of the N i data points on each of the nЈ curves and n is the number of parameters estimated. The variance due to experimental error is given by
where y i,j * are the individual experimental data points and n j is the number of repeated experiments available at each point of the independent variable. The ratio of the variances s 1 2 /s 2 2 has an F distribution with 1 and 2 degrees of freedom, where 1 and 2 are the denominators of s 1 2 and s 2 2 , respectively. Note that s 1 is the same as S E obtained by Eq. 23. For the hypothesis that the fit is adequate to be true, the ratio of the variances should be less than the tabulated F value at the stipulated interval ͑95%͒. To test if the difference between the two models is statistically significant, an F test between the s 1 2 values of both the models needs to be done. If there is no significant difference, or for the cases where both the models tend to satisfy the F-test criterion, the better of the two models is that model with the lower value of F. Table VI shows a comparison of the F values for the singleparticle as well as the porous electrode models under various conditions, to the tabulated F values. In the calculation of the F values for the single-particle model, the parameters obtained without the use of weighting factors are used because the estimates obtained using the weights are biased. Several interesting results can be reduced from the F test. First, for the low rates ͑1C and below͒ both the single-particle model and the porous electrode model provide an adequate fit since both F values lie below the tabulated value at the 95% interval, whereas for the 2C rate, the single-particle model fails to satisfy the F test. This reinforces our earlier observation that this model does not adequately represent the data at higher rates. It is also seen that the F values for the porous electrode model are invariably below the corresponding values for the single-particle model, which indicates that the porous electrode model provides a better fit at all four rates. Considering each model individually, of the F values for the single-particle model, the one corresponding to the low rates is the smallest, implying that the single-particle model is better suited to represent low rate data alone rather than data at all the four rates combined. Similarly, for the porous electrode model, the F values corresponding to either low rates only or the 2C rate alone are both less than that corresponding to the case when all four rates are considered together. This once again implies that the data at the 2C rate is better fit individually than together with data at the lower rates. Finally, the ratio between the F values ͑and hence the s 1 2 values͒ between the two models is greater than the tabulated F value ͑=6.6611͒ for 1 = 2 = 5, which implies that the two models are statistically different at the 2C rate, whereas the ratio of the F values between the two models, calculated considering data at all rates together, satisfies the F test for this particular data set. This implies that when all four sets of data are considered together, the two models are not statistically different. This can be explained by the presence of just about 15% of the total number of data points in the charge/discharge curves at the 2C rate.
Conclusions
Two physics-based models were used to estimate parameters from charge/discharge curves at four different rates, namely, C/5, C/2, 1C, and 2C. The error in experimental measurements and the poor fit of the experimental data with the single-particle model at the 2C rate were corrected for by the inclusion of statistical weights. It was observed that the addition of weights does not significantly improve the estimates or lessen the residual sum-squared error. Comparable values were obtained for all the parameters for all three cases ͑weighted single-particle, unweighted single-particle, and unweighted porous electrode models͒. The calculation of the weights ␥ j showed that the scatter in the experimental data is not significant. The corresponding 95% confidence intervals were also obtained and were below the parameter values themselves, which is an indication that the estimated parameters were significant in the respective models. Only for the case of estimates from unweighted data using the single-particle model, the rate constant for the positive electrode ͑i.e., k p ͒ did not have reasonable confidence intervals. The use of the porous electrode model improved the confidence intervals for the parameter values. The statistical F test was used to analyze the quality of fit and to discriminate one model from the other. The particle model was found to adequately represent data up to a charge and discharge rate of 1C. The porous electrode model was statistically better than the single-particle model for the 2C rate. Estimation of parameters using data at the 1C rate and below separately from those at the 2C rate provided better estimates than using all four sets of data together. 
