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ABSTRACT 
Given a Toeplitz matrix T with banded inverse [i.e., (T - 1)/j = 0 for j -  i > p], we 
show that the dements of T can be expressed in terms of the roots of a polynomial. 
Then, using properties we have previously established, we generalize this result 
appropriately to aUow singular T and show that the converse also holds. Finally, we 
give a sufficient condition for the decay of the dements of T as one moves away from 
the diagonal. 
1. INTRODUCTION 
The problem of inversion of Toeplitz matrices has received much atten- 
tion (see e.g. [1], [2], [3], [4], [5]). In this paper we consider Toeplitz matrices 
which have banded inverses, a topic studied by Greville and Trench [6]. They 
show that a band matrix, with band width less than or equal to the order of 
the matrix, has a Toeplitz inverse if and only if it has a special structure 
characterized by two polynomials. Our object is to show that a Toeplitz 
matrix has a banded inverse if and only if it has a certain explicit structure. 
In [7] we made a detailed study of the properties of inverses of band 
matrices and characterized them in terms of the vanishing of certain of their 
minors. Examination of the examples in [8] prompted us to include in [7] an 
elementary section in which we characterized Toeplitz matrices with banded 
inverses in two special cases. This paper will extend these restdts to the 
general case. 
One reason for the importance of Toeplitz matrices with banded inverses 
is their occurrence in the study of covariance stationary time series for 
autoregressive schemes and moving averages [16, 17]. 
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2. PREL IMINARIES  
Throughout  he paper T = [t I , , , . . . , t  1, to, q , ' " , t , ,  1] denotes an n × n 
Toepl i tz matrix, and T k = It 1 k , - ' . ,  t l ,  to, q . . . . .  t~. 1], k = 1 . . . . .  n -  1, de- 
notes the k × k principal  submatxix of T. We set d k = det T k. 
We first assmne that T is nonsingular  and has a banded inverse, from 
which we can deduce the structure of T by e lementary means. Specifically, let 
A = T l, and assume that a~i= 0 for j>  i + p but  that a i /4 :0  for some (i, j) 
with j = i + p. Then we have the following lemma: 
LEMMA 2.1. l f  dl, 4:0, then a l la lp  , i ¢:(). 
Proof. The first step is to show that 
al ldp~ 1 =dl," (2.1) 
Mult ip ly ing the first row of A by the first p + 1 columns of 1" gives 
a l l tk+a12tk  l+  . . .  +a l ,~ l t  k =6ko ,  k=0 . . . .  ,p (2.2) 
By Cramer 's  ride, 
t o t ~ - . -  l , l t ~ . .  t , 
t l  to  " - -  t l  p 0 t~j . -  l j  , 
t tp 1 • " " t 0 i )  tp  1 " " to  
which is Equat ion (2.l). Thus a n 4: 0. 
But if a 1 p + 1 = 0, it follows easily from Lemma 1 of [6] that a~ p+~ = 0, 
i = 1, 2 , . . . ,  n - p, contradict ing our original assumption. Thus a i , .  J 4: 0. • 
We now assume dp 4: O. Mult ip ly ing the first row of A by columns 2 . . . . .  n 
of T gives 
antk+a l2t  , ~1+ . . .  +a lp , i rk  i ,=0 ,  k=l  . . . . .  n -1 .  (2.3) 
¢ ~ ~,, i satisfies a l inear homogeneous difference Thus, the sequence ~ k J,=~ ~, 
equat ion of order p with constant coefficients. Lett ing E be the usual right 
shift operator, i.e. E l (k ) -  f (k  + 1) for any f imction f def ined on the integers, 
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and letting 
Q(r )  = aHr p + amrp- i  + . . .  + alpr + alp+ 1, 
we can write Equation (2.3) as 
p(E) t  k =0,  k = 1 -  p . . . . .  n -  p -1 .  
(2.4) 
By Lemma 2.1, Q is a polynomial of degree p with none of its roots equal to 0. 
Denoting the p roots of Q(r)  by r 1 . . . . .  rq with multiplicities m 1 . . . . .  mq,  
Y.qm k = p, it follows from the general theory of such difference quations (see 
e.g. [9, pp. 202-3]) that 
t k = Ql (k)r~ +. . .  + Qq(k)rq k, 1 -  p <~ k <<. n -1  
where Qs is a polynomial whose degree is at most m s - 1. We summarize this 
as -  
THEO~M 2.2. Let T be a nonsingular Toeplitz matrix with dp ~ O. 
Assume that A = T - 1 satisfies aij = 0 for j> i + p but that aij ~ 0 for some 
(i, j) with j=  i + p. Define Q(r)  by Equation (2.4), and let r I . . . . .  rq be the q 
distinct (nonzero) roots o f  Q with multiplicities m x . . . . .  mq, Em k = p. Then 
there are f ixed polynomials {Qs: i = 1 . . . . .  q} with degreeQi ~< m s - 1 such 
that 
q 
t k = Y'~ Qs(k)ri k, k = 1 - p . . . . .  n - 1. (2.5) 
The converse is also true, i.e., if the { t k } are given by Equation (2.5), then 
A = T -1 is banded (aij = 0 for j > i + p). However, this can be proved most 
conveniently by introducing some additional concepts. We will then be able 
to generalize Theorem 2.2 appropriately to the case where T is singular and 
prove the converse, from which the converse of Theorem 2.2 will follow as a 
special case. This will also allow us to give a simple criterion, in the case T is 
Hermitian, for the decay of the sequence of elements tk as one moves away 
from the diagonal. 
3. MAIN RESULTS 
We now need the following definitions and theorem from [7]. 
DEFINITION. A matrix A is upper (lower) p-banded ff asi = 0 for j -  i >~ p 
(i-j>lp). 
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DEFINITION. A matrix R has vanishing super-p-minors (sub-p-minors) if
' i I . . . . .  i ,  ) 
R 1, . . . .  J , , ,  =, ,  
for all indices 
1~< / i l  < i2 < ' '  < iv ' i  
with in>'  -p+ ' > ' - +1).  z,, . 1 (11 I ,  P 
I zl . . . . .  zp l  
Here R I . • I denotes the nlinor formed from the i l . . . . .  iv 
j, ... j,, co'~ur~'ns o/~B J.
rows and 
THEOREM 3.1. A nonsinguktr matrix A is upper (lower) p-banded i f  and 
only i f  A 1 has, vanishing super-p-miru)rs ( ub-p-miru~rs). 
We now state our main result. 
THEOREM 3.2. I f  7" is a 7beplitz matrix, then the following are equiva- 
lent: 
(A) 1" has' vanishing super-p + 1-minors but does not have canishing 
super~p-minors, and dp 4: O. 
(B) 1here are distinct nonzero complex numbers rI . . . . .  ~ positive integers" 
m t . . . . .  mq with Z~m k = p, and f ixed polynomials' P1 . . . . .  I,i with degree P, = 
m~ - 1 such that 
q 
t~= ~ P,(k)rl  k, k= l -p  . . . . .  n - l .  
i=1  
Proof. Suppose that T is a Toeplitz matrix which has vanishing super-p 
+ 1-minors but not vanishing super-p-minors (thus if T I exists, T L is upper 
p + 1-banded but not upper p-banded). Then 
t I t2 - - • tp t k 
t o t l  - • • t ,  ~ tk  I 
=0 
tt v t2 P ' t°  tk P i  
for l~<k~<n- l .  (;3.1) 
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(For k ~< p two columns are identical.) Expanding along the last column we 
see that the {t k } again satisfy a linear homogeneous difference quation with 
constant coefficients. Setting 
tl tz 
t o t~ 
t_x to 
tl_p t2 p 
• • ° tp r p 
to 1 
(3.2) 
we can write Equation (3.1) as 
P(E) t  k = 0, k --- 1 - p . . . . .  n - p + 1. (3.3) 
We note that P(r) is basically the same determinant that occurs in the theory 
of orthogonal polynomials [10, p. 37]. 
We now assume again that dp ~ O, so that P(r) is of degree p. In this case 
we say that T is p-regular. The following lemma shows that P(r)  has no zero 
roots. 
LEMMa 3.3. Let T be a p-regular Toeplitz matrix with vanishing super- 
p + 1-minors. I f  
t 1 tz - . -  tp 
to tl . . .  to_ 1 
t2-p t3-p . . .  t 1 
=0,  
then T has vanishing super-p-minors. 
Proof. By Sylvester's determinant identity with pivot block 
t o t 1 "." tp_ : ,  
t_ 1 t o . . .  tp 
• 
2 n ta-p " '"  to 
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O= 
t 1 t 2 " " " tp 
to t l  " ' "  to 1 









" ' "  tp  i 
. . -  tp  
• . ,  t 0 
t~ t 2 . . .  tp 
t o t I . . .  tp 1 
t2 -  p t3 p " ' "  t !  
t -  I 
t I - p 
t 1 
to 
t 2 _ p 
. .  tp e 
• " to  3 




t l t2 
t o t~ 
t2 , t3 , 
• ° • 
tp- | 
t,  2 
to 
tx t2 . .  - tp l 
t o t~ . • .  tv 2 
= -d , .  
2 p t3 p . .  t o 
p+l  ' 
tk to 
tk 1 t 1 
tk ~ tl 
tk 
tk 1 
tk p~l  
t 1 
to 
t 2 _ p 




for k = p, p + 1 . . . . .  n - 1. Since dp ~ 0, this implies that 
t I t 2 " ' "  tp _ I tk 
to t l  " ' "  tI, 2 tk l 
t 2 . t3 p - - -  t o tk .+ l  
=0 for k=p,p+l  . . . . .  n -1 .  
(3.4) 
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By Sylvester's identity again, 
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t o t~ • • • t ,  t o t 1 
t 1 to " ' "  tv -1  t -1  to 
t_p tl v " '"  to :Q-p t l -p  
to 





t 2 _ p 
to 
t 2 _ p 
° . .  





. ° ° 
• ° o 
~-2 
to 
t 2 • • • tp t _  1 to • • • tp _ 2 
t 1 . . .  tp_  1 t _2  t _  1 . . .  tp_  3 
ta_ p - . .  t t _p t l_  n - . .  t 1 I 
_ 2 
- -  dp.  
Since d p ~ O, 
dp _ 1 # O. (3.5) 
By equations (3.4), (3.5) and Theorem 3.4 in [7], T has vanishing super 
p-minors. II 
By the preceding lemma, the constant term in P( r )  is nonzero, so P( r )  has  
no zero roots. 
Just as in Section 2, we denote the p roots of P( r )  by r 1 . . . . .  r o w i th  
mtfltiphcities m 1 . . . . .  m¢,  ~m k = p. Then, as before, 
t k = Px(k ) r~ +' "  + Pa(k ) r~,  1-  p ~< k ~< n-1  (3.6) 
where Pi is a polynomial of degree at most m i - 1. Indeed, ff T is nonsingular, 
then solving the system of equations (2.2) for a 11 . . . . .  a l p+ 1 by Cramer's rtde 
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P ( r ) - -  dp ,  ~Q(r).  (3.7) 
Since degreeP( r )= p, dr+ l =~ 0. Thus P and Q are the sanle polynomial 
except for a constant and the roots q . . . .  , % above are identical with those in 
Section 2. 
The following lemma finishes showing that (A) implies (B) in Theorem 3.2 
and provides a key step in proving the converse. 
LEMMA 3.4• Let rp . . . ,  rq be distinct non~ro  complex numbers', m t . . . . .  m q 
positive integers with E]~Tn k = p, arm Pl . . . . .  P, f ixed polynomials with 
degree Pi <~ mi - 1. Define 
q 
q-  ~ P~(k)r~ k, k - -1 -p  . . . . .  p -1 .  (3.8) 
i= l  
1hen dp ~ 0 i f  and only i f  degreet '  i = m i - 1 fi~r i -- 1 . . . . .  q. ( ( f ro  i = 1, this 
means P, is a rumzero cor~tant.) 
ProoJ: For simplieity, consider first the case where q = p. Then Eqna- 
tion (3.8) becomes 
: e ,q  + ,,2r,2 + . . . .  + ,, 
where q . . . . .  r v are distinct nonzero numbers. Let 
B = 
1 1 
r! 1 1. 2 i 
2 '2 
q r2 
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and 
D= i rx ff "'" r~ r~ . - -  
r~ 4 ' 
if-11 
1 
Then the matrix Tp can be factored 
T n = BCD, 
as the following calculation shows: 
P P P P 
(BCO)Ij= E E r~-(i-i)ckSk,rL -1= E r[-(i-')ckr• -1= E ckrl- i=tj- i  • 
k=l l= l  k=l  k=l  
Since B and D are Vandermonde matrices, they are nonsingular. Thus T v is 
nonsingular if and only if C is nonsingular. Hence d o # 0 if and only if 
Cl , . . .  ,Cp are  nonzero .  
Consider now the general case where 
q 
tk = E P~(k)r~. 
s~l  
Write 
171 s - -  1 
e~(x)= E c}~)x ' 
/=1  
Let C be the p × p block diagonal matrix 
C = diag(C1, C 2 .... , Cg ) 
where {(i ) (q),= 
O, i+ j>m~- l ,  
i =0  .... ,m s - l ;  j=O . . . . .  m~- l ;  s= l  . . . . .  q. 
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For each s, the m~ × m~, matrix C~ is nonsingular if and only if c (~) ~ 0. "m, 1 
Thus C is nonsingular if and only ff degree p~ = m, - 1 for s = l . . . . .  q. 
Define the p × p matrix B by 
B= [Bt ,  B 2 . . . . .  B l ,  
where for s = 1 .... , q, B, is the p × rn., matrix defined by 
=I  1 for i=]=t ) ,  
( _  i ) J r - i otherwise, 
i = 0 , . . . ,p  - 1; j = 0 . . . . .  m~. - 1. Likewise, define the p × p matrix D by 
T 7' 
where for s = 1 . . . . .  q, D~ is the m~ × p matrix defined by 
1 for i= j=0,  
(Ds) / i=  ]ir~j otherwise, 
i = 0 , . . . ,m, -1 ;  j - -0  . . . . .  p -1 .  
We note that the set of functions 
(rt, krt, k2rt ..... k .... ..... rL } 
defined on the integers is a linearly independent set of solutions of the 
difference quation 
(E  - r , ) ' " (E  - rz) m2. . .  (E  - r , ) " ' "y  k = O, 
(see e.g. [9, pp. 202-203]). Since the matrix D is the transpose of the Casorati 
matrix of this solution set evaluated at k = 0, it is nonsingular [9, p. 192]. The 
matrix B is the Casorati matrix of the same solution set evaluated at k = 1 - p 
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premultiplied by the matrix 
• ° " 1 
• " • 0 
and hence is nonsingular also. 
Because C is block diagonal, 
q 




ms- I  ms-1  
E E (B~),k(C~)kt(O~)ti 
k=0 /=0 
ms-1  m~- I 
~ (-i)kr~-i(k;1)c~tjtr~ 
k=O l=O 
m~- I  m~- I  k / 
• ~0 ( + l ]c~s)+l ( - i )k j  I" =rJ-' E k 
k=0 l -  
Setting u = k + I gives 
m s - 1 u m s -- 1 
r~-, ~ c~) ~" (u) o k O k (--i)kju-k=rJ i ~_, c~)(j_ilU 
t t~ i t=0 
=r, i 'P~(j-i). 
Thus (BCD),j=Z~_xe,(j-i)r,J-i =t i_ ,. Thus Tp=BCD, showing that 
Tp is nonsingnlar if and only if C is nonsingular, i.e., dp ~ 0 if and only if 
degree P~ = m~ - 1 for s = 1 ..... q. • 
We now finish the proof of Theorem 3.2. Assume that (B) holds. Then the 
sequence t k satisfies the following difference quation of order p: 
E ml  m2 ° • - r l )  (E - r2 )  • (E -  = rq) tk=0,  k 1 -p  .. . . .  n -p -1  
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[9, pp. 202-203]. Thus, there exist constants e l , . . . ,  cI, such that 
tk  = Cltk I + " " " + t )~lk  p" k=l ,2  . . . . .  n .... 1. (3.9) 
Therefore, 
t I t 2 
to tl 
t l  p I2 ~, 
tl, t1,~ I [ 




since the last column is a linear combination of the first p cohnnns. By an 
elementary induction argtmmnt, 
t I t2 
t o t t 
t I p I"2 p 
• . tl, l k  ] 




• . l o I i ,  p 
(3.~o) 
for k = p + 1 . . . . .  n - 1. 
By Lemma 3.4, dr ,  =/= O. This, combined with Equation (3.10) and Theo- 
rem 3.4 in [7] shows that 7" has vanishing super~p + I-minors. To show that T 
does not have vanishing super-p-minors, we show that 
Ed l, = 
t I L 2 • • . lp  1 lp ] 
t o t I • " " lp ,~ lp I 
4=O.  
t2 i, t:~ t, . .  • t o t t  I 
Substituting for the last column from Equation (3.9), 
Ed p = 
t 1 to, " " " to 1 
t o t I " " " tp o 
c l tp  I + " ' "  + ~),to 
C l lp  2 + " " " + opt  1 
t2 ~ t3 j~ - . .  t o C l to  + . . .  ÷ c , t  I p 
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By the multi l inearity of the determinant, 
Edp = ( -  1) p -  lcpdn. 
But cp = ( -  1)Pr~"lr~ "~ . . . r~,  ~ 0 and dp ~ O. Therefore Ed n ~ O. 
This completes the proof. 
The following corollary is immediate. 
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COnOLLAaY 3.5. I f  T is a nonsingular Toeplitz matrix, then the fo l lowing 
are equivalent: 
(A) T - 1 is upper p + 1-banded but not upper p-banded, and dp ~ O. 
(B) There are distinct nonzero complex numbers rI . . . . .  r o, positive integers 
m 1 . . . . .  mq w i th  E~m k = p, and f ixed polynomials P1 . . . . .  Po wi th  degree Pi = 
m~ -1  such that 
q 
tk = E Pi(k)r~ k, k = 1 - p . . . . .  n - 1. (3.11) 
i= l  
Furthermore in the direction (A) implies (B), r I . . . . .  r o are roots o f  the 
equation 
Q( r )=aurn  +a l f fp - l  + . . .  +a lnr  +a lp+l=O,  (3.12) 
where (a,:/) = T - x, or o f  the equation 
e( r )  = 
tl tz . . .  t n r p 
t o t I • . .  tp_ 1 r n -  1 
t_ l to . . .  tp_ 2 r n -  2 
t l _ n t2 _ n t o 1 
=0,  (3.13) 
and m 1 . . . . .  mq are the mult ipl icit ies o f  r I . . . . .  r o. 
This result extends Theorem 2.2. Of course, a similar theorem holds if 
T - 1 is lower p + 1-banded but not lower p-banded. 
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4. DECAY OF THE ELEMENTS OF T 
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The decay rate of the elements of inverses of banded matrices has recently 
received considerable attention [I 1-13], but apparently a sharp bound on the 
decay rate is not known. A side benefit of Equation (3.11) is that one can 
immediately read off the growth (or decay) rate of t k. It is the kth power of 
the root of maximum modulus of Equation (3.12) or (3.13) multiplied by a 
polynomial in k. If all the roots of Equation (3.12) or (3.13) lie inside the unit 
circle, then t k -~ 0 as k ~ oo. We give a simple sufficient condition for this to 
hold. 
THEOREM 4.1. Let T be a nonsingular Hermitian Toeplitz matrix, and 
assume that T -  1 is upper p + 1-banded but not upper p-banded. I f  the 
submatrix Tp + 1 is positive definite, then t k -~ 0 as k ~ oo. 
Proof. This is an immediate consequence of Theorem 7 in [14]. The 
polynomial P(z)  given by Equation (3.13) is the same as Wp(z) except for a 
factor of ( -  1) p, and the condition that c n lies within the circle C n is the same 
as saying [ CI~ C1 " " " C n 1 CO " " " Cn 1 
n C 1 - n " " " CO 
is positive definite. Thus ff Tp + l is positive definite, all the roots of P(r)  = 0 
lie within the unit circle. • 
A proof that all the roots lie inside the unit circle using Schur's theorem 
[15] was given in the context of time series by Pagano [16]. However, this is 
much less direct than the proof by Ahiezer and Krein. 
I wish to thank Ken Larsen of  Brigham Young University for helping me 
f ind the factorization T n = BCD in the case of  multiple roots, and Charles 
Chui o f  Texas A & M University for mentioning Reference [14] to me. 
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