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1. Introduction et préliminaires
Si f est une fonction holomorphe sur une variété complexe, on lui associe deux courants importants en analyse et
géométrie complexe, le courant d’intégration sur { f = 0} et la valeur principale associée à f (voir [7] et [5]) de la manière
suivante :
〈
V p( f ),φ
〉= lim
ε→0
∫
| f |ε
φ
f
,
〈[ f = 0], φ〉= ∫
f=0
φ.
Ces déﬁnitions méritent quelques commentaires : pour ce qui concerne le courant d’intégration, d’après les travaux de
P. Lelong, il faut comprendre que l’intégrale est prise sur les points réguliers de { f = 0}, et que cette dernière est une
intégrale généralisée convergente, car les singularités de { f = 0} sont de codimension au moins 1 dans { f = 0} (voir par
exemple [5] pour les déﬁnitions rigoureuses) ; l’existence de la valeur principale est plus délicate et réside essentiellement
sur le théorème de la résolution des singularités (voir [6,7]). Il y a un prix à payer à l’utilisation de ce résultat : aucune
information sur l’ordre de cette distribution. Ces déﬁnitions peuvent être généralisées à la codimension supérieure, voir
[6,10], pour la valeur principale et [5] pour le courant d’intégration. Dans ce qui suit, nous allons parler des généralisations
de la valeur principale, les courants résiduels ; dans [10], apparaissent les courants suivants, X JI , pour I et J deux sous-
ensembles disjoints de {1, . . . , p} et θ → ε(θ) un pavé admissible (voir [10] et [6], pour la déﬁnition). Si { f1, . . . , f p} est
une intersection complète,
〈
X JI , φ
〉= lim
θ→0
∫
{| f I |εI (θ),| f J |=ε J (θ)}
φ
f I f J
.
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tré dans [10], que X {1,...,p}∅ donne la description de l’idéal engendré par ( f1, . . . , f p), et que les courants X
J
I donne une
décomposition “explicite” d’une fonction appartenant à l’idéal engendré par ( f1, . . . , f p).
Il est bien connu (voir [10]) que la caractérisation de l’idéal engendré par ( f1, . . . , f p) est de nature cohomologique : si
l’on déﬁnit
Res f (φ) :=
∫
{| f1|=ε1,...,| f p |=εp}
φ
f1 · · · f p ,
avec φ une (n,n − p)-forme test ∂¯-fermée au voisinage de f −1(0), alors Res f est indépendant de ε assez petit, et nous
avons le résultat :
Théorème 1.1. (Voir [10].) Si g est holomorphe au voisinage de z0 ∈ { f = 0}, alors g ∈ I f (localement au voisinage de z0) si et
seulement si gRes f = 0.
Par le théorème d’Hahn–Banach, l’action de Res f peut être prolongé en un courant X sur les (n,n − p)-formes tests qui
va décrire I f , mais cette approche n’est pas constructive car elle repose sur l’axiome du choix. Dans [10], on construit une
extension particulière de Res f , X
{1,...,p}
∅ , qui est minimale dans le sens où g¯ X
{1,...,p}
∅ = 0, si g ∈
√
I f ; malheureusement, elle
est obtenue par le théorème de résolution des singularités, ce qui ne rend pas le procédé plus explicite pour autant.
Dans ce papier, nous proposons la construction d’une extension de Res f parfaitement explicite (uniquement avec le
théorème de préparation de Weierstrass), mais qui n’est pas minimale au sens précédent, et donc diffère du courant de
Coleff–Herrera.
Dans [8], nous avions construit une extension explicite de Res f dans le cas de la codimension 1 et dans certains cas
particuliers d’intersection complète, pour la codimension supérieure. On vériﬁe aisément – comme nous l’a signalé le referee
– que le courant X obtenu pour, par exemple f = (z21 − z22), n’a pas la propriété d’extension minimale et n’est donc pas le
courant résiduel classique ∂¯V p( f ).
Evidemment plus les courants précédents sont obtenus de manière explicite, plus on obtient d’informations sur l’idéal et
sur la décomposition d’un élément particulier ; c’est pourquoi, le théorème de résolution des singularités peut s’avérer un
obstacle diﬃcilement surmontable par exemple, pour obtenir des décompositions dans certains espaces de régularités pour
les fonctions holomorphes (par des méthodes L2, H. Skoda a obtenu un théorème de ce type important dans les espaces L2
à poids).
Ici, nous proposons une autre approche plus élémentaire, pour construire des courants ayant les mêmes propriétés de
ceux de Coleff–Herrera–Passare (en ce qui concerne la description de I f et de la décomposition dans I f ) dans le cas d’une
intersection complète quelconque. Cette approche repose essentiellement sur le théorème de préparation de Weierstrass et
donne donc l’ordre des courants construits. Cette construction est la suite d’articles précédents (voir [8,9]) qui donnaient ces
courants dans des intersections complètes particulières. Pour rendre l’article plus lisible, nous commencons la construction
pour une intersection complète de codimension 2, le cas général est obtenu avec la même philosophie dans les parties
suivantes.
Liste des notations.
– Pour φ =∑φI J dzI ∧ dz¯ J une (p,q)-forme différentielle, on note ∂¯φ la partie de bidegrés (p,q + 1) de sa différentelle
extérieure.
– On notera ∂¯l(φ), la forme différentielle de bidegrés (p,q) déﬁnie par l’expression :
∂¯l(φ) =
∑ ∂φI J
∂ z¯l
dzI ∧ dz¯ J .
– Pour f une fonction holomorphe vériﬁant les conditions du théorème de Weierstrass par rapport à la variable zl , on
note P fl son polynôme de Weierstrass par rapport à zl associé. En général, nous désignerons par Nl le degrés de P
f
l par
rapport à zl .
– Pour ( f1, . . . , f p) une intersection complète au voisinage de 0, nous noterons également ( f ).
– Si Pl, Ql sont deux polynômes de Weierstrass par rapport à la variable zl , Rl(Pl, Ql) désigne le résultant de Pl et Ql
par rapport à la variable zl (il est à noter que Rl ne dépend pas de la variable zl).
Dans [8] et [9], nous avions dégagé “les propriétés fonctionnelles” que devaient vériﬁer une famille de courants attachée
à ( f1, f2) aﬁn de décrire I f . Plus précisément, rappelons le théorème de [8] :
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les propriétés ci-dessous :
θ1X1 = 1, θ2X2 = ∂¯ X1, θ1X2 = 0,
alors g ∈ I loc(θ1, θ2) si et seulement si g∂¯ X2 = 0.
Remarque 1.3. Le théorème précèdent (et le théorème 4.1 par la suite, pour la codimension supérieure) est encore vrai
dès que l’on peut trouver (X1, X2) vériﬁant les deux propriétés ci-dessus, sans que (θ1, θ2) soit forcément une intersection
complète – la preuve de [8] repose uniquement sur les propriétés fonctionnelles des courants. Nous le mentionnons dans
le cas d’une intersection complète car il s’agit du cadre naturel de son application : en effet dans le cas non intersection
complète, il est clairement impossible, en général, de produire des courants avec ces propriétés – pour s’en convaincre,
considérer la situation f = (z1, z1). De même, le théorème de décomposition (3.1) est valable – par la même preuve produite
dans [8] – sans l’hypothèse d’intersection complète.
On nous a fait remarquer que l’on peut obtenir les théorèmes 1.2 et 4.1 en utilisant la théorie générale développée dans
[1] et [2]. Mais à notre avis, l’approche de [8] est plus élémentaire et suﬃt à notre construction.
Enﬁn, nous tenons à signaler que dans le cas d’une intersection complète, le calcul sur les courants résiduels classiques
(les courants X JI déﬁnis précédemment) développé dans [11,4] et [13], assure qu’ils vériﬁent les conditions du théorème
1.2, et en codimension supérieure les conditions (1) et (2) du théorème 4.1.
Ici, nous voulons produire d’autres courants (que les courants de Coleff–Herrera–Passare) vériﬁant les hypothèses du
théorème 1.2 – sans utiliser le théorème d’Hironaka – et de la manière la plus constructive possible. En général, il est très
diﬃcile de construire directement de tels courants, sauf dans certains cas particuliers d’intersections complètes (voir [8]
et [9]). L’idée est donc de toujours se ramener à cette situation (voir, section : Construction d’une intersection complète
adaptée et ce qui suit pour la codimension 2).
Soit ( f1, f2) une intersection complète déﬁnie au voisinage de 0 dans Cn avec 0 ∈ { f1 = f2 = 0} ; quitte à faire un
changement linéaire de coordonnées, on peut supposer que ( f1, f2) vériﬁent les conditions du théorème de préparation de
Weierstrass par rapport à la variable z1, et obtenir ainsi : f1 = U f1 P f11 et f2 = U f2 P f21 au voisinage de 0, avec Ui des unités.
Nous avons donc :
R1
(
P f11 , P
f2
1
)(
Z ′
)= a1(z) f1(z) + a2(z) f2(z), (∗)
avec ai des fonctions holomorphes au voisinage de 0 ; on peut remarquer que si ( f1, f2) est une intersection complète alors
( f1, R1) l’est également. Clairement g ∈ I loc( f1, f2) si et seulement si g det(A) ∈ I loc( f1, R1), où A est la matrice holomorphe
de passage de ( f1, f2) à ( f1, R1) ; on peut écrire, en utilisant A, (∗) sous la forme :
R1
(
Z ′
)= a1(z) f1(z) + det(A) f2(z). (∗∗)
Ainsi, nous allons appliquer le théorème 1.2, non pas directement à ( f1, f2), mais à l’intersection complète ( f1, R1) qui
elle est adaptée.
2. Description de Iloc( f1, f2)
Commencons par nous placer – quitte à faire à nouveau un changement linéaire de coordonnées, mais uniquement sur
les variables (Z ′), cette fois – dans un système de variables, pour lequel R1 vériﬁe les conditions du théorème de Weierstrass
par rapport à la variable z2 (ceci nous sera utile par la suite).
Déﬁnissons le courant XΓ1 , pour Γ ∈ N, par son action sur les (n,n)-formes tests au voisinage de 0 :
〈
XΓ1 , φ
〉= ∫
Cn
(P f11 )
Γ
f1
∂¯
Γ N1
1 (φ),
où N1 est le degrés de P
f1
1 . Il est alors assez facile de voir [8], que X
Γ
1 vériﬁe l’équation – modulo une constante de
normalisation :
f1X
Γ
1 = 1, ∀Γ ∈ N;
de même, il est aisé d’obtenir l’expression de ∂¯ XΓ1 sur les (n,n − 1)-formes :
〈
∂¯ XΓ1 , φ
〉= ∫
n
∂¯(P f11 )
Γ
f1
∂¯
Γ N1
1 (φ).C
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〈
XΓ2 , φ
〉= ∫
Cn
P R12
R1
∂¯
N2
2
(
∂¯(P f11 )
Γ
f1
∂¯
Γ N1
1 (φ)
)
,
où N2 est le degrés du polynôme de Weierstrass associé à R1 – P
R1
2 – et enﬁn Γ est choisi de sorte que l’intégrande soit
une fonction régulière.
Fait 1 : R1X
Γ
2 = ∂¯ XΓ1 .
En effet, explicitons l’action du courant à droite de légalité :
〈
R1X
Γ
2 , φ
〉= ∫
Cn
P R12 ∂¯
N2
2
(
∂¯(P f11 )
Γ ∂¯
Γ N1
1 (φ)
f1
)
,
et donc, à l’aide de N2-intégration par partie – par rapport à la variable z2 – on obtient l’égalité.
Fait 2 : f1X
Γ
2 = 0.
En effet, nous avons les égalités :
〈
f1X
Γ
2 , φ
〉= ∫
Cn
P R12
R1
∂¯
N2
2
(
∂¯
(
P f11
)Γ
∂¯
Γ N1
1 (φ)
)
=
∑
α+β=N2
∫
Cn
P R12
R1
∂¯α2
(
∂¯
(
P f11
)Γ )
∂¯
β
2
(
∂¯
Γ N1
1 (φ)
)
=
∑
α+β=N2
∫
Cn
P R12
R1
∂¯α2
(
∂¯
(
P f11
)Γ )
∂¯
Γ N1
1
(
∂¯
β
2 (φ)
);
le facteur
P
R1
2
R1
ne dépend pas de la variable z1, ceci entraîne – en intégrant Γ N1-fois par partie par rapport à la variable z1,
et car ∂¯α2 (∂¯(P
f1
1 )
Γ ) est de degrés strictement inférieur à Γ N1 – l’égalité souhaitée.
Nous pouvons maintenant décrire l’idéal local, en 0, engendré par ( f1, f2) :
Théorème 2.1. g ∈ I loc( f1, f2) si et seulement si le courant g det(A)∂¯(XΓ2 ) = 0.
Remarque. Le procédé pour obtenir le courant XΓ2 est parfaitement explicite – la matrice A et le résultant R1 s’obtiennent
en déroulant l’algorithme d’Euclide pour les polynômes de Weierstrass (P f11 , P
f2
1 ).
Preuve du théorème. Comme nous avons vu lors de la section 1, g ∈ I loc( f1, f2) si et seulement si g det(A) ∈ I loc( f1, R1) ;
mais nous sommes capables de décrire cet idéal – car la famille (XΓ1 , X
Γ
2 ) vériﬁe les conditions du théorème 1.2 – et donc
g ∈ I loc( f1, f2) si et seulement si g det(A)∂¯(XΓ2 ) = g∂¯(det(A)XΓ2 ) = 0. 
3. Formule de décomposition dans Iloc( f1, f2)
Dans cette section, nous supposerons que θ = (θ1, θ2) est déﬁnie au voisinage de B¯r , la boule fermée de Cn de centre 0
et rayon r.
Nous considèrons également des fonctions θ i1(ζ, z) et θ
i
2(ζ, z) holomorphes sur Br × Br telles que :
θ1(z) − θ1(ζ ) =
∑
i
θ i1(ζ, z)(zi − ζi), θ2(z) − θ2(ζ ) =
∑
i
θ i2(ζ, z)(zi − ζi),
autrement dit une décomposition de Hefer de θ1 et θ2 sur Br . Si (X1, X2) est une famille de courants vériﬁant les conditions
du théorème 1.2, nous avons le résultat plus précis de décomposition dans Iθ1,θ2 (voir [8]).
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ne dépendant que de Br , tels que ∀z ∈ Br :
g(z) = θ1(z)
〈
gX1, P1(., z)
〉+ θ1(z)
〈∑
i
θ i2(ζ, z)dζi ∧ X2, P2(., z)
〉
+ θ2(z)
〈∑
i
θ i1(ζ, z)dζi ∧ X2, P2(., z)
〉
.
Considérons le courant det(A)XΓ2 construit à la section précédente, alors nous avons d’une part :
f1 det(A)X
Γ
2 = 0,
et d’autre part,en utilisant les propriétés des courants (XΓ1 , X
Γ
2 ),
f2 det(A)X
Γ
2 = (R1 − a1 f1)XΓ2 = R1XΓ2 = ∂¯ XΓ1 .
Par conséquent, la famille de courants (XΓ1 ,det(A)X
Γ
2 ) vériﬁe, pour ( f1, f2), les conditions d’application du théorème 3.1 –
à des constantes de normalisation près – et l’on obtient une formule de décomposition pour g ∈ I loc( f1, f2).
4. Cas de la codimension supérieure à 1
Enoncons les deux résultats de [8], sur lesquels repose cette construction.
Soit (θ1, . . . , θp) une intersection complète au voisinage de 0 ; supposons qu’il existe une famille de courants (X1, . . . , Xp)
vériﬁant les propriétés (1) et (2) suivantes :{
(1): θ1X1 = 1, θ j X j = ∂¯ X j−1, ∀ j ∈ {2, . . . , p},
(2): θ j Xi = 0, ∀i ∈ {2, . . . , p}, ∀ j ∈ {1, . . . , i − 1}.
Alors, nous avons la description de I loc(θ1, . . . , θp) :
Théorème 4.1. Sous les conditions précédentes :
g ∈ I loc(θ1, . . . , θp) si et seulement si g∂¯ Xp = 0.
Remarque 4.2. Comme pour le théorème 1.2, le résultat est valable dès que l’on peut trouver des courants vériﬁant (1)
et (2), sans l’hypothèse d’ intersection complète – la preuve est la même que celle de [8].
De même, le théorème suivant de décomposition est valable dès que les courants vériﬁent (1) et (2) avec la même preuve
de [8].
En fait, nous avons un résultat de décomposition dans I loc(θ1, . . . , θp), comme dans la cas de la codimension 2 :
Théorème 4.3. Soit (θ1, . . . , θp), une intersection complète sur une boule de centre 0 et de rayon r, Br , soit (X1, . . . , Xp) une famille de
courant vériﬁant les conditions (1) et (2) ci-dessus, et enﬁn, g holomorphe sur B¯r avec g∂¯ Xp = 0. Alors, il existe des noyaux intégraux,
P1(ζ, z), . . . , P p(ζ, z), holomorphes en z, ne dépendant que de Br , tels que, ∀z ∈ Br :
g(z) =
∑
i j
Ci jθ j(z)
〈
g(ζ )B ji (ζ, z) ∧ Xi, Pi(., z)
〉
,
avec les notations suivantes :⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
B j(ζ, z) = b1(ζ, z) ∧ · · · ∧ b j(ζ, z),
Blj = b1(ζ, z) ∧ · · · ∧ b̂l(ζ, z) ∧ · · · ∧ b j(ζ, z), l j et B11(ζ, z) = 1,
bl(ζ, z) =
n∑
i=1
bil (ζ, z)dζi où θl(z) − θl(ζ ) =
n∑
i=1
bil (ζ, z)(zi − ζi).
Si ( f1, . . . , f p) est une intersection complète donnée au voisinage de 0, comme dans la section précédente, nous n’allons
pas construire directement – car cela est à priori pas évident . . . – la famille (X1, . . . , Xp) associée ; mais, nous allons passer
par une intersection complète intermédiaire, construite à partir de la première, pour laquelle, il est facile de construire la
famille de courant adhoc.
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Nous allons procéder par induction. Soit U1 le vecteur de composantes ( f i)1ip ; pour construire U2, commencons
par faire un changement de coordonnées linéaires, aﬁn que les f i vériﬁent le théorème de préparation de Weierstrass par
rapport à la variable z1. Dans ces nouvelles coordonnées, U2 est le vecteur de composantes(
f1, R1
(
P f11 ,
2∑
l=1
λl2,2P
fl
1
)
, . . . , R1
(
P f11 ,
j∑
l=1
λl2, j P
fl
1
)
, . . . , R1
(
P f11 ,
p∑
l=1
λl2,p P
fl
1
))
,
où j est l’indice qui indique la position dans le p-uplet U2, les λl2, j sont des scalaires choisis de manière à ce que U2 soit
une intersection complète en 0 ; ceci est possible car ( f1, . . . , f p) l’est.1
En effet, soit (g1, . . . , gp) des polynômes de Weierstrass par rapport à la variable z1, déﬁnissant une intersection com-
plète en zéro : il suﬃt de montrer que si (g1, R1(g1, g2), . . . , R1(g1, gi)) est une intersection complète au voisinage de zéro
et (g1, R1(g1, g2), . . . , R1(g1, gi), R1(g1, gi+1)) non, alors il existe (λl) tels que(
g1, R1(g1, g2), . . . , R1(g1, gi), R1
(
g1,
i+1∑
l=1
λl gl
))
soit de dimension n − i − 1. Notons pour l p
Wl :=
{
R1(g1, g2) = · · · = R1(g1, gl) = 0
}⊂ Cn−1 = (z2 · · · , zn),
Vl := {g1 = · · · = gl = 0};
Wi+1 ne dépend pas de la variable z1 donc – si Wi+1 ∩ {g1 = 0} n’est pas une intersection complète en zéro – alors
R1(g1, gi+1) est identiquement nulle sur une composante irréductible C j0 de Wi . Considérons la projection π1 :
{g1 = 0} → Cn−1, (z1, . . . , zn) → (z2, . . . , zn);
nous avons π1(Vi) ⊂ Wi , Vi ⊂ π−11 (Wi) et de plus, dim(Vi) = dim(π−11 (Wi)) = n− i, ce qui entraîne que π−11 (Wi) possède
quelques composantes irréductibles de plus que Vi :
π−11 (Wi) =
(⋃
k
Γ kV i
)
∪
(⋃
j
Γ j
)
,
où Γ lV i sont les composantes irréductibles de Vi et Γ
j les autres !
Maintenant R1(g1, gi+1) identiquement nulle sur C j0 implique gi+1 identiquement nulle sur une composante irréductible
de π−11 (Wi) ; Vi+1 est une intersection complète et donc, ∀k dim({gi+1 = 0} ∩ Γ kV i ) = n − i − 1, ce qui entraîne l’existence
de j1 tel que gi+1 = 0 sur Γ j1 , identiquement.
Considèrons l’ensemble A :
A := { j/gi+1 = 0 sur Γ j};
pour tout j ∈ A, dim(Γ j ∩ Vi) = n − i − 1, il existe donc (λl) – λi+1 peut être choisi non nul – tels que ∑i+1l=1 λl gl est non
identiquement nulle sur Γ j pour tout j ∈ A et sur Γ j pour tout j. Clairement une combinaison linéaire de ce type ne peut
être identiquement nulle sur un Γ kV i , on a donc
∑i+1
l=1 λl gl non identiquement nulle sur une composante irréductible de
π−11 (Wi), ainsi
1 Il faut remarquer que ( f1, R1(P
f1
1 , P
f2
1 ), . . . , R1(P
f1
1 , P
fp
1 )) n’est pas une intersection complète en général – même si ( f1, . . . , f p) l’est ; il est donc
nécessaire de choisir des scalaires, (λl2, j) (2 j p,1 l j), pour que(
f1, R1
(
P f11 , λ
l
2,2 P
f2
1
)
, . . . , R1
(
P f11 , λ
l
2, j P
fl
1
)
, . . . , R1
(
P f11 , λ
l
2,p P
fl
1
))
,
où l’on somme sur l’indice du haut variant de 1 à l’indice du bas à droite, soit elle, une intersection complète. En voici un exemple :(
f1(z) = (z1 + z2)(z1 + z3 + z2z3), f2(z) = z1 + z22, f3(z) = z1 + z2 + z3
);
un calcul élémentaire conduit aux expressions suivantes :
R( f1, f2) = z2
(
z32 − z22 − z22z3 + z3
)
, R( f1, f3) = z2z3(1− z3).
Ainsi sur {z2 = 0}, R( f1, f2) et R( f1, f3) sont tous deux nuls. . . mais en prenant une perturbation linéaire de f3, soit en posant g = af2 + bf3 avec a, b des
constantes complexes, on obtient ( f1, R( f1, f2), R( f1, g)) qui elle, est une intersection complète.
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({
R1
(
g1,
i+1∑
l=1
λl gl
)
= 0
}
∩ Wi
)
= n − i − 1,
ce qui achève la preuve de l’assertion.
On note en outre que les composantes U j2 de U2, j > 1, sont des fonctions holomorphes des variables (z2, . . . , zp).
Supposons Ui−1 un p-vecteur donné, déﬁnissant une intersection complète au voisinage de 0, de coordonnées U ji−1 avec
U ji−1 des fonctions holomorphes des variables (z j, . . . , zn), vériﬁant le théorème de préparation de Weierstrass par rapport
à la variable z j pour j < i − 1, et U ji−1 des fonctions holomorphes des variables (zi−1, . . . , zp), pour j  i − 1.
Le vecteur Ui est alors obtenu de la manière suivante – en effectuant un changement de coordonnées linéaires en les
variables (zi−1, . . . , zp), de facon à ce que les U ji−1, j  i−1, vériﬁent le théorème de préparation de Weierstrass par rapport
à la variable zi−1 ; on choisit des scalaires λli, j ( j  i) (l j) comme ci-dessus et l’on pose :
Ui =
(
U1i−1, . . . ,U
i−1
i−1, Ri−1
(
P
Ui−1i−1
i−1 ,
i∑
l=1
λli,i P
Uli−1
i−1
)
, . . . , Ri−1
(
P
Ui−1i−1
i−1 ,
p∑
l=1
λli,p P
Uli−1
i−1
))
.
– On note d’une part, que U ji sont des fonctions holomorphes en les variables (z j, . . . , zn) pour j < i qui vériﬁent le
théorème de préparation de Weierstrass par rapport à z j , et U
j
i sont des fonctions holomorphes des variables (zi, . . . zn),
pour j  i.
– D’autre part, que Ui déﬁnit une intersection complète au voisinage de 0 si Ui−1 en déﬁnit une, pourvu que les λli, j
soient correctement choisis.
– Pour ﬁnir, on pose ( f1, R2, . . . , Rp) := Up et nous avons la situation suivante : les fonctions Ri , sont des fonctions
holomorphes en les variables (zi, . . . zn) vériﬁant le théorème de préparation de Weierstrass par rapport à zi .
6. Construction de la famille (X1, . . . , Xp) associée à ( f1, R2, . . . , Rp)
Étant donné une intersection complète, il n’est pas simple en général de construire une famille de courants vériﬁant
les conditions de la section 4. Par contre, pour une intersection complète de la forme (θ1, . . . , θp) avec θi des fonctions
holomorphes des variables (zi, . . . , zn) vériﬁant le théorème de préparation par rapport à zi , cela est plus aisé. Choisissons
(Γ1, . . . ,Γp) une famille de p entiers naturels de manière à ce que les fonctions intervenant dans les intégrandes soient
régulières, et posons,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈X1, φ〉 =
∫
( P¯ θ11 )
Γ1
θ1
∂¯
Γ1N1
1 (φ),
〈Xi, φ〉 =
∫
(p¯θii )
Γi
θi
∂¯
Γi Ni
i
(
∂¯( P¯
θi−1
i−1 )
Γi−1
θi−1
∂¯
Γi−1Ni−1
i−1
(
· · ·
(
∂¯
Γ2N2
2
(
∂¯( P¯ θ11 )
Γ1
θ1
∂¯
Γ1N1
1 (φ)
))
· · ·
))
.
Alors, par des arguments similaires au cas de la codimension 2, on vériﬁe sans peine que la famille de courants (X1, . . . , Xp)
possède toutes les propriétés requises.
Soit A = (ai, j) – i désigne la colonne et j la ligne-la matrice triangulaire supérieure, dont le pivot a1,1 vaut 1, qui trans-
forme ( f1, . . . , f p) en ( f1, R2, . . . , Rp) ; soit δl :=∏li=1 ai,i , pour l ∈ {1, . . . , p} et enﬁn, (X1, . . . , Xp) les courants vériﬁant les
hypothèses du théorème 4.1 pour l’intersection complète ( f1, R2, . . . , Rp).
Corollaire 6.1. Soit ( f1, . . . , f p) une intersection complète. Alors, nous avons g ∈ I loc( f1, . . . , f p) si et seulement si g det(A)∂¯ Xp = 0.
Preuve du corollaire. Nous avons g ∈ I loc( f1, . . . , f p) si et seulement si g det A ∈ I loc( f1, R2, . . . , Rp) – on peut par exemple
utiliser la formule de transformation des courants résiduels classiques (voir [3]).2 Pour conclure, il suﬃt d’appliquer le
théorème 4.1 à ( f1, R2, . . . , Rp).
Comme à la section précédente, nous allons obtenir une décomposition dans l’idéal local à partir de la famille
(X1, . . . , Xp).
2 Remarquons que la loi de transformation des courants classiques de Coleff–Herrera [3] assure que, si ( f ), (g) sont deux intersections complètes et
(g) = A( f ) avec A une p × p-matrice holomorphe, alors
∂¯
[
1
f1
]
∧ · · · ∧ ∂¯
[
1
f p
]
= det(A)∂¯
[
1
g1
]
∧ · · · ∧ ∂¯
[
1
gp
]
.
C’est cette propriété qui est particulière aux courants résiduels classiques dans l’ensemble des courants décrivant l’idéal local de f . Il serait intéressant de
voir si cette propriété les caractérise totalement dans cet ensemble . . . .
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∑
i ai,p fi = Rp , et donc⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
δp f p = δp−1Rp − δp−1
p−1∑
i=1
ai,p f i,
δp f p Xp = δp−1∂¯ Xp−1 −
p−1∑
i=1
ai,pδp−1 f i Xp .
Comme i ∈ {1, . . . , p − 1} et que A est triangulaire, alors ∑ai,pδp−1 f i s’exprime en fonction de f1, R2, . . . , Rp−1, et donc
δp f p Xp = δp−1∂¯ Xp−1.
De plus, pour tout l < p – toujours car A est triangulaire –
flδp = flal,lδlp = δlp Rl −
l−1∑
i=1
ai,lδ
l
p f i,
où δlp signiﬁe que l’on omet al,l dans le produit. Par conséquent, flδp s’exprime en fonction de f1, R2, . . . , Rl , ce qui entraîne
flδp Xp = 0, pour tout l < p. On vériﬁe de la même manière que f p−1δp−1Xp−1 = δp−2∂¯ Xp−2 et flδp−1Xp−1 = 0, pour tout
l < p−1. Au bout du compte, il vient sans diﬃculté que la famille (X1, δ2X2, . . . , δp Xp) vériﬁe toutes les conditions requises
du théorème 4.2, et nous avons donc une décomposition, en termes de courants élémentaires, dans I loc( f ). 
7. Quelques exemples
Considérons ( f1, f2), l’intersection complète au voisinage de 0 déﬁnie par :(
z21 + z2z3, z21 + z3z1 + z22 − z33
);
des calculs élémentaires donnent les expressions suivantes :
R1( f1, f2) = z2z33 +
(
z22 − z33 − z2z3
)2
.
En posant P (z) = z1 − z22 + z33 + z2z3, nous avons :
R1( f1, f2) =
(
z23 + P (z)
)
f1(z) − P (z) f2(z) := h1(z) f1(z) + h2(z) f2(z).
En appliquant les résultats des sections 1 et 2, nous obtenons la famille (X1,h2X2) qui décrit l’idéal associé à ( f1, f2) :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈X1, φ〉 =
∫
f¯ 51
f1
∂¯101 (φ),
〈X2, φ〉 =
∫
R¯1( f1, f2)
R1( f1, f2)
∂¯42
(
∂¯( f¯ 51 )
f1
∂¯10(φ)
)
.
Nous allons donner un autre exemple d’une intersection complète au voisinage de 0 dans C3 :
( f1, f2, f3) :=
(
z31 + z32 + z33, z21 + z22, z21 + z2z3
);
comme précédement des calculs élémentaires conduisent aux résultants :
R( f1, f2) = 2z62 + 2z32z33 + z63,
R( f1, f3) = z62 + 3z32z33 + z63.
De la même manière, on obtient que le résultant de ces deux dernières expressions est z93. Ainsi, il existe une matrice
A(que l’on peut calculer avec l’algoritme d’Euclide), qui transforme ( f1, f2, f3) en l’intersection complète (z31 + z32 + z33,
2z62 + 2z32z33 + z63, z93) := (g1, g2, g3). Pour cette dernière, il est facile de construire la famille de courants décrivant l’idéal
en 0 engendré par (g1, g2, g3), en choisissant N1 et N2 deux entiers suﬃsamments grands aﬁn que les expressions ci-
dessous soient intégrables :⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
〈X1, φ〉 =
∫
g¯N11
g1
∂¯
3N1
1 (φ),
〈X2, φ〉 =
∫
g¯N22
g2
∂¯
6N2
2
(
∂¯(g¯N11 )
g1
∂¯
3N1
1 (φ)
)
,
〈X3, φ〉 =
∫
g¯3
∂¯93
(
∂¯(g¯2)N2
∂¯
6N2
2
(
∂¯(g¯1)N1
∂¯
3N1
1 (φ)
))
.g3 g2 g1
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( f1, f2, f3).
Considérons dans C2, l’intersection complète :
f = (z22 + z21 + z31, z41)= ( f1, f2).
Cette exemple est important car Tsikh–Passare, dans [12], montre que pour obtenir le courant résiduel associé à f , il
est nécessaire de considérer θ → ε(θ) un pavé admissible (les limites dépendent de la manière de “tendre vers zéro”).
Néanmoins, nous remarquons que f est déjà du type régulier et il est aisé de voir que les courants suivants décrivent l’idéal
local de f :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈X1, φ〉 =
∫
f¯ 51
f1
∂¯102 (φ),
〈X2, φ〉 =
∫
z¯41
z41
∂¯41
(
∂¯( f¯ 51 )
f1
∂¯102 (φ)
)
.
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