We prove global Calderón-Zygmund type estimate in Lorentz spaces for variable power of the gradients to weak solution of nonlinear elliptic equations in a non-smooth domain. We mainly assume that the nonlinearities are merely measurable in one of the spatial variables and have sufficiently small B-MO semi-norm in the other variables, the boundary of domain belongs to Reifenberg flatness, and the variable exponents p(x) satisfy log-Hölder continuity.
Introduction
Throughout this paper, let Ω be a bounded domain R n (n ≥ 2) with a rough boundary specified later. Suppose that F = ( f 1 , f 2 , · · · , f n ) is a given vector-valued measurable function, and a = a(ξ, x) : R n × Ω → R n is a Carathéodory vector valued function which is measurable in x ∈ Ω for each ξ ∈ R n and Lipschitz continuous in ξ ∈ R n for each x ∈ Ω. The aim of this article is to study a global Lorentz estimate for variable power of the gradients to weak solution of the Dirichlet problem for nonlinear elliptic equations:
under very weak assumptions that the nonlinearities a(ξ, x) are merely small partially BMO (Bounded Mean Oscillation) semi-norm in the spatial variables and ∂Ω is Reifenberg flat. The weak solution of (1.1) is understood in the usual sense: for u ∈ W To ensure solvability in L 2 (Ω) of (1.1), we need to impose a structural assumption with ellipticity and growth: there exist two constants 0 < ν ≤ Λ < ∞ such that
|a(ξ, x)| + |ξ||D ξ a(ξ, x)| ≤ Λ|ξ| (1.3) for a. e. x ∈ Ω and ξ, η ∈ R n , where D ξ denotes the differentiation in ξ ∈ R n , and ·, · is the standard inner product in R n . By (1.3) it is clear to check that
Therefore, by the usual Minty-Browder argument there exists a unique weak solution u ∈ W 1,2 0 (Ω) of (1.1) with the following L 2 estimate
where c is a constant independent of u, F and Ω. The Calderón-Zygmund theory concerned partial differential equations with partially regular coefficient assumptions has been getting largely attention. For the case of linear PDEs, this was first introduced by Kim and Krylov in [19] , and later employed by Dong and Kim in [14, 16, 17] and by Byun and Wang in [6] in the study of Calderón-Zygmund theory to divergence and nondivergence linear elliptic and parabolic equations/systems with partially VMO or small partially BMO coefficients. It has actually proved to be a sort of minimal regular requirement imposed on the leading coefficients for elliptic and parabolic operators to ensure a satisfactory Calderón-Zygmund theory for all p > 1. Indeed, this was verified due to a famous counterexample by Ural'tseva [29] , who constructed an example of an equation in R d (d ≥ 3) with the coefficients depending only on the first two coordinates so that we reached that there is no unique solvability in Sobolev spaces W 1,p for any p > 1. It is worth noting that Byun-Wang [6] and Byun-Palagachev [10] considered linear elliptic equations with partially BMO coefficients and obtained the L p -estimate, weighted L p -estimate, respectively. We are now interested in nonlinear elliptic equations with partially regular nonlinearities in the spatial variables since those are related to nonlinear problems in medium composition materials. We would particularly like to point out that the study of this article was inspired by two recent progresses from Byun et al's papers. Byun, Ok and Wang [9] obtained a global L p(x) estimate to the Dirichlet problem of divergence linear elliptic system in Reifenberg domain with partially BMO coefficients and log-Hölder continuity p(x), who showed that
On the other hand, Byun and Kim [11] also established global L p theory to divergence nonlinear elliptic equations (1.1) with measurable nonlinearities, which means that
0 (Ω) of the Dirichlet problems (1.1). Therefore, a refined natural outgrowth of the above-mentioned two papers leads to our consideration in the framework of variable Lorentz spaces.
As we know, Lorentz spaces are a two-parameter scale of the Lebesgue spaces by refining Lebesgue spaces in the fashion of second index. Recently there were a large of literatures on the topic concerning Lorentz regularity of PDEs. For instance, Baroni [3] considered the gradient estimate in the scale of Lorentz spaces to parabolic system of p-Laplacian type with VMO "coefficients", and he made use of the large-Minequality principle to obtain that |F| ∈ L(γ, q) locally in Ω T ⇒ |Du| ∈ L(γ, q) locally in Ω T with γ > p and q ∈ (0, ∞]. Similarly, he also showed that there were gradient Lorentz estimates to degenerate elliptic system and obstacle parabolic problems in [4] , respectively. Later, Mengesha-Phuc [21] and Zhang-Zhou [32] derived gradient weighted Lorentz estimates for quasilinear equations of p-Laplacian type and p(x)-Laplacian type by a rather different geometrical approach from [6, 10] , respectively. Very recently, Tian-Zheng [28] showed global weighted Lorentz estimate to linear elliptic equations with lower order items with partially BMO coefficients and Reifenberg flat domain. Zhang-Zheng [30, 31] also studied with Hessian Lorentz estimates for fully nonlinear parabolic and elliptic equations with small BMO nonlinearities, and Hessian weighted Lorentz estimates of strong solution for nondivergence linear elliptic equations with partially BMO coefficients. We notice that for these papers concerning nonlinear problems mentioned above, an important regular assumption on the "nonlinearity coefficients" is an VMO or small BMO in all x beyond the settings of linear PDEs. To this end, let us start with related basic notations which will be useful in this paper. The Lorentz space L(t, q)(U) for open subset U ⊂ R n with parameters 1 ≤ t < ∞, 0 < q < ∞, is the set of measurable functions g : U → R by requiring
while the Lorentz space L(t, ∞) for 1 ≤ t < ∞ and q = ∞ is defined by the Marcinkiewicz space M t (U) as usual, which is the set of measurable functions g with
The local variant of such spaces is defined in the usual way. We remark that if t = q, then the Lorentz space L(t, t)(U) is nothing but a classical Lebesgue space. Indeed, by Fubini's theorem it yields
which implies L t (U) = L(t, t)(U), also see [3, 4, 5] . Note that the main point in this paper is that the exponent p(x) is a variable function. Sharapudinov [26] was the first person to consider a regular hypothesis of variable exponent p(x) satisfying log-Hölder continuity, which ensures the boundedness of Hardy-Littlewood maximal operator in the framework of generalized Lebesgue spaces and basic operations available in the theory of harmonic analysis and PDEs. For this, we recall that p(x) is log-Hölder continuous, denote it by p(x) ∈ LH(Ω), if there exist constants c 0 and δ > 0 such that for all x, y ∈ Ω with |x − y| < δ, one has
.
Also, the log-Hölder continuity of variable exponent is unavoidable while one treats regularity for elliptic and parabolic problems in the variable exponent Lebesgue spaces. In what follows, we assume that p(x) : Ω → R is a log-Hölder continuous function; moreover, there exist positive constants γ 1 and γ 2 such that Before stating main results, let us recall some basic concepts and facts. We denote a type point by x = (x 1 , x ) = (x 1 , x 2 , · · · , , x n ) ∈ R n . Let B r = {x ∈ R n : |x| < r} , B + r = B r ∩ x ∈ R n : x 1 > 0 and B r = x ∈ R n−1 : |x | < r with B r (y) = B r + y, B + r (y) = B + r + y and B r (y) = B r + y . Denote typical cylinders Q r = (−r, r) × B r , Q + r = Q r ∩ x ∈ R n : x 1 > 0 with Q r (y) = Q r + y, Q + r (y) = Q + r + y; and some typical boundaries Ω r (y) = Q r (y) ∩ Ω, ∂ ω Ω r (y) = Q r (y) ∩ ∂Ω, T r = Q r ∩ {x 1 = 0}. We denote an average of f on Q r for r > 0 by
where |Q r | is n-dimensional Lebesgue measure of Q r , and an (n − 1)-dimensional average with respect to x byf
with |B r | being the (n − 1)-dimensional Lebesgue measure of B r .
To impose a partially regular assumption on the nonlinearities a(ξ, x) = a(ξ, x 1 , x ), we consider a function
We say that (a(ξ, x), Ω) is (δ, R)-vanishing of codimension 1 if for every point x 0 ∈ Ω, there exists a constant R > 0 such that for any 0 < r ≤ R with
one has that there exists a coordinate system depending only on x 0 and r, whose variables are still denoted by x, such that in the new coordinate system with x 0 as the origin and
while, for x 0 ∈ Ω with
where z 0 ∈ ∂Ω, one has that there exists a coordinate system depending on x 0 and 0 < r < R 0 so that in the new coordinate system z 0 as the origin with
where a(x, ξ) is zero extended from Q 3r ∩ Ω to Q 3r , and the parameter δ > 0 will be specified later.
It is obvious that the boundary geometric structure condition (1.9) implies that Ω is a (δ, R)-Reifenberg flat domain satisfying A-type domain, which leads to the following condition (cf. [9] ):
( 1.11) In addition, the number δ can be selected as a small positive constant in a universal way so that it depends only on the basic structural constants like n, ν, Λ, γ 1 , γ 2 , ω(·) and the δ-flatness on the geometric boundary, saying 0 < δ < 1 8 . Finally, we are ready to summarize our main result of this paper as follows.
0 (Ω) be the weak solution to nonlinear elliptic equations (1.1) with nonlinearities a(ξ, x) satisfying ellipticity and growth (1.3). Assume that p(·) is a log-Hölder continuous function with (1.5) and (1.6), (a(ξ, x), Ω) satisfies (δ, R 0 )-vanishing of codimension 1 with Assumption 1.1. Suppose
where the constant c depends only on n,
Let us now recall recent investigation techniques on the Calderón-Zygmund theory of PDEs with discontinuous coefficients. We would also like to mention that at present there were mainly three kinds of main different arguments to study the Calderón-Zygmund theory of elliptic and parabolic problems with discontinuous coefficients, except an approach of classical singular integral operators and its commutators. One was Byun-Wang's geometrical argument [7, 8] , who reached the Calderón-Zygmund estimates by way of the weak compactness, the Hardy-Littlewood maximal function and the modified Vitali covering lemma originally due to Safonov's fundamental work [25] . This method was also developed by Caffarelli and Peral in [12] to obtain W 1,p loc -estimates for solutions of a large class of elliptic problems. Secondly, Dong-Kim-Krylov in [15, 20] gave a unified approach of studying L p solvability for elliptic and parabolic problems due to the Fefferman-Stein theorem on sharp functions and the Hardy-Littlewood maximal function theorem, which is mainly based on the pointwise estimates of the sharp functions of the spatial derivative of solutions. The third technique was called large-M-inequality principle from Acerbi-Mingione's work [1, 2] , which directly argued on certain Calderón-Zygmund-type covering arguments instead of the maximal function operator and other harmonic analysis techniques such as the good-λ-inequality.
In this article, we focus on considering the global Calderón-Zygmund type estimate for the gradient of weak solution with variable power in the framework of Lorentz spaces to nonlinear elliptic equations (1.1) with partially regular nonlinearities in a nonsmooth domains. Our key argument was inspired by Acerbi-Mingione and Baroni's papers [1, 2, 3, 4] and Byun-Kim's recent work [11] . Here, we make use of so-called large-M-inequality principle to prove global variable Lorentz estimate for the gradients of weak solution to (1.1) over a bounded Reifenberg flatness domain. Our main strategy is based on making use of the reverse Hölder inequality, appropriate covering and iteration arguments to obtain the measure of the super-level set of the gradient of its unique solution. We would like to remark that a key ingredient proving main Theorem concerning variable exponent is to use so-called perturbation approach by various local comparisons with these problems of constant local maximal and minimal exponents p + and p − , which also leads to an indispensable constant controlled by so-called log-Hölder continuous condition, see [27] .
The rest of the paper is organized as follows. Section 2 is devoted to introduce some useful lemmas. In section 3, we focus on proving our main theorem.
Technical tools
In the section we present some useful lemmas, which will play essential roles in proving our main conclusion. Let us denote by c(n, ν, Λ, · · · ) a universal constant depending only on prescribed quantities and possibly varying from line to line in the context. First, we need to make use of a fact that the elliptic equations considered is invariant under scaling and normalization, see Lemma 3.1 in [11] .
x ∈ Ω}, then we have (i) If u is a weak solution of (1.1), thenũ is also a weak solution of
(ii) If the nonlinearity a satisfies assumption (1.3), then so doseã with the same constants ν, Λ.
Secondly, let us collect some preliminary results concerning embedding relations involving the Lorentz spaces, which will be used in the sequel. Proposition 2.2 Let U be a bounded measurable subset of R n . Then the following holds:
3)
The following two lemmas will play important roles in our main proof, which are indeed the variants of the classic Hardy's inequality and the reverse-Hölder inequality, respectively, see Lemma 3.4 and 3.5 in [3] .
4)
then, for any α ≥ 1 and r > 0 there holds
Lemma 2.4 Let h : [0, +∞) → [0, +∞) be a non-increasing, measurable function. For α 1 ≤ α 2 ≤ ∞, α 2 < ∞ and r > 0, then we have
with every ε ∈ (0, 1] and λ ≥ 0. If α 2 = ∞, then it holds 6) where the constant c depends only on α 1 , α 2 , r except in the case α 2 = ∞, in the case c ≡ c(α 1 , r).
Also, we recall the well-known iteration argument, which can be found from Lemma 4.1 in [23] .
where B 0 , L ≥ 0 and β > 0. Then
Thirdly, let us show a higher integrability for the gradient of weak solution to nonlinear elliptic equations (1.1) in the Sobolev spaces W such that for any σ ≤ σ 0 we have
(2.8)
In addition, the following higher integrability on the boundary version is also a self-improving result due to the Reifenberg flatness domain belonging to A-type condition. ⊂ Ω 2r ⊂ Q 2r ∩ {x n > −4δr}, then there exist constants c = c(n, γ 1 , γ 2 , ν, Λ) and σ 0 > 0 satisfying (2.7) such that for any σ ≤ σ 0 ,
(2.9)
Proof. Without loss of generality, let y ∈ ∂Ω and Ω 2r = Ω 2r (y). We also take ϕ = η 2 u in the neighborhood of boundary point. By using a similar procedure to Lemma 2.6 and the measure density property of Ω, we see from the formula (1.11) and a zero extension of u in Q 2r (y) that the conclusion is clearly true. Finally, we are to focus on a few of comparison estimates in the interior point and boundary point. For simplicity, we set y ∈ Ω, r y < R 400 with any
where c * = c * (n, γ 1 , γ 2 , ν, Λ, ω(·), |Ω|)) ≥ |Ω| + 1. For any fixed x 0 ∈ Ω, set
For the interior case, we consider weak solution
Let w be the weak solution of
We know thatā B 7 (ξ, x 1 ) is a Carathéodory vector valued function and satisfies ellipticity and growth condition (1.3). In what follows, let us recall some approximating estimates in accordance with the following comparisons from Byun and Kim's work, see [11] .
Lemma 2.8 If u is the weak solution of (2.11). Then for any 0 < < 1, there exists a constant δ = δ(n, , γ 1 , γ 2 , ν, Λ) such that
and if w ∈ W 1,2 (Q 7 ) is the weak solution of (2.12). Then
for some c 1 = c 1 (n, ν, Λ).
Proof. Similar to (5.11) and (5.19) in [11] , we get 
for some positive constant σ 1 = σ 1 (n, ν, Λ). We choose δ > 0 small enough such that δ γ 1 γ 2 + δ σ 1 ≤ 2 , which completes the proof. Now we study the boundary estimates for considering a weak solution u ∈ W 1,2 (Ω 8 ) of
We first assume Q
Consider a limiting problem in accordance with (2.16)
we obtain the boundary comparison estimate and Lipschitz boundedness for weak solution of the limiting problem (2.17) for details see Lemma 5.9 in [11] and the references therein.
Lemma 2.9
If u is the weak solution of (2.15). Then for any 0 < < 1 and λ ≥ 1 there exists a constant δ = δ(n, , γ 1 , γ 2 , ν, Λ) such that
and (2.16) hold; if h ∈ W 1,2 (Q + 7 ) is the weak solution of (2.17). Then for some constant c 2 = c 2 (n, ν, Λ)
whereh is the zero extension of h from Q + 7 to Q 7 .
Proof of Theorem 1.2
This section is devoted to proving Theorem 1.2 via the so-called large-M-inequality principle introduced by Acerbi-Mingione in [2] . We part it in six steps to prove it. In Step 1, for given λ 0 in (3.1) we show the Calderón-Zygmund type covering on the super-level set E (λ, Ω R (x 0 )), and establish the estimates of Ω r y (y). In
Step 2, we give various comparison estimates. In Step 3, we employ the Vitali's covering argument to obtain estimate of the super-levels for the distribution with E (λ, Ω R (x 0 )). In Step 4 and Step 6, we get the conclusions, respectively, for q < ∞ and q = ∞ under a priori assumption |Du| p(x) L(t,q)(Ω 2R ) < ∞, which will be proved in Step 5. Proof. We here only treat the boundary case. For the interior case, one can prove it by using similar but a much simple way, which the ideas and techniques are used for the boundary case. For the boundary case, we notice that the related qualities are still invariant by a proper translation and rotation of the original coordinates. For this, we keep using the same notations. Without loss of generality, we may assume that R 0 ≤ 1 by a scaling transformation in Assumption 1.1.
Step 1. Let u be weak solution of (1.1). For any fixed x 0 ∈ Ω, we define the quantity:
where δ > 0 and η > 1 will be specified later. Introducing the super-level set
. Taking a point y ∈ E (λ, Ω R ), for radii 0 < r ≤ R we let
Simply enlarging the domain of the integration yields that for
This means that in the setting of
On the other hand, by Lebesgue's differentiation theorem we get that for small radii 0 < r << 1,
Therefore, according to the absolutely continuity of the integral w. r. t. its domain, we can pick the maximal radius r y such that
for y ∈ E (λ, Ω R (x 0 )). Moreover, for any r ∈ r y , R one has
By (3.4) we then have the following alternatives:
First, we consider the first case in (3.6), and split this integral average as follows:
with σ as the same of Lemma 2.7, it yields the following inequality
Thus, by taking η = 1 + σ with (3.5) we obtain
where the first inequality is due to the reverse Hölder inequality shown by lemma 2.7 and (1.6). Therefore, using (3.6) and reabsorbing
with the constant c depending only on n, γ 2 , γ 2 , ν, Λ, t.
To the second estimate of (3.6), by taking ζ = δ 4 , Fubini's theorem and splitting the integral we get λδ 2
, then the first term above on the right-hand side can be reabsorbed
which yields
Putting (3.7) and (3.8) together leads to
Step 2.
Since Ω is (δ, R 0 )-Reifenberg flat for some R 0 > 0 shown as Assumption 1.1, we have
Taking into account (2.18) and (3.5) yields
In what follows, it suffices to show that
for some constant c 3 ≥ 1. We first obverse that
where c ≥ 1 is a universal constant. Note that
by Corollary 2.23 in [13] , which yields Ω |F| p(x) dx ≤ c. This together with L 2 -estimate leads to that
and
On the other hand, by using (3.15) and
≥ |Ω| + 1 with (2.10) we find that
≤ c, which prove (3.13) due to (1.6). Recalling γ 1 ≤ p − y and (3.13) with λ > 1, we obtain
Similarly, recalling δλ 0 ≥ 1 and λ ≥ Mλ 0 we find that
Now we defineã
By Lemma 2.1, we get thatũ y is a weak solution of
Moreover, using (3.10) and (3.12) leads to
Thus, by Lemma 2.9 it follows that
and ∇h y L ∞ (Ω 1 ) ≤ c 2 .
We now scale back byh
whereh y is the weak solution of (2.17) replacing Q + 7 , T 4 by Q + 175r y (y), T 175r y (y), respectively. By extending the weak solution by zero from Q + 175r y (y) to Ω 175r y (y) it yields
For the case of interior estimates, similar to (3.17) and (3.18) we have 19) and
where w y is any weak solution of (2.12) replacing Q 7 by Q 175r y (y).
Step 3. For any fixed point x ∈ Ω, we select a universal constant R = R(n, γ 1 , γ 2 , ν, Λ, ω(·), R 0 ) > 0 so that the prescribed condition (2.10) holds true. Furthermore, there exists a constant δ = δ(n, , γ 1 , γ 2 , ν, Λ) > 0 such that lemma 2.8 and 2.9 hold, we write
For any x ∈ E(Aλ, Ω R (x 0 )), we consider the collection B λ of all subset Ω r y (y). By the Vitali-type covering argument, we extract a countable sub-collection {Ω r i (y i )} ∈ B λ , such that 5-times enlarged balls Ω 5r i (y i ) cover almost all E(Aλ, Ω R (x 0 )) and the balls {Ω r i (y i )} ∞ i=1 are pointwise disjoints with y i ∈ E(Aλ, Ω R (x 0 )), r i = r y i for i ∈ N, and we have the following relation
By (3.22), we separate the resulting estimation into the interior and boundary cases to derive that
We now combine (3.23), (3.24) and (3.25) to derive
Using the Vitali-type covering argument and (3.9), we conclude that
Step 4. For the case 0 < q < ∞, thanks to (2.3) in Proposition 2.2 we have
For t > 1 and q < ∞, we multiply inequality (3.27) by
tp − 2 , and raise both sides to the power q t and integrate with respect to the measure dλ Aλ over Mλ 0 due to A ≥ 1 being a constant depending only on n, γ 1 , γ 2 , ν, Λ and ζ depends on δ. Then we get that
where c depends on n, γ 1 , γ 2 , ν, Λ, q, t, ω(·). A simple change of variable yields
For the estimate I 2 , we part it in two cases.
). By making the change of variablesλ = ζλ, and ζ = δ 4 , then we use Lemma 2.3 with
, where c = c(γ 1 , γ 2 , q, t).
Case 2. If 0 < q < t, we use Lemma 2.4 with h(µ) = {x ∈ Ω 2R (x 0 ) :
Therefore, after changing variable ζλ → λ again and Fubini's theorem, we have
, where c = c(γ 1 , γ 2 , q, t). Let us insert the estimates of I 1 , I 2 into (3.29), for all t > 1 by simple manipulations it leads to that We now claim that |Du| p(x) L(t,q)(Ω 2R (x 0 )) < ∞, which will be proved in the next step. By a standard iteration argument lemma 2.5 we get an estimate similar to (1.12) in the case t > 1 and 0 < q < ∞.
Step 5. In this step we focus on proving the above claim: |Du| p(x) L(t,q)(Ω 2R (x 0 )) < ∞. To this end, we first show how to refine the estimate of |Du| p(x) in the scale of Lorentz spaces. Consider the truncated function: |Du| p(x) k = |Du| p(x) ∧ k for x ∈ Ω and k ∈ N ∩ [Mλ 0 , ∞).
Note that for E k (λ, Ω ρ (x 0 )) = x ∈ Ω ρ (x 0 ) : |Du| p(x) k > λ in line with (3.27), we have . We use a well-known iteration argument of Lemma 2.5 due to In what follows, we make use of a standard finite covering argument to realize our global estimate. Note that Ω is bounded domain in R n and x 0 is any fixed point of Ω. Then there exist N ∈ N and x j ∈ Ω for j = 1, 2, · · · , N, where one replaces the point x 0 by each x j , such that .
Recalling the definition of λ 0 , we get 
