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Abstract 
This dissertation has examined the impact that accounting earnings of the biggest 
companies in terms of market capitalization have on recessions in UK, in conjunction 
with other financial and macroeconomic variables: the yield curve, the Composite 
Leading Indicator, Gross Domestic Product and stock market volume volatility.  
The result obtained is that ftse 100 earnings are an efficient indicator both for current 
recessions or expansions and for periods of one and two quarters ahead in the future, 
when they are tested individually. Of course, as we move forward to the future, the 
variable’s performance gradually drops. When earnings are tested along with all the 
other variables in the same model, the models overperform and earnings do not lose 
their significance. In fact, when other explanatory variables are included, earnings are 
significant for three quarters ahead, as well. Regarding the models’ goodness of fit and 
their prediction efficiency, it seems that they perform pretty well. However, again, as 
the lags increase, the models’ efficiency declines.  
As far as the other variables used are concerned, it seems that the yield curve is 
statistically significant and a good indicator across all horizons, with a peak at the two-
quarter-ahead estimation. Similar are the results for the Composite Leading Indicator. 
GDP is able to explain recessions only for the current period and has no predictive 
power and, finally, stock market volume volatility is not significant until it is combined 
with the other explanatory variables.  
  
Christina Kanaki 
21/11/2017 
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1. Introduction 
There has always been the need to learn what affects the financial status of a 
country and in what measures it can be defined. Of course, after this question, another 
one follows: Once we investigate the factors that have an impact on the economy of a 
country, can we predict how it will grow in the near future?  
In this work, I put one simple variable under scrutiny: the recessions’ variable. 
Focusing on just this variable, rather than many complicated financial variables, could 
possibly be the answer to more questions asked from market participants and re-
searchers on a daily basis. However, what determines recessions? Is it possible to pre-
dict them?  
UK has suffered eight recessions after World War II. A brief historical back-
ground is provided, in order to compare them and see how they evolved and whether 
the factors that affected them have changed over time. For a comprehensive list of UK 
recessions, see the Telegraph (2010) and the Guardian (2012). 
 
Figure 1: British economy’s growth over time (1950-2017), Source: Bank of England 
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The first post-war recessions recorded took place in the end of 1950s and the 
beginning of 1960s. Their duration was relatively brief: there was a two-quarter reces-
sion in 1956 and 1957 and a single recession in 1961, when GDP shrank considerably.  
After that, in the early 1970s, a recession returned. An oil price shock had a 
large impact on UK economy, due to the Yom Kippur war. This factor, combined with 
inflation problems Britain already had, led to a recession and a boost in inflation and 
unemployment, resulting in a dark period for UK, ‘Stagflation’. 
The next recession hit at the beginning of 1980s, after Margaret Thatcher had 
come into power. Interest rates increased in order to confront inflation and inexpen-
sive imports were a common phenomenon, leading to a manufacturing collapse and a 
shrinking in gross domestic product. Company earnings declined by 35% (as referred to 
in Wikipedia: List of Recessions in the United Kingdom). 
In 1990, during Lawson’s stewardship, the interest rates boosted due to a real 
estate frenzy and the unemployment rate increased again. Moreover, the fact that UK 
was a member of the Exchange Rate Mechanism, which did not allow interest rates 
being decreased, only succeeded in worsening the overall bad economic situation. 
Company earnings dropped by 25%. 
Finally, the recession caused by the Northern Rock bank crisis in September 
2007 and the meltdown of Lehman Brothers after that was deeper and more pro-
longed. The mortgage crisis that was raised, in conjunction with the excessively high 
commodity prices worldwide, affected many sectors, such as banks and investing 
firms, which were culminating before crisis.  
Therefore, the need to predict financial crises became even more urgent after 
the rise of the latest crisis of 2008. Bankers, investors, forecasters and other profes-
sionals are interested in examining which indicators are useful and have predictive 
power and impact on the state of the economy. Of course, as it can be observed from 
the historical review provided above, there are some factors that cannot be predicted, 
such as changes that a new political system may incorporate. However, there are some 
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variables that seem to ‘absorb’ these consequences and, thus, they can be used as in-
dicators for that purpose.  
In this study, such variables will be investigated in order to see whether there is 
a useful relationship between them and the probability that UK is in a recession or not. 
Some of these variables are the yield curve, which corresponds to the reaction of in-
terest rates in recession and expansion periods, the Composite Leading Indicator, 
Gross Domestic Product and stock market liquidity volatility. Using macro indicators 
and financial indicators is not something new in the research literature. However, in 
this project, I will try to examine the relationship between accounting data and specifi-
cally profitability measures, that is company earnings in this case, and the macro envi-
ronment and investigate whether they are able to affect a recession, as well. The main 
argument, therefore, is that firm-level activity can have a large effect on the overall 
economic growth, so accounting data should be reliable for such predictions. This firm-
level activity should not be underestimated. The performance of each company of the 
country may not have a significant impact individually, but aggregated with the other 
companies or, at least, the biggest ones (in terms of market capitalization) can provide 
a useful insight into the overall economic status of the country. 
This investigation takes place for the United Kingdom. The reason behind the 
country selection is mainly the availability of the data required in order to conduct this 
study. Moreover, it seems that there is more fluctuation in the recessions and expan-
sions that Britain endured during these latest decades. That makes this investigation 
more realistic and any conclusions that can be drawn more reliable, since every varia-
ble used is tested under many fluctuations of the recessions’ variable. Moreover, most 
of the research on this topic has focused on the US region, where the economic system 
and fiscal policies are quite different from the ones in European countries. 
The first Chapter of this study contains the statistical analysis. Four models are 
used. For each of them, the impact of every variable individually and then the effect 
that these variables combined have over recession probability are tested. The next 
Chapter includes a procedure that tests the goodness of the models’ fit and a compari-
son with the actual values. Then, the final Chapter before Conclusion refers to a pro-
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cess that tests the models’ efficiency in predicting recession probabilities. An appendix 
is also incorporated at the end of this study, where the tables that are not listed in the 
actual analysis chapter are included.  
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2. Literature Review 
During these past decades, researchers examined the relationship between the term 
structure of interest rates and the economic growth. According to the liquidity prefer-
ence theory (as defined in Investopedia: Liquidity Preference Theory), investors require 
high interest rates for long-term maturity securities, since they are offered less liquidi-
ty and more risk by investing in them. Therefore, interest rates for short-term maturity 
securities, such as treasury bills are lower than interest rates for long-term maturity 
securities, such as government bonds. When a recession is anticipated in the foreseea-
ble future, investors tend to buy today in order to secure themselves for the period 
that follows. That means that short-term securities’ prices increase, resulting to a de-
crease in the yield spread of interest rates (Harvey, 1988). Investors will prefer to in-
vest in assets that can be easily liquefied and avoid long-term maturity securities. 
Therefore, long-term interest rates will ‘drop’ more quickly than short-term interest 
rates, forcing the yield curve slope to invert (Erdogan et al., 2014).  
Kessel (1965) detects that yield spread has similar fluctuations with the business cycle. 
Along with the theory above, Fama (1984) provides evidence that the expected return 
of long-term securities is higher than the return of short-term ones and then (1986) he 
notices a downward yield curve during recessions and an upward yield curve during 
expansions (counter-cyclicality of the yield curve). Harvey (1988) and Stock and Wat-
son (1989) argue that the spread between long and short-term interest rates has pre-
dictive power over the real Gross Domestic Product (GDP). Estrella (2005) supports the 
ability of the yield curve to predict GDP and inflation. Finally, Estrella and Hardouvelis 
(1991) find that a positive slope of the yield spread affects real output growth and that 
it can predict changes of output growth up to a sufficiently long horizon.  
The research around yield curve spread extended dramatically in the recent years and 
focused on the ability of the yield curve to predict the probability of recessions. The 
argument that an inverted yield curve can predict whether a country will be in a reces-
sion or not was supported by a great number of researchers, such as Estrella and 
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Mishkin (1998). They proved that the yield curve has strong predictive power over the 
probability of recession for several horizons ahead.  
However, little research has been evolved around combining the ability of yield curve 
with other indicators to predict whether the economy will be in a recession or not, in 
order to provide a more realistic picture of the economy.  
 
Merton (1985) discusses that, according to the rational market hypothesis, the current 
price of a security is equivalent to the expected present value of future cash flows 
available for distribution, when there is not important information asymmetry in the 
market. The modern valuation relies on this hypothesis. Later on, many researchers 
tried to investigate the relationship between stock prices or stock prices returns and 
their volatility with many economic and financial variables. Barro (1990), Harvey (1989) 
and others tried to examine the relationship between stock returns and economic and 
macroeconomic activity, but they could not conclude that they can be used as a relia-
ble predictor. Konchitchki and Patatoukas (2013, 2014) incorporate stock market re-
turns when trying to predict quarterly GDP.  
Then, Hamilton and Lin (1996) argued that stock market volatility can be associated 
with economic recessions, while Stock and Watson (1998) explain that stock prices, 
combined with the yield spread, which is pretty significant in quite long-term horizons, 
can have predictive power over recessions only for short-term horizons. All these find-
ings support or try to investigate the ability of stock prices and stock returns to explain 
or predict several variables. However, they produce mixed signals about their explana-
tory or predictive power regarding economic growth and how it is reflected. 
An interesting perspective is provided by Erdogan et al. (2014). They reasonably argue 
that since recessions are closely related to the yield curve, there should be an impact 
on stock markets as well. During no recession periods, when economy is growing, stock 
prices tend to increase. However, well-informed participants are aware that, in these 
times, stock market is possibly overestimated. Consequently, they prefer not to invest 
in securities at such periods, leading to decrease in the shares trading volume, while at 
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the same time stock prices will remain high. They refer to this situation as “the way a 
ball is thrown straight up slows and stalls before it falls”. Therefore, stock prices are 
not good representatives of the economic situation. Instead, they investigate whether 
stock market liquidity volatility, measured as volatility of the volume of stocks traded, 
combined with yield curve, has any impact in predicting recessions. The conclusion 
drawn supports this hypothesis. 
 
Until the latest decades, economic growth was strictly associated only with yield curve, 
macroeconomic factors, money supply and/or stock market valuation variables (see, 
for example, Stock and Watson, 1998). Little research had been made regarding 
whether micro economy and firm-level data have an impact on macro prediction. 
Dechow et al. (1998) find that earnings can more precisely explain future operating 
cash flows than present operating cash flows, implying, therefore, that they can be an 
important indicator of (future) economic activity. 
Then, Konchitchki and Patatoukas (2013) innovatively demonstrated that a closer look 
to how each business is evolving can give a clearer picture about how economy is 
growing. They used timely accounting information, specifically quarterly earnings, in 
order to investigate their relationship with GDP growth and whether earnings could 
predict macro economy. They prove that macro forecasters’ errors regarding GDP 
growth are predictable by aggregate accounting earnings and that they are leading in-
dicator for US economy and a reliable predictor of future GDP growth. Later on (2014), 
they analyze financial statements of the 100 largest US firms and use their profitability 
drivers to explore a connection with real economic activity, along with annual stock 
market returns, adding a new perspective and making accounting data a significant 
factor to take into consideration when attempting to predict economic activity. 
 
When it comes to investigating a country’s economic growth, GDP cannot be excluded. 
Henderson et al. (2012) characterize GDP as the most important variable for economic 
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growth. It is a representative indicator for a country’s macro economy and useful for 
taking production and investment decisions (Konchitchki and Patatoukas, 2013).  
Many researchers examined the relationship between GDP and other components of 
an economy, such as the stock market. Levine (1997) discusses the strong link between 
economic growth, measured as GDP, and the financial system and claims that one 
cannot fully understand how economy is moving without firstly understanding how 
financial markets operate. 
Another strong bond that is frequently discussed in the most recent literature is the 
one between GDP and the state of the business cycle and its ability to predict reces-
sions. Stock and Watson (1998) use GDP in order to predict US recessions in-sample 
and out-of-sample and conclude that GDP is a useful predictor for short-term horizons. 
Recently (2014), Erdogan et al. also use GDP, combined with the yield curve and stock 
market liquidity volatility in a new attempt to predict recessions, also proving its im-
portance. Nilsson and Gyomai (2007) argue that a useful indicator to contain in the 
Composite Leading Indicator would be GDP, but they refer to its data unavailability in 
monthly frequency. 
 
According to OECD, the Composite Leading Indicator (CLI) demonstrates fluctuations 
and indications of turning points in the business cycle. 
Many researchers have included Leading Indicators indices in their attempt to investi-
gate macro economy and recessions. Croushore (2005) attempts to construct a more 
efficient forecasting model and makes a discussion, using as example the US Com-
merce Department leading indicator index. He argues that it can have great predictive 
power over recessions, but he refers to re-examination of the data included in the in-
dex. Stock and Watson (1993) draw some useful conclusions about the use of leading 
indicators for macro forecasting. Then (1998), they incorporate as independent varia-
bles in their model three different indices: the index of Leading Economic Indicators by 
the Commerce Department and two experimental indices designed by them (1989, 
1993) and prove their importance for short-term predictions. According to Nilsson and 
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Gyomai (2007), OECD Composite Leading Indicators contain early indicators, such as 
stocks, raw material prices and monetary indicators. The reason why aggregated indi-
cators are used instead of many individual time series is because the risk of falsely 
predicting recessions is reduced. Furthermore, none of these time series alone can ex-
plain the variability of the business cycle effectively. A combination of possible indica-
tors is preferable since each cycle is affected differently by each cyclical indicator used 
in the Composite Leading Indicator Index. 
 
As mentioned above, the yield curve and stock market liquidity volatility have the abil-
ity to predict macro economy and, going a step further, recessions as well. Inductively, 
since aggregate accounting data are reliable macro forecasters, the next step is to in-
vestigate their relationship with recessions and the overall state of the economy as 
well. 
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3. Methodology 
Data 
For the purpose of this study, quarterly data are preferred, for two reasons. Firstly, 
quarterly data are less prone to fluctuations and produce significantly less “noise”, 
compared to monthly data. Nevertheless, they are still timely enough and it is much 
easier to draw reliable conclusions based on them. The second reason is that not all 
time series used in the model include monthly information. GDP is published quarterly, 
semi-annually and annually. 
I use quarterly data for all variables in the model from the second quarter of 1993 until 
the first quarter of 2017, because this was the longest available range of data1. 
OECD provides UK turning points. There is a detailed list with all the peaks and troughs 
of the UK economy and the periods between those points in time. The unit is used for 
every month between a peak month and a trough month, including the trough month, 
indicating a recession month. Zero is used for every month between a trough month 
and a peak month, including the peak month, indicating a non-recession month. 
The earnings variable data are provided from the Bloomberg terminal. Ftse 100 is 
used, since this is the index with the 100 largest UK companies in terms of market capi-
talization. The assumption made is that UK biggest firms will influence the state of the 
economy and therefore their earnings will be able to describe if the country is (or will 
be) in a recession or not. The original idea was to use quarterly earnings data for each 
of the index members separately and then use their aggregate amounts or their first 
differences as the earnings variable for the model. However, certain impediments 
were encountered. The first one was that quarterly data were not available for all 
companies contained in the index. The second was that, even when I tried to surpass 
this case and use quarterly averages constructed by monthly data, less than 50% of the 
index firms had monthly data available for periods starting so back in time. Therefore, 
                                                        
1 The earnings variable described below is provided by Bloomberg only for these range of dates. 
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any conclusion drawn from such data would be biased. Hence, I use the general earn-
ings of the index instead. General earnings are calculated in Bloomberg by summing up 
the trailing 12-month Earnings per Share before XO items of the member companies 
times the shares in the index, divided by the index divisor, which is the basis for com-
parability over time for the companies in the index. This variable may not be designed 
by figures of each company separately, but it is still a reliable indicator which will lead 
to safer conclusions about the usefulness of accounting data for this research topic, 
since it is constructed by the firms within the index.   
Regarding the stock market liquidity volatility variable, the required data for the period 
are also collected from the Bloomberg terminal for ftse 100. Weekly volume data are 
used and the standard deviation is calculated for the corresponding quarter. Volume 
refers to the number of stock prices traded for the particular period. Weekly data are 
preferred for this case, because monthly volume data will not reflect the true volatility 
and daily data contain too much information and they are too noisy to represent the 
quarterly volume volatility. 
The yield curve variable is calculated by using two time series, collected from the Bank 
of England’s Interactive Database. The first one contains the quarterly average rate of 
the 10-year British government securities and the second one contains the quarterly 
average rate of the 3-month treasury bill. The difference between those two time se-
ries provides the yield spread variable used in this model. Moneta (2005) supports that 
this particular difference between a 10-year government bond rate and a 3-month 
treasury bill rate is the most efficient one for predicting recessions in Europe among 
ten similar differences tested for this purpose.  
OECD also provides the required data for the Composite Leading Indicator time series 
for all OECD countries including the G7 countries. Monthly UK data are collected and 
the quarterly growth rate is calculated in order to provide a potentially reliable indica-
tor for explaining UK recessions. 
GDP quarterly data for the period are collected from the OECD database as well. Spe-
cifically, the quarter on quarter growth is used in this model. 
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Model  
In this study, I firstly investigate how the probability of a UK recession relates to the 
variables described in the previous chapter. Then, I test whether the same variables 
can explain the probability of a recession for quarters one to three ahead in the future, 
testing whether recessions can be predictable by the variables above. 
I simply focus on trying to explain the probability that UK is in a recession or not, using 
a binary variable with just 0 and 1, where: 
Y=  
rather than focusing on other, more complex quantitative macroeconomic indicators. 
Hence, a probit model is used for the purpose of this work. This binary model is de-
scribed as follows: 
P(Y=1|X) = P(Y=1|X1, X2, X3, …, Xk) 
where X is the full set of the explanatory variables of the model used. This probit mod-
el has some limitations. The most considerable one is the fact that its estimated prob-
ability does not always lie between 0 and 1. In order to tackle this phenomenon, an-
other model is used: 
P(Y=1|X) =Φ(a0+a1X1+a2X2+a3X3+ … +akXk) 
where Φ(z)=  is the standard normal cumulative distribution function and 
φ(z)=  is the standard normal density function. This warrants that the esti-
mated probability will always be between 0 and 1. 
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Test Criteria 
In order to evaluate the model’s goodness of fit, pseudo-R2 is used instead of the 
classical R2  that is used in the OLS regression. Moreover, a 5% significance level is used 
to test whether each variable in the model is significant for explaining the dependent 
variable. However, it should be pointed out at this point that only for linear regression 
models is R2 reliable enough to evaluate the ability of the model to explain the 
variability in the dependent variable. However, it will be taken into consideration in 
this study only for comparisons between models’ efficiency. 
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4. Data Analysis and Discussion 
This section includes four models. The first model (model A) tests the 
relationship between the variables described above and whether the country is a 
recession or not at the current period. Then, models B to D test whether there is a 
strong relationship between these certain variables and the state of the economy one 
to three quarters ahead respectively. Firstly, for each model, I test whether each 
variable alone in the model is able to explain the state of the UK economy. Then, the 
results of the data analysis procedure follow, by ‘building’ the model and adding one 
variable at a time and commenting on the corresponding results. Indicative 
scatterplots will be provided when useful. 
 
Model A: No-Lags Model 
With this model, I test whether the earnings of the index companies and the other 
variables mentioned above are associated with the current state of the economy.  
As a first step of this process, I will test the significance of every time series 
individually, providing indicatively corresponding scatterplots and checking for any 
detectable patterns. 
The first variable test is ftse 100 companies’ earnings. I will run a probit model with the 
recessions variable (rec) and earnings variable. 
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Figure A.2.1: Scatterplot of rec and earnings, Model A 
As it can be observed from the figure above, when plotting these two single time 
series, there is a distinguishable pattern between the variables under test: ftse 100 
companies’ earnings tend to be relatively higher in no recession quarters in general. In 
other words, there seems to be a shift towards higher values for no recession quarters. 
That conclusion is in line with my initial assumption. Now a table of the probit model 
results from STATA follows, which will make my observation clearer (table A.2.2). 
 
Table A.2.2: Probit results with rec and earnings, Model A 
As it is proved, earnings, as a stand-alone variable, is statistically significant in 
explaining the dependent variable rec at a 5% significance level, as expected. 
Specifically, as one can conclude from the Pseudo R2, earnings can explain 13.68% of 
the variability of the recessions variable. It is worth noticing that earnings variable has 
a negative sign, which implies its countercyclicality as a recessions’ indicator. That 
means that when index earnings increase, the probability that UK is in a recession 
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decreases. This result was expected due to the arguments described above on the 
Literature Review section.  
 
The next variable tested is the yield spread variable (yield). 
 
Table A.3.2: Probit results with rec and yield, Model A 
In the table A.3.2 above, there are the results from running the model in STATA. The 
yield variable is statistically significant in a 5% significance level, while it seems to 
explain 3.59% of the variability of the rec variable. Again, the coefficient’s sign is 
negative, which indicates the inverse relationship between the yield curve and the 
recession probability discussed above. 
 
Now the Composite Leading Indicator variable (CLI) is tested in the next table (table 
A.4.2). 
 
Figure A.4.2: Probit results with rec and CLI, Model A 
From the Stata results table, one can conclude that CLI as a stand-alone time series 
variable cannot explain efficiently enough variability in the recessions variable. This is 
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understandable, since the initial purpose of this variable is to provide early signals of 
recessions and it is mostly used for its predictive power over recessions in the near 
future and not in the present. 
 
The next variable under investigation is the GDP variable. 
 
Table A.5.2: Probit results with rec and GDP, Model A 
Probit results (table A.5.2) show that GDP is statistically significant in a 5% significance 
level and able to explain 7.37% of the rec’s variability. The sign of the explanatory 
variable is negative, which is predictable since a bigger GDP growth implies a lower 
probability that UK is in a recession.  
 
The last variable I investigate in this section is stock market volume volatility (vv). 
When observing the STATA results in the table A.6.2 below, it is proved that when 
volume volatility is investigated separately from the other variables, it is not 
statistically significant and unable to explain any variability in rec. 
 
Table A.6.2: Probit results with rec and vv, Model A 
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Now that an idea of how each time series individually contributes to the model is 
provided, I will attempt to ‘build’ the model by adding, everytime I run model A, 
another time series. Therefore, it will be easy to understand how the variables used 
interact with each other and how they affect the probability that UK is in a recession or 
not. 
I will start by adding yield to the existing model of rec and earnings. The results 
produced are given in the following table (table A.8). 
 
Table A.8: Probit results when adding yield to the existing model 
When yield is added to the existing model, it seems that the earnings variable 
performs equally well and that performance of the added variable yield is even better 
than before (when used as a stand-alone variable in the model). The new model 
explains 21.54% of the variability of the dependent variable rec. 
 
The next step is to add CLI to the existing model.  
 
Table A.9: Probit results when adding CLI to the existing model 
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In the new model (table A.9), the earnings variable stays strongly significant for the 
model. The Composite Leading Indicator is now significant, whereas when tested 
alone, it was not. The yield variable seems to be less significant than before, but still 
significant enough in the model. Finally, the model now explains more variability of the 
dependent variable rec than before and specifically 25.97% of it.  
 
The next variable that is added to the model is GDP. As it is obvious from the table 
A.10 below, earnings remain equally significant, while the performance of yield and CLI 
gets dramatically better and GDP is far more significant than when it was used as a 
stand alone variable for the model. The overall performance of the model also became 
much more efficient, with 42.65% of the variability of rec being explained by this 
model. 
 
Table A.10: Probit results when adding GDP to the existing model 
 
The final step of this procedure is to add the stock market volume volatility to the 
existing model. 
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Table A.11: Probit results when adding vv to the existing model 
In this final model (table A.11), earnings and GDP keep being equally significant. yield 
and CLI’s performance became better and vv is now statistically significant, whereas it 
was not before when tested individually in the model. That means that stock market 
volume volatility is far more meaningful when combined with the rest of the indicators 
in the model. However, it is worth mentioning that stock market volume volatility and 
the probability of a recession have an inverse relationship. One possible way to 
interpret this phenomenon is that, during a no recession period, the activity in the 
stock market increases. 
 
 
Model B: Lag-Of-One-Quarter Model 
For this model, rec’s data remain intact, as they were in Model A and lags of one 
quarter are used for all explanatory variables. That means that data of Q2 of 1993 to 
Q1 of 2017 are used for the rec variable and data of Q1 of 1993 up to Q4 of 2016 are 
used for all independent variables. However, this shortens the sample range by one 
quarter, the first quarter of the sample, since earnings’s data are not available before 
Q2 of 1993. The methodology used is identical with the one used in the previous 
model, Model A. 
Therefore, the first step to this analysis is to test whether the variables included in 
Model B have any predictive power over recessions’ probability individually. 
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The first variable that I investigate is ftse 100 earnings (table B.1.2). 
 
Table B.1.2: Probit results with rec and earnings1, Model B 
The earnings1 variable is statistically significant at a 5% significance level, with its 
coefficient being negative, implying an inverse relationship between the two variables 
just like in Model A, and it explains 8.95% of the variability of the rec variable. It seems 
to be less significant than what it was in Model A, when I reffered to its association 
with the current state of the economy, but it is still highly significant. That means that 
ftse 100 companies’ earnings are able to predict recessions a quarter ahead in future.  
 
The next variable checked is yield1. Probit results table follows (table B.2.2). 
 
Table B.2.2: Probit results with rec and yield1, Model B 
Not only yield1 is statistically significant, but also more significant that it was in Model 
A and able to explain 4.92% of the variability in rec one quarter ahead in future. In fact, 
the yield curve can explain slightly more variability in recessions one quarter ahead 
than recessions at the current quarter to which it corresponds. That implies that the 
yield curve is more useful as an indicator of future economic growth than an indicator 
of current economic growth. 
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Now the same procedure is executed for the Composite Leading Indicator (table B.3.2).  
 
Table B.3.2: Probit results with rec and CLI1, Model B 
It seems that CLI1 is statistically significant, whereas it was not before (Model A) and it 
can explain 6.92% of the variability in rec. That confirms the fact that the Composite 
Leading Indicator cannot affect the current state of the economy, but it is an efficient 
indicator for one-quarter-ahead recession prediction, when tested individually and 
separately from any other potential indicator. 
 
GDP1 is the next variable tested. From the scatterplot that follows (figure B.4.1), one 
cannot detect a visible pattern between the two variables. 
 
Figure B.4.1: Scatterplot of rec and GDP1, Model B 
 -28- 
The above observation is verified from the following results (table B.4.2), where GDP1 
is proved to be not statistically significant. That means that it can be a useful indicator 
for the current state of the economy and it can explain whether there is a recession or 
not in the current quarter, but not in the coming quarter. 
 
Table B.4.2: Probit results with rec and GDP1, Model B 
 
Finally, stock market volume volatility is investigated. The following findings (table 
B.5.2) support the fact that there is not a strong pattern between the two variables. 
 
Table B.5.2: Probit results with rec and vv1, Model B 
 
Now that each variable is tested separately in the model, I will try to build the model, 
repeating the procedure I did before for Model A. 
The basic model on which I will add each variable is the one with rec and earnings1. 
The first step for this procedure is to add the yield curve variable to the model (table 
B.6). 
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Table B.6: Probit results when adding yield1 to the existing model 
Combining earnings1 and yield1 seems to allow a better performance for both 
variables, compared to their performance when tested as stand-alone variables. 
Compared to the same combination in model A, the overall performance slightly 
declined, but the model is able to explain 17.22% of the dependent variable’s 
variability. 
 
Additionally, the Composite Leading Indicator is incorporated to the model (table B.7).  
 
Table B.7: Probit results when adding CLI1 to the existing model 
As one can conclude, the earnings1 variable performance remained equally strong, 
whereas the yield1’s performance became weaker and the CLI1’s performance 
increased. Overall, the model can explain 28.67% of rec’s variability and has a better 
performance than the corresponding Model A. 
 
Now I will incorporate GDP1 to the model (table B.8). 
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Table B.8: Probit results when adding GDP1 to the existing model 
earnings1 is still the most significant variable in the model, while yield1’s and CLI1’s 
performance became better. It is worth mentioning that, when GDP1 is combined with 
all these variables, its significance improves, when the perspective of all the above 
variables is added to the model. Furthermore, the overall model’s performance is 
enhanced when GDP1 is incorporated to 32.25%. 
 
Lastly, stock market volume volatility is included in the model (table B.9). 
 
Table B.9: Probit results when vv1 is added to the existing model 
Even when an extra variable is included to the model, earnings1 maintain its 
significance, as well as yield1 and CLI1. GDP1 is significant when volume volatility is 
incorporated to the existing model, whereas, when tested alone, it was not. Moreover, 
the model now explains 34.55% of the rec’s variability. When compared to the 
equivalent Model A, it seems that the overall performance of the model declined, but 
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it should be considered that, in this case, the relationship with the one-quarter-ahead 
rec variable is investigated. 
 
 
Model C: Lag-Of-Two-Quarters Model 
For this model, a similar procedure to the ones executed above will follow. However, 
lags of two quarters ahead will be used. Particularly, the rec’s variable data will remain 
intact and the data for all explanatory variables will now have a range from Q4 of 1992 
to Q3 of 20162. Therefore, this section analyses the ability of all explanatory variables 
to affect recessions two quarters ahead, as well. The procedure is the same: initially, 
each variable will be tested individually and then I will ‘built’ the model, adding one 
variable at a time. 
 
 
Model D: Lag-Of-Three-Quarters Model 
In this model, a similar procedure will be repeated. However, while the recessions 
variable’s data remain the same, lags of three quarters will be used for all explanatory 
variables.  
                                                        
2 In this type of studies, where the predictive power of certain variables is tested for various 
time horizons, the intermediate lags are not used. For example, in this model where lags of two quarters 
are used, the model does not include the previous lags of the model, i.e. the lags of one quarter (see also 
Erdogan et al., 2014 and Estrella and Mishkin, 1998). Besides, there is no point in examining the predic-
tive power of the variables two quarters ahead and at the same time incorporate lags of one quarter to 
the model. Even in this case, the models were tested in the way described here and the results were not 
the desired ones. 
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Since identical procedures for models C and D are repeated, there is no need to 
analyze them in depth and exhaust the reader. The main results will be collected in the 
tables below, along with the main findings from models A and B which are discussed 
further above in this section. Table 1 contains all the results from the procedure in 
which all variables are tested individually, whereas Table 2 refers to the results from 
the procedure in which the models are ‘built’ by adding another variable each time.  
This will allow a better horizontal comparison of the performance of the same variable 
across multiple time horizons, in order to investigate whether their performance 
weakens over time, as lags of more quarters are used. The critical values and the 
pseudo-R2 are provided for both tables. Moreover, for Table 2, a pseudo-R2 is included 
for the overall model as well. 
Any results will be commented mainly for Models C and D, since Model A’s and B’s 
results were discussed in detail previously in this chapter. 
P(rec _t=1)=Φ(a0+ a1*x_t-k) Model A Model B Model C Model D
x_t-k variables k=0 k=1 k=2 k=3
earnings
t-stat -4.03 -3.33 -2.32 -1.49
Pseudo-R^2 13.68% 8.95% 4.46% 1.75%
yield
t-stat -2.14 -2.5 -2.52 -2.17
Pseudo-R^2 3.59% 4.92% 4.97% 3.64%
CLI
t-stat -1.47 -2.71 -3.08 -2.52
Pseudo-R^2 1.68% 6.92% 9.58% 5.87%
GDP
t-stat -2.68 -1.41 0.27 1.58
Pseudo-R^2 7.37% 1.63% 0.06% 2%
vv
t-stat -0.41 -0.04 -0.04 -0.76
Pseudo-R^2 0.13% 0% 0% 0.46%  
Table 1: Probit results when each variable is tested individually 
As it is obvious, the performance of the earnings variable deteriorates as lags of more 
quarters are used for the models. However, this is expected as I move further in the 
future and the time distance between the dependent variable and the independent 
ones increases. 
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Next variable under investigation is the yield curve. It is worth mentioning that, in 
model C, the Pseudo-R2 percentage is higher than any other percentage for the same 
variables in the previous models. That means that, as we move ahead in the future, the 
yield curve becomes more efficient at predicting recessions, with a peak at the model 
where lags of two quarters are used. 
Similar conclusions can be drawn for the Composite Leading Indicator. As the lags 
move backwards in time, CLI becomes more efficient with, again, a peak at model C. In 
this case, CLI_t-2 is still statistically significant and explains 9.58% of the variability of 
the dependent variable, a higher percentage compared to the ones in models A and B, 
meaning that it is able to predict more precisely any following recessions. Besides, this 
is the initial purpose for which this Composite Leading Indicator was designed.  
On the other side, it seems that GDP is capable of affecting recessions for strictly short-
term horizons. It is statistically significant only in model A. 
Finally, stock market volume volatility does not appear to be significant for any model. 
However, as it is discussed already for models A and B, it can have more important 
effect on recessions when combined with the above variables that are mentioned. 
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Model A P(rec _t=1)=Φ(a0+ a1*earnings _t+ a2*yield _t +a3*CLI _t + a4*GDP _t+ a5*vv _t) Pseudo-R^2 of the Model
earnings 13.68%
t-stat -4.03
earnings yield 21.54%
t-stat -4.43 -3.02
earnings yield CLI 25.97%
t-stat -4.77 -2.51 -2.36
earnings yield CLI GDP 42.65%
t-stat -5 -2.92 -2.65 -3.71
earnings yield CLI GDP vv 46.18%
t-stat -4.81 -3.17 -2.83 -3.88 -2.08
Model B P(rec _t=1)=Φ(a0+ a1*earnings _t-1-+ a2*yield _t-1 +a3*CLI _t-1 + a4*GDP _t-1+ a5*vv _t-1) Pseudo-R^2 of the Model
earnings 8.95%
t-stat -3.33
earnings yield 17.22%
t-stat -3.83 -3.11
earnings yield CLI 28.67%
t-stat -4.51 -2.54 -3.33
earnings yield CLI GDP 32.25%
t-stat -4.66 -2.74 -3.16 -1.96
earnings yield CLI GDP vv 34.55%
t-stat -4.57 -3.01 -3.27 -2.17 -1.69
Model C P(rec _t=1)=Φ(a0+ a1*earnings _t-2-+ a2*yield _t-2 +a3*CLI _t-2 + a4*GDP _t-2+ a5*vv _t-2) Pseudo-R^2 of the Model
earnings 4.46%
t-stat -2.38
earnings yield 11.25%
t-stat -2.87 -2.87
earnings yield CLI 24.37%
t-stat -3.69 -2.38 -3.5
earnings yield CLI GDP 24.56%
t-stat -3.64 -2.33 -3.56 0.49
earnings yield CLI GDP vv 26.30%
t-stat -3.57 -2.64 -3.73 0.29 -1.48
Model D P(rec _t=1)=Φ(a0+ a1*earnings _t-3-+ a2*yield _t-3 +a3*CLI _t-3 + a4*GDP _t-3+ a5*vv _t-3) Pseudo-R^2 of the Model
earnings 1.75%
t-stat -1.49
earnings yield 6.60%
t-stat -1.92 -2.45
earnings yield CLI 13.34%
t-stat -2.5 -2 -2.71
earnings yield CLI GDP 16.49%
t-stat -2.39 -1.78 -3 1.92
earnings yield CLI GDP vv 18.41%
t-stat -2.25 -2.14 -3.19 1.61 -1.55  
Table 2: Probit results when models are ‘built’  
In models A and B, as mentioned before, combining the variables in the model seems 
to boost both each variable’s and the overall models’ performance. Particularly, in 
model A, every variable becomes more efficient as new variables are added to the 
model. Similarly, in model B every variable becomes more significant as new variables 
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are incorporated, even the ones that were not when tested individually. The only 
exception is stock market volume volatility. 
As it is expected, the same holds for model C. However, GDP and stock market volume 
volatility are not statistically significant when we move to longer forecast horizons. 
Nevertheless, when these variables are incorporated to the model, its overall efficien-
cy still increases slightly. 
In model D, it is worth mentioning that, even though ftse 100 earnings are not statisti-
cally significant at the first stages of the process, they become significant as new varia-
bles are included. When CLI_k-3 is added, every variable’s performance becomes bet-
ter. Interestingly, the earnings’ variable is now statistically significant. That indicates 
that when CLI is added, the information that the earnings’ variable contains becomes 
more significant and the overall model is now two times more efficient at predicting 
UK recessions than what it was before the Composite Leading Indicator was added. 
GDP and stock market volume volatility are still not efficient at predicting UK reces-
sions three quarters ahead in the future.  
At this point, it should be noted that as the variables used move deeper in the past, 
the overall model’s performance decreases. That is why model A has the higher per-
formance among all models and then, as lags increase, their performance gradually 
deteriorates. This is understandable, since the ‘distance’ between the dependent and 
the independent variables gets longer and there is much more uncertainty about the 
results. 
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5. Testing the Goodness of the Models’ Fit 
This stage involves results derived from the entire sample range estimates. Then, these 
fitted values are compared to the actual values of the recession’s variable. Of course, 
this procedure will be repeated for all models.  
At this point, it should be noted that estimated recession values lower than 50% are 
considered as low recession probabilities, whereas recession values over 50% are con-
sidered as high recession probabilities. The values of each Model are provided analyti-
cally in the Table AP.9 (Appendix). 
Model A 
Initially, Model A will be used for this process. For the entire sample period, the de-
pendent variable’s estimates are produced and compared to the raw data in the graph 
below (figure E.1). 
 
Figure E.1: Actual VS fitted values, Model A 
From this graph, it seems that the pattern of the estimated values is consistent with 
the pattern of the actual values. However, there are still a few variations, such as cases 
where the model is not able to capture changes in the state of the economy immedi-
ately. 
 -37- 
Model B 
Similar steps are followed for this model as well. The graph below (figure E.2) demon-
strates the goodness of the model’s fit.  
 
Figure E.2: Actual VS fitted values, Model Β 
As it is expected, as we move several quarters deeper in the past, the fitness of the 
model is not as good as it was when there were no lags for the explanatory variables. 
In this case, the model’s estimates are becoming more ‘slow’ at predicting changes in 
the recessions’ variable. Moreover, there is not much stability for long expansion or 
recession periods either, in contrast to Model A, where its estimates seem to be quite 
successful for periods with no fluctuations in the state of the economy.  
 
Model C 
A graph produced from the procedure described above follows (figure E.3). 
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Figure E.3: Actual VS fitted values, Model C 
The overall fitness of the model seems adequate. However, there is the same draw-
back here as well. In fact, the ‘delay’ of the model to predict recessions or expansions 
is even clearer in this case. 
 
Model D 
As a last step of this procedure, Model D’s estimated values will be compared to the 
actual ones (figure E.4).  
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Figure E.4: Actual VS fitted values, Model D 
The same problem exists for this model as well. There are more fluctuations in the es-
timated values than all models before and more ‘sharp’ changes in them. 
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6. Testing the Models’ Prediction Efficiency 
In this chapter, a prediction efficiency test of the models will be attempted. The pur-
pose of this procedure is to explore if the models ‘built’ in the previous chapter have 
actually the power to affect and predict real-life recessions. 
Methodology 
As mentioned above, the data used in order to ‘build’ the models date from the sec-
ond quarter of 1993 up to the first quarter of 2017. For the purpose of this study, the 
same models A, B, C, and D will be used, and this time the sample range will start at 
the beginning of the sample, but it will be interrupted at the third quarter of 2007. 
Therefore, with these estimated models and coefficients, I will try to predict the prob-
ability that UK will be in a recession in the next quarter, the fourth quarter of 2007, 
using the given data of this point in time. That means that, when model A is used for 
this particular data range, trying to estimate the recession probability of Q4 2007 is 
equivalent to predicting a recession one quarter ahead, when model B is used, since its 
independent variables have a lag of one quarter, equals to predicting a recession two 
quarters ahead. Hence, models C and D are used to predict a recession for Q4 2007 
and test predictability three and four quarters ahead in the future respectively. 
Afterwards, when this procedure is complete, Q4 2007 is added to the models and the 
same steps are repeated using the independent variables’ data of Q1 2008, in order to 
predict the recession probability for this quarter. Probit models are estimated multiple 
times, until the end of the sample period is reached. This process mimics what a statis-
tical model would have predicted at any point at the past, with the available data at 
this point. 
This procedure will contribute to understanding whether the models are able to pre-
dict recessions for a particular quarter using only the earnings of the index of the high-
er market capitalization companies, the yield curve, the Composite Leading Indicator, 
the Gross Domestic Product and the stock market volume volatility of this quarter. 
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Since the prediction procedure starts quite back in time, this means that the data 
range is limited at the first stages of the prediction procedure and it is gradually getting 
wider as each quarter is incorporated to the sample. However, this specific time range 
is selected in order to capture a wider variability of the recessions’ data and thus make 
the whole procedure more realistic and test the models’ efficiency more objectively 
through various fluctuations and see how it is evolving through time. It will be easier, 
therefore, to draw safer conclusions about its usefulness in such a case, rather than in 
an uninterrupted recession or expansion period. 
The probability of a recession is defined as a value higher than 50% for the probability 
estimation and the probability of an expansion is defined as a value lower than 50%. 
Tables of both the predicted and the raw data with the overall percentage of the suc-
cess of prediction for each model will be provided, as well as graphs where estimated 
probabilities of recession will be compared to the actual ones. They will allow a better 
visualization and understanding of the situation. 
Model A 
The first model tested is Model A. The results of this process are summarized in the 
Table Q1 below. 
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Actual Predicted-1Q ahead
2007 Q4 0 0.006*
2008 Q1 1 0.36
2008 Q2 1 0.971*
2008 Q3 1 0.999*
2008 Q4 1 1*
2009 Q1 1 1*
2009 Q2 1 0.213
2009 Q3 0 0.384*
2009 Q4 0 0.005*
2010 Q1 0 0.01*
2010 Q2 0 0.003*
2010 Q3 0 0.078*
2010 Q4 0 0.023*
2011 Q1 0 0.003*
2011 Q2 0 0.12*
2011 Q3 0 0.003*
2011 Q4 0 0.011*
2012 Q1 0 0.006*
2012 Q2 0 0.09*
2012 Q3 0 0.001*
2012 Q4 0 0.426*
2013 Q1 0 0.058*
2013 Q2 0 0.091*
2013 Q3 0 0*
2013 Q4 0 0.003*
2014 Q1 0 0.01*
2014 Q2 0 0.002*
2014 Q3 0 0.025*
2014 Q4 1 0.079
2015 Q1 1 0.509*
2015 Q2 1 0.454
2015 Q3 1 0.776*
2015 Q4 1 0.684*
2016 Q1 1 0.988*
2016 Q2 1 0.882*
2016 Q3 1 0.946*
2016 Q4 1 0.286
2017 Q1 1 0.839*
success at predicting 33/38=86.84%  
Figure Q.1.1: Prediction results using Model A, one quarter ahead. The asterisk (*) is used for the values 
that indicate prediction success. 
This procedure, therefore, is 86.84% precise at estimating the recession probabilities 
one quarter ahead in time. It seems that, even though its performance is quite strong, 
it does not always capture the changes in the state of the economy immediately when 
they take place. This happens probably because of the fact that, at the beginning of 
the procedure, the data range is limited. Thus, the results that are produced may not 
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be reliable enough. However, when the data range widens, as more observations are 
added each time, the process becomes more efficient.  
A chart is provided as well. 
0
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Actual VS Predicted Values: One Quarter Ahead
Actual Predicted-1Q ahead
 
Figure Q.1.2: Actual values compared to predicted values- One quarter ahead 
Everything discussed above becomes clearer with this visual presentation. It seems 
that the predicted values follow similar pattern to the actual values. 
Model B 
The results that this model produced are described below (Table Q2). 
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Actual Predicted-2Q ahead
2007 Q4 0 0.022*
2008 Q1 1 0.177
2008 Q2 1 0.688*
2008 Q3 1 0.884*
2008 Q4 1 0.997*
2009 Q1 1 0.614*
2009 Q2 1 0.005
2009 Q3 0 0.006*
2009 Q4 0 0.004*
2010 Q1 0 0.055*
2010 Q2 0 0.141*
2010 Q3 0 0.292*
2010 Q4 0 0.065*
2011 Q1 0 0.03*
2011 Q2 0 0.064*
2011 Q3 0 0.081*
2011 Q4 0 0.065*
2012 Q1 0 0.023*
2012 Q2 0 0.054*
2012 Q3 0 0.012*
2012 Q4 0 0.151*
2013 Q1 0 0.082*
2013 Q2 0 0.077*
2013 Q3 0 0.002*
2013 Q4 0 0.011*
2014 Q1 0 0.048*
2014 Q2 0 0.03*
2014 Q3 0 0.13*
2014 Q4 1 0.248
2015 Q1 1 0.486
2015 Q2 1 0.465
2015 Q3 1 0.692*
2015 Q4 1 0.721*
2016 Q1 1 0.945*
2016 Q2 1 0.85*
2016 Q3 1 0.816*
2016 Q4 1 0.257
2017 Q1 1 0.668*
success at predicting 32/38=84.21%  
Figure Q.2.1: Prediction results using Model Β, two quarters ahead. The asterisk (*) is used for the values 
that indicate prediction success. 
As it was expected, when two-quarter-ahead prediction is attempted, the precision of 
the model slightly drops to 84.21%. The only drawback is that it fails to capture the 
changes of the state of UK economy: it recognizes the changes after one or two quar-
ters after they take place.  
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Actual Predicted-2Q ahead
 
Figure Q.2.2: Actual values compared to predicted values- Two quarters ahead 
The chart above (figure Q.2.2) confirms the level of the model’s accuracy. However, in 
this case, the fact that changes in the state of the economy (from recession to expan-
sion and vice versa) are not captured immediately is depicted more clearly. 
 
Model C 
This time, a three-quarter-ahead prediction will be compared to the actual data. Their 
values are listed in the table Q.3.1 below. 
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Actual Predicted-3Q ahead
2007 Q4 0 0.025*
2008 Q1 1 0.048
2008 Q2 1 0.048
2008 Q3 1 0.131
2008 Q4 1 0.387
2009 Q1 1 0.065
2009 Q2 1 0.001
2009 Q3 0 0.001*
2009 Q4 0 0.007*
2010 Q1 0 0.167*
2010 Q2 0 0.522
2010 Q3 0 0.536
2010 Q4 0 0.152*
2011 Q1 0 0.126*
2011 Q2 0 0.149*
2011 Q3 0 0.279*
2011 Q4 0 0.161*
2012 Q1 0 0.055*
2012 Q2 0 0.045*
2012 Q3 0 0.055*
2012 Q4 0 0.067*
2013 Q1 0 0.102*
2013 Q2 0 0.077*
2013 Q3 0 0.011*
2013 Q4 0 0.026*
2014 Q1 0 0.103*
2014 Q2 0 0.097*
2014 Q3 0 0.251*
2014 Q4 1 0.379
2015 Q1 1 0.42
2015 Q2 1 0.443
2015 Q3 1 0.576*
2015 Q4 1 0.695*
2016 Q1 1 0.821*
2016 Q2 1 0.777*
2016 Q3 1 0.648*
2016 Q4 1 0.273
2017 Q1 1 0.505*
success at predicting 26/38=68.42%  
Figure Q.3.1: Prediction results using Model C, three quarters ahead. The asterisk (*) is used for the val-
ues that indicate prediction success. 
Even though the model’s precision obviously decreases, it is still able to predict ap-
proximately 70% of the recessions or expansions that take place in UK (figure Q.3.1). 
The following chart provides a visual illustration of this procedure’s results. The issue 
of data range and how it can affect a model’s accuracy becomes more obvious in this 
case: at the beginning of the process, when the data range is more limited, the model’s 
 -47- 
failures are more than afterwards, when more data are included gradually to the mod-
el and it becomes more reliable.  
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Actual Predicted-3Q ahead
 
Figure Q.3.2: Actual values compared to predicted values- Three quarters ahead 
 
Model D 
The final step of this procedure is to test the accuracy of model D to predict recessions 
or expansions four quarters ahead, i.e. a year ahead by using the coefficients’ estimat-
ed that are calculated with the data available at each point of time. The results are 
presented below (figure Q.4.1). 
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Actual Predicted-4Q ahead
2007 Q4 0 0.015*
2008 Q1 1 0.019
2008 Q2 1 0.015
2008 Q3 1 0.003
2008 Q4 1 0.018
2009 Q1 1 0.023
2009 Q2 1 0.008
2009 Q3 0 0.006*
2009 Q4 0 0.056*
2010 Q1 0 0.382*
2010 Q2 0 0.694
2010 Q3 0 0.655
2010 Q4 0 0.314*
2011 Q1 0 0.379*
2011 Q2 0 0.327*
2011 Q3 0 0.417*
2011 Q4 0 0.268*
2012 Q1 0 0.18*
2012 Q2 0 0.103*
2012 Q3 0 0.198*
2012 Q4 0 0.101*
2013 Q1 0 0.195*
2013 Q2 0 0.159*
2013 Q3 0 0.062*
2013 Q4 0 0.079*
2014 Q1 0 0.197*
2014 Q2 0 0.204*
2014 Q3 0 0.324*
2014 Q4 1 0.409
2015 Q1 1 0.399
2015 Q2 1 0.44
2015 Q3 1 0.482
2015 Q4 1 0.627*
2016 Q1 1 0.654*
2016 Q2 1 0.646*
2016 Q3 1 0.563*
2016 Q4 1 0.307
2017 Q1 1 0.447
success at predicting 24/38=63.16%  
Figure Q.4.1: Prediction results using Model D, four quarters ahead. The asterisk (*) is used for the values 
that indicate prediction success. 
In this case, the model’s precision dropped slightly, but there is not such a considera-
ble difference compared to model C as it is with the first two models. A graph is pro-
vided here as well. 
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Figure Q.4.2: Actual values compared to predicted values- Four quarters ahead 
The chart confirms everything discussed above. It seems here that the pattern of the 
predicted values is not as consistent as the ones of the models above. 
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7. Conclusions and Limitations 
This dissertation has examined the impact that accounting earnings of the biggest 
companies in terms of market capitalization have on recessions in UK, in conjunction 
with other financial and macroeconomic variables: the yield curve, the Composite 
Leading Indicator, Gross Domestic Product and stock market volume volatility.  
The result obtained is that ftse 100 earnings are an efficient indicator both for current 
recessions or expansions and for periods of one and two quarters ahead in the future, 
when they are tested individually. Of course, as we move forward to the future, the 
variable’s performance gradually drops. When earnings are tested along with all the 
other variables in the same model, the models overperform and earnings do not lose 
their significance. In fact, when other explanatory variables are included, earnings are 
significant for three quarters ahead, as well. Regarding the models’ goodness of fit and 
their prediction efficiency, it seems that they perform pretty well. However, again, as 
the lags increase, the models’ efficiency declines.  
As far as the other variables used are concerned, it seems that the yield curve is 
statistically significant and a good indicator across all horizons, with a peak at the two-
quarter-ahead estimation. Similar are the results for the Composite Leading Indicator. 
GDP is able to explain recessions only for the current period and has no predictive 
power and, finally, stock market volume volatility is not significant until it is combined 
with the other explanatory variables.  
At this point, it should be highlighted that there are certain limitations to this 
study. The first one is that the data range used was only as wide as it could be, since 
the ftse 100 earnings variable’s data were not available for quarters deeper in the past. 
It has been proven in the ‘Testing the Models’ Prediction Efficiency’ Chapter above 
that as more observations are added at each step of the process, the efficiency of the 
models becomes slightly better. However, even if widening the data range was feasi-
ble, it should be noted that forecasting is a tricky process: not all important factors 
that affect recessions can be included and even if they were, there are still some other, 
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unpredictable factors that could lead to a sudden change in the state of the economy 
and even the more efficient indicators cannot capture that immediately. 
Therefore, because these particular limitations exist, questions remain for fu-
ture investigation. The first one is whether the results would be any different if the da-
ta range was wider and whether the prediction’s efficiency of the models would be 
more reliable. Moreover, the question remains whether there are similar indicators 
that would help restrain and predict recessions and financial crises in the US, Japan or 
other countries. 
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Appendix 
Descriptive Statistics, Model A 
 
Table AP.1: Descriptive Statistics of the variables, model A 
Correlation Matrix, Model A 
 
Table AP.2: Correlation matrix of the explanatory variables, Model A 
 
Descriptive Statistics, Model B 
 
Table AP.3: Descriptive Statistics of the variables, model B 
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Correlation Matrix, Model B 
 
Table AP.4: Correlation matrix of the explanatory variables, Model B 
 
Descriptive Statistics, Model C 
 
Table AP.5: Descriptive Statistics of the variables, model C 
 
Correlation Matrix, Model C 
 
Table AP.6: Correlation matrix of the explanatory variables, Model C 
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Descriptive Statistics, Model D 
 
Table AP.7: Descriptive Statistics of the variables, model D 
 
Correlation Matrix, Model D 
 
Table AP.8: Correlation matrix of the explanatory variables, Model D 
Model C: Data Analysis Results 
 
Table C.1.2: Probit results with rec and earnings2, Model C 
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Table C.2.2: Probit results with rec and yield2, Model C 
 
Table C.3.2: Probit results with rec and CLI2, Model C 
 
Table C.4.2: Probit results with rec and GDP2, Model C 
 
Table C.5.2: Probit results with rec and vv2, Model C 
 
Table C.6: Probit results when adding yield2 to the existing model 
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Table C.7: Probit results when adding CLI2 to the existing model 
 
Table C.8: Probit results when adding GDP2 to the existing model 
 
Table C.9: Probit results when adding vv2 to the existing model 
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Model D: Data Analysis Results 
 
Table D.1.2: Probit results with rec and earnings3, Model D 
 
Table D.2.2: Probit results with rec and yield3, Model D 
 
Table D.3.2: Probit results with rec and CLI3, Model D 
 
Table D.4.2: Probit results with rec and GDP3, Model D 
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Table D.5.2: Probit results with rec and vv3, Model D 
 
Table D.6: Probit results when adding yield3 to the existing model 
 
Table D.7: Probit results when adding CLI3 to the existing model 
 
Table D.8: Probit results when adding GDP3 to the existing model 
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Table D.9: Probit results when adding vv3 to the existing model 
 
Actual VS Estimated values, Models A (est0), B (est1), C (est2) and D (est3) 
t rec est0 est1 est2 est3 
1993q2 0 0.5238    
1993q3 0 0.476167 0.316603   
1993q4 0 0.533283 0.412779 0.229222  
1994q1 0 0.272658 0.48716 0.392625 0.279276 
1994q2 0 0.115089 0.524455 0.460518 0.450942 
1994q3 0 0.217661 0.337426 0.682046 0.489611 
1994q4 1 0.618888 0.36918 0.544677 0.726481 
1995q1 1 0.886181 0.585077 0.498895 0.636587 
1995q2 1 0.881637 0.751883 0.554725 0.577853 
1995q3 1 0.493797 0.750605 0.613895 0.54201 
1995q4 1 0.817916 0.56529 0.618789 0.543893 
1996q1 1 0.225191 0.684085 0.608086 0.559824 
1996q2 1 0.702577 0.405358 0.560908 0.636495 
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1996q3 1 0.596662 0.53395 0.541618 0.517055 
1996q4 0 0.459314 0.445107 0.415573 0.619101 
1997q1 0 0.171448 0.407068 0.357444 0.407283 
1997q2 0 0.106608 0.344103 0.374186 0.381895 
1997q3 0 0.645286 0.283353 0.483018 0.410607 
1997q4 0 0.217846 0.549501 0.45434 0.573199 
1998q1 1 0.888908 0.50157 0.478138 0.571912 
1998q2 1 0.966404 0.878453 0.678837 0.496265 
1998q3 1 0.98804 0.974632 0.83896 0.740279 
1998q4 1 0.753872 0.994735 0.962883 0.783065 
1999q1 1 0.45901 0.81308 0.992631 0.910654 
1999q2 0 0.868891 0.334246 0.818472 0.968512 
1999q3 0 0.026887 0.566197 0.275067 0.792648 
1999q4 0 0.196178 0.269928 0.322823 0.349746 
2000q1 1 0.53059 0.550729 0.603089 0.309281 
2000q2 1 0.924323 0.7828 0.748332 0.745209 
2000q3 1 0.925648 0.93081 0.851429 0.76477 
2000q4 1 0.843091 0.795113 0.908799 0.79269 
2001q1 1 0.33007 0.628355 0.628197 0.846203 
2001q2 1 0.867005 0.587004 0.422991 0.548854 
2001q3 1 0.855499 0.846563 0.71609 0.363927 
2001q4 1 0.890991 0.861253 0.795713 0.736066 
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2002q1 1 0.927672 0.741412 0.821852 0.713935 
2002q2 1 0.922226 0.693435 0.561484 0.712782 
2002q3 0 0.894454 0.843381 0.452183 0.432581 
2002q4 0 0.602236 0.904865 0.739389 0.393998 
2003q1 0 0.907511 0.791519 0.878426 0.630112 
2003q2 0 0.726958 0.91438 0.828023 0.778039 
2003q3 0 0.283196 0.649906 0.888722 0.715387 
2003q4 1 0.143658 0.276024 0.588766 0.798869 
2004q1 1 0.60089 0.14724 0.287637 0.575033 
2004q2 1 0.760545 0.508954 0.154977 0.355389 
2004q3 1 0.795124 0.725825 0.436223 0.19942 
2004q4 0 0.120141 0.683791 0.663373 0.431722 
2005q1 0 0.370529 0.213791 0.553725 0.598144 
2005q2 0 0.064952 0.471254 0.263779 0.474923 
2005q3 0 0.022109 0.333087 0.511449 0.286973 
2005q4 0 1.06E-05 0.176445 0.57468 0.543698 
2006q1 0 0.434423 0.006362 0.395868 0.652662 
2006q2 0 0.222319 0.348881 0.087832 0.527587 
2006q3 0 0.440707 0.17711 0.282825 0.222861 
2006q4 0 0.078473 0.296499 0.146073 0.30706 
2007q1 0 0.0017 0.123541 0.205447 0.184404 
2007q2 0 0.012184 0.03974 0.147159 0.224542 
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2007q3 0 0.000705 0.087016 0.161096 0.189231 
2007q4 0 0.016479 0.040495 0.208735 0.316725 
2008q1 1 0.599269 0.224129 0.182174 0.335726 
2008q2 1 0.980401 0.7431 0.483969 0.28959 
2008q3 1 0.999546 0.951771 0.753333 0.532416 
2008q4 1 1 0.985395 0.853375 0.679353 
2009q1 1 0.999979 0.999914 0.822969 0.641553 
2009q2 1 0.413436 0.785686 0.895981 0.397211 
2009q3 0 0.190086 0.005631 0.08797 0.385523 
2009q4 0 0.004147 0.0019 0.000125 0.028335 
2010q1 0 0.012733 0.001175 7.75E-05 0.000974 
2010q2 0 0.00704 0.035747 0.001163 0.001094 
2010q3 0 0.11718 0.128708 0.075732 0.009778 
2010q4 0 0.035572 0.301335 0.378202 0.162467 
2011q1 0 0.005375 0.056575 0.444076 0.4899 
2011q2 0 0.024681 0.034382 0.075903 0.494169 
2011q3 0 0.007925 0.085288 0.100871 0.121838 
2011q4 0 0.020831 0.122358 0.1553 0.214494 
2012q1 0 0.007863 0.091903 0.322005 0.228101 
2012q2 0 0.103862 0.027397 0.174727 0.402311 
2012q3 0 0.000946 0.062158 0.063388 0.239677 
2012q4 0 0.465179 0.012691 0.046957 0.157688 
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2013q1 0 0.083186 0.166134 0.061919 0.084413 
2013q2 0 0.121345 0.100125 0.06718 0.197546 
2013q3 0 0.000841 0.092999 0.128333 0.086571 
2013q4 0 0.008802 0.003797 0.093427 0.224444 
2014q1 0 0.02503 0.021204 0.014989 0.174984 
2014q2 0 0.006667 0.083443 0.04438 0.079209 
2014q3 0 0.061611 0.057723 0.174029 0.117945 
2014q4 1 0.155281 0.217021 0.177493 0.304675 
2015q1 1 0.590859 0.355087 0.379064 0.335848 
2015q2 1 0.504083 0.555366 0.493071 0.47493 
2015q3 1 0.815841 0.516847 0.504335 0.532573 
2015q4 1 0.71639 0.736246 0.505707 0.488793 
2016q1 1 0.990461 0.75049 0.635858 0.509869 
2016q2 1 0.900279 0.95364 0.738674 0.549096 
2016q3 1 0.950368 0.868765 0.858527 0.682298 
2016q4 1 0.318788 0.832509 0.805692 0.713742 
2017q1 1 0.839267 0.296653 0.675031 0.694455 
 
Table AP.9: Actual and Estimated Data (Testing the Goodness of the Models’ Fit) 
 
 
 
 
