The main conditions for the thermodynamic potential for multiphase GinzburgeLandau theory are formulated for temperature-induced phase transformations (PTs). Theory, which satisfies all these conditions for nÀ phase material, is developed. The key point is a new penalizing term in the local energy that allows controlling absence or presence and the extent of the presence of the third phase within the interface between two other phases. A finite-element method is applied for studying PT between b and d phases of HMX energetic crystal via intermediate melting more than 100 C below melting temperature. Depending on material parameters (ratio of the width and energy of the solidesolid (SS) to solidemelt interface and the magnitude of the penalizing term), there are either two (meta)stable stationary interfacial nanostructures, corresponding to slightly and strongly disordered interfaces (in the limits, pure SS interface or complete melt within SS interface), or these nanostructures coincide. A parametric study of these nanostructures is presented. The developed requirements and approach are applicable to various PTs between multiple solid and liquid phases and can be elaborated for PTs induced by mechanical and electromagnetic fields, diffusive PTs, and the evolution of multi-grain and multi-twin microstructures.
Introduction
While in this paper we focus on the temperature-induced multiphase PTs, we will mention some works which include stresses as well, because these theories reduce to the temperatureinduced PTs at zero stresses. The main focus is on the description of the first-order PTs for the case when a PT completes and there are no structural changes after completing PT, like for melting, martensitic PTs, and some reconstructive PTs. The main problem is to develop a consistent phase field approach (PFA) for PTs between an arbitrary number of phases. There are two very different approaches with different goals developed by two different communities. The first one is favored within the community working on the description of PTs between the austenite (A) and any of the n martensitic variants M i and between martensitic variants M j 4M i (which represents twinning in most cases) [1e8] . It utilizes n independent order parameters h i , each of which describes A4M i PTs between n þ 1 phases. In most papers, researchers work within this approach at the actual spatial scales, rather than within coarsegrained theories for the microscale. Thus, typical actual interface width is on the order of nanometers and detail of distribution of all parameters within the interface are of interest. That is why all simulations are limited to submicron samples.
The second multiphase approach is developed within the community working on multiphase solidification (e.g., in eutectic and peritectic systems) and grain growth [9e18] . It operates with n þ 1 order parameters h i satisfying constraint P h i ¼ 1, similar to phase concentrations. In most of these theories interface width artificially increased by several orders of magnitude (see, e.g. Refs. [11, 16, 17] , or microscale theories [19, 20] ), and detail of variation of material parameters and fields across an interface are unrealistic but this is not important for the chosen objectives. This is done in order to be able to treat much larger samples comparable to those relevant for studying solidification of actual materials.
Each of these approaches satisfies some important requirements formulated to achieve some specific goals and have their advantages and drawbacks. They will be analyzed in Appendix A and it will be shown that none of them meets all the desired requirements. Two of the requirements, which were imposed in the second approach and ignored in the first approach, are that each of the two-phase PTs should be described by a single order parameter and that an interface between any of the two phases should not contain the third phase [16e18,21] . These conditions are, in particular, required in order to have the possibility to obtain an analytical solution for a propagating interface, which can be used to calibrate parameters of the thermodynamic potential in terms of interface energy, width, and mobility that are assumed to be known. In the coarse-grained approach computational interface width is usually used, which may be larger than the physical width by several orders of magnitude, but keeps the same (i.e., independent of the interface width) energy and mobility. If the order parameter corresponding to the third phase appears within an interface between two other phases, then (as it follows from the thin-interface consideration [16, 17, 22, 23] ) a solution depends on the interface width, which due to unphysical width leads to incorrect results. Thus, PT between each of the two phases should occur along the straight line (or any line, which is independent of temperature, e.g., circle [8,24e27] ) in the order parameter space. Since a single constraint P h i ¼ 1 does not lead to such a transformation path, additional efforts are made to satisfy these two conditions [16e18] . These efforts, however, do not completely solve the problem either. Note that the requirement that PT criteria should follow from the thermodynamic instability conditions accepted in Refs. [1, 2, 8] for the first approach was never used for the second approach [9,11,16e18] . Hyperspherical order parameters and a nonlinear constraint were suggested in Refs. [8, 28] for multivariant martensitic PTs.
In the paper, we explicitly formulate all requirements, which we want to satisfy, first for two-phase PFA, then for an arbitrary number of phases. Then we develop a theory, which satisfies all these requirements. Instead of imposing constraints on the order parameter, we introduce simple terms penalizing deviation of the paths in the order parameter space from the straight lines connecting each of the two phases. By controlling these terms, we can either fully avoid a third phase within an interface between two other phases or allow it in order to describe the actual physical situation [24e27,29e31] . Comparison with previous requirements is performed. A number of model problems for a solidesolid PT via intermediate melting (IM) in HMX energetic material are solved and analyzed. Note that a similar approach, but without proper justification and with emphases on stress-induced PTs and twinning, when the third phase is excluded from the interface between two other phases, was presented in Ref. [32] . Detailed comparison of existing model with present model was presented in Appendix A.
Two-phase model

GinzburgeLandau equation
The free energy j, dissipation rate D (both per unit mass), and GinzburgeLandau equation for a single order parameter h have the form j ¼ j q ðq; hÞ þ 0:5b Vh
where j q is the local thermal (chemical) energy, b > 0 and L > 0 are the gradient energy and kinetic coefficients, X is the thermodynamic driving force conjugate to _ h, and d d is the variational derivative. Our goal is to formulate requirements to j q (q,h) and some interpolation functions and find the simplest function that satisfies these requirements. Since all requirements are for homogeneous states, the gradient-related term in X can be omitted. 
where j 0 q (q) and j 1 q (q) are the free energies of the bulk phases P 0 and P 1 . However, it is not sufficient to verbally impose that h ¼ 0 corresponds to the phase P 0 and h ¼ 1 corresponds to the phase P 1 .
This should directly follow from the thermodynamic equilibrium conditions, because bulk phases should be thermodynamic equilibrium solutions of the GinzburgeLandau Eq. (2).
2. Values h ¼ 0 and h ¼ 1 should satisfy the thermodynamic equilibrium conditions
for any temperature q. Otherwise, thermodynamic equilibrium values of the order parameters obtained from condition X ¼ 0 will depend on temperature. Substituting them in Eq. (3) will introduce artificial temperature dependence of the property M and will not allow us to obtain known properties M 0 and M 1 for bulk phases P 0 and P 1 . It also follows from Eq. (6) that for any material property which participates in j q , one has
3. The free energy should not possess unphysical minima for any temperature. Any minimum in the free energy that does not correspond to the desired minima for phases P 0 and P 1 represents a spurious (unphysical) phase. It cannot be interpreted as a "discovery" of a new phase, because it is just consequence of chosen polynomial approximation rather than any physical knowledge. In particular, one can "discover" as many new phases as he/she wishes, if some periodic function of the order parameters is added to the potential.
The smallest degree potential that satisfies all these properties is the fourth degree. Thus, starting with the full fourth degree poly- 
Here A is the material parameter, which depends or may depend on temperature (the same is true for a), Dj q is the negative thermal driving force for the P 0 /P 1 phase transformation. 
satisfying the same conditions. To avoid this multiplicity of presentations, we define j q as the sum of the double-barrier function (which is the same in all presentations) and the most general monotonous interpolation between j q 0 and j q 1 satisfying conditions 1e3:
Now we can exclude dependence of A on Dj q without loss of generality. For a different a we can obtain Eqs. 9 and 10.
4. Conditions for thermodynamic instability of equilibrium phases P 0 and P 1 should give specific instability temperatures, which are temperatures for barrierless PT or spinodal temperatures. Critical temperature should be below phase equilibrium temperature q e for high-temperature phase P 0 and above q e for low temperature phase P 1 . As we will see, this condition imposes some restrictions for the free energy (11), but it cannot be satisfied for some popular fifth-degree potentials used in Refs. [16, 17, 33] . Thermodynamic instability conditions are
where we took into account that a < 6. Thus, barrierless direct PT P 0 /P 1 occurs when the driving force ÀDj q exceeds some positive threshold and barrierless reverse PT P 1 /P 0 occurs when the driving force ÀDj q is smaller than some negative threshold; there is a hysteresis, which is logical and agrees with condition 4. 
This condition is not required for a single order parameter but will be required for consistent description for a multiphase system and multiple order parameters. This condition is satisfied for a ¼ 3 only. Thus, the interpolating function reduces to fðhÞ ¼ 4ð3; hÞ ¼ h 2 ð3 À 2hÞ; (18) and instability conditions to
The critical temperatures are
and for the case when q e ¼ 0:5ðq
c Þ one has A * ¼0, A is temperature independent, and
Condition 5 means complete equivalence of phases P 1 and P 0 in the following sense. If we consider the order parameter h ¼ 1 À h, which is zero for P 1 and 1 for P 0 , then the function
in terms of h meets the same condition as in Eq. (17) in term of h.
The plot of functions fðhÞ and fðhÞ is symmetric with respect to the vertical mirror at h ¼ h ¼ 0:
Thus, all material properties and, consequently, the entire theory are invariant with respect to exchange (P 0 , h)4(P 1 , h). Eq. (11) simplifies to
Condition 5 is definitely not a fundamental property and may not be true for various phase transformations. It is restrictive but this is a price that one must pay to be able to develop a multiphase PFA within given framework.
3. Model with n order parameters
GinzburgeLandau equations
We consider n þ 1 phases P 0 and P i (i ¼ 1,2,…,n) described by n order parameters h i . Each PT P 0 4P i is described by a single order parameter h i . We designate the set of the arbitrary order parameters as e h ¼ ðh 1 ; …; h i ; …; h n Þ with h i ¼ ð0; …; h i ; …; 0Þ for one nonzero parameter only. The reference phase P 0 corresponds to c h 0 : ¼ ð0; …; 0Þ and phase P i is designated as b
The generalization of Eqs. (1) and (2) for the free energy j, dissipation rate D, and GinzburgeLandau equation is
where b ij and L ij are positively defined gradient energy and kinetic coefficients, X i is the thermodynamic driving force conjugated to _ h i .
Conditions for thermodynamic potential
Here, we slightly generalize conditions 1e4 for n order parameters and will mark them with n. There is no correspondence between numbers with and without n, it is new numeration, which includes new conditions, which do not have a counterpart for twophase models.
n1. Any material property M can be expressed in the form
We used the simplest linear combination without interaction effects and with the interpolation function which satisfies all the requirements Eqs. (4), (7) and (22)
n2. For the homogeneous states, the sets of constant order parameters for the phase P 0 e h ¼ c h 0 and for phase P i e h ¼ b h i should satisfy the thermodynamic equilibrium conditions
for any temperature q. This condition is already taken into account in Eq. (7).
n3. The free energy should not possess unphysical minima for any temperature. This condition is not simple to prove for multiple order parameters, that is why one has to keep potential as simple as possible.
n4. Theory should be invariant with respect to the exchange of phases P i 4P j for any i and j, including i ¼ 0 and j ¼ 0. Also, for some material parameters and temperature, which provide PT P i 4P j without involvement of any other phase P k , the description of this PT should be the same if we choose one of the phase as P 0 .
It is clear that this condition does not have a counterpart for the two-phase system. When we consider the P i 4P j PT alone, we can use the theory for two phases described in the previous Section, in which one of the phases will be chosen as P 0 . That means that we know all equations for this PT. Condition 4n requires that the same equations should be obtained for this PT within general n-phase theory for phases P i and P j for i s 0 and j s 0.
As we will see, each P 0 4P j PT is described with the help of a single order parameter and does not differ essentially from the two-phase theory (provided that the third phase is not involved). However, the P i 4P j PT involves simultaneous change of two order parameters along some trajectory in the h i Àh j plane, which depends on temperature. In order to make the description of the P i 4P j PT equivalent to the description of the P 0 4P j PT, this trajectory should be controlled, which includes that under certain material parameters and temperature it is constrained to the straight line connecting P i and P j .
The key point of the current theory will be an introduction of penalizing terms which executes such a control and do not prevent satisfaction of all desired conditions. n5. Conditions for thermodynamic instability of homogeneous equilibrium phases that lead to criteria of barrierless PTs between phases P i and P j in the general theory for an n-phase system should coincide with those for a two-phase system. Thermodynamic equilibrium state b h j loses its stability when condition
is fulfilled for the first time for some _ h i . Thus, the instability occurs when n Â n matrix vX i /vh k first ceases to be negative definite or equivalently, n Â n matrix B ik :¼
first ceases to be positive definite. According to Sylvester's criterion, the one of the following conditions should be fulfilled for instability of the phase b h j :
In general, it is quite difficult to design a potential for which such sophisticated conditions are reduced to simple conditions for each of the P 0 4P i or P j 4P i transformations, when they are considered separately from other phases. Also, when we considered just two phases, when one of them loses its stability, transformation occurs to another one. In the general case, if, e.g., the third condition Eq. (30) 
necessary.
To satisfy condition n5, we have to assume that if the instability condition Eq. (29) is met for one specific i only, the transformation from the phase b h j will occur toward this b h j phase. Similarly, in the thermodynamic approaches for a sharp interface, transformation conditions from the phase P j to P i are independent of any other phase P k (including b h 0 ). It is reasonable to assume the same for our PFA. To satisfy condition n5, we accept the following additional condition.
n6. All mixed second derivatives of j q with respect to order parameters vanish for any equilibrium phase b h j :
In this case, the instability conditions Eqs. (29) or (30) reduce to
Condition n6 significantly simplifies the instability criteria and allows one to analyze them and apply them to the choice of the specific expression for j q ðq; e h j Þ. Also, it leads to a much simpler expression for this function, for which one can determine all material parameters and have much more confidence that some artificial minima are absent. Thus, the transformation conditions between phases read as
0 ;
0 :
Note that conditions (33) are valid when any third phase P k is excluded from consideration. That is why conditions (34) should also be satisfied when the third phase P k does not appear during P j 4P i transformations, i.e., when corresponding constraint on the trajectory connecting P j and P i is imposed.
Multiphase model
The simplest expression for the local free energy j q that includes all of what we derived for a single order-parameter theory and can satisfy all the desired conditions is accepted in the following form:
Here A i is proportional to the magnitude of the double-well barriers between phases P 0 and P i , A ij contributes to the magnitude of the double-well barriers between phases P i and P j , and the term j p containing coefficients K ij ! 0 and K ijk ! 0 penalizes deviation of the trajectory of the order parameters in n-dimensional space h i from some lines and planes. Without j p , the local part of free energy is much simpler than in Refs. [1, 2, 8] and does not contain complex interaction between phases. The term with
is positive for any three nonzero order parameters, i.e., it penalizes the presence of the three phases (excluding P 0 ) at the same material point. This term gives additional means to control the presence of the third phase within the interface between the two other phases, especially, when it is desired to completely exclude it. It also contributes to the energy of triple junctions. For homogeneous states, this term always excludes the presence of the three phases at the same point, because it increases energy compared with a two-phase state. When one wants to study the third phase within the interface between the two other phases [24e26], one can set K ijk ¼ 0, which will simplify analysis. For homogeneous states, the positive terms in j q and e j q exclude appearance of two and three phases P i (i s 0) at the same point.
The first terms in j p penalizes deviations from hyperplanes h i ¼ 0 orthogonal to the coordinate axes h i in the order parameter space and hyperplanes h i þ h j ¼ 1 passing trough two phases P i and P j .
The exponent l allows one to control relative contribution of these penalties. Since more than two homogeneous phases, say P i and P j , are forbidden by other terms, the term (
deviation from the straight lines h i þ h j ¼ 1, h k ¼ 0 cksi; j, connecting phases P i and P j within plane h i À h j . The term with h i penalizes deviation from the coordinate axes in h j space, i.e., from straight lines connecting phases P 0 and P i . Thus, evolution of h i for K ij /∞ (at least approximately for large enough K ij ) is constrained to occur along the desired transformation paths. Note that we do not need to use additional constraints to impose evolution of h i along the coordinate axes, because for the chosen potential even without them PTs between phases P 0 and P i occur along the straight line connecting these phases. However, without the multiplier h l i h l j , the first term in j p will artificially penalize free energy along the coordinate axes in h i space and spoil the thermodynamic potential.
For P 0 4P i PTs described by a single order parameter h i , j p and the second term in j q disappear and Eqs. (25)e (26) and (35)e (37) reduce to Eqs. (1)e(2) and (24) for two-phase system.
Thermodynamic instability conditions
Direct application of the instability conditions (33)e(34) to free energy (35)e(38) for thermodynamically equilibrium homogeneous phases produces the following PT criteria:
Criteria for P 0 4P i PTs coincide with PT criteria (19) for the twophase system, i.e. they satisfy condition 4n. In contrast, conditions for P i 4P j PTs are contradictory and do not meet condition 4n. Indeed, they do not depend on the difference in energy between phases P i and P j and both barriers A i and A j , and depend on the energy of phase P 0 (which does not participate in this PT). In addition, since the first and second derivatives of j p vanish for all equilibrium phases P i , the term j p does not alter phase equilibrium conditions and PT criteria for homogeneous phases. Still, we will demonstrate below that this term is a key player in the development of the consistent PFA for a multiphase system, namely, in making the equations for P i 4P j PTs fully equivalent to equations for P 0 4P i PTs.
Constrained model for P i 4P j transformations
We increase parameters K ij (and, if required, K ijk ) to very high values (ideally K ij /∞) so that they impose constraints h i þ h j ¼ 1 and h k ¼ 0 cksi; j with any required accuracy. Implementing these constraints in Eqs. (25)e (26) and (35)e(37), we express them in terms of the single order parameter h i :
Thermodynamic instability conditions look like
It is clear that Eqs.42e45 for P j /P i PTs coincide to within constants and designations with equations for two-phase system (1)e(2) and (24) and consequently for P 0 /P i PTs, as it was required in condition 4n. Note that we explicitly took into account condition (22) , without which Eqs.42e44 will not reduce to the two-phase model.
Let us assume similarly to the two-phase model that 
where q 
In the next subsection, it will be shown that this choice of parameters causes the interface energy and width to be temperature independent.
For phases with equal thermal properties, like martensitic variants or twins, critical temperature does not exists and we accept A ji ðqÞ ¼ e A ji ðqÞs0. We will focus in this paper on phases with different thermal properties.
It is necessary to stress that the PT criteria (45) are valid in the limit K ij /∞ only. Analysis of the instability conditions for finite K ij can be found in Ref. [32] . In particular, in a very rare case when, for phase P j , the wrong instability criterion (40) is satisfied but correct criterion (45) is not, the local energy minimum slightly shifts from the point b h j along the diagonal P j P i . This has little effect on the accuracy of simulations. PT to P i occurs when the correct instability criterion (45) is met only.
Analytical solution
In contrast to the other multiphase models [1e15] , in the developed model each of the PTs for large K ij can be described by a single order parameter without explicit constraints. It allows us to utilize analytical solutions [9] for the interface between two phases propagating in the xÀ direction, including its profile, width d, and velocity c. Due to equivalence of all equations for P 0 4P i and P j 4P i PTs, the analytical solution for a propagating with velocity c interface [9] for the P i P j interface solutions are:
where h ji ¼ h i for the i s j ¼ 0 for the P 0 P i interface or h ji ¼ h i at h j ¼ 1Àh i for the P i P j interface, and d ji is defined as a distance between points with h i ¼ 0.05 and h i ¼ 0.95. The energy of the nonequilibrium SM and SS interfaces is defined as an excess energy, with respect to bulk phases, assuming that the Gibbs dividing surface is located where h i ¼ 0.5. This follows from the symmetry of the theory with respect to exchange of any two phases. In a more general case, when such a symmetry is not present, a more general approach for determining the Gibbs dividing surface is justified in Refs. [34, 35] . Thus,
Here, x Ã 21 is the locations where h 1 ¼ h 2 ¼ 0.5 for the P 1 P 2 interface and x Ã s0 is defined where h s ¼ 0.5 for the P i P 0 interface. Calculations result in E ji ¼ b ji /d ji , which is independent of the driving force Dj q ji and, consequently, coincides with the expression for the energy of the equilibrium interface in Ref. [9] . For the particular case A ij Ã ¼ 0, the interface energies and width became temperature-independent:
Eq. (51)and Eq. (53) allow us to calibrate material parameters b ji ,
B ji
Ã , and L ji when the interface energy, width, and velocity are known, along with the thermodynamic parameters Ds ij and q ij e . The ratios of P i P j to P i P 0 interface energies and widths, k ji E and k
play the key role in determining the material response when the phase P 0 appears within P i P j interface.
Intermediate melt within the b¡d phase interface in HMX crystal
Parameter identification. In this paper, we consider IM (P 0 ) in the energetic material HMX (C 4 H 8 N 8 O 8 ) during a PT between two solid phases, d (P 1 ) and b (P 2 ), which was observed in experiments [29, 30] . Properties of all three phases are collected in Refs. [24, 25, 30] Numerical procedure. The obtained system of equations has been solved with the help of the finite element code COMSOL for various problems. The numerical procedure reproduced the analytical solution Eq. (51) for each of the three propagating interfaces. Also, it reproduced well (see Ref. [32] ) quite complex two-variant nanostructure in a NiAl alloy during martensitic PT including tip bending and splitting, as it was obtained in simulations in Ref. [28] and in experiments in Ref. [36] . As we discussed, the theory in Ref. [28] for two variants satisfies all required conditions exactly but cannot be generalized for more than two variants.
Simulation results. A 1D 60 nm long sample was considered with two different initial conditions: (a) equilibrium SS interface and (b) equilibrium S 1 M and MS 2 interfaces with quite a broad melt region between the two solids (SMS initial conditions). In Fig. 1 combinations of k E and k d , the stationary distribution splits into two solutions from both sides of the energy maximum(h 1 þh 2 ) min , one closer to the SS interface and another one with higher disordering and closer to the SMS interface. This is also clearly visible in the h 1 Àh 2 plane, when the trajectory corresponding to the stationary solutions for order parameters are superposed into the contour plot of the local free energy (Fig. 2) . For a very large barrier, one of the solutions coincides with the SS interface and another one represents two SM interfaces with almost complete melt in the middle. Note that even for k E ¼ 2, when there is no driving force for melting due to reduction in surface energy, due to relatively small barrier K 12 ¼ 10 10 , there is some disordering for SS initial conditions and significant disordering for SMS initial conditions. In Figs. 3 and 4 , the minimum value of the parameter (h 1 þh 2 ) min , which characterizes the degree of disordering, is presented as a function of k d and k E , respectively, for different values of k E and k d , respectively, as well as K 12 . Both SMS and SS initial conditions were considered for each case. For a large enough penalizing energy, K 12 ¼10 13 J/m 3 (Figs. 3 and 4, f), there are two solutions corresponding to (h 1 þh 2 ) min ¼ 1 (SS interface) and small (h 1 þh 2 ) min (SMS interface with IM), and both solutions are practically independent of variable parameters, k E or k d , respectively. Even for k E < 1, when formation of even a single SM interface leads to an energy increase in comparison with the SS interface, if SMS is formed (e.g., at much higher temperature and then quenched to q ¼ q 21 e ), it retains as a metastable state. This is because of the high energy barrier separating SMS and SS configurations, see Fig. 2 .
At the opposite end of our simulations, for small value of K 12 ¼ 10 9 J/m 3 ( Figs. 3 and 4, a) , there is one solution only independent of the initial conditions. Generally, with increasing k d , the value of reduces, with some small exception for k d < 0.3. With increasing k E , the degree of disordering reduces monotonously. When K 12 reduces from 10 13 J/m 3 to 10 11 J/m 3 and 2 Â 10 10 J/m 3 , the behavior becomes more interesting. There are again two solutions, one with ðh 1 þ h 2 Þ min x1 and another one with small (h 1 þh 2 ) min , slightly decreasing with increasing k E and k d (Figs. 3 and  4 , d and e). While disordered solutions exist for all k d , the SS interface ceases to exist at some critical value of k c d (the smaller k E is, the larger k c d becomes). Above these critical values, there is a jump from SS interface to SMS interface and the unique solution is independent of the initial conditions. When k E is considered as an independent argument (Fig. 4) Figs. 3 and 4 should be discussed separately. In Fig. 3 the SMS interface exists for all parameters under study. With reduction in K 12 , the critical value of k c d reduces and in the coexistence regions curves are becoming more strongly dependent on k d and (h 1 þh 2 ) min more strongly deviates from 1 and 0. Below some critical K c 12 , the less disordered solution close to SS ceases to exist and the unique solution remains only.
When k E is considered as an independent argument (Fig. 4) , for K 12 ¼ 2 Â 10 10 J/m 3 and K 12 ¼ 7.5 Â 10 9 J/m 3 , the SMS solution also ceases to exist below some critical k c E* . Thus, there are regions of k E , for which only either slightly or strongly disordered interface exists, between which both solutions exist, i.e., there is a hysteresis loop.
Next, we solve problem for propagating the SMS interface for different temperatures for (Fig. 5) . It is clear that with increasing temperature width of the IM increases. Since energy of the SMS interface decreases with increasing temperature for the chosen k d and k E , energy E * is decreasing as a function of the width of IM d * (Fig. 5 ).
Note that since and when we have two stationary solutions corresponding to the local energy minimum, it should be the third solution corresponding to the minimax of the energy and representing a critical nucleus between these two states. For a different model, such a critical nucleus was treated in Refs.
[25e27].
Concluding remarks
In the paper, we formulated and justified the main conditions for the free energy potential for multiphase phase field theory for temperature-induced PTs, and developed a theory, which satisfies all these conditions. The theory does not include any explicit constraint on the order parameters. Instead, penalizing terms in the local energy control absence or presence and extent of presence of the third phase within an interface between two other phases. When conditions correspond to the absence of the third phase, the desired PT criteria follow from the thermodynamic instability conditions of the bulk equilibrium phases. The proposed approach resolves a long-standing problem in the PFA. Different approaches in the literature are discussed in terms of the formulated here and some other conditions and it is concluded that they do not satisfy some of them. Formulated equations are implemented in the finiteelement code COMSOL and used for studying PTs between b and d phases of HMX energetic crystal via IM 100 C below melting temperature. A parametric study of these two-and three-phase structures is performed. They consist of either two microstructures, one with smaller (or absent) and one with larger (or complete) disordering within SS interface, or these solutions coincide. For the cases with two solutions, each (or only one) of them may disappear leading to a barrierless jump to the alternative solution. If both solutions may disappear, there is a hysteresis region in which both of them exist. The important point is that even for a very large magnitude of the penalizing term which provides a perfect twophase interface without the third phase, there is an alternative solution that includes the third phase. Depending on material parameters and temperature, it can be stable or metastable. That is why the requirement about elimination of the third phase within an interface between two other phases should be formulated more carefully. Our approach is more flexible, because we do not require absence of the third phase but the possibility to control it, including elimination. It does not prevent existence of an alternative solution with the third phase, and we can find whether the solution without the third phase is stable, metastable or unstable, and quantify these findings. Stability of the propagating SS and SMS interfaces can be studied using methods developed in Ref. [37] .
The developed requirements and approach are applicable to various PTs between multiple solid and liquid phases, including reconstructive PTs and twinning in solids, and can be elaborated for 
. Single order parameter
For a single order parameter, the formal theory for the Landau potential of practically arbitrary degree based on group theoretical (symmetry) consideration is presented in Refs. [38, 39] . Analysis, including phase diagrams, was performed in terms of coefficients of Landau potentials. Such potentials exhibit multiple minima corresponding to multiple phases. When PTs between two phases are considered, especially polymorphic PTs in solids, thermodynamic potentials j q ¼ ah 2 þ bh 3 þ ch 4 or j q ¼ ah 2 þ bh 4 þ ch 6 were used without any general requirements, except that they should have two minima separated by an energy barrier [3e7,38e44]. In most works a ¼ a 0 ðq À q c Þ was assumed, which defines q c as the critical temperature when thermodynamic instability occurs, i.e., energy minimum at h ¼ 0 disappears. The thermodynamic equilibrium value of the order parameter at the second minimum was dependent on the temperature, similar to the continuous second-order PTs. This means that the PT does not have the end point and structural changes occur continuously. The order parameter is assumed to be small, like in Landau theory of the second-order PTs [45] , which justifies Taylor expansion for the energy with a limited number of terms. There are no specifically introduced interpolation functions and variation of material properties, like in Eq. (3). Variation of all material properties follows directly from the chosen potential and in many cases they correspond to experiments [40] for the second order and close to the second order PTs.
For the description of the first-order PTs, which have the end point and further structural changes do not occur after completing a PT (like melting and martensitic phase transformations in steels and shape memory alloys), the order parameter should not change after a PT. Then the order parameters for bulk phases can be taken as 0 and 1. It cannot be considered as a small number and higher degrees of h make similar contributions as the lower degrees. This condition as well as thermodynamic consistency, which are very similar to conditions 1 and 2, were formulated and satisfied in Refs. [33, 46, 47] for melting. Since interaction between communities working on melting and martensitic PTs, twinning, and dislocations was very limited, such conditions were not used and satisfied in these fields for a long time, even now (see, e.g. Refs.
[3e7], for martensitic PT, including twinning, and [48e51] for dislocations). Also, for twinning and dislocations these conditions are related to transformation strain and Burgers vector rather than to change in free energy, which is zero. Conditions 1e4 were formulated and satisfied in Refs. [1, 2, 8, 52, 53] for martensitic PTs and twinning, and in Refs. [8, 54] for dislocations, where they were motivated by correctness of the stressestrain curve, which also lead to conditions for the free energy and interpolating functions for all parameters. For melting, the thermodynamic stability condition was imposed (i.e., the pre-factor of a double-well barrier must be positive) [16, 17, 33, 46, 47] instead of condition 4. We believe that the main reason for this is the following. In order to increase interface width by a factor of k without changing interface energy and velocity (see Eq. (51)), one has to increase b by a factor of k and reduce A and L by a factor of k. Thus, the magnitude of the double well barrier significantly reduces (k may be as large as 1000) and a correct description of thermodynamic instability and barrierless nucleation is impossible. For such a small double well barrier, thermodynamic instability may occur quite close to the thermodynamic equilibrium temperature, which will lead to artificial barrierless nucleation of a (meta)stable phase within an unstable one. To avoid this, one has to insure satisfaction of the stability condition for any temperature, i.e., instability criterion should not be affected by the thermodynamic driving force. This was done by choosing interpolating function 4ðhÞ ¼ h 3 ð10 À 15h þ 6h 2 
accepted in Refs. [16, 17, 33] instability conditions (12) and (13) reduce to
Such instability conditions are contradictory because both phases simultaneously loose their stability. That is why interpolation function (56) is not suitable for our purposes. However, if stability conditions were imposed instead of instability [16, 17, 33] , function (56) is very convenient because the system is stable for A > 0 independent of the driving force (temperature).
In contrast, the thermodynamic instability was included in consideration in Refs. [1, 2, 8] , which resulted in PT criteria. This allows one to consider problems at the actual physical space scale where thermodynamic instability is important, e.g., for very fast heating much higher than the melting and even solid instability temperatures [55, 56] , as well as for barrierless surface-induced melting, especially for nanoparticles [57, 58] , and for melting within an interface between two solids [24e26, 29, 31] , which all may occur significantly below melting and melt instability temperatures. The interpolation function (18) that satisfies all conditions has been used for various applications for a long time [1, 2, 33, 46, 47, 52, 53] .
Within even six-degree potential (2-4-6 potential), we obtained [8] that the interpolating function 4 6 ðhÞ ¼ 0:5ah 2 þ ð3 À aÞh 4 þ 0:5ða À 4Þh 6 satisfies conditions 1e4. However, it does not satisfy condition 4 6 ð1 À hÞ ¼ 1 À 4 6 ðhÞ. That means that it cannot be used not only in our multiphase system but also for a two-phase system when both phases are equivalent. The same is true for the function (8) for a s 3. In particular, it cannot be used for twinning, while cases where a s 3 were studied exploratory for twinning in Ref. [59] .
Note that for larger-scale theories one can waive the requirements 4 0 ð0Þ ¼ 4 0 ð1Þ ¼ 0 for interpolation functions. Thus, it was accepted in Refs. [19, 20] while the thermodynamic driving force at these points is not zero. A similar barrier term was used in the double obstacle potential [11] but with a different smooth interpolating function for Dj q .
A.1.2. Multiple order parameter.
Theories without a constraint. They are mostly devoted to the description of multivariant martensitic PTs [3e7]. They are based on the fourth or sixth degree polynomials in terms of order parameters h i that describe PTs austenite A -martensitic variants M i and satisfy the required symmetry conditions. Since all martensitic variants are symmetry-related and have the same thermal (chemical) free energy, these theories represent a particular case of the general theory for multiphase system. None of the above requirements to the free energy were imposed and met in Refs.
[3e7], i.e., thermodynamic equilibrium order parameter for each M i h i s 1 and depends on temperature (and stresses), thermodynamic instability conditions were not considered, and PTs M j 4M i occurred along some temperature dependent path within the h i Àh j plane. No specific interpolating function for material properties have been introduced, i.e., they directly follow from the chosen polynomial. This is similar to the description of the second-order and close to the second order continuous PTs in Ref. [40] but was applied to the strongly first-order PTs. Also, matrixes L ij and b ij are reduced to the unit matrix multiplied by a scalar. Since theories [3e7] possess minima corresponding to A and all martensitic variants M i , they reproduce evolution of complex multivariant microstructure. However, it could not quantitatively correspond to a chosen specific material because material properties were not properly interpolated between their values in the bulk phases and thermodynamic equilibrium order parameters were not constant but depended on temperature (and stress tensor). Conditions close to 1e4 and n1-n6 have been formulated and satisfied in Refs. [1, 2, 8] , but without condition 5, i.e., still PTs M j 4M i were not properly described and parameters of M j ÀM i interfaces could not be properly calibrated and controlled. Matrix form of b ij , i.e., additional material parameters, have been introduced in Refs. [60, 61] , which in particular allowed us to introduce and study the effect of the energy of the M j 4M i interface independent of the energy of A-M i interfaces.
Theories with hyperspherical order parameters. In order to describe M j 4M i PTs in the same way as A4M i PTs, a thermodynamic potential in hyperspherical order parameters was developed [8] , in which A is at the center of the sphere, and all martensitic variants M i are located at the hypersphere. Belonging to the hypersphere represents a nonlinear constraint. Because of impossibility to satisfy some of the requirements, namely to obtain consistent PT criteria from the thermodynamic instability conditions, the nonlinear constraint for the hyperspherical order parameters was substituted in Ref. [28] with the linear constraint of the type P h i ¼ 1, which, however, does not include A. Still, PT criteria could not be obtained in a consistent way for more than three phases. For three phases the constraint is linear for both models [8] and [28] and in polar order parameters this theory is completely consistent with the two-phase theory and produces proper PT criteria. It was generalized for three arbitrary phases in Refs.
[24e26]. Thus, theory in Refs.
[24e26] is currently the only theory that satisfies exactly all requirements for three-phase material. Due to polar order parameters, it does not need to satisfy condition 5, that is why it can utilize interpolation function Eq. (8) with arbitrary 0 a 6 for each pair of phases. However, we fail to generalize it for more than three phases. In this case, constraint should be used which does not allow one to derive consistent PT criteria from thermodynamic instability conditions.
Theories with a constraint. Traditional multiphase theories [9e18] include constraint P h i ¼ 1 applied to all phases. It can be explicitly excluded for two phases only, in contrast to the case with three phases for polar order parameters [8,24e26] . This means that the problem to derive consistent PT criteria from thermodynamic instability conditions exists even for three phases. The first theory [9] does not make special efforts that the PT between any two phases occurs along the fixed line in the order parameter space. That is why the third phase may appear at the interface between two phases. This does not allow one to use an analytical solution to calibrate material parameters in terms of interface energy, mobility, as well as width (if kept physical rather than computational). Also, potential in Ref. [9] does not include products of more than two order parameters, which however, is easy to add. However, the main basic problem in Ref. [9] is that the derivation of the kinetic equations includes a simplifying assumption, which makes theory thermodynamically inconsistent, i.e., the second law of thermodynamics is not strictly imposed. As it is shown in Ref. [21] , the solution of the GinzburgeLandau equations from Ref. [9] lead, in some cases, to the energy increase.
If a computational interface width is much larger than the actual one, presence of the third phase contributes to the widthdependence of the solution, which is desirable to avoid. That is why in Refs. [16, 17] equations are derived in a way enforcing that PTs always occur along the straight line connecting two phases. With the choice of an interpolating function generalizing 4ðhÞ for multiple phases, all bulk phases are stable or metastable independent of the driving force or temperature. It is not clear how to generalize theory for more than three phases. Also, kinetic coefficients must be scalar and equal for all PTs. While in Ref. [9] constraint was imposed by excluding one of the order parameters, in Refs. [10, 16, 17 ] the method of Lagrangian multipliers was used. When a Lagrangian multiplier was used, the GinzburgeLandau equations for n phases take the form
Adding all equations and using constraint, we obtain L ¼ P X j =n and substituting it in Eq. (58) it transforms to
where d K ij is the Kronecker delta and all components of the matrix U ij are equal to one. With such a matrix L ij , constraint P _ h i ¼ 0 is fulfilled automatically. It was, however, stated in Ref. [18] that the use of Lagrangian multiplier method gives results different from direct exclusion of one of the order parameters, even for two phases. Let us analyze this statement for two order parameters obeying constraint h 1 þ h 2 ¼ 1. The dissipation rate is
h 1 when h 2 is directly excluded and
2 À LÞ _ h 2 when a Lagrangian multiplier is used. Then, using the same kinetic coefficient, the linear relationship between thermodynamic forces and rates for both cases are:
which lead to the conclusion that "the Lagrange multiplier approach does not reduce to the single phase formulation," see Ref. [18] . The main reason for this discrepancy is that the thermodynamic forces and rates in different representations should not be connected by the same kinetic coefficient. If, e.g., in second Eq. (60) we would choose the kinetic coefficient L 2 different from L in first Eq. (60), we would not have a problem, and from the equivalence of both kinetic equations we can conclude that L ¼ L 2 /2. This becomes more clear if we substitute the expression for L ¼ (X 1 þX 2 )/2 in D 2 :
It is evident that using constraint we obtain D 1 ¼ D 2 . However, thermodynamic force 0.5(X 1 ÀX 2 ) cannot be connected to _ h 1 by the same kinetic coefficient as (X 1 ÀX 2 ). For multiple order parameters, even if the force obtained by direct exclusion of one of the order parameters can be connected to the conjugate rate using a single scalar, one may need a matrix connection between all forces and rates for the Lagrangian multiplier method to obtain an equivalent result. The primary expressions for the thermodynamic forces and rates should be taken from the expression for the dissipation rate expressed in terms of independent rates, i.e., after direct exclusion of one of the order parameters. It is claimed in Ref. [18] that the relationships _ h i ¼ L ij X j that ensure that PTs between each pair of phases without the presence of the third phase for arbitrary n can be achieved by a special choice of the matrix L ij , which is a quite sophisticated nonlinear function of the order parameters. This matrix is ill-defined in the vicinity of each single phase and is substituted with other matrices. Here, we achieved a similar goal by using a simple penalizing term, which allows us to control (if it is observed in experiment [29, 31] ) and, if necessary, avoid appearance of the third phase. Also, as it is mentioned in Ref [21] , matrix L ij is "dangerous" from the point of view that it may make nonequilibrium microstructures, for which X i s 0 is stationary.
In the very recent manuscript [21] conditions, which should satisfy the theory based on constraint P h i ¼ 1, are explicitly formulated and satisfied, in particular, by improving the matrix L ij from Ref. [18] . Thus, currently theory [21] is the most consistent and justified one among theories with the constraint P h i ¼ 1. While comparing it with our approach here (and to some extend in Ref. [32] ), we have to state that our goal is broader, i.e., not just to exclude the third phase at the interface between two phases but to control its presence and degree of presence, including elimination of the third phase. Also, for phases with different properties, our expressions for matrices L ij and b ij should not be h k -dependent, which makes all equations simpler. Also, our conditions 4, n5, and n6, related to instability conditions are not included in Ref. [21] . As we were informed in Ref. [62] , our theory in Ref. [32] satisfies all relevant conditions formulated in Ref. [21] . Note that [21] contains much more detailed and critical analysis of the previous papers on the multiphase approach.
