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Let Ω be a simply connected, open and bounded domain in R2.
We are concerned with the nonlinear elliptic problem
⎧⎪⎨
⎪⎩
−v = 8π e
v∫
Ω
ev
− 4π
m∑
j=1
α jδp j in Ω,
v = 0 on ∂Ω,
(0.1)
where α j > 0, δp j denotes the Dirac mass with singular point p j
and {p1, . . . , pm} ⊂ Ω . We provide necessary and suﬃcient con-
ditions for the existence of solutions to (0.1). Our result is the
two dimensional version of the sharp existence/nonexistence result
obtained in Druet (2002) [13] for elliptic equations with critical ex-
ponent in dimension 3. In particular, we prove that the set Ωm+ (α)
is open, where, for a given α = (α1, . . . ,αm) ⊂ (0,+∞) × · · · ×
(0,+∞), Ωm+ (α) = {(p1, . . . , pm) | problem (0.1) has a solution} ⊂
Ω × · · · ×Ω .
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω ⊂R2 be a simply connected, open and bounded domain and {p1, . . . , pm} ⊂ Ω be any ﬁnite
subset. We are concerned with the existence of solutions for
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⎪⎩
−v = λ e
v∫
Ω
ev
− 4π
m∑
j=1
α jδp j inΩ,
v = 0 on ∂Ω,
(1.1)
in case λ = 8π and α j ∈ (0,+∞), ∀ j ∈ {1, . . . ,m}.
The analysis of (1.1) has recently attracted a lot of attention due its many applications in mathe-
matical physics. We refer the reader to [2,4,5,7–12,14,15,17,19–22], and the references quoted therein
for further details. In particular we refer to [7,8,16] and the introduction of [4] for the application of
(1.1) to the analysis of vortex-type conﬁgurations in turbulent Euler ﬂows.
We will not discuss here issues related with non-smooth domains. Therefore, unless otherwise
speciﬁed we will assume that Ω is of class C2.
We will denote by z = x1 + ix2 and p j = p j,1 + ip j,2 the complex coordinates corresponding to
(x1, x2) ∈ Ω , (p j,1, p j,2) ∈ Ω , and by D = {z ∈R2 | |z| < 1} the open unit disk.
We will often need to use conformal mappings from D to Ω . To avoid any possible ambiguity,
in case Ω itself is the unit disk, we will denote it by B1. In particular, for any ﬁxed p ∈ Ω , we will
denote by f p : D → Ω , any Riemann map which satisﬁes f p(0) = p, and set gp = f −1p :Ω → D to be
its inverse.
For any ﬁxed α > 0, p ∈ Ω and any r > 0 small enough, let GΩ(z, p) ∈ C0(Ω \ Br(p)) be the unique
solution of
{−GΩ(z, p) = δp in Ω,
GΩ(z, p) = 0 on ∂Ω. (1.2)
The continuity assumption ensures that GΩ is uniquely deﬁned by GΩ(z, p) = − 12π log |gp(z)|.
Let G˜Ω denote the regular part of GΩ(z, p), and set z = f p(w). Then, we have
G˜Ω(z, p) = GΩ(z, p)+ 1
2π
log |z − p| = − 1
2π
log
|gp(z)|
|z − p| =
1
2π
log
| f p(w)− f p(0)|
|w| ,
and we deﬁne
γΩ(z) = G˜Ω(z, z) = 1
2π
log
(1− |gp(z)|2)
|g′p(z)| =
1
2π
log
(
1− |w|2)∣∣ f ′p(w)∣∣
to be the corresponding Robin function.
We deﬁne v to be a solution for (1.1) if u := v + 4π∑ j=1,...,m α jGΩ(z, p j) is an H10(Ω), weak
solution for
⎧⎨
⎩−u = λ
V eu∫
Ω
V eu
in Ω,
u = 0 on ∂Ω,
(1.3)
where
V (z) = exp
(
−4π
∑
j=1,...,m
α jGΩ(z, p j)
)
. (1.4)
Two crucial results (Theorems 1.1 and 1.4 below) will be used whose proofs will not be discussed
here. We refer the reader to the remarks following the corresponding statements for further details.
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only one solution uλ for
⎧⎨
⎩−u = λ
hV eu∫
Ω
hV eu
in Ω,
u = 0 on ∂Ω.
(1.5)
In particular (1.5) admits at most one solution for λ = 8π . Moreover, for any λ ∈ (0,8π ] the ﬁrst eigenvalue
of the linearized problem for (1.5) at uλ is strictly positive.
Remark. Theorem 1.1 was proved in [3] in case h ≡ 1. It is straightforward to verify that the same
proof works for any h satisfying the required assumptions as well. We omit the details of this proof
here since it can be worked out by a step-by-step adaptation of the one already provided in [3].
Remark 1. We remark that uniqueness for (1.5) holds for example if Ω admits a ﬁnite number of
conical or cuspidal (non-exponential) points, see [9] and [3] for more details.
Clearly u solves (1.3) if and only if it is a critical point for
Jλ(u) = − 1
2λ
∫
Ω
|∇u|2 + log −
∫
Ω
V eu, u ∈ H10(Ω), (1.6)
where −
∫
Ω = 1|Ω|
∫
Ω
. As a consequence of the Moser–Trudinger inequality [18] we see that Jλ attains
its maximum for any λ ∈ (0,8π). Indeed, Jλ is bounded from above, upper-semicontinuous and co-
ercive for any λ ∈ (0,8π). A subtle problem arises for λ = 8π , since J8π is bounded from above but
not coercive.
Then the existence of solutions for (1.3), or equivalently of maximizers for J8π is not granted. In
the case where no singularities are contained in Ω , that is α j = 0 ∀ j ∈ {1, . . . ,m}, this problem has
been solved in [9].
However the rest of our discussion is more delicate than that in [9] because of the Dirac masses
in (1.1). This issue affects the proofs of our main results in various ways. For example in [9] some
results obtained in [8] were used which cannot be taken for grant in our situation. As a matter of
fact, even the deﬁnitions of the main quantities involved in our analysis have to be carefully studied
to take into account the role of the Dirac masses.
Therefore we provide an ab initio and self-contained discussion of the problem which generalizes
that of the “regular” case α j = 0 ∀ j ∈ {1, . . . ,m}.
Let us deﬁne
Iλ(Ω) = sup
u∈H10(Ω)
Jλ(u), (1.7)
and
Fm(z;q,Ω) = 8π G˜Ω(z,q)+ log
[
V (z)
]
, (1.8)
F˜m(z;Ω) = 4πγΩ(z)+ log
[
V (z)
]
. (1.9)
Our ﬁrst result toward the understanding of the existence/nonexistence problem for λ = 8π is a
generalization of the one obtained in [8] in the “regular” case. Indeed, we have the following
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I8π (Ω) 1+max
Ω
F˜m(·;Ω)+ log |B1||Ω| , (1.10)
and if the strict inequality holds in (1.10), then I8π (Ω) is attained.
Next, as a consequence of Theorem 1.1, we prove the following
Theorem 1.3. Let {uλ} be the family of maximizers for (1.3) for λ ∈ (0,8π). The following properties are
equivalent:
(i) There exists C > 0 such that supλ∈(0,8π) ‖uλ‖∞  C ;
(ii) I8π is attained;
(iii) Problem (1.3) admits a solution for λ = 8π .
Here and in the rest of this paper we will denote by
dτ (z) = |dz ∧ dz|
2
, dτ (w) = |dw ∧ dw|
2
the volume element corresponding to the coordinates z ∈ Ω and w ∈ D respectively.
Then we have
Theorem 1.4. Let logh be harmonic and continuous in Ω . Assume that {uk} is a one-point blow-up sequence
for ⎧⎨
⎩−u = λ
hV eu∫
Ω
hV eu
in Ω,
u = 0 on ∂Ω,
that is, as k → +∞, suppose that {uk} satisﬁes
λk → 8π, λk hV e
uk∫
Ω
hV euk
⇀ 8πδq, (1.11)
weakly in the sense of measures in Ω , for some q ∈ Ω . Put
εk := λk
( ∫
Ω
hV euk
)−1
. (1.12)
Then, as k → +∞, we have εk → 0+ and
λk − 8π = h(q)V (q)εk
( ∫
Ω
H(z,q)
|z − q|4 dτ (z)−
∫
R2\Ω
1
|z − q|4 dτ (z)+ o(1)
)
, (1.13)
where
H(z,q) = h(z)V (z)
h(q)V (q)
exp
(
8π G˜Ω(z,q)− 8πγ (q)
)− 1. (1.14)
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or equivalently, a critical point for F˜m(·;Ω) + log[h]. In particular, by using (1.11) and the mass-
quantization result in [5], we see that q /∈ {p1, . . . , pm}.
Remark. We will not provide the proof of Theorem 1.4 here since it can be worked out by a step-by-
step adaptation of the one already worked out in [9]. Indeed, one has just to use Remark 2 and the
fact that log (h(z)V (z)) is harmonic in Ω \ {p1, . . . , pm}. We refer the reader to [9] for more details
concerning this point.
Let q be any critical point for Fm(·;q,Ω). For each j = 1, . . . ,m, we choose p∗j ∈ D to satisfy
fq
(
p∗j
)= p j . (1.15)
Putting z = fq(w) and f j = f p j , we have
V
(
fq(w)
)= exp(−4π ∑
j=1,...,m
α jGΩ
(
fq(w), fq
(
p∗j
)))= ∏
j=1,...,m
∣∣ f −1j ( fq(w))∣∣2α j .
It is well known that φ : D → D is univalent if and only if it takes the form
φσ,θ (w) = eiθ σ − w
1− σw ,
for some σ ∈ D , and θ ∈ [0,2π). Moreover, observe that fq : D → Ω , f j : D → Ω , fq(p∗j ) = p j ,
f j(0) = p j . Then,
f −1j
(
fq(w)
)= φp∗j ,θ j (w) = eiθ j p
∗
j − w
1− p∗j w
,
for some θ j ∈ [0,2π), and
V
(
fq(w)
)= ∏
j=1,...,m
∣∣ f −1j ( fq(w))∣∣2α j = ∏
j=1,...,m
∣∣∣∣ p
∗
j − w
1− p∗j w
∣∣∣∣
2α j
, (1.16)
where the values {p∗1, . . . , p∗m} are determined implicitly by (1.15).
We also deﬁne
r1 = min
j∈{1,...,m}
∣∣p∗j ∣∣ (1.17)
to be the minimal radius attained by {p∗1, . . . , p∗m}. We observe that, since fq(0) = q, q /∈ {p1, . . . , pm}
and fq is univalent, then
p∗j = 0, ∀ j ∈ {1, . . . ,m}, and then r1 > 0. (1.18)
Set
Φ(w) =
∏
j=1,...,m
( p∗j − w
1− p∗j w
)α j
, (1.19)
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Φ(w) f ′q(w) =
+∞∑
k=0
ckw
k, w ∈ Br1 ,
be the power series expansion for Φ(w) f ′q(w) in Br1 . Since q ∈ Ω is a critical point for Fm(·;q,Ω),
then w = 0 ∈ D is a critical point in the transplanted domain D for Fm(·;0, D). Indeed, we observe
that in the transplanted domain D , the weight function (see also (3.1) and (3.5) below) corresponding
to problem (1.3) reads V ( f (w))| f ′q(w)|2. In particular, since G˜ D(w,0) ≡ 0, we have
∣∣Φ(w) f ′q(w)∣∣2 = exp(Fm(w;0, D)),
and then w = 0 must be a critical point for Φ(w) f ′q(w). We conclude that c1 = 0, so that we can
deﬁne:
S(q) = − 1
r21
|c0|2 +
+∞∑
k=2
|ck|2
k − 1 r
2(k−1)
1 +
1
π
∫
D\Br1
|Φ(w) f ′q(w)|2
|w|4 dτ (w). (1.20)
Clearly, since fq is univalent, and in view of (1.18), we have
c0 =
( ∏
j=1,...,m
∣∣p∗j ∣∣2α j
)∣∣ f ′q(0)∣∣2 = 0. (1.21)
By using Theorem 1.4, we will prove
Theorem 1.5. Let {uk} be a one-point blow-up sequence for (1.3), which then satisﬁes, as k → +∞,
λk → 8π, λk V e
uk∫
Ω
V euk
⇀ 8πδq, (1.22)
weakly in the sense of measures in Ω , for some q ∈ Ω . Put
σk := λk
( ∫
Ω
V euk
)−1
.
Then, as k → +∞, we have σk → 0+ and
λk − 8π = πσk
(
S(q)+ o(1)), (1.23)
with S deﬁned by (1.20).
By using Theorem 1.1 and Theorems 1.4, 1.5, we will prove the main result of this paper. In partic-
ular our result yields the two dimensional version of the sharp existence/nonexistence result obtained
in [13] for elliptic equations with critical exponent in dimension 3. Indeed, we have the following
Theorem 1.6. Let q be a relative maximizer for F˜m(·;Ω), with S(q) 0. Then q is the unique absolute max-
imizer of F˜m(·;Ω) and in particular the set of maximizers {uλ} for Jλ with λ ∈ (0,8π) satisﬁes (1.22) with
concentration point q.
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prove that if q is any critical point for F˜m(·;Ω), with S(q)  0, then q is the unique absolute maxi-
mizer and the conclusion of Theorem 1.6 holds true, in this case as well. The proof can be worked out
by the same argument used to prove Theorem 1.6. We skip it here to avoid technicalities. We remark
that this result has been ﬁrstly obtained in [9] in case α j = 0 ∀ j ∈ {1, . . . ,m}.
As an immediate consequence of Theorem 1.6, we have
Corollary 1.7. Let {uk} be a sequence of solutions which satisﬁes (1.11). If |λk − 8π | = o(1)εk as k → +∞,
where εk has been deﬁned in (1.12), then λk < 8π .
Remark. Corollary 1.7 is false if Ω is a torus, see [12].
For a given α = (α1, . . . ,αm) ⊂ (0,+∞)× · · · × (0,+∞), let us deﬁne
Ωm+ (α) =
{
(p1, . . . , pm)
∣∣ problem (0.1) has a solution}⊂ Ω × · · · ×Ω.
Then, another immediate consequence of Theorem 1.6 is the following,
Corollary 1.8. The set Ωm+ (α) is open.
A subtle and interesting problem to solve is that of the topology of Ωm+ (α). We will investigate
this problem in another paper. Meanwhile, we have the following
Conjecture 1. If Ω is convex then Ωm+ (α) is simply connected.
Conjecture 2. If Ω = B1 , p1 = 0, α2 = · · · = αm and {p2, . . . , pm} is symmetric, then (0.1) has a solution.
As a matter of fact, the analysis of the sign of S(q) as a function of {α j} and {p j}, j ∈ {1, . . . ,m}, is
a delicate problem on its own. Even in the case where Ω take up very simple geometries, a complete
characterization of the existence/nonexistence problem for (0.1) is nontrivial. We illustrate this fact
in Sections 5, 6, 7 by discussing some explicit examples, where we will use various consequences of
Theorem 1.6. Indeed, we have
Theorem 1.9. I8π (Ω) is attained if and only if S(q) > 0 for an absolute maximizer q of F˜m(·;Ω).
As a consequence of Theorems 1.9 and 1.1, we also have
Theorem 1.10. I8π (Ω) is attained if and only if I8π > 1+maxΩ F˜m(·;Ω)+ log |B1||Ω| .
This result is the two dimensional version of the sharp existence/nonexistence result obtained in
[13] for elliptic equations with critical exponent in dimension 3.
Moreover, as an immediate consequence of Theorems 1.6 and 1.9, we have
Corollary 1.11. If F˜m(·;Ω) admits more than one absolute maximizer, then I8π (Ω) is attained.
This paper is organized as follows. In Section 2 we will prove Theorem 1.2 and some results which
will be used in the proofs of Theorems 1.6, 1.9, 1.10. In Section 3 we will prove Theorems 1.5 and 1.6.
In Section 4 we will prove Theorems 1.9, 1.10 and Corollary 1.8. In Sections 5, 6 and 7 we will analyze
some examples by using the results obtained so far.
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Proof of Theorem 1.2. We ﬁrst prove (1.10). Actually, we will prove two more reﬁned results, which
will be used in the proof of Theorems 1.3, 1.6, 1.9, 1.10.
Lemma 2.1. Let q be any critical point for F˜m(·;Ω) in Ω and gq :Ω → D any inverse Riemann map which
satisﬁes gq(q) = 0. Deﬁne
vε(w) = 2 log
(
1+ ε
ε + |w|2
)
, w ∈ D, (2.1)
and
uε(z) = vε
(
gq(z)
)
.
Then, as ε → 0+ , we have
J8π (uε) = 1+ F˜m(q;Ω)+ log |B1||Ω| +
ε
|c0|2 S(q)+ O
(
ε2
)
.
Proof. Clearly, letting fq = g−1q , we have
J8π (uε) = − 1
16π
∫
D
|∇vε|2 + log 1|Ω| + log
( ∫
D
∣∣V ( fq(w))∣∣∣∣ f ′q(w)∣∣2evε
)
.
It is easy to verify that
− 1
16π
∫
D
|∇vε|2 = log
(
ε
1+ ε
)
+ 1
1+ ε .
On the other side, we have
∫
D
∣∣V ( fq(w))∣∣∣∣ f ′q(w)∣∣2evε = I1(ε, r1)+ I2(ε, r1),
where we deﬁne
I1(ε, r1) =
∫
Br1
∣∣V ( fq(w))∣∣∣∣ f ′q(w)∣∣2evε dτ (w),
and
I2(ε, r1) =
∫
D\Br
∣∣V ( fq(w))∣∣∣∣ f ′q(w)∣∣2evε dτ (w).
1
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I2(ε, r1) =
∫
D\Br1
|Φ(w) f ′q(w)|2
|w|4 dτ (w)+ O (ε), as ε → 0
+.
Moreover, since c1 = 0, we have
I1(ε, r1) =
∫
D\Br1
∣∣∣∣∣
+∞∑
k=0
ckw
∣∣∣∣∣
2
evε dτ (w)
= 2π |c0|2
r1∫
0
evερ dρ + 2π
+∞∑
k=2
|ck|2
r1∫
0
ρ2k−3 dρ + O (ε)
= 2π |c0|2
(
(1+ ε)2
2ε
− (1+ ε)
2
2(ε + r21)
)
+ 2π
+∞∑
k=2
|ck|2
2(k − 1) r
2(k−1)
1 + O (ε)
= 2π |c0|2 1
2ε
− 2π |c0|2 1
2r21
+ 2π
+∞∑
k=2
|ck|2
2(k − 1) r
2(k−1)
1 + O (ε),
as ε → 0+ . Thus, we may use the above expansions to conclude that
J8π (uε) = 1+ logε + log 1|Ω| − logε + log
[
π |c0|2 + ε
(
−2π |c0|2 1
2r21
+ 2π
+∞∑
k=2
|ck|2
2(k − 1) r
2(k−1)
1
+
∫
D\Br1
|Φ(w) f ′q(w)|2
|w|4 dτ (w)
)
+ O (ε2)
]
= 1+ log π |c0|
2
|Ω| +
ε
π |c0|2
(
−2π |c0|2 1
2r21
+ 2π
+∞∑
k=2
|ck|2
2(k − 1) r
2(k−1)
1
+
∫
D\Br1
|Φ(w) f ′q(w)|2
|w|4 dτ (w)
)
+ O (ε2)
= 1+ log |c0|2 + log π|Ω| +
1
|c0|2 S(q)ε + O
(
ε2
)
= 1+ F˜m(q;Ω)+ log |B1||Ω| +
1
|c0|2 S(q)ε + O
(
ε2
)
,
where we used the fact that
|c0|2 =
∣∣Φ(0) f ′q(0)∣∣2 = exp(Fm(0;0, D))≡ exp( F˜m(0; D))= exp( F˜m(q;Ω)).
See also (3.5) below for more details concerning the last identity. 
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holds.
To conclude the proof of Theorem 1.2, we will also need the following
Lemma 2.2. Iλ(Ω) is continuous and increasing for λ ∈ (0,8π ].
Proof. Clearly Jλ1 (u) < Jλ2 (u) for any u ∈ H10(Ω) and λ1 < λ2, and then Iλ1  Iλ2 . For any λ0 ∈
(0,8π), and for any sequence λn → λ0, let {un} be a sequence of maximizers, which of course exist
because Iλ is attained in (0,8π). Then,
Iλn = Jλn (un) Jλn (u), ∀u ∈ H10(Ω). (2.2)
Passing to the limit we easily conclude that lim infn→+∞ Iλn  Jλ0 (u), ∀u ∈ H10(Ω), i.e.
lim infn→+∞ Iλn  Iλ0 . On the other side, since {un} is bounded in H10(Ω), we also conclude that
Iλ0  Jλ0(un) = Jλ0(un)− Jλn (un)+ Jλn(un) = o(1)+ Iλn ,
as n → +∞, and we obtain limsupn→+∞ Iλn  Iλ0 . If λn → 8π− , by using (2.2) we conclude once
more that
lim inf
n→+∞ Iλn  I8π ,
and this time we may use the monotonicity of Iλ to obtain
limsup
n→+∞
Iλn  I8π . 
Observe that, for any ρ ∈P(Ω), where
P(Ω) = {ρ ∈ L1(Ω) ∣∣ ρ  0, ρ logρ ∈ L1(Ω), ‖ρ‖L1(Ω) = 1}
the functional,
f ∗λ (ρ, V ,Ω) =
λ
2
∫
Ω
ρGΩ ∗ ρ −
∫
Ω
ρ logρ +
∫
Ω
ρ log
V
|Ω| , (2.3)
is well deﬁned, where GΩ denotes the Green function deﬁned in (1.2) and GΩ ∗ ρ the standard
convolution. By arguing as [7], we also have the following
Lemma 2.3. Let {uk} be a sequence of maximizers for Jλk as λk → 8π− . Assume that {uk} satisﬁes
λk
V euk∫
Ω
V euk
⇀ 8πδq, (2.4)
for some q ∈ Ω . Then, the concentration point q is an absolute maximizer for F˜m(·;Ω) and
limsup
k→+∞
Jλk (uk) 1+ F˜m(q;Ω)+ log
|B1|
|Ω| . (2.5)
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ρk = V e
uk∫
Ω
V euk
and substituting in (2.3), we see that, for any k large enough, we have
Jλk (uk) = f ∗λk (ρk, V ,Ω)
= λk
2
∫
B1(q)
ρkGB1(q) ∗ ρk −
∫
B1(q)
ρk logρk + o(1)+ λk2
∫
B1(q)
ρkG˜Ω ∗ ρk
+
∫
Ω
ρk log
V
|Ω| −
λk
2
∫
B1(q)
ρkG˜ B1(q) ∗ ρk
 sup
ρ∈P(B1)
f ∗λk (ρ,1, B1)+ 4πγΩ(q)+ log V (q)+ log
|B1|
|Ω| + o(1)
= sup
ρ∈P(B1)
f ∗λk (ρ,1, B1)+ F˜m(q;Ω)+ log
|B1|
|Ω| + o(1),
where we have used (2.4) and the fact that∫
B1(q)
ρkG˜ B1(q) ∗ ρk → G˜ B1(q)(q,q) = G˜ B1(0,0) = 0,
as k → +∞. It has been proved in [8] that, for any λ ∈ (0,8π),
sup
ρ∈P(B1)
f ∗λ (ρ,1, B1) = sup
v∈H10(B1)
{
− 1
2λ
∫
B1
|∇v|2 + log −
∫
B1
ev
}
.
Since the maximizers for this variational problem are well known and take up the simple radial
expression (2.1), the same explicit evaluation of Lemma 2.1, shows that
sup
ρ∈P
f ∗λk (ρk,1, B1) → 1+ 4πγB1(0) = 1,
as k → +∞. Thus, (2.5) follows by using this result and the estimate above. In particular we can use
Lemma 2.2 to conclude that
I8π = lim
k→+∞
Iλk  limsup
k→+∞
Jλk (uk) 1+ F˜m(q;Ω)+ log
|B1|
|Ω| . (2.6)
At this point, by using (1.10), we immediately conclude that q is an absolute maximizer for
F˜ (·;Ω). 
We can ﬁnally conclude the proof of Theorem 1.2. By using Lemma 2.2, we see that I8π =
limk→+∞ Iλk , whenever λk → 8π− . Let {uk} be the corresponding sequence of maximizers. We ar-
gue by contradiction, and suppose that the strict inequality holds in (1.10), but I8π is not attained. If
{uk} happens to be uniformly bounded, then a bootstrap argument shows that we may ﬁnd a sub-
sequence which converges in H10(Ω) to a solution u = u8π . As a consequence of Lemma 2.2, we see
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of generality that {uk} is unbounded. The Brezis–Merle theory [6] for Liouville type equations with
singular data [5] then shows that there exists a subsequence which satisﬁes (2.4). Thus, we may ap-
ply Lemma 2.3 and conclude once more that (2.6) holds for some absolute maximizer q. It follows by
(1.10) that indeed the equality sign holds in (1.10), which is the desired contradiction. 
Proof of Theorem 1.3. (i)⇒ (ii) If the maximizers are uniformly bounded, and since solutions to (1.3)
are unique for λ ∈ (0,8π), it is readily seen that they must converge, as λ → 8π− to a solution u8π
for (1.3) with λ = 8π . Lemma 2.2 implies that u8π is a maximizer for J8π . Thus I8π is attained.
(ii)⇒ (iii) If I8π is attained, clearly (1.3) admits a solution.
(iii) ⇒ (i) Assume by contradiction that the maximizers {uλ} where not uniformly bounded. The-
orem 1.1 asserts that the ﬁrst eigenvalue of the linearized problem for (1.3) at u = u8π is strictly
positive. It then follows that the implicit function theorem can be applied and we may ﬁnd a branch
of uniformly bounded solutions {vλ} for any λ−8π < 0 small enough. Thus, for any λ−8π < 0 small
enough, we conclude that ‖uλ‖∞ > ‖vλ‖∞ , which is a contradiction to the uniqueness of solutions
for λ ∈ (0,8π). 
3. Proof of Theorems 1.5–1.6
Proof of Theorem 1.5. Let fq : D → Ω be a Riemann map such that fq(0) = q and set u˜k(w) =
uk( fq(w)). Then {u˜k} satisﬁes
⎧⎨
⎩−u˜ = λ
V ( fq(w))| f ′q(w)|2eu˜∫
D V ( fq(w))| f ′q(w)|2eu˜
in D,
u˜ = 0 on ∂D.
(3.1)
Thus, (1.13) and (1.14) read
λk − 8π = V
(
fq(0)
)∣∣ f ′q(0)∣∣2σ˜k
( ∫
D
H˜(w)
|w|4 dτ (w)−
∫
R2\D
1
|w|4 dτ (w)+ o(1)
)
,
H˜(w) = V ( fq(w))| f
′
q(w)|2
V ( fq(0))| f ′q(0)|2 − 1,
where V ( fq(·)) satisﬁes (1.16). Clearly σ˜k = σk . Thus,
λk − 8π = σk
[ ∫
D
V ( fq(w))| f ′q(w)|2 − V ( fq(0))| f ′q(0)|2
|w|4 dτ (w)
−
∫
R2\D
V ( fq(0))| f ′q(0)|2
|w|4 dτ (w)+ o(1)
]
= σk
[ ∫
D
|Φ(w) f ′q(w)|2 − |Φ(0) f ′q(0)|2
|w|4 dτ (w)−
∣∣Φ(0) f ′q(0)∣∣2
∫
R2\D
1
|w|4 dτ (w)
]
= σk
[
I1(r1)+ I2(r1)+π
(
1− 1
r2
)
|c0|2 −π |c0|2
]
,1
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I1(r1) =
∫
Br1
|Φ(w) f ′q(w)|2 − |Φ(0) f ′q(0)|2
|w|4 dτ (w),
and
I2(r1) =
∫
D\Br1
|Φ(w) f ′q(w)|2
|w|4 dτ (w).
It is not diﬃcult to verify that
I1(r1) = 2π
r1∫
0
+∞∑
k=2
|ck|2r2k−3 dr = 2π
+∞∑
k=2
|ck|2
2(k − 1) r
2(k−1)
1 .
The conclusion follows collecting together the above expansions. 
Proof of Theorem 1.6. Let q be a relative maximizer for F˜m(·;Ω), with S(q) 0. We divide the proof
in three steps.
Step 1. If S(q) < 0 and if q is a strict maximum for F˜m(·;Ω), then q is an absolute maximizer and the
maximizers {uλ} for Jλ with λ ∈ (0,8π) satisfy (1.22) with concentration point q as λ → 8π− .
Since the maximum is strict, then it is non-degenerate according to the deﬁnitions in [14] and [15].
Then, there exists a sequence of 1-point blow-up solutions for (1.3), satisfying (1.22) with concen-
tration point q. If S(q) < 0, Theorem 1.5 implies that λk < 8π for any k large enough. By using
Theorem 1.1, we conclude that {uk} coincides with a subset of the maximizer’s set {uλ} for Jλ with
λ ∈ (0,8π). Thus, the implications (i) ⇔ (iii) of Theorem 1.3 and the Brezis–Merle theory readily im-
ply that {uλ} must satisfy (1.22) at point q as λ → 8π− . Moreover q is an absolute maximizer by
Lemma 2.3.
Step 2. If S(q) 0, then q is an absolute maximizer of F˜m(·;Ω) and the maximizers {uλ} for Jλ with
λ ∈ (0,8π) satisfy (1.22) with concentration point q as λ → 8π− .
We have the following
Lemma 3.1. Let q be a relative maximum point for F˜m(·;Ω), with S(q) 0. For any η ∈ (0,1) deﬁne f (η)q (·) =
fq(η·), Ωη = f (η)q (D), and Φ(η)(·) = Φ(η·).
For any 1− η > 0 small enough, we have
q ∈ Ωη, {p1, . . . , pm} ⊂ Ωη,
{
p∗1
η
, . . . ,
p∗m
η
}
⊂ D, (3.2)
and there exists a sequence of solutions {u˜(η)n } for⎧⎪⎨
⎪⎩
−u˜ = λ |Φ
(η)(w)( f (η)q (w))
′|2eu˜∫
Ω
|Φ(η)(w)( f (η)q (w))′|2eu˜
in D,
(3.3)u˜ = 0 on ∂D,
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λn → 8π−, λn |Φ
(η)(w)( f (η)q (w))
′|2eu˜n∫
Ω
|Φ(η)(w)( f (η)q (w))′|2eu˜n
⇀ 8πδ0. (3.4)
Proof. Since Ωη = f (η)q (D), Ωη → Ω and f (η)q → fq , as η → 1− , it is clear that (3.2) holds for any
1− η small enough.
Clearly q is a relative maximum point for F˜m(·;Ω) if and only if w = 0 is a relative maximum
point for
F˜m
(
fq(w);Ω
)= log[(1− |w|2)2V ( fq(w))∣∣ f ′q(w)∣∣2]≡ F˜m(w; D) = 4πγD(w)+ log V˜ (w);
V˜ (w) = V ( fq(w))∣∣ f ′q(w)∣∣2 = ∣∣Φ(w) f ′q(w)∣∣2. (3.5)
Of course, this is equivalent to the fact that w = 0 is a relative maximum point for (1 −
|w|2)2|Φ(w) f ′q(w)|2.
We are going to prove that w = 0 is a strict maximum point for F˜ (η)m (w; D) = 4πγD(w) +
log |Φ(η)(w)( f (η)q )′(w)|2.
Let {ak} and {bk} be the coeﬃcients of the series expansions for fq and Φ in D and Br1 respec-
tively. We can assume without loss of generality that
c0 = b0a1 = Φ(0) f ′q(0) > 0.
Then, using the fact that c1 = 0, it is easy to verify that
(
1− |w|2)2∣∣Φ(w) f ′q(w)∣∣2 = |c0|2 + c02Re[c2w2]− 2|c0|2|w|2 + O (|w|3)
= |c0|2 + 2c0〈w, Aw〉 + O
(|w|3),
where, setting w = w1 + iw2, we denote by w the vector (w1,w2), by 〈·,·〉 the standard scalar
product and, setting c2 = ξ1 + iξ2, we deﬁne A = A({ck}) to be the 2× 2 matrix whose entries are
a11 = ξ1 − c0, a12 = −ξ2 = a21, a22 = −ξ1 − c0.
As far as we are concerned with the analysis of the deﬁniteness of A, we can assume without loss
of generality that ξ1  0. Since w = 0 is a maximum point, then, only one of the following situations
may occur.
Either
(A1) det A > 0 and a11 < 0, a22 < 0, or
(A2) det A = 0, and a11 < 0, a22 < 0, or
(A3) det A = 0, and at least one of a11 and a22 is zero.
Indeed, it is readily seen that any other case would imply that w = 0 cannot be a local maximum
point. Letting {ck(η)} be the coeﬃcients of the power series relative to |Φ(η)(w)( f (η)q (w))′|2, and
since
ck =
k∑
(n + 1)an+1bk−n,
n=0
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ck(η) = ηk+1ck.
Thus, in particular c1(η) = 0, because c1 = 0. We are going to prove that for any η ∈ (0,1), then
Aη = A({ck(η)}) is deﬁnite negative, i.e. that w = 0 is a strict maximum point for F˜ (η)m (w; D). It is
enough to set up the worst case, that is (A3). In this case, observe that
det Aη = η2c20 − η6
(
ξ21 + ξ22
)
> η2
[
c20 −
(
ξ21 + ξ22
)]= 0.
Moreover, since c0 > 0 and ξ1  0, we can exclude the case where c0 = −ξ1. Then c0 = ξ1, and we
conclude that ξ1 > 0 and
−η2+1ξ1 − ηc0 < η2+1ξ1 − ηc0 = η
(
η2ξ1 − c0
)
< η(ξ1 − c0) = 0.
Then, det Aη > 0 and a11(η) < 0, i.e. w = 0 is a strict maximum point for any η ∈ (0,1).
Thus, since w = 0 is a strict maximum point for F˜ (η)m (w; D), we can apply the results in [14] and
[15] to conclude that for any such η, there exists a sequence of solutions for (3.3) which blows up as
in (3.4).
We are left to prove that λn → 8π− .
First of all, we need to apply Theorem 1.4 to problem (3.3) on Ω = B1. To this end, we just need
to verify that |Φ(η)(w)( f (η)q (w))′|2 takes the form hV for some logh harmonic and continuous in B1
and V taking the form (1.4) for a suitable set of m point singularities in B1. Indeed, by using (1.15),
(1.19) and (3.2), we have
∣∣Φ(η)(w)( f (η)q (w))′∣∣2 =
∣∣∣∣ ∏
j=1,...,m
( p∗j − ηw
1− ηp∗j w
)α j ∣∣∣∣
2∣∣( f (η)q (w))′∣∣2 (3.6)
=
∣∣∣∣ ∏
j=1,...,m
( p∗j
η − w
1− p
∗
j
η w
)α j ∣∣∣∣
2∣∣∣∣ ∏
j=1,...,m
(η(1− p∗jη w)
1− ηp∗j w
)α j ∣∣∣∣
2∣∣( f (η)q (w))′∣∣2
=
[
exp
(
−4π
∑
j=1,...,m
α jGB1
(
w,
p∗j
η
))]
h(w) (3.7)
where log(h(w)) = log |( f (η)q (w))′
∏
j=1,...,m(
η(1− p
∗
j
η w)
1−ηp∗j w
)α j |2 is easily seen to satisfy the required as-
sumptions. Thus, we may apply Theorem 1.4 to problem (3.3) on Ω = B1. In particular, since the base
domain is B1 ≡ D and the blow-up point is w = 0, by arguing as in the proof of Theorem 1.5, we
verify that (1.23) holds true for λn − 8π , that is, λn − 8π has the same sign of S = Sη(0), where
Sη(0) = −η
2
r21
|c0|2 +
+∞∑
k=2
η2(k+1)|ck|2
k − 1 r
2(k−1)
1 +
∫
D\Bηr1
|Φ(ηw) f ′(ηw)|2
|w|4 dτ (w)
= η2
[
− 1
r21
|c0|2 +
+∞∑
k=2
η2k|ck|2
k − 1 r
2(k−1)
1 +
∫
D\Bηr
|Φ(ηw) f ′(ηw)|2
|ηw|4 dτ (ηw)
]
1
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[
− 1
r21
|c0|2 +
+∞∑
k=2
|ck|2
k − 1 r
2(k−1)
1 +
∫
Bη\Br1
|Φ(w) f ′(w)|2
|w|4 dτ (w)
]
< η2S(q) 0.
Thus, λn < 8π for any n large enough. 
By using Lemma 3.1 we can conclude the proof of Step 2.
We argue by contradiction and suppose that there is no blowing up sequences of solutions for
(1.3) as λ → 8π− blowing up at q. The uniqueness result for (1.3), the Brezis–Merle theory and the
implications (i) ⇔ (ii) of Theorem 1.3 then show that the set of maximizers {uλ} for λ ∈ (0,8π), that
is the unique solutions for (1.3), must satisfy either one of the following alternatives:
(B-1) ‖uλ‖∞  C for any λ ∈ (0,8π),
(B-2) {uλ} blows up at q0 = q as λ → 8π− .
We ﬁrst discuss case (B-1).
If (B-1) holds true, then, in view of the implications (i) ⇔ (iii) of Theorem 1.3, we may assume as
well that (1.3) admits a solution u8π for λ = 8π . Set C8π = ‖u8π‖∞ . Observe that, for any 1−η small
enough, and if {u˜(η)n } denotes the sequence given by Lemma 3.1, then, using (3.6) and (3.7), we see
that un(z) = u˜(η)n (g(η)q (z)) satisﬁes
⎧⎨
⎩−un = λn
hηVηeun∫
Ω
hηVηeun
inΩη,
un = 0 on ∂Ωη,
(3.8)
where
Vη(z) = exp
(
−4π
∑
j=1,...,m
α jGη(z, p j)
)
, (3.9)
hη(z) → 1, uniformly as η → 1−, (3.10)
and Gη(·, p) denotes the Green function on Ωη . Clearly loghη is harmonic in Ωη and continuous in
Ωη uniformly with respect to η, as η → 1− . In particular, {un} satisﬁes (1.22) on Ωη with concen-
tration point q as λn → 8π− and Sη(q) < 0 (see the ﬁnal part of the proof of Lemma 3.1). Thus,
setting ηk → 1− as k → +∞, and by arguing as in Step 1, we see that for any ﬁxed k ∈ N, the set
of maximizers {uk(·, λ)} for λ ∈ (0,8π), blows up as λ → 8π− with concentration point q, and that
q is an absolute maximizer for F˜m(·;Ωηk ). Observe that uk = uk(z, λ) depends smoothly on λ. This is
due to the fact that the ﬁrst eigenvalue of the linearized operator for (3.8) is strictly positive, and the
solution is unique, see Theorem 1.1. For any large constant C > 2C8π , and for any k ∈ N, there exists
λk ∈ (0,8π) such that
sup
Ω
uk(z, λk) = C, (3.11)
and
sup
B2δ(q)
uk(z, λk) = C > 2 sup
Ω\Bδ(q)
uk(z, λk), (3.12)
where δ is any small positive number such that 8δ < dist(q, p), for any other critical point p of
F˜m(·;Ω). Thus, we may extract a subsequence of uk(·, λ), which, in view of (3.9) and (3.10), con-
verges uniformly to a solution u(z, λ(C)) of (1.3), where λ(C) = limk→+∞ λk  8π . Since (1.3) admits
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essarily. Thus, putting C = j and letting j → +∞, as a consequence of (3.12), we have a sequence of
blow-up solutions for (1.3) with concentration point q, as λ j → 8π− . This is the desired contradiction
in case (B-1) holds true.
In case (B-2) holds true, we repeat this argument to obtain a sequence of solutions uk(·, λ) for (3.8)
which satisﬁes (3.11). Thus, we may extract a subsequence of uk(·, λ), which converges uniformly
to a solution u(z, λ(C)) of (1.3), where λ(C) = limk→+∞ λk  8π . This time we observe that, since
(B-2) holds true, then the implication (i) ⇔ (iii) of Theorem 1.3 implies that (1.3) does not admit any
solution for λ = 8π . Thus λ(C) < 8π and we may argue as above to conclude that a sequence of
blow-up solutions for (1.3) with concentration point q, as λ j → 8π− exists, in this case as well. This
is the desired contradiction.
Thus, the conclusion of Step 2 follows by using Lemma 2.3 once more.
Step 3. By using Step 2, we conclude that if S(q) 0, then q is an absolute maximizer of F˜m(·;Ω) and
the maximizers {uλ} for Jλ with λ ∈ (0,8π) satisfy (1.22) with concentration point q as λ → 8π− .
We argue by contradiction and assume that there exists another absolute maximizer for F˜m(·;Ω), say
q0 = q. If S(q0) 0, then we may apply Step 2 and come up with another sequence of solutions, say
{u(0)k } blowing up at q0 as λk → 8π− . Since {uλk } and {u(0)k } satisfy (1.22) with concentration points
q and q0 respectively, then we would have at least two distinct solutions for (1.3) for some λk < 8π ,
which is a contradiction to Theorem 1.1.
On the other side, if S(q0) > 0, then Lemma 2.1 shows that I8π > 1+maxΩ F˜m(q;Ω)+ log |B1||Ω| , and
then Theorem 1.2 implies that I8π is attained. Thus, the implications (i) ⇔ (ii) of Theorem 1.3 imply
that the maximizers {uλ} for Jλ with λ ∈ (0,8π) must be uniformly bounded, which is of course a
contradiction. 
4. Proofs of Theorems 1.9, 1.10 and of Corollary 1.8
Proof of Corollary 1.8. We argue by contradiction and assume that for some given m  1 and α =
(α1, . . . ,αm) the set Ωm+ (α) is not open. Then, there exist (p1, . . . , pm) such that I8π is attained
and a sequence (p(n)1 , . . . , p
(n)
m ) such that (p
(n)
1 , . . . , p
(n)
m ) → (p1, . . . , pm) as n → +∞ and I(n)8π is not
attained for any n ∈ N. Then, by using Theorem 1.6, we see that for any n ∈ N there exists only one
absolute maximizer for F˜ (n)m (·;Ω), which we will denote by qn . We may ﬁx compact subsets K ⊂
K1  {Ω \ {p1, . . . , pm}} with the property that {qn} ⊂ K and {p(n)1 , . . . , p(n)m } ⊂ {Ω \ K1} for any n ∈N.
Clearly F˜ (n)m (z;Ω) depends smoothly on (p(n)1 , . . . , p(n)m ) for z ∈ K . In particular qn is continuous as a
function of (p(n)1 , . . . , p
(n)
m ). Since, by using Theorem 1.6, we have S(qn) 0, and since S is continuous
as a function of q, we conclude that S(q)  0, for some absolute maximizer satisfying qn → q. Thus
Theorem 1.6 implies that q is unique and I8π is not attained, which is of course a contradiction. 
Proof of Theorem 1.9. It follows by Lemma 2.1 that if S(q) > 0 for some absolute maximizer of
F˜m(·;Ω), then I8π > 1+maxΩ F˜m(·;Ω)+ log |B1||Ω| . It then follows by Theorem 1.2 that I8π is attained.
To prove the opposite implication, we argue by contradiction and suppose that I8π is attained and
S(q) 0 for all absolute maximums of F˜m(·;Ω). Then, by using Theorem 1.6, we see that there exists
only one absolute maximizer, say q0, and the maximizers {uλ}, λ ∈ (0,8π), blow up at q0. It follows
by the implications (i)⇔ (ii) of Theorem 1.3 that I8π cannot be attained. 
Proof of Theorem 1.10. If I8π (Ω) > 1+maxΩ F˜m(·;Ω)+ log |B1||Ω| , then I8π is attained by Theorem 1.2.
On the other side, Theorem 1.9 asserts that (ii) of Theorem 1.3 (that is, I8π is attained) is equivalent
to S(q) > 0 for an absolute maximizer q of Fm . It follows immediately by Lemma 2.1 that I8π (Ω) >
1+maxΩ F˜m(·;Ω)+ log |B1||Ω| . 
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In this section we discuss the case where Ω = B1 and m = 1 and set α = α1 and p = p1.
The case p = 0 has been already discussed in [4], where it has been proved by other methods that
solutions for (1.3) blowing up as λ → 8π , must obey to λ > 8π for any λ − 8π small enough. This
is of course what we expect, since (1.3) admits in this case an explicit branch of radial solutions for
any λ ∈ (0,8π(1+α)) for any α > 0, and then Theorem 1.3 implies indeed that λ > 8π for one-point
blow-up solutions.
In particular we have a third proof of this fact in this particular case. It is provided by Corol-
lary 1.11, since it is trivial to verify that F˜1 admits a full inner circle as set of absolute maximizers.
Thus, let us restrict our attention to the case where p = 0. We have the following
Theorem 5.1. For any p ∈ B1 \ {0}, there exist 0 < α−  α+ < +∞ such that if α  α− then I8π is not
attained while if α > α+ then I8π is attained.
Proof. By using the rotation invariance of the problem, let us assume that
p = ξ, ξ ∈ (0,1).
A straightforward evaluation shows that, for any α > 0, the critical points q = qx + iqy of F˜1, which
in this case reads (see (1.9))
F˜1(z; B1) = 2 log
(
1− |z|2)+ 2α log∣∣∣∣ z − ξ1− zξ
∣∣∣∣,
are solutions of
qy = 0, P (qx) = 0,
where P (qx) = 2ξq3x − (2(1+ ξ2)+α(1− ξ2))q2x + 2ξqx +α(1− ξ2). Since P (1) = −2(1− ξ)2, then P
clearly admits at least one zero in (1,+∞), and since F˜1(x; B1) has at least one absolute maximum
in each interval (−1, ξ) and (ξ,1), we conclude that F˜1(z; B1) admits only two critical points in B1,
that is
q− = q−(ξ,α) ∈ (−1, ξ), q+ = q+(ξ,α) ∈ (ξ,1).
We observe however that P (−1) = −2(1 + ξ)2, P (0) = α(1 − ξ2), P (ξ) = α(1 − ξ2)2 < P (0) and
P (1) = −2(1 − ξ)2. Since P is of degree 3 and admits already one root in (ξ,1) and one root in
(1,+∞), we conclude that
q− ∈ (−1,0).
At this point we may check that for any α > 0,
F˜1(q−) > F˜1(q+), ∀ξ ∈ (0,1).
Using
φξ (z) = z − ξ
1− zξ , z ∈ B1,
we see that φ−1ξ maps the family of disks of radius {Bρ}ρ∈(0,1) conformally onto a family of balls
{BR(z)}, where R = R(ξ,ρ) ∈ (0,1) is strictly increasing from 0+ to 1− and z = z(ξ,ρ), z(ξ,ρ) ∈
D. Bartolucci, C.S. Lin / J. Differential Equations 252 (2012) 4115–4137 4133(0, ξ), is strictly decreasing from ξ+ to 0+ as ρ increases from 0+ to 1− . In particular, BR1 (z1) ⊂
BR2 (z2) whenever Ri = R(ξ,ρi) and zi = z(ξ,ρi) with ρ2 > ρ1. Let R± and z± satisfy q± ∈ ∂BR± (z±).
Clearly |φξ (q−)| > |φξ (q+)|, if and only if BR+ (z+) ⊂ BR− (z−). We observe at this point that for any
small α, F˜1 is close to F˜0(z; B1) := 4πγ (z) in C2 norm on any compact subset of B1\{ξ}. In particular,
since P (0) → 0 and P (ξ) → 0, as α → 0+ , we conclude that q− → 0− and q+ → ξ+ as α → 0+ .
Indeed, by using the implicit function theorem, it is easy to prove that q− is decreasing and q+ is
increasing with α. For later use, we remark that we may also conclude easily that q− → (−1)+ , as
α → +∞. Thus, we may choose α small enough to guarantee that BR+ (z+) ⊂ BR− (z−) and |q−| <|q+|, so that, in particular,
F˜1(q−) = 2 log
(
1− |q−|2
)+ 2α log∣∣φξ (q−)∣∣> F˜1(q+).
Then q− is the unique absolute maximizer for F˜1 and α small enough. Let us apply Theorem 1.9 and
work directly in the base domain by using (1.23),
S(q) = − 1
r21
|c0|2 +
+∞∑
k=2
|ck|2
k − 1 r
2(k−1)
1 +
1
π
∫
D\Br1
|Φ(w) f ′(w)|2
|w|4 dτ (w),
where
f (w) = q− − w
1− q−w , f
′(w) = |q−|
2 − 1
(1− q−w)2 , Φ(w) =
(
p∗ − w
1− p∗w
)α
,
p∗ = q− − ξ
1− q−ξ , r1 =
∣∣p∗∣∣.
Observe that, as α → 0+ , we have
q− → 0−, p∗ → (−ξ)−, r1 → ξ,
and
f ′(w) → −1, Φ(w) → 1, uniformly in D \ Br, for any r > ξ.
Then, we have
1
π
∫
D\Br1
|Φ(w) f ′(w)|2
|w|4 dτ (w) →
1
ξ2
− 1, as α → 0+.
Moreover, since the {ck} are nothing but the coeﬃcients of the Cauchy product series for Φ f ′ in Br1 ,
it is readily seen that
− 1
r21
|c0|2 +
+∞∑
k=2
|ck|2
k − 1 r
2(k−1)
1 → −
1
ξ2
, as α → 0+,
and then,
S
(
q−(ξ,α)
)→ −1, as α → 0+.
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not attained.
Next, we will prove that there exists α+ = α+(ξ) such that for any α > α+ , I8π is attained. To
obtain this result, we will use Theorem 1.10. Let us deﬁne
I˜(α) = I8π (B1)−
[
1+max
B1
F˜1(·; B1)
]
.
Clearly we have
I˜(α) > J8π (0)−
[
1+max
B1
F˜1(·; B1)
]
 log
(
−
∫
B1
∣∣φξ (z)∣∣2α dτ (z)
)
− 1− 2 log(1− |q−|2)− 2α log∣∣φξ (q−)∣∣.
Observe that, since q− ∈ ∂BR− (z−), z− ∈ (0, ξ) and q− ∈ (−1,0), then, for any α, the sector
C(q−) =
{
|z| ∈ (|q−|,1), arg z ∈
(
3
4
π,
5
4
π
)}
satisﬁes C(q−) ⊂ B1 \ BR− (z−). On the other side, by the deﬁnition of BR− (z−), we conclude that|φξ (z)| > |φξ (q−)| for any z ∈ B1 \ BR− (z−). Thus,
log
(
−
∫
B1
∣∣φξ (z)∣∣2α dτ (z)
)
− 2α log∣∣φξ (q−)∣∣> − log |B1| + log
(
π
4
(
1− |q−|2
))
,
and in particular,
I˜(α) > −1− log4− log(1− |q−|2)> 0,
whenever |q−| > 1− 14e . Since, as already remarked above, q− → (−1)+ monotonically as α increases
from 0+ to +∞, we conclude that there exists α+(ξ) such that for any α > α+(ξ), I˜(α) > 0. Then,
the deﬁnition of I˜(α) and Theorem 1.10 together imply that (1.3) admits a solution for λ = 8π for any
such α. 
6. The case whereΩ is symmetric andm= 1
We consider the case where Ω is symmetric with respect to the x1 and x2 axes with m = 1 one
singularity p = p1 ∈ Ω , α = α1. Of course, since Ω is simply connected, we have 0 ∈ Ω . Then we
have
Theorem 6.1. If p = 0, then I8π is attained for any α > 0.
Remark. In particular it is not true that for α small I8π is attained if and only if it is attained for
the problem with α = 0. Indeed, in case Ω = B1 with no singularities, it is well known that I8π is
not attained. We also point out that, in view of Remark 1, this result holds true for example on any
regular N-polygon with N ∈N even.
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we see that if a Riemann map is normalized in such a way that g(q) = 0 and arg[g′(q)] > 0, for some
real q ∈ Ω , we have g(w) = g(w). Thus, according to our notations, let us set g = gq . In view of the
symmetry with respect to the x2 axis, by taking q = 0 and by using this result after a rotation, we
conclude that gq is symmetric with respect to the x1 and x2 axes. In particular, it follows that γΩ(z)
and GΩ(z,0) are symmetric with respect to the x1 and x2 axes. At this point, let us set p = 0, so that
F˜1(z;Ω) = 4πγΩ(z)− 4παGΩ(z,0).
Clearly F˜1 is symmetric with respect to the x1 and x2 axes. Since F˜1(z;Ω) → −∞ as z → 0 and
z → ∂Ω , it admits at least one interior absolute maximizer, which we denote by qα ∈ Ω \ {0}. Clearly,
if either qα ∈ {x1 = 0} or qα ∈ {x2 = 0} then F˜1 admits at least two absolute maximizers. If qα /∈
{x1 = 0} ∪ {x2 = 0} then F˜1 admits at least four absolute maximizers. In any case, as a consequence of
Corollary 1.11, I8π is attained for any α > 0. 
7. The case whereΩ = B1 andm= 2
We consider the case Ω = B1 with m = 2 symmetric singularities p = p1 = −p2 and α = α1 = α2.
In this situation we obtain
Theorem 7.1. For any p ∈ B1 \ {0}, there exists α > 0 such that I8π is attained for any α > α.
Proof. Without loss of generality let p1 = (0, ξ) for some ξ ∈ (0,1). Then
F˜2(z; B1) = 2 log
(
1− |z|2)+ 2α log∣∣∣∣ z − ξ1− zξ
∣∣∣∣+ 2α log
∣∣∣∣ z + ξ1+ zξ
∣∣∣∣.
Clearly F˜2 is symmetric with respect to the x1 and x2 axes. As a consequence, by arguing as in
Section 6, we may use Corollary 1.11 and conclude that I8π is attained whenever z = 0 does not
happen to be the unique absolute maximizer for F˜2. Thus, our next aim will be to prove that there
exists α = α(ξ) > 0 such that
F˜2(0; B1) < F˜2
(
iξ2; B1
)
, (7.1)
for any α > α. Indeed, observe that (7.1) is equivalent to
2 log |ξ |2α < 2 log
[(
1− |ξ |2)( 2ξ2
1+ ξ4
)α]
,
that is
(
1+ ξ4
2
)α
<
(
1− |ξ |2). (7.2)
Elementary considerations show that there exists a unique ξ = ξ(α) ∈ (0,1) such that
(
1+ ξ4
2
)α
= (1− |ξ |2),
and that (7.2) is satisﬁed for any ξ < ξ . In particular we can verify immediately that ξ(α) is increasing.
Since ( 1+ξ
4
2 )
α → 0 pointwise for ξ ∈ [0,1) as α → +∞, then ξ → 1− as α → +∞. Thus, for any
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z = 0 cannot be a maximizer for F˜2. In particular F˜2 admits at least two maximizers and then I8π is
attained for any α > α. 
We conclude this series of examples with a result concerning the case where Ω is any bounded
and simply connected domain with a ﬁnite number of conical type points (see [9] for more details),
with m  1 singularities {p1, . . . , pm} and α = (α1, . . . ,αm). Let Γ denote the set of absolute maxi-
mizers for γΩ and assume that {p1, . . . , pm} ∩ Γ = ∅. For any q ∈ Γ , let S0(q) be the quantity (1.20)
corresponding to the “regular” case α = 0. We refer to [9] for more details concerning this point.
Theorem 7.2. Suppose that S0(q) = 0 for at least one q ∈ Γ . Then, for any |α| small enough, I8π is attained if
and only if it is attained for α = 0.
Proof. We ﬁrst claim that there exists a compact subset K  {Ω \ {p1, . . . , pm}} with the property
that any absolute maximizer for F˜m(z;Ω), which we denote by qα , satisﬁes {qα} ⊂ K as |α| → 0.
We argue by contradiction and suppose that there exists a sequence αn → 0, such that there exists
a sequence of maximizers {qαn } for F˜ (n)m (z;Ω) such that qαn converges to one of the p j ’s as |αn| → 0.
We may assume without loss of generality that qαn → p1 as |αn| → 0. Let Vn = V (αn, z) be the
weight deﬁned by (1.4). Since Vn  1 for any z ∈ Ω , and since qαn is a maximizer, for any n ∈ N we
have
4πγΩ(z)+ log
[
Vn(z)
]= F˜ (n)m (z;Ω) F˜ (n)m (qαn ;Ω) 4πγΩ(qαn ), ∀z ∈ Ω.
In particular we conclude that for any n ∈N and for any ﬁxed q ∈ Γ , we have
4πγΩ(q)+ log
[
Vn(q)
]
 4πγΩ(qαn ).
As n → +∞ we conclude that
4πγΩ(q) 4πγΩ(p1),
which is the desired contradiction.
At this point we observe that the same argument shows that there exists at least one maximizer
qα such that qα → q ∈ Γ as |α| → 0. Then we see that S(qα) → S0(q) because S is continuous as
a function of qα as far as {qα} ⊂ K . We claim that S0(q) = 0. Indeed, if S0(q) = 0, then a result in
[9] asserts that q is the unique maximizer for γΩ . This is a contradiction to our assumption that
S0(q) = 0 for at least one absolute maximizer of γΩ . Thus S0(q) = 0, and we conclude that for any
small |α|, I8π is attained if and only if it is attained for α = 0. This is because S0 plays the same role
(see [9]) for the “regular” problem that S plays in the singular one. 
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