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I. INTRODUCTION

F
AULT diagnosis is used to detect faults that occur in a system, but also pinpoint what part of the system that is faulty. There are data-driven diagnostic approaches available as well as model-based approaches.
In model-based diagnosis, a model of the system to be monitored is used to compute residuals to detect inconsistencies between the model and system measurements to detect when faults occur [21] . A general model-based design of diagnosis systems is based on a set of residual generators where different residual generators are sensitive to, i.e., they should respond to, different sets of faults that can occur in the system (see [28] , [41] ). Based on the residuals that have triggered, a fault isolation algorithm [8] computes a set of diagnosis candidates, or fault hypotheses, that can explain the triggered residuals. There are efficient methods based on the so-called structural analysis, described in, for example, [1] , [24] , [25] , [35] , and [40] , to find sets of residual generators to ideally achieve a high degree of fault isolability. However, these methods only consider which faults each residual generator is sensitive to, in the ideal case. Therefore, the signal-to-noise ratio in the residuals is not taken into consideration in the diagnosis system design process. Fig. 1 shows a set of residuals, computed from a set of model-based residual generators, where the presence of an intermittent fault is highlighted. All residuals in Fig. 1 are ideally sensitive to the fault, but it is clear that only a few of the residuals significantly deviate from their nominal behavior presented in the nonshaded areas. Residual selection considers the problem of finding residual generators that fulfill some given fault detection and isolation performance requirements that should be achieved by a diagnosis system. Fig. 1 motivates why it is important to include the quantitative residual performance when formulating the residual selection problem.
To reduce complexity of the diagnostic system, it is preferred to use as small set of residual generators as possible fulfilling the performance requirements. Different search algorithms finding such sets have been proposed, for example, binary integer linear programming [31] and different greedy search algorithms [22] , [33] , [43] . However, in these papers, it is assumed that fault detection performance is equal for all residual generator candidates. With respect to previous works, the proposed residual selection algorithm takes quantitative residual performance into consideration.
On the other hand, data-driven methods use measurement data to model how the model accuracy and measurement noise affect the diagnostic performance [7] , [37] . There are several previous works proposing data-driven classifiers for fault diagnosis (see [17] , [47] ). One advantage of data-driven fault diagnosis methods is that they can be applied in systems where models are not available [49] , [50] . However, the performance of data-driven classifiers depends on training data. It is often difficult and time consuming to collect a sufficient amount of faulty data to represent each fault mode. Thus, training data are often limited and not always representative of the possible fault realizations that could occur in the system [38] . In this case, a data-driven classifier trained on these data is not expected to achieve reliable fault detection and isolation performance [44] .
Given a system model, it is possible to construct residual generators with different fault sensitivity properties meaning that different residual generators will be sensitive to different sets of faults. There are multiple methods to design residual generators, for example, Kalman filters [16] and particle filters [48] , [51] . Using computer-aided tools, such as [15] , it is possible to automatically generate residual generators as executable code in, for example, C or MATLAB. Note that the number of residual generators can be significantly larger compared with the set of sensors in the system [24] . Thus, as illustrated in Fig. 1 , residual selection is an important step in the diagnosis system design process where the detection performance of the different residual generators must be taken into consideration, for example, from faulty data.
Even though training data are not representative of all possible realizations of each fault, it is possible to achieve a diagnosis system that can isolate a fault by utilizing the structural information of the different model-based residual generators. In machine learning, a related problem to residual selection is referred to as feature selection [18] . Feature selection is an important topic when designing data-driven models to reduce complexity and the risk of overfitting. Using datadriven feature selection to select a suitable set of model-based residual generators should take advantage of both model-based and data-driven approaches to maximize fault detection and isolation performance.
A. Main Idea and Contributions
The main idea in this paper is to combine machine learning and model-based methods for residual selection in uncertain systems where model uncertainties and measurement noise cannot be neglected. It is assumed that there exists a model that is used for residual generation, as well as measurement data collected from nominal and faulty system behavior. For example, model information is used to find sets of residual generators that ideally are sensitive to specific faults, but not sensitive to other faults in order to achieve fault isolability properties. A data-driven approach is then used to select residual sets for detecting and isolating different faults, based on the model analysis as well as training data.
The residuals are postprocessed to form test quantities. Traditionally, the test quantities are based on selecting the, in some sense, single best residual generators found in the structural analysis. Here, the correlation between different residual generators is considered when designing the diagnostic system to improve detection performance without necessarily adding more residual generators to the diagnostic system.
The proposed diagnostic method is illustrated by designing a diagnosis system to monitor the air path through an internal combustion engine. Real measurement data have been collected from an engine test bench, including data with injected faults. The residual selection approach is described and demonstrated by applying it to the engine system. The results from the case study show that the proposed method works well for a system with significant model uncertainties and is able to identify sets of residuals that give good fault detection and isolation performance.
B. Outline
A short summary of basic fault diagnosis definitions is presented in Section II. The combustion engine and the model used are described in Section III. In Section IV, residual generator candidates are designed, and in Section V, the method for selecting the residuals to be used in the diagnosis system is described. Validation of the fault isolability properties using real residual data is presented in Section VI, examples of how the residual generators can be used in the design of the diagnosis system are covered in Section VII, and finally the conclusions are given in Section VIII.
II. BACKGROUND
Before describing the proposed method, some notations and definitions are presented that will be used. Consider a system and a set of n f faults F = { f 1 , f 2 , . . . , f n f } to be monitored by a diagnosis system. A residual generator is defined as follows [43] .
Definition 1 (Residual Generator): A residual generator r (z) for a given system is a function of sensor and actuator data z where a fault-free system implies that the residual output r (z) = 0.
An important property of a residual generator is whether or not it will respond to the presence of a fault in the system. Definition 2 (Fault Sensitivity): A residual generator r (z) is sensitive to a fault f i if the fault implies that the residual output r (z) = 0.
It is assumed there exist a set of n r residual generator candidates R all = {r 1 , r 2 , . . . , r n r } and a description of which faults F k ⊆ F each residual generator r k ∈ R all is sensitive to. Since the detection performance varies significantly between different residuals, the exoneration assumption is not valid [6] , i.e., it is not certain that a fault will trigger all residuals sensitive to the fault.
Since the residual selection problem is considered, the following definitions of fault detectability and isolability are used [43] .
Definition 3 (Fault Detectability With Residual Generators R):
A fault f i is detectable given a residual set R if there exists a residual generator r k ∈ R that is sensitive to f i . 
Definition 4 (Fault Isolability With Residual Generators R):
A fault f i is isolable from another fault f j given a residual set R if there exists a residual generator r k ∈ R that is sensitive to f i but not f j .
In order to isolate faults from each other in model-based diagnosis, residual generators are needed that are sensitive to different sets of faults. If a residual generator r k is not sensitive to a fault f j , it is said that f j is decoupled in r k . If the residual generator r k , where f j is decoupled, is sensitive to a fault f i , then it can be used to isolate the fault f i from fault f j .
A. Structural Analysis of Engine Model
To analyze fault diagnosis properties of complex models, several papers propose the use of a structural representation of the system model (see [26] , [28] ). A structural model describes which variables that are included in each model equation and can be represented by a logical matrix where an X at position (i, j ) meaning that a variable x j is included in equation e i [23] , [24] . A small example is used to illustrate the concept.
Example 1: Consider the model
with three equations, two unknown variables x 1 and x 2 , known input variable u, measurement variable y, and arbitrary functions g i . The variable f models a system fault such that, if the fault is present, it will affect equation e 1 . The incidence matrix for this model is given in Table I . The structural analysis is based on this information instead of the model equations and is here performed using the Fault Diagnosis toolbox in MATLAB [15] .
III. COMBUSTION ENGINE
A passenger car four-cylinder turbo-charged internal combustion engine is used to illustrate the proposed diagnostic approach. This section includes a brief description of the engine as well as the available data.
The engine is mounted in a test bench (see Fig. 2 ) and can be operated both at steady state and at transients, for example, during different driving cycles. The available measurements from the engine are the following eight sensor signals: 1) pressure before throttle y pic ; 2) pressure in intake manifold y pim ; 3) ambient pressure y pamb ; 4) temperature before throttle y Tic ; 5) ambient temperature y Tamb ; 6) air mass flow after air filter y Waf ; 1) wastegate actuator u wg ; 2) injected fuel mass into the cylinders u mf . These signals represent a standard setup in a production vehicle.
A. Engine Model Summary
A mathematical model used here describes the air flow through the engine. The model structure is similar to the model described in [11] , and is based on six control volumes and mass and energy flows given by restrictions.
The model has 94 equations, 14 states, and 10 known signals. Nonlinear relations, such as if-constraints and maps, are included in the model. A schematic of the model is shown in Fig. 3 , where p a f , p c , p ic , p im , p em , and p t denote the pressures in the air filter, after the compressor, intercooler, intake manifold, exhaust manifold, and after the turbine, respectively. These pressures indicate where the control volumes are modeled.
In this case study, four sensor faults are considered: a fault in the sensor measuring the air mass flow f Waf , the pressures at the intercooler f pic and the intake manifold f pim , and the temperature at the intercooler f Tic . It is possible to also consider other types of faults, such as leakages, clogging, and actuator faults. However, the four sensor faults are considered to illustrate the concept of the proposed diagnostic approach easier.
B. Data Collection
The engine is controlled to follow a selected driving cycle using a simple driver model and longitudinal vehicle model implemented in Simulink. Measurement data are generated when the FTP75 highway cycle (see [19] for the speed profile) is used as a speed reference. Intermittent sensor faults are injected one by one in the engine control unit. The faults f Waf , f pic , and f pim are injected as multiplicative faults y l (t) = (1 + f l )x l (t) with a 20% change in the measured value and the fault f Tic as a sensor bias y Tic 
An example of sensor data from y Waf is shown in Fig. 4 with an intermittent fault f Waf . The signal fluctuates significantly due to the transients in the requested torque from the engine caused by the transients in the driving cycle. These fluctuations in the signal make it difficult to, for example, threshold the sensor signal to detect whether the sensor is faulty or not. The signal for y pim also varies in a wide span as can be seen in Fig. 5 , while the signals for y pic and y Tic are more constant.
The data collected in the study consist of four runs of the highway part of FTP75, one run for each fault. Each data set is 765 s and the fault induced in the specific data set is assumed to be intermittent and active approximately half of the time (see Fig. 1 where the shaded areas indicate the time slots when the fault f Waf is active).
IV. RESIDUAL GENERATOR CANDIDATES
Generating model-based residual generators requires a set of equations with analytical redundancy, i.e., a set of equations where the number of equations is larger than the number of unknown variables. One specific type of such equation set is those that have no redundancy if any additional equation is removed from the set. These sets are referred to as minimally structurally overdetermined (MSO) sets of equations, and [24] describes an algorithm that finds all MSO sets for a given structural model. Other methods for finding candidate sets of redundancy equations are described in, for example, [25] and [35] .
One complicating factor is that the number of redundancy equation sets grows exponentially with the level of redundancy of a system. For the given engine model, the number of MSO sets is 4496, but by adding two additional sensors to the model, the number of MSO sets can increase to approximately 100 000 [22] . Based on an MSO set, it is possible to design several residual generators. If the model is nonlinear, the different residual generators are likely to have different signal-to-noise ratios, even though they are generated from the same equation set. Thus, since there commonly are thousands of residual generator candidates, residual selection is a nontrivial problem even for systems with relatively low redundancy.
The residual selection algorithm and test design approach described in this paper are generic and independent on the method used for finding residual generator candidates. However, to illustrate the overall approach, the Fault Diagnosis toolbox [15] is here used to generate a set of sequential residual generator candidates. A sequential residual generator is a sequential computation form of a residual generator based on an MSO set [42] . One equation is selected as the redundant equation, and the remaining set of equations is ordered such that all unknown variables can be computed sequentially based on known signals. This is illustrated by the following example.
Example 2: Note that the nominal model in Example 1 is an MSO set that can be used for residual generation. A sequential residual generator can be formulated in the following computational form:
where the nominal equations are solved in the following order, e 2 , e 1 , e 3 . The last equation e 3 is the redundant equation used for computing the residual r . Note that since equation e 1 is used, where fault f is included, the sequential residual generator is sensitive to the fault f . By selecting different redundant equations, each MSO set can be used to generate different sequential residual generators with different diagnostic performances. Each sequential residual generator is automatically generated from the Fault Diagnosis toolbox and implemented as c-code. Some of the sequential residual generator candidates are not realizable, for example, if a variable is to be computed from an equation that is not invertible.
In this specific case, a set of 64 residual generator candidates is generated and the corresponding fault signature matrix is shown in Fig. 6 . Since some residual generators are based on the same MSO set, they are sensitive to the same set of faults. All dynamic equations in the used residual generators are computed by integration, i.e., no differentiation is carried out in the computation of the residuals [14] .
Evaluating one residual using approximately 13-min data (FTP75 highway driving cycle) with sampling rate 1 kHz takes around 0.8 s on a standard laptop. The residuals are evaluated using data from the different fault scenarios described above with intermittent faults. Fig. 1 shows data including intermittent fault f Waf from the subset of residuals that are sensitive to f Waf and the residuals not sensitive to the fault in Fig. 7 . Each data set is divided into training data and Residual outputs from the subset of residual generators where fault f Waf is decoupled, when evaluated using data with fault f Waf . validation data, which is illustrated by the vertical black line in Figs. 1 and 7 . The corresponding residuals with fault f pim are shown in Figs. 8 and 9, respectively. It is visible that the residual outputs where the fault is decoupled, i.e., residuals not expected to react to the fault, do not change significantly. This is expected; however, note that only a few of the residuals sensitive to a specific fault significantly react to the fault. This indicates that measurement data are needed in the design process of selecting the residual generators to be used in the diagnosis system. V. RESIDUAL SELECTION If the performance of each residual is considered independently of each other, the problem of finding a residual set that fulfills a set of performance requirements can be formulated as a minimal hitting set problem [42] . One complicating factor is that solving the minimal hitting set problem is NP-complete, and thereby it is not feasible to find the minimal solution even for relatively small systems. The two common approaches are either to apply a heuristic search strategy to the residual selection process or try to relax the optimization problem to a form that is easier to solve but still gives relevant results. The approach proposed here is to reformulate the residual selection problem as a relaxed convex optimization problem.
To take quantitative detection performance of the candidate residual generators into consideration, a data-driven approach is proposed for the residual selection problem. Since the available data from faulty cases are limited, the fault signature matrix in Fig. 6 is used to find residual generator candidates with specific fault isolability properties. The residual selection problem is formulated as a convex optimization problem, which guarantees that any local optimum is also global. Each fault isolability requirement is solved individually and a number of different candidate residual sets are computed with varying tradeoffs between solution cardinality and detection performance. The best residual set is then selected using cross validation.
A. Data-Driven Residual Selection
The problem of finding a subset of residuals that achieves satisfactory detection performance is similar to a research problem in machine learning usually referred to as the feature selection problem [18] . There are a couple of reasons why it is relevant to apply a feature selection algorithm instead of using all available residual generator candidates. Two of the most important factors from a residual selection perspective are as follows: 1) robustness against overfitting; 2) computational cost. Overfitting is a general problem in feature selection when a model becomes dependent of artifacts in the training data and is not able to make reliable predictions on validation data. In this case, it is important to find a set of residual generators that can distinguish faulty behavior from model uncertainties and measurement noise. The second aspect of reducing the number of residuals is that online computational cost is reduced if only a small set of residual generators are computed in the diagnosis system.
Since the purpose of the diagnosis system is to detect and isolate a set of different faults, one option is to use data from all faults at once and train one multiclass datadriven classifier (see [17] ). However, if the amount of training data contains only a limited set of fault realizations from the different faults, it is possible that the classifier incorrectly rejects a fault if it occurs with a different fault realization compared with training data. Thus, it is not desirable that the Fig. 10 .
Sets of remaining residual generator candidates R f j when decoupling one fault at the time.
performance of a test quantity is too dependent on available training data.
Evaluating fault detection performance of a set of residual generators corresponds to evaluating their ability to distinguish faulty behavior from nominal behavior. Here, the residual selection problem is formulated independently for each fault isolation performance requirement, i.e., the goal is to find different residual sets for isolating each fault f i ∈ F from another fault f j ∈ F where f i = f j . Let R f j ⊆ R all denote the subset of residual generators where the fault f j is decoupled. These subsets of residuals are used in the residual selection algorithm to select residuals with specific isolability properties. The corresponding subsets R f j , when the residual generators sensitive to each of the four faults are removed, are shown in Fig. 10 .
B. Convex Relaxation of the Residual Selection Problem
Letr There are different methods of quantifying residual detection performance, such as the Kullback-Leibler divergence [2] , [10] or power functions [42] . The approach used here is to use the logistic function [20] to evaluate fault detection performance.
The logistic function can be written as
which maps any real value R, to the interval [0, 1]. The logistic function can be used to model a probabilistic binary classifier 1 + e β 0 +β Tr [t ]
which is called logistic regression, where P(Class = i |r; β 0 , β) denotes the conditional probability that Class = i given sampler and parameters β 0 and β. An example of a logistic regression model is shown in Fig. 11 where the two histograms represent two classes of data and the curve is the probability that data belong to the right class and one minus the curve that data belong to the left class. Here, Class 0 represents the fault-free case and Class 1 the faulty case.
Letr 
where [20] . An advantage of the logistic regression model is that it is convex [4] , which guarantees that any locally optimal parameters β 0 and β are also globally optimal. If training data contain both fault-free data and data from fault f i , the weights β in (3) can be interpreted as a measure of how important each candidate residual generator in R f j is to detect the fault f i in the training data set.
Since the goal is to find a subset of the best residuals in R f j to detect a fault f i , an L1 penalty to the parameter vector β is added in (3), which gives the L1-regularized logistic regression [20] . Letr j [t] denote a column vector that is a sample of all residuals in R f j , i.e., all residuals where f j is decoupled. Then, the L1-regularized logistic regression can be written as
Thus, by performing residual selection using training data including fault f i on the subset of residuals R f j where f j is decoupled, the solution will be a residual set that can isolate f i from f j . This is an important step in the residual selection approach that the structural information is used to assure that the solution set to (4) has certain isolability properties. By solving (4) for different faults f i and f j , different solution sets can be found with different fault isolability properties. Note that the final residual set in the diagnosis system is the union of all selected solution sets to (4) for different
A residual r k is considered part of the solution set to (4) if the corresponding parameter β k = 0. The parameter λ is a penalty parameter forcing sparsity to the solution β [20] . A large value of λ will result in a solution with few nonzero elements in β corresponding to most important residuals to detect f i . By decreasing the value of λ, more elements in β will become nonzero. However, it is nontrivial to select λ that achieves a solution that gives the best tradeoff between detection performance and number of residuals.
C. Identify Candidate Sets Using Regularization Paths
Solving (4) for different values of λ will give different solution sets with different tradeoffs between detection performance and number of residual generators. In [9] , an algorithm is proposed that efficiently finds the regularization path of the β vector for linear models, i.e., how the solution β depends on λ. In [13] , an algorithm for generalized linear models, including logistic regression, is presented and the analysis is performed using the implementation in the GLMmet toolbox in MATLAB [36] .
The regularization path of each element in the vector β based on data from fault f Waf is shown in Fig. 12 and from fault f pim in Fig. 13 . For each value of λ where one of the elements in β goes from zero to nonzero, or vice versa, is marked in Figs. 12 and 13 . Note that in each interval between the vertical lines, the set of nonzero elements in β is the same. Then, each interval represents a candidate set of residuals where the leftmost interval is the candidate set with highest λ penalty. For each following interval, the corresponding candidate residual sets are ordered based on reduced sparsity penalty, i.e., with reducing λ. In most cases, the cardinality of the candidate set increases when λ decreases. However, depending on the L1 penalty cost of adding residuals to the solution set, there are cases where a parameter β i becomes zero again (while the absolute value of another nonzero parameter β j increases) and the cardinality instead decreases.
The corresponding candidate residual generator sets for Figs. 12 and 13, i. e., the nonzero elements in β in each interval, are summarized in Tables II and III , respectively. Note that the Regularization path for each element in β in (4) given data from f Waf . Each vertical line marks when one curve becomes either zero or nonzero, meaning that the number of nonzero elements changes in β. Each of the 48 intervals corresponds to one candidate set of residuals. cardinality does not increase for each candidate residual set when λ decreases. Even though the sets can be smaller, it is important to note that since the penalty λ decreases for higher candidate set indices, the risk of overfitting increases. This can be avoided by increasing the amount of training data or to use cross validation [29] .
D. Candidate Residual Set Selection Using Cross Validation
To decide which residual candidate set to select, the different candidates are evaluated using cross validation [29] . Validation data are selected as shown in Figs. 1 and 7 for f Waf and in Figs. 8 and 9 for f pim , respectively. Then, a new logistic regression model (3), without any regularization term, is trained using only the residual generator candidatesr in each candidate set. The results from the cross validation are shown in Fig. 14 for each candidate set in Table II . Evaluation of validation data shows that candidate sets after index six have overfitting behavior. Note that the candidate sets have been selected using L1-regularization and the cost without the regularization term is not monotonically decreasing when evaluated using training data. However, the cross validation Regularization path for each element in β in (4) given data from f pim . Each of the 43 intervals corresponds to one candidate set of residuals. still gives an indication of the relation between fault detection performance and number of residual generators. For easier interpretation of the cross validation, from a fault detection point of view, the mis-classification rate of the logistic regression model for each residual set is computed for both the training set and validation set and the results are Figs. 15 and 16 , respectively, the mis-classification rate starts to increase for validation data after around candidate set 5, which indicates that those models suffer from overfitting. In this case study, since the difference in performance is relatively small for the different candidate sets with low cardinality, candidate sets with either one or two residuals are selected for each fault detection and isolation case.
The residual selection algorithm is applied for each fault isolation case, including fault detection and single-fault isolation. The results from the residual selection are summarized in Table IV where the set in position (i, j ) is the selected set of residual generators to isolate fault f i from f j . In total, seven residuals were selected, R * = {r 24 , r 26 , r 27 , r 29 , r 30 , r 34 , r 62 }, that together achieve satisfactory detection and isolation performance of all considered faults. The fault signature matrix for R * is shown in Table V . Residuals r 26 and r 27 against each other for a data set with intermittent fault f pim .
To illustrate fault detection performance of the selected residual sets in Table IV , validation data from two different sets of two residuals are plotted against each other. Figs. 17 and 18 show the residual sets {r 29 , r 62 } and {r 26 , r 27 }, which are selected to detect sensor faults f Waf and f pim , respectively (see Table IV ). Figs. 17 and 18 show the correlation between the residual generators, which illustrates that detection of the two faults is improved by analyzing the multivariate information instead of analyzing each residual individually.
E. Summing Up
The data-driven residual selection strategy to find a residual set to isolate a fault f i from a fault f j is summarized as follows.
1) Evaluate the selected residual generators R f j ⊆ R all where f j is decoupled using data including both nominal data and fault f i . 2) Compute regularization paths of (4), using, for example, [36] , to get candidate residual generator sets. 3) Evaluate performance using cross validation for all candidate sets and select the smallest set with satisfactory performance for validation data. This procedure is performed for all fault pairs ( f i , f j ) and the final residual set R * is the union of the solution sets selected for each fault isolation requirement.
VI. DATA-DRIVEN VALIDATION OF STRUCTURAL RESIDUAL PERFORMANCE
The set of residuals in Table V is selected to detect and isolate a set of faults with satisfactory detection and isolation performance. This is based on the assumption that they fulfill the structural detectability and isolability performance requirements specified in the fault signature matrix. Here, a data-driven approach is proposed to analyze if the fault isolability properties are fulfilled in the situation where the residual generators are affected by model uncertainties and measurement noise.
Even though faults are ideally decoupled in each residual generator, model uncertainties could be significant. This could result in faults influencing residual generators even though they should not. If this is true, the residuals will cause false alarms and increase the risk of falsely rejecting the true fault hypothesis. If the model uncertainties cannot be neglected, it is relevant to verify that the faults are correctly decoupled in the different residual generators, i.e., the fault signature matrix is correct. The approach here is to evaluate all residuals with data from the different faults and analyze whether the output from the residual set deviates from its nominal behavior or not when each fault is decoupled.
A common approach to visualize fault detection and isolation performance of a set of residuals is to draw each residual in a separate plot to compare the residual distribution in the nominal and the faulty case. This can be evaluated using, for example, the receiver operating characteristic curve [3] or power functions [42] . One limitation with applying these methods is that important information regarding correlation between residuals is lost. Thus, it is relevant to plot residual outputs in a way that can visualize this type of multivariate information.
A. t-Student Stochastic Nearest Embedding
Visualizing multidimensional data is a difficult task for dimensions larger than three. An interesting unsupervised nonlinear visualization method is the t-student stochastic nearest embedding (t-SNE) algorithm [46] , which can transform multidimensional data to low-dimensional space. The algorithm Fig. 19 . t-SNE plot analyzing faulty data from the residual set in Table IV. tries to preserve local structures in data using the KullbackLeibler divergence as a similarity measure. Thus, samples that are similar in the original space are kept close to each other. A fast heuristic implementation of the t-SNE algorithm to handle larger data sets is used here [45] .
The results of the t-SNE algorithm when analyzing residual time data, including all four sensor fault scenarios, from all seven residuals R * at the same time are shown in Fig. 19 for the residual set in Table V . To decrease the size of Fig. 19 , the information is downsampled to every 400th sample. Each point is a time sample of the residual set evaluated with real engine data and the different colors represent different fault modes, i.e., the fault that is present in each sample. Note that the dimensionality reduction is performed using nonlinear optimization, meaning that the generated plot will look different in each run [46] .
The t-SNE plot in Fig. 19 is interpreted as follows. If data from two classes are on top of each other, these samples are overlapping in the original space as well. This means that they are difficult to distinguish from each other, i.e., the residual set outputs are similar. If there are data from two classes that do not lie on top of each other, i.e., they are located at different areas in the t-SNE plot, these samples of data are distinguishable from each other. It is visible that some samples from fault f pim are located among the fault-free data in Fig. 19 . This is expected since the results from the residual selection showed that this fault is more difficult to detect. However, most of the faulty data are located in a different location compared with the fault-free case showing that the fault is detectable as concluded in the residual selection.
As discussed in Section I, note that since residual data contain a limited amount of fault realizations, it is only possible to evaluate if a fault is detectable, for a given residual set, in the t-SNE plot. This means that if there are regions of faulty data that are not overlapping with nominal data, the fault should be detectable. Even though data from the different faults are located in different parts of Fig. 19 , it is Table IV where f Waf is decoupled. not possible to state that the faults are isolable from each other, since the faulty data are not representative of all fault realizations. To evaluate fault isolation properties using t-SNE, the structural information in the fault signature matrix is used in the analysis.
B. Analyzing Fault Isolation Properties Using t-SNE
The fault signature matrix shows the ideal fault sensitivity of each residual. If a fault is decoupled, then faulty data should not be different from nominal data. By selecting the subset of residuals where a fault f j is decoupled and analyze the output from the subset using the t-SNE algorithm, then residual data from fault f j should not differ from nominal residual data if the fault is ideally decoupled. Then, if the other faults are detectable when f j is decoupled, it is possible to isolate the other faults from f j . If data from f j are separated from nominal data, then it is an indication that the fault is not correctly decoupled and the model must be improved.
Using the fault signature matrix makes it possible to evaluate fault isolation properties using t-SNE on the residual set in the same way as for fault detection in Fig. 19 . As an example, Fig. 20 shows the t-SNE plot of residuals {r 26 , r 27 , r 30 , r 34 }, i.e., the residuals where f Waf is decoupled. It is visible in the plot that f Waf is decoupled since data from the fault lie on top of fault-free data. Since the other faults are not overlapping the nominal data, they are still detectable using only the subset {r 26 , r 27 , r 30 , r 34 }, i.e., they are isolable from f Waf . Similar conclusions can be drawn when analyzing the residuals {r 29 , r 30 , r 34 , r 64 } where f pim is decoupled since residual data during fault f pim are now on top of fault-free data in Fig. 21 .
Note that evaluating the residual set using t-SNE is not really part of the residual selection problem. However, it is an important step to validate fault detectability and isolability properties of the residual generators in cases when model uncertainties cannot be neglected. The procedure to evaluate Table IV where f pim is decoupled.
the properties of isolating fault f i from another fault f j for the selected residual set R * can be summarized in the following steps.
1) Select the subset of residuals in R * where f j is decoupled and evaluate the residuals using data including both nominal data and fault f j . 2) Apply the t-SNE algorithm [46] to visualize the residual data. The fault f i is isolable from f j if there are sets of data points from fault f i that are separated from nominal data. One of the main results from the this analysis is that the fault detection and isolation performance of the set of selected residuals is consistent with the fault signature matrix in Table V. VII. DIAGNOSIS SYSTEM DESIGN Section V described how the residual selection problem can be relaxed and formulated as a convex optimization problem. Also, for the engine case study, a set of residual generators with satisfactory fault isolation performance was chosen for each fault pair. Note that Figs. 15 and 16 show that it is possible to improve fault detection and isolation performance by taking multivariate information from several residuals into consideration instead of considering only the detection performance of the residuals individually. Here, a modified model-based diagnosis system design is proposed to take the multivariate information of the residual set into consideration. The case study will be used to illustrate the proposed diagnosis system design.
A. Diagnosis System Design
A traditional model-based diagnosis system structure is to postprocess each residual r l ∈ R * independently by forming a test quantity T l (r l ), for example, using a cumulative sum (CUSUM) test quantity [3] , [32] . Then, given the test quantities that have triggered, i.e., the test quantities T l that have exceeded their thresholds J l , a set of diagnosis candidates Fig. 22 . Schematic of the diagnosis system design where the test quantities are based on residual sets given in Table IV . A test quantity T l has here reacted when T l > J l where J l is a design parameter.
is computed, for example, using the fault isolation algorithm described in [8] .
The proposed modification of the traditional diagnosis system structure is that the test quantities T l can be functions of multiple residuals. As an example, from the selected residual generator sets in Table IV , a test quantity is designed for detecting and isolating each fault. The same residual set is sometimes selected for isolating different faults from each other, for example, {r 26 , r 27 } that has been selected for both detecting fault f pim and isolating it from f Waf . The total number of unique residual generator sets in this case is eight, one more than the number of residual generators in the solution.
The results from the cross validation in Section V-D showed that the detection performance can be improved by combining multiple residuals when designing test quantities. The proposed diagnosis system structure is illustrated in Fig. 22 . The sensor data from the system are first processed by the selected set of residual generators in Table V and then a set of test quantities is computed based on the different subsets of residuals. The residual subsets are given by the solution sets in Table IV . However, note that the approach is generic and that it is not necessary that the test quantities are designed based on logistic regression.
The fault signature matrix of the designed test quantities in Fig. 22 is shown in Table VI . The fault sensitivity of each test quantity in Table VI is given by the union of the fault sensitivities in Table V for the residuals used in the test quantity. Thus, fault isolation can still be performed based on the multivariate set of test quantities using existing modelbased fault isolation algorithms, for example, consistencybased diagnosis [8] . Furthermore, note that even though a residual is used in several test quantities, it is necessary to compute it only once every time step.
B. Multivariate Test Quantity Design
As discussed in Section I-A, since the amount of faulty scenarios in the training data is limited, it is not a good 26 and r 27 evaluated with data from different faults are plotted against each other. The two residuals are normalized to have identity covariance matrix and are denotedr 26 andr 27 . The black curve represents the boundary of a one-class support vector machine trained on fault-free data to have 1% false alarm rate. approach to train a binary or multiclass classifier using training data without taking the fault sensitivity of the different residual generators into consideration. Since the residual sets in Table IV have good detection performance on training data, it is assumed that they should have good detection performance, i.e., they will deviate from their nominal behavior, on other realizations of the same faults as well. Therefore, using only nominal data to calibrate the threshold J l of each test quantity T l should be satisfactory to assure high diagnostic performance.
As an example, consider the design of test quantity T 3 in Fig. 22 , which is a function of residual generators r 26 and r 27 . Fig. 23 shows residuals r 26 and r 27 plotted against each other with data from different faults. Since the residual generators in this case study are computed without feedback, there is a bias between the different residuals caused by incorrect initial state values. Therefore, the residual outputs for the different fault data sets in Fig. 23 are normalized to have the same mean when there is no fault in the data. The two residuals are also normalized to have identity covariance matrix, and the normalized residuals are denotedr 26 andr 27 . The fault f Waf is decoupled, which is visible as the data from the fault lies on top of the fault-free data. The three other faults affect the two residuals in different directions. 26 and r 27 applied to data including an intermittent fault f Tic . Note that the CUSUM test is manually reset after each intermittent fault disappears.
For linear systems with additive faults, each fault is projected in a specific direction in the linear residual space. Then, the optimal linear residual generator to detect a specific fault is the one corresponding to the vector pointing in the same direction as the fault [10] . Since each fault appears to move the residual outputs in a specific direction, one approach is to generate different test quantities based on a linear combination of the original set of residuals such that it maximizes the detection of each fault
where β can be determined using, for example, logistic regression (3). Then, for example, a CUSUM test can be applied to the new residual r new [t]
where ν is a design parameter. As an example, Fig. 24 shows a CUSUM test applied to a residual r new , optimized to detect f Tic based on r 26 and r 27 using logistic regression, as
and ν = 1.65. To illustrate the concept, the CUSUM test is manually reset when the intermittent fault disappears. The new row in the fault signature matrix for each new test quantity will be the union of the fault sensitivities for the included residual generators.
A data-driven approach to train classifiers when there are mainly data from the nominal behavior and not much from faults is often referred to as anomaly, or novelty, detection [34] . Some examples of anomaly detection algorithms are principal component analysis [27] , partial least squares [30] , and k-means [5] . The main principle is to generate a model based on the nominal system behavior and detect when data start to deviate. An advantage of using the residuals instead of the original measurements is that many of the system nonlinearities are captured by the residual generators. This means that a less complex classifier should in many situations be sufficient to detect faults. Set of test quantities, designed as described in Fig. 25 , when evaluated with data including an intermittent fault f Tic .
One interesting anomaly classifier is the one-class support vector machine [39] that uses support vectors to model oneclass training data from a given set of features, in this case the residual set. In general, when training one-class support vector machines, there is no knowledge which features are the most relevant to detect anomalies and all features will be used in the model. However, if the residual selection step in Section V is performed first, an anomaly classifier can be generated based on a selected subset of residuals that is known to be relevant for detecting or isolating a given fault. Thus, the anomaly classifier is trained using only nominal data, but still detects when faults occur. An example is shown in Fig. 23 where the black curve represents the boundary of the one-class support vector machine, which is trained to correspond to a 1% false alarm rate for the nominal training data. When evaluated on the validation data shown in Fig. 23 , the false alarm rate is approximately 2%.
The proposed diagnosis system design in Fig. 22 allows for both classical test quantity design using, for example, CUSUM tests, but also multivariate methods, such as one-class support vector machines. After a residual set R * has been selected, the following diagnosis system design process can be summarized in the following steps.
1) Implement all residual generators in R * in the diagnosis system. 2) For each fault pair ( f i , f j ), do the following. a) Select the subset of residuals in R * that was found to isolate fault f i from f j as described in Section V-E. b) Design a test quantity, based on a combination of the residual subset found in a), that maximizes detection of fault f i and still achieves a satisfactory false-alarm rate. To illustrate the diagnosis system design shown in Fig. 22 a set of eight test quantities is generated based on the seven residual generators as described in Fig. 22 . The test quantities are evaluated using data from an intermittent fault f Tic and the results are shown in Fig. 25 . The dashed lines represent thresholds tuned using nominal data. The fault signature matrix in Table VI shows that test quantities T 2 , T 3 , T 5 , and T 6 , are sensitive to the fault, which is also visible in Fig. 25 .
Also, note that the test quantities where f Tic is decoupled are not affected by the fault. This shows that the selected set of residual generators and the generated test quantities work as expected and are able to detect and isolate the fault.
VIII. CONCLUSION
Finding a suitable set of residual generators to design a diagnosis system is crucial to be able to achieve satisfactory fault detection and isolation performance. A residual selection algorithm is proposed that combines model-based and datadriven methods to find residuals with good fault detection performance, where the set of residuals also fulfills certain isolability properties. A main contribution is that structural information, describing which faults affect which residuals, is combined with training data to identify residual sets for fault detection and isolation, even though training data are limited. The engine case study shows the importance of taking residual detection performance into consideration in the residual selection process. The t-SNE algorithm is shown to be a useful tool to analyze if faults are correctly decoupled. This is important, for example, if a simple model structure is used for a complex system where the model uncertainties cannot be neglected. A proposed model-based diagnosis system design uses multivariate information from several residuals, instead of evaluating each residual independently, to improve fault detection performance.
