Abstract-A well balanced dataset is very important for creating a good prediction model. Medical datasets are often not balanced in their class labels. Most existing classification methods tend to perform poorly on minority class examples when the dataset is extremely imbalanced. This is because they aim to optimize the overall accuracy without considering the relative distribution of each class. In this paper we examine the performance of over-sampling and under-sampling techniques to balance cardiovascular data. Well known over-sampling technique SMOTE is used and some under-sampling techniques are also explored. An improved under sampling technique is proposed. Experimental results show that the proposed method displays significant better performance than the existing methods.
I. INTRODUCTION
A balanced dataset is very important for creating a good training set. Most existing classification methods tend not to perform well on minority class examples when the dataset is extremely imbalanced. They aim to optimize the overall accuracy without considering the relative distribution of each class [1] . Typically real world data are usually imbalanced and it is one of the main causes for the decrease of generalization in machine learning algorithms [2] . Conventional learning algorithms do not take into account the imbalance of class. They give the same attention to the majority class and the minority class. When the imbalance is massive, it is hard to build a good classifier using conventional learning algorithms [3] . The cost in miss-predicting minority classes is higher than that of the majority class for many class imbalanced datasets; this is particularly so in medical datasets where high risk patients tend to be the minority class. Therefore, there is a need of a good sampling technique for medical datasets.
Sampling strategies have been used to overcome the class imbalance problem by either eliminating some data from the majority class (under-sampling) or adding some artificially generated or duplicated data to the minority class (oversampling) [4] .
Over-sampling techniques [5] increase the number of minority class members in the training set. The advantage of over-sampling is that no information from the original training set is lost since all members from the minority and majority classes are kept. However, the disadvantage is that the size of the training set is significantly increased [5] . If the time taken to resample is not considered, under-sampling betters oversampling in terms of time and memory complexity [1] .
Random over-sampling is the simplest approach to oversampling, where members from the minority class are chosen at random; these randomly chosen members are then duplicated and added to the new training set [6] . Chawla [5] proposed an over-sampling approach called SMOTE in which the minority class is over-sampled by creating "synthetic" examples rather than by over-sampling with duplicated real data entries. SMOTE blindly generates synthetic minority class samples without considering majority class samples and may thus cause overgeneralization [7] . Over-sampling may cause longer training time and over-fitting. Drummond and Holte [8] show that random under-sampling yields better minority prediction than random over-sampling.
The alternative to over-sampling is under-sampling. Under-sampling is a technique to reduce the number of samples in the majority class, where the size of the majority class sample is reduced from the original datasets to balance the class distribution. One simple method of under-sampling (random under-sampling) is to select a subset of majority class samples randomly and then combine them with minority class sample as a training set [7] . Many researchers have proposed some advanced way of under-sampling the majority class data.
According to Chyi [9] the under-sampling approach based on distance uses distinct modes: the nearest, the farthest, the average nearest, and the average farthest distances between Minority and Majority, as four standards to select the representative samples from the majority class. For every minority class sample in the dataset, the first method (''nearest") calculates the distances between all majority class samples and the minority class samples, and selects k majority class samples which have the smallest distances to the minority class sample. If there are n minority class samples in the dataset, the ''nearest" method would finally select (k x n) majority class samples (k>1). However with this method, some samples within the selected majority class samples might be duplicated. The ''farthest" method selects the majority class samples which have the farthest distances to each minority class sample. For every majority class sample in the dataset, the third method (''average nearest") calculates the average distances between one majority class sample and all minority class samples. This method selects the majority class samples which have the smallest average distances. The last method ''average farthest" is similar to the ''average nearest" method; it selects the majority class samples which have the farthest average distances from all the minority class samples. These under-sampling approaches based on distance, expend a lot of time selecting the majority class samples in the large dataset, and they are not efficient in real applications [7] .
In this paper we have used a SMOTE oversampling and cluster based under-sampling technique to balance cardiovascular data and compare the results.
II. SMOTE OVER SAMPLING Chawla [5] proposed an over-sampling approach called SMOTE in which the minority class is over-sampled by creating "synthetic" examples rather than by over-sampling with duplicated real data entries. Depending upon the amount of over-sampling required, neighbours from the k nearest neighbours of a record are randomly chosen. Our implementation currently uses five nearest neighbours. The SMOTE algorithm is:
Input: Number of minority class samples T;
Amount of SMOTE N%; Number of nearest neighbors k Output: (N/100)* T synthetic minority class samples 1. ( * If N is less than 100%, randomize the minority class samples as only a random percent of them will be SMOTEd. * ) 2. if N <100 3. then Randomize the T minority class samples 4. III. CLUSTER BASED UNDER-SAMPLING Down-sizing the majority class results in a loss of information that may result in overly general rules [10] . In order to overcome this drawback of the under-sampling approach Yen and Lee (2009) proposed an unsupervised learning technique for supervised learning called cluster-based under-sampling. Their approach is to first cluster all the training samples into K clusters (they have run the experiment with different K values to observer the outcome) then chose appropriate training samples from the derived clusters. The main idea is that there are different clusters in a dataset, and each cluster seems to have distinct characteristics. If a cluster has more majority class samples and less minority class samples, it will behave like a majority class sample. On the other hand, if a cluster has more minority class samples and less majority class samples, it does not hold the characteristics of the majority class samples and behaves more like the minority class samples. Therefore, their approach selects a suitable number of majority class samples from each cluster by considering the ratio of the number of majority class samples to the number of minority class samples in the derived cluster [7] . They first cluster the full data to K clusters. A suitable number (M) of majority class samples from each cluster are then selected by considering the ratio of the number of majority class samples to the number of minority class samples in the cluster. The number M is determined by equation 1, and they randomly choose the M number of majority class samples from each cluster. In the i th cluster (1≤ i ≥ K) the will be:
This approach may be suitable for datasets where class labels are confidently defined and truly reflect the property of the labeled class. But as mentioned earlier that in some cases, especially for medical datasets, there is no guarantee that the given class labels are truly reflect the actual class of that record.
IV. MODIFIED CLUSTER BASED UNDER-SAMPLING METHOD
In this research the approach of Yen and Lee (2009) is taken and modified. The data is first separated in to two sets; one subset has all the majority class samples and the other subset has the entire minority class samples. The majority class samples are then separated into K clusters (K > 1), where each cluster is considered to be one subset of the majority class. The aim was not to make the majority and minority class ratio to 1:1; we just wanted to reduce the gap between the numbers of majority class samples to the numbers of minority class samples. All the subsets of the majority class are separately combined with the minority class samples to make K different training data sets (The K value is dependent on the data domain, in our implementation the K value was 3). All the combined datasets are classified using a decision tree [11] and a Fuzzy Unordered Rule Induction Algorithm [12] .
For experiments several datasets were prepared using different clusters and then classified using decision tree. The experimental outcomes are discussed in the result section.
V.
EXPERIMENTS AND ALGORITHMS
Two cardiovascular datasets from Hull and Dundee clinical sites were used. K-Means [13] clustering is used to cluster the majority samples. For choosing the best subset, decision tree [11] and Fuzzy Unordered Rule Induction Algorithm [12] were used as classifiers. SMOTE is used as an oversampling technique.
A. Cardiovascular Data
The Hull site data includes 98 attributes and 498 cases of cardiovascular patients and the Dundee site data includes 57 attributes, and 341 cases from cardiovascular patients. After combining the data from the two sites, 26 matched attributes are left.
From these two data sets, a combined dataset having 26 attributes with 823 records was prepared. Out of 823 records, 605 records have missing values and 218 records do not have any missing values. The missing values are imputed by the machine learning technique proposed in previous work [14] . Among all the records 120 patients are dead and 703 patients are alive; a majority to minority ratio of 6:1. For this experiment according to clinical risk prediction model (CM1) [15] , patients with status "Alive" are consider to be "Low Risk" and patients with status "Dead" are consider to be "High Risk".
B. Classifier Performance Evaluation
The performance of the classification is evaluated by accuracy (ACC); sensitivity (Sen); specificity (Spec) rates, and the positive predicted value (PPV) and negative predicted value (NPV), based on confusion matrix.
Assume that the cardiovascular classifier output set includes two typically risk prediction classes as: "High risk", and "Low risk". Each pattern x i (i=1,2..n) is allocated into one element from the set (P, N) (positive or negative) of the risk prediction classes. Hence, each input pattern might be mapped onto one of four possible outcomes as Fig1: true positive-true high risk (TP)-when the outcome is correctly predicted as High risk; true negative-true low risk (TN)-when the outcome is correctly predicted as Low risk; false negativefalse Low risk (FN)-when the outcome is incorrectly predicted as Low risk and in fact is High risk; or false positive-false high risk (FP) -when the outcome is incorrectly predicted as High risk and in fact is Low risk. The set of (P, N) and the predicted risk set can be built as a confusion matrix. The accuracy of a classifier is calculated by:
The sensitivity is the rate of number correctly predicted "High risk" over the total number of correctly predicted "High risk" and incorrectly predicted "Low risk". It is given by:
The specificity rate is the rate of correctly predicted "Low risk" over the total number of expected/actual "Low risk". It is given by: (4) Higher accuracy does not always reflect a good classification outcome. For clinical data analysis it is important to evaluate the classifier based on how well the classifier predicts the "High Risk" patients. In many cases it has been found that the classification outcome is showing good accuracy as it can predict well the low risk patients (majority class) but failed to predict high risk patients (the minority class).
VI.
RESULTS
Different methods were tried in preparing a closely balanced datasets by under-sampling using different methods and over-sampling using SMOTE. The aim was to reduce the ratio gap between the majority classes with the minority class. The results are presented in table 1 and 2.
Four datasets were made using under-sampling by clustering and random under-sampling and named as USD1…USD4, as described in table 1. For exploring different alternatives the ratio gap of majority class samples to minority class samples were also reduced further. In order to understand the quality of the training set, the minority samples were separated into three clusters and then grouped in different combination with the clusters of majority class samples; an example of such a dataset is USD2.
One further dataset was created using the under-sampling by clustering method proposed by Yen and Lee (2009). The first dataset (K3M1Yen) was produced by separating the full data to 3 clusters and collected the majority class samples using equation 1 with the majority and minority ratio 1:1 (M=1).
SMOTE is used to create one more dataset, where the minority samples were oversampled by 485% to make the ratio 1:1. The detail descriptions of the datasets are given the following table 1. Data consist of all the minority class samples ("dead") and one cluster of majority class records out of three clusters made by K-Mean. From the table 2 and 3 the original unbalance dataset USD5 has accuracy of 66.71% with FURIA classification and 79.59 % with decision tree classification. But for both of the classifiers the sensitivity value is very poor (30% and 20%). The accuracy is high because the classifier was able to classify the majority class (Alive) sample well (72.97% and 89.76%) but failed in classifying the minority set. Dataset USD1 where data are balanced by clustering the majority class samples and combining all the minority samples shows better classification outcome than the original unbalance data. With the FURIA and decision tree classification of the USD1 dataset, the sensitivity value is 0.642 with the decision tree and 0.675 with the FURIA. The classification outcome of the USD1 is 2 to 3 times higher than the original datasets. The dataset prepared by the method proposed by Yen and Lee (2009) could show some increase in the sensitivity value but the accuracy dropped and overall performance was not good. Under sampling by random cut USD3 and USD4 also disappointed in its accuracy and sensitivity values.
The SMOTE over-sampling technique shows a good classification outcome for both the classifiers decision tree and FURIA. But the performance of under-sampling using the proposed approach is better in terms of classification accuracy and training time of the classifier. Out of 10 runs the average tanning time of the dataset prepared by SMOTE was 3.84 second and with our approach 0.1 to 0.31.
It is observed from the experiments that the majority and minority ratio is not the only issue in building a good prediction model. There is also a need for good training samples that display data properties consistent with the class label assigned to them. Most of the time the records of clinical datasets do not truly reflect data properties consistent with the outcome label. The majority and minority ratio of USD1 and USD2 are very close but the classification outcomes are not similar. Although the majority minority ratio is almost same, there is a big difference of the classification accuracy, sensitivity and specificity of the datasets; as can be noticed in the table 1 and 2. The dataset "K3M1Yen" prepared by the method proposed by Yen and Lee (2009) has 1:1 ratio but still have less classification outcome than other datasets.
The ROC [16] space for all datasets classified with decision tree is plotted in Fig 2 and for FURIA plotted in Fig  3. These show that overall accuracy of all the datasets are above the random line, and the datasets USD1, USD2 and SMOTE with highest accuracy than all the other datasets.
Over-sampling using SMOTE shows good classification outcome and some cases it is very close to the performance of the proposed approach to under-sampling. However, the training time of the datasets prepared by SMOTE is much higher than datasets prepared by under sampling techniques. 
CONCLUSIONS
Class imbalance is a common problem with most medical datasets. Most existing classification methods tend not to perform well on minority class examples when the dataset is extremely imbalanced. Sampling strategies have been used to overcome the class imbalance problem by either oversampling or under-sampling. Many researchers proposed different methods of over-sampling and under-sampling the majority class sample to balance the data. We examined the popular over-sampling technique SMOTE and some undersampling techniques over cardiovascular data. This paper proposed a modified cluster based under-sampling method that not only can balance the data but also can generate good quality training sets for building classification models. The outcome labels of most of the clinical datasets are not consistent with the underlying data. If we consider the current data set, where cardiovascular risk is based on whether previous patients records display dead or alive of, it appears some of the patients may have died due to causes other than cardiovascular risk; conversely some high risk cardiovascular patients appear to be alive by chance. Both situations confound the class imbalance problem. The conventional oversampling and under-sampling technique may not always be appropriate for such datasets. The proposed method is found to be useful for such datasets where the class labels are not certain and can also help to overcome the class imbalance problem of clinical datasets and also for other data domains.
