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Abstract
The main aspect of this thesis is the development of a coupled grid adaptation method
and therefore the adaptive simulation of strongly coupled multiﬁeld problems in fractured–
porous media. The initial grid for a ﬁnite element simulation is adapted a posteriori to all
ﬁeld values by superimposing the reﬁnement indicators and consequently the reﬁned grids.
This coupled grid adaptation method is based on a hierarchical concept for reﬁning and
coarsening conformly coupled elements of diﬀerent dimensions.
The complexity of such strongly coupled multiﬁeld problems requires an easy-to-handle
adaptive algorithm. This aﬀects in particular the choice of the reﬁnement indicators. In
the context of a coupled grid adaptation method, so-called heuristic reﬁnement indicators
based on gradients or curvatures of the solution function have signiﬁcant advantages when
compared with analytical error indicators, i.e. the superimposition of heuristic reﬁnement
indicators can be realized in a simple way.
In addition to the memory requirement and the time an engineer needs to prepare the
numerical simulation (e.g. for the grid generation) the computation time is an important
criterion for the development of grid adaptive algorithms, particularly with regard to the
numerical simulation of strongly coupled multiﬁeld problems. The development of special
adaptive algorithms leads to a signiﬁcant reduction in computation time.
The possibilities of the coupled grid adaptation method are demonstrated with a set of
examples dealing with weakly as well as strongly coupled multiﬁeld problems.
First transport processes of an ideal tracer in fractured–porous media are considered (weakly
coupled multiﬁeld problem). The application of the coupled grid adaptation method to
sinks and sources and fracture/matrix interaction areas (conformly coupled elements) is
discussed. Additionally the characteristics of so-called 2.5 d–fracture networks are treated.
The eﬃciency of the developed algorithms is demonstrated using several examples dealing
with density driven ﬂow (saltwater intrusion, thermal convection) in saturated and partly
saturated porous media (strongly coupled multiﬁeld problem).
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Zusammenfassung
Schwerpunkt der vorliegenden Arbeit ist die Entwicklung eines gekoppelten gitteradaptiven
Algorithmus und damit die adaptive Modellierung stark gekoppelter Mehrfeldprobleme in
geklu¨ftet–poro¨sen Medien. Das Ausgangsgitter fu¨r eine FE–Simulation wird a posteriori an
alle Feldgro¨ßen angepaßt, indem die Verfeinerungsindikatoren und infolgedessen die ver-
feinerten Gitter u¨berlagert werden. Diese Methode der gekoppelten Gitteradaption basiert
auf einem hierarchischen Konzept zur Verfeinerung und Vergro¨berung konform gekoppelter
Elemente unterschiedlicher Dimension.
Die Komplexita¨t solcher stark gekoppelten Mehrfeldprobleme erfordert einen einfach zu
handhabenden adaptiven Algorithmus. Dies betriﬀt insbesondere die Wahl der Verfeine-
rungsindikatoren. Im Rahmen eines gekoppelten gitteradaptiven Algorithmus haben soge-
nannte heuristische Verfeinerungsindikatoren, die auf Gradienten oder Kru¨mmungen der
Lo¨sungsfunktion basieren, große Vorteile im Vergleich zu analytischen Fehlerindikatoren;
so ist u.a. die U¨berlagerung heuristischer Verfeinerungsindikatoren einfach zu realisieren.
Neben dem Speicherplatzbedarf und der Zeit, die ein Ingenieur beno¨tigt, um die numerische
Simulation vorzubereiten (z.B. fu¨r die Gitternetzgenerierung), ist die Rechenzeit ein wich-
tiges Kriterium bei der Entwicklung gitteradaptiver Algorithmen, insbesondere im Hinblick
auf die numerische Modellierung stark gekoppelter Mehrfeldprobleme. Die Entwicklung spe-
zieller adaptiver Algorithmen fu¨hrt zu einer erheblichen Reduzierung der Rechenzeit.
Die Mo¨glichkeiten der gekoppelten Gitteradaption werden an einer Reihe von Beispielen zu
sowohl schwach als auch stark gekoppelten Mehrfeldproblemen dargestellt. Zuna¨chst wird
der Transport eines idealen Tracers in geklu¨ftet–poro¨sen Medien betrachtet (schwach ge-
koppeltes Mehrfeldproblem).
Die Anwendung der gekoppelten Gitteradaption auf Quellen und Senken und Kluft/Matrix–
U¨bergangsbereiche (konform gekoppelte Elemente) wird diskutiert. Zusa¨tzlich werden die
Besonderheiten sogenannter 2.5D–Kluftnetzwerke behandelt.
Die Leistungsfa¨higkeit des entwickelten Algorithmus wird schließlich an mehreren Beispielen
zu dichteinduzierten Stro¨mungen (Salzwasserintrusion, Thermokonvektion) in gesa¨ttigten
und teilgesa¨ttigten Systemen demonstriert (stark gekoppelte Mehrfeldprobleme).
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Seit Mitte der 80er Jahre werden am Institut fu¨r Stro¨mungsmechanik und Elektronisches
Rechnen im Bauwesen der Universita¨t Hannover numerische Modelle zur Berechnung von
Stro¨mungs– und Transportprozessen in poro¨sen und geklu¨ftet–poro¨sen Medien entwickelt
(Wollrath 1990, Kro¨hn 1991, Helmig 1993, Shao 1994, Lege 1995).
Hieraus entstand das zuna¨chst in der Programmiersprache FORTRAN realisierte Pro-
grammsystem RockFlow, bestehend aus jeweils einem Stro¨mungsmodul zur numerischen
Berechnung inkompressibler und kompressibler Stro¨mungen (SM, GM), einem Transport-
modul (TM) und einem Dichtestro¨mungsmodul (DM), das notwendigerweise Stro¨mungs–
und Transportberechnung umfaßte. Die Interaktion zwischen den einzelnen Modulen war
nur u¨ber Ein– und Ausgabeﬁles mo¨glich, wodurch mit wachsender Komplexita¨t der zu mo-
dellierenden physikalischen Prozesse, wie z.B. der reaktive Stoﬀtransport (Habbar 2001)
oder dichteinduzierte Stro¨mungen in teilgesa¨ttigten Systemen (Thorenz et al. 2000),
eine Weiterentwicklung dieses Programmsystems so nicht mehr sinnvoll erschien.
Einen ersten Schritt in eine neue Richtung stellte das von Schulze-Ruhfus (1996) und
Barlag (1997) entwickelte adaptive Transportmodell (aTM) dar, das die sog. h–Methode
der Gitteradaption (Verfeinerung durch Elementteilung) fu¨r die numerische Berechnung von
Transportprozessen in geklu¨ftet–poro¨sen Medien bereitstellte.
Obwohl gitteradaptive Methoden ihre Anfa¨nge bereits Ende der 70er Jahren haben, kamen
sie erst in den 90er Jahren bei der numerischen Simulation von Stro¨mungs– und Transport-
prozessen in Geosystemen zum Einsatz. So wurden unterschiedliche Methoden der Gittera-
daption bei der Modellierung des Stoﬀtransports (Manzini & Rosella 1994, Pepper
& Stephenson 1995), des reaktiven Stoﬀtransports (Wolfsberg & Freyberg 1994)
und der dichteinduzierten Stro¨mung (Trompert et al. 1993, Thiele 1999, Li et al.
2000) in poro¨sen Medien verwendet.
Lege (1995) und Kosakowski (1996) haben in ihren Modellanwendungen auf die Not-
wendigkeit gitteradaptiver Methoden bei der numerischen Simulation von Stro¨mungs– und
Transportprozessen in geklu¨fteten Medien hingewiesen. Insbesondere bei hoch–advektiven
Transportprozessen in Kluftsystemen ist die Nutzung der Gitteradaption im Hinblick auf
Rechenzeit– und Speicherplatzbedarf unausweichlich.
Folgerichtig fu¨hrte dies zur Entwicklung des aTM als neues Modul fu¨r das bereits beste-
hende Programmsystem. Da aber auch hier die Interaktion mit dem Stro¨mungsmodul u¨ber
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Ein– und Ausgabeﬁles stattfand, war die Gitteradaption zuna¨chst auf die Modellierung des
Stoﬀtransports beschra¨nkt.
Allerdings ero¨ﬀnete die Verwendung der Programmiersprache ANSI–C und die Modularita¨t
dieses Programms den Weg zu einer kompletten Neuentwicklung des Programmsystems
RockFlow, die von der Arbeitsgruppe Grundwassermodellierung des Instituts seit Mitte
der 90er Jahre vorangetrieben wird (Kolditz et al. 1998). Die Nutzung dynamischer
Datenstrukturen und die Realisierung objektorientierter Ansa¨tze machte die Entwicklung
einer Vielzahl von Modellen mo¨glich, fu¨hrte damit aber auch, im Hinblick auf die Model-
lierung gekoppelter Prozesse in geklu¨ftet–poro¨sen Medien, zu neuen Anforderungen an die
Gitteradaption.
1.2 Zielsetzung
Die Zielsetzung dieser Arbeit ergibt sich zwangsla¨uﬁg aus der Neuentwicklung des Pro-
grammsystems RockFlow, das auch in Zukunft stetig weiterentwickelt wird. Zuna¨chst wur-
de die von Schulze-Ruhfus (1996) und Barlag (1997) im aTM realisierte und in
das RockFlow u¨bernommene h–adaptive Methode ’gekapselt’ und damit fu¨r die numerische
Simulation einer Vielzahl physikalischer Prozesse (z.B. Ein– und Mehrphasenstro¨mung,
Gasstro¨mung, Dichtestro¨mung, reaktiver Stoﬀtransport, Wa¨rmetransport) zuga¨nglich ge-
macht. Dies ero¨ﬀnete die Mo¨glichkeit einer vielfa¨ltigen Weiterentwicklung des verwendeten
gitteradaptiven Algorithmus im Hinblick auf die Modellierung beliebig gekoppelter Pro-
zesse in poro¨sen und geklu¨ftet–poro¨sen Medien, wie z.B. den ’Transport mehrerer mit-
einander reagierender Komponenten (reaktiver Stoﬀtransport)’ (Habbar et al. 1998)
oder den ’Transport idealer Tracer in dichteinduzierten Stro¨mungen in teilgesa¨ttigten Sy-
stemen’ (Thorenz et al. 2000). Die Komplexita¨t der zugeho¨rigen numerischen Modelle
erfordert einen einfach zu handhabenden und auf alle Modelle gleichermaßen anwendbaren
gitteradaptiven Algorithmus. Dies gilt insbesondere fu¨r zuku¨nftige Modellentwicklungen,
die auch bodenmechanische Prozesse beru¨cksichtigen werden.
Wa¨hrend die bisher bekannten gitteradaptiven Algorithmen das Berechnungsgitter in der
Regel nur fu¨r jeweils eine Feldgro¨ße (z.B. Druck, Konzentration, Temperatur) einer nume-
rischen Berechnung adaptieren, wird hier ein Algorithmus vorgestellt, der bei der Model-
lierung gekoppelter Prozesse das Berechnungsgitter an alle an den betrachteten Prozessen
beteiligten Feldgro¨ßen gleichermaßen anpaßt.
1.3 Gliederung der Arbeit
In der Arbeit werden folgende Punkte behandelt:
• In der Einleitung wird das Thema motiviert und das Ziel der Arbeit deﬁniert.
• Das Kapitel Gekoppelte Prozesse wird sich mit dem in RockFlow realisierten Soft-
warekonzept bescha¨ftigen. Außerdem werden die zum Versta¨ndnis dieser Arbeit not-
wendigen mathematischen Formulierungen der betrachteten physikalischen Prozesse
bereitgestellt. Aufgrund des großen Umfangs der inzwischen in RockFlow realisierten
Prozesse kann hier allerdings nur ein U¨berblick gegeben werden. Entsprechendes gilt
fu¨r die Darstellung des verwendeten numerischen Modells.
1.3 Gliederung der Arbeit 3
• Im Kapitel Gitteradaptive Methoden wird ein U¨berblick u¨ber die wichtigsten
gitteradaptiven Methoden gegeben. Es werden Vor– und Nachteile und damit auch
die Einsatzmo¨glichkeiten diskutiert und notwendige Begriﬀe zum Versta¨ndnis dieser
Methoden erla¨utert.
• Mit der in RockFlow realisierten h–adaptiven Methode bescha¨ftigt sich das Kapitel
Gitteradaption fu¨r die Modellierung gekoppelter Prozesse. Der auf den Arbei-
ten von Schulze-Ruhfus (1996) und Barlag (1997) basierende und im Rahmen
der vorliegenden Arbeit auf gekoppelte Prozesse erweiterte Algorithmus wird dar-
gestellt und anhand einfacher Beispiele erla¨utert. Die hier vorgestellte Methode der
gekoppelten Gitteradaption ﬁndet ihre Anwendung bei der numerischen Modellierung
beliebig gekoppelter Prozesse (Mehrfeldprobleme) in poro¨sen und geklu¨ftet–poro¨sen
Medien (gekoppelte geometrische Systeme).
• Das Kapitel Gitteradaptive Modellierung schwach gekoppelter Mehrfeld-
probleme in geklu¨ftet–poro¨sen Medien ist eines von zwei Kapiteln, das sich
mit den Anwendungsmo¨glichkeiten des in dieser Arbeit realisierten gitteradaptiven
Algorithmus bescha¨ftigt. Dazu soll zuna¨chst der Transport eines idealen Tracers in
einer (inkompressiblen) Grundwasserstro¨mung betrachtet werden, wobei besonders
auf die Anwendung der Gitteradaption im Bereich von Singularita¨ten (Quellen und
Senken) und in Kluft/Matrix–U¨bergangsbereichen (gekoppelte geometrische Systeme)
eingegangen wird. Optimierungen des verwendeten Algorithmus im Hinblick auf eine
Reduzierung der Rechenzeit werden ebenso diskutiert wie die Einsatzmo¨glichkeiten
weiterer, in dieser Arbeit nicht realisierter, gitteradaptiver Methoden.
Außerdem soll in diesem Kapitel eine erste Anwendung der Gitteradaption auf großra¨u-
mige sog. 2.5D–Kluftnetzwerke dargestellt werden. Hier wird der vorgestellte gittera-
daptive Algorithmus sowohl bei der Modellierung der Grundwasserstro¨mung (im Be-
reich von Quellen und Senken) als auch des Stoﬀtransports angewendet und damit
eine erste Kopplung der Gitteradaption demonstriert.
• Anhand einer Reihe von Beispielen zu dichteinduzierten Stro¨mungen werden im Ka-
pitel Gitteradaptive Modellierung stark gekoppelter Mehrfeldprobleme in
poro¨sen Medien die Mo¨glichkeiten der gekoppelten Gitteradaption bei der Modellie-
rung dieser stark gekoppelten Mehrfeldprobleme dargestellt. Wie im vorangegangenen
Kapitel sollen auch hier notwendige Optimierungen des gitteradaptiven Algorithmus
im Hinblick auf eine Rechenzeitersparnis diskutiert werden.




2.1 RockFlow – Konzept
Die wachsende Komplexita¨t der zu modellierenden physikalischen Prozesse in Geosystemen
macht seit Mitte der 90er Jahre eine Neuentwicklung des Grundwassersimulators Rock-
Flow notwendig. Das in ANSI–C entstandene Programm (Kolditz et al. 1998) bie-
tet die Mo¨glichkeit, bei der Entwicklung neuer Modelle auf verschiedene sog. Rechenkerne
(FE–Kernels) zuzugreifen und diese miteinander zu koppeln. Diese Rechenkerne liefern fu¨r
einzelne Prozesse, wie z.B. der Ein– oder Mehrphasenstro¨mung, dem Stoﬀtransport oder
dem reaktiven Stoﬀtransport, die mittels einer Finite–Elemente–Formulierung hergeleite-
ten diskreten Gleichungssysteme, die beliebig zu neuenModellen (Models) zusammengefu¨gt
werden ko¨nnen (Abbildung 2.1).
Abbildung 2.1: RockFlow–Konzept fu¨r die numerische Simulation gekoppelter Prozesse in Geo-
systemen (Kolditz et al. 1998)
Außerdem besteht die Mo¨glichkeit, neben der hier verwendeten semidiskreten Finite–Ele-
mente–Methode (FEM) weitere numerische Verfahren zu realisieren und u¨ber entsprechende
Rechenkerne allen Modellen gleichermaßen zur Verfu¨gung zu stellen.
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Sowohl die Umsetzung dieses Konzeptes als auch die Entwicklung der in RockFlow imple-
mentierten Gitteradaption, die ebenfalls allen Modellen zur Verfu¨gung steht, erfordert die
in ANSI–C realisierbaren dynamischen Datenstrukturen.
2.2 Mathematisches Modell
Im folgenden werden die zum Versta¨ndnis dieser Arbeit, insbesondere der Anwendungsbei-
spiele, notwendigen Bilanzgleichungen bereitgestellt. Aufgrund der Vielzahl der in RockFlow
realisierten Modelle kann nur ein kleiner U¨berblick gegeben werden. Deshalb soll hier auf
weiterfu¨hrende Arbeiten vonWollrath (1990) undHelmig (1993) zur Grundwassermo-
dellierung und von Kro¨hn (1991) und Shao (1994) zur Modellierung des Stoﬀtransports
bzw. Habbar et al. (1998) des reaktiven Stoﬀtransports verwiesen werden. Die Herlei-
tung der Bilanzgleichung fu¨r den Wa¨rmetransport in geklu¨ftet–poro¨sen Medien ﬁndet sich
in Kolditz (1997). Die Ausfu¨hrungen zur dichteinduzierten Stro¨mung in teilgesa¨ttigten
Systemen basieren auf der Arbeit von Thorenz et al. (2000).
2.2.1 Grundwasserstro¨mung
Aus der Bilanzierung der Fluidmasse u¨ber ein gegebenes ra¨umlich und zeitlich konstantes









dV = 0 . (2.1)
mit der Fluiddichte ρ, der eﬀektiven Porosita¨t n, der Abstandsgeschwindigkeit va und ei-
nem Quellterm Qρ.
Aufgrund der willku¨rlichen Gro¨ße und Gestalt des ortsfesten Volumens muß der Integrand
verschwinden. Damit ergibt sich die Kontinuita¨tsgleichung zu:
∂(nρ)
∂t
+ div(nρva)− ρQρ = 0 . (2.2)





+ div(nρva)− ρQρ = 0 (2.3)




+ div(nva)−Qρ = 0 . (2.4)
Der Speicherkoeﬃzient Sp beschreibt die Kompressibilita¨t des Fluids und die druckabha¨ngi-
ge Vera¨nderlichkeit des Porenvolumens. Bei inkompressiblen Fluiden ha¨ngt der Speicherko-
eﬃzient nur von der Kompressibilita¨t des Porenraumes ab. Eine Herleitung des Speicher-
koeﬃzienten ist u.a. bei Kro¨hn (1991) zu ﬁnden.
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Nach dem Darcyschen Filtergesetz ergibt sich fu¨r einen unbeweglichen Grundwasserleiter
die Filtergeschwindigkeit vf = nva zu
vf = −k
µ
(grad p− ρg) (2.5)
mit dem Tensor der speziﬁschen Permeabilita¨t k, der dynamischen Viskosita¨t µ und dem
Vektor der Erdbeschleunigung g.
Nach Einsetzen von Gleichung (2.5) in Gleichung (2.4) erha¨lt man schließlich die Stro¨mungs-






(grad p− ρg))−Qρ = 0 . (2.6)
2.2.2 Konservativer Stoﬀtransport




+ div(nvaC)− div(nDgradC)−QC = 0 (2.7)
bzw. mit C = ρc die Bilanzgleichung fu¨r die Massenkonzentration c:
∂(nρc)
∂t
+ div(nva ρc)− div(nDgrad (ρc))− ρQc = 0 . (2.8)










− div(nDgradC) + nva gradC + CQρ −QC = 0 . (2.10)
Der Tensor D = Dm+DD der hydrodynamischen Dispersion setzt sich zusammen aus dem
Tensor der molekularen Diﬀusion
Dm = τDm I , (2.11)
mit der Tortuosita¨t τ und dem molukularen Diﬀusionskoeﬃzienten Dm, und dem Tensor
der mechanischen Dispersion (Scheidegger 1961)
DD := DDij = αT |va|δij + (αL − αT )vaivaj|va| . (2.12)
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Dieser Tensor nimmt im isotropen Medium Diagonalform an, wenn eine der Koordinatenach-
sen in die Stro¨mungsrichtung fa¨llt. Falls die x–Achse die ausgezeichnete Koordinatenachse
ist, gilt damit fu¨r den Tensor der mechanischen Dispersion
DD =

 αL|va| 0 00 αT |va| 0
0 0 αT |va|

 , (2.13)
mit der longitudinalen und der transversalen Dispersionsla¨nge αL und αT .
2.2.3 Wa¨rmetransport
Der Thermodispersionstensor E fu¨r ein poro¨ses Medium ist entsprechend dem Tensor der
mechanischen Dispersion gegeben durch:
E := Eij = βT |vf |δij + (βL − βT )vfivfj|vf | , (2.14)
mit der longitudinalen und der transversalen Thermodispersionsla¨nge βL und βT .
Aus der Energiebilanz fu¨r ein poro¨ses Medium ergibt sich nach Kolditz (1997) folgende




+ cwρw vf gradT − div(DT gradT )− ρQT = 0 , (2.15)
mit der Wa¨rmekapazita¨t des poro¨sen Mediums
cρ = ncwρw + (1− n)csρs , (2.16)
dem Tensor der hydrodynamischen Wa¨rmedispersion des poro¨sen Mediums
DT := DTij = nλ
wδij + (1− n)λsij + cwρwEij (2.17)
und dem Wa¨rmequellterm
ρQT = nρ
wQwT + (1− n)ρsQsT . (2.18)
2.2.4 Dichtestro¨mung in gesa¨ttigten und teilgesa¨ttigten Syste-
men
Ein Mehrphasensystem liegt vor, wenn der Porenraum nicht wie bei der gesa¨ttigten Grund-
wasserstro¨mung durch nur eine Phase ausgefu¨llt ist. Fu¨r jede Phase muß dann analog zur




+ div(nρα vαa )− ραQαρ = 0 . (2.19)
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Da Phase α nicht den gesamten Porenraum ausfu¨llt, tritt an die Stelle der eﬀektiven Poro-
sita¨t n der Porenanteil nα dieser Phase. Der Sa¨ttigungsgrad Sα mit
nα = Sαn (2.20)
ist deﬁniert als der Anteil des Porenraums, der mit Phase α gefu¨llt ist. Daraus folgt fu¨r die
Kontinuita¨tsbeziehung der Phase α
∂(Sαnρα)
∂t
+ div(ρα vαf )− ραQαρ = 0 . (2.21)
















Die Terme I (Speicherterm) und II (Korngeru¨stterm) lassen sich entsprechend der Herlei-





















+ div(ρα vαf )− ραQαρ = 0 . (2.24)




(grad pα − ρα g) , (2.25)
mit der relativen Permeabilita¨t kαr , die die speziﬁsche Permeabilita¨t k
α fu¨r die Phase α mit
der ﬂuidunabha¨ngigen speziﬁschen Permeabilita¨t k u¨ber
kα = kαr k (2.26)
in Beziehung setzt. Nach Einsetzen von Gleichung (2.25) in Gleichung (2.24) erha¨lt man











(grad pα − ρα g))− ραQαρ = 0 . (2.27)
Fu¨r ein Zweiphasensystem, bestehend aus einer Gas– und einer Fluidphase (hier Luft und
Wasser), wird diese Gleichung fu¨r jede der beiden Phasen aufgestellt. Der Sa¨ttigungsgrad
der jeweiligen Phase ha¨ngt dabei vom Kapillardruck
pc = p
n − pw (2.28)
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ab, der die Druckdiﬀerenz aus dem Druck pn der nicht benetzenden (non–wetting) und pw
der benetzenden (wetting) Phase beschreibt.
Fu¨r poro¨se Medien mit Verbindung zur Erdoberﬂa¨che kann nach Richards (1931) an-
genommen werden, daß der Druck in der Gasphase konstant ist. Damit reduziert sich das


























(grad pw − ρw g))− ρwQwρ = 0 . (2.30)
Dichtea¨nderungen werden u¨ber die sog. Boussinesq–Approximation beru¨cksichtigt, bei
der die Dichte in allen Termen außer dem Auftriebsterm als konstant angenommen wird.
Die Dichte errechnet sich nach
ρ = ρ0{1 + βp(p− p0)− βT (T − T0) +
βc
(Cmax − C0) (C − C0)}, (2.31)



























die die Dichtea¨nderung infolge Konzentrationsa¨nderung beschreibt.
Fu¨r die Transportgleichung ergibt sich
∂(nSwC)
∂t
− div(nSwDgradC) + vwf gradC + CQwρ −QC = 0 . (2.35)
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2.3 Numerisches Berechnungsverfahren
Ein großer Vorteil der Finite–Elemente–Methode (FEM) ist die ﬂexible Behandlung kom-
plexer Modellgeometrien, wie sie bei geklu¨fteten geologischen Formationen auftreten. Im
Rahmen dieser Arbeit wird eine semidiskrete FEM verwendet, mit unterschiedlichen nume-
rischen Verfahren fu¨r die Orts– und die Zeitdiskretisierung. Dazu wird zuna¨chst die zeitliche
Diskretisierung mittels eines Diﬀerenzen–Ansatzes und anschließend die Ortsdiskretisierung
mittels einer FEM-Formulierung durchgefu¨hrt.
Die ausfu¨hrliche Entwicklung der Finite–Elemente–Gleichungen fu¨r Transportprobleme ist
in den Arbeiten von Kro¨hn (1991) (Stoﬀtransport) und Kolditz (1990) (Wa¨rmetrans-
port) zu ﬁnden. Fu¨r die Grundwasserstro¨mung sei auf die Arbeit von Wollrath (1990)
und fu¨r Mehrphasenstro¨mungen auf Arbeiten von Helmig (1993) und Thorenz (2001)
verwiesen. Letztere schließt die Behandlung dichteinduzierter Stro¨mungen mit ein.
Aufgrund der Vielfalt der Arbeiten, die sich ausfu¨hrlich mit der numerischen Modellie-
rung der beschriebenen Prozesse bescha¨ftigen, sollen im folgenden nur einige grundlegende
Erla¨uterungen zu der verwendeten semidiskreten FEM gegeben werden:
Zeitdiskretisierung










Fu¨r die zeitliche Auswertung der u¨brigen Terme wird mit der Wahl der Kollokationsstelle
θ eine Wichtung zwischen alter und neuer Zeitebene herbeigefu¨hrt:
u ≈ θ u(t+∆t) + (1− θ)u(t), 0 ≤ θ ≤ 1. (2.37)
Die Wahl der Kollokationsstelle und das damit deﬁnierte Diﬀerenzen–Verfahren haben
einen starken Einﬂuß auf das Lo¨sungsverhalten der numerischen Berechnung. Folgende
Zeitschrittverfahren ko¨nnen unterschieden werden:
Euler (vorwa¨rts): θ = 0 explizit
Crank–Nicolson: θ = 0.5 semi–implizit
Euler (ru¨ckwa¨rts): θ = 1 implizit
(2.38)
Wa¨hrend sowohl das explizite als auch das implizite Euler–Verfahren von erster Genauig-
keitsordnung sind, fu¨hrt die Verwendung des Crank–Nicolson–Verfahrens auf eine Ge-
nauigkeit zweiter Ordnung. Gleichzeitig kann bei geeigneter Wahl der Kollokationsstelle
(θ ≥ 0.5) eine Stabilita¨t des Diﬀerenzen–Verfahrens herbeigefu¨hrt werden. So bildet das
Crank–Nicolson–Verfahren bei hoher Genauigkeitsordnung die untere Grenze der stabi-
len Verfahren (vgl. Kolditz 1997). Um bei der Modellierung advektiv–dispersiver Trans-
portprozesse (Stoﬀtransport) Oszillationsfreiheit zu erreichen, muß bei Verwendung des
Crank–Nicolson–Verfahrens außerdem die Bedingung
PgCr < 2 (2.39)











erfu¨llt sein und der Zeitschritt ∆t entsprechend gewa¨hlt werden.
Die gitteradaptive Modellierung dominant–advektiver Transportprozesse fu¨hrt durch Redu-
zierung der charakteristischen Elementla¨nge h zu einer Verringerung der Gitter–Peclet–
Zahl Pg, aber gleichzeitig zu einer Erho¨hung der Courant–Zahl Cr. Deshalb ist darauf
zu achten, daß der Zeitschritt entsprechend dem Courant–Kriterium
Cr ≤ 1 (2.42)
jeweils an das sich a¨ndernde Berechnungsgitter angepaßt wird. Entsprechendes gilt fu¨r







einzuhalten. Bei der Modellierung gekoppelter Prozesse ist hingegen der minimale Zeitschritt
aller betrachteten Prozesse, z.B.
∆t = min(∆tp,∆tC ,∆tT ), (2.44)
vorzugeben und ebenfalls an das sich a¨ndernde Berechnungsgitter anzupassen.
Ortsdiskretisierung
Nach der zeitlichen Diskretisierung ist die unbekannte Gro¨ße u formal nur noch von den
Ortskoordinaten abha¨ngig, so daß die Ortsdiskretisierung mittels Finiter Elemente durch-
gefu¨hrt werden kann.
Die unbekannte Funktion u einer Randwertaufgabe, wie z.B. der Poisson–Gleichung
−div (grad u) = f mit u = 0 auf ∂Ω , (2.45)
wird zuna¨chst mit Hilfe geeigneter Ansatzfunktionen ωi durch eine Na¨herungsfunktion der
Form
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approximiert (Ritz’scher Ansatz). Die Na¨herungslo¨sung uh wird die urspru¨ngliche Bilanz-
gleichung nicht mehr exakt erfu¨llen, statt dessen gilt
R := div (graduh) + f 	= 0 . (2.47)
Die beste Na¨herungslo¨sung wird demnach diejenige sein, fu¨r die das Residuum R zu einem
Minimum wird.
Nach der Methode der gewichteten Residuen wird die betrachtete Diﬀerentialgleichung in
eine Funktionalgleichung u¨berfu¨hrt. Dazu wird die Orthogonalita¨t des Residuums R zu den
linear unabha¨ngigen Wichtungsfunktionen φi gema¨ß
∫
V
Rφ dV = 0 (2.48)
gefordert (Minimierung des Residuums im integralen Mittel u¨ber das Berechnungsgebiet).
Linienelement Viereckelement Hexaederelement
Abbildung 2.2: Elementtypen
Um das Berechnungsgebiet einerseits durch hinreichend viele Knoten zu diskretisieren, an-
dererseits den Grad der Ansatzfunktionen mo¨glichst gering zu halten, wird es in einzelne
sich nicht u¨berschneidende Teilgebiete (Finite Elemente) zerlegt. Zur Beschreibung der
Geometrie des zu modellierenden Gebietes stehen zur Zeit die folgenden Elementtypen zur
Verfu¨gung (Abbildung 2.2):
• Linienelemente zur Nachbildung von ausgepra¨gten linienfo¨rmigen Fließkana¨len oder
Bohrlo¨chern (3D–Modell) und zur Modellierung von Klu¨ften (2D–Modell)
• Viereckselemente zur Modellierung ebener Klu¨fte (3D–Modell) und zur Darstellung
der Gesteinsmatrix als Kontinuum (2D–Modell)
• Hexaederelemente zur Darstellung der Gesteinsmatrix (3D–Modell)
Die einzelnen Elementtypen ko¨nnen, unter Beru¨cksichtigung der Konformita¨tsbedingung
(vgl. Kapitel 4), beliebig miteinander kombiniert werden (Abbildung 4.1).
14 2.3 Numerisches Berechnungsverfahren
Als Ansatzfunktionen werden lineare Lagrangesche Ansatzfunktionen ωi mit der Eigen-
schaft
ωi(xj, yj, zj) = δij =
{
0 fu¨r j 	= i
1 fu¨r j = i
(2.49)
vorgegeben. Lagrangeschen Ansatzfunktionen sind normiert, d.h. die Summe aller An-
satzfunktionen ist an jedem Punkt des Raumes eins.
Die FEM la¨ßt sich in verschiedene Lo¨sungstechniken unterteilen. So ko¨nnen bei der Behand-
lung von parabolischen Anfangsrandwertaufgaben (instationa¨re Grundwasserstro¨mung, rein
diﬀusiver Stoﬀtransport) die Ansatzfunktionenω gleich denWichtungsfunktionen φ gewa¨hlt
werden (Standard–Galerkin–FEM).
U¨berwiegt dagegen der advektive Transportanteil, kommt es zur Ausbildung scharfer Fron-
ten. Die hier auftretenden großen Gradienten der Transportgro¨ße fu¨hren zu Oszillationen
in der Vermischungszone. Fu¨r die numerische Simulation dominant–advektiver Transport-
prozesse bieten sich neben der Nutzung gitteradaptiver Methoden deshalb sog. Upwind–
Verfahren an. Upwind–Verfahren modiﬁzieren die Wichtungsfunktionen derart, daß nume-
rische Oszillationen durch die Erzeugung numerischer Dispersion geda¨mpft werden. Die
Lo¨sungen werden ’glatter’.
Ganz allgemein bezeichnet man Verfahren, bei denen die Wichtungsfunktionen von den
Ansatzfunktionen verschieden sind als Petrov–Galerkin–Verfahren.
Das Streamline Upwind/Petrov–Galerkin–Verfahren (SU/PG–Verfahren) von Brooks
& Hughes (1982) modiﬁziert die Wichtungsfunktionen stro¨mungsgerichtet durch den An-
satz
φ = ω + α
va
|va|gradω (2.50)
mit dem Upwindparameter α. Die Wahl des Upwindparameters bestimmt entscheidend die






Barlag (1997) gibt fu¨r advektiv–dispersive Transportprozesse in poro¨sen Medien den
Upwindparameter in Abha¨ngigkeit von der Gitter–Peclet–Zahl Pg an:
α =
{
0 fu¨r Pg ≤ 2
h
2
− D|va| fu¨r Pg > 2
(2.52)
Damit erha¨lt man bei dominant–dispersivem Transport das fu¨r parabolische Gleichungen
optimale Bubnov–Galerkin–Verfahren, wa¨hrend bei dominant–advektiven Prozessen das




Gitteradaptive Methoden haben ihre Anfa¨nge bereits Ende der 70er Jahre. Babuska &
Rheinboldt (1978) haben erstmalig eine Methode angegeben, bei der aus einer Scha¨tzung
des lokalen Fehlers einer numerischen Berechnung auf notwendige Gitterverfeinerungen in
bestimmten Regionen geschlossen werden kann. Das Ziel der Gitteradaption ist es also, das
Berechnungsgitter, gesteuert durch Fehler- bzw. Verfeinerungsindikatoren, a posteriori so zu
vera¨ndern, daß sich bei einer geringstmo¨glichen Anzahl an Freiheitsgraden eine gro¨ßtmo¨gli-
che Genauigkeit der numerischen Lo¨sung ergibt.
Die Finite–Elemente–Methode (FEM) hat aufgrund der Verwendung unstrukturierter Git-
ternetze den Vorteil einer großen Flexibilita¨t bei der Netzerstellung. Die Knotendichte der
Berechnungsgitter muß ausreichen, um einerseits die Geometrie des Modellgebietes ange-
messen aufzulo¨sen, andererseits den Diskretisierungsfehler der numerischen Lo¨sung gering
zu halten. Allerdings kann die Genauigkeit einer Na¨herungslo¨sung aufgrund der verschie-
denen Einﬂußparameter, wie z.B. der Geometrie des Modellgebietes oder der vorgegebenen
Materialdaten, nur selten a priori abgescha¨tzt werden. Damit ist die Erstellung eines opti-
malen, problemangepaßten Berechnungsgitters insbesondere bei instationa¨ren Problemstel-
lungen a priori sehr aufwendig. Dies fu¨hrt ha¨uﬁg, um den Aufwand fu¨r die Netzerstellung zu
reduzieren, zu sehr fein aufgelo¨sten Berechnungsgittern mit den bekannten Auswirkungen
auf Rechenzeit und Speicherplatzbedarf.
Nach Rank (1985) muß die sog. Ingenieurzeit, die u.a. fu¨r die Erstellung des Berechnungs-
gitters beno¨tigt wird, neben der Rechenzeit und dem Speicherplatzbedarf deshalb auch zu
den Berechnungskosten einer numerischen Berechnung geza¨hlt werden. Um diese Berech-
nungskosten gering zu halten, bieten sich gitteradaptive Methoden (h–,m–,r–Methode) an.
Neben der Mo¨glichkeit, durch Netzverfeinerung Konvergenz bei FE–Berechnungen zu er-
halten, hat in den letzten Jahren aber auch die sog. p–Methode als sukzessive Erho¨hung des
Polynomgrades der Ansatzfunktionen und die hp–Methode als Kombination von Netzver-
feinerung und Ansatzgraderho¨hung großes Interesse gefunden.
All diese Methoden geben dem Anwender die Mo¨glichkeit, das Startgitter fu¨r eine nume-
rische Berechnung mit einer geringen Anzahl an Elementen und damit auch Knoten zu
modellieren. Die Knotendichte muß lediglich ausreichen, um die Geometrie des Modellge-
bietes aufzulo¨sen, u¨ber einen evtl. Diskretisierungsfehler der Lo¨sung muß sich der Anwender




Grundlegend lassen sich drei Verfeinerungsstrategien (gitteradaptive Methoden) unterschei-
den:
• die Verschiebung vorhandener Knoten in Richtung kritischer Stellen (r–Methode)
• die Neuvernetzung kritischer Bereiche mittels eines Gittergenerators (m–Methode),
• und die Netzverdichtung durch Elementteilung und die damit einhergehende Redu-
zierung der charakteristischen Elementabmessungen h (h–Methode).
Als weitere Methoden ko¨nnen die Subgrid– und die Moving Grid–Methode genannt werden.
Um a posteriori optimale Berechnungsgitter zu erzielen, besteht bei Bedarf außerdem die
Mo¨glichkeit, die genannten Methoden miteinander zu kombinieren.
3.2.1 r–Methode
Die in einem Ausgangsgitter vorhandenen Knoten werden in Richtung kritischer Stellen
verschoben (Abbildung 3.1). Dadurch bleibt die Zahl der Freiheitsgrade in allen Berech-
nungsschritten gleich. Da sich die Geometrie der vorhandenen Elemente durch die Kno-
tenverschiebung vera¨ndert, ko¨nnen auch stark verzerrte Elemente entstehen. Bei Vorhan-
densein von Materialheterogenita¨ten kann es, da sich die Materialdaten im Ausgangsgitter
auf bestimmte Elemente beziehen, außerdem zu einer Verschiebung der Materialgrenzen
kommen.
Abbildung 3.1: Verfeinerung durch Verschiebung der Knoten (r–Methode)
Die r–Methode wird in der Regel in Verbindung mit der Finite–Diﬀerenzen–Methode ver-
wendet. Bei der FEM ist die r–Methode nur fu¨r kleine Problemgro¨ßen eﬀektiv und deshalb
nur fu¨r Subprobleme, wie z.B. bei hierarchischen hp–Ansa¨tzen, in der Na¨he von Singula-
rita¨ten (z.B. punktuelle Quellen und Senken) sinnvoll (Stein et al. 1994).
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3.2.2 m-Methode
Die m–Methode beno¨tigt einen Gittergenerator zur lokalen oder globalen Neuvernetzung
des betrachteten Gebietes. Damit ko¨nnen die Berechnungsgitter an evtl. Vera¨nderungen
des Berechnungsgebietes (z.B. bei freien Oberﬂa¨chen) angepaßt werden. Die numerische
Lo¨sung auf dem Ausgangsgitter muß auf das neue Gitter interpoliert werden. Eine weitere
Verbesserung des Berechnungsgitters la¨ßt sich schließlich mit Hilfe der h–Methode erzielen.
3.2.3 h-Methode
Einfu¨gen neuer Elemente
Die Genauigkeit der FE–Lo¨sung ist u.a. von der charakteristischen Elementabmessung h
abha¨ngig. Bei adaptiver Netzverdichtung durch Elementteilung liegt die h–Methode vor.
Um die Stetigkeit einer FE–Lo¨sung zu garantieren, muß die sog. geometrische Kompatibi-
lita¨tsbedingung an die Elemente erfu¨llt sein. Dazu mu¨ssen zwei Elemente, die sich in mehr
als einem Eckknotenpunkt beru¨hren, eine ganze Kante gemeinsam haben (Rank 1985).
Abbildung 3.2: Verfeinerung durch Einfu¨gen neuer Elemente (h–Methode)
Die in Abbildung 3.2 dargestellte Verfeinerung (Einfu¨gen neuer Elemente) erfu¨llt zwar die
Kompatibilita¨tsbedingung, hat aber den Nachteil, daß nach wenigen Verfeinerungsschritten
stark verzerrte Elemente auftreten ko¨nnen. Dadurch wird gerade in den kritischen Berei-
chen, in denen eine Netzverfeinerung notwendig ist, die Genauigkeit der numerischen Lo¨sung
stark vermindert.
Verfeinerung durch Elementteilung
Dagegen bleibt bei der in Abbildung 3.3 dargestellten Elementteilung die Qualita¨t des
Ausgangselements auch nach mehreren Verfeinerungsschritten erhalten.
Abbildung 3.3: Verfeinerung durch Elementteilung (h–Methode)
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Allerdings ist hier die geometrische Kompatibilita¨tsbedingung verletzt, so daß die Stetig-
keit der numerischen Lo¨sung in den sog. irregula¨ren oder ha¨ngenden Knoten sichergestellt
werden muß.
Anmerkung: Ein Knoten eines bilinearen Viereckselements wird als regula¨rer Knoten be-
zeichnet, wenn er Eckknoten aller angrenzenden Elemente ist. Alle anderen Knoten
heißen irregula¨r.
Die Stetigkeit der Lo¨sung in den irregula¨ren Knoten (Abbildung 3.4, Mitte) kann entwe-
der durch U¨bergangselemente (Rust 1991, Bastian 1994) oder durch Elimination der
zugeho¨rigen Freiheitsgrade im Gesamtgleichungssystem bzw. bereits beim Aufbau der Ele-
mentmatrizen erfolgen (Rank 1985, Devloo et al. 1987). Dabei wird gefordert, daß
sich die Lo¨sung im irregula¨ren Knoten durch Interpolation der Lo¨sungswerte in den benach-
barten regula¨ren Knoten ergibt.
irreguläre
Knoten 
Abbildung 3.4: Behandlung irregula¨rer Knoten
Bei der Verwendung von U¨bergangselementen (Abbildung 3.4, rechts) ist darauf zu achten,
daß diese Elemente vor jedem weiteren Adaptionsschritt aufgelo¨st werden, um das Entste-
hen von verzerrten Elementen durch erneute Verfeinerung zu verhindern.
Diese Methode (Verfeinerung durch Elementteilung) ist in Verbindung mit der FEM sehr
gut auf geometrisch komplexe Gebiete anwendbar. Deshalb wird sie bevorzugt zur git-
teradaptiven Modellierung von Stro¨mungs– und Transportprozessen in poro¨sen (Pepper
& Stephenson 1995, Li et al. 2000) und geklu¨ftet–poro¨sen (Barlag 1997) Medien
verwendet.
3.2.4 Subgrid–Methode
Die Subgrid–Methode (Abbildung 3.5), die auf Berger & Oliger (1984) zuru¨ckgeht, wur-
de fu¨r die Finite–Diﬀerenzen–Methode und damit fu¨r strukturierte Gitternetze entwickelt.
Hierbei wird ein grobes Ausgangsgitter durch feinere ’subgrids’ u¨berlagert, auf denen ge-
trennt voneinander die numerischen Berechnungen durchgefu¨hrt werden.
Je nach Feinheit dieser Gitter wird mit unterschiedlichen Zeitschritten gerechnet. Da nur
die lokal begrenzten feinen Gitter mit einem entsprechend kleinen Zeitschritt versehen wer-
den, kann dadurch Rechenzeit eingespart werden. Die ’subgrids’ mu¨ssen mit geeigneten
Randbedingungen versehen und die Ergebnisse nach erfolgter Rechnung auf das grobe Aus-
gangsgitter interpoliert werden. Da die ’subgrids’ beliebig orientiert sein ko¨nnen, besteht die
Mo¨glichkeit, diese Gitter an den Stromlinien auszurichten. Manzini & Rosella (1994)
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undWolfsberg & Freyberg (1994) haben die Subgrid–Methode verwendet, um einer-
seits Stoﬀtransport, andererseits reaktiven Stoﬀtransport in poro¨sen Medien zu modellieren.
Allerdings ist diese Methode auf geometrisch komplexe Gebiete, wie geklu¨ftet–poro¨se Me-
dien, nur eingeschra¨nkt anwendbar.
Abbildung 3.5: Subgrid–Methode
3.2.5 Moving Grid–Methode
Im Unterschied zu der Subgrid–Methode haben bei der von Gropp (1980) entwickelten
Moving Grid–Methode die feineren Gitter eine Geschwindigkeit, mit der sie sich durch das
na¨chst gro¨bere Gitter bewegen. Die zuna¨chst nur fu¨r eine Verfeinerungstiefe entwickelte Me-
thode wurde schließlich auf eine beliebige Anzahl von Verfeinerungstiefen erweitert (Gropp
1987). Dabei ﬁndet eine Neuvernetzung des Gebietes erst dann statt, wenn ein Gitter auf-
grund seiner Geschwindigkeit das gro¨bere Gitter, in dem es sich bewegt, verla¨ßt oder zwei
Gitter kollidieren.
3.3 Fehler– und Verfeinerungsindikatoren
Um auf notwendige Gitterverfeinerungen in bestimmten Regionen des Berechnungsgebietes
schließen zu ko¨nnen, sind Fehler– oder Verfeinerungsindikatoren notwendig, mittels derer
man den lokalen Fehler einer numerischen Berechnung abscha¨tzen oder zumindest eine Git-
ternetzanpassung steuern kann.
Eine große Gruppe von Fehlerscha¨tzern stellen die sog. Residualen Scha¨tzer dar, die auf Ba-
buska & Rheinboldt (1978) zuru¨ckgehen. Hierbei wird der auf ein Element E bezogene
Fehler u¨ber die Gro¨ße des Residuums im Elementinnern RE und der Kantenspru¨nge RK fu¨r
K ∈ ∂E abgescha¨tzt. Auf die genaue Herleitung dieser Fehlerscha¨tzer soll hier nicht weiter
eingegangen, sondern auf die Literatur verwiesen werden (z.B. Babuska & Rheinboldt
1978, Babuska & Miller 1981, Bieterman & Babuska 1982, Johnson 1990).
Zum besseren Versta¨ndnis dieser Arbeit mu¨ssen die Begriﬀe Fehlerindikator und Verfeine-
rungsindikator eindeutig gekla¨rt werden. Die nun folgenden Deﬁnitionen ﬁndet man u.a.
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bei Babuska & Miller (1981) und Rank (1985):
Eine aus einer FE–Na¨herung berechenbare Gro¨ße η heißt Fehlerestimator bzw. Fehlerscha¨tzer,
wenn es zwei Konstanten C1 und C2 gibt, so daß fu¨r e := uh − u gilt:
C1η ≤ ‖e‖ ≤ C2η . (3.1)
Fu¨r C1 ≈ 1 und C2 ≈ 1 gibt η die Gro¨ßenordnung des Fehlers der FE–Na¨herung an. Ein




‖e‖ = 1 . (3.2)
Ein Fehlerindikator bzw. lokaler Fehlerscha¨tzer ηi ist eine Gro¨ße, die sich fu¨r jedes Ele-
ment aus der FE–Lo¨sung berechnen la¨ßt. Der Zusammenhang zwischen Fehlerestimator






La¨ßt sich mittels ηi zwar eine Aussage u¨ber die Fehlerverteilung machen, ohne daß zu-
gleich die linke Seite der Ungleichung (3.1) fu¨r einen zugeho¨rigen Fehlerestimator gezeigt
wird, so spricht man von einem Verfeinerungsindikator. Obwohl damit keine Abscha¨tzung
des Gesamtfehlers vorgenommen werden kann, kann mit Hilfe dieser analytischen Verfeine-
rungsindikatoren eine automatische Gitternetzanpassung gesteuert werden.
Im Gegensatz hierzu geben heuristische Verfeinerungsindikatoren keine Information u¨ber
die tatsa¨chliche Fehlerverteilung. Vielmehr wird von der Annahme ausgegangen, daß in Be-
reichen großer Gradienten oder Gradienten–Spru¨nge mit einem Fehler in der numerischen
Lo¨sung zu rechnen ist.
U¨ber das Residuum R einer numerischen Lo¨sung lassen sich bereits einfache heuristi-
sche Verfeinerungsindikatoren herleiten. Betrachtet man auch hier wieder die Poisson–
Gleichung
−div (grad u) = f mit u = 0 auf ∂Ω , (3.4)
so erha¨lt man, wenn die FE–Lo¨sung uh in die Diﬀerentialgleichung eingesetzt wird, das
Residuum R mit
R := R(uh) := div (graduh) + f . (3.5)
Da uh hier eine stu¨ckweise lineare Funktion ist, ist die zweite Ableitung u
′′
h nicht deﬁniert.
Deshalb wird die Sprungho¨he von u′h als zweite Ableitung verstanden (Abbildung 3.6). Das
Residuum R setzt sich somit aus zwei Anteilen zusammen. Im Elementinnern ist
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RE := RE(uh) := f , (3.6)
und auf dem Rand der Elemente ergibt sich das kantenbezogene Residuum RK mit





fu¨r K ∈ ∂E . (3.7)
Betrachtet man lediglich das kantenbezogene Residuum RK , so erha¨lt man hieraus bereits







Abbildung 3.6: Funktionsverlauf der FE–Lo¨sung sowie erste und zweite Ableitung bei linearen
Ansatzfunktionen (nach Rank 1985)
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Kapitel 4
Gitteradaption fu¨r die Modellierung
gekoppelter Prozesse
4.1 Allgemeines
Der von Schulze-Ruhfus (1996) und Barlag (1997) entwickelte h–adaptive Algorith-
mus zur Modellierung des Stoﬀtransports im Kluftgestein wurde im Rahmen dieser Arbeit
zuna¨chst von konform gekoppelten 1D–/2D–/3D–Elementen (Abbildung 4.1 (links)) auf
sog. 2.5D–Kluftnetzwerke (Abbildung 4.1 (rechts)) und schließlich auf beliebig (konform)
gekoppelte geometrische Systeme erweitert (Kaiser et al. 1998, Kaiser et al. 1999).
Abbildung 4.1: Kopplung verschiedener Elementdimensionen (1D, 2D, 3D)
Die stetige Weiterentwicklung des Grundwassersimulators RockFlow machte zudem um-
fangreiche Erweiterungen des gitteradaptiven Algorithmus notwendig, um die Gitteradap-
tion auf beliebig gekoppelte Prozesse (Mehrfeldprobleme) in poro¨sen und geklu¨ftet-poro¨sen
Medien (gekoppelte geometrische Systeme) anwenden zu ko¨nnen (Kaiser et al. 2000a,
Kaiser et al. 2000b). In diesem Zusammenhang soll im folgenden von gekoppelter Git-




Die numerische Simulation gekoppelter Prozesse in poro¨sen oder geklu¨ftet–poro¨sen Medien
erfordert Gitternetze, die die Geometrie dieser komplexen geologischen Formationen ab-
bilden. Dabei mu¨ssen Klu¨fte, Materialheterogenita¨ten (Porosita¨ten, Durchla¨ssigkeiten) der
unterschiedlichen Bodenschichten sowie Injektions– und Extraktionsstellen (Quellen und
Senken) beru¨cksichtigt werden.
Die Komplexita¨t dreidimensionaler geologischer Strukturen kann nur mittels unstrukturier-
ter Gitternetze gut erfaßt werden. Da bereits die Erfassung der Grobstruktur eines hete-
rogenen Aquifers einen hohen Diskretisierungsaufwand erfordert (Kasper et al. 1996,
Rother et al. 2000), kann insbesondere bei der Modellierung instationa¨rer Prozesse
die zu erwartende Na¨herungslo¨sung bei der ra¨umlichen Diskretisierung nicht beru¨cksichtigt
werden.
Abbildung 4.2: 2.5D–Kluftnetzwerk
Das Lo¨sungsverhalten einer numerischen Simulation wird durch die Gitternetzgeometrie
stark beeinﬂußt. Die besten numerischen Ergebnisse ergeben sich bei gedrungenen Element-
formen. So sollten die Elemente in Vierecksnetzen mo¨glichst quadratisch oder zumindest
rechtwinklig sein. Außerdem sind zu große Unterschiede in der Gro¨ße benachbarter Elemen-
te gleicher Dimension zu vermeiden.
Fu¨r die Diskretisierung eines 3D–Kluftaquifers stehen drei Typen von Strukturelementen
zur Verfu¨gung. So wird
4.3 Verfeinerungs– und Vergro¨berungsalgorithmus 25
• die Gesteinsmatrix dreidimensional (Volumen–Elemente),
• angrenzende Kluftebenen zweidimensional (Fla¨chen–Elemente)
• und bevorzugte Fließ– und Transportpfade eindimensional (Linien–Elemente)
dargestellt (Abbildung 4.1).
Eine grundlegende Voraussetzung fu¨r die Anwendung der Finite–Elemente–Methode ist die
Konformita¨t der Elementverknu¨pfungen. Sie besagt, daß Knoten, Kanten und Fla¨chen be-
nachbarter Elemente miteinander korrespondieren mu¨ssen (konform gekoppelte Elemente).
Diese Bedingung muß auch durch 2.5D–Kluftnetzwerke (Abbildung 4.2) erfu¨llt sein. Da-
bei handelt es sich um diskrete Kluftnetzwerke (2D–Elemente) ohne Beru¨cksichtigung der
Gesteinsmatrix (3D–Elemente), die z.B. im Falle geringer Durchla¨ssigkeiten vernachla¨ssigt
werden kann.
4.3 Verfeinerungs– und Vergro¨berungsalgorithmus
Insbesondere die Modellierung instationa¨rer Prozesse macht ein sich sta¨ndig anpassendes
Berechnungsgitter erforderlich. Damit das Berechnungsgitter in jedem Zeitschritt optimal
an zeitabha¨ngige Prozesse angepaßt werden kann, muß neben der Elementverfeinerung die
Mo¨glichkeit bestehen, Elemente durch Vergro¨berung wieder aufzulo¨sen.
Schulze-Ruhfus (1996) hat, basierend auf Arbeiten von Devloo et al. (1987), einen
Algorithmus entwickelt, der diese Mo¨glichkeit fu¨r konform gekoppelte 1D–/2D–/3D–Elemen-
te bereitstellt. Dieser Algorithmus (Abbildung 4.4) wurde in modiﬁzierter Form in den
Grundwassersimulator RockFlow u¨bernommen und derart erweitert, daß er sowohl fu¨r
2.5D–Kluftnetzwerke und beliebig gekoppelte geometrische Systeme als auch zur numeri-
schen Simulation beliebig gekoppelter Prozesse (Mehrfeldprobleme) verwendet werden kann.
4.3.1 Anforderungen an den Verfeinerungs– und Vergro¨berungs-
algorithmus
Die im wesentlichen von Schulze-Ruhfus (1996) deﬁnierten und im Rahmen dieser Ar-
beit erweiterten Anforderungen an den verwendeten Algorithmus sollen hier der Vollsta¨ndig-
keit halber erla¨utert werden. Dies macht zuna¨chst einige Begriﬀserkla¨rungen notwendig:
• Ausgangselemente sind Elemente, die bereits vor dem ersten Verfeinerungsschritt exis-
tieren (Elemente des Ausgangsgitters) und somit keine Vorga¨ngerelemente besitzen.
Diesen Elementen wird der Verfeinerungslevel 0 zugewiesen.
• Jedes Element, das durch eine Elementverfeinerung entstanden ist, erha¨lt den um 1
erho¨hten Verfeinerungslevel seines Vorga¨ngerelementes (Abbildung 4.3). Ein Element
mit dem Verfeinerungslevel 4 ist folglich durch die vierte Verfeinerung des hierarchisch
daru¨berliegenden Ausgangselementes entstanden. U¨ber die Vorgabe eines maximalen
Verfeinerungslevels levmax besteht die Mo¨glichkeit, die maximale Anzahl an Elemen-
ten zu begrenzen.
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• Die durch die Verfeinerung eines Elementes entstandenen Elemente werden als Kind-
elemente bezeichnet.
• Elemente, die nicht verfeinert wurden und somit keine Kinder haben, heißen aktive
Elemente. Alle verfeinerten Elemente sind dagegen inaktiv.
Abbildung 4.3: Verfeinerungslevel
• Geschwisterelemente zueinander sind die Kinder desselben Vorga¨ngerelementes. Sie
besitzen den gleichen Verfeinerungslevel.
• Als Nachbarelemente werden bei reinen 1D–Netzen aktive Elemente bezeichnet, die
u¨ber einen Knoten zusammenha¨ngen, bei gekoppelten 1D–/2D– und 1D–/2D–/3D–
Netzen aktive Elemente, deren Kanten zusammenfallen.
Anforderungen an den Algorithmus
1. Elementverfeinerung
(a) Die aktuellen Verfeinerungslevel zweier benachbarter Elemente du¨rfen sich nur
um maximal einen Level unterscheiden. Damit ist sichergestellt, daß benachbarte
Elemente keine zu großen Gro¨ßenunterschiede aufweisen und pro Kante und
Fla¨che nicht mehr als ein irregula¨rer Knoten auftritt.
(b) Elemente, die den maximalen Verfeinerungslevel levmax erreicht haben, du¨rfen
nicht weiter verfeinert werden. Dadurch wird sowohl die maximale Anzahl an
Elementen und damit auch an Knoten als auch die Gro¨ße des kleinsten durch
Verfeinerung entstehenden Elementes begrenzt.
(c) Ein Element, das zum Verfeinern markiert wurde, wird auf jeden Fall verfei-
nert, es sei denn, der maximale Verfeinerungslevel levmax ist bereits erreicht.
Das bedeutet, daß benachbarte Elemente, deren Verfeinerungslevel zu niedrig
ist, ebenfalls verfeinert werden mu¨ssen (Anforderung 1(a)).










Abbildung 4.4: Verfeinerungs– und Vergro¨berungsalgorithmus (Flußdiagramm)
2. Elementvergro¨berung
(a) Da Ausgangselemente (Verfeinerungslevel 0) keine Vorga¨ngerelemente besitzen,
du¨rfen sie nicht vergro¨bert werden.
(b) Ein Element, das zum Vergro¨bern markiert wurde, darf nur vergro¨bert werden,
wenn alle Geschwisterelemente ebenfalls markiert wurden.
(c) Geschwisterelemente, die zum Vergro¨bern markiert wurden, werden nur dann
vergro¨bert, wenn sich der Verfeinerungslevel zweier benachbarter Elemente nach
der Vergro¨berung um nicht mehr als 1 unterscheidet. Dadurch werden ebenfalls
zu große Gro¨ßenunterschiede benachbarter Elemente vermieden.
(d) Elemente, die Kinder haben, (inaktive Elemente) du¨rfen nicht aufgelo¨st werden.
3. Weitere Anforderungen
(a) Wenn bei gekoppelten 1D–/2D–Netzen ein 2D–Element, das keine Kinder hat,
mindestens n 2D–Nachbarn aufweist, die Kinder haben, so wird es ebenfalls
verfeinert. Damit wird die Anzahl der irregula¨ren Knoten im Gebiet reduziert.
(Gla¨ttung der Verfeinerungszonen fu¨r n = 2 und n = 3).
Bei gekoppelten 1D–/2D–/3D–Netzen gilt entsprechendes fu¨r die u¨ber die Fla¨-
chen deﬁnierten 3D–Nachbarn. Hier sorgt ein Wert von n = 4 oder n = 5 fu¨r
glatte Grenzen.
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(b) Werden Elemente unterschiedlicher Dimension miteinander gekoppelt, so darf es
keine irregula¨ren Elementmittelknoten geben. Fu¨r gekoppelte 1D–/2D–Netze be-
deutet das, daß die einem 1D–Element benachbarten 2D–Elemente den gleichen
Verfeinerungslevel aufweisen mu¨ssen, wie das 1D–Element. So kann auf einem
1D–Element kein irregula¨rer Knoten liegen.
Bei gekoppelten 1D–/2D–/3D–Netzen werden auf diese Weise irregula¨re Kno-
ten auf den Ra¨ndern von 2D–Elementen mit direkt angrenzendem 1D–Element
sowie als Fla¨chenmittel– und Fla¨chenrandknoten von 3D–Elementen mit direkt
angrenzendem 2D– bzw. 1D–Element verhindert.
Eine Beschreibung der fu¨r den Verfeinerungs– und Vergro¨berungsalgorithmus notwendigen
Datenstrukturen, wie z.B. die Realisierung der Knoten–, Kanten– und Fla¨chenverzeichnis-
se, kann ebenfalls im wesentlichen der Arbeit von Schulze-Ruhfus (1996) entnommen
werden.
4.3.2 Elementverfeinerung
Die Verfeinerung eines Elementes erfolgt durch gleichma¨ßige Teilung. Dazu werden Knoten
im Mittelpunkt der Kante, im Schwerpunkt der Fla¨che und im Schwerpunkt des Volumens
erzeugt. Hieraus entstehen die Kindelemente des zu verfeinernden Elementes, wobei aus
jedem 1D–Element zwei, aus jedem 2D–Element vier und aus jedem 3D–Element acht




Die Qualita¨t der Elemente des Ausgangsgitters entscheidet dabei u¨ber die Qualita¨t aller
hierarchisch darunter liegenden Elemente und damit u¨ber die Qualita¨t der Ergebnisse einer
numerischen Berechnung.
Um im Falle gekoppelter Netze irregula¨re Element–Mittelknoten entsprechend Anforderung
3(b) zu vermeiden, wird gefordert, daß die Verfeinerung eines Elementes mit geringerer Di-
mension die Verfeinerung der benachbarten Elemente ho¨herer Dimension nach sich zieht.
Hier wird von einer Hierarchie der Elementdimensionen (Barlag 1997) ausgegangen,
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die besagt, daß numerisch schwieriger zu erfassende advektive Transportvorga¨nge in den
Klu¨ften (2D–Elemente) und diﬀusive Vorga¨nge in der Gesteinsmatrix (3D–Elemente) statt-
ﬁnden.
Bei jeder Elementverfeinerung werden Prozeßdaten, wie Materialparameter (Durchla¨ssig-
keitsbeiwerte, Porosita¨ten, Diﬀusions– und Dispersionsbeiwerte), elementbezogene numeri-
sche Parameter (Anzahl der Gauß–Punkte) und Geometriedaten (Querschnittsﬂa¨chen der
1D–Elemente, Dicken der 2D–Elemente), an die Kindelemente vererbt. Notwendige Ele-
mentmatrizen werden fu¨r die neu entstandenen Elemente berechnet.
Außerdem werden bei der Erzeugung neuer Knoten die am jeweiligen zu modellierenden
Prozeß beteiligten Feldgro¨ßen (z.B. ’Druck’, ’Sa¨ttigung’, ’Konzentration’, ’Temperatur’) in
den neuen Knoten durch lineare Interpolation gewonnen. Entsprechend wird bei einem neu-
en Knoten zwischen zwei Randbedingungsknoten vorgegangen, der dann als neuer Rand-
bedingungsknoten deﬁniert wird.
Wie bereits erwa¨hnt, entstehen bei der hier vorgestellten h–adaptiven Methode irregula¨re
Knoten, in denen die Stetigkeit der numerischen Lo¨sung sichergestellt werden muß. Da die
Verwendung von Hexaedern als U¨bergangselemente bei 3D–Netzen und insbesondere bei ge-
koppelten 1D–/2D–/3D–Netzen sehr aufwendig ist, werden die zugeho¨rigen Freiheitsgrade
entweder im Gesamtgleichungssystem oder bereits beim Aufbau der Elementmatrizen eli-
miniert (Rank 1985, Devloo et al. 1987, Barlag 1997). Die Lo¨sung im irregula¨ren
Knoten ergibt sich durch Interpolation der Lo¨sungswerte der benachbarten regula¨ren Kno-
ten. Durch Einfu¨gen einer entsprechenden Zwangsbedingung in das Gesamtgleichungssystem
steht, nachdem das Gleichungssystem gelo¨st wurde, die numerische Lo¨sung in diesen Knoten
direkt zur Verfu¨gung (Thorenz 2001).
4.3.3 Elementvergro¨berung
Eine Elementvergro¨berung bedeutet die Auﬂo¨sung von zur Vergro¨berung markierten Ge-
schwisterelementen und die Wiederherstellung des bis dahin inaktiven Vorga¨ngerelementes.
Aufgrund der oben aufgefu¨hrten Anforderungen an die Elementvergro¨berung ergibt sich
eine deutliche Bevorzugung der Verfeinerung. Dies ist notwendig, um eine Konkurrenz zwi-
schen Verfeinerung und Vergro¨berung zu vermeiden. Damit wird zugunsten eines feineren
Berechnungsgitters entschieden.
Die Vergro¨berung von zuvor verfeinerten Elementen fu¨hrt in der Regel zu einem geringen
Fehler in der numerischen Lo¨sung, der sich bei der numerischen Simulation des Stoﬀtrans-
ports als Massenfehler darstellt. Barlag (1997) hat nach einer Idee von Braun (1993)
einen Korrekturalgorithmus fu¨r mehrdimensionale Probleme realisiert, der im Rahmen die-
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erfu¨llt sein. Dazu wird, wie in Abbildung (Abbildung 4.6) dargestellt, in den betreﬀenden
Knoten zu der numerischen Lo¨sung ein Korrekturwert addiert, so daß Bedingung (4.2)













Abbildung 4.6: Fehlerkorrektur bei Elementvergro¨berung
Da durch die Elementverfeinerung neue Randbedingungsknoten entstehen ko¨nnen, ist diese
Korrektur nach der Aktualisierung der Randbedingungen und vor der eigentlichen Ver-
gro¨berung durchzufu¨hren (Abbildung 4.4).
Wie bei der Elementverfeinerung werden bei gekoppelten 1D/2D/3D–Netzen Elemente
mit geringerer Dimension gegenu¨ber Elementen mit ho¨herer Dimension bevorzugt. Dazu
zieht, gema¨ß der Hierarchie der Elementdimensionen, die Vergro¨berung eines Elementes
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4.3.4 Nachbarschaftsbedingung
Irregula¨re Knoten fu¨hren unweigerlich zu numerischen Ungenauigkeiten in den betreﬀenden
Bereichen, insbesondere dann, wenn an einem Element mehrere irregula¨re Knoten entste-
hen (Abbildung 4.7). Deshalb ist es sinnvoll, durch eine Gla¨ttung der Verfeinerungszonen
(Anforderung 3(a)) die Anzahl der irregula¨ren Knoten im Gesamtgleichungssystem klein
zu halten. Gleichzeitig wird dadurch der Rechenaufwand zur Eliminierung dieser Knoten
reduziert.
4.4 Verfeinerungs– und Vergro¨berungskriterien
Um eine Gitternetzanpassung mittels des beschriebenen h–adaptiven Algorithmus durch-
fu¨hren zu ko¨nnen, sind Verfeinerungs– und Vergro¨berungskriterien notwendig. Hierzu za¨hlen
• Fehler– oder Verfeinerungsindikatoren ηE zur Bestimmung der lokalen Fehler einer
numerischen Berechnung und damit einer Fehlerverteilung u¨ber das Berechnungsge-
biet
• und Verfeinerungs– und Vergro¨berungstoleranzen tolf und tolg zur Bestimmung der
Gebiete, in denen eine Gitternetzanpassung notwendig ist.
Dies sind neben der maximalen Verfeinerungstiefe levmax die wesentlichen Kriterien, u¨ber
die ein Anwender den Verlauf der Gitteradaption steuern kann (Abbildung 4.8).
Adaption des FE-Gitters
Berechnung der Indikatoren
                  und 
            Markierung 
  der zu verfeinernden und 
  vergröbernden Elemente
      Verfeinerungs- und
Vergröberungsalgorithmus
Abbildung 4.8: Adaption des FE–Gitters (Flußdiagramm)
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4.4.1 Verfeinerungsindikatoren
Insbesondere großra¨umige Berechnungen erfordern mehr und mehr den Einsatz gittera-
daptiver Methoden. Um einem Anwender den Zugang zu diesen Methoden zu erleichtern,
sind einfach zu handhabende Algorithmen notwendig. Dies betriﬀt insbesondere die oben
genannten Kriterien zur Steuerung der Gitteradaption und hier im wesentlichen die ver-
wendeten Indikatoren.
Neben Fehlerindikatoren (z.B. Residuale Scha¨tzer nach Bieterman & Babuska 1982,
Johnson 1990) ko¨nnen heuristische Verfeinerungsindikatoren (Diﬀerenzen, Gradienten,
Gradienten–Spru¨nge) zur Bestimmung der zu verfeinernden oder vergro¨bernden Elemente
verwendet werden:
Fehlerindikatoren haben den Vorteil, daß sie analytisch abgesichert sind, so daß damit der
lokale Fehler einer numerischen Berechnung abgescha¨tzt werden kann. Daraus la¨ßt sich
auf notwendige Gitternetzanpassungen schließen. Ein zugeho¨riger Fehlerestimator liefert
zudem eine Abscha¨tzung des globalen Fehlers, der zur Steuerung der Gitteradaption ge-
nutzt werden kann. Die Gitteradaption wird so lange fortgefu¨hrt, bis der globale Fehler der
Na¨herungslo¨sung unterhalb einer vorgegebenen Toleranzgrenze liegt.
Allerdings gelten Fehlerindikatoren und –estimatoren nur fu¨r die zugrunde gelegte Diﬀeren-
tialgleichung (z.B. parabolisch/hyperbolisch, linear/nichtlinear) und das verwendete nume-
rische Verfahren (Finite–Elemente–Methode, Finite–Volumen–Methode). Auch im Hinblick
auf die ra¨umliche Dimension sind Fehlerindikatoren nicht allgemeingu¨ltig, es sei denn, sie
wurden bereits fu¨r beliebige Raumdimensionen hergeleitet. Ist letzteres nicht der Fall, so
muß der zugeho¨rige Fehlerestimator im Falle einer U¨bertragung auf unterschiedliche ra¨um-











t = 3000.0 s
Sprung-Indikator
Abbildung 4.9: Vergleich Gradienten–/Sprung–Indikator (Modellierung des Stoﬀtransports zwi-
schen einer Brunnendublette nach Hoopes/Harlemnan 1967)
Heuristische Verfeinerungsindikatoren (Diﬀerenzen, Gradienten, Gradienten–Spru¨nge) be-
rechnen sich direkt aus der numerischen Lo¨sung und sind damit vom numerischen Verfah-
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ren unabha¨ngig. Außerdem hat man festgestellt, daß diese Indikatoren fu¨r unterschiedliche
Typen von Diﬀerentialgleichungen funktionieren. Damit sind sie auf alle Feldgro¨ßen, insbe-
sondere bei der numerischen Simulation gekoppelter Prozesse (Mehrfeldprobleme), gleicher-
maßen anwendbar.
Allerdings geben sie keine Information u¨ber den tatsa¨chlichen lokalen und globalen Feh-
ler einer numerischen Berechnung, so daß auch kein Fehlerestimator zur Verfu¨gung steht.
Die Gitteradaption kann somit nicht u¨ber eine vorgegebene Fehlertoleranz gesteuert werde.
Vielmehr wird von der Annahme ausgegangen, daß insbesondere in Bereichen großer Gra-
dienten oder Gradienten–Spru¨nge mit einem Fehler in der Na¨herungslo¨sung zu rechnen ist.
Aufgrund der Komplexita¨t der hier betrachteten gekoppelten Prozesse sind mo¨glichst einfa-
che heuristische Verfeinerungsindikatoren den weitaus komplexeren Fehlerindikatoren vor-
zuziehen. Einerseits sind heuristische Verfeinerungsindikatoren weitaus einfacher in ein be-
stehendes Programm zu implementieren (Kaiser & Zielke 1996) als Fehlerindikatoren,
andererseits fu¨r einen Anwender des Programmsystems erheblich einfacher zu handhaben,
da hier keine vertieften Kenntnisse u¨ber deren Funktionsweise notwendig sind.
Bei einem Vergleich eines Residualen Scha¨tzers nach Johnson (1990) mit einem heuristi-
schen Verfeinerungsindikator (Sprung–Indikator) konnte Barlag (1997) im Falle der Mo-
dellierung eines advektiven Stoﬀtransports außerdem zeigen, daß der Sprung–Indikator bei
gleicher Gu¨te der Na¨herungslo¨sung weitaus weniger Rechenzeit und Speicherplatz beno¨tigt
als der verwendete Fehlerindikator.




Abbildung 4.10: U¨berlagerung von Indikatoren bei gekoppelter Gitteradaption
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Obwohl mittels heuristischer Verfeinerungsindikatoren keine wirkliche Fehlerabscha¨tzung
durchgefu¨hrt werden kann, werden Bereiche, in denen man einen Fehler in der Na¨he-
rungslo¨sung erwarten kann (Bereiche großer Gradienten oder großer Kru¨mmungen bzw.
Gradienten–Spru¨nge) durch entsprechende Verfeinerungsindikatoren gut erfaßt (Abbildung
4.9).
Hinzu kommt, daß die bei der gitteradaptiven Modellierung gekoppelter Prozesse notwen-
dige U¨berlagerung von Indikatoren bei Verwendung heuristischer Verfeinerungsindikatoren
einfach zu realisieren ist (Abbildung 4.10). Dabei ko¨nnen einerseits die Indikatoren der je-
weils betrachteten Feldgro¨ßen (’Druck’, ’Sa¨ttigung’, ’Konzentration’, ’Temperatur’), ande-
rerseits fu¨r jede der betrachteten Feldgro¨ßen mehrere Indikatoren (Diﬀerenzen, Gradienten,
Gradienten–Spru¨nge) beliebig miteinander kombiniert werden. Die jeweiligen Elementmar-
kierungen zur Verfeinerung bzw. Vergro¨berung werden derart u¨berlagert, daß auch hier die
Verfeinerung eines Elementes gegenu¨ber der Vergro¨berung bevorzugt wird.
Aus den genannten Gru¨nden werden im folgenden ausschließlich heuristische Verfeinerungs-
indikatoren verwendet:
• Diﬀerenzen–Indikator
Nach John (1994) ergibt sich fu¨r jedes Element E der folgendeDiﬀerenzen–Indikator:
ηE = max
i=j
|uˆi − uˆj| (i, j = 1, ..., nE) . (4.3)










nE beschreibt hier die Anzahl der Knoten des betrachteten Elementes.
• Gradienten–Indikator
Aus den Gradienten der Na¨herungslo¨sung uh im Schwerpunkt SE des Elementes E
ergibt sich folgender Gradienten–Indikator (vgl. John 1994, Barlag 1997):
ηE = hE |graduh(SE)| . (4.5)
• Sprung–Indikator
Mit den kantenbezogenen Spru¨ngen der Richtungsableitung (Gradienten–Spru¨nge)
von uh in Richtung des Einheitsnormalenvektors nτ (|nτ | = 1) erha¨lt man den Sprung–
Indikator






⌉∣∣∣∣∣ = hE maxτ∈∂E∩Ω |graduh · nτ | . (4.6)
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Der Sprung-Indikator ﬁndet sich als wesentlicher Bestandteil in residualen Fehlerscha¨tzern
wieder, woraus sich die gute Anwendbarkeit als Verfeinerungsindikator erkla¨rt.










mit der La¨nge L eines 1D–Elementes, der Fla¨che A eines 2D–Elementes und dem Volumen
V eines 3D–Elementes.
Abbildung 4.11: Gitteradaptive Berechnung der Druckverteilung in einem 2.5D–Kluftnetzwerk
unter Verwendung eines modiﬁzierten Sprung-Indikators
Soll die Gitteradaption zur numerischen Berechnung des Druckfeldes in 2.5D–Kluftnetzwer-
ken genutzt werden, um z.B. die Bereiche um Quellen und Senken (Singularita¨ten) zu a-
daptieren, ist einmodiﬁzierter Sprung–Indikator notwendig. Aufgrund der unterschiedlichen
Neigungen der Einzelklu¨fte im Raum, kommt es bereits durch die hydrostatische Druck-
verteilung zu unterschiedlichen Druckgradienten in den einzelnen Klu¨ften. Ein Gradienten–
Indikator fu¨hrt deshalb unweigerlich zu einer u¨berma¨ßigen und nicht gewollten Verfeinerung
des Kluftnetzwerks, ohne dabei gezielt die Quellen und Senken zu erfassen. Weitaus bessere
Ergebnisse liefert dagegen der Sprung–Indikator, der allerdings, aufgrund der unterschied-
lichen Druckgradienten in den Einzelklu¨ften, die Verschneidungsbereiche zu stark erfaßt
(Abbildung 4.11, links).
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Um eine U¨berbewertung dieser Bereiche zu vermeiden, wurde der Sprung–Indikator fu¨r die
Druckberechnung dahingehend modiﬁziert, daß die Schnittkanten bei der Berechnung die-
ses Indikators nicht beru¨cksichtigt werden. Die Elemente in den Verschneidungsbereichen
werden zwar weiterhin von der Gitteradaption erfaßt, allerdings kann durch Verwendung
dieses modiﬁzierten Indikators eine u¨berma¨ßige Verfeinerung verhindert werden (Abbildung
4.11, rechts).
4.4.2 Verfeinerungs– und Vergro¨berungstoleranzen
Zur Steuerung der Gitteradaption mu¨ssen vom Anwender neben einer maximalen Verfei-
nerungstiefe levmax Verfeinerungs– und Vergro¨berungstoleranzen tol
f und tolg vorgegeben
werden. Das Berechnungsgitter soll in jedem Zeitschritt ∆t in mo¨glichst wenig Iterations-
schritten I∆t derart adaptiert werden, daß die fu¨r jedes Element E berechneten Indikator-
werte ηE innerhalb des Toleranzbereiches liegen.
Anmerkung: Hier ist bewußt der Begriﬀ Indikatorwert eingefu¨hrt worden, da die verwen-
deten heuristischen Verfeinerungsindikatoren keine direkte Aussage u¨ber die lokalen
Fehler machen. Vielmehr wird, wie bereits erla¨utert, aus der Erfahrung heraus ’ange-
nommen’, daß in Bereichen großer Gradienten oder Gradienten–Spru¨nge mit einem
Fehler in der numerischen Lo¨sung zu rechnen ist. Eine Verfeinerung der betreﬀen-
den Gebiete wird demnach auch Bereiche erfassen, in denen ein Fehler in der Na¨he-
rungslo¨sung auftritt.
Neben der Mo¨glichkeit, den Toleranzbereich fu¨r die absoluten Indikatorwerte vorzugeben,





























mit ∈ [∞, 1.0 [ , tolgmit ∈ ] 1.0, 0.0 ] .
Die Betrachtung der absoluten Indikatorwerte bringt den Nachteil mit sich, daß deren
Gro¨ßenordnung nur sehr schwer einzuscha¨tzen ist.
Deshalb bietet sich die Betrachtung der normierten Indikatorwerte an. So wird im Falle der
Normierung am Maximalwert die Skalenbreite der vorzugebenden Toleranzen auf Werte
zwischen 0. und 1. beschra¨nkt. Nachteilig ist aber, daß in den betroﬀenen Gebieten stets
der maximale Verfeinerungslevel levmax erreicht wird.
Dieses Problem tritt dagegen bei einer Normierung am Mittelwert nicht auf. Die Verfei-
nerungstoleranz tolf sollte hier gro¨ßer und die Vergro¨berungstoleranz tolg kleiner als 1.
vorgegeben werden.
4.5 Adaptionsalgorithmen
Bisher wurden der h–adaptive Verfeinerungs– und Vergro¨berungsalgorithmus und die Verfei-
nerungs– und Vergro¨berungskriterien (Verfeinerungsindikatoren, Verfeinerungstoleranzen)
betrachtet. Nun ist es an der Zeit daraus den eigentlichen Adaptionsalgorithmus zusam-
menzufu¨gen, der die Schnittstelle zu den einzelnen in RockFlow realisierten Modellen bildet
(Abbildung 4.12). Hier liegen vier Varianten dieses Algorithmus vor, die im folgenden be-
schrieben und mit Werten von 1 bis 4 bezeichnet werden sollen. Dies ist notwendig, um an
spa¨terer Stelle auf diese Algorithmen Bezug nehmen zu ko¨nnen.
Allen Algorithmen ist gemeinsam, daß im ersten Zeitschritt levmax gitteradaptive Iteratio-
nen durchgefu¨hrt werden, um, ausgehend vom Ausgangsgitter, bereits hier ein optimales
Berechnungsgitter zu erzeugen. In allen weiteren Zeitschritten wird das Berechnungsgitter
mit einer vorgegebenen Anzahl an Iterationen I∆t adaptiert. Dabei hat sich in der Regel
’eine Iteration pro Zeitschritt (I∆t = 1)’ als ausreichend erwiesen.
• Algorithmus 1
In jedem Zeitschritt werden, ausgehend von einer ersten numerischen Rechnung am
Anfang des Zeitschritts, maximal levmax gitteradaptive Iterationen durchgefu¨hrt. Wa¨h-
rend im ersten Zeitschritt mit levmax Iterationen ein optimales Berechnungsgitter er-
zeugt wird, werden in allen weiteren Zeitschritten I∆t = n Iterationen mit n ≤ levmax
durchgefu¨hrt. Jeder Zeitschritt wird mit einer letzten Rechnung abgeschlossen, bevor
der na¨chste Zeitschritt beginnt (Abbildung 4.12, links).
• Algorithmus 2
In jedem Zeitschritt werden, ausgehend von der numerischen Lo¨sung des vorange-
gangenen Zeitschritts, maximal levmax gitteradaptive Iterationen durchgefu¨hrt. Jeder
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Zeitschritt beginnt also mit einer Anpassung des Berechnungsgitters, wodurch jeweils
ein Rechenschritt zu Beginn des Zeitschritts eingespart wird. Dadurch kann, insbeson-
dere bei nichtlinearen Prozessen (z.B. dichteinduzierten Stro¨mungen), die Rechenzeit
erheblich reduziert werden. Auch hier wird im ersten Zeitschritt mit levmax Itera-
tionen ein optimales Berechnungsgitter erzeugt. Da zu Beginn des ersten Zeitschritts
noch keine numerische Lo¨sung zur Verfu¨gung steht, wird das Ausgangsgitter zuna¨chst
anhand der vorzugebenden Anfangs– und Randbedingungen adaptiert. Dies macht
’sinnvolle’ Anfangsbedingungen notwendig.
In allen weiteren Zeitschritten werden, entsprechend Algorithmus 1, I∆t = n Iteratio-
nen mit n ≤ levmax durchgefu¨hrt. Jeder Zeitschritt wird mit einer letzten Rechnung























Abbildung 4.12: Gitteradaptive Algorithmen (Flußdiagramme)
• Algorithmus 3
Dieser Algorithmus entspricht Algorithmus 1, mit der zusa¨tzlichen Mo¨glichkeit, nur
in jedem m–ten Zeitschritt eine Anpassung des Berechnungsgitters durchzufu¨hren.
Dadurch kann zusa¨tzlich Rechenzeit eingespart werden. Allerdings sollte dieser Algo-
rithmus mit Vorsicht eingesetzt werden, um eine zu ’spa¨te’ Anpassung des Berech-
nungsgitters zu vermeiden.
• Algorithmus 4
Algorithmus 4 entspricht Algorithmus 2. Auch hier besteht zusa¨tzlich die Mo¨glichkeit,
das Berechnungsgitter nur in jedem m–ten Zeitschritt anzupassen.
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4.6 Gekoppelte Gitteradaption
Die numerische Simulation gekoppelter Prozesse (Mehrfeldprobleme) macht eine u¨berlager-
te oder gekoppelte Gitteradaption notwendig, die das Berechnungsgitter bei Bedarf an eine
beliebige Anzahl an Feldgro¨ßen wie ’Druck’, ’Sa¨ttigung’, ’Konzentration’ (n Komponen-
ten) und ’Temperatur’ anpaßt. Dazu werden die Verfeinerungsindikatoren der betrachteten
Feldgro¨ßen, wie in Abbildung 4.10 dargestellt, u¨berlagert, wobei fu¨r jede der Feldgro¨ßen
und, bei gekoppelten 1D–/2D–/3D–Netzen (gekoppelte geometrische Systeme), zusa¨tzlich
fu¨r jede ra¨umliche Dimension unterschiedliche Verfeinerungstiefen lev ≤ levmax vorgegeben
werden ko¨nnen.
Da dadurch die Verfeinerung eines Elementes durch mehrere Verfeinerungsindikatoren her-
vorgerufen werden kann, ist eine Vergro¨berung dieses Elementes nur dann mo¨glich, wenn
es von allen betroﬀenen Verfeinerungsindikatoren (entsprechend den Anforderungen an die








Abbildung 4.13: Vergro¨berung bei u¨berlagerten Indikatoren
Anhand zweier Beispiele soll im folgenden die gekoppelte Gitteradaption genauer erla¨utert
werden. Einerseits wird dazu ein
• Dipol–Problem mit Sto¨rungszone,
andererseits
• ein Dipol–Problem in einem heterogenen Medium
betrachtet.
4.6.1 Beispiel 1: Dipol–Problem mit Sto¨rungszone
Das hier betrachtete System entspricht einem von Barlag (1997) vorgestellten zweidi-
mensionalen Dipol–Problem, das von einer eindimensionalen Sto¨rungszone (z.B. einer Kluft)
durchzogen wird.
Die Sto¨rungszone hat eine weit ho¨here Durchla¨ssigkeit als das sie umgebende Gestein, das
im folgenden als Gesteinsmatrix (kurz: Matrix) bezeichnet werden soll (Abbildung 4.14).
Das (stationa¨re) Stro¨mungsfeld wird von einer Injektions– zu einer Extraktionsstelle (Quel-
le und Senke) erzeugt.















Abbildung 4.14: Systembeschreibung Dipol–Problem mit Sto¨rungszone
An diesem Beispiel kann sowohl die gitteradaptive Behandlung von Singularita¨ten (Quel-






Abbildung 4.15: A priori Verfeinerung (Barlag 1997)
Sowohl im U¨bergangsbereich großer Materialheterogenita¨ten als auch im Bereich punktfo¨r-
miger Quellen und Senken ko¨nnen im Geschwindigkeitsfeld große Gradienten auftreten. Au-
ßerdem kann es in Kluft/Matrix–Interaktionsbereichen zu großen Kru¨mmungen der Strom-
linien (Richtungsa¨nderungen der Geschwindigkeitsvektoren) kommen. Deshalb ist in derar-
tigen Bereichen, um das Stro¨mungsfeld optimal fu¨r eine nachfolgende Transportsimulation
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zu approximieren, ein angepaßtes Berechnungsgitter erforderlich.
Barlag (1997) hat das Berechnungsgitter deshalb in den stro¨mungskritischen Bereichen
a priori angepaßt (Abbildung 4.15). Dazu wurde die Quelle als Knotenpunkt und die Senke
als Innenrand diskretisiert.
Da bei einer statischen Diskretisierung Bereiche erfaßt werden ko¨nnen, die nur kurzzeitig
fu¨r die Genauigkeit der Lo¨sung von Bedeutung sind, wurde fu¨r die numerische Simulation
des Stoﬀtransports die Gitteradaption verwendet.
Mittels der in der vorliegenden Arbeit vorgestellten gekoppelten Gitteradaption bietet sich
nun die Mo¨glichkeit, das Berechnungsgitter sowohl an das Stro¨mungsfeld als auch an den
Stoﬀtransport a posteriori anzupassen. Damit wird eine a priori Verfeinerung, wie sie von
Barlag (1997) vorgestellt wurde, vermieden.
Um eine Anpassung des Berechnungsgitters (Abbildung 4.16, oben) in den stro¨mungskriti-
schen Bereichen der Quelle und der Senke zu erreichen, wird es fu¨r die Feldgro¨ße ’Druck’
mit einem Verfeinerungslevel levmax,2D,p = 3 (2D–Elemente) adaptiert (Tabelle 4.1). Dies
fu¨hrt außerdem zu einer Gitternetzanpassung im Kluftbereich (Abbildung 4.16, unten).
Tabelle 4.1: Adaptionsparameter Dipol–Problem mit Sto¨rungszone
Adaptionsalgorithmus 1
max. Verfeinerungslevel (global) levmax = 3
Druck (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 2.5, tol
g
mit = 0.5
max. Verfeinerungslevel levmax,2D,p = 3
Konzentration (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 1.4, tol
g
mit = 0.4
max. Verfeinerungslevel levmax,2D,c = 1
Dadurch ist fu¨r die gitteradaptive Modellierung des Stoﬀtransports ein weitaus geringerer
Verfeinerungslevel fu¨r die Feldgro¨ße ’Konzentration’ mo¨glich. Hier ist ein max. Verfeine-
rungslevel von levmax,2D,c = 1 (2D–Elemente) ausreichend (Abbildung 4.17, oben).
Um bei Bedarf eine weitere Verbesserung der numerischen Lo¨sung im Kluftbereich zu errei-
chen, besteht die Mo¨glichkeit, fu¨r die Feldgro¨ße ’Konzentration’ zusa¨tzlich eine Adaption
der 1D–Elemente und damit des Kluft/Matrix–U¨bergangsbereiches zu bewirken. In Ab-
bildung 4.17 (unten) werden die 1D–Elemente deshalb mit einem Verfeinerungslevel von
levmax,1D,c = 2 adaptiert.
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Abbildung 4.16: Dipol–Problem mit Sto¨rungszone (Ausgangsgitter und a posteriori an das Druck-
feld (Stro¨mungsfeld) angepaßtes Berechnungsgitter)




















t = 4.E+12 s
Abbildung 4.17: Dipol–Problem mit Sto¨rungszone (A posteriori an den Stoﬀtransport angepaßte
Berechnungsgitter)
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4.6.2 Beispiel 2: Dipol–Problem in einem heterogenen Medium
In einem weiteren Beispiel soll nun, wie in Abbildung 4.18 dargestellt, ein Dipol–Problem in
einem heterogenen Medium betrachtet werden. Die Materialgruppen I − IV unterscheiden
sich hier durch unterschiedliche Durchla¨ssigkeiten.
Im U¨bergangsbereich großer Materialheterogenita¨ten ko¨nnen, wie bereits erwa¨hnt, große
Gradienten im Geschwindigkeitsfeld auftreten, so daß hier eine Anpassung des Berech-






















Abbildung 4.18: Systembeschreibung Dipol–Problem in einem heterogenen Medium
Diese Gitternetzanpassung erfolgt zuna¨chst a posteriori fu¨r das Stro¨mungsfeld, gefolgt von
einer gitteradaptiven Simulation des Stoﬀtransports.
Da das Ausgangsgitter (Abbildung 4.19, links) nach dem ersten Zeitschritt, und damit
nach levmax gitteradaptiven Iterationen, bereits optimal an das hier betrachtete stationa¨re
Stro¨mungsfeld angepaßt ist (Abbildung 4.19, rechts), wird sich in allen weiteren Zeitschrit-
ten die Gitteradaption weitestgehend auf den Stoﬀtransport beschra¨nken.
Die stro¨mungskritischen Bereiche werden u¨ber die Feldgro¨ße ’Druck’ mit einem Verfeine-
rungslevel von levmax,2D,p = 3 (Tabelle 4.2) bereits gut erfaßt. Deshalb reicht hier fu¨r die
gitteradaptive Simulation des Stoﬀtransports ein Verfeinerungslevel von levmax,2D,c = 1 aus
(Abbildung 4.20).
4.6 Gekoppelte Gitteradaption 45
Tabelle 4.2: Adaptionsparameter Dipol–Problem in einem heterogenen Medium
Adaptionsalgorithmus 1
max. Verfeinerungslevel (global) levmax = 3
Druck (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 1.8, tol
g
mit = 0.4
max. Verfeinerungslevel levmax,2D,p = 3
Konzentration (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 2.0, tol
g
mit = 0.6
max. Verfeinerungslevel levmax,2D,c = 1
Abbildung 4.19: Dipol–Problem in einem heterogenen Medium (Ausgangsgitter und a posteriori
an das Druckfeld (Stro¨mungsfeld) angepaßtes Berechnungsgitter










t = 7.E+07 s
Abbildung 4.20: Dipol–Problem in einem heterogenen Medium (A posteriori an den Stoﬀtrans-
port angepaßtes Berechnungsgitter)
Ohne die Mo¨glichkeiten der gekoppelten Gitteradaption wa¨re auch hier eine a priori Gitter-
netzanpassung no¨tig. Andernfalls mu¨ßte die gitteradaptive Modellierung des Stoﬀtransports
mit einem entsprechend gro¨ßeren max. Verfeinerungslevel durchgefu¨hrt werden, um, beim
Durchlaufen der stro¨mungskritischen Bereiche, fu¨r ein optimal angepaßtes Berechnungsgit-
ter zu sorgen. Da der Verfeinerungslevel wa¨hrend der gesamten Simulation beibehalten wird,






Das vorliegende Kapitel bescha¨ftigt sich in einer Reihe von Beispielen mit der gitteradapti-
ven Modellierung schwach gekoppelter Mehrfeldprobleme (Transport idealer Tracer in einer
inkompressiblen Stro¨mung (Grundwasserstro¨mung)). Dabei wird besonders auf die Anwen-
dung der gekoppelten Gitteradaption im Bereich von Singularita¨ten (punktuelle Quellen
und Senken) und Kluft/Matrix–Systemen (gekoppelte geometrische Systeme) eingegangen.
Folgende Problemstellungen wurden dazu ausgewa¨hlt:
• instationa¨re Grundwasserstro¨mung im Bereich eines Extraktionsbrunnens (Senke),
• hoch–advektiver Stoﬀtransport zwischen Brunnendubletten,
• advektiv–diﬀusiver Stoﬀtransport in Kluft/Matrix–Systemen.
In einem Beispiel zum
• Stoﬀtransport in 2.5D–Kluftnetzwerken
wird außerdem eine erste Kopplung der Gitteradaption fu¨r die Feldgro¨ßen ’Druck’ und ’Kon-
zentration’ in großra¨umigen 2.5D–Kluftnetzwerken dargestellt, wobei insbesondere auf die
Mo¨glichkeiten der gekoppelten Gitteradaption im Nahfeld von Quellen und Senken (Singu-
larita¨ten) eingegangen wird.
Bei der Steuerung des Zeitschritts sind in den Beispielen zum advektiv–dispersiven Stoﬀ-
transport (parabolisch/hyperbolische Problemstellungen) sowohl das Neumann– als auch
das Courant–Kriterium einzuhalten. Mittels einer automatischen Zeitschrittsteuerung
kann der Zeitschritt unter Beachtung dieser Kriterien an das jeweilige verfeinerte Berech-
nungsgitter automatisch angepaßt werden (vgl. Barlag 1997).
5.1 Theis’ Problem
Der sensitivste Eingabeparameter in ein Transportmodell ist das Stro¨mungsfeld (Kinzel-
bach 1992), dessen Erfassung daher besondere Aufmerksamkeit gewidmet werden muß.
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Da punkt– und linienfo¨rmige Quellen und Senken Singularita¨ten in der Lo¨sung darstellen,
muß deren Nahfeld gesondert betrachtet werden. Der zu erwartende Fehler in der numeri-
schen Lo¨sung kann sowohl durch die Modellierung der Brunnen mit einem endlichen Radius







Abbildung 5.1: Deﬁnition Theis’ Problem
Die Gitteradaption soll deshalb zuna¨chst an einer instationa¨ren Stro¨mung im Bereich eines
Extraktionsbrunnens (Senke) in einem unendlich ausgedehnten gespannten Aquifer demon-
striert werden (Abbildung 5.1). Als analytische Vergleichslo¨sung wird die sog. ”Brunnen-
formel nach Theis” verwendet.
5.1.1 Analytische Lo¨sung (Brunnenformel nach Theis)
Fu¨r einen unendlich ausgedehnten gespannten Aquifer (homogen, isotrop) hatTheis (1935)
folgende analytische Lo¨sung angegeben:

















i · i ! ,
mit
C = 0.57721566... (Eulerkonstante), Kf =
k ρ g
µ
, S0 = Sp ρ g, r =
√
x2 + y2 .
Die Grundwasserneubildung durch Niederschlag wurde vernachla¨ssigt und die Entnahme
von Grundwasser aus dem Brunnen als konstant angenommen.
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numerisch (Adaption: 5 Level)
Abbildung 5.2: Vergleich der numerischen mit der analytischen Lo¨sung (Theis’ Problem)
Tabelle 5.1: Absenkung der Standrohrspiegelho¨he (r = 9.639m)
numerisch [m]
Zeit in [s] analytisch [m]
feines Gitter 4 Verf.–Level 5 Verf.–Level
10. 0.0302 0.0322 0.0096 0.0272
50. 0.6789 0.6577 0.6578 0.6664
100. 1.2664 1.2415 1.2379 1.2521
500. 2.9929 2.9586 2.9491 2.9640
1000. 3.8037 3.7669 3.7562 3.7758
5000. 5.7315 5.6727 5.6727 5.6920
10000. 6.5690 6.5135 6.5117 6.5316
50000. 8.5184 8.1445 8.1329 8.3289
100000. 9.3587 8.3172 8.3019 8.7576
500000. 11.3103 8.3281 8.3124 8.8435
1000000. 12.1508 8.3281 8.3124 8.8435
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5.1.2 Numerische Simulation
Vor der eigentlichen gitteradaptiven Modellierung wird eine erste numerische Simulation
auf einem feinen Ausgangsgitter mit 246 Knoten und 200 2D–Elementen durchgefu¨hrt. Die
Simulationsparameter ko¨nnen der Tabelle 5.2 entnommen werden.
Tabelle 5.2: Simulationsparameter Theis’ Problem
Symbol Bezeichnung Wert
Q Pumprate 1.4158 · 10−2m3/s
Sp Speicherkoeﬃzient 1.01937 · 10−7ms2/kg
k speziﬁsche Permeabilita¨t 9.470234 · 10−11m2
Das a priori verfeinerte Berechnungsgitter (Abbildung 5.3), das vor allem im Nahbereich
des Brunnens sehr fein aufgelo¨st ist, wurde bereits mehrfach fu¨r entsprechende Berechnun-
gen verwendet (Kolditz 1994, Kaiser 1996) und hat auch hier ausgereicht, um eine
gute U¨bereinstimmung der numerischen Na¨herungslo¨sung mit der analytischen Lo¨sung zu
erzielen (Abbildung 5.2). Die Abweichung der numerischen von der analytischen Lo¨sung
fu¨r t > 105 s ist auf den Einﬂuß der Druck– bzw. Standrohrspiegel–Randbedingung auf den
Beobachtungspunkt bei r = 9.639m zuru¨ckzufu¨hren.
Abbildung 5.3: A priori verfeinertes Berechnungsgitter (Theis’ Problem)
Fu¨r die gitteradaptive Modellierung wird ein weitaus gro¨beres Ausgangsgitter mit 27 Kno-
ten und 16 2D–Elementen verwendet (Abbildung 5.4). Es werden zwei Berechnungen mit
unterschiedlichen max. Verfeinerungsleveln (levmax = 4 und levmax = 5) bei sonst identi-
schen Adaptionsparametern durchgefu¨hrt (Tabelle 5.3).
Der verwendete Sprung–Indikator erfaßt die stro¨mungskritischen Bereiche in Brunnenna¨he
sehr gut (Abbildung 5.5). Auch hier ist der Einﬂuß der am rechten Rand vorgegebenen
Randbedingung zu erkennen; es erfolgt eine nicht gewollte Verfeinerung der zugeho¨rigen
Randelemente.
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Tabelle 5.3: Adaptionsparameter Theis’ Problem
Adaptionsalgorithmus 1
max. Verfeinerungslevel levmax = 4 und levmax = 5
Druck (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmax = 0.7, tol
g
max = 0.2
r = 304.8 m
Brunnen
Beobachtungspunkt
r = 9.639 m
r = 0.3048
Abbildung 5.4: Ausgangsgitter fu¨r die gitteradaptive Modellierung (Theis’ Problem)
t = 20000 s
Abbildung 5.5: Adaptiertes Berechnungsgitter (5 Verf.–Level)
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Bereits ein max. Verfeinerungslevel von levmax = 4 ergibt eine gute U¨bereinstimmung von
numerischer und analytischer Lo¨sung (Tabelle 5.1). Eine Erho¨hung des max. Verfeinerungs-
levels auf levmax = 5 fu¨hrt allerdings erwartungsgema¨ß zu einer weiteren Verbesserung der
numerischen Lo¨sung, die der Gu¨te der Lo¨sung auf dem a priori verfeinerten Gitter ent-
spricht und sogar geringfu¨gig u¨bertriﬀt (Abbildung 5.2).
Die Anpassung des Berechnungsgitters im Nahfeld von Quellen und Senken kann also ei-
nerseits a priori erfolgen oder, wie hier dargestellt, a posteriori durch eine gitteradaptive
Berechnung des Druckfeldes. Neben der h–Adaption ist hier aber auch die Verwendung der
r–Adaption (Verschiebung der Knoten) denkbar, da sich dadurch die Anzahl der Knoten
und Elemente des Berechnungsgitters nicht erho¨ht.
5.2 Stoﬀtransport zwischen Brunnendublette
Hoopes & Harleman (1967) haben in Laborversuchen den advektiv–dispersiven Stoﬀ-
transport zwischen Brunnendubletten untersucht. Ein von ihnen mit einem Sand–Modell
durchgefu¨hrtes Experiment (Abbildung 5.6) lieferte die Daten zur Veriﬁkation einer ver-
einfachten analytischen Lo¨sung, die ihrerseits oftmals zur Veriﬁkation numerischer Modelle
verwendet wird (Huyakorn et al. 1986, Segol 1994,Kolditz 1994,Thorenz 1995).
Abbildung 5.6: Darstellung des Laboraquifers (Hoopes & Harlemann (1967))
Krause (1996) hat, unter Verwendung des aTM (adaptives Transportmodell) (Barlag
1997), eine gitteradaptive Modellierung des Stoﬀtransports zwischen einer Brunnendublette
durchgefu¨hrt. Deshalb bietet es sich an, diese analytische Lo¨sung auch zur Veriﬁkation des
in RockFlow implementierten gitteradaptiven Algorithmus zu verwenden. Die numerischen
Berechnungen werden auf horizontale 2D–Stro¨mungen beschra¨nkt.
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5.2.1 Analytische Lo¨sung (Hoopes & Harleman (1967))
Die von Hoopes & Harleman (1967) angegebene analytische Lo¨sung fu¨r den advektiv–
dispersiven Stoﬀtransport zwischen Brunnendubletten la¨ßt sich wie folgt (in kartesische
Koordinaten) schreiben:
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mit dem halben Brunnenabstand d, der Aquiferdicke m, der molekularen Diﬀusion Dm, der
longitudinalen Dispersionsla¨nge αL, der eﬀektiven Porosita¨t n und der Pumprate Q.
5.2.2 Numerische Simulation
Fu¨r die gitteradaptive Modellierung wird ein von Thorenz (1995) generiertes Finite–
Elemente–Gitter verwendet. Dazu hat Thorenz (1995) einen Gittergenerator entwickelt,
der fu¨r advektive Transportvorga¨nge in Brunnensystemen das FE–Gitter mit Hilfe von
Strom– und Potentiallinienverfolgungen optimal an das Stro¨mungsfeld anpaßt (Abbildung
5.7).














Abbildung 5.7: Ausgangsgitter Brunnendublette (Thorenz 1995)
Da in Brunnenna¨he, wo große Geschwindigkeitsgradienten auftreten ko¨nnen, das Ausgangs-
gitter bereits eine feinere o¨rtliche Auﬂo¨sung aufweist und damit in diesem Bereich Oszilla-
tionen weitestgehend vermieden werden, ist hier eine auf das Stro¨mungs– bzw. Druckfeld
bezogene Gitteradaption nicht notwendig.
Die Simulations– und Adaptionsparameter fu¨r die folgenden Berechnungen ko¨nnen den Ta-
bellen 5.4 und 5.5 entnommen werden. Die Ergebnisse werden mit der analytischen Lo¨sung
in den Beobachtungspunkten A(0m, 0m), B(0m, 0.1524m), und C(0m, 0.3048m) verglichen.
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Qin, Qout Pumpraten 2 · 2.339 · 10−6m3/s
cin Randbedingung Transport 1.0
Materialdaten
m Dicke des Aquifers 0.089m
k speziﬁsche Permeabilita¨t 1.019 · 10−12m2
n eﬀektive Porosita¨t 0.374m3m−3
αL longitudinale Dispersionsla¨nge 1.54 · 10−3m
Tabelle 5.5: Adaptionsparameter Brunnendublette
Adaptionsalgorithmus 1
max. Verfeinerungslevel levmax = 4
Konzentration (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 2.5, tol
g
mit = 0.5
Zuna¨chst wird fu¨r die gitteradaptive Modellierung des Stoﬀtransports eine max. Verfeine-
rungstiefe von levmax = 4 vorgegeben (Tabelle 5.5).
Abbildung 5.8 zeigt, bei Verwendung des Sprung–Indikators, eine gute U¨bereinstimmung
zwischen numerischer und analytischer Lo¨sung, die auch durch eine Erho¨hung des max.
Verfeinerungslevels levmax nicht weiter verbessert werden kann. Dagegen fu¨hrt eine Redu-
zierung des max. Verfeinerungslevels zu einer deutlichen Verschlechterung der Ergebnisse
(Abbildung 5.9).
Da die dem analytischen Modell zugrunde liegenden Voraussetzungen nicht vollsta¨ndig auf
das numerische Modell u¨bertragen werden ko¨nnen (siehe auch Kolditz 1997), sind die
vorhandenen Abweichungen (Abbildung 5.8) zwischen numerischer und analytischer Lo¨sung
nicht zu vermeiden. So wird fu¨r das analytische Modell ein unendlich ausgedehnter Aquifer
mit punktueller Quelle und Senke betrachtet, wohingegen das numerische Modell einen
begrenzten Aquifer simuliert, in dem die Brunnen einen endlichen Radius besitzen.
Die Konzentrationsverteilungen einschließlich der adaptierten Berechnungsgitter sind fu¨r
unterschiedliche Zeiten t in Abbildung 5.10 dargestellt. Sowohl die durch den verwendeten
Sprung–Indikator hervorgerufene Verfeinerung im Frontbereich als auch die Vergro¨berungen
sind sehr gut zu erkennen.
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Abbildung 5.8: Vergleich analytischer und numerischer Ergebnisse in den Beobachtungspunkten
A(0m, 0m), B(0m, 0.1524m), und C(0m, 0.3048m) (Brunnendublette)
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Abbildung 5.9: Vergleich der numerischen Ergebnisse in den Beobachtungspunkten A(0m, 0m),
B(0m, 0.1524m), und C(0m, 0.3048m) bei verschiedenen maximalen Verfeinerungsleveln
(Brunnendublette)
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0.064t = 1000.0 s














0.064t = 2000.0 s














0.064t = 3000.0 s














0.064t = 7000.0 s
Abbildung 5.10: Konzentrationsverteilungen und adaptierte Berechnungsgitter (Brunnendublet-
te)
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5.3 Stoﬀtransport in Kluft/Matrix–Systemen
Unter dem Begriﬀ der Matrixdiﬀusion werden Problemstellungen verstanden, die den Ein-
ﬂuß des Stoﬀ– aber auch Wa¨rmeaustausches zwischen Grundwasserleitern und wenig oder
nicht durchﬂossenen Aquiferteilen untersuchen (Kolditz 1997). Hierunter fallen Syste-
me wasserfu¨hrender Klu¨fte mit angrenzender nahezu undurchla¨ssiger Festgesteinsmatrix
(Abbildung 5.11).
Abbildung 5.11: Kluft/Matrix–System (Barlag 1997)
Analog zu einer von Tang et al. (1981) angegebenen analytischen Lo¨sung zum Problem
der Matrixdiﬀusion in einem Kluft/Matrix–System haben Gillham et al. (1984) eine
analytische Lo¨sung fu¨r einen poro¨sen Grundwasserleiter hergeleitet. Dabei betrachteten sie
eine Bodenschicht hoher Durchla¨ssigkeit, die von einer wenig durchla¨ssigen Schicht umgeben
ist. Diese analytische Lo¨sung la¨ßt sich ihrerseits auf ein Kluft/Matrix–System u¨bertragen
(Kro¨hn 1991).
Barlag (1997) hat eine zweidimensionale gitteradaptive Berechnung des advektiv–diﬀusi-
ven Stoﬀtransports in einem Kluft/Matrix–System durchgefu¨hrt. Dazu wurde die Kluft
mit eindimensionalen und die Gesteinsmatrix mit zweidimensionalen Elementen modelliert.
Im folgenden sollen u.a. anhand einer entsprechenden dreidimensionalen Simulation die
Mo¨glichkeiten und Grenzen der h–Adaption aufgezeigt werden.
5.3.1 Analytische Lo¨sung (Gillham et al. (1984))
Fu¨r die analytische Lo¨sung wird angenommen, daß eine rechteckfo¨rmige Anfangsverteilung,
die um den Nullpunkt angeordnet ist, mit einer Stro¨mung konstanter Geschwindigkeit durch
eine Kluft befo¨rdert wird (vgl. Abbildung 5.12). Dabei kommt es zu einem diﬀusiven Stoﬀ-
austauch mit der Gesteinsmatrix. Die Durchla¨ssigkeit der Matrix soll so klein sein, daß der
Stoﬀtransport hier hauptsa¨chlich durch molekulare Diﬀusion stattﬁndet.
Die Kluft wird durch einen eindimensionalen Strang repra¨sentiert, wa¨hrend in der Ge-
steinsmatrix nur eindimensionale Diﬀusion orthogonal zu Kluft beru¨cksichtigt wird. Der
Diﬀusionsstrom parallel zur Kluft wird vernachla¨ssigt. Dazu gibt Gillham et al. (1984)
folgende analytische Lo¨sung an:
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c(x, z, t) = c0 · exp
{













































∀ − a ≤ x ≤ a (5.7)
c(x, z, t) = c0 · exp
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0 ∀α ≤ 0
1 ∀α > 0 .
Die Lo¨sung fu¨r die Konzentrationsverteilung in der Kluft ergibt sich, wenn z = b gesetzt
wird. Die hier verwendeten Symbole und ihre Bezeichnungen sind in Tabelle 5.6 (Simula-
tionsparameter) zu ﬁnden.
5.3.2 Numerische Simulation
Der Stoﬀtransport entlang der Kluft ﬁndet entsprechend der Annahmen fu¨r die analytische
Lo¨sung rein advektiv statt. Der Austausch mit der schwach durchla¨ssigen Gesteinsmatrix
ist dagegen rein diﬀusiv. Zuna¨chst wird die Kluft mit eindimensionalen und die Gesteins-
matrix mit zweidimensionalen Elementen modelliert. Dadurch wird im Gegensatz zur ana-
lytischen Lo¨sung ein Diﬀusionsstrom in der Matrix zugelassen, der nicht orthogonal zur
Kluft verla¨uft. Aufgrund der hohen Fließgeschwindigkeit in der Kluft ist aber damit zu
rechnen, daß der Stoﬀtransport infolge Diﬀusion trotzdem u¨berwiegend senkrecht zur Kluft
stattﬁndet (Kro¨hn 1991). Damit sind numerische und analytische Lo¨sung miteinander
vergleichbar.
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Die numerischen Berechnungen werden aufgrund der Symmetrie der geometrischen und
physikalischen Eigenschaften entsprechend der Berechnungen von Barlag (1997) nur am
halben System (Symmetrieachse SA – SA) durchgefu¨hrt (Abbildung 5.12). Fu¨r die erste
gitteradaptive Berechnung wird ein in x– und z–Richtung jeweils a¨quidistantes Ausgangs-
gitter (Abbildung 5.13) verwendet. Die Simulations– und Adaptionsparameter ko¨nnen den










Abbildung 5.12: Systembeschreibung Kluft/Matrix–System












Abbildung 5.13: Ausgangsgitter Kluft/Matrix–System (1D/2D)
In den Abbildungen 5.14 (oben) fu¨r die 1D–Kluft und 5.18 (oben) fu¨r die 2D–Matrix ist
eine gute U¨bereinstimmung von numerischer und analytischer Lo¨sung erkennbar.
Aufgrund der Matrixdiﬀusion wird die advektiv durch die Kluft transportierte Anfangs-
konzentration c0 (gestrichelte Linie) mit der Zeit abgebaut (Abbildung 5.14), bis, infolge
des sog. ’tailing’–Eﬀekts, die von der Matrix aufgenommene Substanz zuru¨ck in die Kluft
diﬀundiert.
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Tabelle 5.6: Simulationsparameter Kluft/Matrix–System (1D/2D)
Symbol Bezeichnung Wert
Allgemeines
c0 Anfangsbedingung 1.0 fu¨r −a ≤ x ≤ a mit a = 0.2m
Kluft (1D)
b halbe Klufto¨ﬀnungsweite 0.0075m
n1D eﬀektive Porosita¨t 1.0m3m−3
va1D Abstandsgeschwindigkeit 2.5 · 10−6m/s
Gesteinsmatrix (2D)
n2D eﬀektive Porosita¨t 0.1m3m−3
Dm2D molekulare Diﬀusion 1.40625 · 10−9m2/s
Tabelle 5.7: Adaptionsparameter Kluft/Matrix–System (1D/2D)
Adaptionsalgorithmus 1




Verfeinerungstoleranzen tolfmit,1D = 1.2, tol
g
mit,1D = 0.5
max. Verfeinerungslevel (1D) levmax,1D = 5 (gleichma¨ßiges Gitter)
levmax,1D = 5 (vorverfeinertes Gitter)
Gesteinsmatrix (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit,2D = 1.2, tol
g
mit,2D = 0.5
max. Verfeinerungslevel (2D) levmax,2D = 5 (gleichma¨ßiges Gitter)
levmax,2D = 3 (vorverfeinertes Gitter)
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Abbildung 5.14: Konzentrationsverteilung in der 1D–Kluft zu den Zeitpunkten t1 = 1.0 · 105 s,
t2 = 5.0 · 105 s und t3 = 1.0 · 106 s (’gleichma¨ßiges’ und ’vorverfeinertes’ Ausgangsgitter)
Die Wiedergabe der rechteckfo¨rmigen Anfangsverteilung der Konzentration kann nur als
Trapez erfolgen, dessen Flanken um so steiler werden, je feiner das Ausgangsgitter aufgelo¨st
wird. Ein fu¨r die Gitteradaption ausreichendes ’grobes’ Ausgangsgitter fu¨hrt folglich zu einer
nicht korrekten Wiedergabe der Anfangskonzentration, so daß die numerische Lo¨sung nicht
mit der analytischen u¨bereinstimmen kann.
c [-] c [-] c [-]
c0
Abbildung 5.15: Anpassung der Anfangsbedingung im ersten Zeitschritt
Deshalb werden im ersten Zeitschritt die Anfangsbedingungen nach jedem Adaptionsschritt
aktualisiert und so an das adaptierte Berechnungsgitter angepaßt (Abbildung 5.15).
Die Genauigkeit der Anfangsbedingung ha¨ngt dabei von der Anzahl der im ersten Zeitschritt
durchgefu¨hrten gitteradaptiven Iterationen I∆t und damit vom maximalen Verfeinerungs-
level levmax ab.
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5 Iterationen pro Zeitschritt












3 Iterationen pro Zeitschritt












1 Iteration pro Zeitschritt












1 Iteration in jedem 3. Zeitschritt
Abbildung 5.16: Konzentrationsverteilungen in der 1D–Kluft (’gleichma¨ßiges’ Ausgangsgitter)
fu¨r verschiedene I∆t (Anzahl gitteradaptive Iterationen pro Zeitschritt)
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Bisher wurde, nachdem bereits im ersten Zeitschritt mit levmax gitteradaptiven Iterationen
ein optimal angepaßtes Berechnungsgitter erzeugt wurde, mit einer gitteradaptiven Iteration
(I∆t = 1) in jedem weiteren Zeitschritt eine gute U¨bereinstimmung zwischen numerischer
und analytischer Lo¨sung erzielt.
Tabelle 5.8: cpu–Zeit–Vergleich (normiert) fu¨r verschiedene I∆t (t = 1.0 · 106 s)
cpu–Zeit Knoten 1D–Elemente 2D–Elemente
5 Iter. pro Zeitschritt 1 15762 344 15205
3 Iter. pro Zeitschritt 0.66 15797 335 15229
1 Iter. pro Zeitschritt 0.22 14921 343 14260
1 Iter. in jedem 3. Zeitschritt 0.09 14668 352 13942
Eine Erho¨hung von I∆t fu¨hrt zu keiner wesentlichen Verbesserung der numerischen Lo¨sung
(Abbildung 5.16), hat aber eine Erho¨hung der Rechenzeit zur Folge, da nach jeder Anpas-
sung des Berechnungsgitters eine numerische Berechnung der betrachteten Prozesse (hier
des Stoﬀtransports) durchgefu¨hrt wird. So fu¨hrt eine Erho¨hung von I∆t = 1 auf I∆t = 5 in
dem hier betrachteten Fall zu einer fu¨nf mal ho¨heren Rechenzeit bei nahezu gleichbleiben-
der Anzahl an Knoten und Elementen (Tabelle 5.8).
Eine weitere Reduzierung der Rechenzeit ergibt sich, wenn fu¨r I∆t = 1 zusa¨tzlich nur in
jedem m–ten Zeitschritt (hier m = 3) eine Anpassung des Berechnungsgitters durchgefu¨hrt
wird.












Abbildung 5.17: A priori im Kluft/Matrix–U¨bergangsbereich verfeinertes Ausgangsgitter
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t = 5.E+05 s












t = 5.E+05 s
Abbildung 5.18: Konzentrationsverteilung und adaptiertes Berechnungsgitter in der 2D–Matrix
(’gleichma¨ßiges’ (oben) und ’vorverfeinertes’ (unten) Ausgangsgitter)
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Bisher wurde fu¨r die gitteradaptiven Berechnungen ein ’gleichma¨ßiges’, d.h. ein in x– und
z–Richtung jeweils a¨quidistantes, Ausgangsgitter verwendet. Da die Ausbreitungsvorga¨nge
in z–Richtung (2D–Matrix) im Vergleich zur x–Richtung (1D–Kluft) sehr langsam ablau-
fen und auch nur in einem sehr schmalen U¨bergangsbereich stattﬁnden, ist hier eine ent-
sprechend feinere Auﬂo¨sung des Ausgangsgitters notwendig. Diese Auﬂo¨sung reicht jedoch
noch nicht aus, um die Anfangskonzentration fu¨r den U¨bergangsbereich korrekt wiederzu-
geben. Deshalb ist, um die Anfangsbedingung an ein optimales Berechnungsgitter anzupas-
sen, sowohl fu¨r die 1D–Kluft als auch fu¨r die 2D–Matrix ein max. Verfeinerungslevel von
levmax,1D = levmax,2D = levmax = 5 notwendig.
Tabelle 5.9: Vergleich der adaptierten Berechnungsgitter bei ’gleichma¨ßigem’ und ’vorverfeiner-
tem’ Ausgangsgitter
Zeit [s] Anzahl Knoten Anzahl 1D–Elemente Anzahl 2D–Elemente
gleichma¨ßiges Gitter
0.0 130 25 100
100000.0 2132 107 1936
500000.0 8485 227 8068
1000000.0 14921 343 14260
vorverfeinertes Gitter
0.0 182 25 150
100000.0 1021 79 882
500000.0 2292 155 2052
1000000.0 3055 178 2751
Um, im Hinblick auf die gitteradaptive Modellierung des dreidimensionalen Kluft/Matrix–
Systems (2D–Kluft, 3D–Matrix), eine Reduzierung des max. Verfeinerungslevels fu¨r die
Matrix zu erreichen, ist eine Vorverfeinerung des Kluft/Matrix–U¨bergangsbereiches not-
wendig (Abbildung 5.17). Dies kann, wie hier geschehen, einerseits a priori erfolgen, an-
dererseits ist auch in diesem Fall die Verwendung der r-Adaption denkbar, um damit die
Knoten in Richtung der Kluft zu verschieben.
Aufgrund der Vorverfeinerung des U¨bergangsbereiches ist es nun mo¨glich, den max. Verfei-
nerungslevel fu¨r die Matrix von levmax,2D = 5 auf levmax,2D = 3 zu reduzieren, wa¨hrend fu¨r
die Kluft auch weiterhin levmax,1D = 5 notwendig ist (Tabelle 5.7). Diese Vorgehensweise
fu¨hrt, bei ebenfalls guter U¨bereinstimmung von numerischer und analytischer Lo¨sung (Ab-
bildung 5.14 und 5.18, unten), zu einer erheblichen Reduzierung der Knoten und Elemente
(Tabelle 5.9) und folglich auch der Rechenzeit.
Fu¨r die Modellierung des Stoﬀtransports in einem dreidimensionalen Kluft/Matrix–System
werden die Simulationsparameter aus Tabelle 5.6 entsprechend u¨bertragen. Die Adaptions-
parameter sind der Tabelle 5.10 zu entnehmen.
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Tabelle 5.10: Adaptionsparameter Kluft/Matrix–System 2D/3D
Adaptionsalgorithmus 1




Verfeinerungstoleranzen tolfmit,2D = 1.2, tol
g
mit,2D = 0.3
max. Verfeinerungslevel (2D) levmax,2D = 4
Gesteinsmatrix (3D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit,3D = 1.2, tol
g
mit,3D = 0.3
max. Verfeinerungslevel (3D) levmax,3D = 2
Auch hier wird sowohl fu¨r die gitteradaptive Berechnung des advektiven Stoﬀtransports in
der Kluft als auch des diﬀusiven Stoﬀtransports in der Matrix ein Sprung–Indikator ver-
wendet. Die Vorverfeinerung des Ausgangsgitters (Abbildung 5.20, oben) im U¨bergangs-
bereich ermo¨glicht die Verwendung unterschiedlicher max. Verfeinerungslevel fu¨r die Kluft
(levmax,2D = 4) und die Matrix (levmax,3D = 2). Die Anzahl der gitteradaptiven Iteratio-
nen pro Zeitschritt wird aufgrund der vorab durchgefu¨hrten Untersuchungen mit I∆t = 1
vorgegeben.










Abbildung 5.19: Konzentrationsverteilung in der 2D–Kluft zu den Zeitpunkten t1 = 1.0 · 105 s,
t2 = 5.0 · 105 s und t3 = 1.0 · 106 s (2D/3D–Kluft/Matrix–System)
In Abbildung 5.19 ist auch hier eine gute U¨bereinstimmung von numerischer und analyti-
scher Lo¨sung zu erkennen. Auch wird die diﬀusive Ausbreitung des Tracers in der Matrix
sehr gut wiedergegeben (Abbildung 5.20 und 5.21). Die zuletzt genannten Abbildungen
stellen sowohl einen Schnitt durch die Matrix als auch die 2D–Kluft dar.







































t = 1.E+05 s
Schnitt: y = 0.5 m
Abbildung 5.20: Ausgangsgitter und Konzentrationsverteilung (adaptiertes Berechnungsgitter)
im Kluft/Matrix–System (2D/3D)




















t = 5.E+05 s




















t = 1.E+06 s
Schnitt: y = 0.5 m
Abbildung 5.21: Konzentrationsverteilung und adaptiertes Berechnungsgitter im Kluft/Matrix–
System (2D/3D)
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5.4 Stoﬀtransport in 2.5D–Kluftnetzwerken
Auf der franzo¨sischen Seite des Rheingrabens im no¨rdlichen Elsaß beﬁndet sich die Geother-
mie–Lokation Soultz–sous–forets. Im Rahmen eines europa¨ischen Hot–Dry–Rock–Pro-
jektes hat sich das Institut fu¨r Geologische Gemeinschaftsaufgaben (GGA) u.a. mit der
Modellierung von Stro¨mung, Stoﬀ- und Wa¨rmetransport im Kluftgestein (Kolditz 1997,
Pribnow et al. 2001a, Pribnow et al. 2001b) bescha¨ftigt.
Fu¨r die numerische Simulation von Tracerexperimenten, die der Erkundung dominanter
Fließwege und damit der Parameteridentiﬁkation dienen, wurden am Institut fu¨r Stro¨mungs-
mechanik 2.5D–Kluftnetzwerke (Rother et al. 2000) generiert, die die Klu¨ftung des
Soultzer Granits unter Vernachla¨ssigung der Gesteinsmatrix abbilden (Abbildung 5.22).
Diskrete Kluftnetzwerke zur Berechnung von Stro¨mungen und Transportprozessen im klu¨fti-
gen Gestein sind, selbst bei einer geringen Anzahl an Klu¨ften und bei Vernachla¨ssigung der
Gesteinsmatrix, auf kleinra¨umige Untersuchungen begrenzt, da Computerleistung und Spei-
cherkapazita¨t ha¨uﬁg nicht ausreichen, um großra¨umige Prozesse zu modellieren. Deshalb
bieten sich hier in besonderem Maße gitteradaptive Methoden an.
Zur Darstellung der im Rahmen dieser Arbeit entwickelten Gitteradaption fu¨r 2.5D–Kluft-
netzwerke, wird das von Rother fu¨r das GGA–Institut generierte Kluftnetzwerk, das sich
u¨ber ein Gebiet von 10.0 km × 10.0 km × 5.0 km erstreckt und aus sieben Klu¨ften besteht,
verwendet. Die Simulationsparameter (Tabelle 5.11) werden zuna¨chst frei gewa¨hlt.
Tabelle 5.11: Simulationsparameter 2.5D–Kluftnetzwerk
Symbol Bezeichnung Wert
Allgemeines
Qin, Qout Pumpraten 1.55 · 10−3m3/s
cin Randbedingung Transport 1.0
Materialdaten
2b Kluftdicke 2.0 · 10−04m
k speziﬁsche Permeabilita¨t 3.5 · 10−09m2
n eﬀektive Porosita¨t 1.0m3m−3
Dm molekulare Diﬀusion 5.0 · 10−6m2/s
αL longitudinale Dispersionsla¨nge 20.0m
αT transversale Dispersionsla¨nge 2.0m
Dies reicht jedoch aus, um die Mo¨glichkeiten der Gitteradaption bei der Modellierung des
Stoﬀtransports in 2.5D–Kluftnetzwerken zu zeigen.



































Abbildung 5.22: Ausgangsgitter fu¨r die Gitteradaption (2.5D–Kluftnetzwerk) und ausgewa¨hlte
Klu¨fte
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Tabelle 5.12: Adaptionsparameter 2.5D–Kluftnetzwerk
Adaptionsalgorithmus 4 (Gitteradaption in jedem 10. Zeitschritt)
max. Verfeinerungslevel (global) levmax = 5
Druck (2D)
Verfeinerungsindikator Sprung–Indikator fu¨r Kluftnetzwerke
Verfeinerungstoleranzen tolfmit = 4.0, tol
g
mit = 0.0
max. Verfeinerungslevel levmax,2D,p = 5
Konzentration (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 1.2, tol
g
mit = 0.4
max. Verfeinerungslevel levmax,2D,c = 3
Wa¨hrend in den vorangegangenen Beispielen die Gitteradaption jeweils nur auf eine Feld-
gro¨ße angewendet wurde, wird hier bereits eine erste Kopplung der Gitteradaption fu¨r den
’Druck’ und die ’Konzentration’ durchgefu¨hrt. Die zugeho¨rigen Adaptionsparameter ﬁnden




















Abbildung 5.23: A posteriori an das Druckfeld angepaßtes Berechnungsgitter (ausgewa¨hlte
Klu¨fte)


















c [-]: 0.02 0.15 0.28 0.41 0.54 0.68 0.81 0.94


















c [-]: 0.04 0.17 0.30 0.43 0.56 0.69 0.82 0.95
t = 1.4E+07 s
Abbildung 5.24: A posteriori an den Stoﬀtransport angepaßtes Berechnungsgitter (ausgewa¨hlte
Klu¨fte)
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Fu¨r die gitteradaptive Berechnung ist bei Verwendung des Sprung–Indikators eine ma-
ximale Verfeinerungstiefe von levmax = 5 vorgegeben. Um Rechenzeit einzusparen, wird
Adaptionsalgorithmus 4 verwendet und nur in jedem 10. Zeitschritt eine Anpassung des
Berechnungsgitters durchgefu¨hrt. Die Gitteradaption erfolgt fu¨r die Feldgro¨ße ’Druck’ mit
levmax,p = 5 und fu¨r die Feldgro¨ße ’Konzentration’ mit levmax,c = 3.
Die Quelle wird als Punkt, die Senke als Innenrand modelliert. Um eine gezielte Verfeine-
rung dieser Bereiche zu erreichen, wird fu¨r die gitteradaptive Berechnung des Druckfeldes
(Stro¨mungsfeldes) der speziell fu¨r Kluftnetzwerke entwickelte Sprung–Indikator verwendet.
Dadurch wird eine u¨berma¨ßige Verfeinerung im Bereich der Kluftverschneidungen verhin-
dert (Abbildung 5.23). Gleichzeitig kann auf eine a priori Verfeinerung im Bereich von
Quelle und Senke, wie sie am Beispiel der Brunnendublette gezeigt wurde, verzichtet wer-
den. Allerdings bietet sich auch hier die Verwendung der r-Adaption an, um durch die
Verschiebung der Knoten einerseits eine bessere Anpassung des Berechnungsgitters an das
Stro¨mungsfeld zu erzielen, andererseits Knoten und Elemente einzusparen.
Da in den stro¨mungskritischen Bereichen auf diese Weise bereits eine gute Anpassung des
Berechnungsgitters erfolgt ist, reicht fu¨r die gitteradaptive Berechnung des Stoﬀtransports


















c [-]: 0.04 0.17 0.30 0.43 0.56 0.69 0.82 0.95
t = 1.4E+07 s
Abbildung 5.25: A posteriori an den Stoﬀtransport angepaßtes Berechnungsgitter (gesamtes
Kluftnetzwerk)
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Die Funktionsfa¨higkeit des genannten Wa¨rmetauschers in Soultz wurde 1997 durch einen
Zirkulationstest demonstriert, bei dem u¨ber einen Zeitraum von 4 Monaten ca. 25 l/s in
GPK1 (Injektionsstelle) injiziert und aus GPK2 (Extraktionsstelle) produziert wurden (vgl.
Abbildung 5.28).
Im Rahmen dieses Zirkulationstests wurden außerdem eine Reihe von Tracertests durch-
gefu¨hrt. In einem ersten Test wurden dazu 150 kg Flourescein und 300 kg Benzolsa¨ure mit
15m3 Wasser vermischt und mit einer Fließrate von Q = 1.2 l/s u¨ber einen Zeitraum von
1.5 Stunden in GPK1 injiziert (Baumga¨rtner et al. 1997). Der Tracerdurchbruch in
GPK2 erfolgte nach 70 bis 80 Stunden, der Maximalwert fu¨r Benzolsa¨ure wurde nach 10
Tagen erreicht (Abbildung 5.26).

























Abbildung 5.26: Gemessene (schwarz) und berechnete (rot) Durchbruchskurve in GPK2
Anhand dieses Tracertests soll das vorgestellte deterministische Modell (2.5D–Kluftnetz-
werk) u¨berpru¨ft werden. Aufgrund der geringen geometrischen Auﬂo¨sung des beschriebenen
2.5D–Kluftnetzwerkes (Abbildung 5.27) ist hier die Verwendung der Gitteradaption unaus-
weichlich. Damit la¨ßt sich eine gute Anpassung an die gemessene Durchbruchskurve fu¨r
Benzolsa¨ure in GPK2 erzielen (Abbildung 5.26). Die Ergebnisse dieser gitteradaptiven Be-
rechnungen und die zugeho¨rigen Simulationsparameter sind in Pribnow et al. (2001)
zu ﬁnden.
In Abbildung 5.28, in der die Ausbreitung des Tracers (Benzolsa¨ure) zu einem ausgewa¨hl-
ten Zeitpunkt (t = 239h) dargestellt ist, ist die automatische Gitternetzanpassung (Gitter-
adaption) sehr gut zu erkennen. Aufgrund einer besseren Darstellbarkeit wurden hier nur
drei von den insgesamt sieben Klu¨ften beru¨cksichtigt (vgl. Abbildung 5.27).
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X Y
Z
Abbildung 5.27: Ausgangsgitter fu¨r die numerische Modellierung des Tracertests mittels gittera-
daptiver FEM und ausgewa¨hlte Klu¨fte (rot)
X Y
Z
c[-]: 2.01E-07 1.69E-06 3.18E-06 4.67E-06 6.16E-06 7.65E-06
t = 239 h
GPK 2
GPK 1
Abbildung 5.28: Konzentrationsverteilung (Benzolsa¨ure) in den drei ausgewa¨hlten Klu¨ften zum






Anhand mehrerer Beispiele zu dichteinduzierten Stro¨mungen in poro¨sen Medien werden
die Mo¨glichkeiten der gekoppelten Gitteradaption bei der Modellierung stark gekoppelter
Mehrfeldprobleme dargestellt. Dazu werden im wesentlichen folgende Problemstellungen
betrachtet:
• Salzwasserintrusion in gesa¨ttigten Systemen,
• Salzwasserintrusion in gesa¨ttigten/teilgesa¨ttigten Systemen (einschließlich des Trans-
ports idealer Tracer),
• Salzwasserintrusion/Thermokonvektion.
In allen Beispielen wird eine automatische Zeitschrittsteuerung eingesetzt, die sich am ’Ite-
rationsfortschritt’ orientiert (vgl. Thorenz 2001). Dabei wird der Zeitschritt jeweils so
gewa¨hlt bzw. (automatisch) angepaßt, daß eine vorgegebene Anzahl an Iterationen zwi-
schen den zu modellierenden Prozessen eingehalten wird.
6.1 Henry–Problem
Das Henry–Problem stellt den abstrahierten Fall einer Meerwasserintrusion in einen Ku¨s-
tenaquifer dar und wurde mittels dimensionsloser Parameter fu¨r einen zweidimensionalen
Schnitt senkrecht zur Ku¨stenlinie deﬁniert. Die semi–analytische Lo¨sung fu¨r die stationa¨re
Verteilung der Salzkonzentration im Ku¨stenaquifer wurde in Form einer Reihenentwicklung
angegeben (Henry 1960, Henry 1964).
Das Problem des in ein Su¨ßwasseraquifer eindringenden Salzwasserkeils hat sich zur Veriﬁ-
kation von Transportmodellen etabliert, die den dichtea¨ndernden Einﬂuß des Inhaltsstoﬀes
’Salz’ beru¨cksichtigen (dichteinduzierte Stro¨mungen). Deshalb soll es auch hier der Veriﬁka-
tion der Gitteradaption dienen. Dazu wird zuna¨chst eine numerische Simulation auf einem
a priori sehr fein aufgelo¨sten Ausgangsgitter (∆x = ∆z = 0.025m) durchgefu¨hrt, deren






p = 10055.25 Pa
p = 0.0 Pa
C = 25.0 kg / m  3
Q = 6.6E-05 m  3 / s
C = 0.0 kg / m  3
Abbildung 6.1: Untersuchungsgebiet und Randbedingungen zum Henry–Problem
In Abbildung 6.1 sind das Untersuchungsgebiet und die zugeho¨rigen Randbedingungen sche-
matisch dargestellt. Auf der rechten Seite des betrachteten Vertikalschnitts wird eine dem
Meerwasser entsprechende (ρs = 1025.0 kg/m
3) hydrostatische Druckverteilung vorgege-
ben, wa¨hrend am linken Rand ein Einstrom von Frischwasser erfolgt. Die Konzentrations–
Randbedingung an der rechten Seite ist nicht u¨ber den gesamten Rand vorgegeben, sondern
nur bis zu einer Ho¨he von 0.6m. Am linken Rand ist die Konzentration 0. Alle weiteren
Simulationsparameter ko¨nnen der Tabelle 6.1 entnommen werden.
Tabelle 6.1: Simulationsparameter Henry–Problem
Symbol Parameter Wert
g Erdbeschleunigung 9.81m/s2
k speziﬁsche Permeabilita¨t 1.020408 · 10−09m2
n eﬀektive Porosita¨t 0.35m3m−3
µ dyn. Viskosita¨t 1.0 · 10−3 kg/(ms)
ρ0 Dichte Su¨ßwasser 1000.0 kg/m3
ρs Dichte Salzwasser 1025.0 kg/m3
Dm molekulare Diﬀusion 6.6 · 10−6m2/s
Da u¨ber den rechten Rand sowohl Su¨ßwasser austritt als auch Salzwasser eintritt, ist hier
eine Vorgabe der Konzentrations–Randbedingung schwierig, da die Lage des Randpunktes,
an dem der Umschlag von einem Ausstrom zu einem Einstrom erfolgt, nicht von vorn-
herein bekannt ist. Deshalb wird hier eine von Thorenz (2001) entwickelte Methode
zur Bestimmung des Umschlagpunktes und damit zur Aktualisierung der Konzentrations–
Randbedingung verwendet. Je nach Vorzeichen der Flu¨sse u¨ber den rechten Rand (Ein-
strom (+), Ausstrom (-)) wird der Umschlagpunkt bestimmt und die Konzentrations–
Randbedingung angepaßt.
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Abbildung 6.2: Ergebnisse der auf einem a priori verfeinerten Ausgangsgitter durchgefu¨hrten
numerischen Berechnung (Henry–Problem)
Die Ergebnisse dieser ersten numerischen Berechnung stimmen, nach Erreichen des sta-
tiona¨ren Zustandes, sehr gut mit den analytischen Werten von Segol (1994) u¨berein
(Tabelle 6.2). Deshalb werden im folgenden die Ergebnisse der gitteradaptiven Berechnun-
gen mit den hier gewonnenen numerischen Ergebnissen, die in Abbildung 6.2 noch einmal
dargestellt sind, verglichen.
Tabelle 6.2: Vergleich analytischer und numerischer Ergebnisse fu¨r das zweidimensionale
Henry–Problem (stationa¨rer Zustand)
C [kg/m3]
x [m] z [m]
analytisch (Segol 1994) numerisch (feines Gitter)
1.0 0.0 5.32 5.17
1.0 0.3 0.75 0.79
1.2 0.0 14.53 14.38
1.2 0.3 4.26 4.28
1.4 0.0 20.27 20.22
1.4 0.3 10.50 10.45
1.4 0.7 0.28 0.33
1.6 0.0 23.23 23.28
1.6 0.3 17.20 17.1
1.6 0.7 1.34 1.47
1.8 0.0 24.53 24.62
1.8 0.3 22.16 22.28
1.8 0.7 5.13 5.38
Anhand des Henry–Problems sollen die zwei grundlegenden Adaptionsalgorithmen (1 und
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2) im Hinblick auf Genauigkeit und Rechenzeitbedarf miteinander verglichen werden. Die
zugeho¨rigen Adaptionsparameter ko¨nnen der Tabelle 6.3 entnommen werden. Das Aus-
gangsgitter hat eine Auﬂo¨sung von ∆x = ∆z = 0.1m. Der max. Verfeinerungslevel wird
fu¨r die Feldgro¨ße ’Konzentration’ mit levmax = 2 vorgegeben, so daß in den Bereichen, in de-
nen eine Verfeinerung notwendig ist, die Auﬂo¨sung des feinen Ausgangsgitters (Abbildung
6.2) erreicht wird. Damit sind die Ergebnisse miteinander vergleichbar.
Tabelle 6.3: Adaptionsparameter Henry–Problem
Adaptionsalgorithmus 1 und 2
max. Verfeinerungslevel levmax = 2
Konzentration (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 2.5, tol
g
mit = 0.6
In der ersten gitteradaptiven Berechnung mit Adaptionsalgorithmus 1 wird eine gute U¨ber-
einstimmung mit den Ergebnissen auf dem a priori verfeinerten Berechnungsgitter erzielt
(Abbildung 6.3, oben). Gleichzeitig kann durch Einsatz der Gitteradaption die Rechenzeit
erheblich reduziert werden (Tabelle 6.4); bei Verwendung des Adaptionsalgorithmus 1 um
mehr als 75%. Dieser Adaptionsalgorithmus beno¨tigt, wie bereits beschrieben, zu Beginn je-
des Zeitschrittes eine erste Berechnung der betrachteten Prozesse, um, aufgrund der hieraus
gewonnenen Ergebnisse, das Berechnungsgitter anzupassen.
Dagegen beginnt im Adaptionsalgorithmus 2 jeder Zeitschritt mit der Anpassung des Be-
rechnungsgitters an die Ergebnisse des vorangegangenen Zeitschritts.
Da bei der numerischen Simulation stark gekoppelter Prozesse, wie der hier dargestellten
dichteinduzierten Stro¨mung, in jedem Zeitschritt mehrere Iterationen zwischen den betrach-
teten Prozessen (hier Stro¨mung und Stoﬀtransport) notwendig sein ko¨nnen, kann dadurch
weitere Rechenzeit eingespart werden.
Tabelle 6.4: cpu–Zeit–Vergleich fu¨r das Henry–Problem (normiert)
cpu–Zeit Knoten 2D–Elemente
A priori verfeinertes Berechnungsgitter 1 3321 4200
Adaptionsalgorithmus 1 0.23 1223 1408
Adaptionsalgorithmus 2 0.13 1217 1400
Bei der numerischen Simulation des Henry–Problems fu¨hrt dies, verglichen mit Adaptions-
algorithmus 1, bei gleicher Genauigkeit der numerischen Ergebnisse (Abbildung 6.3, unten)
zu einer weiteren Rechenzeitersparnis von mehr als 40% (Tabelle 6.4).
Deshalb soll in allen folgenden numerischen Simulationen Adaptionsalgorithmus 2 verwen-
det werden.
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Abbildung 6.3: Vergleich der gitteradaptiven Berechnungen mit den Ergebnissen auf dem a priori
verfeinerten Berechnungsgitter
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6.2 Dichteinduzierte Stro¨mungen in teilgesa¨ttigten Sy-
stemen
Ein wichtiges Kriterium bei der Entwicklung gitteradaptiver Methoden ist ein einfach zu
handhabender Algorithmus, der dem Anwender, besonders im Hinblick auf die Modellie-
rung beliebig gekoppelter Prozesse, den Zugang zu diesen Methoden erleichtert und damit
die Bereitschaft erho¨ht, die Gitteradaption fu¨r numerische Berechnungen zu nutzen.
Im folgenden Beispiel haben Thorenz et al. (2000) zu einem von ihnen durchgefu¨hrten
Laborversuch numerische Berechnungen angestellt. Die Modellierung dieser dichteinduzier-
ten Stro¨mung in einem gesa¨ttigten/teilgesa¨ttigten System wurde mit Hilfe der in dieser


























































Abbildung 6.4: Laborversuch zu dichteinduzierten Stro¨mungen in gesa¨ttigten/teilgesa¨ttigten Sy-
stemen (Thorenz et al. 2000)
Fu¨r den Laborversuch wurde die in Abbildung 6.4 dargestellte ’Sandbox’ mit den Abmes-
sungen 0.958m (0.865m) × 0.105m × 0.478m verwendet. An der rechten sowie linken Seite
dieser Box beﬁndet sich jeweils eine Kammer, die bis auf halbe Ho¨he einerseits mit Frisch–,
andererseits mit Salzwasser gefu¨llt sind. U¨ber eine perforierte Trennwand kann das Wasser
in das eigentliche Untersuchungsgebiet eindringen, bis sich ein stationa¨rer Zustand einstellt.
Dieser stationa¨re Zustand ist gekennzeichnet durch einen gesa¨ttigten Bereich in der unteren
Ha¨lfte der Box und einem daru¨ber liegenden teilgesa¨ttigten Bereich. Außerdem bildet sich
in der unteren Ha¨lfte, wie bereits im vorangegangenen Beispiel (Henry–Problem) darge-
stellt, ein Salzwasserkeil aus.
Um das Stro¨mungsverhalten des Fluids nach Erreichen des stationa¨ren Zustandes untersu-
chen zu ko¨nnen, wurde schließlich an 16 Stellen ein idealer Tracer in das Untersuchungsge-
biet eingeleitet. Weitere Details zu diesem Versuch ﬁnden sich bei Thorenz et al. (2000)
und Thorenz (2001).
Die numerische Simulation des Laborversuches wurde von Thorenz et al. (2000) un-
ter Verwendung der gekoppelten Gitteradaption durchgefu¨hrt. Die Simulationsparameter
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ko¨nnen der Tabelle 6.5 entnommen werden. Das Untersuchungsgebiet und die zugeho¨ri-
gen Randbedingungen sind in Abbildung 6.5 dargestellt. Auch hier sei fu¨r weiterfu¨hrende
Informationen auf die bereits zitierten Arbeiten von Thorenz verwiesen.
C = 30.0 kg / m 3 C = 0.0 kg / m 3
(bei Einstrom (+)) (bei Einstrom (+))
0.24 m 0.243 m
0.478 m
0.865 m
p = 0.0 Pa p = 0.0 Pa 
p = 2582.8 Pa p = 2543.5 Pa 
Abbildung 6.5: Untersuchungsgebiet und Randbedingungen zum Laborversuch
Tabelle 6.5: Simulationsparameter Laborversuch
Symbol Parameter Wert
g Erdbeschleunigung 9.81m/s2
k speziﬁsche Permeabilita¨t 0.5 · 10−10m2
Sr res. Sa¨ttigung 0.15
Smax max. Sa¨ttigung 1.0
kr rel. Permeabilita¨t ((S − Sr)/(Smax − Sr))4
n eﬀektive Porosita¨t 0.36m3m−3
µ dyn. Viskosita¨t 1.0 · 10−3 kg/(ms)
ρ0 Dichte Su¨ßwasser 1067.0 kg/m3
ρs Dichte Salzwasser 1097.0 kg/m3
Dm molekulare Diﬀusion (Salz) 3.6 · 10−9m2/s
Dm molekulare Diﬀusion (Tracer) 4.0 · 10−10m2/s
αL longitudinale Dispersionsla¨nge 1.0 · 10−3m
αT transversale Dispersionsla¨nge 1.0 · 10−4m
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Abbildung 6.6: Ergebnisse des Laborversuches und der numerischen Simulation (Thorenz:
2000)
Die Ergebnisse der numerischen Simulation (Abbildung 6.6, unten) zeigen eine gute U¨ber-
einstimmung mit den Ergebnissen des Laborversuches (Abbildung 6.6, oben).
Die gekoppelte Gitteradaption wurde auf die Feldgro¨ßen ’Druck’, ’Sa¨ttigung’, ’Salzkonzen-
tration’ und ’Konzentration des eingeleiteten Tracers’ angewendet. Thorenz hat, aus-
gehend von einem Ausgangsgitter mit 25 Elementen, eine max. Verfeinerungstiefe von
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levmax = 6 vorgegeben. Das adaptierte Berechnungsgitter mit ca. 7000 Elementen ist in
Abbildung 6.6 (mitte) dargestellt.
Sowohl die Verfeinerung im Bereich des Salzwasserkeils (vgl. Henry–Problem) als auch
des eingeleiteten Tracers ist sehr gut zu erkennen. Das Gleiche gilt fu¨r die ’Sa¨ttigung’.
Hier wurde der U¨bergang vom gesa¨ttigten zum teilgesa¨ttigten Bereich adaptiert. Um ohne
Verwendung der gekoppelten Gitteradaption entsprechende Ergebnisse zu erzielen, wa¨re ein
6-fach feineres Ausgangsgitter mit 102400 Elementen notwendig gewesen.
6.3 Dichteinduzierter Schadstoﬀeintrag in einen Grund-
wasserleiter
Li et al. (2000) betrachten den in Abbildung 6.7 dargestellten quaderfo¨rmigen Aquifer
mit den Abmessungen 200.0m × 100.0m × 40.0m, in dessen Oberﬂa¨che sich in der Mitte
eine rechteckige Grube (40.0m × 20.0m × 5.0m) beﬁndet, die bis zu einer Ho¨he von 1.1m
mit Salzwasser gefu¨llt ist. Nach dem Versagen der Abdichtung im Boden der Grube kann
Salzwasser in den Grundwasserleiter inﬁltrieren. Dabei wird der Wasserstand in der Grube







Abbildung 6.7: Untersuchungsgebiet (Dichteinduzierter Schadstoﬀeintrag in Grundwasserleiter)
nach Li et al. (2000) und Ausgangsgitter fu¨r die gitteradaptive Berechnung
Als Randbedingungen haben Li et al. (2000) am rechten Rand eine Standrohrspiegelho¨he
von h = 38.0m, am linken Rand h = 30.0m und am Boden der Grube h = 35.22m
vorgegeben, wodurch in diesem Prinzipbeispiel Potential– (erzwungene Konvektion) und
Dichtestro¨mung (freie Konvektion) zusammenwirken.
Mit einer Konzentrations–Randbedingung (Massenkonzentration) in der Grube von c = 1.0
ergibt sich mit
ρs = ρ0(1 + βcc)
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und
ρ0 = 1000.0 kg/m
3 (Su¨ßwasser), βc = 0.2
eine Salzwasserdichte von ρs = 1200.0 kg/m
3. Die Anfangskonzentration im Aquifer wurde
mit c = 0.0 vorgegeben.
Abbildung 6.8: Ergebnisse der numerischen Berechnungen von Li et al. (2000) (ohne und
mit Gitteradaption)
























Cross section y= 50.0m
Time t= 2.67E6s
Abbildung 6.9: Konzentrationsverteilung und Stromlinien einer zweidimensionalen Vergleichs-
rechnung zum dichteinduzierten Schadstoﬀeintrag (Mittendorf 2000)
6.3 Dichteinduzierter Schadstoﬀeintrag in einen Grundwasserleiter 89
Li et al. (2000) haben das Versickern des Salzwassers und die dadurch hervorgerufene
dichteinduzierte Stro¨mung im Grundwasserleiter mit Hilfe der Gitteradaption (h–Methode)
numerisch simuliert. Das Ergebnis dieser dreidimensionalen gitteradaptiven Berechnung ist
in Abbildung 6.8 dargestellt.
Entsprechende Berechnungen wurden vonMittendorf (2000) durchgefu¨hrt, um die Mo¨g-
lichkeiten der im Rahmen der vorliegenden Arbeit entwickelten gekoppelten Gitteradaption
zu demonstrieren. Die aus dem Literaturbeispiel abgeleiteten Simulationsparameter ko¨nnen
der Tabelle 6.6 entnommen werden. Die Randbedingungen fu¨r die Standrohrspiegelho¨hen
wurden auf Druck–Randbedingungen u¨bertragen.
Tabelle 6.6: Simulationsparameter Dichteinduzierter Schadstoﬀeintrag nach Li et al. (2000)
Symbol Parameter Wert
g Erdbeschleunigung 9.81m/s2
k speziﬁsche Permeabilita¨t 2.31481 · 10−12m2
n eﬀektive Porosita¨t 0.35m3m−3
µ dyn. Viskosita¨t 1.0 · 10−3 kg/(ms)
ρ0 Dichte Su¨ßwasser 1000.0 kg/m3
ρs Dichte Salzwasser 1200.0 kg/m3
βc Massendichteverha¨ltniszahl 0.2
Cmax maximale Konzentration 200 kg/m3
αL longitudinale Dispersionsla¨nge 5.0m
αT transversale Dispersionsla¨nge 0.5m
Dm molekulare Diﬀusion 5.787037 · 10−8m2/s
Wie im Literaturbeispiel wird davon ausgegangen, daß der Wasserstand in der Grube wa¨h-
rend der Simulation konstant bleibt. Als Anfangsbedingung fu¨r die Sa¨ttigung wird ein
vollgesa¨ttigtes Aquifer angenommen. Die Konzentrations–Randbedingung in der Grube ist
mit C = 200.0 kg/m3 vorgegeben. Die Gitteradaption wird sowohl fu¨r die Feldgro¨ße ’Sa¨tti-
gung’ als auch fu¨r die Feldgro¨ße ’Konzentration’ durchgefu¨hrt (Tabelle 6.7).
Eine zuna¨chst als Vorstudie fu¨r das dreidimensionale Modell durchgefu¨hrte zweidimensio-
nale Berechnung (Abbildung 6.9) zeigt eine gute U¨bereinstimmung mit den Ergebnissen
von Li et al. (2000) (Abbildung 6.8). Deutlich erkennbar ist die Ausbildung der Konvek-
tionszelle unterhalb der Grube.
Fu¨r die dreidimensionale gitteradaptive Berechnung wird ein max. Verfeinerungslevel von
levmax = 4 vorgegeben. Aufgrund der vorab durchgefu¨hrten Untersuchungen im Rahmen
des Henry–Problems wird, um Rechenzeit einzusparen, Adaptionsalgorithmus 2 verwen-
det.


















C [kg/m3]: 3.7 29.3 54.9 80.5 106.1 131.7 157.3 182.9
t = 94977.0 s
Schnitt 1: x = 100.0 m
Schnitt 2: y = 50.0 m


















C [kg/m3]: 3.7 29.3 54.9 80.5 106.1 131.7 157.3 182.9
t = 1.06794E+07 s
Schnitt 1: x = 100.0 m
Schnitt 2: y = 50.0 m
Schnitt 3: z = 35.0 m
Abbildung 6.10: Adaptiertes Berechnungsgitter und Konzentrationsverteilung (Dichteinduzierter
Schadstoﬀeintrag in Grundwasserleiter)


















S [-]: 0.2 0.3 0.3 0.4 0.5 0.5 0.6 0.7 0.7 0.8 0.8 0.9 1.0
t = 94977.0 s
Schnitt 1: x = 100.0 m
Schnitt 2: y = 50.0 m


















S [-]: 0.2 0.3 0.3 0.4 0.5 0.5 0.6 0.7 0.7 0.8 0.8 0.9 1.0
t = 1.06794E+07 s
Schnitt 1: x = 100.0 m
Schnitt 2: y = 50.0 m
Schnitt 3: z = 35.0 m
Abbildung 6.11: Adaptiertes Berechnungsgitter und Verteilung der Sa¨ttigung (Dichteinduzierter
Schadstoﬀeintrag in Grundwasserleiter)
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Die Gitteradaption wird fu¨r die Feldgro¨ße ’Sa¨ttigung’ mit levmax,S = 3 und fu¨r die Feldgro¨ße
’Konzentration’ mit levmax,C = levmax = 4 durchgefu¨hrt (Tabelle 6.7).
Tabelle 6.7: Adaptionsparameter Dichteinduzierter Schadstoﬀeintrag
Adaptionsalgorithmus 2
max. Verfeinerungslevel (global) levmax = 4
Sa¨ttigung (3D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 3.0, tol
g
mit = 1.0
max. Verfeinerungslevel levmax,S = 3
Konzentration (3D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 2.5, tol
g
mit = 0.9
max. Verfeinerungslevel levmax,C = 4
In Abbildung 6.10 ist fu¨r die Zeiten t1 = 94977.0 s (1Tag) und t2 = 1.06794·107 s (123Tage)
das adaptierte Berechnungsgitter und die Konzentrationsverteilung dargestellt. In Abbil-
dung 6.11 ﬁndet sich die zugeho¨rige Verteilung der Sa¨ttigung. In beiden Abbildungen ist die
U¨berlagerung der Berechnungsgitter fu¨r die ’Sa¨ttigung’ und die ’Konzentration’ (gekoppelte
Gitteradaption) sehr gut zu erkennen.
6.4 Thermohalines Elder–Problem
Elder (1967) hat experimentelle und numerische Studien zur thermischen Konvektion
durchgefu¨hrt, die oft zur Pru¨fung von Simulationsprogrammen herangezogen werden. Dazu
wird die Aufgabenstellung nach Elder (1967) in der Regel auf das Problem der Salzwas-
serintrusion u¨bertragen.
Die Berechnungsergebnisse des sog. Elder–Problems (’Fingerungsproblem’) sind a¨ußerst
sensitiv bezu¨glich der Diskretisierungsdichte des Untersuchungsgebietes (vgl. Abbildung
6.14). So erzielte Kolditz (1997) erst bei a¨quidistanten Berechnungsgittern mit 4400 Ele-
menten konvergente Ergebnisse (Abbildung 6.12). Aufgrund dieser Sensitivita¨t bietet sich
hier die Verwendung der Gitteradaption an, so daß das Ausgangsgitter fu¨r die numerische
Simulation mit nur 100 Elementen modelliert werden kann. Diese Diskretisierungsdichte
reicht aus, um bei der gitteradaptiven Simulation des Elder–Problems konvergente Er-
gebnisse zu erzielen (Abbildung 6.13), bei gerade einmal 1633 Elementen zum Zeitpunkt
t = 20 a.
Zur Formulierung einer thermohalinen Modellaufgabe haben Diersch & Kolditz (1998)
das Elder–Problem erweitert. Neben dem Konzentrationsgefa¨lle wurde dem Modellaquifer
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Abbildung 6.12: Diskretisierungseﬀekte bei der numerischen Simulation des Elder–Problems
(20 % und 60 % Isohalinen) – A priori verfeinerte Berechnungsgitter mit (a) 1100, (b) 4400
und (c) 9990 Elementen (Kolditz (1997))
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Abbildung 6.13: Simulationsergebnisse (20 % und 60 % Isohalinen) und adaptierte Berechnungs-
gitter fu¨r das Elder–Problem (4, 10 und 20 Jahre)
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auch ein Temperaturgradient aufgepra¨gt. Diese Modellaufgabe soll im folgenden in leicht
modiﬁzierter Form zur Darstellung der gekoppelten Gitteradaption verwendet werden.
600.0 m
300.0 m
C = 200.0 kg / m 3
T = 200.0 K
T = 0.0 K
C = 0.0 kg / m 3
T = 0.0 KT = 0.0 K
C = 0.0 kg / m 3C = 0.0 kg / m 3
150.0 m
Abbildung 6.14: Untersuchungsgebiet und Randbedingungen zum thermohalinen Elder–Pro-
blem
Tabelle 6.8: Simulationsparameter Thermohalines Elder–Problem
Symbol Parameter Wert
g Erdbeschleunigung 9.81m/s2
k speziﬁsche Permeabilita¨t 4.845 · 10−13m2
n eﬀektive Porosita¨t 0.1m3m−3
µ dyn. Viskosita¨t 1.0 · 10−3 kg/(ms)
ρ0 Dichte Su¨ßwasser 1000.0 kg/m3
ρs Dichte Salzwasser 1200.0 kg/m3
ρs Dichte Feststoﬀ 2520.0 kg/m3
Dm molekulare Diﬀusion 3.565 · 10−6m2/s
cw spez. Wa¨rmekapazita¨t Fluid 4.2 · 103 J/(kg K)
cs spez. Wa¨rmekapazita¨t Feststoﬀ 1.0 · 103 J/(kg K)
λw Wa¨rmeleitfa¨higkeit Fluid 0.65 J/(msK)
λs Wa¨rmeleitfa¨higkeit Feststoﬀ 1.591J/(msK)
∆T Temperaturdiﬀerenz 200.0K
βc Massendichteverha¨ltniszahl 0.2
Cmax max. Konzentration 200.0 kg/m3
βT isobarer Wa¨rmeausdehnungskoeﬃzient 5.0 · 10−4 1/K
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Abbildung 6.15: Simulationsergebnisse (20 % und 60 % Isohalinen und Isothermen) und adap-
tierte Berechnungsgitter fu¨r das thermohaline Elder–Problem (4, 10 und 20 Jahre)
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Im Unterschied zu der von Diersch & Kolditz (1998) beschriebenen Modellaufgabe
wird hier die Temperatur–Randbedingung am unteren Rand des Untersuchungsgebietes
nicht u¨ber den gesamten Rand vorgegeben, sondern, entsprechend der Konzentrations–
Randbedingung, nur auf einer Strecke von 300.0m (Abbildung 6.14).
Das Ausgangsgitter wird, wie bereits beim Elder–Problem zur Salzwasserintrusion dar-
gestellt, mit 100 Elementen diskretisiert. Die Simulationsparameter, die in Tabelle 6.8 auf-
gefu¨hrt sind, wurden aus Diersch & Kolditz (1998) entnommen.
Fu¨r die gitteradaptive Simulation des thermohalinen Elder–Problems wird sowohl fu¨r die
Feldgro¨ße ’Temperatur’ als auch fu¨r die Feldgro¨ße ’Konzentration’ ein max. Verfeinerungsle-
vel von levmax,C = levmax,T = levmax = 3 vorgegeben, so daß bei vollsta¨ndiger Verfeinerung
des Untersuchungsgebietes maximal 6400 Elemente entstehen ko¨nnen. Alle weiteren Adap-
tionsparameter ﬁnden sich in Tabelle 6.9.
Tabelle 6.9: Adaptionsparameter Thermohalines Elder–Problem
Adaptionsalgorithmus 2
max. Verfeinerungslevel (global) levmax = 3
Temperatur (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 1.2, tol
g
mit = 0.5
max. Verfeinerungslevel levmax,T = 3
Konzentration (2D)
Verfeinerungsindikator Sprung–Indikator
Verfeinerungstoleranzen tolfmit = 1.5, tol
g
mit = 0.6
max. Verfeinerungslevel levmax,C = 3
Salzwasserintrusion und Thermokonvektion haben gegenla¨uﬁge Wirkungen. Wa¨hrend die
mit Salz befrachtete Lo¨sung absinkt (Abbildung 6.13), ist die erwa¨rmte Sole bestrebt auf-
zusteigen. Dies fu¨hrt gegenu¨ber dem Elder–Problem zu einer vera¨nderten Konzentra-
tionsverteilung des Salzes im Untersuchungsgebiet (Abbildung 6.15). Mit Hilfe der ge-
koppelten Gitteradaption werden auch hier konvergente Ergebnisse erzielt. Sowohl die
Konzentrations– als auch die Temperaturverteilung wird durch die Gitteradaption sehr
gut erfaßt. Zum Zeitpunkt t = 20 a sind lediglich 3352 Elemente notwendig, um das Be-




Im Rahmen dieser Arbeit wurde ein gitteradaptiver Algorithmus entwickelt, der es ermo¨g-
licht, bei der FE–Modellierung beliebig gekoppelter Prozesse (Mehrfeldprobleme) in ge-
klu¨ftet–poro¨sen Medien das Berechnungsgitter a posteriori an alle beteiligten Feldgro¨ßen
(z.B. Druck, Sa¨ttigung, Konzentration (n Komponenten), Temperatur) gleichermaßen an-
zupassen. Dies erfolgte durch eine U¨berlagerung der jeweiligen Verfeinerungsindikatoren
und damit der adaptierten Berechnungsgitter.
Damit hat der Anwender die Mo¨glichkeit, das Startgitter fu¨r eine numerische Simulation
mit einer geringen Anzahl an Elementen zu modellieren. Die Diskretisierungsdichte muß
lediglich ausreichen, um die Geometrie des Modellgebietes aufzulo¨sen; u¨ber einen evtl. Dis-
kretisierungsfehler in der numerischen Lo¨sung muß sich der Anwender a priori keine Ge-
danken machen.
Um einem Anwender aber den Zugang zu gitteradaptiven Methoden zu erleichtern, sind
einfach zu handhabende Algorithmen notwendig. Dies betriﬀt u.a. die verwendeten Indika-
toren, um auf notwendige Gitterverfeinerungen in bestimmten Regionen des Berechnungs-
gebietes schließen und eine Gitternetzanpassung steuern zu ko¨nnen.
Aufgrund der Komplexita¨t gekoppelter Prozesse sind mo¨glichst einfache heuristische Ver-
feinerungsindikatoren den weitaus komplexeren (analytischen) Fehlerindikatoren vorzuzie-
hen. Insbesondere der sog. Sprung–Indikator (Gradienten–Spru¨nge) hat sich hier in einer
Vielzahl von Anwendungsbeispielen bewa¨hrt. Hinzu kommt, daß die bei der gitteradaptiven
Simulation gekoppelter Prozesse notwendige U¨berlagerung von Indikatoren bei Verwendung
heuristischer Verfeinerungsindikatoren einfach zu realisieren ist.
Neben der Ingenieurzeit, die u.a. fu¨r die Erstellung des Berechnungsgitters beno¨tigt wird,
und dem Speicherplatzbedarf ist aber auch die beno¨tigte Rechenzeit ein wichtiges Kriterium
bei der Entwicklung gitteradaptiver Algorithmen. Dies gilt insbesondere fu¨r die Model-
lierung stark gekoppelter Mehrfeldprobleme, die in der Regel in jedem Zeitschritt mehre-
re Iterationen zwischen den einzelnen zu modellierenden Prozessen notwendig macht. Die
Entwicklung spezieller Adaptionsalgorithmen fu¨hrte hier zu einem erheblichen Rechenzeit-
gewinn.
Anhand einer Reihe von Anwendungsbeispielen wurden die Mo¨glichkeiten des in dieser Ar-
beit fu¨r die Modellierung gekoppelter Prozesse entwickelten gitteradaptiven Algorithmus
(gekoppelte Gitteradaption) dargestellt. Dazu wurden zuna¨chst schwach gekoppelte Mehr-
feldprobleme (Transport eines idealen Tracers in einer inkompressiblen Stro¨mung (Grund-
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wasserstro¨mung)) in poro¨sen und geklu¨ftet–poro¨sen Medien betrachtet. Es wurde einerseits
auf die Anwendung der Gitteradaption im Bereich von Singularita¨ten (punktuelle Quellen
und Senken) und in Kluft/Matrix–U¨bergangsbereichen (gekoppelte geometrische Systeme),
andererseits auf die Besonderheiten sog. 2.5D–Kluftnetzwerke eingegangen.
Schwerpunkt dieser Arbeit war jedoch die gekoppelte Gitteradaption und damit insbeson-
dere die gitteradaptive Modellierung stark gekoppelter Mehrfeldprobleme, die an mehreren
Beispielen zu dichteinduzierten Stro¨mungen (Salzwasserintrusion, Thermokonvektion) in
gesa¨ttigten und teilgesa¨ttigten Systemen demonstriert wurde.
In den Anwendungsbeispielen wurde deutlich, daß mit der gekoppelten Gitteradaption ein ﬂe-
xibles Instrument zur numerischen Simulation beliebig gekoppelter Prozesse zur Verfu¨gung
steht. Allerdings besteht u.a. im Hinblick auf eine weitere Reduzierung der Rechenzeit auch
in Zukunft Entwicklungsbedarf. Folgende weiterfu¨hrenden Arbeiten sind denkbar:
• Sowohl im Bereich von Quellen und Senken als auch in Kluft/Matrix–U¨bergangsbe-
reichen bietet sich die Verwendung der r–Adaption (Verschiebung der Knoten) an,
da sich dadurch die Anzahl der Knoten und Elemente des Berechnungsgitters nicht
erho¨ht. Eine weitere Verbesserung der numerischen Ergebnisse in diesen Bereichen
kann schließlich durch die h–Adaption (Verfeinerung durch Elementteilung) erzielt
werden.
• Bei der in dieser Arbeit vorgestellten gekoppelten Gitteradaption werden die jewei-
ligen Verfeinerungsindikatoren und damit die adaptierten Berechnungsgitter fu¨r alle
betrachteten Prozesse u¨berlagert. Dies bedeutet fu¨r den einzelnen zu modellieren-
den Prozeß, daß dessen numerische Berechnung unter Umsta¨nden auf einem zu stark
verfeinerten Berechnungsgitter erfolgt. Um dies zu vermeiden, ist die gitteradaptive
Simulation der einzelnen miteinander gekoppelten Prozesse auf verschiedenen Berech-
nungsgittern denkbar, die ihrerseits in geeigneter Weise miteinander gekoppelt werden
mu¨ssen (Interpolation der Ergebnisse).
• Bisher erfolgt die Verfeinerung eines Elementes durch gleichma¨ßige Teilung, wobei aus
jedem 2D–Element vier und aus jedem 3D–Element acht neue Elemente hervorgehen.
Dabei wird weder die Richtung der Grundwasserstro¨mung noch die Richtung des
Stoﬀtransports beru¨cksichtigt. Um die Anzahl der durch Verfeinerung entstehenden
Elemente weiter zu reduzieren, bietet sich die sog. anisotrope h–Adaption an, bei
der 2D–Elemente richtungsabha¨ngig (in Richtung des gro¨ßten Gradienten oder des
gro¨ßten Gradienten–Sprungs einer Feldgro¨ße) in zwei oder vier und 3D–Elemente
entsprechend in zwei, vier oder acht neue Elemente unterteilt werden.
• Irregula¨re Knoten fu¨hren, trotz des vorgestellten Verfahrens zur Eliminierung dieser
Knoten im Gesamtgleichungssystem, zu numerischen Ungenauigkeiten in den betref-
fenden Bereichen. Deshalb ist es sinnvoll, die Anzahl der irregula¨ren Knoten klein zu
halten oder geeignete U¨bergangselemente zu verwenden, um irregula¨re Knoten gar
nicht erst entstehen zu lassen.
Zur Zeit werden im Grundwassersimulator RockFlow Finite Dreiecks– und Tetraeder–
Elemente realisiert, so daß in Zukunft auch Berechnungsgitter aus gemischten Ele-
menttypen (Dreiecke/Vierecke, Tetraeder/Hexaeder) denkbar sind. Da die in dieser
Arbeit vorgestellte gekoppelte Gitteradaption auf Vierecks– und Hexaeder–Elemente
beschra¨nkt ist, ist dann auch eine Erweiterung auf Dreiecks– und Tetraeder–Elemente
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sinnvoll. Aber auch ohne Erweiterung der Gitteradaption lassen sich diese Elementty-
pen als U¨bergangselemente zur Eliminierung der irregula¨ren Knoten nutzen. In drei-
dimensionalen Berechnungsgittern sind dann zusa¨tzlich zu den Tetraeder–Elementen
’Pyramiden’–Elemente notwendig, um die Konformita¨t der Elementverknu¨pfungen si-




In der nachfolgenden Tabelle sind diejenigen Symbole aufgefu¨hrt, die dem Gesamtversta¨nd-
nis dieser Arbeit dienen. Hier nicht aufgefu¨hrte Bezeichnungen sind an entsprechender Stelle
im Kontext erla¨utert.
Lateinische Symbole
A [m2] Fla¨che eines 2D–Elementes
b [m] halbe Klufto¨ﬀnungsweite
c [kg/kg] Massenkonzentration







cw [J/(kg K)] speziﬁsche Wa¨rmekapazita¨t des Fluids
cs [J/(kg K)] speziﬁsche Wa¨rmekapazita¨t des Feststoﬀs
d [m] halber Brunnenabstand
D [m2/s] Tensor der hydrodynamischen Dispersion
Dm [m
2/s] Tensor der molekularen Diﬀusion
DD [m
2/s] Tensor der mechanischen Dispersion
D [m2/s] hydrodynamische Dispersion
Dm [m
2/s] molekulare Diﬀusion
DT [J/(msK)] Tensor der hydrodynamischen Wa¨rmedispersion
E [m2/s] Thermodispersionstensor
g [m2/s] Erdbeschleunigung
g [m2/s] Vektor der Erdbeschleunigung
h [m] Standrohrspiegelho¨he
h, hE [m] charakteristische Elementla¨nge
I [−] Einheitstensor
I∆t [−] Anzahl adaptiver Iterationen pro Zeitschritt
Kf [m/s] Durchla¨ssigkeitskoeﬃzient
k [m2] Tensor der speziﬁschen Permeabilita¨t
kα [m2] Tensor der speziﬁschen Permeabilita¨t (Phase α)
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kr [−] relative Permeabilita¨t
kαr [−] relative Permeabilita¨t (Phase α)
kwr [−] relative Permeabilita¨t (benetzende Phase)
L [m] La¨nge eines 1D–Elementes
levmax [−] maximaler Verfeinerungslevel
m [m] Dicke des Aquifers
n [−] eﬀektive Porosita¨t (Volumenanteil des mobilen Porenwassers)
nα [−] Porenanteil der Phase α
nE [−] Anzahl der Knoten eines Elementes
nele [−] Anzahl Elemente





pα [Pa] Druck der Phase α
pn [Pa] Druck der nicht benetzenden Phase (non–wetting)
pw [Pa] Druck der benetzenden Phase (wetting)
Pg [−] Gitter–Peclet–Zahl
Q [m3/s] Volumenstrom (Pumprate)
r [m] Radius
R [−] Residuum
RE [−] Residuum im Elementinnern
RK [−] kantenbezogenes Residuum
SE [−] Schwerpunkt eines Elementes
S0 [1/m] speziﬁscher Speicherkoeﬃzient
Sp [(ms
2)/kg] Speicherkoeﬃzient
Sα [−] Sa¨ttigungsgrad (Phase α)








uˆ [−] Vektor der Knotenfreiwerte
V [m3] Volumen eines 3D–Elementes
va [m/s] Vektor der Abstandsgeschwindigkeiten
vf [m/s] Vektor der Filtergeschwindigkeiten
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vαa [m/s] Vektor der Abstandsgeschwindigkeiten (Phase α)
vαf [m/s] Vektor der Filtergeschwindigkeiten (Phase α)
Griechische Symbole
αL [m] longitudinale Dispersionsla¨nge
αT [m] transversale Dispersionsla¨nge
α [−] Phase
βL [m] longitudinale Thermodispersionsla¨nge
βT [m] transversale Thermodispersionsla¨nge
βp [1/Pa] isothermer Kompressibilita¨tskoeﬃzient
βT [1/K] isobarer Wa¨rmeausdehnungskoeﬃzient
βc [−] Massendichteverha¨ltniszahl
δij [−] Kronecker–Symbol
η [−] Fehlerestimator (globaler Fehlerscha¨tzer)
ηi [−] Fehlerindikator (lokaler Fehlerscha¨tzer)
ηE [−] Verfeinerungsindikator
θ [−] Kollokationsstelle (Zeitwichtungsfaktor)
λs [J/(msK)] Wa¨rmeleitfa¨higkeit Feststoﬀ
λw [J/(msK)] Wa¨rmeleitfa¨higkeit Fluid
µ [kg/(ms)] dynamische Viskosita¨t






ρα [kg/m3] Dichte der Phase α
ρw [kg/m3] Dichte der benetzenden Phase
ρs [kg/m3] Dichte Feststoﬀ
ρw [kg/m3] Dichte Fluid
τ [−] Tortuosita¨t
φi [−] Wichtungsfunktionen
φ [−] Vektor der Wichtungsfunktionen
ωi [−] Ansatzfunktionen
ω [−] Vektor der Ansatzfunktionen
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