Introduction
While recent technological advances have enabled the development of unmanned vehicular systems and recent implementations have proven their benefits in both military and civilian applications, the full benefit of unmanned systems will be utilized when they can operate autonomously. The primary requirements of autonomy are the capabilities of detecting internal and external changes, and of reacting to them without human intervention in a safe and efficient manner. This can be achieved by developing and implementing autonomous guidance and control systems (AGCS) to ''pilot'' unmanned vehicles (Rathbun et al., 2002; Finke et al., 2003; Flint et al., 2002; Jun et al., 2002; Pongpunwattana & Rysdyk, 2004; Nikolas et al., 2003; Zhu et al., 2005; Waydo & Murray,2003) . Tracking highly mobile targets is a type of mission that can significantly benefit from the use of UAVs (Unmanned Aerial Vehicles) with the capability of autonomy, especially when the pursuit is to take place in an environment where various sources of ''threat'', obstacles and restricted areas may exist. In a military scenario, multiple UAVs can be used to track enemy or escort a friendly convoy while avoiding no-fly zones and possible sites of SAMs (Surface-to-Air Missiles). In a border patrol application, UAVs can be employed to track intruders while staying within the border and avoiding high elevation. In a law-enforcement scenario, criminals might be pursued or a specific vehicle might be tracked for protection while avoiding high buildings or residential areas. As a wild-life protection effort, animals can be tracked while avoiding high elevation. When threat exposure, obstacle and/or restricted region are not among the concerns of a tracking problem, UAV trajectories are commanded to fly directly over the moving target (Sengupta & Hedrick, 2003; Spry et al., 2005) . When the target is evasive in an intelligent manner, the tracking problem is the subject of pursuit-evasion game theory (Jang & Tomlin, 2005; Antoniades et al., 2003; Vidal et al., 2002; Hespanha et al.,2000; Hespanha et al.,1999) . Ground target tracking and required sensors are also particularly studied (Sengupta & Hedrick, 2003; Schumacher 2005; Sinha et al.,2004; Shea, 2000; Koch & Klem, 2001 ). For example, in (Sengupta & Hedrick, 2003) , the tracking is performed by utilizing an offset vector. There are various new challenges when tracking needs to be done by mobile sensors in an area where there exist various threats, obstacles and/or restricted areas as well as other vehicles to avoid. There might be various and completely different types of ''threats'', obstacles and restricted areas, and the information regarding their presence and/or level
Formulation of Adversarial Environment
Adversarial environment is an environment where threat exposure should be minimized, obstacles and restricted areas should be avoided. In this chapter, "threat" is used as a broad term to describe the risk or cost for a UAV to occupy a given location at a given time as well as obstacles and restricted regions in the area of operation. When a UAV is flying in an area with multiple threats, safety of the flight is characterized by the probability of the UAV becoming disabled at a certain location, specified by it's x --and y --coordinates relative to a frame of reference, ) , ( y x at a certain time t . To be able to construct the problem in a probabilistic framework, several events are defined and their probabilities are determined. 
Formulation of Area of Operation
where 1 l and 2 l are used to define the neighbourhood at a point on trajectory S (e.g. radar signature area of the vehicle). Also note in (2) ) , ( y x are functions of time and thus
f is also a function of time.
To better explain the dependency of the conditional probability on both position and time, (2) will be presented in a special case where the UAV enters the area of operation at time 0 t , moves until time 1 t , afterwards stops and hovers at the same position. In this case, 
Note that in the above equation, the second term shows how the probability increases even when the position of the UAV does not change. Let us assume that ) ( f , t i t is a uniform pdf, i.e. it is constant in the interval when it is not zero. Let us further assume that during the time the UAV stays in the area of operation, If there are N number of sources of threat in the area of operation, then the conditional probability of the UAV becoming disabled by at least any one of the sources of threat at the position of ) , ( y x at time t under the condition that it follows trajectory S is
and
are not necessarily disjoint events,
by Union Bound (Stark & Woods, 1994 ). Thus we can easily compute an upper bound on the probability of a UAV becoming disabled if it follows a certain trajectory in an area with multiple threat sources. If 1 l and 2 l are assumed to be constant for any position and time on the trajectory and ) ( f , t i t is the same for all threat sources, then
and ) ( f t t are probability density functions and therefore integrable.
Probabilistic Threat Exposure Map (PTEM)
In the formulation of the probability of becoming disabled, introduced in the previous section, the dependency on position (the part of (9) in square brackets) is defined to be the Probabilistic Threat Exposure Map (PTEM), which quantifies the risk of exposure to sources of threat as a function of position. This concept is particularly useful in defining, in a single framework, various types of threats such as objects or locations that need to be avoided as far as possible, obstacles or restricted areas that should not be entered. This probabilistic map is not meant to provide the actual map of the area of operation, but to provide a way to plan the trajectory of a UAV to avoid obstacles and accomplish the given mission such as path planning and target tracking. All the threat sources (e.g. exposure to enemy radar, obstacles, and no-fly zones or restricted areas) are characterized in the same probabilistic framework using the sum of probability distributions of threats, obstacles and restricted www.intechopen.com Once PTEM is constructed, there is no need to distinguish between the types of threats, obstacles, or no-fly zones and the use of the probabilistic map is sufficient for decision making. This is because the map already contains the information on the penalty of flying close to a source of threat or a restricted area. The PTEM quantifies the threat exposure level at a given position in the area of operation. A position in the area of operation is defined by its vector, r , relative to the origin of a reference coordinate system. Let r be the representation of vector r , i.e.
[ ]
, where x and y are the components of vector r along the x-and y-axes of the reference frame. The same notation will be used for all the other vectors and their representation throughout this chapter, i.e. v is a vector with its representation v in the reference frame. By using this notation, PTEM equation of an area of operation, modeled by Gaussian distributions, can be written as:
www.intechopen.com Note that, threats modeled by Gaussian distributions are characterized by the well-known Multidimensional Gaussian Law. Fig.1 shows a sample PTEM constructed by a set of Gaussian pdfs. Note that if the parameters of pdfs are constants, then PTEM is timeinvariant. Any other pdf can be used to construct the map as long as it is differentiable.
Restricted Regions Formulation
Based on the value of PTEM, restricted regions where the UAV should never enter can be defined in the area of operation. Such regions are quantified by a lower limit ( r f ), where the value of PTEM is greater than or equal to r f . Namely,
Note that, these regions are not fixed over time in the area of operation if the probabilistic map itself is time-variant with respect to position and effectiveness area. Nevertheless, if the position and effectiveness area of the threats are fixed but the effects of the threats are still time-variant, e.g. the level of threat exposure of the UAV increases as it stays longer in the area of operation, these regions will be fixed over time.
Gradient Search on PTEM
If the PTEM is differentiable, i.e. the area of operation is all modeled by Gaussians or any other differentiable distribution functions, the gradient search approach, which is extensively used in robotics and optimization literature (Konolige, 1996; Choi & Lee, 1996; Mitchell & Sastry, 2003; Ogren et al.,2004) can be employed. This determines the direction of minimum increase or steepest descent of the PTEM. In other words, it can be easily determined in which direction the UAV should move to minimize the threat exposure level or maximize the likelihood of avoiding a restricted region or a collision. Since the PTEM is constructed as the sum of differentiable functions, the determination of gradient or the sharpest-descent direction can be carried out by utilizing the sum of "directional" derivatives of (r) f given in (10) along the axes of the reference coordinate system of choice.
Let u be a direction, at position r , whose angle from the positive x-axis is ψ . Thus, the vector defining direction u is
where J I , are the unit vectors of x-and y-axes of the reference frame, respectively. Then, the directional derivative of (r) f along direction u at position r is ψ ψ
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At a given position, to find the direction along which the threat exposure is reduced the most, i.e. the steepest descent, the directional derivative in (14) should be minimized over angle ψ . Namely, "the minimizing direction", min u , at position r in terms of its angle from the positive x-axis is
which yields "the minimizing angle" at position r as
Then, the vector representing the minimizing direction is 
Note, further, that the gradient of (r) f is (Larson et al., 2002 )
In terms of the gradient, the minimum value of the directional derivative is given by
Note that this is, in fact, the value of the directional derivative along direction min u , i.e.
Gradient Search Guidance Algorithm
The main goal of gradient search guidance algorithm is to generate feasible speed and heading commands for UAVs to safely pursue a moving target in an area with multiple sources of threats and/or restricted zones. This goal requires a trade-off between three possibly conflicting objectives given in the order of their priorities:(i) to avoid restricted www.intechopen.com
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regions and obstacles (ii) to maintain the proximity of the target, (iii) to minimize the level of threat exposure. Thus, the strategy should guide the UAV autonomously to keep it within a pre-specified proximity of the target as well as trying to minimize the threat exposure at any time while avoiding restricted areas.
Target Following Strategy
The strategy guides a UAV by generating commanded heading, cmd ψ , and speed, cmd V .
While generating these commands, the strategy takes the dynamic constraints of the UAV into account. Another requirement for the strategy, addressed in this algorithm, is that the strategy algorithm be executed on-line during the pursuit on an on-board computer/microprocessor. Thus, the strategy should be computationally feasible regarding the flight characteristics of the UAV and the configuration of the on-board processor/computer.
Preliminary Definitions
In this section, mathematical and geometric preliminaries are introduced to familiarize the reader with concepts, parameters and constraints used for the description and formulation of the strategy. Note that throughout the chapter C , D and V refer to circle, disk and cone, respectively. Let s T be the "guidance update period" ', i.e., the commanded heading and speed are updated only when time 
Thus, the LOS angle, LOS ψ , can be computed as
Then, the time rate of change of LOS Fig.2 .). Namely,
) ( D p k is introduced to define the proximity of the target and thus it is a design parameter that quantifies how close to the target the strategy should keep the UAV during the pursuit. Note that the proximity of the target is the objective of the strategy with the second highest priority. Once this objective is secured, the strategy should try to achieve the last objective, minimizing the threat exposure level. In this regard, ) ( D p k quantifies the trade-off between these two objectives. Similar to ) ( C p k , Reachability circle, ) ( C r k , is defined to be a circle, centered at the current UAV position (see Fig.3 ) and has a radius determined by the speed of the UAV and the guidance update period, s T : 
(Note that ∅ denotes the empty set), then PR V = ∅ and thus the answer to question (i) is negative (see (a) of Fig.4 ). When , the answer to question (i) is affirmative, and the answer to question (ii) is the intersection cone, which is defined to be FPR (Feasible Proximity Range) Cone, i.e.
PR HC FPR
However, in this special case,
since any direction will lead to ) ( D p k , and thus,
The objective of the strategy with the highest priority is to always avoid the restricted areas. To be able to do so, the range of the headings that would steer the UAV towards a restricted area, especially when the restricted area is close-by, should be determined. This can be accomplished by utilizing the directions that are tangent to the level curve of the PTEM that passes through a given UAV position. Note that the tangent directions are always normal to the gradient, 
Decision Factors and Strategy States
The intelligent strategy first computes the "desired" heading and speed as well as the "admissible" ranges of heading and speed. The desired signals are computed in accordance with the three objectives of the strategy without considering the dynamic and strategyimposed constraints. At the same time, the admissible ranges are determined based on the states of the UAV, the local PTEM and the constraints. Then, the strategy generates the commanded signals (heading and speed) by considering the desired signals and their respective admissible ranges. When a desired signal is within the respective admissible range, then obviously the desired signal is assigned as the commanded signal. Otherwise, www.intechopen.com the boundary of the admissible range that is closest to the desired signal is selected to be the commanded signal. This section of the chapter introduces the decision factors and decision states that are defined based on the strategy objectives and their assigned priorities and used by the strategy to infer the desired heading, desired speed and their admissible ranges. There are four decision factors that are used to determine the decision states: Factor1: This factor determines whether the UAV is in a risk of getting into a restricted region. It is quantified by using SHR V and evaluating the PTEM at three positions that would be the positions of the UAV in n update periods ahead if it flies with its current speed in the current, maximum right and maximum left heading directions (
Thus, these three prospective positions are calculated as
where n is the number of update periods that would take for the UAV to make a 90 degreeturn by utilizing the maximum available turn rate. In States-1 and -2, the objective with the highest priority (avoidance of the restricted regions) is considered to be "achieved" since Factor 1 is NONE. However, the second objective needs to be targeted since Factor 2 is NO, i.e., p D should be intercepted. Since the Factor 3 is YES, the headings of the UAV and the target are already close. To achieve the second objective, a pursuit guidance law is employed for the UAV to intercept p D as soon as possible:
where the first term represents the well-known velocity guidance (Pastrick et al., 1981) and the derivative term, with gain D K , is added to improve the pursuit performance. The admissible heading range is selected such that the commanded heading does not violate the dynamic constraint of the UAV and the heading difference constraint imposed by the strategy itself, i.e.
HDC HC AHR
Note that the desired heading selection strategy is the same for States-1 and -2. However, the gain, D K , in (34) will be selected differently. Another difference originates from the selection of the desired speed as explained in the next section. In State-3, similar to the first two states, the objective with the highest priority is achieved but the second objective is not. Furthermore, since the Factor 3 is NO, the headings of the UAV and the target are not close to each other. In a high speed pursuit, flying in a direction different from that of the target will lead the UAV to lose the proximity of the target very soon. In other words, it will lead to the failure of the second objective. To turn the UAV in the same direction with the target,
be HC V to allow the UAV to make the sharpest turn possible. Simulation experiments have shown that, during high speed pursuits, the strategy employed in States-1 and -2 would not be as efficient particularly due to occurrence of restricted regions between p D and the UAV. This is partly the reason why a different strategy is employed in State-3. Further, note that as pursuit speed decreases, it will be less likely for this state to occur because, as to be explained in Section 3.1.5, the heading difference constraint will be relaxed. In State-4, since the first two objectives of the strategy are achieved, the third one can be targeted. Thus, the strategy, in this state, should try to minimize the threat exposure level www.intechopen.com 
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Transformation between the inertial reference frame and the local frame is used to facilitate the computation of ) (
. The rotation matrix from the inertial frame to the local frame is
The predicted target position, then, can be written in the local frame by employing the rotation matrix as [ ]
where t r is the representation of t r in the inertial frame, and L t, r is the representation in the local frame. Equation (38) gives the components of t r in the local frame as
As Fig.6 y is known, then the tangent directions are easily computed as they are normal to the radial directions, as shown in Fig.6 . Note that, 
Substituting (45) in (43) yields
Then the tangent angles, shown in Fig.6 , can be calculated as:
Among the two tangent directions, For example, in Fig.6 ,
since it is closer to the UAV heading.
Once the two objectives are quantified by ) (k temp ψ to minimize threat exposure and ) (k tg ψ to stay with the proximity of the target, the next step is to consolidate these two possibly conflicting objectives in an efficient way. Let (k) u temp and (k) u tg be the unit vectors along
Then, the vector with the desired heading direction is constructed as the weighted vectorial sum of 
In States-5 to -8, exactly the same strategies as in States-1 to -4, respectively, for computing ) (k des ψ have been implemented. The only difference in these states is that there is a LOW threat region instead of having NONE threat region. Thus, HC V is replaced by SHR V during the calculation of AHR V in all these states.
In State-9, the objective with the highest priority is not considered to be "achieved" since is selected to be HC V to allow the UAV to make the sharpest turn possible.
Computation of Desired Speed and Admissible Range
In the previous section, the computation of the commanded heading at each update instant is presented. Once the commanded heading,
, is computed at the th k update instant, the strategy computes the desired speed,
, based on ) (k cmd ψ and the current decision state. Furthermore, an admissible speed range is determined based on the speed and acceleration constraints of the UAV. Note that during a pursuit mission, the target speed might be varying drastically. Further, the path of the UAV, determined by the commanded heading, might be significantly different from that of the target because the strategy steers the UAV to avoid restricted areas and minimize threat exposure level. Thus, the commanded speed is determined to address objective-2, i.e. to help maintain or obtain the proximity of the target in almost all decision states. The exception is State-9 where the commanded speed is determined to help avoid restricted areas. In States-1 to -8, the desired speed is calculated by a proportional control algorithm based on two different error signals. The first one, speed error, is the difference between the speed of www.intechopen.com the UAV and the estimated target speed. This is used to ensure that the UAV speed will be adjusted as the target speed varies. The second one, the position error, is defined to quantify the distance between the UAV and ) ( D p k . To compute the position error, a local reference frame is defined as shown in Fig.7 , such that its origin is at the UAV position and its y-axis, L y , has an angle of ) (k cmd ψ from the positive x-axis of the inertial frame. Note that this local frame is similar to the one used in the previous section except the angle used to define the orientation relative to the inertial frame. Then, the position error, ) (k e , is defined to be the arithmetic mean of the two intersection points of L y -axis with p C . 
where
is the estimated target speed, s K and e K are the proportional gains for the speed and position errors, respectively. Note that different values can be assigned to the gains in different states. For example, for the simulations presented in Section 3.3, in State-1 and State-5, the gains are twice as big as the values used in other states. This is because, in these states, the UAV is outside p D but heading towards it (Recall that Factor-4 is YES).
Thus, a greater speed increase should be commanded so that it will take the UAV a shorter time to attain p D . As stated earlier, in State-9, the objective with the highest priority needs to be addressed. Namely, there is a HIGH risk of incursion into a restricted area and the sharpest descent direction is commanded to turn the UAV away from the restricted area. The speed command is also utilized to improve the performance of the strategy. Note that the lower the speed of a UAV, the sharper turns it can make. Thus, the minimum speed possible, given the deceleration constraint of the UAV, is commanded, i.e.
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Once the desired speed is determined, the admissible range for the speed should be determined to compute the commanded speed so that the speed and acceleration constraints of the UAV are not violated. The upper and the lower bounds of the admissible speed range are calculated as
Scheduling Scheme for Heading Difference Constraint
Recall that HDC V is introduced to serve as a strategy imposed constraint on the heading of the UAV. This is necessary because the turning radius of a vehicle increases as its speed increases. If the heading difference is not bounded, the strategy may change the UAV heading drastically to minimize the threat exposure when the UAV is within ) ( D p k . This, in turn, may increase the risk of the target getting outside ) ( D p k and eventually outside the sensor range. To restrict the motion of the UAV in and around the direction where
is introduced. However, as stated earlier, this constraint, if it was fixed, would become a liability in the case of low speed and even more so when the target stops. Thus, a scheduling scheme is developed to impose a heading difference constraint in high speed pursuit and to relax it when the target moves slow or stops. The scheduling should be done in such a way that no discontinuity is introduced in the computation of the commanded heading. According to the scheduling scheme used (see Fig.8 . Thus, the local minima is considered to be present ahead if (see Fig.9 )
When this condition occurs there is a local minimum of the PTEM ahead if the UAV would fly in the sharpest descent direction. If the strategy keeps commanding min ψ through such a local minima, the simulation experiments have shown that the commanded heading may show an unnecessary oscillation. To prevent this, during the occurrence of local minima, a vectorial sum of the two sharpest descent directions is computed as
Thus, the angle of this new direction is States -1 and -5, and 60 in States -2 and -6. The standard deviations of the noise added to the x and y positions of the target to obtain the measurements are selected to be km 05 . 0
for Cases 1 and 2 and km 1 . 0 for Case 3. The target position is measured during the time when the target is within a circle that is centered at the UAV and moves with it and whose radius s r (see Fig.2 ) is equal to the sensor range. The position of the target is estimated from these measurements by employing a leastsquares estimation technique with batch processing mode, based on a sliding window of measurements. Namely, only a specified number of measurements are stored and the measurement array is updated with new measurement by removing the oldest measurement and thus retaining the size of the array. Then, the kinematic equations are used to calculate the heading and speed of the target. The initial conditions, sensor and proximity ranges in each case are given in Table 2 Fig.10 shows the first case where a target accelerates until it reaches its maximum speed and continues with this speed. As seen from Fig.10 , target passes through three restricted regions. UAV, when guided by the algorithm, avoids these regions while continuing the pursuit of the target even if target gets outside the sensor range during the second and the third restricted regions.
www.intechopen.com in 600 seconds and then maintains it in the rest of the pursuit.
Note that the speed of the target is much less than the minimum speed of the UAV during the most of the pursuit. Thus, the UAV reduces its speed to the minimum speed and tries to loiter within the proximity disk when there is no restricted area while minimizing the threat exposure level as shown in Fig.11 . Note that there is no pre-defined loitering mode in algorithm. In fact, there is no need for the strategy to have a separate loitering mode because the strategy puts the UAV in loitering autonomously based on the speed of the proximity circle and the local PTEM within the proximity disk. The third case is shown in Figs.12 and 13. In this case target continuously reduces its speed and stops at 660 seconds in a region where there is no restricted area. After staying in this region for 140 seconds, the target, at 800 seconds, starts accelerating and reaches its maximum speed at 1000 seconds. At 1100 seconds, it starts decelerating again and stops at 1360 seconds in a restricted region during the rest of the pursuit. This case shows the full capability of the strategy for autonomously putting the UAV in loitering mode both with and without restricted areas close-by. As seen from Fig.13a , when the target stops in a region where there is no close-by restricted region, the algorithm puts the UAV in loitering around the local minimum of the PTEM inside the proximity circle. This shows the benefit of utilizing the proximity-circle tangent-direction. Also note from Fig.13b that when the target stops the second time within a restricted area, a small portion of the proximity circle is still outside the restricted area. The algorithm loiters the UAV around this portion of the proximity circle. This shows the benefit of utilizing the pursuit guidance, with the right choice of the gain, based on the LOS angle and its derivative in the algorithm. 
Conclusion
A rule-based guidance strategy is developed for autonomous UAVs to track targets moving in an area with various types of threats, obstacles and restricted areas. The concept of PTEM (the Probabilistic Threat Exposure Map) is introduced as a mathematical formulation of the area of operation in terms of threats, obstacles and restricted areas. PTEM defines various types of threats, obstacles and restricted areas in a single framework that quantifies the threat exposure level as a function of position. A gradient search algorithm is applied on PTEM to determine the directions to avoid obstacles and restricted areas and to minimize threat exposure level. To keep the UAV within the proximity circle of the highly mobile target is an objective that is generally in conflict with the objectives of avoiding obstacles/restricted-areas and minimizing threat exposure. The rule-based guidance strategy is formulated to quantify the trade-off between these conflicting objectives and to generate the commanded heading and speed for the UAV. The rule-based intelligent decision approach has provided a very systematic method of developing the autonomous guidance strategy. First, the objectives of the guidance strategy and their priorities are determined. Then, based on the local threat information extracted from PTEM, position, heading and speed of the UAV relative to the target at a given time, the primary objective and/or the level of trade-off between the objectives are quantified. At the same time,
www.intechopen.com admissible ranges for the heading and speed are determined based on the dynamic and strategy-imposed constraints. This approach has facilitated the formulation of the guidance strategy that takes into account all the objectives of the mission with defined priorities and the constraints of the host UAV. On the other hand, utilization of the pursuit-guidance techniques based on LOS angle, proportional control for speed command and the weighted vectorial summation of minimizing direction and proximity-circle tangent has enabled the algorithm to perform better. In all simulation cases, guided by the algorithm, the UAV safely avoided restricted-areas/obstacles while continuing the pursuit of the target.
