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Instant machine learning predictions of molecular properties are desirable for materials design, but the
predictive power of the methodology is mainly tested on well-known benchmark datasets. Here, we in-
vestigate the performance of machine learning with kernel ridge regression (KRR) for the prediction of
molecular orbital energies on three large datasets: the standard QM9 small organic molecules set, amino
acid and dipeptide conformers, and organic crystal-forming molecules extracted from the Cambridge Struc-
tural Database. We focus on prediction of highest occupied molecular orbital (HOMO) energies, computed
at density-functional level of theory. Two different representations that encode molecular structure are com-
pared: the Coulomb matrix (CM) and the many-body tensor representation (MBTR). We find that KRR
performance depends significantly on the chemistry of the underlying dataset and that the MBTR is supe-
rior to the CM, predicting HOMO energies with a mean absolute error as low as 0.09 eV. To demonstrate
the power of our machine learning method, we apply our model to structures of 10k previously unseen
molecules. We gain instant energy predictions that allow us to identify interesting molecules for future
applications.
I. INTRODUCTION
Machine learning (ML) in molecular and materials sci-
ence has gained increased attention in the last decade and
its application domain is widening continuously.[1] Appli-
cations include the search for improved and novel mate-
rials, [2, 3] computational drug design, [4] battery devel-
opment, [5, 6] identification of new molecules for organic
light-emitting diodes [7] or catalyst advancements for green-
house gas conversion. [8, 9] In the context of ab initio
molecular science, ML has been applied to learn a variety
of molecular properties such as atomization energies, [10–
19] polarizabilities, [12, 14, 16, 19, 20] electron ionization
energies and affinities, [12, 16, 19, 60] dipole moments, [12–
14, 20–23] enthalpies, [12, 13, 18] band gaps, [12–14, 20],
binding energies on surfaces [59] as well as heat capacities.
[12–14] A few studies addressed the prediction of spectro-
scopically relevant observables, such as electronic excita-
tions, [12, 16, 19, 24] ionization potentials, [12, 16, 19, 25]
nuclear chemical shifts, [26] atomic core level excitations
[26] or forces on atoms. [26] In this paper, we employ kernel
ridge regression (KRR) to predict the energy of the highest
occupied molecular orbital (HOMO), which is of particular
current interest for the development of new substances and
materials. Electronic devices based on organic compounds
are widely used in the technological industry and frontier
orbital energies give important information about the opto-
electronic properties of possible candidate materials.
While the majority of ML studies focuses on ground
state properties, a handful of studies have addressed the pre-
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FIG. 1: Example molecules taken from the three datasets
used in this work (see Appendix A for chemical names).
Depicted elements are H (white), C (grey), N (blue), F (light
green), O (red), Pb (dark grey), Cd (gold), Ba (dark green),
Si (bronze), Cl (green) and S (yellow).
diction frontier orbital energies, for example using neural
networks, [13, 19, 20, 27, 60] random forest models, [28] or
kernel ridge regression. [12, 14, 16, 17] To our knowledge,
the best prediction accuracy reported for HOMO energy pre-
dictions on the well-known QM9 dataset [29] of small or-
ganic molecules was achieved with a deep neural network
and featured a mean absolute error (MAE) of 0.041 eV. [20]
QM9 was also employed by many other studies to explore
the effect of molecular descriptors on prediction accuracy.
[11–13, 20]
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2While these results are quantitative and valuable, it is not
clear to what extent the predictive power of the employed
methodology is transferable to other molecular datasets.
Motivated by optoelectronic applications, we are interested
in HOMO predictions for large optically-active molecules
with complex aromatic backbones and diverse functional
groups which differ notably from the QM9 dataset.
We here employ KRR on three different datasets, two of
which have not yet been used for the prediction of molecu-
lar orbital energies with ML. These two less-known datasets
consist of 44 k conformers of proteinogenic amino acids
from a public database of oligo-peptide structures [30] and
64 k organic molecules extracted from the organic crystals of
the Cambridge Structural Database.[31, 48] In addition, we
also use the well-known QM9 benchmark database of 134 k
small organic molecules [29, 32] as a third dataset to com-
pare results with previous studies in this field on a common
basis. For all three datasets, we have calculated reference
HOMO energies with density functional theory (DFT).
Moreover, we compare the performance of two different
molecular representations: the well-studied Coulomb matrix
(CM), which is simple, easy to compute and yields fast and
inexpensive ML predictions. The second is a constant-size
representation recently introduced by one of us [33] that re-
lies on interatomic many-body functions including bonding
and angular terms, called the many-body tensor representa-
tion (MBTR). While previous studies already demonstrated
that the CM can easily be outperformed by more sophisti-
cated molecular descriptors [12, 13, 16], we aim to analyze
the degree of accuracy that can be achieved with the simple
and cheap CM in comparison to the costlier MBTR.
The primary goal of our study is the comparison of
KRR performance across three datasets with different chem-
ical diversity. We show that the accuracy of HOMO en-
ergy predictions with KRR depends – besides the choice
of molecular representation – crucially on the chemistry of
the underlying dataset. Our measurable acceptable accuracy
for HOMO energy predictions is 0.1 eV. Experiments for
HOMO energy determination typically have a resolution of
several tenth of eV, and prediction errors of state-of-the-art
theoretical spectroscopy methods commonly range between
0.1 and 0.3 eV. We demonstrate how differences in model
performance across chemically diverse settings can be re-
lated to certain dataset properties. Moreover, we quantify
molecular orbital energy predictions that are presently avail-
able for realistic datasets of technological relevance.
Once trained, our KRR model can make instant HOMO
energy predictions for numerous unknown molecules at no
further cost. We demonstrate this by producing a spread
of HOMO energy predictions for a new dataset of 10k
organic molecules [18], whose original HOMO energies
are unknown. With instant energy predictions for all 10k
molecules we gain a rough estimate of the HOMO energy
distribution for this dataset. We can further identify interest-
ing molecules within a certain energy range for additional
analysis. Hence, large numbers of new molecules, whose or-
bital energies have not yet been measured or computed, can
be quickly screened for their usability in future applications.
In this way, KRR can complement conventional theoretical
and experimental methods to greatly accelerate the analysis
of materials.
The manuscript is organized as follows: In Section II we
introduce the three datasets used in this work. In Section III
we briefly review the two descriptors that we employ in our
ML framework, which is described in Section IV. In Sec-
tion V we present our results and then discuss our findings
in Section VI.
II. DATASETS
We train and evaluate our model on three different
datasets, for which example molecules are depicted in Fig. 1.
For all three datasets, we performed DFT calculations with
the FHI-aims code. [34–37] We optimized the atomic struc-
ture of all molecules using the Perdew-Burke-Ernzerhof
(PBE) functional [38] including Tkatchenko-Scheffler van
der Waals corrections (PBE+vdW), [39] tight computational
settings and the tier 2 basis sets of FHI-aims. For reasons of
computational tractability, we also calculate HOMO ener-
gies with DFT, by taking the eigenvalue of the highest occu-
pied molecular state from the PBE+vdW calculation.
FIG. 2: Distribution of a) molecular size (including H
atoms) and b) element type within QM9 (orange), AA (blue)
and OE (red). OE molecules reach a size of up to 174
atoms. Since the occurence of large molecules with more
than 90 atoms is very low (they amount to 1.4% of the entire
dataset), we cut off the distribution at 90 atoms to facilitate
a better comparison with the other two datasets.
3FIG. 3: Distributions of pre-computed HOMO energies for
all three datasets. In QM9 and OE, HOMO energies are cen-
tered around -6 eV, while most HOMO energies in AA are
distributed over a wider negative range. Shown as an inset
are example molecules from the AA dataset and their loca-
tion in the HOMO energy distribution. The HOMO energies
in the deep negative range correspond to amino acids and
dipeptides with one of six different metal cation additions:
Ca2+, Ba2+, Sr2+, Cd2+, Pb2+ or Hg2+. The HOMO ener-
gies centered around -6 eV correspond to bare amino acids
and dipeptides.
Dataset Mean [eV] Std. dev. [eV] Min [eV] Max [eV]
QM9 -5.77 0.52 -10.45 -2.52
AA -10.85 3.97 -19.63 -0.06
OE -5.49 0.57 -12.70 -2.73
TABLE I: Mean value, standard deviation and ranges of
DFT-computed HOMO energies for all three datasets as de-
picted in Fig. 3. QM9 and OE have similar mean values,
ranges and standard deviations of HOMO energies, while
the HOMO energies of the AA dataset spread out over a
wide range of values due to metal cations with large atomic
number that are attached to the amino acids and dipeptides.
Although DFT Kohn-Sham energies have limited accuracy,
they provided us with a large, convenient and consistent
dataset for developing our methodology. In the future, we
will extend our study to HOMO energies computed with the
more appropriate GW method.[40, 41] However, at present
it is not possible to calculate hundreds of thousands of
molecules with the GW method with reasonable computa-
tional resources. In the following, we describe the datasets
in more detail.
II.1. QM9: 134 k small organic compounds
This dataset is extracted from the QM9 database and
consists of 133,814 small organic molecules with up to 9
heavy atoms made up of C, N, O and F atoms [29]. It
contains small amino acids and nucleobases, pharmaceuti-
cally relevant organic building blocks, for a total of 621 sto-
ichiometries. The QM9 database has been used in a variety
of ML studies [12–16, 18, 20, 24, 42–45] and has become
the drosophila of ML in chemistry.
II.2. AA: 44 k amino acids and dipeptides
This dataset, denoted AA, contains 44,004 isolated and
cation-coordinated conformers of 20 proteinogenic amino
acids and their amino-methylated and acetylated (capped)
dipeptides. [30] The molecular structures are made of up
to 39 atoms including H, C, N, O, S, Ca, Sr, Cd, Ba, Hg
and Pb. The amino acid conformers reveal different pro-
tonation states of the backbone and the sidechains. Fur-
thermore, amino acids and dipeptides with divalent cations
(Ca2+, Ba2+, Sr2+, Cd2+, Pb2+, and Hg2+) are included.
Since all amino acids share a common backbone the com-
plexity of this dataset lies in differing sidechains and differ-
ing dihedral angles. AA has been used to benchmark several
ML models [15, 17, 46] and clustering techniques. [47]
II.3. OE: 64 k opto-electronically active molecules
This dataset, referred to as OE, consists of 64,710 large
organic molecules with up to 174 atoms extracted from or-
ganic crystals in the Cambridge Structural Database (CSD).
[48] Schober et al. have screened the CSD for monomolec-
ular organic crystals with the objective to identify organic
semiconductors with high charge carrier mobility. [31, 57,
58] For this study, we extracted molecules from the crystals
and relaxed them in vacuum with the aforementioned com-
putational parameters. The OE dataset is not yet publicly
available. OE offers the largest chemical diversity among
the sets in this work both in terms of size as well as number
of different elements (Fig. 2). It contains the 16 different
element types H, Li, B, C, N, O, F, Si, P, S, Cl, As, Se, Br,
Te and I. The electronic structures are more complex than
in QM9 and AA, containing, e.g. large conjugated systems
and unusual functional groups.
II.4. Comparison of datasets
Figure 2 illustrates the chemical diversity present in
our datasets. The molecular size distribution of the three
datasets in Fig. 2 shows that QM9 and AA both contain
molecules of similar sizes. The QM9 distribution exhibits a
4FIG. 4: t-SNE analysis of the three datasets, where molecules are represented by a) CM and b) MBTR. OE molecules are
widely spread out in both dimensions, while AA and QM9 molecules form their own groups. The t-SNE algorithm was
run on 9,000 randomly sampled molecules, i.e. 3,000 molecules from each dataset.
distinct peak at around 18 atoms, whereas AA has a bimodal
distribution centered around 27 and 35 atoms. Conversely,
the size distribution of OE is much broader, extending to
molecules with as many as 174 atoms. In terms of element
diversity, all datasets overlap on the 4 elements of organic
chemistry: H, C, O, and N, as illustrated in Fig. 2. QM9
contains only F in addition, whereas AA branches out into
common cations. OE offers the largest element diversity,
including common semiconductor elements.
To compare our target property across the different
datasets, we show distributions of the DFT pre-computed
HOMO energies for each dataset in Figure 3. HOMO ener-
gies in QM9 and OE are centered around -6 eV, with a stan-
dard deviation of 0.5 eV and 0.6 eV, respectively. For AA,
only a fraction of the HOMO energies are centered around -6
eV, while most HOMO energies are distributed over a wider
range between -19.6 eV and -8 eV. The HOMO energies
around -6 eV correspond to amino acids and dipeptides in
bare organic configurations (free of cations). The HOMO
energies between -19 and -8 eV correspond to amino acids
and dipeptides with one of the six cations Ca2+, Ba2+, Sr2+,
Cd2+, Pb2+ or Hg2+. The metal ions in AA shift the HOMO
energies of the amino acids towards lower values.
Judging by the distributions of molecular size and ele-
ment types in Fig. 2 and by the distributions of HOMO en-
ergies in Fig. 3, we expect QM9 to be learned relatively
easily. QM9 is clustered both in chemical space (in terms
of molecular size and element types) and in target space
(in terms of HOMO energies). We therefore expect KRR
to benefit from mapping similar input structures to similar
target values. For OE, the target energy distribution is sim-
ilar to QM9, but the molecular structures are widely spread
through chemical space. Similarity is therefore present only
in one space, while the other is diverse. It might be chal-
lening for KRR to map from the diverse chemical space of
OE to its confined target space and we expect learning to be
slow. The AA set is spread out both in chemical space and
target space. As it turns out, this will not be a problem for
learning.
In Fig. 4 the three datasets are visualized with the t-
distributed stochastic neighbor embedding (t-SNE) dimen-
sionality reduction technique for both the their CM and
MBTR molecular representations. [49] From each dataset,
we randomly picked 3,000 molecules, which are mapped
to a two dimensional space by t-SNE. Based on the pair-
wise similarities between descriptors, we can identify pat-
terns within the datasets. In Fig. 4a), we can see that the AA
and QM9 sets form distinct clusters and that the two clusters
(orange and blue) have almost no overlap in the CM rep-
resentation. The MBTR t-SNE analysis produces the same
result, as indicated by Fig. 4b) (cluster orientation is arbi-
trary). This implies that the molecules in QM9 are very dif-
ferent from those in AA and that we increase the chemical
diversity of our study by including the AA dataset. Fig. 4
further illustrates that the OE set is maximally diverse in
itself. The corresponding red point cloud is evenly spread
over the whole figure. In contrast to the QM9 and AA
sets, OE offers a variety of rigid backbones (also denoted
scaffolds) to which different functional groups are attached.
Chemical diversity in part arises due to the rich combina-
torial space emerging from scaffold-functional group pair-
ings. For example, OE contains molecules with conjugated
5FIG. 5: Distributions of pairwise Euclidean distances computed for 3,000 randomly chosen molecules within each dataset.
Molecules are represented by the CM. Molecular distances within QM9 are centered around small values, while OE dis-
tances are distributed evenly over a larger and wider range. The AA distribution consists of separate clusters, where each
cluster corresponds to distances between amino acids with different metal ions attached to them. The inset shows an en-
larged view of distances between 0 and 1300, where most of the distances within QM9 and OE are distributed. The two
molecules are taken from the AA dataset and indicate the distance between bare structures and structures with a Ca2+ ion
attached.
and aromatic backbones and electron withdrawing and do-
nating functional groups that are of technological relevance
and completely absent from QM9 and AA [57, 58].
To quantify the similarity between molecules in our
three datasets, we computed Euclidean distances for molec-
ular pairs – represented by the CM – for 3,000 randomly
chosen molecules for each dataset, as shown in Fig. 5.
Molecular distances within QM9 are small, indicating great
similarity among QM9 molecules. The OE distances are
distributed evenly over a larger and wider range of dis-
tances, indicating high dissimilarity among OE molecules.
The AA distance distribution has several separated clusters
up to very large distances. The distances are separated and
ordered by the atomic number of the cations, where each
cluster corresponds to amino acids with different metal ions
attached. The first cluster includes distances from bare
amino acids to amino acids with Ca2+, followed by clusters
including distances to amino acids with Sr2+, Cd2+, Ba2+,
Hg2+ and Pb2+. Structural dissimilarity in the AA dataset
mainly arises due to amino acids with different metal ions,
while amino acids within the same cluster are highly similar
to each other.
III. MOLECULAR REPRESENTATION
For the ML model to make accurate predictions, it is
important to represent the molecules for the machine in an
appropriate way. [33, 50–52] Cartesian (x,y,z)-coordinates,
which are, for example, used for DFT calculations, are not
applicable, since they are not invariant to translations, rota-
tions, and reordering of atoms. In this work, we compare the
performance of two different molecular representations.
III.1. Coulomb matrix (CM)
In the CM formalism, [11] each molecule is represented
by a matrix C,
Ci j =
{
0.5Z2.4i if i= j
ZiZ j
‖Ri−Rj‖ if i 6= j
. (1)
The CM encodes nuclear charges Zi and corresponding
Cartesian coordinates Ri, with off-diagonal elements repre-
senting Coulomb repulsion between atom pairs and diago-
nal elements encoding a polynomial fit of free-atom energies
to Z. An example of the CM for a molecule of OE is shown
in Fig. 6. To enforce permutational invariance, we simulta-
neously sort rows and columns of all CMs with respect to
their `2-norm.
6FIG. 6: Coulomb matrix representation (right) of the
molecule 2-chloro-5-nitropyridin-4-amine (left) taken from
OE.
III.2. Many-body tensor representation (MBTR)
The MBTR [33] can be viewed as a many-body expan-
sion of the Bag of Bonds (BoB) representation, [53] which
in turn is based on elements of the CM. One-body terms
of the MBTR describe the atom types that are present in
the molecule. Two-body terms encode inverse distances be-
tween all pairs of atoms (bonded and non-bonded), sepa-
rately for each combination of atom types. The inverse dis-
tances are sorted by increasing order and broadened into
a continuous Gaussian distribution of inverse distances as
shown in Fig. 7a). Three-body terms encode angle distri-
butions for any triplets of atoms present in the molecule, as
shown in Fig. 7b). Each N-body term has a broadening pa-
rameter (in total ρ1, ρ2 and ρ3) that controls the smearing
of atom type distribution, inverse distance distribution and
angle distribution, respectively, and need to be fine-tuned
for optimal KRR performance. We use the DScribe pack-
age [54] to compute the MBTR and the qmmlpack pack-
age to refine the MBTR hyperparameters for small training
set sizes of up to 4k molecules. Exponential weighting was
employed for the computation of inverse distance and angle
terms. Here, we apply only two-body and three-body terms
in the MBTR, since we found that the inclusion of one-body
terms does not improve the performance, but increases com-
putational time (we refer to Appendix B for details).
IV. MACHINE LEARNING METHOD
IV.1. Kernel ridge regression
We employ kernel ridge regression [55] (KRR) to model
the relationship between molecular structures and HOMO
energies. In KRR, training samples are mapped into
a high-dimensional space using nonlinear mapping, and
the structure-HOMO relationship is learned in the high-
dimensional space. This learning procedure is conducted
implicitly by defining a kernel function, which measures the
FIG. 7: Many-body tensor representation of the molecule
from Fig. 6 (2-chloro-5-nitropyridin-4-amine). a) Inverse
distance distribution of selected two-body terms with opti-
mized broadening parameter ρ2. b) Angle distribution of se-
lected three-body terms with optimized broadening parame-
ter ρ3.
similarity of training samples in the high-dimensional space
by employing a kernel function. In this work, we use two
different kernel functions. The first kernel is the Gaussian
kernel
kGaussian(x,x′) = e
− ||x−x
′||22
2σ2 , (2)
where
||x−x′||2 =
√
∑
i
|xi−x′i|2 (3)
is the Euclidean distance and x, x′ are two training
molecules represented by either the CM or the MBTR. We
note that the Euclidean distance distribution between molec-
ular pairs shown in Fig. 5 gives us a direct insight into the
learning process of a Gaussian kernel function. The second
kernel is the Laplacian kernel
kLaplacian(x,x′) = e−
||x−x′||1
σ . (4)
7which uses the 1-norm as similarity measure,
||x−x′||1 =∑
i
|xi−x′i|. (5)
In Eqs. (2) and (4), σ is the kernel width.
In the KRR training phase with N training molecules, the
goal is to find a vector α ∈RN of regression weights αi that
solves the minimization problem
min
α
N
∑
i=1
(Epred(xi)−Erefi )2 +λαTKα, (6)
where the analytic solution for α is given by
α= (K+λ I)−1Eref. (7)
The matrix K is the kernel matrix, whose elements
represent inner products between training samples in the
high-dimensional space, calculated as kernel evaluations
Ki, j := k(xi,xj). The scalar λ is the regularization param-
eter, which penalizes complex models with large regression
weights over simpler models with small regression weights.
The expression Eref denotes the reference HOMO energy
computed by DFT and Epred is the predicted HOMO energy,
which is obtained as sum over weighted kernel functions
Epred(x) =
N
∑
i=1
αik(x,xi). (8)
The sum runs over all molecules xi in the training set with
their corresponding regression weights αi. After training,
predictions are made for test molecules that were not used to
train the model, employing eq. (8) to predict out-of-sample
molecules and estimate performance of the model. No fur-
ther scaling or normalization of the data was done to pre-
serve the meaning of the HOMO energies.
IV.2. KRR training, cross-validation and error evaluation
For each dataset QM9, AA and OE, we randomly se-
lected a subset of 32 k molecules for training and a further
10 k molecules for out-of-sample testing. In order to obtain
statistically meaningful results for the training and testing
performance of KRR, we repeated the random selection of
training set and test set nine more times for each dataset after
the data was reshuffled. As a result, we acquired 10 differ-
ent training sets of 32k molecules and 10 different test sets
of 10k molecules for each dataset.
From each training set of 32k, we randomly drew 6 dif-
ferent subsets of sizes 1k, 2k, 4k, 8k and 16k, where smaller
sets were always subsets of larger ones. For each of these
subsets, we trained and cross-validated a KRR model, as de-
scribed in the following paragraph. We then evaluated the
KRR model on the corresponding test set of 10k by predict-
ing HOMO energies for 10k out-of-sample molecules and
by computing the MAE 1n ∑
n
i=1 |Epredi −Erefi | between predic-
tions and DFT reference energies. For each dataset and for
each training set size, we computed the average MAE value
and its standard deviation across the 10 randomly drawn
training and test sets. We then plotted all of these average
MAEs as a function of training set size and as a result, attain
one learning curve for each dataset, as shown in Fig. 8 and
Fig. 11. We note that for the two molecular representations,
CM and MBTR, identical training and test sets were used.
In the scope of this study, there are 3 types of hyperpa-
rameters:
(i) the kernel function (Gaussian type or Laplacian type)
(ii) MBTR hyperparameters (broadening values ρ1, ρ2
and ρ3)
(iii) KRR hyperparameters (kernel width σ and regular-
ization parameter λ )
The large number of possible values for the hyperparame-
ters leads to a wide range of possible KRR models. The
choice of kernel function depends on the molecular descrip-
tor. The Gaussian kernel performs best on the MBTR, whose
N-body terms themselves consist of Gaussian distributions.
The Laplacian kernel, on the other hand, can better model
piecewise smooth functions, such as discontinuities of the
sorted CM. Therefore, we chose the Laplacian kernel for
the CM and the Gaussian kernel for the MBTR. We provide
learning curves in Appendix B to prove that we picked the
optimal kernel for each descriptor.
The MBTR and KRR hyperparameters were simultane-
ously optimized in a cross-validated grid search for each of
the three smaller training sets of 1k, 2k and 4k. In particu-
lar, MBTR hyperparameters ρ1, ρ2 and ρ3 were varied on a
grid of 10 points between 10−4 and 10−1 and KRR hyper-
parameters σ and λ were varied on a grid of 12 points be-
tween 10−12 and 10−1. The aim was to find the combination
of best KRR and MBTR parameters. For more details on
the cross-validated grid search we refer to Appendix C. The
optimized model was then evaluated on 10k out-of-sample
molecules from the test set. Finally, the MAE on the test set
was reported as a data point on the learning curve for a given
training set size.
We found that the values of the optimized MBTR hyper-
parameters do not change throughout the three small training
sets. We therefore fixed the optimized MBTR hyperparame-
ters for the larger larger training sets of 8k, 16k and 32k and
optimized only the KRR hyperparameters (on a grid from
10−12 to 10−1).
Another measurent for the performance of a ML model
is the R2 coefficient, which describes the proportion of
variability in a dataset that can be explained by the model.
Although we do not use the R2 coefficient to optimize KRR
hyperparameters, we employ this metric to interpret how
well our models fit the data.
8FIG. 8: Mean absolute errors (MAE) (upper panel) and squared correlation coefficient R2 (lower panel) for out-of-sample
predictions of the HOMO energy as a function of training set size for QM9 (orange), AA (blue) and OE (red). For each
dataset, performances of MBTR (filled lines) and CM (dashed lines) are compared to each other. The Laplacian kernel was
used in combination with the CM and the Gaussian kernel was used in combination with the MBTR. The MAE datapoint
and its error bar correspond to the average value and its standard deviation computed over 10 instances of training, cross
validating and out-of-sample testing.
MAE [eV] RMSE [eV] R2
Dataset MBTR CM MBTR CM MBTR CM
QM9 0.086 ± 0.001 0.151 ± 0.001 0.118 ± 0.002 0.207 ± 0.003 0.950 ± 0.002 0.845 ± 0.004
AA 0.100 ± 0.001 0.094 ± 0.002 0.201 ± 0.006 0.194 ± 0.007 0.997 ± 0.001 0.998 ± 0.001
OE 0.173 ± 0.002 0.336 ± 0.003 0.239 ± 0.006 0.435 ± 0.005 0.821 ± 0.009 0.413 ± 0.005
TABLE II: Mean absolute errors (MAEs), root mean square errors (RMSEs) and R2 coefficients for KRR predictions of
molecules from the QM9, AA and OE datasets. Results are shown for the MBTR and CM representations. Errors and
R2 coefficients are measured on test sets of 10 k randomly selected out-of-sample molecules of each dataset, while 32 k
molecules were used for training. We report errors and R2 coefficients as the average over 10 repetitions, accompanied by
the standard deviation of the mean. The corresponding reference-versus-predicted scatter plots are shown in Fig. 10 for the
first run out of 10 repetitions.
V. RESULTS
Upper panels in Fig. 8 show out-of-sample MAEs as a
function of training set size ("learning curves”) for the dif-
ferent datasets and for CM and MBTR as descriptors. As
expected, the MAE decreases for all datasets with increas-
ing training set size (see also Fig. 11). The best MAEs for a
training set size of 32k molecules are presented in Table II.
The lowest MAE is achieved for QM9, closely followed by
AA. In constrast, the MAEs for OE are approximately twice
as high. The learning rate (slope of the MAE curves) is high-
est for AA and lowest for OE, and is independent of the de-
scriptor. The MBTR performs significantly better than the
CM for QM9 and OE, while for AA, the learning curves of
the two descriptors are the same within statistical errors.
The lower panels of Fig. 8 show the squared correlation
coefficient R2 as a function of training set size. R2 increases
systematically with training set size, but its rate varies across
the three datasets. For AA it is close to 1 already for small
9FIG. 9: Scatter plots of out-of-sample predictions of the HOMO energy on 10 k molecules of QM9 (orange), AA (blue)
and OE (red). We show reference HOMO energies pre-calculated with DFT versus model predictions for the first run out
of 10 repetitions. The training set size is 32 k. The upper panel shows results obtained with the MBTR and the lower panel
shows results obtained with the CM. The Laplacian kernel was used in combination with the CM and the Gaussian kernel
was used in combination with the MBTR.
training set sizes, whereas for QM9, R2 starts off low and
then approaches 1 for 32 k. For the OE dataset, R2 steadily
increases and reaches a value of 0.81 at 32 k.
Correlating R2 and MAE, we observe that model fitting
for OE is consistently poor (low R2) and the prediction errors
are consistently high (high MAEs). The CM appears to be
less suitable for this prediction task.
Fig. 10 presents scatter plots for a fixed training set size
of 32 k, which describes how well the KRR predictions cor-
relate with the reference values in the test set. We observe
the best correlation (i.e. predictive power) for AA and the
worst for OE. The MBTR appears to have higher predictive
power than CM for QM9 and OE, whereas MBTR and CM
perform similarly for AA.
Fig. 11 summarizes the learning curves for the three
datasets. The top panel shows the MBTR and the bottom
panel the CM results. The MBTR-based KRR models gen-
erally produce faster learning rates and lower MAEs. The
AA learning rate is particularly fast, and eventually leads to
MAEs of 0.10 eV for MBTR and 0.09 eV for CM, which are
comparable to those of QM9. The prediction quality for the
OE dataset is notably worse in relation to the other datasets.
VI. DISCUSSION
VI.1. Dependence of KRR performance on dataset diversity
The learning success of KRR depends on the structural
complexity of individual molecules (e.g. number of atoms,
atom types, backbone types etc.) as well as on the diver-
sity and redundancy within a dataset. Redundancy usually
means that certain structural features occur frequently in a
dataset, i.e. many data points are similar to each other. Di-
versity implies the opposite: Few instances in a dataset are
similar to the rest. Redundant datasets are learned well with
ML, even when trained on small portions. Diverse datasets
can pose a problem for ML, even when applied to large data.
The differences in the learning curves we observe in
Figs. 8 and 11 reflect the chemical differences in the three
datasets employed in our study. QM9 is greatly redundant
and includes molecules with simple structures. Therefore, it
can be learned well even on small training set sizes, where
redundancy is low.
The AA dataset has inbuilt redundancy, but also includes
many different metal cations. For small training set sizes,
where not enough similar structures per metal cation are
present, the error is high. This situation then improves
quickly with increasing traing set size. As a result, the learn-
ing rate of AA is faster than of QM9.
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FIG. 10: Scatter plots of out-of-sample predictions of the HOMO energy on 10 k molecules of QM9 (orange), AA (blue)
and OE (red). We show reference HOMO energies pre-calculated with DFT versus model predictions for the first run out
of 10 repetitions. The training set size is 32 k. The upper panel shows results obtained with the MBTR and the lower panel
shows results obtained with the CM. The Laplacian kernel was used in combination with the CM and the Gaussian kernel
was used in combination with the MBTR.
OE is highly diverse and includes molecules with com-
plex structures. It has similar chemical element range as
AA with 16 different element types, but features larger
molecules and more structural diversity, as discussed in Sec-
tion II.4. The diversity explains the high errors throughout
all training set sizes and the slower learning rate. The t-SNE
analysis in Fig. 4 confirms that OE has little overlap with
QM9, regardless of the molecular representation. OE is the
most diverse of the three datasets, since the corresponding
point cloud does not cluster in a particular region and in-
stead fills the whole space of Fig. 4.
The KRR learning rate is slowest for OE, due to the
aforementioned chemical and structural complexity in this
dataset. At a training set size of 32 k, the MAE is still twice
as high as for QM9 and AA. With 0.173 eV, the MAE for OE
is still too high for the spectroscopic applications we intend,
which typically require errors below 0.1 eV. Advanced ma-
chine learning methodology and more sophisticated materi-
als descriptors both help to reduce overall prediction errors
[13, 14, 20, 27, 56] and we may test alternative approaches
in further work.
Lastly, our study of three different datasets illustrates
that MAEs are not transferable across datasets, even if they
are evaluated for the same machine learning method and the
same descriptor. If we had based our predictive power ex-
pectations for the OE set on the KRR QM9 performance, we
would have been disappointed to find much larger errors in
reality. It is therefore paramount to further investigate the
performance of machine learning methods across chemical
space.
VI.2. Dependence of KRR performance on molecular
descriptor
Next, we discuss the relative performance for the CM
and MBTR molecular descriptors. Overall, MBTR outper-
forms the CM across the datasets, which is in line with pre-
vious findings. [12, 13, 16, 28] This is reasonable in light of
the higher information content about atom types, their bond
lenghts and angles encoded in the MBTR when compared
to the CM matrix. The CM and the MBTR exhibit the same
performance only for the AA dataset of molecular conform-
ers, where complexity is dominated by the torsional angles,
and bonding patterns are similar. This result is partly ex-
plained by the exclusion of torsional angle information into
MBTR (four-body terms), while consistent chemical infor-
mation in AA benefits the performance of the CM.
It is interesting that CM generally produces MAEs only
twice as large as the MBTR with much smaller data struc-
tures and at a fraction of the computational cost. The CM
representation is simple to compute, supplies benchmark re-
sults comparable to previous work and may prove a conve-
nient tool for preliminary studies of large unknown datasets.
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FIG. 11: Comparison of learning curves for QM9 (orange),
AA (blue) and OE (red). KRR models are based on a) Gaus-
sian kernel in combination with MBTR and b) Laplacian
kernel in combination with CM. The error decay is shown
on a logarithmic scale. The MAE datapoint and its error bar
correspond to the average value and its standard deviation
computed over 10 training instances.
VI.3. Application of QM9 model
Our results for the QM9 dataset allow us to compare our
findings with previous studies. Given a KRR training set
of HOMO energies for 32 k molecules, we obtained MAE
values of 0.086 eV and 0.151 eV with the MBTR and CM
descriptors respectively. In 2017, Faber et al. [13] reported
KRR results on 118 k QM9 molecules, using a molecular de-
scriptor based on interatomic many-body expansions includ-
ing bonding, angular and higher-order terms, [12] which is
comparable to the MBTR used in this work. The HOMO en-
ergy was predicted with an out-of-sample MAE of 0.095 eV,
and the CM representation achieved an MAE of 0.133 eV.
Our QM9 results are in very good agreement with this study,
even if our KRR training set is much smaller. These er-
rors are relatively small and comparable to experimental and
computational errors in HOMO determinaton, which typi-
cally range in between several tenth of eV. Errors in HOMO
energy predictions with machine learning may be further re-
duced by developing customized deep learning neural net-
work architectures, which have been reported to produce an
MAE of 0.041 eV after training on 110 k QM9 molecules.
[20]
To showcase the value of our trained KRR model, we ap-
ply it to a dataset of 10k diastereomers of parent C7H10O2
isomers. This dataset contains molecular structures, but no
HOMO energies. Computing the HOMO energies with DFT
would take considerable effort and time. With our KRR
model – trained on 32k QM9 molecules represented by the
MBTR – we gain an immediate overview of the HOMO en-
ergies that occur in the dataset. A histogram of all predicted
HOMO energies is shown in Fig. 12. We can see that they
are uniformly distributed between -6.8 and -3.2 eV for all di-
astereomers. The energetic scan allows us to quickly detect
molecules of interest in a large collection of compounds. In-
dividual molecules can be easily identified, for instance, the
molecule with lowest HOMO energy, molecules with high-
est HOMO energy or those molecules with average HOMO
energies. Various molecules of interest, e.g., structures with
HOMO energies in a particular region, could subsequently
be further investigated with first-principle methods or ex-
periments to determine their functionality for certain appli-
cations. In this fashion, fast energy predictions of our KRR
model can be analyzed for structures with desired HOMO
energy.
FIG. 12: HOMO energies predicted by our QM9-trained
KRR model for a new dataset of 10k diastereomers, for
which only molecular structures, but no pre-computed
HOMO energies are available. Molecules that fall within
a certain energy range can easily be identified and might be
further assessed for potential applications, as illustrated for
six example molecules.
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VII. CONCLUSION
In this study, we have trained and tested KRR models on
three molecular datasets with different chemical composi-
tion to predict molecular HOMO energies. Our comparison
between two different molecular descriptors, the CM and the
MBTR, shows that the MBTR outperforms the CM on both
OE and QM9 due to its ability to encode complex informa-
tion from the molecular structures. For AA we could find no
significant difference in performance between the two rep-
resentations.
Our work demonstrates that the predictive performance
of KRR inherently depends on the complexity of the dataset
it is applied to, in addition to the training set size and de-
scriptor. Rapidly decreasing learning curves and low MAEs
are achieved for QM9, which is known as a standard bench-
mark set for ML in molecular chemistry, containing pharma-
ceutically relevant compounds with rather simple bonding
patterns. The same is true for AA which consists of a prim-
itive and restricted collection of amino acids and peptides.
The OE dataset, however, comprises large opto-electronic
molecules with complicated electronic structures and un-
conventional functional groups, is much more difficult to
learn. It yields almost flat learning curves and consider-
ably higher MAEs. To further improve the predictive power
for molecules of technological interest, such as the ones in
the OE set, future work should focus on generating larger
datasets, devising better descriptors or more sophisticated
machine learning methods.
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Appendix A: Chemical names of molecules
Figure 13 shows example molecules from QM9, AA and
OE and their chemical names.
Appendix B: Choice of kernels and MBTR terms
In Fig. 14, we show learning curves for different param-
eter configurations of the CM and the MBTR. MAEs corre-
FIG. 13: Example molecules taken from the three
datasets used in this work. Chemical names are (1) 1H-
1,2,4-Triazol-3-ol, (2) 1-Cyclopropyl-2-ethoxyethanone,
(3) 2,5-Difluorotoluene, (4) Arginine (uncapped), (5)
Leucine (uncapped), (6) Ac-Arg-NMe (dipeptide), (7)
6-(4-Morpholinyl)-2-pyridinecarbaldehyde, (8) Tris2-
[(dimethylamino)methyl]phenylsilane, (9) Butyl 2-[(2,4-
dichlorophenyl)amino]-4,4-dimethyl-6-oxo-1-cyclohexene-
1-carbodithioate. Depicted elements are H (white), C
(grey), N (blue), F (light green), O (red), Pb (dark grey),
Cd (gold), Ba (dark green), Si (bronze), Cl (green) and S
(yellow).
spond to out-of-sample predictions made in a single exper-
iment. We generated learning curves using the MBTR with
one-, two- and three-body terms (k=[1,2,3]), two-and three-
body terms (k=[2,3]) and only two-body-terms (k=2). For
QM9 and OE, we the MBTR with k=[2,3] performs slightly
better than the MBTR with k=[1,2,3], while for AA, the per-
formance of k=[2,3] and k=[1,2,3] is equal for larger train-
ing set sizes. Therefore, we chose to employ the MBTR with
two- and three body terms (k=[2,3]) in this study. Moreover,
Fig. 14 reveals that, when the MBTR is used as molecu-
lar descriptor, the Gaussian kernel (GK) yields better results
than the Laplacian kernel (LK). For the CM, on the other
hand, the Laplacian kernel works better than the Gaussian
kernel due to discontinuities of the sorted CM.
Appendix C: Cross-validated grid search
For MBTR and KRR hyperparameter selection, we em-
ployed a 5-fold cross-validated grid search. In a 5-fold cross
validation, a given original training set (1k, 2k, 4k, 8k, 16k
or 32k) is shuffled randomly and split into 5 equally sized
groups. One group (20% of the training set) is taken as
a hold-out set for validation. The remaining groups (80%
of the training set) are taken as training data. Then, a grid
search is performed: Each possible combination of KRR and
MBTR hyperparameter values is trained on the training data
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FIG. 14: Learning curves for different parameter configurations of the CM and the MBTR for the three datasets QM9, AA
and OE. For the MBTR, the letter k refers to many-body terms, i.e. k=1 refers to one-body terms describing the atoms
types that are present in a molecule, k=2 refers to two-body terms describing pairwise inverse distances between atoms
and k=3 refers to three-body terms describing angle distributions for any triplets of atoms. Investigated combinations of
many-body terms are one-, two- and three-body terms (k=[1,2,3]), two- and three-body terms (k=[2,3]) and only two-body
terms. In addition, we consider two kernels, the Gaussian kernel (GK) and the Laplacian kernel (LK).
and evaluated on the validation data.
The assignment of the 5 groups into training data and
validation data is repeated 5 times, until each group was
used as validation data exactly once and used as training
data exactly 4 times. As we repeat the process 5 times,
we get 5 MAEs for each possible set of hyperparameters.
We consider the average value over these 5 MAEs for each
set of hyperparameters and choose the set with lowest aver-
age MAE. With the chosen set of optimal hyperparameters,
we train the KRR model on the entire original training set
(=training data+validation data). Finally, we evaluate the
trained model on the test set of 10k out-of-sample molecules
and report the MAE on the test set in the final learning curve
for the original training set size.
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