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Abstract
The tt production cross section and top quark mass are measured in proton-proton
collisions at
√
s = 7 TeV in a data sample corresponding to an integrated luminosity
of 36 pb−1 collected by the CMS experiment. The measurements are performed in
events with two leptons (electrons or muons) in the final state. Results of the cross
section measurement in events with and without b-quark identification are obtained
and combined. The measured value is σtt¯ = 168± 18 (stat.)± 14 (syst.)± 7 (lumi.) pb,
consistent with predictions from the standard model. The top quark mass mtop is
reconstructed with two different methods, a full kinematic analysis and a matrix
weighting technique. The combination yields a measurement of mtop = 175.5 ±
4.6 (stat.)± 4.6 (syst.)GeV/c2.
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11 Introduction
For many years after its discovery [1, 2], the properties of the top quark have been the subject
of numerous detailed studies [3], which until recently have only been possible at the Teva-
tron proton-antiproton (pp) collider. With the advent of the Large Hadron Collider (LHC) [4],
top quark processes can now be studied extensively in multi-TeV proton-proton (pp) colli-
sions [5, 6]. In both pp and pp collisions, top quarks are produced primarily in top-antitop (tt)
quark pairs via the strong interaction. At the LHC, the tt production mechanism is dominated
by the gluon fusion process, whereas at the Tevatron, top quark pairs are predominantly pro-
duced through quark-antiquark annihilation. Measurements of top quark production at the
LHC are therefore important new tests of our understanding of the tt production mechanism.
The top quark mass is an important parameter of the standard model (SM) and it affects pre-
dictions of SM observables via radiative corrections. A precise measurement of the top quark
mass is crucial since it constitutes one of the most important inputs to the global electroweak
fits [7] that provide constraints on the model itself, including indirect limits on the mass of the
Higgs boson. The mass of the top quark has been measured very precisely by the Tevatron
experiments, and the current world average is 173.3± 0.6 (stat.)± 0.9 (syst.) GeV/c2 [8]. Of all
quark masses, the mass of the top quark is known with the smallest fractional uncertainty.
Within the SM, the top quark decays via the weak process t→Wb almost exclusively. Exper-
imentally, top quark pair events are categorised according to the decay of the two W bosons:
the all-hadronic channel, in which both W bosons decay into quarks; the lepton+jets channel, in
which one W boson decays leptonically and the other into quarks; and the dilepton channel, in
which both W bosons decay into leptons. The measurement described herein is performed us-
ing dilepton tt modes (e+e−, µ+µ−, and e±µ∓). These modes compose (6.45± 0.11)% [9] of the
total branching fraction for tt when including contributions from tau leptons that subsequently
decay to electrons and muons, as is done here. The final state studied in this analysis contains
two oppositely charged leptons (electrons or muons), two neutrinos from the W-boson decays,
and two jets of particles resulting from the hadronization of the b quarks.
In this paper, a measurement of the tt production cross section in the dilepton final state and
the first measurement of the top quark mass in pp collisions at
√
s = 7 TeV are described.
The cross section analysis improves upon our previous measurement [5] with refined event
selection and analysis methods, and with about twelve times more data. Similar measurements
have been performed recently at the Tevatron [10, 11] and at the LHC [6]. In addition to a
measurement of the cross section, a measurement of the ratio of cross sections for tt and Z/γ?
production is provided. The top quark mass is measured with two methods, a full kinematic
analysis and a matrix weighting technique, which have been improved over those used at
the Tevatron [12, 13]. The results are based on a data sample corresponding to an integrated
luminosity of 35.9± 1.4 pb−1 recorded by the Compact Muon Solenoid (CMS) experiment [14].
The structure of this paper is as follows: a brief description of relevant detector components
is provided in Section 2, followed by details of the simulated samples given in Section 3, and
a description of data samples and event selection in Section 4. The measurement of the cross
section is presented in Section 5 and the measurement of the top quark mass in Section 6.
2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid, 13 m in length and 6 m
in diameter, which provides an axial magnetic field of 3.8 T. The bore of the solenoid is outfit-
ted with various particle detection systems. Charged particle trajectories are measured by the
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silicon pixel and strip tracker, covering 0 < φ < 2pi in azimuth and |η| < 2.5, where the pseu-
dorapidity η is defined as η = − ln[tan θ/2], with θ being the polar angle of the trajectory of
the particle with respect to the counterclockwise beam direction. A crystal electromagnetic cal-
orimeter (ECAL) and a brass/scintillator hadronic calorimeter surround the tracking volume;
in this analysis the calorimetry provides high-resolution energy and direction measurements
of electrons and hadronic jets. Muons are measured in gas-ionisation detectors embedded in
the steel return yoke outside the solenoid. The detector is nearly hermetic, allowing for energy
balance measurements in the plane transverse to the beam directions. A two-level trigger sys-
tem selects the most interesting pp collision events for use in physics analysis. A more detailed
description of the CMS detector can be found elsewhere [14].
3 Signal cross section and event simulation
The SM expectation for the tt production cross section at
√
s = 7 TeV, calculated at the next-
to-leading order (NLO) using MCFM [15, 16] for a top quark mass of 172.5 GeV/c2, is 158+23−24 pb.
Approximate next-to-next-to-leading-order (NNLO) calculations for the tt cross section are also
available [17–23] with a value of 163 +11−10 pb, calculated for a top quark mass of 173 GeV/c
2
in Ref. [17]. A significant part of this uncertainty is due to uncertainties on the parton dis-
tribution functions (PDFs). These expected values can be compared to previous measure-
ments of 194± 72 (stat.)± 24 (syst.)± 21 (lumi.) pb in events with two leptons [5] and 145±
31 (stat.) +42−27 (syst.) pb in a combined measurement using events with one and two leptons [6].
The sensitivity to the PDFs is increased in the ratio of the tt and Z/γ? production cross sections,
which have partially anti-correlated uncertainties on theory predictions [24].
The selection efficiency of signal events is evaluated in a simulated tt event sample modelled
using the MADGRAPH event generator (v. 4.4.12) [25] with matrix elements corresponding to
up to three additional partons. The generated events are subsequently processed with PYTHIA
(v. 6.422) [26] to provide the showering of the partons, and to perform the matching of the soft
radiation with the contributions from the matrix element. Tau decays are handled with TAUOLA
(v. 27.121.5) [27]. The CMS detector response is simulated using GEANT4 (v. 9.3 Rev01) [28].
Events in this simulated signal sample are normalised to the NLO tt production cross section.
In addition, for the mass measurement, different samples are generated with top quark masses
between 151 and 199 GeV/c2 in steps of 3 GeV/c2.
Simulated signal samples with MADGRAPH are produced using different settings in order to
estimate systematic effects on modelling of the dilepton events. Samples are produced using
different i) QCD radiation in the parton showering, ii) dynamical transferred four-momentum
Q2 event scale (varied by a factor of two, up and down), iii) thresholds for matching between
matrix elements and parton showers, and iv) values of the top quark mass. Contributions from
the effects of modelling the final-state particle decays are assessed by comparing expectations
derived using PYTHIA alone with samples in which the particle decays are handled by EVT-
GEN [29] or TAUOLA. A sample generated with ALPGEN [30] and subsequently processed with
PYTHIA is used to assess differences in the matrix element generators. Two samples generated
with POWHEG [31] and subsequently processed with PYTHIA and HERWIG [32] are used to as-
sess other variations in the parton showering description, as well as to compare with an NLO
event generation. Results from these simulated signal samples are summarised in Section 5.2.
Background samples are simulated with MADGRAPH and PYTHIA. The W+jet contribution
is checked with both generators. The corresponding samples include only the leptonic de-
cays of the W boson, and are normalised to the inclusive NNLO cross section of 31.3± 1.6 nb,
3calculated using fully exclusive W and Z production (FEWZ) program [33]. Drell–Yan produc-
tion of charged leptons in the final state is generated with MADGRAPH for dilepton invariant
masses above 50 GeV/c2, and is normalised to a cross section of 3.04± 0.13 nb, computed with
FEWZ. The Drell–Yan events with masses between 10 and 50 GeV/c2 are generated with PYTHIA.
While this sample cross section equals 12.4 nb, these events represent only a small fraction of
the total Drell–Yan contribution after the analysis lepton selections. Single top quark produc-
tion (pp → tW) with a corresponding cross section of 10.6± 0.8 pb (calculated at NLO with
MCFM) is simulated with MADGRAPH. Finally, the diboson production of WW, WZ, and ZZ,
with corresponding inclusive cross sections of 43.0± 1.5 pb, 18.8± 0.7 pb, and 7.4± 0.2 pb (all
calculated at the NLO with MCFM), is simulated with PYTHIA.
Among all the simulated backgrounds, only the Z/γ? → τ+τ−, single top, and diboson (re-
ferred to as VV, where V = W or Z) contributions are used directly to estimate the absolute
number of background events from these contributions. All other backgrounds are estimated
from control data samples.
4 Event selection
Proton-proton collision events used for this analysis are selected by triggers and are then re-
constructed to provide information on electrons, muons, jets of (hadronic) particles with an
optional identification of b-quark jets, and the presence of transverse momentum imbalance.
This information is used to select the final sample of events, as described below.
The events are required to have at least one good reconstructed proton-proton interaction ver-
tex [34] found within 24 cm from the centre of the detector along the nominal beam line and
within 2 cm in a direction transverse to this beam line. Events with significant instrumental
noise in the hadron calorimeters are removed. These selection criteria have an efficiency larger
than 99.5% relative to events with two leptons.
4.1 Event trigger selection
Events selected for this analysis are collected using lepton triggers in which the presence of
either a muon, or one or two high transverse momentum (pT) electrons are required. The muon
trigger thresholds are applied to the transverse momentum pT, while for electrons the threshold
is applied to the electron transverse energy ET (energy deposited in the ECAL projected on
the plane transverse to the nominal beam line). For this measurement the triggers used were
changed during the data taking period to adapt to the rapid rise in instantaneous luminosity
delivered by the LHC. Most of the data were collected with a single muon trigger threshold
of 15 GeV/c, a single electron trigger threshold of 22 GeV, and a dielectron trigger threshold of
17 GeV.
The events passing all analysis selections are required to have at least two leptons with momen-
tum values and quality requirements at least as restrictive as the trigger criteria. The efficiency
for triggering on a single lepton passing all other analysis selections is measured in data using
electrons and muons from Z-boson decays, and compared with results from the simulation.
The efficiency is measured with the tag-and-probe method [35] using two leptons with an in-
variant mass between 76 GeV/c2 and 106 GeV/c2, and is found to be above 90% (95%) for muons
(electrons). Since the events used in this analysis are required to have only one of the two lep-
tons satisfying the trigger criteria, the trigger requirements are very efficient. The efficiencies
are above 97% in the µ+µ− decay mode and above 99% in the other two modes. Based on the
measured efficiencies for the trigger to select dilepton events, the simulated trigger efficiency
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is corrected by simulation-to-data scale factors of 0.983± 0.007, 1.000± 0.001, and 0.994± 0.003
for the µ+µ−, e+e−, and e±µ∓ final states, respectively. The uncertainties have statistical and
systematic contributions, including variations due to differences in lepton kinematics between
the tt signal and Z-boson events.
4.2 Lepton selection
Energetic muons and electrons reconstructed in the event are used for the analysis. At least
two leptons in the event are required to pass identification and isolation requirements. The
selection criteria are very close to those in [5].
Muon candidates are reconstructed [36] using two algorithms that require consistent hits in the
tracker and muon systems: one matches the extrapolated trajectories from the silicon tracker to
hits in the muon system (tracker-based muons); the second performs a global fit of consistent
hits in the tracker and the muon system (globally fitted muons).
Electron candidates are reconstructed [37] starting from a cluster of energy deposits in the crys-
tals of the ECAL, which is then matched to hits in the silicon tracker and used to initiate a track
reconstruction algorithm. The electron reconstruction algorithm takes into account the possibil-
ity of significant energy loss of the electron through bremsstrahlung as it traverses the material
of the tracker. Anomalous signals corresponding to particles occasionally interacting in the
ECAL transducers are rejected during the reconstruction step.
The leptons are required to have pT > 20 GeV/c and |η| < 2.4 (2.5) for muons (electrons). The
lepton candidate tracks are required to originate from near the interaction region (i.e., the beam
spot): the distance of closest approach in the transverse plane to the beam line must be less than
200 µm (400 µm), and the distance between the point of closest approach to the beam line and
a primary vertex must be less than 1 cm along the beam direction.
Additional quality requirements are applied to the muons. The track associated with the muon
candidate is required to have a minimum number of hits in the silicon tracker, and to have a
high-quality global fit including a minimum number of hits in the muon detector.
Several quality criteria are applied to the electron candidates. Requirements on the values of
electron identification variables based on shower shape and track-cluster matching are applied
to the reconstructed candidates; the criteria are optimised in simulation for inclusive W→ eνe
events and are designed to maximise the rejection of electron candidates from QCD multijet
production, while maintaining 90% efficiency for electrons from the decay of W/Z bosons.
Electron candidates within ∆R =
√
(∆φ)2 + (∆η)2 < 0.1 of a tracker-based or globally fit-
ted muon are rejected to remove the contribution from muon inner bremsstrahlung (collinear
final-state radiation), where the muon track and the collinear photon are reconstructed as an
electron. Electron candidates consistent with photon conversions are rejected based on either
the reconstruction of a conversion partner in the silicon tracker, or based on the absence of hits
in the pixel tracker that are expected along the electron trajectory originating in the collision
region.
Both electron and muon candidates are required to be isolated relative to other activity in the
event. For selected muon and electron candidates, a cone of ∆R < 0.3 is constructed around
the candidate’s direction. In this cone, the scalar sum of the transverse momenta of the tracks
and the calorimeter energy deposits, projected onto the plane transverse to the beam, is calcu-
lated. The contribution from the candidate lepton is not included. The ratio of this scalar sum
over the candidate’s transverse momentum defines the relative isolation discriminant, Irel. The
candidate is considered to be non-isolated and is rejected if Irel > 0.15.
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The performance of the lepton candidate selection is measured using the tag-and-probe method
in Z-boson events. The electron and muon reconstruction efficiency is greater than 99% [37, 38];
the efficiency of the quality requirements is approximately 99% for muons and in the range of
85% to 95% for electrons; both are reproduced well in simulation. The average lepton isolation
selection efficiency measured in real Z-boson events of 99% (98%) for electrons (muons) can
be compared to the value of approximately 95% from simulated tt signal events. Based on an
overall comparison of the muon (electron) selection efficiency in data and simulation, the event
yield selected in simulation is corrected by 0.992± 0.005 (0.961± 0.009) per muon (electron),
where the correction also accounts for differences in the isolation and charge requirements
between data and simulation.
Events are required to have at least one pair of oppositely charged leptons. The efficiency of
this requirement depends directly on the performance of the lepton charge identification. The
muon charge misidentification is negligibly small. The average electron charge misidentifica-
tion is 0.8%, being 0.5% for electron tracks hitting the ECAL barrel and up to 2% for the ECAL
endcaps. These values are well reproduced in the simulation.
Dilepton candidate events with an invariant mass M`` < 12 GeV/c2 are removed, with essen-
tially no reduction in the tt signal; this requirement suppresses dilepton pairs from heavy-
flavour resonance decays, as well as low-mass Z/γ? Drell–Yan processes. In events with mul-
tiple pairs of leptons passing all of the requirements described so far, only the pair of leptons
with the highest transverse momenta is used for further consideration. To veto contributions
from Z-boson production, the invariant mass of the dilepton system is required to be outside
the range 76 to 106 GeV/c2 for the e+e− and µ+µ− modes. This invariant mass requirement
rejects about 90% of Z/γ? events, at the cost of rejecting approximately 23% of the tt signal.
4.3 Jet selection and b-jet tagging
Dilepton tt events contain hadronic jets from the hadronization of the two b quarks. The anti-
kT clustering algorithm [39] with R = 0.5 is used for jet clustering. Jets are reconstructed
based on the calorimeter, tracker, and muon system information using the particle flow recon-
struction [40] which provides a list of particles for each event. Muons, electrons, photons, and
charged and neutral hadrons are reconstructed individually. Jet energy corrections, generally
smaller than 20%, are applied to the raw jet momenta to establish a relative response of the
calorimeter uniform as a function of the jet η, and an absolute response uniform as a function
of the jet pT [41]. The corrections are derived using simulated events and measurements with
dijet and photon+jet events. Jet candidates are required to have pT > 30 GeV/c, |η| < 2.5, and
must not overlap either of the selected lepton candidates within ∆R < 0.4.
Events with at least two jets provide the sample with the best signal-to-background ratio for
the cross section measurement, while events with only one jet improve the acceptance and
are treated separately. Furthermore, two jets are necessary for reconstruction of the top quark
candidates, and only such events are used for the mass measurement. More than 95% of tt
events have at least one jet passing the selection criteria, and approximately three quarters of
these events have at least two jets, as estimated in simulation.
The use of b tagging in the event selection can further reject background events without b jets.
Furthermore, the fraction of jets correctly associated with the top quark candidates for the mass
reconstruction can be increased significantly by using the information provided by b tagging.
In about three quarters of the signal events with at least two jets, both b-quark jets from the tt
decays are expected to pass the jet selection criteria.
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A b-quark jet identification algorithm that relies on the presence of charged particle tracks
displaced from the primary pp interaction location, as expected from the decay products of
long-lived b hadrons [42], is used in this analysis. A jet is identified to be from a b quark if
it contains at least two tracks with an impact parameter significance, defined as the b-tagging
discriminant, above 1.7. This corresponds to an efficiency of about 80% for a b-quark jet in
dilepton tt signal events and to a 10% mistagging rate of light-flavour or gluon jets, as estimated
in simulation. Good agreement is found for the distribution of this discriminant in data and
simulation, as shown in Fig. 1; a higher value corresponds to a sample with a higher fraction
of genuine b jets. The relationship between the b-tagging efficiency and the multiplicity of the
b-tagged jets in the signal sample can be used to measure the b-tagging efficiency in data, as
discussed in Section 5.2.2.
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Figure 1: Distribution of the b-tagging discriminant in events with at least one jet and two
oppositely charged leptons in data (points), compared to signal and background expectations
from simulation (histograms) for e+e− (left), µ+µ− (centre), and e±µ∓ (right). The simulated
contributions are normalised to the SM predicted values without additional corrections. All
background contributions are combined and displayed separately, based on the flavour of the
simulated jet.
The b-tagging procedure is used differently in the cross section and mass measurements. For
the cross section, independent measurements are made using events with and without at least
one b-tagged jet. The use of b tagging in the mass measurement is described in Section 6.
4.4 Missing transverse energy selection
The presence of neutrinos from the W-boson decays manifests itself as an imbalance in the mea-
sured momenta of all particles’ pT, in the plane perpendicular to the beam line. The missing
transverse energy vector ~E/T = −∑i c~pTi , and its magnitude (E/T), are important distinguish-
ing features of tt events in the dilepton channel. The ~E/T is calculated using the particle flow
algorithm [43]. The distributions of E/T for events with at least two jets are shown in Fig. 2
(no simulation-to-data corrections are applied here). Events selected with only one jet have a
larger background contribution compared to those with at least two jets. The missing trans-
verse energy selection is optimised separately for these events. The figure of merit used in the
optimisation is the expected uncertainty on the measured cross section. It is based on a sim-
plified model of the uncertainty on the final measurement in a given channel, and accounts for
statistical and systematic uncertainties on the signal and backgrounds.
Neither the dominant background processes, Drell–Yan Z/γ? → e+e− and µ+µ−, nor the back-
ground from isolated lepton candidates produced in QCD multijet events, contains a natural
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Figure 2: Distribution of E/T for events with at least two selected jets and passing the full dilep-
ton selection criteria without b tagging, except for the E/T requirement for e+e− (left), µ+µ−
(centre), and e±µ∓ (right) from data (points). The signal and background predictions from
simulation are shown as the histograms. The last bin includes the overflow contribution.
source of large E/T. Hence, in the e+e− and µ+µ− modes, E/T > 30 GeV (50 GeV) is required in
events with at least two jets (only one jet) at a loss of approximately one sixth (one third) of
signal events.
For the cross section measurement, no missing transverse energy requirement is applied in
the e±µ∓ mode, since the background contributions are already found to be sufficiently low.
Events with only one jet in the e±µ∓ final state have, however, a significant contribution from
Z/γ? → τ+τ− background. In order to suppress this background, these events are required to
satisfy the condition MeT +M
µ
T > 130 GeV/c
2, which suppresses the Z/γ? → τ+τ− by a factor
of more than a hundred to a negligible level, at the cost of losing approximately one third of
signal events. For each lepton ` (either electron or muon), the transverse mass M`T is defined
relative to the transverse momentum p`T and azimuthal direction φ` of the leptons, and the
magnitude and the direction (φ~E/T) of
~E/T, as M`T =
√
2p`TE/T[1− cos(φ~E/T − φ`)]/c3.
5 Measurement of the cross section
5.1 Background estimates
Two types of background estimation techniques are used in this analysis. Backgrounds from
processes expected to be small and/or simulated reasonably well are estimated from the sim-
ulated samples described in Section 3. This includes contributions from Z/γ? → τ+τ−, single
top, and diboson production processes. These processes contribute events with genuine iso-
lated leptons and genuine missing transverse energy from the neutrinos present in the final
states. This similarity to the tt signal events and the relatively small size of these contribu-
tions justifies the use of simulation. There are, however, backgrounds that are not expected to
be modelled accurately. In such cases, yields from these processes are estimated with meth-
ods using data. One method is used to account for contributions from Z/γ? → µ+µ− and
Z/γ? → e+e−. Another method is used to account for events with at least one of the lepton
candidates arising from jets misidentified as isolated lepton candidates from W or Z decays
(non-W/Z lepton candidates).
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5.1.1 Events from Z/γ?→ e+e− and µ+µ−
The number of events NoutZ/γ? from Drell–Yan Z/γ
? → e+e− and µ+µ− in the sample of events
passing the Z-boson veto is estimated using the method described in [5]. This contribution is
derived from the number of Z/γ? → e+e− and µ+µ− data events with a dilepton invariant
mass 76 < M`` < 106 GeV/c2, scaled by the ratio of events failing and passing this selection
estimated in simulation (Rout/in). The number of e+e− and µ+µ− Drell–Yan events near the
Z-boson peak NinZ/γ? is given by the number of all events failing the Z-boson veto N
in after
subtraction of the non-Drell–Yan contribution. The non-Drell–Yan contribution is estimated
from e±µ∓ events passing the same selection Nine±µ∓ and corrected for the differences between
the electron and muon identification efficiencies k. The Z/γ? contribution is thus given by
NoutZ/γ? = Rout/inN
in
Z/γ? = Rout/in(N
in − 0.5kNine±µ∓).
The correction k is estimated from k2 = Ne+e−/Nµ+µ− for the Z/γ? → e+e− contribution and
from k2 = Nµ+µ−/Ne+e− for the Z/γ? → µ+µ− contribution, where Ne+e− (Nµ+µ−) is the num-
ber of dielectron (dimuon) events near the Z-boson mass, without a requirement on the missing
transverse energy.
The systematic uncertainty on the predictions of this method is dominated by the uncertainty
on Rout/in. The value of Rout/in is estimated in simulation; it is found to be affected by the
detector calibration effects and to change significantly with increasingly stringent requirements
on E/T and jets in the event. The systematic uncertainty is estimated from these variations. The
missing transverse energy requirement on selected events corresponds to an enhancement in
the fraction of leptons with mismeasured momenta, which directly contributes to an increase
in Rout/in. This increase is most significant for dimuon events and contributes 30% to 50%
of the total systematic uncertainty; the increase for electrons is less significant and is less than
20%. The energy scale calibration effects contribute approximately 15% in dielectron events but
are not significant for muons. The requirement on the presence of jets broadens the dilepton
invariant mass line shape, leading to an additional uncertainty of 15%. Statistical uncertainties
on these estimates in simulation are 20%. The combined systematic uncertainty of this method,
evaluated in each mode separately, is estimated to be 50%.
The estimates of the Z/γ? → e+e− and Z/γ? → µ+µ− contributions are given at the end
of Section 5.3. The statistical uncertainties of these estimates are approximately equal to the
systematic uncertainties.
5.1.2 Events with leptons from non-W/Z decays
Background contributions with at least one non-W/Z lepton candidate are expected to arise
predominantly from multijet and W+jet events as well as from tt events, with at most one W
boson decaying leptonically. Based on simulation, events with non-W/Z lepton candidates
passing the final signal selections are expected to have similar contributions from tt and W+jet
events with the fraction of tt events increasing after the b-tagging requirement. Simulation is
not expected to predict all contributions with non-W/Z lepton candidates. Estimates on these
backgrounds are derived from data.
The number of events with non-W/Z leptons is estimated using a sample of dilepton candi-
dates that pass looser lepton identification criteria, but fail the full selections. The fraction of
lepton candidates from non-W/Z leptons passing the full selection relative to those passing the
loosened criteria is defined as the tight-to-loose ratio RTL. It is expected to be approximately
independent of the sample in which the non-W/Z lepton candidate is found, based on obser-
vations in simulation and in data. We measure RTL using a data sample dominated by multijet
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events (RTL calibration sample), selected in a sample with a single loose lepton candidate, with
additional requirements vetoing events with significant transverse momentum consistent with
W-boson production, or with another lepton consistent with Z-boson production.
Different choices of looser selections are considered. The isolation requirements of Irel < 0.4
and Irel < 1.0 are used for muons separately. Selections with looser identification (no require-
ment on calorimeter cluster shape or cluster-to-track matching information) and, separately, a
looser isolation (Irel < 1.0) are used for electrons. The measured value of RTL changes slightly
as a function of candidate pT and |η| for both muon and electron candidates. The value of RTL
is similar for electrons and muons, and is in the range of 0.2 to 0.4 (0.02 to 0.05) for loose (looser)
lepton selection. Extensive tests were performed to confirm that these choices of looser lepton
selection criteria yield measurements of RTL appropriate for use in the dilepton signal sample.
These tests were done using simulated samples, as well as data events with same-sign lepton
pairs, which are dominated by non-W/Z lepton candidates. Measurements of RTL using these
two different definitions were subsequently combined using a simple mean of central values
and taking the larger uncertainty as a conservative estimate.
The number of background events with one and two non-W/Z lepton candidates is derived
separately using a sample of dilepton events with both leptons failing the tight selection cri-
teria, and a sample with only one lepton failing. The signal contamination in these samples
is subtracted by taking the number of events with two leptons passing the tight selection and
scaling by an efficiency correction factor derived from a sample of Z events passing the looser
selection, but with the same jet multiplicity requirement.
The systematic uncertainties on the number of background events with non-W/Z lepton can-
didates are primarily from the estimate of RTL. They arise from differences in the momentum
spectrum and flavour composition between the RTL calibration sample and the sample where
it is applied. The uncertainty due to momentum spectrum differences is about 60% for muons
and 25% for electrons. The uncertainty due to the flavour composition differences is approxi-
mately 20% for both muons and electrons. Other smaller contributions include those from the
electroweak signal contribution (approximately 20% for muons and negligible for electrons),
differences in the event trigger selections between the RTL calibration sample and the signal
sample to which it is applied (generally within 20% in addition to already accounted effects),
and from the statistical limitations on the RTL calibration sample. The systematic uncertainty
on the electron (muon) RTL is 50% (75%), which corresponds to a 50% (75%) systematic uncer-
tainty on the estimate of events with one non-W/Z isolated lepton and 100% for events with
two such candidates. The final estimate of the non-W/Z contribution also includes a systematic
uncertainty on the signal contamination to the background samples, equal to about 1% of the
total signal contribution. This is estimated from the observed variation in the contamination
rate as a function of the number of jets in Z-boson events.
Results of estimates of the number of events with non-W/Z lepton candidates are summarised
at the end of Section 5.3. In all cases the statistical uncertainties on the estimates are comparable
to or larger than the systematic uncertainties. There is a reasonable agreement between the
number of events expected from the simulation and these estimates from data.
5.2 Systematic effects
Systematic uncertainties and corrections considered in this measurement are from uncertainties
and biases in the detector performance, from variations in the signal acceptance due to imper-
fect knowledge of the signal production, from background estimates, and from the absolute
normalisation of the integrated luminosity (4%) [44].
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5.2.1 Selection of leptons
The rates of events selected in the simulated signal sample are corrected based on comparisons
of single-lepton selection efficiencies in data and simulation using Z-boson events as mentioned
in Section 4. The simulation-to-data scale factors with uncertainties including statistical and
systematic contributions are SFee = 0.923± 0.018 in the dielectron final state, SFµµ = 0.967±
0.013 in the dimuon final state, and SFeµ = 0.947± 0.011 in the electron-muon final state. The
dielectron and dimuon scale factors are not correlated with respect to each other, while the
correlation coefficient of SFeµ is approximately 0.83 and 0.56 with the dielectron and dimuon
scale factors, respectively.
The electron and muon isolation selection efficiency is about 4% lower per lepton in simulated
tt events compared to Z-boson events passing the same requirements on the jet multiplicity. A
fractional uncertainty of 50% is assigned to the overall effects responsible for this difference,
corresponding to an additional uncertainty of 2% per lepton (4% per event) attributed to the
lepton selection modelling.
The lepton momentum scale is known to better than 1% for muons and electrons in the barrel
ECAL, and to approximately 2.5% for electrons found in the endcap part of the ECAL, based
on comparisons of the position of the Z-boson mass peak in data to its value in simulation. The
effect of the bias in the electron energy in the ECAL endcap is included in the simulation-to-
data scale factor shown above. The uncertainty on the tt selection due to the momentum scale
is estimated to be less than 1% and is neglected.
5.2.2 Selection of jets and missing transverse energy
The uncertainty on the jet energy scale is directly related to the efficiency of jet and missing
transverse energy selection. The effect of the jet scale uncertainty is estimated from the change
of the number of selected simulated tt events by simultaneously varying jet momenta up or
down within the uncertainty envelope of the jet energy scale, corresponding to one standard
deviation. This envelope corresponds to a combination of the following: the inclusive jet scale
uncertainty estimated from data [41] to be in the range of 2.5–5% (dependent on jet pT and
η); a contribution of 1.5% to account for differences in the reconstruction and simulation soft-
ware in [41] and here; and an uncertainty of 2% to 3% (dependent on transverse momentum)
corresponding to the difference in response between inclusive and b-quark jets in tt events.
Variations in the jet momenta are propagated to the value of the missing transverse energy in
this procedure. In addition, the remaining small fraction of the missing transverse energy that
is not associated to measurements of jets or leptons is varied by 10% independently of the jet
scale variation to account for an uncertainty on the missing transverse energy from the unclus-
tered hadronic contribution. The systematic uncertainty attributed to the hadronic energy scale
(the combined effect of the jet and missing transverse energy scales) is estimated separately for
each selection, averaged over the e+e− and µ+µ− final states, and separate from the e±µ∓ final
state as summarised in Table 1. The uncertainty on the number of events with one jet is anti-
correlated with the uncertainty on the number of events with at least two jets. The systematic
effects due to differences in the jet energy resolution in data and simulation are found to be
negligible.
The effect arising from the presence of additional proton-proton collisions (pileup) is estimated
separately. Lepton selection simulation-to-data scale factors and uncertainties described in Sec-
tion 5.2.1 naturally include the contribution from pileup. The remaining effect is on the jet
and missing transverse energy selection: it introduces a small bias by increasing the number
of selected jets. The corresponding scale factor applied to simulation due to pileup effects is
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1.013± 0.008 in events with at least two jets, and 0.967± 0.020 in events with only one jet.
The uncertainty on the number of events selected with at least two jets and at least one b-
tagged jet is estimated from data. Neglecting the residual contribution from misidentification
of light-flavour quark, c-quark, and gluon jets present in the tt signal sample, the variation in
the b-tagging efficiency corresponds to the variation of the ratio of events with at least two b-
tagged jets relative to the number of events with at least one b-tagged jet, R2/1, and the relative
variation in the number of events with at least one b-tagged jet, δN1N1 . These values are found to
be in a simple relationship δN1N1 ≈ 0.5δR2/1. There are 51 events with at least one b-tagged jet ob-
served in data for the e±µ∓ final state with 3.0± 1.4 background events expected, as described
in Section 5.3; 30 of these events have at least two b-tagged jets with 0.9 ± 0.5 background
events expected. These numbers give a value of Rdata2/1 = (60.8± 7.5)%, to be compared to the
value of Rsim2/1 = (57.9± 0.1)% from simulation, where the uncertainty in simulation is domi-
nated by an estimate of misidentification of light-flavour quark and gluon jets present. Because
of the agreement of these two measurements, we make no further corrections to the value of
the efficiency to select at least one b-tagged jet in events with at least two jets. The systematic
uncertainty on this efficiency is conservatively estimated at 5%, derived from the measured
uncertainty of Rdata2/1 , and an additional uncertainty of approximately 0.3% on the contribution
from light-flavour quark and gluon jets.
5.2.3 Signal modelling effects
Several effects contribute to the systematic uncertainties in the modelling of the tt production.
Only significant effects are assigned a nonzero systematic uncertainty. In addition to the un-
certainties, a correction is applied to the simulated signal sample to account for the leptonic
branching fractions of the W boson. The leading-order value of 1/9 set by the event generator
is corrected to match the measured value of 0.1080± 0.0009 [9].
Systematic uncertainties on the signal event selection efficiency are included, as shown in Ta-
ble 1. These are based on studies of the samples described in Section 3: from tau-lepton and
hadron-decay modelling; event Q2 scale; a conservative uncertainty on the top quark mass
(taken as 2 GeV/c2); jet and E/T model uncertainty from comparisons between the matrix ele-
ment generators ALPGEN, MADGRAPH, and POWHEG; and from the uncertainty in the show-
ering model, estimated from the difference between HERWIG and PYTHIA. Uncertainties on
the presence of additional hadronic jets produced as a result of QCD radiation in the initial
and final states and uncertainties on the parton distribution functions were found to have a
negligible effect.
5.2.4 Summary of systematic effects on the signal selection
Fractional uncertainties on the signal efficiency described earlier in this section for events pass-
ing the full signal event selection are summarised in Table 1, listed in the order they appear
in the text. All uncertainties are common for e+e− and µ+µ− final states, except for the uncer-
tainty on the lepton selection. Scale factors, which account for all known discrepancies between
data and simulation, are applied to the simulated signal sample. The product of the scale fac-
tors described earlier in this section are 0.883, 0.926, and 0.906 (0.843, 0.884, and 0.866) for the
e+e−, µ+µ−, and e±µ∓ final states, respectively, in events with at least two (only one) jets.
5.2.5 Systematic effects on background estimates
Uncertainties on the background estimates include those on Z/γ? → e+e−, Z/γ? → µ+µ−,
and non-W/Z leptons, which are estimated from data, as described in Sections 5.1.1 and 5.1.2.
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Table 1: Summary of the relative systematic uncertainties on the number of signal tt events
after the full selection criteria, shown separately for each of the dilepton types and for events
with only one and more than one jet. All values are in percent. Systematic uncertainties on the
lepton selection are treated separately for e+e− and µ+µ− final states. Different sources (values
in different rows) are treated as uncorrelated. Lepton selection uncertainties are correlated
only in the same dilepton final state. All other uncertainties are 100% (anti)correlated among
any two columns for the same source, as reported with the (opposite) same sign. The subtotal
values are for sums in quadrature of all corresponding values in the same column.
Njet = 1 Njet ≥ 2
Source e+e− + µ+µ− e±µ∓ e+e− + µ+µ− e±µ∓
Lepton selection 1.9/1.3 1.1 1.9/1.3 1.1
Lepton selection model 4.0 4.0 4.0 4.0
Hadronic energy scale −3.0 −5.5 3.8 2.8
Pileup −2.0 −2.0 0.8 0.8
b tagging (≥ 1 b tag) 5.0 5.0
Branching ratio 1.7 1.7 1.7 1.7
Decay model 2.0 2.0 2.0 2.0
Event Q2 scale 8.2 10 −2.3 −1.7
Top quark mass −2.9 −1.0 2.6 1.5
Jet and E/T model −3.0 −1.0 3.2 0.4
Shower model 1.0 3.3 −0.7 −0.7
Subtotal without b tagging 11.2/11.1 13.1 8.0/7.9 6.2
Subtotal with b tagging 9.5/9.4 8.0
Luminosity 4.0 4.0 4.0 4.0
The uncertainties on the remaining backgrounds are estimated through simulation.
The uncertainties on the single top, VV, and Z/γ? → τ+τ− backgrounds arise from the same
sources as for the tt signal. Uncertainties due to detector effects, described in Sections 5.2.1
and 5.2.2, contribute 10% and are dominated by the energy scale uncertainty. In events required
to have at least one b tag, the uncertainty from b tagging is roughly 25% for diboson and
Z/γ? → τ+τ−, and less than 10% for single top events. In addition, there is an uncertainty
on each of the background production cross sections of 30%. This uncertainty is conservative
with respect to the uncertainties on the inclusive production rate, and is expected to cover the
uncertainties on the rate of these backgrounds in the phase space of the event selections used
in this analysis. Measurements of the inclusive production rates for WW production [45] (the
dominant among the contributions to VV production in the SM) and Z/γ? → τ+τ− [46] are in
good agreement with the SM.
5.3 Cross section measurements per decay channel
The expected numbers of signal and background dilepton events passing all the selection cri-
teria but without a b tag are compared with data in Fig. 3 for e±µ∓ (left) and all (right), as a
function of jet multiplicity. There is a requirement of E/T > 30 GeV for the e+e− and µ+µ−and
no E/T requirement for the e±µ∓, as otherwise used for the signal selection of events with at
least two jets. Similar plots for events with at least one b tag are shown in Fig. 4. The observed
numbers of events with zero or one jet can be used as checks on the background predictions,
since the main signal contribution is for events with two or more jets. The multiplicity of b-
tagged jets observed in data is compared to the simulation in Fig. 5. Good agreement is found
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between the expected and observed numbers of events in all channels. A summary of the ex-
pected number of background events is compared with the number of events observed in data
in Table 2 for the channels used in the measurement.
Number of jets
0 1 2 3  4≥
Ev
en
ts
0
20
40
60
80
100
120
140
160 Data
 signaltt
DY prediction
-τ+τ→*γZ/
Single top
VV
Non-W/Z prediction
Bckg. uncertainty
CMS
  =  7 TeVs at   -136 pb
µEvents with e
Number of jets
0 1 2 3  4≥
Ev
en
ts
0
20
40
60
80
100
120
140
160
180
200 Data
 signaltt
DY prediction
-τ+τ→*γZ/
Single top
VV
Non-W/Z prediction
Bckg. uncertainty
CMS
  =  7 TeVs at   -136 pb
µ/eµµEvents with ee/
Figure 3: Number of events passing the full dilepton selection criteria without a b tag (points),
as a function of the jet multiplicity for e±µ∓ (left) and all dileptons (right). There is no E/T
requirement for the e±µ∓, and a requirement of E/T > 30 GeV for the e+e− and µ+µ−. The ex-
pected distributions for the tt signal and the background sources are shown by the histograms.
The Drell–Yan and non-W/Z lepton backgrounds are estimated from data, while the other
backgrounds are from simulation. The total uncertainty on the background contribution is
displayed by the hatched region.
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Figure 4: Jet multiplicity for events passing full dilepton selection criteria with at least one
b-tagged jet, otherwise the same as in Fig. 3.
The tt production cross section is measured using:
σ(pp→ tt) = N − BAL , (1)
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Figure 5: Multiplicity of b-tagged jets in events passing full dilepton selection criteria with
at least two jets compared to signal and background expectations from simulation. The un-
certainty on the number of signal events corresponding to the uncertainty in the selection of
b-tagged jets is displayed by the shaded area. The distributions are for e±µ∓ (left) and all (right)
final states combined.
where N is the number of observed events; B is the number of estimated background events;
A is the total acceptance relative to all produced tt events, including the branching ratio to
leptons, the geometric acceptance, and the event selection efficiency already corrected for dif-
ferences between data and simulation; and L is the integrated luminosity.
Results of the signal and background estimates and events observed in data in each of the three
dilepton final states in events passing selections with at least two jets prior to and after the b-
tagging requirement, and events with one jet are summarised in Table 2. These nine sets of
inputs are treated as separate measurements of the inclusive tt production cross section. The
uncertainties are propagated following Eq. (1) for each selection in the following way: the sta-
tistical uncertainty is given by
√
N/(AL); the systematic uncertainty combines in quadrature
the uncertainties on the backgrounds andA, where the relative uncertainties onA are reported
in Table 1 as subtotal values; the uncertainty on the luminosity (not reported in Table 2) is 4%,
the same for all channels. Consistent tt cross section results are seen between the 9 measure-
ments, within their relevant uncertainties. The cross section measured in the e+e− and µ+µ−
final states with at least two jets and at least one b-tagged jet is more precise than the corre-
sponding measurements in the same jet multiplicity without a b-tagging requirement, which
results in a significant suppression of the backgrounds. The situation is different in the e±µ∓
final state, where the b-tagging requirement gives a slightly worse precision, primarily due to
added uncertainty on the rate of b-tagged events. The measurements in events selected with
one jet, where the total number of events is smaller and the fraction of backgrounds is larger,
have a substantially larger uncertainty compared to the selections with at least two jets.
In addition to the selections used for the main results presented in this analysis, alternative
selections were applied to the same data sample and most of the steps of this analysis were
reproduced. One analysis used calorimeter jets and missing transverse energy, both corrected
using tracks reconstructed in the silicon tracker [40, 43]. Another analysis applied lepton iden-
tification and isolation requirements based on quantities provided by the particle flow algo-
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Table 2: The number of dilepton events observed in data, the background estimates, the total
signal acceptance A (with systematic uncertainties), and the resulting tt cross section measure-
ments are shown for each of the dilepton samples, from samples of events with one and more
than one jet, and with and without at least one b tag. The simulated background estimates
are the sum of the Z/γ? → τ+τ−, VV, and single top contributions. The two uncertainties
on the cross section measurements are the statistical and systematic contributions, respectively,
excluding the 4% luminosity normalization uncertainty.
Final state e+e− µ+µ− e±µ∓
At least two jets, no b-tagging requirement
Events in data 23 28 60
Simulated backgrounds 1.4± 0.3 1.5± 0.3 5.2± 1.2
Z/γ? → e+e−/µ+µ− 3.0± 1.8 7.4± 4.1 –
Non-W/Z 1.1± 1.4 0.6± 1.1 1.4± 1.6
All backgrounds 5.5± 2.3 9.5± 4.3 6.7± 2.0
Total acceptance A (%) 0.259± 0.021 0.324± 0.025 0.928± 0.057
Cross section (pb) 189± 52± 29 159± 45± 39 160± 23± 12
At least two jets, at least one b-jet
Events in data 15 24 51
Simulated backgrounds 0.7± 0.2 0.8± 0.3 2.5± 0.7
Z/γ? → e+e−/µ+µ− 0.7± 0.7 2.6± 1.8 –
Non-W/Z 0.9± 1.2 0.3± 0.8 0.5± 1.1
All backgrounds 2.3± 1.4 3.8± 2.0 3.0± 1.4
Total acceptance A (%) 0.236± 0.022 0.303± 0.028 0.857± 0.068
Cross section (pb) 150± 46± 22 186± 45± 25 156± 23± 13
One jet, no b-tagging requirement
Events in data 8 10 18
Simulated backgrounds 1.6± 0.4 1.9± 0.4 3.6± 0.9
Z/γ? → e+e−/µ+µ− 0.2± 0.3 5.2± 4.3 –
Non-W/Z 0.3± 0.5 0.1± 0.4 1.3± 1.3
All backgrounds 2.1± 0.7 7.1± 4.3 4.9± 1.5
Total acceptance A (%) 0.058± 0.007 0.074± 0.008 0.183± 0.024
Cross section (pb) 282± 135± 45 107± 119± 163 200± 65± 35
rithm [43, 47]. Corresponding analyses based on these alternative selections provide results
compatible with the performance of the analysis presented here.
5.4 Combination of cross section measurements
The cross section measurements detailed in the previous section are combined to produce a
final overall value. The combination is done using the best linear unbiased estimator (BLUE)
technique [48], which accounts for correlations between different contributions. This combi-
nation includes statistically correlated contributions from the events selected with at least two
jets with and without a b-tagging requirement. The correlation coefficients estimated with toy
simulation are 75%, 85%, and 90% in the e+e−, µ+µ−, and e±µ∓ final states, respectively. The
combination of all nine measurements shown in Table 2 has a χ2 value of 2.5 for eight degrees
of freedom. The combined value of the cross section is
σ(pp→ tt) = 168± 18 (stat.)± 14 (syst.)± 7 (lumi.) pb. (2)
16 6 Measurement of the top quark mass
Alternatively, a combination of statistically independent measurements was performed us-
ing non-overlapping contributions: events with only one jet and events with dielectrons and
dimuons with at least two jets and at least one b-tagged jet are combined with electron-muon
events with at least two jets. A result consistent with the value in Eq. (2) was obtained in this
combination.
5.5 Ratio of tt and Z/γ? cross sections
A measurement of the ratio of the tt and Z/γ? production cross sections is less sensitive to the
various systematic uncertainties than the tt cross section itself. The ratio does not depend on
the integrated luminosity and has a substantially reduced dependence on the lepton selection
efficiencies. Events from Z/γ? → e+e− and µ+µ− selected by requiring just two identified,
oppositely charged isolated leptons, as described in Section 4, are used to measure the Z/γ?
production cross section. Since the same lepton selection criteria are used, the simulation-to-
data corrections on the lepton efficiencies cancel out in the ratio.
The number of data events passing the event selection criteria with a dilepton invariant mass
in the range of 76 < M`` < 106 GeV/c2 is 10 703 (13 594) for the e+e− (µ+µ−) final state. Back-
grounds are less than 1% and are ignored. After correcting for the lepton selection efficiency
described in Section 5.2.1 using the NLO generator POWHEG, the measured production cross
section averaged for Z/γ? → e+e− and µ+µ− is 961± 6 pb, where the uncertainty is statisti-
cal. The Z/γ? cross section reported here is computed relative to the dilepton final states in the
range of 60 < M`` < 120 GeV/c2, as reported in [35, 38]. These can be compared to the expected
value of 972± 42 pb, computed at NNLO with FEWZ. There is a remaining 2.2% systematic un-
certainty on the average Z/γ? cross section measurement that is relevant for the ratio: 2.0% for
the µ+µ− and 2.5% for the e+e−events, of which 2.0% is common.
The resulting ratio of the tt and Z/γ? → e+e− and µ+µ− cross sections is found to be:
σ(pp→ tt)
σ(pp→ Z/γ? → e+e−/µ+µ−) = 0.175± 0.018 (stat.)± 0.015 (syst.). (3)
The relative total uncertainty of 14% on the ratio is marginally better than the total uncertainty
on the tt cross section, as the dominant uncertainties specific to the tt measurement remain
and the Z/γ? part of the measurement introduces an additional small uncertainty. The total
uncertainty on the ratio is approximately the same as that on the ratio of the SM predictions for
the cross sections. Thus, this measurement can already be useful in restricting the parameters
(e.g., PDFs) used in the SM predictions.
6 Measurement of the top quark mass
Many methods have been developed for measuring the top quark mass mtop in the dilepton
channel. The Matrix Weighting Technique (MWT) [13] was one approach used in the first mea-
surements with this channel [13, 49]. Other approaches were developed later, for example the
fully kinematic method (KIN) [12]. The average of the measurements in the dilepton channel
is 171.1 ± 2.5 GeV/c2 [8]. In the present measurement, improved versions of the MWT and
KIN algorithms are used. The improved methods KINb (KIN using b-tagging) and AMWT
(analytical MWT) are discussed in the following in detail.
The reconstruction of mtop from dilepton events leads to an under-constrained system, since
the dilepton channel contains at least two neutrinos in the final state. For each tt event, the
kinematic properties are fully specified by 24 variables, which are the four-momenta of the 6
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particles in the final state. Of the 24 free parameters, 23 are known from different sources: 14
are measured (the three-momenta of the jets and leptons, and the two components of the E/T)
and 9 are constrained. The system can be constrained by imposing the W boson mass to its
measured value (2 constraints), by setting the top and anti-top quark masses to be the same (1),
and the masses of the 6 final state particles to the values used in the simulation [25] (6). This
still leaves one free parameter that must be constrained by using some hypothesis that depends
on the method employed.
A subset of the events selected for measuring the top quark pair production cross section is
used to determine mtop. To ensure a good kinematic reconstruction, only events with at least
two jets are used. In addition to the E/T > 30 GeV requirement for the e+e− and µ+µ− dilepton
events, a E/T > 20 GeV cut is introduced for the e±µ∓ channel in order to achieve a better ~E/T
direction resolution, which directly reflects on the mtop resolution.
A key difference with respect to previous measurements of mtop is the choice of the jets used
to reconstruct the top quark candidates. Because of initial-state radiation, the two leading jets
(i.e., the jets with the highest pT) may not be the ones that originate from the decays of the
top quarks. The fraction of correctly assigned jets can be increased by using the information
provided by b-tagging. Therefore, b-tagged jets in an event are used in the reconstruction, even
if they are not the leading jets. When no jet is b-tagged, the two leading jets are used. If there
is a single b-tagged jet in the event, it is supplemented by the leading untagged jet. Using MC
simulation, we find that the fraction of events in which the jets used for the reconstruction are
correctly matched to the partons from the top quark decay is significantly increased by this
method. The number of observed and expected events in each b-tag multiplicity is shown in
Table 3.
Table 3: Total number of dilepton events in each b-tag multiplicity. The quoted uncertainties
include the statistical uncertainty and the uncertainties for jet energy scale variation and the
b/mis-tagging efficiency variation, which cancels out in the last row. The uncertainty due to
the luminosity is not shown.
b-tag multiplicity Data Total expected tt signal Total background
= 0 b-tag 19 15.7 ± 0.6 +12−8 6.8 ± 0.2 +7−3 8.9 ± 0.6 +6−5
= 1 b-tag 35 40.6 ± 0.5 +17−13 35.5 ± 0.4 +9−8 5.1 ± 0.4 +8−6
≥ 2 b-tags 48 51.4 ± 0.5 +14−16 49.2 ± 0.5 +11−15 2.2 ± 0.2 +3−1
Total 102 107.7 ± 0.9 +3−2 91.5 ± 0.7 +2−1 16.2 ± 0.7 +1−1
6.1 Mass measurement with the KINb method
In the fully kinematic method KINb, the kinematic equations describing the tt system are
solved many times per event for each lepton-jet combination. Each time, the event is recon-
structed by varying independently the jet pT, η and φ, and the ~E/T direction; resolution effects
are accounted for by reconstructing the event 10000 times, each time drawing random num-
bers from a normal distribution with mean equal to the measured values and width equal to
the detector resolution obtained from the data. For each variation, the unmeasured longitudi-
nal momentum of the tt system ptt¯z is also drawn randomly from a simulated distribution. The
ptt¯z value, which is minimally dependent on mtop, is used to fully constrain the tt system. For
each set of variations and each lepton-jet combination, the kinematic equations can have up to
four solutions, and the one with the lowest invariant mass of the tt system is accepted if the
difference between the two top quark masses is less than 3 GeV/c2. For each event, the accepted
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solutions of the kinematic equations corresponding to the two possible lepton-jet combinations
are counted. The combination with the largest number of solutions is chosen, and the mass
value mKINb is found by fitting the mtop distribution of all the solutions from the event with a
Gaussian function in a 50 GeV/c2 window around the peak of the distribution. When the num-
ber of solutions found for the two combinations is similar (i.e., with a difference of less than
10%), the combination with the highest peak is chosen. An example of the distributions from
the two lepton-jet combinations for one event is shown in Fig. 6. Events with no solutions do
not contribute to the mtop measurement; in simulation, solutions are found for 98% of signal
events and 80% of background events, thereby providing additional background rejection. The
lepton-jet pair is correctly assigned in 75% of the cases.
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Figure 6: Top quark mass solutions for the KINb method for the two lepton-jet combinations
after smearing the jet energy resolution for one selected event in data. The combination #1 is
chosen in this case; the dashed line corresponds to the Gaussian fit used to estimate mKINb (see
text).
Because of the presence of background and misreconstructed signal, a two-component (signal
plus background), unbinned maximum likelihood fit of the mKINb distribution is used to ob-
tain an unbiased estimate of mtop. The free parameters in the likelihood fit are mtop and the
numbers of signal and background events. The fit uses signal and background shapes of the
mtop distribution that are produced from simulation for different values of mtop, and which are
fixed in the fit. The signal and background shapes may resemble each other as a function of
mtop. Therefore, the number of background events is constrained to the expected value by a
Gaussian term in the likelihood. The signal shape is obtained with a simultaneous fit to simu-
lated tt samples, generated with mtop values between 151 and 199 GeV/c2 in steps of 3 GeV/c2,
of a Gaussian+Landau distribution with parameters that are linear functions of mtop. Separate
distributions are used for the three samples with 0, 1, and 2 or more b-tagged jets, and the back-
grounds are added in the expected proportions. The relative contribution of Z+jet events to the
total background is determined from data by counting the number of dilepton events with an
invariant mass near the Z-boson peak (|m`` −mZ| < 15 GeV/c2). The other background contri-
butions are taken from simulation.
In order to minimise any residual bias resulting from the parameterisations of the signal and
background mKINb distributions, pseudo-experiments are performed using simulated dilep-
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Figure 7: (Top) Fitted top quark mass values mout using the KINb algorithm from simulated
pseudo-experiments, including signal and background processes, as a function of the actual
top quark mass used in the simulation (min). A linear fit to the points is also shown. (Bottom)
The difference (bias) between the linear fit and the actual reconstructed values from the pseudo-
experiments. The bias is shown after calibrating the signal parametrisation.
ton events generated with different mtop values. The resulting mtop distributions are used
to calibrate the parametrisation of the signal template. We find an average bias on mtop of
−0.7± 0.2 GeV/c2, which we use to correct our final value. Figure 7 shows the linearity (top
plot) and the residual bias (bottom plot) of the fit, after applying the calibration corrections.
The left plot in Fig. 8 shows the mKINb mass distribution from data and the result of the fit. The
insert displays the variation of the likelihood L used in the fit, −2 ln(L/Lmax) as a function of
mtop.
6.2 Mass measurement with the AMWT method
In the analytical matrix weighting technique (AMWT), the kinematic equations describing the
tt system are solved many times per event. The mass of the top quark is used to fully constrain
the tt system. The analytical method proposed in Ref. [50] is used to determine the momenta
of the two neutrinos. For a given top quark mass hypothesis, the constraints and the measured
observables restrict the transverse momenta of the neutrinos to lie on ellipses in the px-py plane.
If we assume that the measured missing transverse energy is solely due to the neutrinos, the
two ellipses constraining the transverse momenta of the neutrinos can be obtained, and the
intersections of the ellipses provide the solutions that fulfil the constraints. With two possible
lepton-jet combinations, there are up to eight solutions for the neutrino momenta for a given
hypothesis of the top quark mass.
Each event is reconstructed many times using a series of input mtop values between 100 and
300 GeV/c2 in 1 GeV/c2 steps. Typically, solutions are found for the neutrino momenta that are
consistent with all constraints for large intervals of mtop. In order to determine a preferred
value of mtop, the following weight is assigned to each solution [51]:
w =
{
∑ F(x1)F(x2)
}
p(E∗`+ |mtop)p(E∗`− |mtop), (4)
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Figure 8: Reconstructed top quark mass distributions from the KINb (left) and AMWT (right)
methods. Also shown are the total background plus signal models, and the background-only
shapes (shaded). The insets show the likelihoods as functions of mtop.
where xi are the Bjo¨rken x values of the initial-state partons, F(x) is the PDF, the summation
is over the possible leading-order initial-state partons (uu¯, u¯u, dd¯, d¯d, and gg), and the term
p(E∗|mtop) is the probability of observing a charged lepton of energy E∗ in the rest frame of the
top quark, for a given mtop. For each value of mtop, the weights w are added for all solutions.
Detector resolution effects are accounted for by reconstructing the event 1000 times, each time
drawing random numbers for the jet momenta from a normal distribution with mean equal
to the measured momentum and width equal to the detector resolution. The weight is aver-
aged over all resolution samples for each event and mtop hypothesis. For each event, the mtop
hypothesis with the maximum averaged weight is taken as the reconstructed top quark mass
mAMWT. Events that have no solutions or that have a maximum weight below a threshold value
are discarded. Based on simulations, we expect this requirement to remove about 9% of the tt
and 20% of the Z+jet events from the sample.
A likelihood L is computed for values of mtop between 151 and 199 GeV/c2 in steps of 3 GeV/c2,
using data in the range 100 < mAMWT < 300 GeV/c2. A unique shape determined from MC is
used for each b-tag category, where the peak mass distribution of each individual contribution
is added according to its expected relative contribution. For the Z+jet background, both the
distribution and its relative contribution are derived from data in the Z-boson mass window
(c.f. Section 5.1.1). For the other contributions (signal, single top production, non-dileptonic
decays of tt pairs), the distributions predicted by the simulation are used. Further background
contributions are negligible and are not taken into account in the fit.
We determine the bias of this estimate using ensembles of pseudo-experiments based on the
expected numbers of signal and background events, as shown in Fig. 9. A small correction
of 0.3± 0.1 GeV/c2 is applied to the final result to compensate for the residual bias introduced
by the fit (Fig. 9, left). The width of the pull distribution is on average about 4% smaller than
1.0, indicating that the statistical uncertainties are overestimated (Fig. 9, right). The statistical
uncertainty of the measurement is therefore corrected down by 4%.
Figure 8 (right) shows the predicted distribution of mAMWT summed over the three b-tag cate-
gories for the case of simulated mtop = 175 GeV/c2, superimposed on the distribution observed
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in data. The minimum of − ln(L), determined from a fit to a quadratic function, is taken as the
measurement of mtop.
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Figure 9: Mean mass bias (left) and pull width (right) for different mass hypotheses in pseudo-
experiments for the AMWT method. The red solid line represents the linear fit used to deter-
mine the correction to apply in order to minimise the residual bias. The average pull width of
0.96 is shown with a dashed line.
6.3 Systematic uncertainties
The sources of systematic uncertainties considered for the mass measurement are the same as
those described in Section 5.2, and the most important contributions are summarised in Table 4.
The dominant source of uncertainty is the jet energy scale (JES), composed of an overall jet
energy scale and a b-jet specific energy scale [41]. The jet and lepton energy scales have a
direct impact on the measurement since they shift the momenta of the reconstructed objects,
and hence the measured mass. The JES yields the largest single uncertainty, and is estimated
by generating pseudo-experiments from MC event samples for which the JES is varied by its
uncertainty, and fitting them with the templates derived with the nominal JES.
The modelling of the underlying event is studied by comparing results from simulated pseudo-
experiments generated with MADGRAPH and PYTHIA using two different parameter sets for
the generation of the underlying event (Z2 and D6T) [52]. The uncertainty due to pileup is
evaluated from pseudo-experiments containing tt events with the inclusion of a number of
pileup events similar to that in data (approximately two pileup events on average). An increase
in the reconstructed mass is observed, and the full shift is used as the uncertainty. The effect
due to the scale used to match clustered jets to partons (i.e., jet-parton matching) is estimated
with dedicated samples generated by varying the nominal matching pT thresholds by factors
of 2 and 1/2. Effects due to the definition of the renormalisation and factorisation scales used
in the simulation of the signal are studied with dedicated MC samples with the scales varied by
a factor of two. The residual bias resulting from the fit calibration procedure is estimated from
the deviation in the reconstruction of the top quark mass measured from pseudo-experiments
using different mass points, as described in Sections 6.1 and 6.2.
Additional uncertainties come from the modelling of the signal templates (MC generator),
which are studied by comparing the results of the pseudo-experiments using the reference
samples to samples from the ALPGEN and POWHEG generators. The uncertainties related to
the PDF used to model the hard scattering of the proton-proton collisions is estimated by using
pseudo-experiments for which the distribution of mtop is obtained after varying the PDF by
its uncertainties using the PDF4LHC prescription [53, 54]. The uncertainty due to b-tagging is
evaluated by varying the efficiency of the algorithm by 15% and the mistag rate by 30% [42].
22 6 Measurement of the top quark mass
The tagging rate is varied according to the flavour of the selected jet as determined from the
MC simulation. This affects the choice of the jets used in the reconstruction of mtop, and causes
the migration of events from one b-tagging multiplicity to another.
A summary of the systematic uncertainties are given in Table 4 for the two algorithms, along
with their correlations and combined values. Other sources of uncertainty including template
statistics, initial- and final-state radiation, background template shape and normalisation, and
E/T scale, each yield uncertainty on mtop of less than 0.5 GeV/c2. They are included in the mea-
surement but are omitted from Table 4.
Table 4: Summary of the systematic uncertainties (in GeV/c2) in the measurement of mtop, for
the two different algorithms, together with their correlations and combined values.
Source KINb AMWT Correlation factor Combination
Overall jet energy scale +3.1/–3.7 3.0 1 3.1
b-jet energy scale +2.2/–2.5 2.5 1 2.5
Lepton energy scale 0.3 0.3 1 0.3
Underlying event 1.2 1.5 1 1.3
Pileup 0.9 1.1 1 1.0
Jet-parton matching 0.7 0.7 1 0.7
Factorisation scale 0.7 0.6 1 0.6
Fit calibration 0.5 0.1 0 0.2
MC generator 0.9 0.2 1 0.5
Parton density functions 0.4 0.6 1 0.5
b-tagging 0.3 0.5 1 0.4
The fits described above can be turned into a measurement of the b-jet energy scale if the top
mass is constrained in the fit by using an independent determination. To this end, the top mass
has been fixed at the current world average value of 173.3± 1.1 GeV/c2 [8] and the JES left free
to vary. The JES determined in this manner, from a sample composed primarily of b-jets, is
within 4.8% of the nominal CMS JES [41]. The uncertainty on the nominal CMS JES is 3.5–6%
depending on jet pT and η.
6.4 Combination of mass measurements
The BLUE method [48] is used to combine the KINb and AMWT measurements, with the asso-
ciated uncertainties and correlation factors. The statistical correlation between the two meth-
ods, which is used to define the contribution of the statistical uncertainties to the error matrix
in the combination, is determined to be 0.57 from pseudo-experiments with mtop = 172 GeV/c2.
In order to check the statistical properties of the combination procedure, the statistical error
matrix is computed for each pseudo-experiment and the combination is carried out assuming
no systematic uncertainties are present. Before proceeding with the combination, the statisti-
cal uncertainties are rescaled by the width of the pull distributions so that the pulls with the
rescaled uncertainties have an r.m.s. equal to one. The distributions characterising the result
of the combination are shown in Fig. 10. The width of the pull distribution of the combined
measurements is very close to unity and no further corrections to the statistical uncertainty
returned by the combination are needed.
Systematic uncertainties common to the methods are assumed to be 100% correlated. When in-
dividual measurements have asymmetric uncertainties they are symmetrized before the com-
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Figure 10: Combined top quark mass measurements (left) and uncertainties (right) for pseudo-
experiments with mtop = 172 GeV/c2. The result of the fit is shown by the blue line in the left
plot. The statistical uncertainty obtained from the combined fit is shown by the vertical blue
line superimposed on the expected uncertainty distribution.
bination, under the assumption that such asymmetries are not significant and originate from
fluctuations in their determination. The results of the combination are presented in Table 5,
along with the individual measurements and the weight they have in the combined result.
Table 5: Summary of measured top quark mass for the KINb and AMWT methods with the
contributing weights to the combined mass value. The χ2/dof and p-value of the fit are also
given.
Method Measured mtop (in GeV/c2) Weight
AMWT 175.8± 4.9 (stat.)± 4.5 (syst.) 0.65
KINb 174.8± 5.5 (stat.)+4.5−5.0 (syst.) 0.35
Combined 175.5± 4.6 (stat.)± 4.6 (syst.) χ2/dof = 0.040 (p-value = 0.84)
7 Summary
Top quark pair production in proton-proton collisions at
√
s = 7 TeV has been studied in a data
sample corresponding to an integrated luminosity of 36 pb−1 collected by the CMS experiment
in 2010. The analysis is based on events with jets, missing transverse energy, and two energetic,
well identified, isolated leptons. Consistent measurements of the tt production cross section are
obtained from nine final states characterised by combinations of lepton flavour ( e+e−, µ+µ−,
e±µ∓) and number and type of reconstructed jets (one jet, two jets with no b-tagged jets, two
jets with at least one b-tagged jet). The combination of these measurements yields σtt¯ = 168±
18(stat.)± 14(syst.)± 7(lumi.) pb, in agreement with standard model expectations. The ratio of
production cross sections for tt and Z/γ? is measured to be 0.175± 0.018(stat.)± 0.015(syst.),
where the average of the measured dielectron and dimuon Z/γ? cross sections in the mass
range of 60–120 GeV/c2 has been used.
The same data sample has been used to perform two measurements of the top quark mass using
two different kinematic algorithms. The combined result from the two methods is: mtop =
175.5± 4.6(stat.)± 4.6(syst.)GeV/c2. This is the first measurement of the top quark mass at the
LHC. With the first year of data-taking, the precision of our top quark mass measurement is
already close to that of the Tevatron in the same final state.
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