The concept of structured singular value was recently introduced by Doyle as a tool for analysis and synthesis of feedback systems with structured uncertainties. It is a key to the design of control systems under joint robustness and performance speciftcations and it nicely complements the H m approach to control system design. This note proposes an equivalent detlnition of the structured singular value, leading to a fast algorithm for its computation. The speedup over previously proposed methods is at least of one order of magnitude. Due to lack of space, proofs are given elsewhere.
Introduction and preliminaries
The concept of structured singular value was recently introduced by Doyle [l] as a tool for analysis and synthesis of feedback systems with structured uncertainties. It is a key to the design of control systems under joint robustness and performance speciflcations and it nicely complements the H" approach to control system design I2j. This note proposes an equivalent deflnition of the structured singular value, leading to a fast algorithm for its computation. The speedup over previously proposed methods is at least of one order of magnitude.
We will make use of the following notation and nomenclature. largely impired from that used in Ilj. We will call block-structure of size m any m -tuple k = (k 1, . ,km ) of positive integers'. Given a block-structure k of size m , we will invoke the projection matrices pi = diag (ok,, ' ' ' ,Ok,-',Ik, ,Ok,+,. . . . ,ok,) ,
where, fc.r any positive integer k , is the k X k identity matrix and O b the k X k zero matrix: the family of diagonal matrices
the family of block unitary matrices
and, for any positive scalar 6, the family of block diagonal matrices
where denotes the largest singular value.
-411 of the above have dimension n X n , where
The structured singular value of a complex n X n matrix M with respect to block-structure k is deflned in !I: as the positive number p having the property that det(I-.VA)#O for all A E X 6
if, and only if,
Two approaches are considered in :1j for the computation of p , respectively based on the identities
Thls corresponds, In the terrnlnoiogy of I!. t o structures with no repeated blocks.
where p denoces the spectral radius, and, for block-structures of size less than four', The flrst approach is discarded in [I! because the optimization problem it involves generally has non-global maxima. In the second approach, the function to be minimized can be replaced by a certain convex function (see i4] ) and thus all stationary points are global minima. Algorithms are available for solving this kind of problems (e.g.. 151 ) and this yields a reliable way of computing p for block-structures of size less than four.
However such algorithms are iterative in nature, thus requiring a large number of function evaluations, each of which involves a CPU demanding singular value decomposition.
In view of the above, there is need for a last. reliable method for computing p for any block-structure. The results presented in this note represent a significant step in That direction. They lead to an algorithm for computing p that (i) is proven to yield the correct result for blockstructures of size less than four, (iij in most (possibly all) cases is an order of magnitude faster than algorithms solving (Q), and (iii) appears promising for block-structures of size four or more.
Main results
In all the theorems below, -bf is a complex n X n matrix and p is its structured singular value with respect to structure k . The proofs of these theorems can be found in 16:. Theorem 1. The following two relations hold (and. in both, the 'rnax' is achieved):
Furthermore, both equalities are preserved if the maximization is restricted to the unit sphere { z E c " I 11% ~ \ = 1) or to the unit ball Iz E C " 1 l l z l I 5 1 ) . 
Remark. The maximizer in
(10) and (11) is clearly non-unique, for if unit magnitude.
2 * is such a maximizer, 6 X ' is also one, for any complex number 0 of A major difference between expressions (8) and (9) on the one hand, and (10) and (11) on the other band, is that the objective and constraints appearing in the latter are inexpensive to compute and that, after squaring all the norms, objective and constraints in the latter are smooth. However, it is not clear whether the global maximum in these optimization problems can easily be obtained. Theorem 2 partially answers this question. In order to state it, we need to introduce some deflnirions.
Suppose does not hold, this test still provides a suficient condition and an initial guess D for (P2) in case of failure4. Thus a reasonable approach to computing p(M) would be as follows. First solve ( P l ) using a local optimization algorithm. This will be very fast since problem ( P l ) is smooth and the objective and constraints inexpensive to evaluate. Second, check for global optimality as just suggested. It is hoped t,hat, with an appropriately selected init,ial guess for (Pl), the outcome of this test will in most cases be positive. Third, if necessary, solve problem (P2) starting from the initial guess provided by Theorem 2
To conclude this section, let us mention that, as a generalization Of Theorem 2, solutions c" to (8) , D ' to (9) when it yields p , and X * t,o (10) and (ll) , can all easily be obtained from each other. In case (9) Experiments were performed on two types of problems. The flrst type of problems involve computation of the structured singular value for a number of independently randomly generated matrices for which (9) holds. In the second type of problems, the structured singular value was computed over a range of frequencies for a few rational transfer function matrices. Coefficients in t'he entries of these matrices were randomly generated.
Problem (P2) was solved using an algorithm due to one of the authors 151, to our knowledge the best algorithm currently available for this problem. Locally around the solution, this algorithm generally performs Newton iterations. Problem (Pl) was solved using an algorithm combining Hanvell routine VF02AD [7] , based on a successive-quadraticprogramming type algorithm due to Powell [a] , and a Xewton iteration on both primal and dual variables. Again the latter was used in the neighborhood of a solution.
Very encouraging results were obtained. In 85 to 90 percents of the problems of the flrst type the correct value of p was obtained directly by solving (Pl), without need to resort to problem (P2). The typical speedup, in comparison with the CPU time required by algorithm in [5] solving (Q), was around one order of magnitude. In the experiments of the second type (four transfer matrices tried) the correct value for p was always obtained, for all values of frequency. Again, the typical speed-up was of one order of magnitude. More details about these experiments are given in i6j.
