In continuous time, rates of convergence of density estimators fluctuate with the nature of observed sample paths. In this paper, we give a family of rates reached by the kernel estimator and we show that these rates are minimax. Finally, we study applications of these results for specific classes of processes including the Gaussian ones.
INTRODUCTION
Density estimation in continuous time leads to rates of convergence who are somewhat different from those obtained in discrete time. If observed sample paths are irregular enough, the classical estimator reach the so-called parametric rate. This means that the asymptotic quadratic error is O 1 T where T is the time of observation. Castellana and Leadbetter ( [11] ) have first pointed out this surprising fact. Further results appear in Bosq ([6] - [10] ), Cheze-Payaud ( [12] ), Leblanc ([19] ) and Kutoyants ([16] - [18] ). Especially Kutoyants gives the exact minimax constant for an ergodic diffusion process with known diffusion coefficient. Concerning the case of regular sample paths Bosq ([8] , [10] ) has obtain that the minimax optimal rate is T −δ where δ belongs to ]0, 1[ and depends on the regularity of the unknown density and the dimension of data. It is noteworthy that this rate is the same as in the discrete case. . In the current paper our purpose is to exhibit a whole class of rates which strongly depend on the local behaviour of the joint density f (X 0 ,Xu) when |u| is small. We prove that these rates are minimax in a specific sense; namely if the kernel estimator reaches an intermediate rate over one class of processes, say X γ , then this rate turns to be minimax over X γ .
The rest of the paper is organized as follows; in Section 2 we derive the so-called intermediate rates.
In section 3, we show our minimax results. Some examples and applications are given in section 4. A short discussion of our results appears in section 5 and proofs are postponed to section 6. , which are k times differentiable and such that If f (X s ,X t ) , the joint density of (X s , X t ), does exist for s = t we finally set
We begin by recalling a statement (cf. Bosq, [8] ) which specify a set of necessary conditions to get parametric rate.
Theorem 2.1 If the following assumptions hold:
(a) g s,t = g |t−s|,0 exists for t = s and
In order to obtain intermediate rates of convergence, we now have to search processes satisfying assumption (c) of theorem 2.1. Using a corollary of theorem 5.4 appearing in Castellana and Leadbetter ( [11] ), we may formulate a general sufficient condition to get such rates.
Theorem 2.2 For all X ∈ X and if (a) f is a bounded density of
(1)
To get more precise rates reached by the kernel density estimator, we may choose the bandwidth h T in order to balance previous quantities. The term of variance (2) induces the following bandwidth choice:
Remark that functions γ(T ) and ξ(T ) are in fact strongly connected, γ(T ) may always be deduced from relation (1) with a primary choice of ξ(T ). Now if one set ξ(
where f g means that f and g are of same order, we obtain the general following theorem. 
we have for h T = c
with
Note that theorem 2.3 include also the optimal and parametric cases. Specific choices of function γ yield to the following corollary. 
Note finally that all rates may depend on the local behaviour of sample paths as well as on properties of asymptotical independence of processes (respectively described with the behaviour of g u near the origin and for large u).
MINIMAX RATES
Previous results establish that rates of convergence for the kernel density estimator fluctuate with nature of function g u . With a minimax point of view, we now prove that these intermediate rates are optimal in the continuous time context. Let X * be the set of processes belonging to X and such that f is a bounded density with f (x) = 0. For a constant N (N ≥ 0) well chosen (see below first part of the proof of lemma 3.1), we define on [N, +∞[ the following functions:
where α et β are real positive known constants such that:
To each function γ α,β , we finally associate the set X γ (M ) including all processes for which the kernel density estimator has a given rate of convergence:
The next theorem shows that the rate is minimax over this class of processes. 
So we establish that if the kernel density estimator reaches a precise intermediate rate of convergence, no better estimator does exist. Note also that we have sup
will be in particular finite for all bounded estimators (like the kernel estimator). Theorem 3.1 also implies that we find again the minimax rates appearing in Kutoyants ([16] ) and Bosq ([8] , [10] ).
Corollary 3.1 Using notations of theorem 3.1, (a) let X be the set of processes satisfying assumptions (a) of theorem 2.3 and such that
where
and lim inf
Note finally that for strongly mixing processes, Bosq ([8] , [10] ) also shows that the rate (8) is minimax.
The following auxiliary lemma deals with properties of ϕ * , the inverse function of ϕ, and will be invoked in the proof of theorem 3.1.
Lemma 3.1
Let N be a positive constant and γ α,β , ϕ be the functions defined by (7) then we have
.
In order to simplify presentation of our results we have establish theorem 3.1 only for functions defined by (7) . Actually the rates of convergence remain minimax for more general functions.
Corollary 3.2 Let γ(t) and ϕ(t) = t/γ(t) be the functions defined over [N, +∞[ with T γ(T ) → +∞ as T → +∞ and such that ϕ *
, the inverse function of ϕ, does exist and satisfies
then theorem 3.1 is still valid.
APPLICATIONS AND EXAMPLES
We now give examples of processes for which the kernel estimator does exactly reach minimax rates (γ(T )/T )
, twice continuously differentiable and such that f ∞ ≤ b, f (2) ≤ b where f (2) stands for every partial derivative of order 2. Note that
. Let X δ be a family of all processes satisfying:
(v) there exists a positive function Ψ u (., .) such that
where Ψ 0 is a positive function non-identically null and ε T → 0 as T → +∞. Remark that Gaussian processes belong to families X δ (this last example is evolved in corollaries 4.3 and 4.4).
2) if δ > 1 and
Remarks: (i) If δ < 1, it is easy to check that assumptions of Corollary 2.1(a) are satisfied, hence parametric rate is reached again.
(ii) The rate of convergence (15) decreases as δ increases, so very large δ (δ → +∞) yields to optimal rate (6) obtained if one knows nothing about local behaviour of f (X 0 ,Xu) . Next theorem establishes that previous rates are exactly reached by the kernel density estimator.
Theorem 4.2
For all X ∈ X δ and if K is a strictly positive kernel, we get
With bandwidth choices indicated in Theorem 4.1, one obtains the following corollary for the mean-square error.
As an easy consequence of theorem 3.1, we get that previous intermediate rates of convergence are also minimax. (ln t) 1+d/4 and lim inf
All previous results may apply to the specific example of Gaussian processes. As established in Blanke and Bosq ([5] ), if the observed process is real and mean-square differentiable, the convergence rate of the kernel density estimator is ln T /T ; furthermore this rate now appears as minimax. 
and this rate is minimax in the sense of the first part of corollary 4.2.
We also can generalize the previous corollary to multidimensional Gaussian processes. Here only stationary zero-mean multidimensional Gaussian processes made up with d mutually independent, real and zero-mean Gaussian processes are considered. We denote respectively by σ i and ρ i , the variances and autocorrelations of these processes. We suppose moreover that all satisfy 1 
and this rate is minimax in the sense of corollary 4.2(a) when d < 4; (c) if ad > 1, for any positive kernel K of the set H
1,1 , lim sup T →+∞ T 4ad 4ad+d(ad−1) E (f T (x) − f (x)) 2 < +∞, lim inf T →+∞ T 4ad 4ad+d(ad−1) E (f T (x) − f (x)) 2 > 0,
and these rates are minimax in the sense of corollary 4.2(b) when a > 2 d+4
. For example, if X t = (U t , V t ) where (U t ) and (V t ) are independent OrnsteinUhlenbeck processes (a = 1/2, d = 2), the convergence rate is ln T /T (one obtains 1/T for d = 1). If (U t ) and (V t ) are independent and mean-square differentiable real Gaussian processes (a = 1, d = 2), the rate of convergence is then T −4/5 . We now study an example of non Gaussian processes. Let us consider a stationary process with marginals following a Student law, the joint density is given by (Tong, [24] ):
, where ρ(.) is the autocorrelation of the process when ν ≥ 3.
As for the Gaussian case (see proof of corollary 4.3), one may show that assumptions (11) to (13) 
, where c 1 and c 2 are positive constants such that for u ∈]0, u 0 [,
Finally consider the following model:
We now give sufficient conditions which allow to obtain intermediate rates of convergence based on the data (X t , 0 ≤ t ≤ T ).
(i) (Y t ) is a stationary measurable process with a bounded marginal density denoted by ϕ, and such that the joint density ϕ (Y 0 ,Y u ) satisfies the conditions lim sup
where ξ and γ are linked with relations (1)- (3).
(ii) (Z t ) is a stationary measurable process with density ζ and such that
where ζ (Z 0 ,Zu) is the joint density of (Z 0 , Z u ). If moreover (Y t ) and (Z t ) are independent processes, we get the following result.
Corollary 4.5 If the process (X t ) has decomposition (16) then under assumptions (i)-(ii)
and if h T = c
Note also that if, for example, ϕ ∈ C 2,d (b) then one gets f ∈ C 2,d (b). As a special case, we finally have the following corollary.
Corollary 4.6 Under assumptions (i)-(ii) and if (Y t ) is a Gaussian process satisfying assumptions of corollary 4.3 then for all (X t ) having the decomposition (16) and if
h T = ln T T 1/4 , lim sup T →+∞ T ln T E X (f T (x) − f (x)) 2 < +∞.
Discussion
We have seen that a great variety of rates appear when continuous data are considered. In practice, it should be noticed that in general data appear under one of the two following forms: 1) discrete data, 2) regularized sample paths, for example by convolution. An open problem is then of the choice of the discretization step in order to preserve the minimax speeds of convergence of density estimators. In the parametric case, we refer to Bosq ([8] ) for the choice of a suitable sampling scheme, the general case is in preparation. Note also that results upon kernel density estimators built from regularized sample paths may be found in Blanke ([4] ).
PROOFS OF THE RESULTS

Proof of Theorem 2.2
We apply the classical decomposition "variance + bias 
(1) Majoration of the variance term.
, the variance of the estimator is then given by
We get by Schwarz inequality,
Firstly, dominated convergence theorem implies
On the other hand, with assumption (a) and Fubini's theorem one has
Assumption (b) and the previous majoration yield,
and finally by (21)- (23) we obtain
(2) Majoration of the bias term. It is well known that (Ibragimov and Hasminskii [15] , Bosq [8] )
with b r (x) given by equation (5). Hence Theorem 2.2 arises from equations (20), (24)-(25).
Proofs of Theorem 2.3 and Corollary 2.1
Theorem 2.3 is a straightforward consequence of theorem 2.2 with the choices
and decomposition (20) . Constants are coming from (22) , (23) 
2) In a general context (α ≥ 0 and 1 < β < 2), it is easy to show that ϕ and ϕ are strictly increasing functions over [N, +∞[ where N is a well chosen constant and we have:
3) For all y ∈ [N, +∞[, the inverse function ϕ * does exists, moreover it is continuous and derivable over ]y − 1, y[. From the mean value theorem, there exists at least one point θ belonging to ]y − 1, y[ such that
is strictly decreasing over [N, +∞[.
4) Let us find an equivalent to the function ϕ * (y) as y → +∞,
Moreover,
But for all ε > 0, x −ε ln x ≤ 1 as x → +∞, so we have
and for ε < β/α we get x ≤ y 1 β 1 1−εα/β . These relations yield to
On the second hand, we have also x ≥ y 1/β and ln ln x ≥ ln ln y − ln β.
The inequalities (31) et (32) now imply that
As previously, one may deduce
And with (33) and (34),
5) Study of the sum
We get by equations (26) and (33)- (35):
In turn, equations (28) and (36) imply
2 is then of the same kind as
The previous function being decreasing in y (β > 1), the last series is itself equivalent to the integral
where we have set r = 
We have also
So we get successively
and as T → +∞,
So finally
and equations (37)-(41) imply the convergence of the initial series.
6. 
For each function γ α,β , it is possible to construct a process X f = X t;f , t ∈ IR defined by:
-valued with common density f belonging to C d r (l) such that f is a bounded density with f (x) = 0 and Z t is a continuous-time process belonging to the set X * . To show that X f belongs to the set X γ (M ), we just have to study the kernel estimator for this process since we have easily X f belonging to X * . For such a process, the kernel estimator is
Let F * 
Following the result of Farrel ([14] ) and noticing that the proof made by Ibragimov-Hasminskii ( [15] ) applies also to the densities of the set C 
and finally equations (47) (1) For the first part (δ = 1), properties (10) and (11) 
Finally in all cases, assumption (1) is checked and the asymptotical behaviours (14) and (15) follow from theorem 2.3 with ξ(T ) given by the (3), (50) and (51).
Proof of Theorem 4.2
Let us study the variance of the kernel estimator. The assumption of stationarity (9) 
where I 1 , I 2 , I 3 are defined as follows:
