Abstract-With the development of computer technology, the growing need of large databases emphasizes utmost automation in face recognition system. Labeling a huge number of people is definitely a great overhead for such system. To reduce the burden of manual labeling of faces, in this paper, we propose a PCA based semi-supervised face recognition technique using edge histogram descriptor (EHD) features. It promotes automation of system by achieving good performance toiling at minimum wage. Moreover, we establish that EHD features are not only useful for face representation but also greatly reduce the dimensionality of the representation compared with traditional pixel value representation. Thus, the space and computation complexity decrease in further stages. PCA is then applied on the EHD features instead of raw pixel intensity values of faces which traditional methods do. Using this process, we build a PCA based classifier that can iteratively update itself after classifying unlabeled training instances. We check the performance of the system using three different similarity measures. We also test our system with different levels of noise to simulate practical environment. To evaluate the proposed method, we have used ORL, Yale, Grimace and JAFFE face databases and achieve superior performance.
I. INTRODUCTION
We can identify faces at almost a very first glance which is an outstanding ability of human intelligence. With the advancement of signal processing, pattern recognition and machine learning techniques, now we are interested to develop this intelligence within a digital computer [1] . It is an open problem of artificial intelligence, more specifically computer vision. Still, there is no fully described common platform invented by research community for face recognition. The difficulties lie on such facts like face deformability, sensitivity of lighting variation on face, high dimensional face representation etc. Nevertheless, such technology is extensively used in security system, human-computer interface, surveillance and so on.
In face recognition literature, the training of system basically follows supervised learning [2] [3] [4] [5] . It assumes that the class information of all face images is known in advance. But, human annotation for labeling faces is boring, expensive, time consuming as well as difficult to perform when large number of faces are available in the database. In contrary, we suppose that unlabeled faces are easy to obtain. So, it will be a nice idea to make unlabeled data useful for learning [6] . Moreover, for the time being, there may be many unlabeled faces which can be potentially used to update the current training system [7] . Besides supervised technique, there is another machine learning approach named unsupervised learning which does not bother about the labeling of a learning instance. But, the presence of a few labeled data can significantly improve the performance of unsupervised learning. For these reasons, our motivation is to use semisupervised learning (SSL) [8] . Using a large amount of unlabeled data together with a few amounts of labeled data, SSL technique can build a good learning machine for classification. This technique is a halfway between supervised and unsupervised learning. Due to its potential in reducing the need for expensive labeled data, it becomes an emerging field of machine learning research [9] . There are a number of SSL approaches proposed in the literature such as self-training [10] , co-training [11] , support vector machines [12] , graph-based [13] , multi-view algorithms [14] and so on.
Generally, a face image is described by an unstructured array of pixels. Most of the face recognition techniques usually train the system directly using the pixel values for face representation. For this reason, there creates a problem of high dimensionality. However, most of those methods use Principal Component Analysis (PCA) for dimensionality reduction [15] . But, those approaches require face images with ideal alignment and well-controlled illumination. So, we believe that such pixel values cannot be good features for face representation because we know pixels are not only sensitive to illumination, facial expression and noise but also increase dimensionality. Thus, we believe that the first step in understanding the face is to extract efficient and effective visual features from these pixels. For this reason, we select edge histogram descriptor (EHD) features for face representation [20] . Those features are translation and scale invariant, less sensitive to noise and illumination and most importantly have low dimension [21] , [22] . In addition, it reduces storage requirement and eases subsequent computation. Therefore, after representing faces by EHD features, face recognition is no longer a high dimensionality problem.
We have sought out two basic problems of such system. The traditional belief of supervised learning is not worth enough for large scale face database because of the necessity of hard labor to label training faces manually. Secondly, raw pixel values are not much effective for face representation. The goal of this paper is to promote utmost automation in face recognition system with effectively low dimensional feature representation. In our work, we propose a PCA based self-training SSL technique with the help of EHD features for face recognition. SSL technique overcomes the first problem pointed above. Moreover, SSL may able to improve performance because in our implementation we reject some poorly represented faces while labeling. As in our experiment, we observe that such rejection does not always find improved result thus our motivation is to use SSL only to reduce manual labeling not to improve performance. We test our system keeping different amount of labeled faces at the beginning. Next, for effective representation of faces, we have used low dimensional EHD features. It definitely boosts up the recognition rate comparing with the traditional use of pixel intensity values. We also test the performances by configuring EHD features in a number of ways. Furthermore, we investigate the noise tolerance of our system to create a practical environment of the application. All those experiments have been performed on four wellknown face databases. The reported results shows that EHD can represent faces effectively for recognition and the exploitation of many unlabeled data in addition to a few labeled data can lead to accurate training by minimum human labor.
The rest of this paper is organized as follows. Section II focuses on related works on supervised and semisupervised learning. Section III describes the feature extraction process. Then, Principal Component Analysis is discussed in Section IV. In Section V, self-training SSL-PCA approach of face recognition is proposed. Experimental results and analysis are reported in Section VI, followed by conclusion in Section VII.
II. RELATED WORKS
This section briefly describes the related research on supervised and semi-supervised learning techniques. Many substantial efforts have been performed by research community on face recognition [1] .
Turk and Pentland proposed the most basic approach of using PCA [15] . The scheme is based on an information theory where faces are decomposed into a small set of characteristic images named eigenfaces. When a new face comes for recognition, it is projected on the eigenfaces and then classified by comparing its Euclidean position in face space with the position of known individuals. Here, the achievement lies in its simplicity and insensitivity to small or gradual changes in face images. After that, instead of using standard Euclidean nearest-neighbor eigenface matchning, a probabilistic measure of similarity is proposed in [4] . They defined two classes of face image variations: intrapersonal and extrapersonal variations. Then, they calculate these variations in terms of probabilistic Bayesian matching. This method is generalized to nonlinear extension of linear discriminant analysis (LDA). Next, in [5] , authors improved the PCA based method by incorporating back propagation neural network (BPNN) for classification. They proposed three stages for face recognition. Firstly, in pre-processing stage, images are made to have zero-mean and unit-variance. Secondly, PCA is used for dimensionality reduction. Finally, reduced vectors from PCA are applied to train BPNN classifier for recognizing faces.
The main disadvantage of previously described supervised learning methods is that those are unable to avoid the tedious task of manual labeling. Thus, in [7] , the authors proposed the SSL version of the method described in [15] . They used self-training SSL to exploit unlabeled data for off-line updating of the eigenfaces and the classtemplates. Moreover, in [6] , the authors describe a method for face recognition that achieves good results when only a very small training set is available. They start with only one labeled data per class and build an ensemble of five classifiers. While labeling an unlabeled face, all classifiers votes to find a final match. Then newly labeled face is considered to re-train the classifiers. Such idea of multiple classifier is also used in [16] where the authors test with different set of classifiers and matching criteria. In addition, [17] introduced a support vector machine (SVM) based SSL method for face recognition.
One of the merits of SSL based method is to use unlabeled faces for training so that manual labeling reduces largely. However, there still remains the problem of high dimensionality as all methods use pixel values of faces. This consequence leads us to demonstrate a good solution of all mentioned problems in this paper.
III. FEATURE EXTRACTION
We represent the face images by most expressive visual features. There are thousands of publications in the literature describing color, texture, shape and spatial feature extraction for image retrieval [18] . Reference [19] describes a set of color and texture descriptors tested for inclusion in the MPEG-7 standard and well suited to natural image and video. This visual standard specifies a set of texture descriptors. Among them, the edge histogram descriptor (EHD) captures the spatial distribution of edges in an image [19] , [20] . It provides a rich set of standardized tools to describe image content. It has 80 local edge histogram (LEHD) bins [20] . However, In [21] , the authors find that the LEHD alone may not be good enough to achieve a high retrieval performance. Therefore, they proposed to use global and semi-global edge histogram in addition to LEHD because it helps to improve retrieval performance.
Intuitively, edges play an important role in human perception and can be helpful for image to image matching. In this paper, we test the performance of EHD as feature representation of faces for identification. The semantics of different EHD bins are described in the following subsections.
A. Local edge histogram descriptor
The local edge histogram descriptor (LEHD) represents the spatial distribution of different types of edges. To find LEHD, a given image is first sub-divided into 4 × 4 sub-images (see Fig. 1 ) and for each of sub-images the LEHD features are computed. For the purpose of face recognition, we tested our system not only dividing into 4 × 4 sub-images but also several number of subimages. In MPEG-7 standard, edges are grouped into five categories (see Fig. 3 ): vertical, horizontal, 45 diagonal, 135 diagonal and non-directional edge. Thus, for each sub-images, we get LEHD of five bins corresponding to the above five categories.
Each sub-image is further divided into small square blocks called images-blocks (see Fig. 1 ). The number of image-blocks is constant and independent of the original image dimensions and its size is proportional to the size of original image to deal with the images with different resolutions. Now, edges of five categories are extracted from the image-blocks. If the image-block contains an arbitrary edge without any directionality, then it is classified as a non-directional edge. To extract edge features, the image-block is further divided into four sub-blocks. Mean values of the four sub-blocks are obtained and they are convolved with five filter coefficients in Fig. 4 to obtain edge magnitudes. Among the calculated five directional edge magnitudes for five edge types, if the maximum of Figure 5 . Clusters of sub-images for semi-global histogram [21] them is greater than a threshold value, then the imageblock is considered having the corresponding edge type. After the edge extraction from all image-blocks, we count the total number of image-blocks having same edge type. Thus, for each sub-image, we get five histogram bins of five edge types. Then, we normalize the histogram bins by dividing each bin with the total number of image-blocks in the sub-image. If there are 16(= 4 × 4) sub-images, we will get total 16 × 5 = 80 local bins for LEHD.
To better understand the procedure of calculating EHD, let us consider a face of 160×160 resolution. As we divide it into 16(= 4 × 4) sub-images, we get each sub-image of resolution 40 × 40 pixels. Then we divide each subimage into a fixed number of image blocks. In this case, we divide sub-image into 100(= 10 × 10) blocks which results in blocks of size 16(= 4 × 4) pixels. Each block is then further divided into 4(= 2 × 2) sub-blocks and pixel intensity values in each sub-block are averaged. Fig. 2(a) shows the sub-image divided into 100 blocks. Fig. 2 (b) shows an individual block and Fig. 2 (c) represents the block after averaging the pixel values in each sub-block. Now this block is convolved with five filter masks, as described above, to determine the edge type of the block.
B. Global and semi-global edge histogram descriptor
The global edge histogram descriptor (GEHD) represents the edge distribution for the whole image space. Only LEHD bins are not sufficient to represent global features of the edge distribution [21] . Suppose, we have 16 sub-images, then GEHD is obtained by combining all the 16 sub-images. The histogram will have five bins of five edge types. To compute semi-global edge histogram descriptor (SGEHD), four connected sub-images are clustered as shown in Fig. 5 . There are 13 different clusters and for each cluster we get edge distributions of five different edge type. So, there will be 13 × 5 = 65 bins in SGEHD. We also normalize the GEHD and SGEHD bins like local bins.
C. Feature Representation
The important goal of this paper is to achieve a reasonable recognition rate with the help of minimally represented feature set of faces. The overall feature representation of a face will contain 80 bins (local) + 5 bins (global) + 65 bins (13 × 5, semi-global) = 150 bins, if we divide the image into 16 sub-images. But such very low dimensional feature representation is not enough to obtain good performance. It requires more local edge information to recognize successfully. Therefore, we divide the faces into different number of nearly equal sub-divisions and concatenate each feature representation of sub-divisions to obtain final representation so that it improves the performance by capturing more local information. Such technique is used in [2] , [3] , [23] . On the other hand, high dimensionality is also a matter of great concern for face representation. So, we avoid to make many sub-divisions that will increase dimensions. We test our system by dividing the face images a) horizontally or b) vertically or c) both horizontally and vertically. We believe that such feature representation technique will outcome low dimensional dataset. Suppose, we make R sub-divisions of a face and from each sub-division, we get S number of EHD features by further dividing into subimages. Thus, we can get the following feature vector, X of a face,
where, x ij represents the jth feature of ith sub-division.
IV. PRINCIPAL COMPONENT ANALYSIS
We can represent all the faces in the database by EHD features to create face dataset. But for classification purpose, we do need representative feature set of individual classes. So, for identifying patterns within the dataset, we apply PCA. Conventionally, this statistical technique is used for compressing the data into lower dimensional space by highlighting the similarities and differences [2] [3] [4] [5] , [15] , [23] . But such reduction of dimensionality usually lose information and PCA assumes those information represent as noise within data. In PCA, higher order principal components encode smaller variation. Therefore, it ignores higher order principal components for data compression. But, our face recognition dataset contains low dimensional feature vectors of faces. Thus, we do not intend to reduce dimensionality of features again. We use PCA only for pattern recognition by projecting all the faces to a common f dimensional feature space where, f is total number of features. The projection of all faces of same person will remain in approximately close position on the face space and form a cluster. By averaging those projections of a cluster, we can get the representative feature vectors of corresponding class. The output dimension of such vectors is equal to those of input features.
The following subsection describe the way to find representative feature set of all classes by PCA. Next, the classification procedure and distance measure will be discussed. is subject to PCA that finds certain orthogonal eigenvectors that best describe the distribution. Now, we calculate the following covariance matrix,
and find eigenvectors, u = [u 1 u 2 ..u f ] and corresponding eigenvalues λ = [λ 1 λ 2 ..λ f ] where, λ p > λ p+1 and f Figure 6 . LEHD feature representation for 2 × 2 sub-divisions using 4 × 4 sub-images for LEHD computation is total number of features of a face. Eigenvectors of higher eigenvalues encode larger variation in the training feature vector set. Those eigenvectors are called principal components and act as axis of f dimensional face space so that components are perpendicular to each other. Next, Φ is projected on the face space by the following operation:
The projection matrix of all faces will be as follows,
The representative feature vector for mth face class, Ω m is calculated by averaging the projection result of all faces of mth class. So, final representation feature set of classes is
2) Classification: To classify a new face, the feature vector of testing face image (Γ test ) is projected on the face space by the operation:
and ω p is the contribution of pth principal component to the feature vector of the test face. Ω test is used for the pattern recognition task to find which face class is the best described for the input. Now, distances from the new face to each representative feature vector of classes are measured.
A face is classified to a face class where m is minimum.
B. Distance function A variety of distance functions are available for similarity measure [24] . In this paper, we test with three distance function: Euclidean distance, correlation, chisquare distance metrics. Suppose, x and y are two feature vectors of f attributes and the following equations are the corresponding distance function between those vectors sequentially,
where, x p = y p and sum p are the average and sum of the pthe attribute values of the feature vectors and size x is sum of all values in the vector x.
V. FACE RECOGNITION USING SSL-PCA
In this section, first we describe some basic steps of semi-supervised learning (SSL). After that, a PCA based SSL technique using EHD features is proposed for face recognition.
The core advantage of SSL is that it can make unlabeled data useful for training. Every SSL technique must use a few labeled data and many unlabeled data. The basic assumption of such learning is that if two data points are close to each other the they tend to have the same labeling. Suppose, a learner F : X → Y where, N l labeled examples are (x(1), y(1)), (x(2), y (2)
We assume that N l << N u . We first train the system on the basis of distribution of labeled example, D l . After that, we repeatedly tune the system based on unlabeled example, D u . At each step of iteration, we classify some unlabeled examples with the current trained machine, then append the classified examples to the labeled examples. Next, we retrain the system with the modified labeled examples. The iteration will stop if no more updating of D l is possible. As such learning scheme uses own predictions to teach itself, it is called self-training. In such approach, early mistakes in D l could reinforce themselves. For this reason, we apply the heuristic e.g. do not label an unlabeled example if the current classifier's confidence falls below a threshold. So, all unlabeled examples may not helpful for training. But, For the purpose of face recognition, we start our training with a few amount of labeled faces of all classes. Those labeled faces should have to be in normal condition i.e. well-illuminated, good alignment and no extreme facial expression. The selection of labeled faces initially is important because this will influences the final performance of the classifier. The rest of training faces will remain unlabeled at this stage. After extracting EHD features from all the labeled and unlabeled faces, we build a PCA based classifier using the feature vectors of labeled faces with the process described in Section IV-A.1. Then, we will label the unlabeled faces incrementally and update the current classifier iteratively throughout the training. At each step of iteration, we calculate a threshold value that is the average of the distances among the representative features vectors of the current classifier. This threshold is used to check the the confidence of the current classifier to label an unlabeled face. All the unlabeled faces may not get labeling because we control it by that threshold. The algorithm for self-training SSL-PCA is presented in the Fig. 7 . The output of this algorithm is the representative feature set of classes. Now, classification process for new test faces is presented in Section IV-A.2.
VI. EXPERIMENTAL RESULT AND ANALYSIS
In this section, we will evaluate the performance of SSL in face recognition using EHD features based on different face databases. We have used four recognized face [25] , ORL [26] , Grimace [27] and JAFFE [28] database. The total number of distinct subjects and faces are tabulated in Table I . Each database contains frontal face images under different conditions such as various illumination, facial expressions and perspective. Fig. 8 shows some sample faces of those databases. As face is not any rigid object so, a good face recognition system should work robustly in those situations. Moreover, in practical cases, there must be noise in face images Total subjects  15  40  18  10  Training set  120  280  234  143  Testing set  45  120  126  70  Total faces  165  400 and the system must undergo such occurrence. To test noise tolerance of our system, we perform experiments in different noise levels. We have used salt and pepper noise in matlab implementation. Fig. 9 shows some noisy looks of faces used in our experiments. The region of interest of our system is the face. But, the images provided for experiment may not exactly contain the face region. For the purpose good recognition rate, we need to train the system with only wellaligned face regions extracted from the images. So, in the preprocessing step, firstly, we extract the face regions by Viola-Jones Fast Face detection mex implementation [29] . It is obvious that all the extracted face images of the database may not be a same size. Conventionally, every face recognition methods resize the extracted face images to a fixed size. It is necessary because they use pixel intensity values so that all faces get fixed dimensional representation. But, in our case, rather than using the pixel intensity values, we extract EHD features from the faces. Hence, this feature extraction process finds fixed number of features that is fully independent of image size. Therefore, we do not need face images of any fixed resolution. Next, if the input face is a color image then we convert it to gray scale because extraction of EHD features does not require any color components. After that, we divide the database in two sets: training and testing set. Approximately, two third of all faces are used in training purpose and rest faces for testing. The selection of faces for both training and testing is random. The configuration of these sets in our all experiments are summarized in Table I. In the following subsections, we report the experimental results and analysis of our proposed system. Finally, we compare our results with some other well-known approaches of face recognition.
A. Experiment about EHD
We have described EHD features of face images in Section III. In this subsection, we test the performance of different EHD bins by configuring it with different number of image divisions. Although [21] proposed to use GEHD and SGEHD together with LEHD i.e. overall bins for high retrieval performance we find that only LEHD is sufficiently enough for face recognition. This is because, while dividing the images in sub-divisions we able to find the additional information required for face representation. Moreover, GEHD and SGEHD are not any new information of a face because those are found directly from LEHD. Furthermore, overall bins represent faces have higher dimensional features than LEHD bins. Therefore, we fix that only LEHD features are good enough for face representation. In Table II , we present this experiment result. While calculating LEHD features, we divide faces in different sub-images. Although core experiment of EHD [20] divides images into 4 × 4 sub-images, we have tested with different number of sub-imaging for effective features for representation. Moreover, for extracting more local features, we divide the input face images into different sub-divisions and concatenate the EHD features of each sub-division to obtain complete representation of faces. Now, we find the best combination of sub-image and sub-division that performs well. It is true that local information is necessary for recognition and the more we divide the face the more we get local features. On the other hand, increasing the number of local features obviously increases the dimensionality of face representation. But, one of the goals of this paper is to obtain low dimensional representation. Therefore, we need a tradeoff between the number of local features required and the performance. From Table III , it is seen that 36(= 6 × 6) sub-images and 2(= 2 × 1) sub-division finds the best result. The other combination of sub-images and sub-divisions also achieve same performances in some cases but considering the fact of high dimensionality, we fix that combination of LEHD features in subsequent experiments.
B. Experiment about distance functions
The shown results of the previous description are found by Euclidean distances similarity measure. In spite of the traditional use of distance function with Euclidean distances, we test our system with correlation and chi-square similarity measures. Correlation calculates the mean center of the data which tends to remove the negative band within data. Chi-square distance normalizes the attribute values by the sum of all values of corresponding vector and weights the square term by the inverse of the average value of that attribute of vectors. The experimental results of those three similarity matrices are shown in Fig.  10 . From the results, we find that the performance of 
C. Experiment about SSL-PCA with EHD features
In order to promote full automation in face recognition system, we incorporate PCA based SSL using EHD features in our proposed method as mentioned in Section V. For that, we have to start with a few label faces per class. Firstly, we select only one face of each class, then train the system and iteratively label the unlabeled faces as well as update the PCA based classifier. After that, we check the recognition rate of final classifier in different levels of salt and pepper noise. Similarly, we test the performance of our proposed method by incrementing the number of initial labeled faces per class. Finally, we plot graphs of recognition rate vs. no of labeled image per class in different noise levels. In Fig. 11, 12 , 13 and 14 we present the performance graph of this experiment testing with ORL, Yale, Grimace and JAFFE face databases. It can be noted here, the value ranges of x-axes in graphs are not same for all databases because total number of training faces per class is different from one database to another. Similarly, noise tolerance of the system is not same for all databases. So, to observe the behavior of noise tolerance level of a specific database, we apply different range of noise. From these graphs, we find that both higher levels of noise and very low amount of initial labeled faces per class result in low performance in recognition. But, after a certain label of initial labeled faces, the performance graph reaches the saturation specially for Yale, Grimace and JAFFE databases. It implies that a small number of initial labeled faces can achieve approximately the same performance like considering all labeled training faces.
D. Performance comparison with other works
In Table IV , we compare the result of our proposed method with approaches presented in [15] , [7] , [4] and [5] .
We see that PCA+SSL method have got drastic improvement of performance over only using supervised PCA method. Generally, every supervised methods use all of the fixed number of training faces for learning. We suppose that all faces labeled for a specific class are representative for that class. But, it is may happen that some of those faces are poorly representative i.e. having Figure 12 . Performance of SSL-PCA with EHD on Yale database noise or not well aligned extracted face. Thus, we cannot fix the exact number of training faces required to learn a specific class. So, obviously, there is always a possibility of achieving better performance by fixing another number of faces in training stage. In case of SSL based method described in Fig. 7 , we do not label all the training faces selected for training. We control it by a threshold t h which only permits to label a new face having small distance from the representative feature vector of its corresponding class. In this process, we reject the poorly representative faces in learning. For this reason, PCA+SSL method finds much better performance over only PCA method. But, SSL does not claim such improvement all the time (e.g. for JAFFE database, performance declines in PCA+SSL method) because the selection of threshold is again uncertain. So, SSL does not always ensure to boost up performance over the supervised learning. It only helps to reduce manual labeling and achieve almost similar performance like supervised learning.
While experimenting with SSL based approach, we keep only four labeled faces per class because we believe that labeling four faces is not that costly comparing with labeling all faces. Moreover, from the experimental Figure 13 . Performance of SSL-PCA with EHD on Grimace database Figure 14 . Performance of SSL-PCA with EHD on JAFFE database result we find that only four labeled face is enough for good performance. Next, in PCA+Bayesian [4] and PCA+BPNN [5] methods, there performance increases again because apart from finding traditional Euclidean distance they use different machine learning techniques. Now, for better representation of images we test with low dimensional EHD features. In EHD+PCA+Bayesian, EHD+PCA+BPNN and EHD+PCA, we find a significant boost in performance. It proves that EHD feature representation is more effective than traditional pixel value representation. After that, we apply SSL technique to minimize the manual labeling in our proposed method. The result shows that our proposed EHD+PCA+SSL method can lead to similar performance gain compared with other supervised methods.
E. Complexity comparison with other works
As we have focused on SSL, we calculate the computational complexity in term of manual labeling. From Table V , we confirm that the labeling reduced rate for SSL is satisfactory comparing with traditional supervised methods. Moreover, we find the complexity based on feature dimensionality. If there are 65536(= 256 × 256) number of pixels in a face then the pixel representation of traditional methods require 65536 dimensional features where our EHD features can represent it by only 360 dimension using 36(= 6 × 6) sub-images and 2(= 2 × 1) sub-division. These definitely prove a great reduction of computational complexity.
VII. CONCLUSION
Inspired by the motivation that annotation of faces is expensive and getting unlabeled faces is cheap [8] , in this paper, a semi-supervised learning based face recognition method is proposed to reduce the task of manual labeling. In the proposed method, we have used edge histogram descriptor features for face representation that has been proved effective. To summarize the proposed approach, the following aspects can be drawn as conclusion from the experimental results.
i) Starting with a few labeled faces and many unlabeled faces, PCA based SSL technique can lead good training as like considering all labeled faces from the beginning. The proposed method is able to label the unlabeled faces automatically in each iteration and update current classifier to converge it towards similar training of supervised learning. Experimental results approve significant automation in the face recognition system. ii) We find that EHD can capture characteristic information to boost up the recognition rate. It also solves the problem of high dimensionality of face representation that result in low storage and computational complexity. Moreover, we show that only local EHD features can perform well over concatenation of local, global and semi-global EHD i.e. overall bin features. We apply PCA on the extracted EHD features rather than traditional raw pixel intensity values. It helps to achieve illumination and expression invariancy. iii) Finally, we check the recognition rate using different distance measures and find that the performance of correlation is better than others. We also test our system with a number of noise labels to observe its performance in practical environment. All of our experiments are performed on ORL, Yale, Grimace and JAFFE face databases and the proposed system outperforms some well recognized methods on those databases. In future, we will test the performance of our method using huge databases consist of very large number of faces. The proposed EHD features are not rotation invariant so in further research, we will use rotation invariant features in face recognition. To improve learning performance, we intend to investigate some other versions of SSL.
