The aim of this expository article is to present recent developments in the centuries-old discussion on the interrelations between several types of domination in graphs. However, the novelty even more prominent in the newly discovered simplified presentations of several older results. Domination can be seen as arising from real-world application and extracting classical results as first described by this article.The main part of this article, concerning a new domination and older one, is presented in a narrative that answers two classical questions: (i) To what extend must closing set be dominating? (ii) How strong is the assumption of domination of a closing set? In a addition, we give an overview of the results concerning domination. The problem asks how small can a subset of vertices be and contain no edges or, more generally how can small a subset of vertices be and contain other ones. Our work was as elegant as it was unexpected being a departure from the tried and true methods of this theory that had dominated the field for one fifth a century. This expository article covers all previous definitions. The inability of previous definitions in solving even one case of real-world problems due to the lack of simultaneous attentions to the worthy both of vertices and edges causing us to make the new one. The concept of domination in a variety of graphs models such as crisp, weighted and fuzzy, has been in a spotlight. We turn our attention to sets of vertices in a fuzzy graph that are so close to all vertices, in a variety of ways, and study minimum such sets and their cardinality. A natural way to introduce and motivate our subject is to view it as a real-world problem. In its most elementary form, we consider the problem of reducing waste of time in transport planning. Our goal here is to first describe the previous definitions and the results, and then to provide an overview of the flows ideas in their articles. The final outcome of this article is twofold: (i) Solving the problem of reducing waste of time in transport planning at static state; (ii) Solving and having a gentle discussions on problem of reducing waste of time in transport planning at dynamic state. Finally, we discuss the results concerning holding domination that are independent of fuzzy graphs. We close with a list of currently open problems related to this subject. Most of our exposition assumes only familiarity with basic linear algebra, polynomials, fuzzy graph theory and graph theory.
Introduction and Overview
Refs. [8, 13-15, 17, 22-24, 30, 32] for further generalizations. One the contrary and quite 6 surprisingly, there are nowhere these definitions Solving the problem of reducing waste 7 of time in transport planning and also (separately) all others real-world problems see 6. They will be addressed in sections 2 and 6, respectively. The main narrative 14 presented in these sections is independent of any results from graph theory and/or 15 calculus. The purpose of this expository article is to provide an overview of the authors' 16 recent series of work (Refs. [8, 13-15, 17, 22-24, 30-32] ), in which a positive answer to the 17 problem of reducing waste of time in transport planning for the our new definition is 18 given.
19
Consider a set of cities connected by communication paths, Which cities is connected 20 to others by roads? We face with a graph model of this situation. But the cities are not 21 same and they have different privileges in low traffic levels and this events also occur for 22 the roads in low-cost levels. So we face with the weighted graph model, at first. These 23 privileges are not crisp but they are vague in nature. So we don't have a weighted graph 24 model. In other words, we face with a fuzzy graph model, which must study the concept 25 of domination on it. 26 Next we turn our attention to sets of vertices in a fuzzy graph G that are close to all 27 vertices of G, in a variety of ways, and study minimum such sets and their cardinality.
28
In 1998, the concept of effective domination in fuzzy graphs was introduced by A. 29 Somasundaram and S. Somasundaram (Ref. [31] ) as the classical problems of covering 30 chess board with minimum number of chess pieces. In 2010, the concept of 31 2-strong(weak) domination in fuzzy graphs was introduced by C. Natarajan and S.K. 32 with strong edges. In 2015, the concept of 2-domination in fuzzy graphs was introduced 36 by A. Nagoor Gani and K. Prasanna Devi (Ref. [22] 
44
A fuzzy set on a given set V, is a map assigning to every its elements a real number 45 from unit interval [0, 1]; this number is called value of element in V.
46
The number of a fuzzy set is a summation on values of all its elements.
47
A fuzzy graph G is an ordered pair (V, E) consisting of a fuzzy set V of vertices and 48 a fuzzy set E, disjoint from V, of edges, together with an incidence function φ G that 49 associates with each edge of G an unordered pair of (not necessarily distinct) vertices of 50 G. If e is an edge and u and v are vertices such that φ G (e) = {u, v}, then e is said to 51 join u and v, and the vertices u and v are called the ends of e. In a fuzzy graph, value 52 of every vertices are at least equal to value of their ends. We denote the numbers of 53 vertices and edges in G by n(V ) and n(E); these two basic parameters are called the 54 order and size of G, respectively. In section ??, some examples should serve to clarify 55 the definition. For notational simplicity, we write uv for the unordered pair {u, v}.
56
We don't speak about a graph. So when we write vertices or edges, we talk about a 57 fuzzy graph.
58
A path is a sequence of vertices v 0 v 1 · · · v n such that v i−1 v i is an edge for any 59 1 ≤ i ≤ n. The least value between edges in a path is called its value. In other words, if 60 e has the least value in a path P , we would call E(e) value of path and it is denoted by 61 the same notation E(P ). In this case, we have E(e) = E(P ). The greatest value 62 between all paths from the vertices x to y in a fuzzy graph G = (V, E) is called value 63 between x and y and is denoted by E(x, y).
64
A fuzzy graph G = (V, E) is connected if for every x, y in V, E G (x, y) > 0.
65
Note that E G−xy (x, y) is the strength of connectedness between x and y in the fuzzy 66 graph obtained from G by deleting the edge xy. An edge xy in G is α-strong if 67 E(xy) > E G−xy (x, y). An edge xy in G is β-strong if E(xy) = E G−xy (x, y). An edge xy 68 is a strong edge if it is either α−strong or β−strong. An edge uv of a fuzzy graph is denoted by N (u). Also v is called the α-strong neighbor of u, if the edge uv is α-strong. 73 The set of all α-strong neighbors of u is denoted by N s (u). The degree of a vertex v is The complement of a fuzzy graph G = (V, E) denoted byḠ, is defined to 83 G = (V,Ē), whereĒ(xy) = V (x) ∧ V (y) − E(xy) for all x, y ∈ V.
84
A fuzzy graph G = (V, E) is said bipartite if the vertex set V can be partitioned into 85 two nonempty sets V 1 and
bipartite fuzzy graph and is denoted by K V1,V2 , where V 1 and V 2 are respectively the 88 restrictions of V to V 1 and V 2 . In this case, If either |V 1 | = 1 or |V 2 | = 1 then the 89 complete bipartite fuzzy graph is said a star fuzzy graph which is denoted by K 1,V .
90
A vertex u is said isolated if E(uv) = 0 for all v = u.
91
Now, we will define some special operations on fuzzy graphs. The pages of references 92 will show the proof of validity of them.
93
The cartesian product in Ref. ( [19] , Proposition 2.1, pp.160,161) 
and E is the set of all edges joining vertices of V 1 with 110 the vertices of V 2 , and we assume that
. Let S be the 116 set of all effective dominating sets in G. The effective domination number of G is 117 defined by γ(G) = min D∈S (Σ u∈D V (u)).
118
(ii) (Ref. [23] ,p.1035). D ⊆ V is said to be 2-strong(weak) dominating set, if for
. 120 Let S be the set of all 2-strong(weak) dominating sets in G. The 2-strong(weak)
be the set of all 1-strong dominating sets in G. The 1-strong domination number of G is 125 defined by γ Sn (G) = min D∈S (Σ u∈D V (u)).
126
(iv) (Ref. [22] , Definition 3.1, p.120). D ⊆ V is said to be 2-dominating set, if for
Let S be the set of all 2-dominating sets in the fuzzy graph G. Then The 2-domination 129 number of G is defined by γ 2 (G) = min D∈S (Σ u∈D V (u)).
130
(v) (Ref. [13] , Definition 3.1, p.372). D ⊆ V is said to be strong dominating set, if
. Let S be the 132 set of all strong dominating sets in G. The strong domination number of G is defined by 133 γ s (G) = min D∈S (Σ u∈D t(u, v)) where t(u, v) is the minimum of the membership values 134 (weights) of the edge uv such that E(uv) ≥ E G−xy (u, v). for every v ∈ V − D, there exists u in D such that E(uv) = E(u) ∧ E(v). Let S be the 145 set of all effective dominating sets in G. The effective domination number of G is 146 defined by γ(G) = min D∈S (Σ u∈D V (u)).
147
Let S be the set of all 2-strong(weak) dominating sets in G. The 2-strong(weak)
be the set of all 1-strong dominating sets in G. The 1-strong domination number of G is 154 defined by γ Sn (G) = min D∈S (Σ u∈D V (u)).
155
Let S be the set of all 2-dominating sets in the fuzzy graph G. Then The 2-domination 158 number of G is defined by γ 2 (G) = min D∈S (Σ u∈D V (u)).
159
. Let S be the 161 set of all strong dominating sets in G. The strong domination number of G is defined by 162 γ s (G) = min D∈S (Σ u∈D t(u, v)) where t(u, v) is the minimum of the membership values 163 (weights) of the edge uv such that E(uv) ≥ E G−xy (u, v). To describe its generalization to fuzzy graph, it is helpful to reformulate this 
199
In what follows, we will work under this generality. Proof. Let G be a complete fuzzy graph. The strength of path P from u to v is of the 221
. It means that the edge uv is α-strong. All 224 edges are α-strong and each vertex is adjacent to all other vertices. So D = {u} is a Proof. G is edgeless. Hence V is only α-strong dominating set in G and there is no 
232
It is interesting to note the converse of Proposition 3.2, that does not hold. and xy ∈ E. Let E be the fuzzy subset of E such that E (xy) = 0 and E = E 
260
Corollary 3.7. Let G = (V, E) be a fuzzy graph and xy ∈ E. xy is an α-strong edge if 261 and only if xy is a bridge.
262
Proof. By Theorem 3.6, the result is obviously hold. also connected. We call the fuzzy graph G = (V, E) a fuzzy forest if it has a partial 267 fuzzy spanning subgraph which is a forest, where for all edges xy not in F [E(xy) = 0], 268 we have E(xy) < E(x, y). In other words, if xy is in G, but not F, there is a path in F 269 between x and y whose strength is greater than E(xy). It is clear that a forest is a fuzzy 270 forest. If G is connected, then so is F since any edge of a path in G is either in F, or 271 can be diverted through F. In this case, we call G a fuzzy tree. Theorem 3.9. (Ref. [20] , Proposition 2.7, p.24) Let G = (V, E) be a fuzzy forest.
273
Then the edges of F = (τ, ν) are just the bridges of G.
274
Corollary 3.10. Let G = (V, E) be a fuzzy forest. Then the edges of F = (τ, ν) are 275 just the α-strong edges of G.
276
Proof. By Theorem 3.9 and Corollary 3.7, the result follows.
277
Proposition 3.11. Let T = (V, E) be a fuzzy tree. Then
, where 278 D(T ), D(F ) and D(S) are nikfar dominating sets of T, F and S, respectively. S is a set 279 of edges which has no edges with connection to F.
280
Proof. By Corollary 3.10, the edges of F = (τ, ν) are just the α-strong edges of G. So 281 by using Definition 2.4, the result follows. We give an upper bound for the nikfar domination number of fuzzy graphs, Proposition 285 4.1.
286
Proposition 4.1. For any fuzzy graph G = (V, E) on V, we have γ v ≤ p.
287
Proof. By Proposition 3.2, γ v (K n ) = p. So the result follows.
288
The classical paper in Ref. [26] of Nordhaus and Gaddum established the inequalities 289 for the chromatic numbers of a graph G = (V, E) and its complementḠ. We are 290 concerned with analogous inequalities involving domination parameters in graphs. For 291 any fuzzy graph the Nordhaus-Gaddum(NG)'s result holds, (Theorem 4.2).
292
Theorem 4.2. For any fuzzy graph G = (V, E), the Nordhaus-Gaddum result holds. In 293 other words, we have γ v +γ v ≤ 2p.
294
Proof. Let G be a fuzzy graph. SoḠ is also fuzzy graph. We implement Theorem 4.1, 295 on G andḠ. Then γ v ≤ p andγ v ≤ p. Hence γ v +γ v ≤ 2p. Proof. By attentions to all edges between two sets, which are only α-strong, the result 301 follows.
302
A domatic partition is a partition of the vertices of a graph into disjoint dominating 303 sets. The maximum number of disjoint dominating sets in a domatic partition of a 304 graph is called its domatic number.
305
Finding a domatic partition of size 1 is trivial and finding a domatic partition of size 306 2 (or establishing that none exists) is easy but finding a maximum-size domatic
We give a necessary and sufficient condition for nikfar domination number which is 344 half of order under the conditions. In fact, the fuzzy graphs which whose nikfar 345 domination number is half of order, are characterized under the conditions, (Theorem 
The result is hold in this case.
360

dominating restrictions
361
The goal of this section is to prove some results concerning operations on a fuzzy graph 362 and study some conjectures arising from it.
363
The nikfar domination of union of two fuzzy graphs is studied, (Proposition 5.1).
364
Proposition 5.1. Let G 1 and G 2 be fuzzy graphs. The nikfar dominating set of
367
Proof. By using Definition of union of two fuzzy graphs, the result is obviously hold.
368
Also the nikfar domination of union of fuzzy graphs family is discussed, (Corollary 369
5.2).
370
Corollary 5.2. Let G 1 , G 2 , · · · , G n be fuzzy graphs. The nikfar dominating set of
Proof. By Proposition 5.1, the result is hold.
374
The concepts of both monotone increasing fuzzy graph property, (Definition 5.3), 375 and monotone decreasing fuzzy graph property, (Definition 5.5), are introduced.
376
Definition 5.3. We call a fuzzy graph property P monotone increasing if G ∈ P 377 implies G + e ∈ P, i.e., adding an edge e to a fuzzy graph G does not destroy the 378 property.
379
Example 5.4. Connectivity and Hamiltonicity are monotone increasing properties. A 380 monotone increasing property is nontrivial if the empty fuzzy graphK V ∈ P and the 381 complete fuzzy graph K V ∈ P.
382
Definition 5.5. A fuzzy graph property is monotone decreasing if G ∈ P implies 383 G − e ∈ P, i.e., removing an edge from a graph does not destroy the property. Conjecture (Vizing Ref. [6] ). For all graphs G and H, γ(G)γ(H) ≤ γ(G × H).
391
By using α-strong edge and monotone decreasing fuzzy graph property, the result in 392 relation with Vizing's conjecture is determined, (Theorem 5.8).
393
Theorem 5.8. The Vizing's conjecture is monotone decreasing property in fuzzy graph 394 G, if the edge e be α-strong and γ v (G − e) = γ v (G).
395
Proof. The fuzzy graph (G − e) × H is the spanning fuzzy subgraph of G × H, for all
397
Hence Vizing's conjecture is also hold for G − e. Then the result follows.
398
By α-strong edge and spanning fuzzy subgraph, some results in relation with
399
Vizing's conjecture is studied, (Corollary 5.9).
400
Corollary 5.9. Suppose the Vizing's conjecture is hold for G. Let K be the spanning 401 fuzzy subgraph of G such that γ v (K) = γ v (G). Then the Vizing's conjecture is hold for 402 K.
403
Proof. The fuzzy graph K × H is the spanning fuzzy subgraph of G × H, for all fuzzy
Vizing's conjecture is also hold for K. So the result follows.
406
The nikfar domination of join of two fuzzy graphs is studied, (Proposition 5.10). Proof. By Proposition 5.10, the result is hold.
419
Conjecture (Gravier and Khelladi Ref. [34] ). For all graphs G and H, γ(G)γ(H) ≤ 2γ(G + H).
By using α-strong edge and monotone decreasing fuzzy graph property, the result in 420 relation with the Gravier and Khelladi's conjecture is determined, (Theorem 5.12).
421
Theorem 5.12. The Gravier and Khelladi's conjecture is monotone decreasing 422 property in fuzzy graph G, if the edge e be α-strong and γ v (G − e) = γ v (G). It is obvious from the above table and Figure 5 that the desirable cities given by 468 previous definitions, are meaningless due to the lack of simultaneous attention to cities 469 and roads. definitions due to the lack of simultaneous attention to cities and roads.
482
Dynamic analysis of networks in the first row of Figure 6 are the following table.
483
