The phase oscillator model can succinctly describe the periodic oscillation observed in many real-world biological systems. In this phase description, the phase response curve (PRC) plays a crucial role in determining the dynamical properties of synchronization. Therefore, it is very important to correctly estimate the PRC in general situations. However, we find that known methods, including the recently proposed WSTA method, often give incorrect PRCs under plausible conditions. To overcome this difficulty, here we propose an improved WSTA method using the multicycle data. As a result, we can obtain the correct PRCs of the oscillatory systems to which the conventional methods are inapplicable. Furthermore, by applying this method to a chaotic system with strong periodicity, we demonstrate that the method provides results effective in predicting the synchronization properties of chaotic systems. These results support the applicability to biological systems frequently exhibiting noisy chaotic behavior with some periodicity.
Background
We have often observed that rhythmic phenomena seem to play some functional roles in biological systems. For example, recent neurophysiological experiments suggest that context-dependent oscillations of neuronal activity underlie information processing in brains [1, 2] . Such biological oscillations govern various rhythms of our life activity, which are closely related to physiological functions that include the circadian rhythm and the locomotion [3, 4] .
One of the important questions on the rhythmic phenomena is what effect is produced in each rhythm by a perturbation. To explore the effect, one often uses the reduced model called phase oscillator [5] . Now consider an oscillatory system that is weakly perturbed. The phase oscillator model describes this oscillation as dφ dt (t) = 2π
where φ and T denote the phase and the natural period of oscillation, respectively. The perturbation applied to the oscillator is denoted by p(t). The function Z(φ) representing the sensitivity to perturbation is called phase response curve (PRC). Since the resultant Eq. (1) is an equation with a single degree of freedom, it is expected that application of this reduction considerably facilitates analytical investigations. Equation (1) implies that the PRC plays a fundamental role in determining rhythmic properties of the system. Hence, the measurement of the PRC is an important step toward understanding the properties. Currently, the most widely used method to measure PRCs is the direct method [6] . The direct method is, however, not easy to use in real experimental situations because, for example, the method is weak against background noise. To circumvent such difficulties, an alternative method is proposed in [7] . As that method utilizes a quantity called the weighted spike-triggered average (WSTA), we refer to the method as the WSTA method.
Review of conventional methods
As a preliminary, we review the procedures of the direct method and the WSTA method. In this review, it is assumed that one oscillation cycle of a given oscillator is well-defined. This assumption is implemented by, for example, defining one cycle as the time between two successive spikes in applications to periodically spiking neurons.
In the direct method, the PRC is estimated from time responses to impulse-like stimuli. Each of the impulse-like stimuli, which corresponds to the perturbation p(t) in Eq. (1), is approximated by the Dirac delta function. Hence, the stimulus shifts the phase by the product of the stimulus intensity and the value of the PRC at the stimulus injection time. Because the amount of this phase shift can be assessed through the measurement of the period change, it is feasible to identify the value of the PRC. More specifically, the direct method uses the following steps: 1) Inject an impulse-like stimulus into the oscillator; Let t i be the time interval between the injection and the initial time of the cycle;
2) Measure the perturbed period of oscillation T i , and calculate the period change
3) Estimate the value of the PRC based on
where μ denotes the magnitude of the impulse-like stimulus, and φ i ≡ (2π/T ) t i is the phase at the injection timing.
To obtain the whole of the PRC, we iterate the steps with such various injection timing t i that φ i is densely distributed over the interval (0, 2π). By contrast, in the WSTA method, the PRC is estimated from a certain type of waveform averagethe WSTA mentioned above-of a fluctuating (that is, short-time-correlated) continuous stimulus. If the perturbation p(t) is the fluctuation stimulus, this waveform average has a theoretical relation to the PRC, which is shown in [7] . To measure the PRC, we use that relation as follows: 1) Inject a continuous zero-mean fluctuation stimulus into the oscillator while measuring the periods {τ i } i∈N in every cycle and recording the individual stimuli I i (0, τ i ) i∈N through every cycle;
2) Stretch each recorded stimulus I i (t) in order that the length of the stretched stimulusĨ i (t) is equal to the natural period-i.e.Ĩ
3) Calculate the WSTA
of the injected stimulus, where · denotes the average over all values of the index i; We obtain the PRC Z(φ) of the oscillator by using the theoretical relation
where μ denotes the magnitude of the injected fluctuation stimulus.
Problem with the WSTA method
In [7] , the validity of the WSTA method is demonstrated only for neuronal oscillators. It is natural that we inquire whether this method correctly estimates PRCs for other general examples. Let us apply the WSTA method to the van der Pol oscillator [8] 
where ε = 0.1 and α = 3.1. The limit cycle generated for this parameter set is shown in Fig. 1 . We define one oscillation cycle by using the half-line x > 0, y = 0 as a separator. Accordingly, one period is defined as the time interval between two successive returns to the half-line. The injected stimulus is constructed by forming a piecewise-linear approximation of a sample path of the zero-mean Ornstein-Uhlenbeck (OU) process
where W t is the Wiener process. In this setting, we find that the WSTA method fails to provide the correct PRC (see Fig. 2(a) ). Why does the WSTA method give such an incorrect PRC? A clue is found in the case that we apply the direct method in the same setting. As shown in Fig. 2(b) , the PRC obtained through the direct method is also different from the theoretical one, and, more importantly, it is very similar to that through the WSTA method. Now, the inapplicability of the direct method stems from the mismatch between the adopted cycle separator x > 0, y = 0 and any of isochrons of the van der Pol oscillator (2) . Due to the mismatch, the initial and the final state in each cycle tend to be located on different isochrons, leading to violation of the assumption that the phase increases by 2π for each cycle. The above significant similarity strongly suggests that the misestimation through the WSTA method also arises from the same origin.
Solution by multicyclizing
In the case of the direct method, we can avoid the above-mentioned misestimation by introducing the technique in which we measure the phase shift induced by each impulse-like stimulus after the stimulus-induced transient oscillation almost settles down. To put it another way, we use not the period change (i.e. the change in the time length of one cycle) but the change in the time length of many cycles, in Step 2 of the procedure of the direct method. We call this technique post-injection resting hereafter. In the case of the WSTA method, what recipe works similarly? An answer to this question is to "multicyclize" WSTAs. Let us present the modified procedure.
The modified procedure is as follows: 0) Let n be a large positive integer; 1) Inject a continuous zero-mean fluctuation stimulus into the oscillator while measuring the periods {τ i } i∈N in every n cycles and recording the individual stimuli I i (0, τ i ) i∈N through every n cycles; (The individual stimuli are constructed in the manner that for each i, the i-th stimulus I i shares its first (n − 1) cycles with the previous stimulus I i−1 ;)
2) Stretch each recorded stimulus I i (t) in order that the length of the stretched stimulusĨ i (t) is equal to n times the natural period-i.e.
3) Calculate the multicycle WSTA (McWSTA)
of the injected stimulus and estimate that the PRC of the oscillator is
Note that while we enumerate "every n cycles" in Step 1, we allow each n cycles to overlap others in part. As a result, this method extracts from a measurement data almost the same number of samples as in the case of the original WSTA method. We refer to this method as the McWSTA method. The procedure of the McWSTA method is depicted in Fig. 3 . To demonstrate the effectivity of the McWSTA method, let us apply it again to the van der Pol oscillator (2) with the use of the cycle separator x > 0, y = 0. The injected stimulus is constructed from the zero-mean OU process (3) . Then, according to [7] , μ 2 is equal to 2σ 2 /γ. This application produces the McWSTA in Fig. 4(a) , whose leading 1/n segment corresponds to the estimate of the PRC (Fig. 4(b) ). In contrast to the original WSTA method, the McWSTA method yields the correct PRC. (2) . In this application, the number n of cycles per sample is set to 3.
Intuitively speaking, the period of the additional (n − 1) cycles acts as a relaxation process in the sense that the correlation between the state of the system and the fluctuation stimulus injected during the first cycle gradually disappears. As a result, multicyclizing for the WSTA method has the same relaxation effect as post-injection resting for the direct method. It can be shown that generally the McWSTA method produces PRCs identical to those obtained through the direct method with postinjection resting. However, the proof is beyond the scope of this paper. We will report it elsewhere in the near future.
As seen in Fig. 4(a) , the sequence of the 1/n segments of the McWSTA ordered from the rightmost to the leftmost virtually converges if n is sufficiently large. Thus, as one of the practical criteria for determining the size of n, we can use the condition that the sequence of the 1/n segments almost converges to some function.
Application to a chaotic oscillator
In experimental systems, we can scarcely distinguish between limit cycle oscillators perturbed by noise and chaotic oscillators. It is therefore a plausible situation that we apply the McWSTA method to a chaotic system with strong periodicity, which we regard as a noisy limit cycle oscillator. In that situation, what does the McWSTA method yield as the PRC?
As an example, we consider the system of globally coupled Rössler oscillators [9, 10] 
where (a, b, c) = (0.2, 0.2, 5.7), K = 0.09, N = 1000, and each ω i is independently chosen from the normal distribution N (1, 0.02 2 ). We suppose that the observed quantity is the mean field (X, Y, Z) := ( x i , y i , z i ), whose trajectory is shown in Fig. 5 . The mean field displays chaotic but pseudoperiodic behavior. Now, we apply the McWSTA method to the system (7). The obtained curves are shown in Fig. 6 . We then used the cycle separator defined by the surface X < 0, Y = 0, and identified the natural period with the average period of free oscillation. The continuous zero-mean fluctuation stimulus was injected into X, that is, was added uniformly to the state variables x i . As the number of cycles per sample becomes large, the obtained curve almost converges to that in Fig. 6(a) . Assume that the curve represents the "phase sensitivity" of the chaotic system in any way. We are concerned with how well the phase oscillator (1) with the PRC in Fig. 6(a) reproduces rhythmic properties of the original chaotic oscillator. Let us observe, in particular, whether the phase oscillator can reproduce the parameter region in which the periodic driving η sin Ωt added to X entrains the system (7). The parameter regions, i.e. the Arnold tongues, for the original chaotic oscillator and for the phase oscillator are depicted in Fig. 7 , where the frequency of the chaotic oscillator is calculated from the average return time to the surface of section X < 0, Y = 0. Although chaotic dynamics are essentially not able to be described only with a phase variable, the Arnold tongue predicted with the phase oscillator is significantly similar to the original one. In this sense, the curve in Fig. 6(a) is thought of as a correct PRC of the system (7). The McWSTA method may estimate some kind of phase sensitivity even if the target system exhibits chaos with strong periodicity. It remains for future studies to theoretically identify what the McWSTA method measures for chaotic systems. 
Conclusion
In this paper, we have pointed out that the WSTA method yields an incorrect PRC except in the special case that the cycle separator is located along one of the isochrons. We have demonstrated that this problem arising in the WSTA method is settled by multicyclizing WSTAs. Multicyclizing for the WSTA method has the same effect as post-injection resting for the direct method. The McWSTA method, the extended version of the WSTA method using multicycle data, is applicable without identifying isochrons, and moreover allows us to adopt arbitrary cycle separators.
Moreover, we applied the McWSTA method to a chaotic system with strong periodicity, although there is no theoretical validity for chaos. As a result, we obtained a certain function as the PRC, and, more importantly, the phase oscillator with the estimated "phase sensitivity" generated the Arnold tongue quite similar to that of the original chaotic system. Our method may estimate some kind of phase sensitivity of chaotic systems.
Note that the methods using continuous stimuli are generally robust with respect to background noise [11] . This suggests that our method is useful for studying biological systems since the systems are inseparable from noise. In addition, the method provides probably meaningful estimates for chaotic systems. This implies that the method is applicable even if we cannot judge whether the target system is a noisy limit cycle oscillator or a chaotic oscillator, as is often the case with biological systems. Therefore, the method will contribute to studies of rhythmic phenomena in biological systems.
