Abstract. Model trees-decision trees with linear models at the leaf nodes-have recently emerged as an accurate method for numeric prediction that produces understandable models. However, it is known that decision lists-ordered sets of If-Then rules-have the potential to be more compact and therefore more understandable than their tree counterparts.
Introduction
Recent work in knowledge discovery on time series data (DLRS98), indicates that the scope of application of machine learning algorithms has gone beyond the relatively "straightforward" classification of nominal attributes in data. These applications are important to business, medicine, engineering and the social sciences, particularly in areas concerned with understanding data from sensors (KP98).
Of equal importance, particularly for business applications is the prediction, and consequent interpretation, of numeric values. For example, the 1998 KDD-Cup concentrated on predicting whether or not someone would donate to a charity. It is arguable that the charity would like to know both the amount someone is likely to donate and the factors which determine this donation from historical data so that they can produce a more effective marketing campaign.
Predicting numeric values usually involves complicated regression formulae. However, in machine learning it is important to present results that can be easily interpreted. Decision lists presented in the If-Then rule format are one of the most popular description languages used in machine learning. They have the potential to be more compact and more predictive than their tree counterparts (WI95) . In any application, the desired outcome is a small descriptive model which has strong predictive capability. It has to be small to be interpretable and understandable, and it has to be accurate so that generalization capabilities can be attributed to the model.
In this paper we present a procedure for generating rules from model trees (Qui92) , based on the basic strategy of the PART algorithm (FW98) , that produces accurate and compact rule sets. Section 2 discusses the motivation for PART and alternative approaches to continuous class prediction. Section 3 describes the adaptation of PART to model trees. Section 4 presents an experimental evaluation on standard datasets. We compare the accuracy and size of the rule sets of our procedure with model trees and the rule-based regression learner Cubist 1 , the commercial successor of M5 (Qui92) . Section 5 concludes with a discussion of the results and areas for further research on this problem.
Related Work
Rule learning for classification systems normally operates in two-stages. Rules are induced initially and then refined at a later stage using a complex global optimization procedure. This is usually accomplished in one of two ways; either by generating a decision tree, mapping the tree to a rule set and then refining the rule set based on boundary considerations of the coverage achieved by each rule, or by employing the separate-and-conquer paradigm. As with decision trees this strategy usually employs a rule optimization stage.
Frank and Witten (1998) combined these two approaches in an algorithm called PART (for partial decision trees) in order to circumvent problems that can arise with both these techniques. Rules induced from decision trees are computationally expensive and this expense can grow alarmingly in the presence of noise (Coh95), while separate-and-conquer methods suffer from a form of overpruning called "hasty generalization" (FW98) .
PART works by building a rule and removing its cover, as in the separate-and-conquer technique, repeatedly until all the instances are covered. The rule construction stage differs from standard separate-and-conquer methods because a partial pruned decision tree is built for a set of instances, the leaf with the largest coverage is made into a rule, and the tree is discarded. The pruned decision tree helps to avoid the overpruning problem of methods that immediately prune an individual rule after construction. Also, the expensive rule optimization stages associated with decision tree rule learning are not performed. Results on standard data sets show smaller rule sizes with no loss in accuracy when compared with the decision tree learner C4.5 (Qui93) and greater accuracy when compared with the separate-and-conquer rule learner RIPPER (Coh95) . In this paper we adapt the basic procedure of PART to continuous class prediction to examine whether similar results can be obtained, namely smaller rule sets with no loss in accuracy.
Although the literature is light in the area of rule-based continuous class prediction, a taxonomy can be found. A first split can be made on whether a technique generates interpretable results. Those that do not include neural networks, and various statistical approaches at dealing with non-linear regression, such as MARS (Fre91) and projection pursuit (FS81) . Those that do produce readable output are further split on whether or not they are based on the two major paradigms for rule generation-rule sets represented as regression or model trees, and the separate-and-conquer rule-learning approach. Examples from the regression tree family include: CART (BOS84), RETIS (Kar92) and M5 (Qui92). Separate-and-conquer methods include a system that maps a regression problem into a classification problem (WI95), and a propositional learning system (Tor95).
Generating Rules From Model Trees
Model trees (Qui92) are a technique for dealing with continuous class problems that provide a structural representation of the data and a piecewise linear fit of the class. They have a conventional decision tree structure but use linear functions at the leaves instead of discrete class labels. The first implementation of model trees, M5, was rather abstractly defined in (Qui92) and the idea was reconstructed and improved in a system called M5 ′ (WW97). Like conventional decision tree learners, M5 ′ builds a tree by splitting the data based on the values of predictive attributes. Instead of selecting attributes by an information theoretic metric, M5
′ chooses attributes that minimise intra-subset variation in the class values of instances that go down each branch.
After constructing a tree, M5
′ computes a linear model for each node; the tree is then pruned back from the leaves, so long as the expected estimated error decreases. The expected error for each node is calculated by averaging the absolute difference between the predicted value and the actual class value of each training example that reaches the node. To compensate for an optimistic expected error from the training data, this average is multiplied by a factor that takes into account the number of training examples that reach the node and the number of parameters in the model that represent the class value at that node. This process of tree construction can lead to sharp discontinuities occurring between adjacent linear models at the leaves of the pruned tree. A procedure called smoothing is used to compensate for these differences. The smoothing procedure computes a prediction using the leaf model, and then passes that value along the path back to the root, smoothing it at each node by combining it with the value predicted by the linear model for that node.
Rule Generation
The method for generating rules from model trees, which we call M5 ′ Rules, is straightforward and works as follows: a tree learner (in this case model trees) is applied to the full training dataset and a pruned tree is learned. Next, the best leaf (according to some heuristic) is made into a rule and the tree is discarded. All instances covered by the rule are removed from the dataset. The process is applied recursively to the remaining instances and terminates when all instances are covered by one or more rules. This is the basic separate-andconquer strategy for learning rules; however, instead of building a single rule, as it is done usually, we build a full model tree at each stage, and make its "best" leaf into a rule. This avoids potential for over-pruning called hasty generalization (FW98) . In contrast to PART, which employs the same strategy for categorical prediction, M5
′ Rules builds full trees instead of partially explored trees. Building partial trees leads to greater computational efficiency, and does not affect the size and accuracy of the resulting rules. This paper concentrates on generating rules using unsmoothed linear models. Because the tree from which a rule is generated is discarded at each stage, smoothing for rules would have to be done as a post processing stage after the full set of rules has been produced. This process is more complicated than smoothing model trees-it would involve determining the boundaries between rules and then installing linear models to smooth over them. 
Rule Selection Heuristics
So far we have described a general approach to extracting rules from trees, applicable to either classification or regression. It remains to determine, at each stage, which leaf in the tree is the best candidate for addition to the rule set. The most obvious approach (FW98) is to choose the leaf which covers the most examples. Figure  1 shows a tree produced by M5 ′ and the rules generated by M5 ′ Rules using the coverage heuristic for the dataset bolts (Sta99). The values at the leaves of the tree and on the consequent of the rules are the coverage and percent root mean squared error respectively for instances that reach those leaves (satisfy those rules).
Note that the first rule will always map directly to one branch of the tree, however, subsequent rules often do not. In Figure 1 , Rule 1 and LM2 are identical as are Rule 2 and LM1, however, Rule 3 and LM3 are very different.
We have experimented with three other heuristics, designed to identify accurate rules and to trade off accuracy against coverage. These measures are similar to those used in the separate-and-conquer procedure when evaluating the specialization of one rule from another (Tor95).
The first of these calculates the percent root mean squared error as shown in Equation 1: One potential problem with percent root mean squared error is that it may favour accuracy at the expense of coverage. Equations 2 and 3 show two heuristic measures designed to trade off accuracy against coverage. The first, simply normalises the mean absolute error at a leaf using the number of examples it covers; the second, multiplies the correlation between the predicted and actual class values for instances at a leaf by the number of instances that reach the leaf.
In Equation 3, Y i and y i are the actual value and predicted value for instance i expressed as deviations from their respective means.
Experimental Results
In order to evaluate the performance of M5 ′ Rules on a diverse set of machine learning problems, experiments were performed using thirty continuous class datasets. The datasets and their properties are listed in Table 1 , and can be obtained from the authors upon request. Nineteen of these datasets were used by Kilpatrick and Cameron-Jones (KCJ98), six are from the StatLib repository (Sta99), and the remaining five were collected by Simonoff (Sim96). As well as M5 ′ Rules using each of the rule-selection heuristics described above, M5 ′ (with unsmoothed linear models) and the commercial regression rule learning system Cubist were run on all the datasets. Default parameter settings were used for all algorithms. The mean absolute error, averaged over ten ten-fold crossvalidation runs and the standard deviations of these ten error estimates were calculated for each algorithmdataset combination. The same folds were used for each algorithm. ′ ; those marked with a × show where M5 ′ Rules has produced significantly more rules than M5 ′ . Results are considered "significant" if the difference is statistically significant at the 1% level according to a paired two-sided t-test, each pair of data points consisting of the estimates obtained in one ten-fold cross-validation run for the two learning algorithms being compared.
From Table 2 it can be seen that all four heuristic methods for choosing rules give results that are rarely significantly worse than M5
′ . In fact, choosing rules simply by coverage gives an excellent result-accuracy on only one dataset is significantly degraded. Each of the remaining three heuristics degrade accuracy on two datasets.
As well as accuracy, the size of the rule set is important because it has a strong influence on comprehensibility. Correlation times coverage and plain coverage never result in a larger rule set than M5
′ . These two heuristics reduce the size of the rule set on eleven, and ten datasets respectively. Both percent root mean squared error and mean absolute error over cover increase the size of the rule set on one dataset, while decreasing size on twelve and eleven datasets respectively.
Table 3 compares accuracy for M5
′ Rules with those for Cubist. Table 4 and Table 5 compare the average number of rules produced and average number of conditions per rule set respectively. The results for both ′ Rules with Cubist. The values are mean absolute error averaged over ten ten-fold cross-validation runs. Results are marked with a • if they show a significant improvement over Cubist, and with a • if they show a significant degradation (the precision of the results shown in the table is such that some appear identical but in fact are significantly different, e.g. baskball). accuracy and number of rules-as well as Table 2 -are summarised for quick comparison in Table 6 . Each entry in Table 6 has two values: the first indicates the number of datasets for which the method associated with its column is significantly more accurate than the method associated with its row; the second (in braces) indicates the number of datasets for which the method associated with its column produces significantly smaller rule sets than the method associated with its row.
From the first row and the first column of Table 6 it can be noted that all four versions of M5 ′ Rules-as well as (perhaps surprisingly) M5
′ -outperform Cubist on more datasets than they are outperformed by Cubist. % RMS and CC × Cover are more accurate than Cubist on twelve datasets, Cover on eleven datasets and MAE / Cover on ten datasets. By comparison, Cubist does better than all four M5 ′ Rules variants on nine datasets, eight of which are the same for all variants. When rule set sizes are compared, it can be seen that M5 ′ Rules produces smaller rule sets than Cubist more often than not. % RMS and CC × Cover produce smaller rule sets than Cubist on twenty-three datasets, and MAE / Cover and Cover produce smaller ones on twenty-two datasets. Cubist, on the other hand, produces smaller rule sets than all variants of M5 ′ Rules on only six datasets. From Table 4 , it can be seen that in many cases M5 ′ Rules produces far fewer rules than Cubist. For example, on the sensory dataset Cubist produces just over forty-five rules, while M5 ′ Rules is more accurate with approximately four rules. Furthermore, from Table 5 it can be seen that M5
′ Rules generates fewer conditions per rule set than Cubist-it is significantly better on twenty-four and worse on at most five. For some datasets (sensory, pbc, breastTumor, cholesterol) the differences are dramatic.
Conclusion
We have presented an algorithm for generating rules for numeric prediction by applying the separate-andconquer technique to generate a sequence of model trees, reading one rule off each of the trees. The algorithm is straightforward to implement and relatively insensitive to the heuristic used to select competing rules from the tree at each iteration. M5
′ Rules using the coverage heuristic is significantly worse, in terms of accuracy, on only one (autoPrice) of the thirty bench mark datasets when compared with M5
′ . In terms of compactness, M5
′ Rules never produces larger rule sets and produces smaller sets on ten datasets. When compared to the commercial system Cubist, M5
′ Rules outperforms it on size and is comparable on accuracy. When based on the number of leaves it is more than three times more likely to produce significantly fewer rules. When the number of conditions per rule are used to estimate rule size M5 ′ Rules is eight times more likely to produce rules with fewer conditions than Cubist.
Published results with smoothed trees (WW97) indicate that the smoothing procedure substantially increases the accuracy of predictions. Smoothing cannot be applied to rules in the same way as for trees because the tree containing the relevant adjacent models is discarded at each iteration of the rule generation process. It seems more likely that improvements to M5 ′ Rules will have to be made as a post-processing optimization stage. This is unfortunate because generation of accurate rule sets without global optimization is a compelling aspect of the basic PART procedure, on which M5 ′ Rules is based. However, smoothing usually increases the complexity of the linear models at the leaf nodes, making the resulting predictor more difficult to analyze.
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