We give a deterministic polynomial time 2 O(r)approximation algorithm for the number of bases of a given matroid of rank r and the number of common bases of any two matroids of rank r. To the best of our knowledge, this is the first nontrivial deterministic approximation algorithm that works for arbitrary matroids. Based on a lower bound of Azar, Broder, and Frieze [7] this is almost the best possible assuming oracle access to independent sets of the matroid.
I. INTRODUCTION
Efficient algorithms for optimizing linear functions over convex sets, convex programming, are one of the pinnacles of algorithm design. Convex sets yield easy instances of optimization in the continuous world. Much the same way, matroids yield easy optimization instances in the discrete world. Going beyond, computing the volume of convex sets is well understood algorithmically; however there has not been an analogous progress on counting problems involving matroids. In this work, we try to address this by designing nearly tight deterministic approximate counting algorithms for discrete structures involving matroids and their intersections. We introduce a general optimization-based algorithm for approximate counting involving discrete objects, and show that it performs well for matroids and their intersections.
A matroid M = (E, I) is a structure consisting of a finite ground set E and a non-empty collection I of independent subsets of E satisfying: i) If S ⊆ T and T ∈ I, then S ∈ I. ii) If S, T ∈ I and |T | > |S|, then there exists an element i ∈ T \ S such that S ∪ {i} ∈ I. The rank of a matroid is the size of the largest independent set of that matroid. If M has rank r, any set S ∈ I of size r is called a basis of M . Let B M ⊂ I denote the bases of M .
Many optimization problems are well understood on matroids. Matroids are exactly the class of objects for which an analogue of Kruskal's algorithm works and gives the smallest weight basis.
One can associate to any matroid M a polytope P M , defined by exponentially many constraints, called the matroid base polytope. The vertices of P M are the indicator vectors of all bases of M , i.e., P M = conv{1 B | B ∈ B M }. Furthermore, using the duality of optimization and separation, one can design a separation oracle for P M in order to minimize any convex function over P M [15] .
More difficult problems associated to matroids come from counting. For example, given a matroid M , is there a polynomial time algorithm to count the number of bases of M ? This problem is #P-hard in the worst case even if the matroid is representable over a finite field [35] , so the next natural question is: How well can we approximate the number of bases of a given matroid M in polynomial time? This is the main question addressed in this paper.
Note that the number of bases of any matroid M of rank r is at most |E| r ≈ |E| r , so there is a simple |E| r approximation to the number of bases of M . We also address counting problems on the intersection of two matroids. Given two matroids M = (E, I M ), N = (E, I N ) of rank r on the same ground set E, the matroid intersection problem is to optimize a (linear) function over all bases B common to both M and N . This problem can also be solved in polynomial time because P M ∩ P N is exactly the convex hull of the indicator vectors of B M ∩ B N [see, e.g., 32 ]. Perhaps, the most famous example of matroid intersection is perfect matchings in bipartite graphs. Since we can optimize over the intersection of two matroids, it is natural to ask if one can approximate the number of bases common to two rank-r matroids M and N . This is the second problem that we address in this paper.
Note that there are NP-hard problems involving the intersection of just three matroids, e.g., the Hamiltonian path problem. It is NP-hard to test if there is a single basis in the intersection of three matroids. We will not discuss intersections of more than two matroids in this paper, since any multiplicative approximation would be NP-hard.
A. Previous Work
There is a long line of work on designing approximation algorithms to count the number of bases of a matroid. One idea is to use the Markov Chain Monte Carlo technique. For any matroid M , there is a well-known chain, called the basis exchange walk, which mixes to the uniform distribution over all bases. Mihail and Vazirani conjectured, about three decades ago, that the chain mixes in polynomial time, and hence one can approximate the number of bases of any matroid on n elements within 1+ factor in time poly(n, 1/ ). To this date, this conjecture has been proved only for a special class of matroids known as balanced matroids [16, 30] . Balanced matroids are special classes of matroids where the uniform distribution over the bases of the matroid, and any of its minors, satisfies the pairwise negative correlation property. Unfortunately, many interesting matroids are not balanced. An important example is the matroid of all acyclic subsets of edges of a graph G = (V, E) of size at most k (for some k < |V | − 1) [16] .
Many of the results in this area [3, 12, 13, 17, 25, 27, 28] study approximation algorithms for a limited class of matroids, and not much is known beyond balanced matroids.
Most of the classical results in approximate counting rely on randomized algorithms based on the Markov Chain Monte Carlo technique. There are also a few results in the literature that exploit tools from convex optimization [8, 9, 24] . To the best of our knowledge, the only nontrivial approximation algorithm that works for any matroid is a randomized algorithm of Barvinok and Samorodnitsky [9] that gives, roughly, a log(|E|) r approximation factor to the number of bases of a given matroid of rank r and the number of common bases of any two given matroids of rank r, in the worst case. We remark that this algorithm works for any family of subsets, not just matroids and their intersections, assuming access to an optimization oracle. The approximation factor gets better if the number of bases of the given matroid(s) are significantly less than |E| r |E| r .
On the negative side, Azar, Broder, and Frieze [7] showed that any deterministic polynomial time algorithm that has access to the matroid M on n elements only through an independence oracle can only approximate the number of bases of M up to a factor of 2 O(n/ log(n) 2 ) . They actually showed the stronger result that any deterministic algorithm making k queries to the independence oracle must have an approximation factor of at least 2 Ω(n/ log(k) 2 ) , as long as k = 2 o(n) . An immediate corollary is a rank-dependent lower bound, namely that any deterministic algorithm making polynomially many independence queries to a matroid of rank r must have an approximation ratio of 2 Ω(r/ log(n) 2 ) as long as r log(n). This is because we can always start with a matroid on r elements and add loops to get n elements without changing the number of bases or the rank.
Approximating the number of bases in the intersection of two matroids M, N is poorly understood. Jerrum, Sinclair, and Vigoda [26] give a randomized polynomial time approximation to the number of perfect matchings of a bipartite graph, a special case of matroid intersection, up to a factor of 1 + . As for deterministic algorithms, for this special case of bipartite perfect matchings, a 2 O(r) -approximation was first introduced by Linial, Samorodnitsky, and Wigderson [29] , relying on the Van der Waerden conjecture, and later an improvement in the base of the exponent was achieved by Gurvits and Samorodnitsky [21] . Recently, a subset of the authors [2] have shown how to approximate the number of bases in the intersection of two real stable matroids, having oracle access to each of their generating polynomials, up to a 2 O(r) multiplicative error [also, cf. 36]. These are a special case of balanced matroids. See the techniques in the full version of this paper and the prior work [2] for more details.
B. Our Results
The main result of this paper is the following. Theorem 1. Let M = ([n], I) be a matroid of rank r given by an independence oracle. There is a deterministic polynomial time algorithm that outputs a number β satisfying
Our algorithm can be implemented with only oracle access to the independent sets of the matroid. Therefore, by the work of Azar, Broder, and Frieze [7] , this is almost the best we can hope for any deterministic algorithm.
As an immediate corollary of the above result we can count the number of independent sets of any given size k. Independent sets of size k form the bases of the truncation of the original matroid, which itself is a matroid. Corollary 2. Let M be a matroid given by an independence oracle. There is a deterministic polynomial time algorithm that for any given integer k outputs a number β such that
is the set of independence sets of size exactly k. Going further, we show that one can approximate the number of bases in the intersection of any two matroids. Theorem 3. Let M and N be matroids of rank r on the set [n] given by independence oracles. There is a deterministic polynomial time algorithm that outputs β satisfying
where B M , B N are the bases of M and N , respectively.
Counting common bases of two matroids is a self-reducible problem. Roughly speaking, this means that if we want to count common bases that include some given elements i 1 , . . . , i k ∈ [n] and exclude some other elements j 1 , . . . , j l ∈ [n], then we get an instance of the same problem; we just have to replace the input matroids by their minors.
Sinclair and Jerrum [33] showed that for self-reducible counting problems, the approximation factor of any algorithm can be boosted at the expense of increased running time and using randomization. As a corollary of Theorem 3 and the results of Sinclair and Jerrum [33] we get the following.
Corollary 4. Let M and N be two matroids of rank r on the set [n] given by independence oracles. There is a randomized algorithm that for any , δ > 0 outputs a number β approximating the number of common bases of M and N within a factor of 1 − with probability at least 1 − δ:
The running time of this algorithm is 2 O(r) poly(n, 1 , log 1 δ ). Counting bases of a single matroid is a special case obtained by letting M = N . Observe that this algorithm becomes a fully polynomial time randomized approximation scheme (FPRAS) when r = O(log n). A generalization of our algorithmic framework provides handles weighted counting:
Theorem 5. Let M and N be two matroids of rank r on the set [n] given by independence oracles. There is a deterministic polynomial time algorithm that for given weights λ = (λ 1 , . . . , λ n ) ∈ R n ≥0 , outputs β which 2 O(r)approximates the λ-weighted intersection of M and N :
C. Techniques
In this section we discuss the main ideas of our proof. We rely on the basis generating polynomial of a matroid M ,
For some matroids, such as partition matroids and graphic matroids, the polynomial g M has a special property called real stability. A multivariate polynomial g ∈ R[z 1 , . . . , z n ] is real stable if g(z 1 , . . . , z n ) = 0 whenever Im(z i ) > 0 for all i = 1, . . . , n. Real stable polynomials have been used for numerous counting and sampling tasks [2-5, 19, 31, 36] . Matroids with real stable basis generating polynomials are called real stable matroids. Many properties of these matroids can be derived from those of their generating polynomials. If g M is real stable, then the uniform distribution over the bases of the matroid, as well as its minors, satisfy pairwise negative correlation. Then M is a balanced matroid and one can count the number of bases of M within a 1 + multiplicative error by a polynomial time randomized algorithm.
On the counting side, roughly speaking, real stable matroids are almost all we know how to handle. However, it is known that many matroids are not real stable. Even if we allow arbitrary positive coefficients in front of the monomials in the generating polynomial, instead of uniform coefficients, for some matroids we can never get a real stable polynomial [11] . Here we define a more general class of polynomials, namely log-concave and completely log-concave polynomials, to be able to study all matroids with analytical techniques.
Given a real stable polynomial g(z 1 , z 2 , . . . , z n ), its univariate restriction g(z, z, . . . , z) is real-rooted, and it follows that its coefficients form a log-concave sequence. Recently, Adiprasito, Huh, and Katz [1] proved that certain univariate polynomials associated with matroids have log-concave coefficients, for any matroid. Their work resolved several long standing open problems in combinatorics. Note that such results are unlikely to follow from the theory of real stability because not all matroids support real stable polynomials.
The first ingredient of our paper is that we exploit some of the results and theory developed by Adiprasito, Huh, and Katz [1] to show that log(g M (z 1 , . . . , z n )) is concave as a function on the positive orthant (see Theorem 25) . Any real stable polynomial with nonnegative coefficients is log-concave on the positive orthant but the converse is not necessarily true. In this paper we study properties of log-concave polynomials with nonnegative coefficients as a generalization of real stable polynomials and show that they satisfy many of the closure properties of real stable polynomials. Here, we mainly focus on applications in approximate counting, but we hope that these techniques can be used for many other applications in algorithm design, operator theory, and combinatorics.
Our second ingredient is a general framework for approximate counting based on convex optimization. We consider probability distributions μ : 2 [n] → R ≥0 on subsets of [n]. Firstly, we show that if μ has a log-concave generating polynomial, we can approximate its entropy using the marginal probabilities of the underlying elements (see Theorem 31) . The marginal probability μ i of an element i ∈ [n] is the probability that i is included in a random sample of μ. We show that
This is particularly interesting when μ is the uniform distribution over the bases of a matroid M = ([n], I), in which case H(μ) equals log(|B M |). From the marginals μ i , one can approximate H(μ), but finding the marginal probabilities is no easier than estimating H(μ). Instead, we observe that the vector of marginals (μ 1 , . . . , μ n ) must lie in P M . So instead of trying to find μ i 's, we use a convex program to find a point p = (p 1 , . . . , p n ) ∈ P M maximizing the sum of marginal entropies,
. Using properties of maximum entropy convex programs (see Theorem 16), we show that this also gives a "good"
To prove Theorem 3, we exploit some of the tools that a subset of authors developed [2] to approximate the number of bases in the intersection of two real stable matroids. In this paper we generalize these techniques to all matroids. In the process we show that for any matroid M the polynomial g M is completely log-concave, meaning that taking directional derivatives of the polynomial g M with respect to directions in R n ≥0 results in a polynomial that as a function is log-concave on the positive orthant (see Theorem 25) .
D. Algorithmic Framework
Our algorithms in the cases of a single matroid and the intersection of two matroids are actually instantiations of the same framework that could be applied to more general discrete structures. We use a general framework based on convex programming. Take an arbitrary family of sets B ⊆ 2 [n] . For us B will be the bases of a matroid, or common bases of two matroids, but our framework could be applied to any family. We assume that we can optimize linear functions over P B = conv{1 B | B ∈ B}. This is true in both cases involving matroid(s), when we have access to the independence oracle(s).
The key observation is that the entropy of the uniform distribution μ over the elements of B equals log(|B|) and that using subadditivity of the entropy this entropy can be related to the points in P B . If μ i is the marginal probability of element i being in a uniformly random element of B, then (μ 1 , . . . , μ n ) is a point of P B ; it is the average of all vertices. Together with subadditivity of the entropy, this gives us
We can efficiently compute the last quantity, because we can optimize over P B . Therefore, we have a convex-programmingbased way of obtaining an upper bound for log(|B|). Exponentiating the result, we get an upper bound on |B|; this is the output of our algorithm, β in Theorems 1 and 3. We show that for matroids and intersections of two matroids, this bound becomes an approximation, in that there is a complementary lower bound. We leave finding more discrete structures for which this algorithm provides a "good" approximation open. We make the following concrete conjecture.
Conjecture 6. Let G = (V, E) be a graph with an even number of nodes, and let B ⊆ 2 E be the set of all perfect matchings in G. Then
If Conjecture 6 is correct, we get a deterministic polynomial time 2 O(|V |) -approximation algorithm for counting perfect matchings, because we can efficiently optimize over P B . To the best of our knowledge, for nonbipartite graphs, no such result is known as of this writing.
Finally we remark that this framework can handle weighted counting. For weight vector λ = (λ 1 , . . . , λ n ) ∈ R n ≥0 , the λ-weighted count of a family B ⊆ 2 [n] is simply B∈B i∈B λ i . For λ 1 , . . . , λ n = 1, this quantity becomes |B|. To handle λ-weighted counts we can simply change our concave program slightly to
We defer more details to the full version of this work.
E. Organization
The rest of the paper is organized as follows. In Section II, we go over the necessary preliminaries from matroid theory, convex entropy programs, linear algebra and develop some of the theory of log-concave polynomials. In Section III we review some tools from combinatorial Hodge theory and derive a connection with the application of differential operators to the basis generating polynomial of a matroid. Then, in Section IV we prove that the generating polynomial of any matroid is log-concave. In Section V we prove that one can approximate the entropy of a log-concave distribution from its marginals. Finally, in Section VI we prove Theorem 1 and we defer the proof of Theorem 3 to the full version of this paper. Some proofs are omitted here and can be found in the full version of the paper.
II. PRELIMINARIES
Let us establish some notational conventions. Unless otherwise specified, all logs are in base e. We use bold letters to emphasize symbols representing a vector, array, or matrix. All vectors are assumed to be column vectors. For v, w ∈ R n , we denote the standard dot product between v and w by v, w = v w. We use R >0 and R ≥0 to denote positive and nonnegative real numbers, respectively, and [n] to denote {1, . . . , n}. When n is clear from context, for a set S ⊆ [n], we let 1 S ∈ R n denote the indicator vector of S;
pi . For set S we let z S = z 1S . We use ∂ zi or ∂ i to denote the partial differential operator
We denote the gradient of a polynomial g by ∇g and the Hessian of g by ∇ 2 g. For a polynomial g ∈ R[z 1 , . . . , z n ] and c ∈ R we write g(z 1 , . . . , z n )| z1=c to denote the restricted polynomial in z 2 , . . . , z n obtained by setting z 1 = c. For a polynomial g(z 1 , . . . , z n ), we define supp(g) ⊂ Z n ≥0 as the set of vectors κ = (κ 1 , . . . , κ n ) ∈ Z n ≥0 such that the coefficient of the monomial i z κi i is nonzero. The convex hull of supp(g) is known as the Newton polytope of g. We call a polynomial multiaffine if the degree of each variable is at most one.
A. Log-Concave Polynomials
A polynomial g with nonnegative coefficients is logconcave if and only if the Hessian of log(g) is negative semidefinite at all points of R n ≥0 where it is defined. The set of log-concave polynomials is closed in the space of polynomials of degree ≤ d. To see this, note that the nonnegativity of the coefficients of g ensure that if g = 0, then log(g) is defined at all points of R n >0 . The entries of ∇ 2 log(g) at a point in R n >0 are continuous functions in the coefficients of g. The closed-ness of the set of log-concave polynomials follows from the closed-ness of the cone of negative semidefinite matrices. The basic operations that preserve log-concavity are affine transformations.
. . , y m ] has nonnegative coefficients and is log-concave.
The following operations will be useful for us. Proposition 8. The following operations preserve logconcavity:
Unlike real stability, log-concavity is not preserved under taking derivatives. In Section IV, we remedy this by considering completely log-concave polynomials, for which log-concavity is preserved under differentiation.
B. Matroids
Let M = (E, I) be a matroid, as defined in Section I. For any set S ⊆ E, the rank of S, denoted rank(S), is the size of the largest subset A ⊆ S such that A ∈ I. The rank of the matroid is the rank of the set E, and a set B ⊆ E is a basis of M if and only if B ∈ I and rank(B) = rank(E).
We say a matroid M is simple if it has no loops and no parallel elements, meaning that for all pairs i = j ∈ E, rank({i, j}) = 2. The dual matroid of M is the matroid M * = (E, I * ) on the same set of elements E whose bases are the complements E \ B of bases B of M (and whose independent are subsets of those bases).
The matroid base polytope P M ⊂ R E of M is the convex hull of the indicator vectors of its bases. If M has rank r, it can also be defined by the following system of inequalities:
(2) While this description requires exponentially many constraints, because of the matroidal structure, one can optimize linear functions over P M in polynomial time, assuming access to an independence oracle. Thereby one can construct a separation oracle for P M [15] and therefore minimize any convex function over P M in polynomial time. See Boyd and Vandenberghe [10] for background on convex optimization.
For λ = (λ 1 , . . . , λ n ) ∈ R n ≥0 , we define λ-weight of a subset of E as λ S = i∈S λ i . If g M is the basis generating polynomial of M , as in Eq. (1), the λ-weight of a basis is the coefficient of the corresponding monomial in g M after scaling the variables by λ 1 , . . . , λ n ,
C. Linear Algebra
We say that a sequence of real numbers β 1 ≥ · · · ≥ β n interlaces α 1 ≥ α 2 ≥ · · · ≥ α n if
The following is the useful Cauchy's Interlacing Theorem:
Theorem 9 (Cauchy's Interlacing Theorem I [see 22, Corollary 4.3.9]). For a symmetric matrix A ∈ R n×n and v ∈ R n , the eigenvalues of A interlace the eigenvalues of A + vv .
The following is an immediate consequence: Lemma 10. Let A ∈ R n×n be a symmetric matrix and let P ∈ R m×n . If A has at most one positive eigenvalue, then P AP has at most one positive eigenvalue.
Another version of Cauchy's Interlacing Theorem can be stated as follows: 
where α 1 , . . . , α n and β 1 , . . . , β n−1 are the eigenvalues of A and B, respectively. This has the immediate corollary: Corollary 12. Let A ∈ R n×n be a symmetric matrix. If there is an (n − 1)-dimensional linear subspace on which the quadratic form z → z Az is nonpositive, then A has at most one positive eigenvalue.
We will also need the following lemma inspired by arguments of Huh and Wang [23] .
Lemma 13. Let A ∈ R n×n be a real symmetric matrix with nonnegative entries and at most one positive eigenvalue. Then for every v ∈ R n ≥0 , the n×n matrix (v Av)·A−t(Av)(Av) is negative semidefinite for all t ≥ 1.
Proof: By limiting arguments, it suffices to prove this for v ∈ R n >0 and t = 1. If A is the zero matrix, the claim is immediate. Otherwise, v Av > 0. Let w ∈ R n and consider the 2 × n matrix P with rows v and w . Then
By Lemma 10, P AP has at most one positive eigenvalue.
On the other hand, the diagonal entry v Av is positive, so Theorem 11 implies that P AP has a positive eigenvalue, meaning that it must have exactly one. It follows that
D. Entropy and External Fields
For a probability distribution μ supported on a finite set Ω, its entropy, H(μ), is defined to be ω∈Ω μ(ω) log 1 μ(ω) . For a number p ∈ [0, 1], we also use the shorthand H(p) = p log 1 p +(1−p) log 1 1−p to denote the entropy of the Bernoulli distribution with parameter p. See Cover and Thomas [14] for background on entropy and its properties. A basic fact we will use about entropy is subadditivity. Fact 14. If X and Y are finitely supported random variables and the joint distribution of (X, Y ) is μ, and μ X and μ Y denote the marginal distributions of X and Y , then
with equality if and only if X and Y are independent.
Let μ : 2 [n] → R ≥0 be a nonnegative function; we say μ is a probability distribution if S⊆[n] μ(S) = 1. The support of μ, denoted supp(μ), is the collection of S ⊆ [n] for which μ(S) = 0, and the Newton polytope P μ ⊂ R n of μ is the convex hull of the support, i.e., P μ = conv{1 S | S ∈ supp(μ)}. The entropy of μ equals H(μ) = S∈supp(μ) μ(S) log 1 μ(S) . To use entropy for approximate counting, we use the following fact: Proposition 15. If u : 2 [n] → R ≥0 is the uniform distribution over S ∈ supp(u), then H(u) equals the log of the number of elements in the support of u and this is an upper bound for the entropy of any distribution μ with supp(μ) ⊆ supp(u). That is, for any distribution μ : 2 [n] → R ≥0 , H(μ) ≤ log(|supp(μ)|), with equality when μ is the uniform distribution over its support.
We define the generating polynomial of μ to be the multiaffine polynomial g μ (z 1 , . . . , z n ) = S⊆[n] μ(S) i∈S z i . The nonnegative function or probability distribution μ is said to be log-concave if its generating polynomial g μ is logconcave on the positive orthant. The marginal of an element i, μ i , is the probability that i is in a random sample from μ,
For a collection of positive numbers λ = (λ 1 , . . . , λ n ), the λ-external field applied to μ is a probability distribution λ μ : 2 [n] → R ≥0 where for every S,
As with matroid weights, we note that g λ μ (z 1 , . . . , z n ) ∝
The following theorem has been rediscovered many times: 
If p is in the relative interior of the polytope P μ , it turns out that we can take = 0 in the above theorem. In either case though, we have the following.
Corollary 17. Let μ : 2 [n] → R ≥0 be a nonnegative function and let p ∈ P μ . There is a probability distributionμ with marginals p such that supp(μ) ⊆ supp(μ). Moreoverμ can is a limit of distributions of the form λ μ for λ ∈ R n >0 . The following follows from Proposition 8 and Theorem 16.
Corollary 18. Let μ : 2 [n] → R ≥0 be log-concave and let p ∈ P μ . There is a log-concave probability distributionμ with marginals p such that supp(μ) ⊆ supp(μ). Moreover, μ is the limit of distributions λ μ for λ ∈ R n >0 . Entropy has a relationship with geometric programs. 
whereμ is the probability distribution given by Corollaries 17 and 18. If μ is the indicator function of a family B ⊆ 2 [n] , then the above quantity is the same as the entropy H(μ). [1] and Huh and Wang [23] . The main result we prove in this section is Theorem 23. Later in Section IV, we use this to prove that the generating polynomial of the bases of any matroid is a log-concave function over the positive orthant.
III. HODGE THEORY FOR MATROIDS In this section we review several recent developments on combinatorial Hodge theory by Adiprasito, Huh, and Katz
In this section, we take all matroids to be simple. To describe the algebraic tools used [1, 23] , we introduce a little more matroid terminology, namely the theory of flats. A subset F ⊆ E is a flat of M = (E, I) if it is a maximal set with rank equal to rank(F ), i.e., for any i ∈ F , rank(F ∪ {i}) = rank(F ) + 1. In particular, F = E is the unique flat of rank equal to rank(M ).
We say that a flat F is proper if F = E. Flats F 1 , F 2 are comparable if F 1 ⊆ F 2 or F 2 ⊆ F 1 and they are incomparable otherwise. A flag of M is a strictly monotonic sequence of nonempty proper flats of M , F 1 F 2 · · · F l . Note that any flag of M has at most rank(M ) − 1 flats.
A. The Chow ring
Here we go through some of the commutative algebra used by Adiprasito, Huh, and Katz [1] and explain a special case of their main theorem. Following the set up of Adiprasito, Huh, and Katz [1] , for a matroid M of rank r + 1 on the ground set E, define the Chow ring to be the ring
whose generators x F satisfy the relations
A * (M ) is a graded ring, and we use A d (M ) to denote homogeneous polynomials in A * (M ) of degree d. The top degree part, A r (M ), is a one-dimensional vector space over R, and we write "deg" for the isomorphism A r (M ) R determined uniquely by requiring deg(x F1 . . . x Fr ) = 1 for any flag F 1 F 2 · · · F r of M .
A function f on the set of nonempty proper subsets of E is said to be strictly submodular
where we take f (∅) = f (E) = 0. We say f is submodular if it satisfies the weak form of the above inequality. We remark that our notion of submodularity differs slightly from the conventional notion, in that we additionally require that f takes a value of 0 on ∅, E.
Define the open convex cone in A 1 (M )
where the sum is over all flats of M . We let K(M ) denote the Euclidean closure of this cone, namely those elements of A 1 (M ) obtained from submodular functions.
The following is a special case of one of the main theorems of Adiprasito, Huh, and Katz [1] .
Theorem 20 ([1, Theorem 8.9]). Let M be a simple matroid of rank r+1. For any 0 , 1 , . . . , r−2 in K(M ), consider the symmetric bilinear form Q 1 ,..., r−2 :
Then, as a quadratic form, Q 1 ,..., r−2 is negative definite on the kernel of Q 1 ,..., r−2 ( 0 , ·) 
The kernel of Q 1 ,..., r−2 ( 0 , ·) has codimension one in A 1 (M ). So the operator Q 1 ,..., r−2 has at most one nonnegative eigenvalue. Observe that the above result naturally extends to taking 0 , 1 , . . . , r−2 in the closure K(M ) at the expense of having the slightly weaker guarantee that the operator Q 1 ,..., r−2 will be negative semidefinite on the kernel of Q 1 ,..., r−2 ( 0 , ·). In this case, Q 1 ,..., r−2 has at most one positive eigenvalue.
B. Graded Möbius Algebra
To connect the Chow ring with the basis generating polynomial of a matroid, we introduce another algebra used by Huh and Wang [23] . Here we take M to be a simple matroid of rank r on the ground set [n]. For flats F 1 , F 2 , define F 1 ∨ F 2 to be the inclusion-minimal flat containing
Let B * (M ) denote the ring R[y F |F is a flat of M ] whose multiplication rule is given by y F1 y F2 = y F1∨F2 if rank(F 1 ) + rank(F 2 ) = rank(F 1 ∨ F 2 ), 0 otherwise, (5) for all pairs of flats F 1 , F 2 . These relations imply that for any flat F and any basis I F of F , y F equals the product i∈IF y i , where y i = y {i} . So y 1 , . . . , y n generate B * (M ). Then B * (M ) is a graded algebra in terms of the degree in y 1 , . . . , y n and we use B d (M ) to denote the homogeneous polynomials of degree d in B * (M ).
Huh and Wang [23] relate this to the Chow ring as follows. Let M 0 denote the matroid of rank r + 1 on ground set {0, 1, . . . , n} obtained by adding 0 as a coloop. Its independent sets have the form I or {0} ∪ I, where I is independent in M . In the Chow ring of M 0 , for each i = 1, . . . , n, define the degree one element β i = F :i∈F,0 / ∈F x F ∈ A 1 (M 0 ), where the sum is taken over flats F of M 0 for which i ∈ F and 0 / ∈ F . Since the indicator function of the condition i ∈ F and 0 / ∈ F is submodular, β i belongs to K(M 0 ). Huh and Wang use this to establish the following relationship between A * (M 0 ) and B * (M ).
Theorem 21 ([23, Prop 9] ). There is a unique injective graded R-algebra homomorphism
Note that for any basis B of M , i∈B y i = y [n] is nonzero in B r (M ). On the other hand, if S ⊆ [n] is a dependent set of the matroid M , then i∈S y i is zero. From the existence and injectivity of this map, it follows that for any B ⊆ [n] with |B| = r, up to global scaling by a positive real number,
This is particularly useful for us because of the following connection with differential operators on the basis generating polynomial g M (z 1 , . . . , z n ).
Furthermore, for 0 ≤ k ≤ r and λ = (λ 1 , . . . , λ n ) ∈ R n ,
Proof: For the first claim, both sides are linear in each v i , so it suffices to prove the case when the columns are standard basis vectors
The general case then follows from linearity in each column. For the second claim, again we can consider
We can translate Theorem 20 to a statement about g M (z).
Theorem 23. Let M be a simple matroid of rank r on the ground set [n] . For any 0 ≤ k ≤ r − 2, matrix of nonnegative real numbers V ∈ R n×k ≥0 , and any λ ∈ R n ≥0 , the symmetric bilinear form q V ,λ : R n × R n → R given by
is negative semidefinite on the kernel of q V ,λ (λ, ·). In particular, the Hessian of D V g M (z) evaluated at z = λ has at most one positive eigenvalue.
For each i, β i belongs to K(M 0 ), so by the nonnegativity of V ij and λ i , so does each j . By Proposition 22, q V ,λ equals the restriction of Q 1 ,..., r−2 to the subspace of A 1 (M 0 ) spanned by {β 1 , . . . , β n }. That is, for all a, b ∈ R n , By Theorem 20, Q 1 ,. .., r−2 is negative semidefinite on the kernel of Q 1 ,..., r−2 ( 0 , ·), implying that q V ,λ is negative semidefinite on the kernel of q V ,λ (λ, ·). Finally, note that ∇ 2 D V g M (z) evaluated at z = λ is the n × n matrix representing q V ,λ in the standard basis. Since it is negative semidefinite on a linear subspace of dimension n − 1, namely the kernel of q V ,λ (λ, ·), Corollary 12 implies that it has at most one positive eigenvalue.
In the next section we use the above statement to show that generating polynomials of matroids are log-concave and remain log-concave under directional derivatives along directions in the positive orthant.
IV. COMPLETELY LOG-CONCAVE POLYNOMIALS
We call a polynomial g ∈ R[z 1 , . . . , z n ] completely logconcave if for every k ≥ 0 and nonnegative matrix V ∈ R n×k ≥0 , D V g(z) is nonnegative and log-concave as a function
. Note that for k = 0, this condition implies log-concavity of g itself. We call a distribution μ : 2 [n] → R ≥0 completely log-concave if and only if g μ is completely log-concave.
Remark 24. Related notions of "strongly log-concave" and "Alexandrov-Fenchel" polynomials were studied in the work of Gurvits [18, 20] to design approximation algorithms for mixed volume of polytopes and to show Newton-like inequalities for coefficients of these polynomials. Gurvits [20] also states that because a positive combination of convex polytopes is a convex polytope, the stronger property we call complete log-concavity is satisfied for the volume polynomial. Unlike strong log-concavity, complete log-concavity is readily seen to be preserved under many useful operations.
Note that complete log-concavity implies nonnegativity of the coefficients of g. This is because the coefficient of i z κi i in g is a positive multiple of ∂ κ1 1 · · · ∂ κn n g(z)| z=0 . To verify complete log-concavity for a polynomial with nonnegative coefficients, we only have to check log-concavity of order k derivatives for k ≤ r − 2. For k ≥ r, D V g(z) is a nonnegative constant and for k = r − 1, it is a linear function with nonnegative coefficients in z 1 , . . . , z n .
The main result of this section is that the basis generating polynomial of any matroid is completely log-concave. First, we show that the statement holds when M is a simple matroid. To do this, we use a corollary of Euler's identity, which states that if a polynomial g(z) is homogeneous of degree d then
Corollary 26 (Euler's identity). If g ∈ R[z 1 , . . . , z n ] is homogeneous of degree d, then
Proof: The i-th entry of the vector ∇ 2 g · z equals n j=1 z j ·∂ i ∂ j g. Since ∂ i g is homogeneous of degree d−1, it follows by Euler's identity, Eq. (6) , that this equals (d−1)∂ i g. Multiplying by z and using Eq. (6) again gives the second claim.
Proof: Let M be a simple matroid of rank r on the set [n]. Let 0 ≤ k ≤ r − 2 and take a nonnegative matrix V ∈ R n×k ≥0 . We will show that for any λ ∈ R n >0 ,
as in Theorem 23. This is represented by the Hessian matrix of h at z = λ:
By Theorem 23 this matrix has at most one positive eigenvalue. Since it also has nonnegative entries, we can apply Lemma 13 with A = ∇ 2 h z=λ and v = λ. Since h(z) is homogeneous of degree r − k, Corollary 26 implies that v Av = (r − k)(r − k − 1)h(λ), and (Av)(Av) = (r − k − 1) 2 · (∇h(λ))(∇h(λ)) .
Then Lemma 13 states that the matrix
Next we show that similar to Lemma 7, affine transformations preserve complete log-concavity.
Lemma 28. Let T : R m → R n be an affine transformation such that T (R m ≥0 ) ⊆ R n ≥0 , and let g ∈ R[z 1 , . . . , z n ] be a completely log-concave polynomial. Then g (T (y 1 , . . . , y m )) ∈ R[y 1 , . . . , y m ] is completely logconcave.
Proof: We must have T (y) = Ay+b where A ∈ R n×m ≥0 and b ∈ R n ≥0 . It follows that g(T (y)) has nonnegative coefficients. Therefore for any nonnegative matrix V , D V g(T (y)) has nonnegative coefficients and is nonnegative over R m ≥0 , so we just need to check that it is log-concave.
The Jacobian of T at every point is given by A. Then the chain rule yields for any v 1 
So for any k ≥ 0 and nonnegative matrix of directions V ∈ R m×k ≥0 , we have D V g(T (y)) = (D AV g(z))| z=T (y) .
Since A, V have nonnegative entries, so does AV . From complete log-concavity of g it follows that D AV g(z) is log-concave over R n >0 . Now Lemma 7 implies that the composition with T remains log-concave.
We have the following corollary.
Lemma 29. The following operations on polynomials preserve complete log-concavity:
. Now, we are ready to prove Theorem 25.
Proof of Theorem 25: Let M be a matroid of rank r on ground set [n]. If M is simple, then the result follows from Lemma 27.
Otherwise letM = (Ẽ,Ĩ) be the simple matroid obtained by deleting loops and identifying each set of parallel elements of M . Say each non-loop i ∈ [n] gets mapped to the element ψ(i) ∈Ẽ. Consider the generating polynomial gM (z) ∈ R[z e | e ∈Ẽ]. Each basis of M uses at most one of a set of parallel elements, meaning that the basis generating polynomial of M is obtained from that ofM by substituting z e → i∈ψ −1 (e) y i . That is, if T : R n → RẼ is the linear map defined by
then g M (y 1 , . . . , y n ) = gM (T (y 1 , . . . , y n )). By Lemma 28, it follows that g M is completely log-concave.
V. ENTROPY OF LOG-CONCAVE DISTRIBUTIONS
Let μ : 2 [n] → R ≥0 be a probability distribution on the subsets of the set [n]. In other words, ∀S ⊆ [n] : μ(S) ≥ 0 and, S⊆[n] μ(S) = 1. As in Section II-D, we consider the multiaffine generating polynomial of μ, g μ (z) = S⊆[n] μ(S) · i∈S z i .
We say μ is d-homogeneous if g μ is a degree d homogeneous polynomial, i.e., g μ (αz) = α d g μ (z) for any α ∈ R and that μ is log-concave and completely log-concave if the generating polynomial g μ (z) is log-concave and completely log-concave, respectively. In this section we prove a bound on the entropy of log-concave probability distributions.
Recall that the marginal probability of an element i, μ i is the probability that i is in a random sample from μ,
Given marginal probabilities μ 1 , . . . , μ n , it is easy to derive an upper bound on the entropy of μ by using the subadditivity of entropy, Fact 14.
Fact 30. For any probability distribution μ :
This inequality is tight if components of μ are independent, i.e., if for all sets S ⊆ [n], μ(S) = i∈S μ i i / ∈S (1 − μ i ). The main result of this section is a lower bound on the entropy of log-concave distributions, which will imply that the inequality in Fact 30 is tight within a factor of 2 under certain further restrictions.
Theorem 31. For any log-concave probability distribution μ : 2 [n] → R ≥0 with marginal probabilities μ 1 , . . . , μ n ≥ 0, we have
To prove, Theorem 31, we use Jensen's inequality in order to exploit log-concavity. Proof of Theorem 31: In order to apply Lemma 32, we have to specify the concave function f and the random variable X. We let X be 1 S , where S is chosen randomly according to the distribution μ. In other words, for every S, we let P[X = 1 S ] = μ(S). For the function f , we will use
Note that even though μ i could be zero for some i, the above expression is still well-defined, since if μ i = 0, then g μ does not depend on z i . By Proposition 8, Part 3, the function f is concave over the positive orthant. First, note that E[X] = E S∼μ [1 S ] = (μ 1 , . . . , μ n ), so the left hand side of Lemma 32 is
For the right hand side, note that for any S ∈ supp(μ), by the definition of f and g μ ,
where the inequality follows from monotonicity of log.
μi . By Lemma 32 and Eq. (7), the above quantity is ≤ 0. Rearranging yields the desired inequality.
Next, we discuss several corollaries of Theorem 31.
Corollary 33. If μ is r-homogeneous and log-concave, then
Proof: The second inequality is simply Fact 30. For the first inequality, we use the fact that
which for an r-homogeneous distribution equals r. Now The-
as desired. For a probability distribution μ : 2 [n] → R ≥0 , define its dual, μ * : 2 [n] → R ≥0 , to be the distribution for which the probability of a set is equal to the probability of its complement under μ, i.e. μ * (S) = μ([n] \ S) for all S ⊆ [n]. Then for 1 ≤ i ≤ n, the i-th marginal of μ * is μ * i = 1 − μ i . Corollary 34. If μ, μ * are both log-concave probability distributions then n i=1 H(μ i ) gives a multiplicative 2approximation to H(μ), i.e.,
Proof: Applying Theorem 31 to μ and μ * gives H(μ) ≥ n i=1 μ i log 1 μi , and H(μ * ) ≥ n i=1 (1−μ i ) log 1 1−μi . Since H(μ) = H(μ * ), averaging these inequalities gives
as desired. The other inequality follows from Fact 30. Let μ be the uniform distribution over the bases of a matroid M . It follows from Theorem 25 that μ is a log-concave distribution. Furthermore, the dual probability distribution μ * is the uniform distribution over the bases of the dual matroid M * , meaning that it is also log-concave. Then Corollary 33 and Corollary 34 immediately yield: Corollary 35. Let M be an arbitrary matroid of rank r on ground set [n] and let μ be the uniform distribution over its bases. Then n i=1 H(μ i ) is both an additive r-approximation and multiplicative 2-approximation to H(μ) = log(|B M |):
H(μ i ).
We will also use the following fact, which enables us to apply Theorem 31 to distributions other than the uniform distribution on B M . Lemma 36. Let M be a matroid on ground set [n] and let p be a point in P M . Then there is a distributionμ supported on B M with marginals p, i.e.,μ i = p i , such that bothμ and μ * are completely log-concave. Furthermoreμ andμ * can be obtained as the limit of external fields applied to μ and μ * , where μ is the uniform distribution on B M .
Proof: If μ is the uniform distribution over B M , then g μ (z) = g M (z), which is completely log-concave by Theorem 25. Similarly, μ * is the uniform distribution on the bases of the dual matroid, so μ * is also completely log-concave. Furthermore, since μ and μ * are homogeneous distributions, for any λ = (λ 1 , . . . , λ n ) ∈ R n >0 , ((λ 1 , . . . , λ n ) μ) * = (λ −1 1 , . . . , λ −1 n ) μ * , where is the external field operation described in Eq. (4) of Section II-D.
By Lemma 29, Part 3, both λ μ and (λ μ) * are completely log-concave. Now takeμ to be the distribution promised by Corollary 18 with marginals p. Thenμ is a limit of distributions λ μ, andμ * is the limit of (λ μ) * . It follows that bothμ andμ * are completely log-concave.
VI. MAX ENTROPY CONVEX PROGRAMS AND COUNTING BASES OF A MATROID
In this section we prove Theorem 1. Let M be a matroid of rank r on ground set [n]. Let μ : 2 [n] → R ≥0 be the uniform distribution over the bases of M . By Corollary 35, it would be enough to compute the marginals of μ, but it can be seen that computing marginals is no easier than counting bases.
Instead, we use the convex programming framework described in Section I-D. We claim that the optimum solution of the following concave program gives an additive rapproximation to H(μ) = log(|B M |) as well as a multiplicative 2-approximation: τ = max n i=1 H(p i ) p = (p 1 , . . . , p n ) ∈ P M . (9) The objective function is a concave function of p, so we can solve the above program using, e.g., the ellipsoid method.
Proof of Theorem 1: Let p = (p 1 , . . . , p n ) ∈ P M be a vector achieving the maximum in Eq. (9) . The output of our algorithm will simply be β = e τ = exp( n i=1 H(p i )). By Proposition 15, the entropy H(μ) equals log(|B M |). Therefore to prove Theorem 1, it suffices to show that τ = log(β) is an additive r-approximation and also a multiplicative 2-approximation of H(μ), i.e., max 1 2 τ, τ − r ≤ H(μ) ≤ τ .
Firstly, note that since (μ 1 , . . . , μ n ) ∈ P M , we have
where the first inequality follows from the definition, Eq. (9), and the second inequality follows from the subadditivity of entropy, Fact 30. Secondly, since p is in the polytope P M = P μ , by Lemma 36, there is a probability distributionμ on the bases of M such that for all i,μ i = p i , and bothμ andμ * are log-concave. Applying Corollaries 33 and 34 toμ, we get
Since μ is the uniform distribution over its support, and supp(μ) ⊆ supp(μ), its follows from Proposition 15 that H(μ) ≥ H(μ). So we find that H(μ) ≥ max{ 1 2 τ, τ − r}, which together with Eq. (10) finishes the proof.
