We introduce FinisherSC, which is a repeat-aware and scalable tool for upgrading de-novo assembly using long reads. Experiments with real data suggest that FinisherSC can provide longer and higher quality contigs than existing tools while maintaining high concordance.
INTRODUCTION
In de-novo assembly pipelines for long reads, reads are often trimmed or thrown away. Moreover, there is no evidence that stateof-the-art assembly pipelines are data-efficient. In this work, we ask whether state-of-the-art assembly pipelines for long reads have already used up all the available information from raw reads to construct assembly of the highest possible quality. To answer this question, we first collect output contigs from the HGAP pipeline and the associated raw reads. Then, we pass them into our tool FinisherSC [6] to see if higher quality assemblies can be consistently obtained after post-processing.
METHODS

Usage and pipeline
FinisherSC is designed to upgrade de-novo assembly using long reads(e.g. PacBio reads). It is especially suitable for data consisting of a single long reads library. Input to FinisherSC are contigs(contigs.fasta) constructed by an assembler and all the raw reads(raw reads.fasta). Output of FinisherSC are upgraded contigs(improved3.fasta) which are expected to be of higher quality than its input (e.g. longer N50, longer longest contigs, fewer number of contigs, high percentage match with reference, high genome fraction, etc). An example use case of FinisherSC is shown in Fig  1 . As shown in Fig 1, FinisherSC can be readily incorporated into state-of-the-art assembly pipelines (e.g. PacBio HGAP).
Algorithm and features
The algorithm of FinisherSC is summarized in Fig 1. Detailed description of the algorithm is in the supplementary materials. We summarize the key features of FinisherSC as follows. * to whom correspondence should be addressed • Repeat-aware: FinisherSC uses a repeat-aware rule to define overlap. It uses string graphs to capture overlap information and to handle repeats so that FinisherSC can robustly merge contigs. Moreover, there is an optional component that can resolve long approximate repeats with two copies by using the polymorphisms between them.
• Data-efficient: FinisherSC utilizes ALL the raw reads to perform re-layout. This can fill gaps and improve robustness in handling repeats.
• Scalable: To identify relevant reads for re-layout and refined analysis, FinisherSC first streams raw reads. MUMMER [4] does the core of the sequence alignment. These techniques allow FinisherSC to be easily scalable to high volume of data.
RESULTS AND DISCUSSION
Experimental evaluation
Raw reads are processed according to the use case in Fig 1. They are first error corrected and then assembled into contigs by an existing pipeline (i.e. HGAP [1] ). Afterwards, we upgrade the contigs using FinisherSC. Quast [3] evaluates the quality of various assemblies. The data used for assessment are real PacBio reads. These includes data recently produced at JGI and data available online supporting the HGAP publication. We assess the assembly quality of the contigs coming out from the Celera assembler [7] of HGAP pipeline against the upgraded contigs by FinisherSC. Moreover, we also compare the upgraded contigs by FinisherSC against those upgraded by PBJelly [2] . A summary of the results is shown in Table 1 . We find that FinisherSC can upgrade the assembly from HGAP without sacrifice on accuracy. Moreover, the upgraded contigs by FinisherSC are generally of higher quality than those upgraded by PBJelly. This suggests that there is extra information from the reads that is not fully utilized by state-of-the-art assembly pipelines for long reads.
Discussion
Although FinisherSC was originally designed to improve de-novo assembly by long reads, it can also be used to scaffold long contigs(formed by short reads) using long reads. For that use case, we note that the contigs formed by short reads can sometimes have length shorter than the length of a single long read. Therefore, we suggest users to filter out those short contigs before passing them into FinisherSC. 
SUPPLEMENTARY MATERIALS
Typical use cases
In this section, we describe example use cases of FinisherSC. Below are several scenarios that FinisherSC is helpful to you.
Low coverage data
There are many reasons that you end up having low coverage reads. You may want to save chemicals, the genome may be too long, some parts of the experimental setup may just malfunction or you do not want to overwhelm the assembler with huge amount of data. In any of these situations, you want to utilize as much information from the reads as possible because of the scarcity of read data.
Simple setup for assemblers
There are normally a lot of parameters that can be tuned for modern assemblers. It is also often not clear what parameters work best for your data. However, you do not want to waste time in repeatedly running the assembler by varying different combinations of parameters/setting. In this case, you need a tool that can efficiently and automatically improve your assemblies from the raw reads without rerunning the assembler.
Scaffolding
You may have long contigs prepared from one library and long reads prepared from the other. In this case, you want to robustly and seamlessly combine data from two libraries through scaffolding.
Instructions on using FinisherSC
Our software, FinisherSC, is helpful for the use cases discussed above. It processes long contigs with long reads. You only need to supply the input data files and issue a one-line command as follows to perform the processing. Let us assume that mumP is the path to your MUMMER and destP is the location where the input and output files stay.
• Input : raw reads.fasta, contigs.fasta
• Output : improved3.fasta
• Command : python finisherSC.py destP/ mumP/ We provide a sandbox example in the Dropbox folder linked in our webpage. Besides the standard usage, there is an extra option, which can resolve long approximate repeat with two copies. To experiment with this, you should first run FinisherSC as above and then issue the following command. python experimental/newPhasing.py destP/ mumP/
Detailed description of the algorithm
We adopt the terminology in [5] here. Random flanking region refers to the neighborhood of a repeat interior. A copy of a repeat being bridged means that some reads cover the copy into the random flanking region. Subroutine 1 removes embedded contigs that would otherwise confuse the later string graph operations. Subroutines 2, 3, 6, 7 are designed to handle repeats. Subroutines 2, 3 resolve repeats whose copies are all bridged by some reads. Subroutines 6, 7 resolve two-copies repeats of which only one copy is bridged. 
Detailed justification on repeat resolution
We focus the discussion on a long repeat with two copies. To simplify discussion, we further assume that each base of the genome is covered by some reads and the read length is fixed. The goal here is to correctly merge as many reads as possible in the presence of that repeat. Now, the claim is Subroutine 2, 3, 6, 7 collectively can achieve this goal.
Since we focus on one repeat, we only consider the reads either bridging the repeat copies/ reads at the interior of repeats/ touching the repeat copies for that repeat. We separate the discussion on each of the cases depicted in Fig 2. They are listed as follows.
1. Both copies are bridged 2. Only one copy is bridged
Both copies are not bridged
In the first case, without loss of generality, let us consider any read R emerging from the left flanking region of the left copy. It will get merged with its successor when condensing String graph 1. Since R overlaps with its mirror successor through the flanking region, the mirror successor surely will not be declared as R's true successor.
Now, let us move to the second case. Since there is a bridging read, there are no reads completely embedded in the interior of the repeat. Without loss of generality, we consider the case that the left copy is bridged and the right copy is not. Now we label R2 as the bridging read, R1/R3 respectively as the predecessor/successor of the bridging read, R4/R5 as the most penetrating reads into the second copy of the repeat. For all other reads, they get merged with their best successors/predecessors when condensing in String graph 1. For the remaining five items of interest, the main question is whether there is an edge between R4 and R5 in String graph 1 (i.e. whether the best successor of R4 be R3). If not, then condensing in String graph 1 will merge R4 with R5, which is the correct successor. If such an edge exists, then we end up with the pattern shown in Fig 2 for String graph 3. This means that only R1 is merged to R2 when condensing String graph 1. On the other hand, because of the existence of the Z shape pattern, we have R2 merged with R3 and R4 merged with R5 when performing graph operations on String graph 3 by subroutine 7.
Finally, we consider the third case, when both repeat copies are not bridged. For reads that are not closest to the repeat copies, they get merged correctly when condensing String graph 1. Without loss of generality, we consider a read x closest to the left flanking region of the left copy of the repeat. An illustration of this situation in String graph 1 is show in Fig 3. Let its true successor be T. We are going to show that it will not get merged with the wrong read in String graph 1 through a proof by contradiction. If x got merged with some wrong F, then x → F is an edge. Let y be the read closest the left flanking region of the right copy of the repeat. Then, y → F is also an edge. Therefore, there should be no merges of x → F , which results in contradiction. Now we consider String graph 3, if x has only 1 successor, then it should be T. Otherwise, it is connected to both T and some F. Then, we consider the y coming from the left flanking region of the right copy. There must be an edge from y to F. Now, if there is also an edge from y to T, then both x and y are not merged in String graph 3. However, if not, then x is merged with T and y with F, which are the appropriate merges.
The optional repeat phasing step
In this section, we discuss the optional step on repeat phasing. This involves two main parts. The first one is to utilize string graph to find out repeats and its neighboring random flanking region. It is summarized in Alg 8. An illustration of a typical string graph is shown in Fig 4 where the contigs are indicated by the circles/reads by the rectangles. The dotted line circles specify the random flanking region and repeat interior that we want to infer from the string graph operations in Alg 8. The second one is to utilize the polymorphisms within the repeat copies to help distinguish the repeats. The implementation for the second part is the same as that implemented in [5] .
Future work
FinisherSC is a step forward in utilizing read information. However, there are still many interesting follow up that can further improve quality of assemblies. These include resolution of long tandem repeats and long repeats with many copies.
Detail experimental results
In this section, we provide the detailed Quast analysis for the results described Table 1 . Moreover, we compare in Fig 5 the memory consumption and running time of FinisherSC with PBJelly. The computing experiments were performed at the computing cluster at JGI. We remark that (a) to (e) are the corresponding data sets in Table 1 . Table 1 . . for each two-copies repeat[ with associated nodes (L1,L2; R1, R2) ] do a) Go back to graph G, and label nodes reachable from each of L1/L2 and to each of R1/R2 through black paths. b) For black nodes in G connected to all L1/L2/R1/R2, name them as inside nodes. If it only misses one of the four, then label it as miss x node where x is the missed item. c) Define start node S as an inside node connected to some miss L1 nodes and miss L2 nodes. Similarly, define end node E as an inside node connected to some miss R1 nodes and miss R2 nodes. d) Define repeat interior and flanking region i) Find a black path between S and E and label it as repeat path. This is the repeat interior. ii) Find paths from L1 to S, L2 to S , E to R1, E to R2 respectively. These are the flanking region. e) For black nodes involved with this repeat, i) If it is connected to nodes on paths L1 to S, add it to L1 to S read set. Similarly, do it for L2 to S, E to R1 and E to R2 read sets. ii) If it is connected to inside nodes only, then add it to repeat read set. iii) Using the separated read sets to perform repeat phasing as described in [5] iv) Declare merging of contigs based on the phasing results. Table 1 . All statistics are based on contigs of size ≥ 500 bp, unless otherwise noted (e.g., "# contigs (≥ 0 bp)" and "Total length (≥ 0 bp)" include all contigs). Table 3 . (b) in Table 1 . All statistics are based on contigs of size ≥ 500 bp, unless otherwise noted (e.g., "# contigs (≥ 0 bp)" and "Total length (≥ 0 bp)" include all contigs). Table 1 . All statistics are based on contigs of size ≥ 500 bp, unless otherwise noted (e.g., "# contigs (≥ 0 bp)" and "Total length (≥ 0 bp)" include all contigs).
