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1. I n t r o d u c t i o n  
Hamming o r  shor tened Hamming codes a r e  w i d e l y  used f o r  e r r o r  d e t e c t i o n  i n  
da ta  c o m u n i c a t i o n s .  For  example, t h e  CCITT ( I n t e r n a t i o n a l  Te legraph and 
Telephone Consul t a t i v e  Commi t t e e )  recommendation X.25 f o r  packet -swi  t ched  
da ta  networks adopts a  d i s t ance -4  c y c l i c  Hamming code w i t h  16 p a r i t y - c h e c k  
b i t s .  f o r  e r r o r  d e t e c t i o n  [I]. The code i s  genera ted  e i t h e r  by  t h e  po lynomia l ,  
o r  by  t he  po lynomia l  
15 14 13 12 4 3 2 15 14 where X +X +X +X +X +X +X +X+1 and X +X +1 a r e  p r i m i t i v e  po l ynom ia l s  o f  
degree 15. The n a t u r a l  l e n g t h  o f  t h i s  code i s  n  = 215-1 = 32,767. I n  p r a c t i c e  
t h e  l e n g t h  o f  a  da ta  packe t  i s  no more t han  a  few thousand b i t s  which i s  much 
s h o r t e r  than  t h e  n a t u r a l  l e n g t h  o f  t h e  code. Consequent ly,  a  shor tened  v e r s i o n  
o f  t h e  code i s  used. O f t en  t h e  l e n g t h  o f  a  da ta  packe t  v a r i e s ,  say f r om  a  few 
hundred b i t s  t o  a  few thousand b i t s ,  hence t h e  code must be shor tened by  v a r i o u s  
degrees. Shor ten ing a f f e c t s  t h e  performance o f  t h e  code. T h i s  i s  t h e  s u b j e c t  
o f  i n v e s t i g a t i o n  i n  t h i s  paper. 
For a random-error channel w i t h  b i t  e r r o r  r a t e  ( o r  t r a n s i t i o n  p r o b a b i l  i t y )  
e ,  i t  was proved by Korzh ik  [2]  t h a t  t h e r e  e x i s t  (n,k)  1  i n e a r  codes w i t h  prob-  
a b i l i t y  Pe o f  an unde tec ted  e r r o r  s a t i s f y i n g  t h e  f o l l o w i n g  upper  bound: 
f o r  a l l  n, k and E w i t h  0 < ~ < 1 / 2 .  - - K o r z h i k ' s  p r o o f  i s  an e x i s t e n c e  p r o o f ,  and 
no general  method has been found  f o r  c o n s t r u c t i n g  codes s a t i s f y i n g  t h e  bound 
g i ven  by ( 3 ) .  Only a  few c l asses  o f  known codes [3-61 have been proved t o  
s a t i s f y  a  weaker bound, 

- (n-k) p, 5 2 
A code i s  said t o  be good f o r  e r r o r  detection i f  i t  s a t i s f i e s  the  above bound, 
because the probabil i ty of an undetected e r ro r  f o r  the  code i s  no grea te r  than 
2-(n-kk) even f o r  the worst channel condition with E = 1/2. In f a c t  f o r  small 
E, the e r ror  probabil i ty Pe i s  much smaller than 2 - ( n - k ) .  St r ic t -sense  Hamming 
codes, distance-4 Hamming codes, doubl e-error-correcting and some t r i p 1  e-error-  
correcting primitive BCH codes of natural length a r e  known t o  s a t i s f y  the  bound 
given by (4)  and t h e i r  e r ro r  probabi l i ty  Pe decreases monotonically a s  E decreases 
[3-61. Hence these codes a re  good error-detect ing codes. Using a good e r ror -  
detecting code with a moderate number of parity-check b i t s  (say n-k  = 16-32) in 
an au tomatic-repeat-request ( A R Q )  system, the probabi 1 i ty  of an undetected e r r o r  
can be made very small and v i r t ua l l y  e r ror - f ree  data transmission can be achieved. 
Even though a Hamming code of natural length s a t i s f i e s  the  e r r o r  probabi l i ty  
bound ,  P, - < 2- ( n - k ) ,  given by ( 4 ) ,  a shortened Hamming code does n o t  necessari ly 
obey the bound [3]. Whether a shortened Harming code s a t i s f i e s  the  bound 2- ( n - k )  
depends on the degree of shortening. Because Hamming codes a re  normally used in 
shortened forms, i t  i s  important t o  know whether a spec i f i c  shortened Hamming 
code s a t i s f i e s  the bound 2 - ( n - k ) .  In t h i s  paper we invest igate  the probabil i t y  
of an undetected e r ro r  f o r  shortened Hamming codes, pa r t i cu la r ly  the  shortened 
Hamming codes generated by the  polynomials given by (1 )  o r  ( 2 ) .  A method f o r  
computing the probabil i ty of an undetected e r r o r  i s  presented. We show tha t  the  
codes generated by the  polynomial' given by (1) y i e ld  be t t e r  performance than the  
corresponding codes generated by the  polynomial given by ( 2 ) .  
2. Evaluation of Undetected Error Probabil i t y  of Shortened Cyclic Harnm.ing Codes 
Consider a binary ( n , k )  1 inear code C .  Let P(C,E) denote the probabi l i ty  
of an undetected e r ro r  when code C i s  used f o r  e r r o r  detection on a binary 
symmetric channel with t r ans i t i on  probabil i t y  E .  Let A i  and B i  be the number 
o f  codewords o f  weight  i i n  C and i t s  dual C' r e s p e c t i v e l y .  Then P(C,E) can 
be expressed i n  t he  f o l l o w i n g  two forms, one i s  i n  terms of Ai and t h e  o t h e r  
i s  i n  terms o f  Bi [7,8,9]: 
From ( 5 )  and (6), we see t h a t ,  t o  compute t h e  exac t  e r r o r  p r o b a b i l i t y  o f  a  
1  inear  code, one needs t o  know e i t h e r  t h e  we igh t  d i s t r i b u t i o n  {Ai :O<i<nl - - o f  
t he  code o r  the  weight  d i s t r i b u t i o n  {Bi:O<i<n) - - o f  i t s  dual .  T h e o r e t i c a l l y ,  
we can compute the  weight  d i s t r i b u t i o n  o f  an (n,k) l i n e a r  code by examining i t s  
k 2 codewords o r  by examing t h e  2n-k codewords o f  i t s  dua l .  However, f o r  l a r g e  
n, k and n-k, the computat ion becomes p r a c t i c a l l y  impossib le.  Except f o r  some 
sho r t  l i n e a r  codes and a  few c lasses  o f  l i n e a r  codes [8-111, t he  we igh t  d i s t r i -  
bu t ions  f o r  most l i n e a r  codes are  s t i l l  unknown. Consequently, i t i s  very d i f -  
f i c u l t ,  i f  no t  impossible,  t o  compute t h e  p r o b a b i l i t y  o f  . an . undetected e r r o r  
f o r  a  g rea t  many codes. 
For Hamning codes, a  simple formula f o r  enumerating Ai o r  Bi i s  known 18-11], 
b u t  no general formula i s  known f o r  shortened Hamming codes. I n  general ,  f o r  
shortened Hamming codes, n-k<k. - Hence i t  r e q u i r e s  l e s s  e f f o r t  i n  computing 
0 :  O<i<n} - - than i n  computing {Ai: O<i<n}. - - The we igh t  d i s t r i b u t i o n  o f  t h e  dual  
o f  a  shortened Hamming code can be computed by genera t ing  a l l  l i n e a r  combinat ions 
o f  a par i ty-check m a t r i x  f o r  moderate values o f  n-k.  We c a l l  t h i s  t h e  d i r e c t  
method. I n  t he  fo l l ow ing ,  more e f f e c t i v e  methods f o r  computing t h e  we igh t  d i s -  
t r i b u t i o n s  o f  t h e  dual codes o f  shortened Hamning codes are  presented. The 
computation i s  f e a s i b l e  f o r  moderate values o f  n-k.  
For any p o s i t i v e  i n t e g e r  m>3, - the re  e x i s t s  a c y c l i c  Hamming code o f  l e n g t h  
2m-l  and minimum d is tance 3. The genera tor  polynomial  o f  t h e  code i s  a p r i m i -  
t i v e  polynomial p(X) o f  degree m. L e t  
. - 
where po=pm=l. Thus the  code i s  a (Zm-1, 2m-m-l) code w i t h  m pa r i t y - check  
symbols. Le t  C2m-l denote t h i s  Hamming code. The dual code o f  C2m-l. denoted 
L 
C2m- 1 , i s  a maximum-length-sequence code 18-11] which c o n s i s t s  o f  t h e  a l l  -zero 
m codeword and 2 -1 maximum-length-sequences. Each maximum-length-sequence has 
weight zm-' and c y c l  i c l  y s h i f t i n g  any maximum-1 ength-sequence generates a1 1 
the  o ther  maximum-length-sequences. 
A dis tance-4 Hamming code o f  l e n g t h  2m-1 i s  s imp ly  t h e  even weight  subcode 
o f  C z m - l .  It i s  generated by the  polynomial  g(X) = ( X + l ) p ( ~ )  [9,11]. We denote 
t h i s  code by C2m-l,e The dual code of C2m-l,e i s  t h e  f i r s t - o r d e r  c y c l i c  
Reed-Muller code o f  l eng th  Zm-1 which a l s o  has minimum we igh t  [9,11]. 
For any p o s i t i v e  i n t e g e r  n w i t h  m<n<zm, l e t  Cn be a shortened (n,n-m) code 
o f  C2m-l. Cn i s  ob ta ined from C2m-1 by d e l e t i n g  t h e  f i r s t  zm-1-n i n f o r m a t i o n  
symbols from each codeword i n  CZm [9-111. L e t  A and BnSi be the  number 
n , i  
1 
o f  codewords o f  weight  i i n  Cn and i t s  dual Cn r e s p e c t i v e l y .  L e t  B be an element 
i n  the  Galo is  f i e l d  G F ( Z ~ ) .  The t r a c e  o f  8 ,  denoted T r ( @ ) ,  i s  def ined as 
fo l l ows :  
which i s  e i t h e r  0 o r  1. L e t  a be a r o o t  o f  F ( X )  and l e t  
- 
2 f o r  0 < i < 2 ~ - 1 .  Since F(a )=O f o r  . O<h<m, - i t  f o l l o w s  from the  l i n e a r i t y  o f  t r a c e  
T r ( - )  t ha t ,  f o r  0 < i < 2 ~ - 1 ,  - 
where t h e  s u f f i x e s  a r e  t o  be t aken  modulo 2"-1. It i s  known [8] t h a t  f o r  a  
- 
nonnegat ive i n t e g e r  u  l e s s  t h a n  2"' v = (au,au+l,.. . ,a ) i s  a  maximum- u+zm- 2  
length-sequence i n  C . S ince  t h e  we igh t  o f  .i = (au . . ,au+2m-2 ) i s  2'"- 1 
2"'l, i t  i s  easy t o  see t h a t  
For 1 < i < 2 ~ ,  - l e t  Ni denote t h e  we igh t  o f  (au,au+ly.. . ,a u+ i  -1 ) wh ich  i s  a  
p r e f i x  o f  7. L e t  No=O. Then Bn i s  equal  t o  t h e  number o f  occurrences o f  
i n t e g e r  i i n  t h e  s e t s  
{Nj+n - Nj:  o - < j - < 2"-1-n) , 112) 
and 
For ins tance,  we chan choose u  such t h a t  au+i=O f o r  O<i<m-1 - and auhn-l=l. 
Now we es t ima te  t h e  o r d e r  o f  computa t ion  t i m e  f o r  f i n d i n g  N  L e t  p be  j ' 
t h e  number o f  nonzero c o e f f i c i e n t s  o f  t h e  gene ra to r  po l ynom ia l .  We cons ide r  
t h e  f o l l o w i n g  two methods. 
For  smal l  p, we can genera te  au+i w i t h  0 < i < 2 ~  by  u s i n g  recu r rence  formula,  
- 
and o b t a i n  Ni f rom N  by  i n c r e a s i n g  Ni by  one o n l y  i f  i s  one. Then t h e  i -1  
computing t ime  i s  upper bounded by  cOp2", where co i s  a  cons tan t .  He rea f t e r ,  
ci denotes a  cons tan t .  
Met hod- I I 
If m andp a re  l a r g e ,  t hen  we can use t h e  f o l l o w i n g  procedure f o r  comput ing 
Nj.  We assume t h a t  ( i )  t h e  word l e n g t h  o f  computer i s  2h o r  g r e a t e r  where 
0<h<m<2~-~ ,  and (i ) word ope ra t i ons ,  " b i  t - w i s e  L o g i c a l  -AND1' and " b i  t - w i s e  
Exclusive-OR" a re  a v a i l a b l e .  For  - l e t  
Then it f o l l o w s  f rom (10)  t h a t  
- - 
We f i r s t  generate  (0  ,O,. . . ,O, 1 ,au+m,au+m+l ,aU+(mml l2 h 1, i .e. ,  ao,aly.-~,~m-l by  
us i ng  m- 1 
- 
au+i+m j=O 1 Pjau+ i+ j  . 
h The computing t ime  i s  upper bounded b y  clpm2 . Next we compute im,im+l,. . . , 
- 
a by us i ng  (15) ,  t h e  comput ing t i m e  o f  wh ich  i s  upper  bounded by 
2m-h- 1 
From zi w i t h  0 < i < 2 ~ ' ~ ,  - N1,N2,. . . ,Nj,. . . ,N can be found  s e q u e n t i a l l y  as f o l l o w s .  
h h 2'"- 1 L e t  j be 12 +r, where O<r<2 - . Then Nj,l can be ob ta i ned  f r om P 4 .  b y  e x t r a c t i n g  J 
t h e  ( r + l ) - t h  b i t  o f  ii. N. i s  inc reased  by  one i f  and o n l y  i f  t h e  r e s u l t  o f  J 
t h e  e x t r a c t i o n  i s  nonzero. The comput ing t i m e  i s  c3Zm. Thus t h e  t o t a l  comput ing 
B 
h t i m e  i s  a t  most clpm2 + ~ ~ p ( 2 ~ - ~ - m ) + c ~ 2 ~ .  For  most cases, t h e  f i r s t  t e rm  i s  
much sma l le r  than  t h e  o t h e r  terms.  
I f  c2P2'h+c3<~OP, t h e n  t h e  secpnd method i s  more e f f e c t i v e  t h a n  t h e  f i r s t  
one. For bo th  methods, IBnyi: 0 < i < 2 ~ 1  - can be found f r om (11) t o  (13)  b y  c4Zm 
computing t ime.  Hence, t h e  t o t a l  comput ing t i m e  f o r  f i n d i n g  {Bn,i: 0 < i < 2 ~ 1  - f o r  
q d i f f e r e n t  code- lengths i s  upper  bounded as f o l l o w s :  
( I )  For  t h e  f i r s t  method, 
(2 )  For the  second method, 
clpm2h + (c2P2-h+c3+clq 12"' . (17) 
Now we compare t h e  above methods w t t h  a " d i r e c t  method" f o r  computing 
i~ 0 < i < 2 ~ }  which generates a l l  l i n e a r  combinat ions o f  t h e  rows o f  a p a r i t y  n , i W  - 
check ma t r i x  o f  Cn. The computing t ime  f o r  genera t ing  a p a r i t y  check m a t r i x  
i s  upper bounded by c5pmn. To generate a l l  1 i n e a r  combinat ions of t h e  rows 
e f f i c i e n t l y ,  we can use t h e  Gray code i n  such a way t h a t  a new combinat ion i s  
obtained from preceding one by adding a row t o  i t  [12,13]. I f  we use word opera- 
t i ons ,  b i t - w i s e  logical-AND and b i t - w i s e  Exclusive-OR, then t h e  computing t ime  
i s  p ropor t iona l  t o  n2mfE, where 2 i s  t h e  word l e n g t h  o f  computer. We assume 
t h a t  the set  of code l eng ths  n .  w i t h  l < j < q  f o r  which {BnjSi: 0<i<2'1 i s  t o  be J - - - 
found i s  g iven beforehand. Note t h a t  we d o n ' t  need t h i s  assumption f o r  t h e  
methods descr ibed above. I f  we use word ope ra t i on  " f i n d  t h e  we igh t  o f  a word", 
then the-order o f  t h e  t o t a l  computing t ime f o r  f i n d i n g  t h e  d i s t r i b u t i o n s  
{B n.. , j • 0 < i < 2 ~ 1  - f o r  l < j < q  - - can be est imated as 
J 
where 
Since c2"cgY c 4 i c 7  and n m a x / k i s  much g r e a t e r  than  p, f o r  most cases t h e  f i r s t  
o r  second method i s  more e f f i c i e n t  than t h e  d i r e c t  method, a t  l e a s t  i f  q<nmax/L. 
L e t  C denote the  even weight  subcode o f  Cn. I n  f a c t ,  C i s  a shortened 
n,e n, e 
code o f  t he  d is tance-4 Hamming code C generated by g ( X )  = ( l+X)p(X) .  The 
z m - l  ,e I 
number o f  codewords o f  weight  i i n  t h e  dual code C -  of CnSe ,  denoted B n e  i s  
n , e 
For 15<n<215, l e t  c::! and c ( ~ )  be t h e  even weight  shortened codes o f  
n,e 
l e n g t h  n generated by i l(X) o f  ( 1 )  and i 2 ( x )  o f  ( 2 )  r e s p e c t i v e l y .  For 
15 14 13 12 4 3  2  15 14 F1(x) = X +X +X +X +X +X +X +X+l and F2 (x )  = X +X +1. Ni I s  w i t h  l ~ i c 2  15 
are  computed by t h e  f i r s t  method. From these Ni 's, t h e  we igh t  d i s t r i b u t i o n s  
B O<i<n) o f  t h e  dual  codes of c(') and c(') f o r  16<n<215 are obta ined.  n,i,e' - -  n , e n,e 
r q !  
From these weight d i s t r i b u t i o n s  and (6), t h e  e r r o r  p r o b a b i l i t i e s ,  P C )  and 
( 1  P(C,,,,E), are computed and p l o t t e d  i n  F igures 1 and 2 r e s p e c t i v e l y  as func t ions  
2  15 of channel b i t - e r r o r - r a t e  E f o r  code l e n g t h  n=2 w i t h  5<2<14 - - and n=2 -1. 
From Figures 1 and 2, we see t h a t  i f  t h e  two d is tance-4  Hamming codes 
recommended by CCITT X.25 are shortened t o o  much, t h e  shortened codes d o  n o t  
obey the bound 2 -(n-kk) g iven  by (4),  i .e., t h e i r  e r r o r - d e t e c t i o n  performance 
becomes poor as E becomes l a r g e .  Therefore, i n  o rde r  t o  m a i n t a i n  t h e  da ta  
r e l i a b i l i t y ,  t h e ' l e n g t h  o f  a  da ta  packet should n o t  be t o o  s h o r t .  I n  Tables 1 
and 2, we t a b u l a t e  some code l eng ths  f o r  which t h e  e r r o r  p r o b a b i l i t i e s ,  
( 1  ( 1  P(Cnye, ) and P(Cnye, ) do n o t  obey the  bound 2  - (n-k)  g i ven  by ( 4 ) .  We a l s o  
tabu la te  the  peak values o f  e r r o r  p robab i l  i t i e s  and t h e  values o f  channel b i t -  
e r r o r - r a t e  E where the  peak values occur.  Note t h a t  i n  most cases, peak values 
occur f o r  4 /n<~<5/n.  For t h e  l onge r  values n.2' w i t h  8<1.<14 - - f o r  c,!,:! and w i t h  
10<e<14 - -. f o r  cnSe, '*) no peak i s  de tec ted  w i t h i n  accuracy i n  c&nputat ion.  The peak 
values o f  t he  p r o b a b i l i t y  o f  undetected e r r o r  f o r  c::: and c ( ~ )  a re  p l o t t e d i n  
n,e 
Figure 3  as func t i ons  o f  code l e n g t h  n. From Tables 1 and 2 and Figures 1-3, 
we see t h a t  the  codes generated by t h e  polynomial  i l (X)  o f  ( 1 )  g i v e  b e t t e r  
performance than the  corresponding codes generated by t h e  polynomial  i 2 ( X )  
o f  (2 ) .  
3. Conclusion 
I n  t h i s  paper, we have i n v e s t i g a t e d  t h e  e r r o r - d e t e c t i o n  performance o f  
shortened Harming codes, p a r t i c u l a r l y  t h e  shortened codes ob ta ined f rom t h e  
two distance-4 Hamming codes adopted by CCITT recommendation X.25. F i r s t  two 
methods f o r  computing t h e  weight  d i s t r i b u t i o n s  o f  t h e  dual  codes o f  shortened 
Hamning codes have been presented. We have shown t h a t  these methods a r e  i n  
general more e f f e c t i v e  than t h e  d i r e c t  method. Using t h e  weight  d i s t r i b u t i o n s  
of t h e  dual codes, we have evaluated t h e  p r o b a b i l i t y  o f  undetected e r r o r  f o r  
t h e  codes obta ined from shor ten ing  t h e  two X.25 d is tance-4  Hamming codes. We 
have shown t h a t  shor ten ing  does a f f e c t  t h e  e r r o r - d e t e c t i o n  performance o f  t h e  
two X . 2 5  codes. I f  t h e  codes a re  shortened t o o  much, t h e  shortened codes do 
no t  obey the  bound 2-16. We have a l s o  shown t h a t  t h e  codes generated by 
16 12 5 G1(x) = X +X +X +1 g i v e  b e t t e r  performance than t h e  corresponding codes 
16 14 generated by j 2 ( X )  = X +X +X+1. 
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Table 1 
The maximum values of P(Cn,e, E) f o r  0 < ~ 0 / 2  
- 
Table 2 
The maximum values o f  P ( C , , ~ , E )  for 0 < ~ c l / 2  - 
BIT-ERROR-RATE E 
F i gu re  1 Ac tua l  va l ues  o f  p r o b a b i l  i t y  o f  unde tec ted  e r r o r  f o r  
t h e  shor tened c y c l i c  Hamming code o f  l e n g t h  n generated 
by G1(x) = 1 + ~ 5 + ~ 1 2 + ~ 1 6  a s  a f u n c t i o n  o f  channel b i t  
e r r o r  r a t e  E. 
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Figure 3 The peak values of t h e  probability of undetected error 
(1 12)  for C,, and C,,. 
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