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Abstract
We show that, for generative classifiers, conditional independence
corresponds to linear constraints for the induced discrimination func-
tions. Discrimination functions of undirected Markov network clas-
sifiers can thus be characterized by sets of linear constraints. These
constraints are represented by a second order finite difference operator
over functions of categorical variables. As an application we study the
expressive power of generative classifiers under the undirected Markov
property and we present a general method to combine discriminative
and generative classifiers.
1 Introduction
Generative classifiers are a wide class of machine learning models that consist
in estimating the joint probability distributions over the predictor and class
variables. From the estimated distribution a decision can be made over the
class variable given the values of the predictors.
Algebraic and geometric methods can be valuable tools in dealing with
discrete probabilities as graphical models (Garcia et al., 2005; Settimi and Smith,
1998), contingency tables and exponential families (Diaconis and Sturmfels,
1995; Fienberg and Gilbert, 1970). Varando et al. (2015) have studied the
decision functions induced by a large class of generative classifiers based
on Bayesian networks, extending the results of Minsky (1961); Peot (1996)
and Jaeger (2003). Ling and Zhang (2002) have described the complexity of
Bayesian network classifiers linking the graph structure with the maximum
order of the XORs that are representable by the corresponding classifier.
In this article we develop a framework to study generative binary classi-
fiers, over categorical predictors, under conditional independences. In Sec-
tion 2 we present generative classifiers together with some basic notation
∗gherardo.varando@math.ku.dk
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and definitions. We study the implications of conditional independence
statements for the induced decision of generative classifiers in Section 3.
In particular, in Section 3.1, we define a difference operator acting on dis-
crimination functions and in Section 3.2 we prove that conditional indepen-
dence statements, for generative classifiers, are equivalent to a particular
second order difference being equal to zero for the induced discrimination
function. In Section 3.3 we extend the equivalence to generative classifiers
under undirected Markov assumptions. Section 3.4 considers the complex-
ity of generative classifiers extending the results of Ling and Zhang (2002)
and Varando et al. (2015) to Markov network. In Section 4 we suggest a
simple way to combine generative and discriminative approaches finding the
maximum-likelihood estimation of the parameters for generative classifiers
with a given discrimination function and under undirected Markov assump-
tions. In Section 5 we summarize the main result and address some possible
future lines of research.
2 Generative Classifiers
The classical problem of binary supervised classification in machine learning
amounts to learning the relationship between some random variables, called
predictors or features, and a binary random variable called class. Let C
be the class variable assuming values in {−1,+1} and X1, . . . ,Xn the n
predictor variables.
Let X = (X1, . . . ,Xn) be the vector of predictors and x = (x1, . . . , xn)
a vector of values of the features. Let [n] be the set of the first n positive
integer numbers {1, . . . , n}. Given A ⊆ [n], let XA = (Xi)i∈A indicate the
vector of predictors indexed by elements in A and similarly xA = (xi)i∈A.
Conversely let X−A be the vector with components not in A, (Xi)i∈[n]\A,
and similarly for x−A. If A = [n], X−A is the empty string. With |A| we will
denote the cardinality of A and with −A = [n]−A the complementary set.
For i ∈ [n] let Xi take values in a finite set, Xi. Let X = "i∈[n]Xi denote the
sample space of the random vector X and XA = "i∈AXi the sample space
of the subvector (Xi)i∈A.
If P is a joint probability, let p denote the corresponding density, for
example p(x, c) = P(X = x, C = c) is the joint density of (X, C) the random
vector including the predictor and class variables.
Following classical literature on machine learning (Devroye et al., 1996)
let a binary classifier over predictors X be a function φ : X → {−1,+1}.
In this work we focus on generative classifiers where the classification
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function is constructed from a joint probability distribution.
Definition 1. A generative (probabilistic) binary classifier over predictor
variables X is a strictly positive probability distribution P over X×{−1,+1}.
The induced binary classifier (or induced decision function) of P is defined
as the most probable a posteriori class,
φP(x) = arg max
c∈{−1,+1}
P(C = c|X = x) = arg max
c∈{−1,+1}
P(C = c,X = x).
Examples of classical generative classifiers are the naive Bayes (Minsky,
1961), averaged one-dependence estimators Webb et al. (2005) and in gen-
eral Bayesian network classifiers (Bielza and Larran˜aga, 2014).
The strictly positive assumption on generative classifiers permits defining
a real-valued discrimination function that sign-represents the binary classi-
fier φP induced by the generative classifier P.
Definition 2. The induced discrimination function fP of a generative clas-
sifier P is defined as
fP(x) = ln
(
P(X = x, C = +1)
P(X = x, C = −1)
)
= ln
(
P(C = +1|X = x)
P(C = −1|X = x)
)
.
Let P be the set of all generative classifiers over predictors X and F the
set of functions f : X → R. For every f ∈ F , sign(f) is called the decision
or binary classifier induced by f . Let Φ be the mapping from P to F that
assigns the induced discrimination function to a generative classifier P, that
is, Φ(P) = fP. For f ∈ F , the level set (fiber) Φ
−1(f) is the set of generative
classifiers that induce f , that is, the set of strictly positive probabilities P
such that fP = f (Figure 1).
For every A ⊆ [n] the set of functions that depend only on the variables
xA is indicated as,
FA =
{
f ∈ F s.t. f(xA,x−A) = f(xA,x
′
−A) for all x ∈ X , x
′
−A ∈ X−A
}
.
For g ∈ FA we can simply write g(xA) for g(xA,x−A). Obviously, for every
A ⊆ [n], FA is a linear subspace of F of dimension |XA| and FA ∩ FB =
FA∩B . The space of constant functions, that is, functions that do not depend
on any variable, is indicated as F∅ and dim(F∅) = 1.
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Φ
Figure 1: The mapping Φ : P −→ F . The image of a generative classifier P
is shown as fP, the level set of f ∈ F is displayed with dotted lines.
3 Discrimination Functions Under Conditional In-
dependences
In this section we show that any conditional independence statement over the
random vector (X, C) ∈ X×{−1, 1} is equivalent to a set of linear equations
for the induced discrimination function. We then generalize the result to sets
of conditional independence statements induced by some undirected graph,
that is, undirected Markov models.
For P a joint probability distribution over (X, C), and A,B ⊂ [n] two
disjoint subsets, let XA |=XB | (X−A∪B , C) denote the conditional indepen-
dence of XA and XB given X−A∪B and C. Each conditional independence
statement, for categorical random variables, is equivalent to the correspond-
ing toric equation for the probability density function p (Drton et al., 2009),
p(xA,xB ,xD, c)p(x
′
A,x
′
B ,xD, c) = p(xA,x
′
B ,xD, c)p(x
′
A,xB ,xD, c), (1)
for all c ∈ {−1,+1}, xB ,x
′
B ∈ XB, xA,x
′
A ∈ XA and xD ∈ XD where
XD = X−A∪B. Since we assumed strict positivity of p we can take the
logarithm of Equation (1) and obtain a linear equation in the log probability
density function,
ln p(xA,xB ,xD, c)+ln p(x
′
A,x
′
B ,xD, c) = ln p(xA,x
′
B ,xD, c)+ln p(x
′
A,xB ,xD, c).
(2)
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Table 1: Discrimination function f and its second order difference of Exam-
ple 1.
f X2
1 2 3
X1
0 -1 5 2
1 3 -7 -4
∆01∆
1
2f X2
1 2 3
X1
0 0 0 0
1 0 -16 -10
In Section 3.1 we introduce a categorical difference operator centered in
x0 ∈ X and acting on any function f ∈ F . In Section 3.2 we will show how
Equation (2) can be written using this difference operator. This leads to a
characterization of discrimination functions under conditional independence
assumptions and in general under the undirected Markov property which
can be synthetically expressed using the categorical difference operator.
3.1 Difference Operator
Definition 3. For f ∈ F and A ⊆ [n], the first order A-difference of f
(centered at x0A ∈ XA) is defined as
∆
x
0
A
A f(x) = f(x)− f(x
0
A,x−A).
When A = {i} ⊂ [n] we will simply write ∆
x0
i
i to denote ∆
x0
i
A .
Difference operators of order greater than one can be defined iteratively.
In particular, for A,B ⊂ [n] we are interested in the second order difference
∆
x
0
A
A ∆
x
0
B
B f(x) =∆
x
0
A
A (f(x)− f(x
0
B,x−B))
=f(x) + f(x0A∪B ,x−(A∪B))− f(x
0
A,x−A)− f(x
0
B,x−B). (3)
Example 1. Let f be the function over the two predictors (X1,X2) ∈
{0, 1} × {1, 2, 3} shown in Table 1. The second order difference ∆01∆
1
2f is
reported in Table 1. For example, ∆01∆
1
2f(1, 2) = f(1, 2)+f(0, 1)−f(0, 2)−
f(1, 1) = −16.
Lemma 1 connects the difference operators centered at different points.
Lemma 1. Let f ∈ F , x0A,x
1
A ∈ XA,x
0
B ,x
1
B ∈ XB, and A,B ⊆ [n]. Then
(i) ∆
x
1
A
A f(x)−∆
x
0
A
A f(x) = ∆
x
1
A
A f(x
0
A,x−A),
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(ii) ∆
x
0
A
A f(x) = 0 for all x ∈ X if and only if ∆
x
1
A
A f(x) = 0 for all x ∈ X ,
(iii) ∆
x
0
A
A ∆
x
0
B
B f(x) = 0 for all x ∈ X if and only if ∆
x
1
A
A ∆
x
1
B
B f(x) = 0 for
all x ∈ X .
Proof. Items (ii) and (iii) follow from (i). For proving (i) we use Definition 3
∆
x
1
A
A f(x)−∆
x
0
A
A f(x) =f(x)− f(x
1
A,x−A)− f(x) + f(x
0
A,x−A)
=f(x0A,x−A)− f(x
1
A,x−A) = ∆
x
1
A f(x
0
A,x−A).
Because of Lemma 1 we can assume x0A fixed and write ∆A for ∆
x
0
A
A .
Furthermore if f(x) = 0 for all x ∈ X , we write f ≡ 0. The following
lemma, whose proof follows directly from Definition 3, collects the basic
properties of ∆A.
Lemma 2. Let f, g ∈ F and A ⊆ [n]. Then
(i) ∆Af(x) ≡ 0 if and only if f ∈ FA.
(ii) f(x) = h(x−A) + ∆Af(x) for all x ∈ X , where h ∈ F−A.
(iii) ∆A(αf + βg)(x) = α∆Af(x) + β∆Ag(x) for all x ∈ X and for all
α, β ∈ R.
Lemma 3 collects useful properties of the second order differences.
Lemma 3. Let f ∈ F and A,B ⊆ [n]. Then
(i) ∆A∆Bf(x) = ∆Af(x) + ∆Bf(x)−∆A∪Bf(x) for all x ∈ X .
(ii) ∆A∆Af(x) = ∆Af(x) for all x ∈ X .
(iii) ∆A∆Bf(x) ≡ 0 if and only if there exist a function h ∈ F−A and a
function g ∈ F−B such that f(x) = h(x−A) + g(x−B) for all x ∈ X .
Proof. Points (i) and (ii) follow directly by Definition 3. To prove point
(iii) we just observe that from point (i) of Lemma 2 we have that
∆A∆Bf(x) = 0 for all x ∈ X if and only if ∆Bf(x) = h(x−A),
and thus by point (ii) of Lemma 2, f(x) = g(x−B) + h(x−A) for all x ∈
X .
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For A ⊆ [n] the A-difference operator of f cannot be a non zero function
of variables x−A solely, as shown in Lemma 4.
Lemma 4. Let f ∈ F and A ⊆ [n]. If ∆Af(x) ∈ F−A, then ∆Af ≡ 0.
Proof. From point (ii) of Lemma 2 we have that
f(x) = ∆Af(x) + h(x−A).
Thus now applying point (i) of Lemma 2 we obtain
∆Af(x) = ∆A(∆Af(x) + h(x−A)) = 0.
3.2 Conditional Independence
The logarithm of the toric equation (Equation (2)) can be written as the
second order difference operator (Equation (3)) of the logarithm probability
density function equal to zero.
Remark 1. Consider P ∈ P with density p such that XA |=XB | (X−A∪B , C)
then Equation (1) is equivalently written as
∆A∆B ln p(x, c) ≡ 0, for all c ∈ {−1,+1}.
A conditional independence statement among the predictor variables is
equivalent to the related second order difference of the discrimination func-
tion being equal to zero as shown by Lemma 5.
Lemma 5. Let X = (X1, . . . ,Xn) be a predictor vector of discrete random
variables and C a binary class variable. Let A,B,D be a partition of [n]
and f ∈ F . The following statements are equivalent
(i) there exists a generative classifier P ∈ Φ−1(f) such that XA |=XB | (XD, C)
holds
(ii) ∆A∆Bf ≡ 0.
Proof. First we prove that (i) implies (ii). Let P be a probability distribu-
tion such that XA |=XB | (XD, C) and f(x) = fP(x). Then by Remark 1
∆A∆B (ln p(x, c)) = 0 for all x ∈ X , c ∈ {−1,+1}.
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From the linearity of ∆A∆B and the fact that fP (x) = ln p(x,+1)−ln p(x,−1)
we obtain (ii).
Conversely, we need to define P, with density p, such that ∆A∆B ln p(x, c) =
0 for all x ∈ X and c ∈ {−1,+1}, and that satisfies fP(x) = f(x) for all
x ∈ X . For any g(x) : X−→R such that ∆A∆Bg ≡ 0 (for example g ≡ 0),
a suitable p is defined as
ln p(x, c) = g(x) + k +
c
2
f(x)
where k is an appropriate normalization constant, that is,
∑
x∈X
exp(g(x))
(
1 + ef(x)
)
= exp(−k).
3.3 Markov classifiers
In this section we consider generative classifiers such that the underlying
probability satisfies the undirected Markov property with respect to a given
graph. To define Markov classifiers we recall some basic notions on separa-
tion and connectivity on graphs. Given an undirected graph G with node
set V and edges E, two nodes a, b ∈ V are adjacent if the edge {a, b} ∈ E.
Given A ⊂ V , the subgraph induced by A, denoted GA, is said to be a
complete subgraph if every pair of nodes a, b ∈ A are adjacent. Complete
subgraphs that are maximal with respect to inclusion are called cliques. The
set of cliques of the graph G is denoted C(G). Moreover given three disjoint
subsets of nodes A,B,D ⊂ V , D separates A and B in G if every path that
connects A to B in G passes through D.
Definition 4. Let G be an undirected graph over nodes [n]. A G-Markov
classifier is a generative classifier P ∈ P such that
Xi |= Xj| (X−{i,j}, C) for any pair of non-adjacent nodes i, j.
Alternatively, we can define a G-Markov classifier as a generative classi-
fier P ∈ P that satisfies pairwise (or equivalently global or local since P > 0)
Markov property (Lauritzen, 1996) with respect to an extended undirected
graph; the extended graph is defined adding a node corresponding to C in
the graph G and connecting C to all the nodes of the predictor variables (see
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CX1
X3
X2X4
Figure 2: Example of the structure of a Markov classifier, where the node
corresponding to C is adjacent to all the predictor nodes.
Figure 2). Thus, if P is a G-Markov classifier the following conditional inde-
pendence statement holds for every A,B ⊂ [n] such that −(A∪B) separates
A and B in G,
XA |=XB | (X−A∪B , C). (4)
The set of G-Markov classifiers will be denoted by PG .
For G-Markov classifiers the following result similar to the Hammersley-
Clifford theorem (Hammersley and Clifford, 1971; Grimmett, 1973; Gandolfi and Lenarda,
2017) holds. The proof of Theorem 1 is partly based on the Mo¨ebius inver-
sion lemma (Rota, 1987) as in the proof of the Hammersley-Clifford theo-
rem (Grimmett, 1973; Lauritzen, 1996).
Theorem 1. For any discrimination function f ∈ F and any undirected
graph G over X1, . . . ,Xn the following statements are equivalent:
(i) There exists a G-Markov classifier P ∈ Φ−1(f),
(ii) ∆A∆Bf ≡ 0 for every A,B separated by −(A ∪B) in G,
(iii) f(x) =
∑
A⊆[n] gA(xA), such that gA ∈ FA and gA ≡ 0 if GA is not
complete.
Proof. Item (i) implies directly (ii) by Lemma 5 applied to every conditional
independence statements in Equation (4).
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To prove that (ii) implies (iii) let VA(xA) = f(xA,x
0
−A) and
gA(xA) =
∑
B⊆A
(−1)|A\B|VB(xB).
From Mo¨ebius inversion lemma (Rota, 1987) we have that
f(x) = V[n](x) =
∑
A⊆[n]
gA(xA).
We just have to show that gA ≡ 0 if GA is not complete. Let A be a subset
of [n] such that GA is not complete, then there exist a, b ∈ A such that a
and b are not adjacent. Thus we can write, for D = A \ {a, b},
gA(xA) =
∑
B⊆D
(−1)|D\B|
(
VB(xB)− VB∪{a}(xB , xa)− VB∪{b}(xB , xb) + VB∪{a,b}(xB , xa, xb)
)
=
=
∑
B⊆D
(−1)|D\B|∆a∆bf = 0
where the last equality is due to the fact that ∆a∆bf ≡ 0 by item (ii) since
a and b are not adjacent.
Finally to prove that (iii) implies (i) let P be a generative classifier with
density:
p(x1, . . . , xn, c) = exp
(
K +
c
2
f(x) + g(x)
)
(5)
where g(x) =
∑
A⊆[n] gA(xA) and gA ≡ 0 when GA is not complete and
K is the appropriate normalization constant. Item (iii) implies item (ii)
by Lemma 3 and thus, obviously, ∆i∆j ln p ≡ 0 for every i, j ∈ [n] not
adjacent in G. Thereafter, P is a G-Markov classifier by Remark 1. The
induced discrimination function fP is clearly equal to f , for every choice of
g, proving (i).
When a function f ∈ F satisfies point (ii) in Theorem 1 for a given
graph G we will concisely write ∆2Gf ≡ 0. Moreover we can observe that
the factorization in point (iii) can be written using only the set of cliques,
C(G), of the graph G. Thus Theorem 1 can be summarized by the following
equivalences,
P ∈ PG∩Φ
−1(f) if and only if ∆2Gf ≡ 0 if and only if f(x) =
∑
A∈C(G)
gA(xA).
Definition 5. The set of f ∈ F such that ∆2Gf ≡ 0 is denoted as FG.
By Theorem 1 a function f ∈ FG is the sum of functions gA ∈ FA
depending only on the predictors XA in a clique A ∈ C(G).
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3.4 Complexity of Markov Classifiers
Following Ling and Zhang (2002) we use the contained XORs to measure
the complexity of binary classifiers and thus to quantify their expressive
power.
Definition 6. Let φ : X → {−1,+1} be a binary classifier over predictors
X and A ⊆ [n]. The function φ is said to contain an A-XOR (or an XOR
among variables xA) if there exist x
0
−A ∈ X−A and x˙A, x¨A ∈ XA, such that,
φ(xA,x
0
−A) =
∏
i∈A
(−1)δx˙i (xi) for all xA ∈ "
i∈A
{x˙i, x¨i},
where δx˙i(xi) = 1 if xi = x˙i and 0 otherwise.
Definition 6 extends the concept of Boolean XOR (or logical parity func-
tion) (O’Donnell, 2014) to binary functions over categorical variables. In-
deed, if φ contains an A-XOR as in Definition 6 then the following is a
Boolean XOR function over |A| Boolean variables,
ψ : {−1,+1}|A| −→ {−1,+1}
k 7−→ φ(τ(k),x0−A) =
∏
i ki
where τ(k) : {−1,+1}|A| → "i∈A{x˙i, x¨i} is the coordinate-wise mapping
that assigns −1 to x˙i and +1 to x¨i.
Definition 6 implies that if φ contains an A-XOR then φ contains a B-
XOR for every B ⊆ A. Moreover, if φ contains an A-XOR we have that, for
some x˙A, x¨A ∈ XA and j ∈ A,
φ(x˙j ,xA\{j},x
0
−A) = −φ(x¨j ,xA\{j},x
0
−A) for all xA\{j} ∈ "
i∈A\{j}
{x˙i, x¨i}.
(6)
As a corollary of Theorem 1, the decision function of a G-Markov classifier
can contain XORs just among variables that belong to a clique of G.
COrollary 1. If f ∈ FG and φ = sign(f) contains an A-XOR, then GA is
a complete subgraph of G. Equivalently, if GA is not complete, then there
does not exist a G-Markov classifier such that its induced decision function
contains an A-XOR.
Proof. Consider a graph G and A ⊆ [n] such that the induced sub-graph
is not complete. Thus there exist i, j ∈ A non adjacent in G. Thereafter,
from Theorem 1, we have that for every f ∈ FG , ∆i∆jf ≡ 0. Expanding
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the definition of second order difference (Equation (3)) and using point (iii)
of Lemma 1, we obtain
f(x)+f(x′i, x
′
j ,x−{i,j}) = f(x
′
i,x−i)+f(x
′
j,x−j) for all x ∈ X , x
′
i ∈ Xi, x
′
j ∈ Xj.
(7)
Suppose now that φ = sign(f) contains an {i, j}-XOR. From Equa-
tion (6) we have that, for some x˙i, x¨i ∈ Xi, x˙j, x¨j ∈ Xj and x
0
−{i,j} ∈ X−{i,j},
−φ(x˙i, x¨j ,x
0
−{i,j}) = φ(x˙i, x˙j ,x
0
−{i,j}) = −φ(x¨i, x˙j ,x
0
−{i,j}) = φ(x¨i, x¨j ,x
0
−{i,j}).
This is absurd since Equation (7) holds.
We have proven that φ does not contain an XOR among (xi, xj), thus
much less it can contain an XOR among xA.
Similarly to Varando et al. (2015), we can bound the number of decision
functions representable by a G-Markov classifier for a fixed graph G. Let
sign(FG) = {sign(f) s.t. f ∈ FG} be the set of decision functions repre-
sentable by a G-Markov classifier, the following Corollary 2 follows immedi-
ately from Theorem 1 and the same argument as in Varando et al. (2015).
COrollary 2. Let G be an undirected graph with cliques C(G) then
|sign(FG)| ≤ 2
d−1∑
k=0
(
|X | − 1
k
)
,
where d = dim(FG).
Moreover, for decomposable graphs (Lauritzen, 1996), the dimension of
FG can be iteratively computed as dim(FG) = dim(FGA∪D)+dim(FGB∪D )−
|XD| where (A,B,D) is a decomposition of G. This fact follows directly
observing that, if (A,B,D) is a decomposition of G, C(G) = C(GA∪D) ∪
C(GB∪D) and thus, FG = FGA∪D + FGB∪D .
When the graph is not decomposable it is still possible to compute the
dimension of FG using that it is a sum of the spaces FA for A ∈ C(G) (see
Example 2).
Alternatively, Li and Yang (2018) developed an algebraic way to com-
pute the dimension of FG for Markov networks. As an application, they
bounded the generalization error using the Vapnik-Chervonenkis theory (Vapnik,
2000).
Example 2. Consider the G-Markov classifier with structure as in Figure 2,
and let assume that |Xi| = 2 for i ∈ [4], that is, all the predictor variables
are binary.
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The cliques of the graph G are C(G) = {{1, 2}, {2, 3}, {3, 4}, {4, 1}}.
Thus, by Theorem 1, FG = F{1,2}+F{2,3}+F{3,4}+F{4,1}. To compute the
dimension of FG, observe that
dim(FG) =dim
(
(F{1,2} + F{2,3} + F{3,4}) + F{4,1}
)
(8)
=dim(F{1,2} + F{2,3} + F{3,4}) + dim(F{4,1})−
dim((F{1,2} + F{2,3} + F{3,4}) ∩ F{4,1})
Observe that since F{4,1} are functions that depends only on X1 and X4,
(F{1,2} + F{2,3} + F{3,4}) ∩ F{4,1} = F{1} + F{4}.
Moreover, since F{1} ∩ F{4} = F∅,
dim(F{1} + F{4}) = dim(F{1}) + dim(F{4})− dim(F{1} ∩ F{4}) = 3.
Using now the fact that dim(FA) = |XA| = 4 for every A ∈ C(G) we obtain,
from Equation (8),
dim(FG) = dim
(
F{1,2} + F{2,3} + F{3,4}
)
+ 1.
With similar arguments we obtain,
dim
(
F{1,2} + F{2,3} + F{3,4}
)
= dim
(
F{1,2} + F{2,3}
)
+ 2,
and
dim
(
F{1,2} + F{2,3}
)
= dim(F{1,2}) + dim(F{2,3})− dim(F2) = 6
Thereafter, finally,
dim(FG) = 6 + 2 + 1 = 9.
Thus from Corollary 2 we obtain the following upper bound on the number
of decision functions representable by G-Markov classifiers with structure as
in Figure 2 and binary predictors:
|sign(FG)| ≤ 45638,
this corresponds to approximately 70% of the total 216 decision functions
over X .
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3.5 Application to Bayesian Network Classifiers
Bayesian network classifiers (Bielza and Larran˜aga, 2014) are one of the
most common examples of generative classifier. In a Bayesian network clas-
sifier the joint probability distribution of the predictor variables X and the
class C is represented by a Bayesian network. A Bayesian network (Pearl,
1988) is composed by a directed acyclic graph (DAG) with nodes indexed
as the random variables and by a probability distribution factorized as
P(X) =
n∏
i=1
P
(
Xi|Xpa(i)
)
,
where pa(i) ⊂ [n] denotes the parents of i in the DAG G. In particular
Bayesian augmented naive Bayes (BAN) classifiers are Bayesian network
classifier where the structure is composed of a DAG among the predictor
variables and the class variable C is added as a father of all the predictors.
A Bayesian network without V -structures, that is, where every set of par-
ents is completely connected, is equivalent to an undirected Markov model
with the same structure (dropping the directions of the arcs) (Lauritzen,
1996). Thus, Theorem 1 applies directly to every BAN classifier without
V -structures. Moreover if the BAN classifier has some V -structures, we can
still apply Theorem 1 to the corresponding moral graph. In particular, if P is
the probability distribution of a BAN classifier, we obtain that the induced
discrimination function factorizes as follows,
fP(x) =
∑
i∈[n]
gi(xpa(i), xi),
where every function gi depends on the variable Xi and the Xpa(i).
Those results were obtained directly by Varando et al. (2015) for BAN
classifiers. Similarly, Corollary 1 can be applied to Bayesian network clas-
sifiers, considering the corresponding undirected moral graph obtaining in
this case the results of Ling and Zhang (2002).
4 Parameter Estimation
The method generally used to fit the parameters of a generative classifier is
maximum-likelihood estimation. But if the model is misspecified, that is, the
true distribution does not satisfy the same conditional independences of the
model, the maximum-likelihood estimation is not optimal (Devroye et al.,
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1996). This is true, as shown by Domingos and Pazzani (1997) for naive
Bayes, also if the true discrimination function belongs to FG .
Discriminative learning algorithms, that is, procedures that search di-
rectly a space F ′ ⊂ F for the best (for example with respect to empirical
error minimization or conditional likelihood) discrimination function given
a dataset, do not suffer from the same problem of generative learning algo-
rithms (Ng and Jordan, 2001; Devroye et al., 1996).
In this section we show how to find the maximum-likelihood G-Markov
classifier that induces a given decision function f ∈ FG . We thus suggest a
way of joining the generative and discriminative approaches.
4.1 Fixed Discrimination Maximum-Likelihood Estimator
Fix an undirected graph G and a discrimination function f ∈ FG . From
Theorem 1, there exists a G-Markov classifier, P, that induces f (that is
Φ(P) = fP = f). Actually from the proof of Theorem 1 it follows that there
exists a whole family of G-Markov classifiers that induce f .
We are interested now in obtaining the generative classifier that maxi-
mizes the likelihood over a dataset D among such family. From the proof of
Theorem 1 we have that the density p of P ∈ PG(f) = PG ∩ Φ
−1(f) can be
parametrized as described in Equation(5):
p(x, c) = exp
(
K + g(x) +
c
2
f(x)
)
for g ∈ FG .
Similarly to the maximum-likelihood estimation in Markov models, we
need to complete the set PG(f) with the limiting distributions.
Definition 7. We say that P is a marginally extended G-Markov classifier
if there exists Pn ∈ PG(f) = PG ∩Φ
−1(f) such that
P(X = x, C = c) = lim
n→∞
Pn(X = x, C = c) for all x ∈ X and c ∈ {−1,+1}.
With PG(f) we denote the family of marginally extended Markov clas-
sifiers with discrimination function f and consider the maximum-likelihood
problem over the set of marginally extended Markov classifiers:
argmaxP∈PG(f) L(P;D) = argmaxP∈PG(f)
∏
(x,c)∈D
P(X = x, C = c). (9)
The iterative proportional fitting (IPF) algorithm (Fienberg, 1970; Lauritzen,
1996) can be used to solve Equation (9). Let C(G) be the set of cliques of
15
the graph G and P ∈ PG ∩Φ
−1(f). For A ∈ C(G) define the marginal fitting
operator:
TA P(X = x, C = c) = P(X = x, C = c)
N(xA)/N
P(XA = xA)
,
where N is the size of the dataset D and N(xA) is, for every xA ∈ XA,
the number of observations in the dataset (x′, c) ∈ D such that x′A = xA.
Observe that,
fTA P = ln
(
TA P(X = x, C = +1)
TA P(X = x, C = −1)
)
= ln
(
P(X = x, C = +1)
P(X = x, C = −1)
)
= fP.
(10)
Thus TA P ∈ PG ∩ Φ
−1(f). Given an ordering of the cliques C(G), the IPF
algorithm iteratively adjusts the marginal distribution of the cliques until
convergence (Fienberg, 1970).
If we initialize the IPF algorithm with a probability in PG ∩Φ
−1(f), for
example
P0(X = x, C = c) ∝ exp
( c
2
f(x)
)
,
then, by Equation (10), the resulting maximum-likelihood estimation ob-
tained with the IPF algorithm will be an element of PG(f).
4.2 Combining the Discriminative and Generative Approaches
It is obvious now how to combine the discriminative and generative ap-
proaches. Suppose to have a dataset D and a discriminative learning algo-
rithm that outputs an estimated function fˆD ∈ F . Moreover, assume that,
for a given graph G, ∆2G fˆD ≡ 0. We can find, using the IPF algorithm as
described in Section 4.1, the maximum likelihood G-Markov classifier that
induces fˆD.
For various discriminative algorithms it is possible to know a priori the
graph G such that ∆2G fˆD ≡ 0. That is because a decomposition of fˆD is
known as
fˆD(x) =
∑
A
gA(xA).
Examples include logistic regression (Cox, 1958), support vector ma-
chines (Cortes and Vapnik, 1995) and Boolean classifiers (e.g using monomi-
als basis) (O’Donnell, 2014). Recently Zaidi et al. (2017) proposed a method
to learn in a discriminative way parameters of Bayesian network classifiers
thus obtaining an estimated discrimination function fˆ ∈ FG from which
the fixed discrimination maximum-likelihood generative classifier in PG(fˆ)
could be obtained with the method described in the previous section.
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5 Conclusions and Future Work
In this paper we analyzed the impact of conditional independence state-
ments and in general of the undirected Markov property over the induced
discrimination function of a generative classifier. For this, we used a cate-
gorical differential operator (∆A) and we showed that conditional indepen-
dence statements are described by second-order equations in this operator
(∆A∆Bf ≡ 0). We then studied the implications for the corresponding
decision functions, that is, the binary classifier induced by G-Markov clas-
sifiers. Summarizing, we showed that a G-Markov classifier can represent
XOR functions only among its cliques.
We think that the given descriptions of conditional independence state-
ments for discrimination functions could be useful to study generative clas-
sifiers over categorical predictors and to help design new type of learning
procedures. In particular for future works we are interested in empiri-
cal error minimization parameter estimation for G-Markov classifiers and
thus implementing the mixed discriminative-generative approach described
in Section 4.
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