Recently self-simulation algorithms have been developed to execute algorithms on a recon gurable mesh (RM) of size smaller than recommended in those algorithms. Optimal slowdown, in self-simulation, has been achieved with the compromise that the resultant algorithms fail to remain AT 2 optimal. In this paper we introduce, for the rst time, the idea of adaptive algorithm which runs on RM of variable sizes without compromising the AT 2 optimality. We support our idea by developing adaptive algorithms for sorting items and computing the contour of maximal elements of a set of planar points on RM.
INTRODUCTION
It is well-known that interprocessor communications and simultaneous memory accesses often act as bottlenecks in present-day parallel machines. Bus systems have been introduced to a number of parallel computers 10, 11, 22] to address this problem. A bus system is called recon gurable if it can be dynamically changed according to either global or local information. Introduction of recon gurable bus systems reduces the virtual communication diameter of any network of processors to a constant. This fact has greatly in uenced researchers around the world and a large collection of constant time algorithms have already been developed 16] . To realise these constant time algorithms we need to use more processors than we usually use to solve the same problems on ordinary meshes. In fact, we can easily observe that the ratio of the number of processors used in a constant time algorithm to the number of processors used in an ordinary mesh algorithm solving the same problem is polynomial in problem size. Ben-Asher et al. 1] present the idea of self-simulation where the existing RM algorithms are executed with slowdown on an RM of size smaller than intended for those algorithms. A few self-simulation techniques appear in 1, 15] with optimal slowdown for various models of RM.
In this paper, we have pointed out that selfsimulation even with optimal slowdown compromises the AT 2 20 , chapter 2] optimality of the resultant algorithm. To overcome this limitation of selfsimulation, we have presented a new idea of developing algorithms on RM which will be adaptive in the sense that these algorithms can be executed on RM of various size keeping the AT 2 measures una ected by the size. To illustrate our idea we have developed adaptive AT 2 optimal algorithms for sorting items and computing the contour of maximal elements of a set of planar points.
The paper is organized as follows. In the next section we present the key issues associated with RM and of its self-simulation. The idea of adaptive optimal algorithm is developed in Section 3. In Section 4 we develop an adaptive AT 2 optimal sorting algorithm. The problem of computing the contour of maximal elements of a set of planar points is de ned in Section 5 and an adaptive AT 2 optimal algorithm to solve the problem is developed in the same section.
PRELIMINARIES
For the sake of completeness, here we brie y de ne the recon gurable mesh and self-simulation of RM and then describe the optimality issues associated with self-simulation. 
RECONFIGURABLE MESH
The recon gurable mesh 22] is primarily a twodimensional mesh of processors connected by recongurable buses. In this parallel architecture, a processor element is placed at the grid points as in the usual mesh connected computers. Processors of the RM of size X Y are denoted by PE i;j , 0 i < X, 0 j < Y where processor PE 0;0 resides in the southwestern corner. Each processor is connected to at most four neighboring processors through xed bus segments connected to four I/O ports E & W along dimension x and N & S along dimension y. These xed bus segments are building blocks of larger bus components which are formed through switching, decided entirely on local data, of the internal connectors (see Figure 1) between the I/O ports of each processor. The fteen possible interconnections of I/O ports through switching are shown in Figure 2 . Like all bus systems, the behaviour of RM relies on the assumption that the transmission time of a message along a bus is independent of the length of the bus.
[ A recon gurable mesh operates in the single instruction multiple data (SIMD) mode. Besides the recon gurable switches, each processor has a computing unit with a xed number of local registers. Other than the buses and switches the RM of size p q is similar to the standard mesh of size p q and hence it has (pq) area in VLSI embedding 20], under the assumption that processors, switches, and links between adjacent switches occupy unit area.
SELF-SIMULATION OF RM
Introduction of recon gurable buses reduces the virtual communicational diameter of regular parallel architecture to a constant and thus leads to the simplest architecture, the mesh. Can recon gurable mesh be the basis for the design of the next generation of massively parallel computers? Perhaps the answer depends on the most fundamental issue of selfsimulation, i.e., simulation of large RMs by smaller ones.
We say that recon gurable mesh R 1 is simulated by R 2 with slowdown S if the result for any algorithm A 1 on R 1 is achieved through the execution of a stepby-step simulation algorithm A 2 on R 2 in which each step of A 1 is simulated with slowdown at most S. Obviously the self-simulation of an M N RM by a P Q RM is said to be optimal if the slowdown is M P N Q , P M and Q N.
Ben-Asher et al. 1] rst present the concept of self-simulation for RM and develop some selfsimulation algorithms with optimal slowdown. In 15] we present optimal self-simulation algorithms of some restricted recon gurable meshes. Optimal slowdown in self-simulation is the bottom line we can achieve but it tells a little of the optimality of the resultant algorithm. 
AT
Observe that T is independent of q, the length of the larger side of the VLSI circuit. Now,
Thus, development of constant time algorithm is feasible whenever p = I(n) for any q p. As we are interested in keeping the area at minimum, the minimum possible value of q should be considered. So,
Lemma 1 This implies that whenever the area of the VLSI circuit equals the information content of the problem to be solved, the time of solution depends only on q, the length of the larger side of the VLSI circuit. As we are interested in keeping the time at minimum, the minimum possible value of q should be considered. So, pq = I(n) and p q derive the following:
Lemma 2 
ADAPTIVE M-CONTOUR ALGO-RITHMS
Let the planar point at coordinate (i; j) be de ned as P(i; j). Again, let for any point p, x(p) denote the xcoordinate and y(p) denote the y-coordinate of p, e.g., x(P(i; j)) = i and y(P(i; j)) = j. Let S be a set of N planar points. To simplify the exposition of our algorithms, the points in S are assumed to be distinct.
De nition 2 A point p 2 S is maximal if there is no other point q 2 S with p q.
We are interested in the contour spanned by the maximal elements of S, called the m-contour of S which can be obtained by simply sorting the maximal elements in ascending order of their x-coordinates (Figure 3 ). Let the m-contour of a set S be denoted as m(S).
We have mentioned two interesting observations on m-contour in our paper 13, 14] which are given below for the sake of completeness.
Lemma 5 Every m-contour is sorted in descending order of the y-coordinates.
Proof. Suppose the contrary holds. Then there exists at least one pair of maximal elements p and q such that y(p) < y(q) while x(p) x(q), which contradicts with the assumption that point p is maximal.
2 Let for any set S of some planar points functions min x (S) and max x (S) denote the minimum and maximum x-coordinates in the set respectively. Let two more functions min y (S) and max y (S) be de ned similarly w.r.t. y-coordinate. The m-contour problem is also known as nding the maxima of a set of vectors and has been extensively explored for serial computers in 5, 6] . It is well known that the time complexity for computing the contour of the maximal elements of n planar points is (n log n) using a serial computer 6]. This lower boundary can be concluded from the fact that the problem of sorting can be easily transformed into an m-contour problem.
The information content in computing m-contour of n planar points is (n) and hence the AT The m-contour of the entire p points can now be computed in the following steps using 
