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ABSTRACT: A parameterization for urban surfaces has been incorporated into the Community Land Model as part of the
Community Climate System Model. The parameterization allows global simulation of the urban environment, in particular
the temperature of cities and thus the urban heat island. Here, the results from climate simulations for the AR4 A2 emissions
scenario are presented. Present-day annual mean urban air temperatures are up to 4 °C warmer than surrounding rural areas.
Averaged over all urban areas resolved in the model, the heat island is 1.1 °C, which is 46% of the simulated mid-century
warming over global land due to greenhouse gases. Heat islands are generally largest at night as evidenced by a larger urban
warming in minimum than maximum temperature, resulting in a smaller diurnal temperature range compared to rural areas.
Spatial and seasonal variability in the heat island is caused by urban to rural contrasts in energy balance and the different
responses of these surfaces to the seasonal cycle of climate. Under simulation constraints of no urban growth and identical
urban/rural atmospheric forcing, the urban to rural contrast decreases slightly by the end of the century. This is primarily a
different response of rural and urban areas to increased long-wave radiation from a warmer atmosphere. The larger storage
capacity of urban areas buffers the increase in long-wave radiation such that urban night-time temperatures warm less than
rural. Space heating and air conditioning processes add about 0.01 W m−2 of heat distributed globally, which results in a
small increase in the heat island. The significant differences between urban and rural surfaces demonstrated here imply that
climate models need to account for urban surfaces to more realistically evaluate the impact of climate change on people
in the environment where they live. Copyright  2010 Royal Meteorological Society
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1. Introduction
Most of the global climate models that are utilized for
climate change research do not account for urban sur-
faces (Best, 2006). This is likely because urban areas
represent a small fraction of the global land surface
(1–4%) and thus their influence on large-scale tempo-
ral and spatial averages is small (Trenberth et al., 2007).
However, a large proportion of the world’s population
resides in these areas (>50%) and experiences urban
climates. There are significant differences in energy bal-
ance, temperature, humidity and run-off between urban
areas and the vegetated or ‘rural’ surfaces typically rep-
resented in climate models (Oke, 1987). Therefore, it is
appropriate to begin to address the lack of representation
of this land surface type in global climate models so that
these models can better assess climate impacts on urban
populations.
The differences between urban and rural surfaces
manifest themselves in the urban heat island effect
(Landsberg, 1981), in which cities are warmer than their
* Correspondence to: K. W. Oleson, Climate and Global Dynamics
Division, National Center for Atmospheric Research, PO Box 3000
Boulder, CO 80307-3000, USA. E-mail: oleson@ucar.edu
surrounding rural environs. Urban warming in addition
to greenhouse gas-induced warming has not explicitly
been taken into account in climate change simulations
to date (IPCC, 2007). This additional warming may
mean that, for example, future projections of heat-
related mortality which rely on temperature thresholds
applied to climate model data (Gosling et al., 2009a)
could be underestimated (Changnon et al., 1996). In
addition, changes in variability of temperature (e.g.
extremes), which may have different behaviour in urban
areas can be as important as mean temperature in
assessing future heat-related mortality (Gosling et al.,
2009b). These issues have added importance when one
considers that in some regions heat waves are expected
to increase in intensity, frequency and duration in the
future (Meehl and Tebaldi, 2004; Clark et al., 2006;
Meehl et al., 2007). Changes in mean and variability
of temperature as experienced in urban areas can also
have implications for energy consumption (Hadley et al.,
2006).
An approach to assess the impact of greenhouse gas-
induced climate change on cities is to assume stationarity
of the urban climate and overlay a present-day urban
heat island pattern on a climate change simulation (Betts
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and Best, 2004). However, Betts and Best (2004) have
shown that the assumption of stationarity may not be
valid for the heat island under modified forcings. Hence,
Best (2006) argues for explicit representation of urban
areas in climate models.
As a first step in representing differences between
urban and rural areas in a climate model, a parameter-
ization for urban surfaces has been incorporated into the
community land model (CLM) as part of the commu-
nity climate system model (CCSM) (Collins et al., 2006a)
project at the National Center for Atmospheric Research
(NCAR). The purpose of the urban model (CLMU) when
coupled with CCSM is to provide climate and climate
change information (e.g. near-surface air temperature and
humidity, surface hydrology, energy balance, etc.) for
urban environments. The urban model has previously
been described in detail by Oleson et al. (2008a) and its
performance has been evaluated against measured fluxes
and temperatures from urban flux tower sites. Results
indicate the model is reasonably successful at simulating
the energy balance of cities. In offline simulations (i.e.
uncoupled to an atmospheric model), the model repro-
duces some known features of urban climatology in a
qualitative sense, including urban heat islands (Oleson
et al., 2008b).
The purpose of this paper is to examine the behaviour
of the urban model in the context of global climate
simulations. The near-surface urban and rural climates
produced by the model when coupled to an atmospheric
model are contrasted under present day and future cli-
matic conditions for the 21st century. To our knowledge,
these are the first coupled climate model simulations that
incorporate an urban canyon model. The focus of the
analysis here is mainly on the spatial and temporal aspects
of the heat island produced by the model and on the influ-
ence of space heating, air conditioning and waste heat on
the heat island.
2. Description of models
The urban model is coupled to CLM and the community
atmosphere model (CAM), which are the land and
atmospheric components of CCSM, respectively. The
atmospheric model is a successor to version 3.0 of CAM
(Collins et al., 2006b), which incorporates changes to
the deep convection parameterization and is described
by Neale et al. (2008) (hereafter referred to as CAM3.5).
CAM3.5 is configured here with a finite volume dynamical
core, 26 vertical levels and 1.9° latitude × 2.5° longitude
grid. Urban areas are parameterized by CLMU and the
remainder of the global land surface is modelled by CLM
version 3.5 (CLM3.5; Oleson et al., 2008c; Stöckli et al.,
2008).
Land surface heterogeneity in CLM is represented as
a nested subgrid hierarchy (Figure 1) in which grid cells
are composed of multiple landunits, snow/soil columns
and plant functional types (PFTs). Each grid cell can
have different number of landunits, each landunit can
have different number of columns and each column
can have multiple PFTs. The first subgrid level, the
landunit, captures the broadest spatial patterns of subgrid
heterogeneity. The landunits are glacier, lake, wetland,
vegetated and urban. For vegetated landunits, the second
subgrid level, the column, represents soil and snow state
variables. The snow/soil column consists of ten layers for
soil and up to five layers for snow, depending on snow
depth. The urban landunit has five columns (roof, sunlit
and shaded wall, and pervious and impervious canyon
floor). Each urban column is divided into ten layers for
temperature and hydrology calculations, and an additional
five layers for snow where appropriate. The third subgrid
level is referred to as the PFT level, but also includes the
treatment for bare ground. It is intended to capture the
biogeophysical and biogeochemical differences between
broad categories of plants in terms of their functional
characteristics.
Figure 1. The CLM subgrid hierarchy emphasizing the vegetated and urban landunits.
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The urban columns are arranged in an ‘urban canyon’
configuration (Oke, 1987) in which the canyon geometry
is described by building height (H ) and street width (W )
(Figure 2). The canyon system consists of roofs, walls
and canyon floor. Walls are further divided into shaded
and sunlit components. The canyon floor is divided into
pervious (e.g. to represent residential lawns, parks) and
impervious (e.g. to represent roads, parking lots, side-
walks) fractions. Vegetation is not explicitly modelled
for the pervious fraction; instead evaporation is param-
eterized by a simplified bulk scheme. Evaporation is a
function of the wetness of the entire soil column and
water is removed from each soil layer according to a
wetness factor. Turbulent [sensible heat (QH,u) and latent
heat (QE,u)] and storage (QS,u) heat fluxes, and surface
(Tu,s) and internal (Tu,1···10) temperatures are determined
for each urban surface (u). The interior boundary condi-
tions for roofs and walls are determined by an interior
building temperature (TiB) held between prescribed mini-
mum and maximum temperatures (TiB,min and TiB,max),
thus explicitly resolving heating and air conditioning
(HAC) fluxes. Hydrology on the roof and canyon floor
is simulated and the walls are hydrologically inactive.
A snowpack can form on the active surfaces. A certain
amount of liquid water is allowed to pond on these sur-
faces, which supports evaporation. Snowmelt water or
water in excess of the maximum ponding depth runs off
(Rroof, Rimprvrd, Rprvrd). Anthropogenic sources of waste
heat from HAC (QH,waste) are incorporated as modifi-
cations to the canyon floor energy budget (Appendix).
The heat and moisture fluxes from each surface (includ-
ing the roof) interact with each other through a bulk
air mass that represents air in the urban canopy layer
(UCL) for which specific humidity and temperature
are predicted. The urban model produces sensible heat,
latent heat, momentum fluxes, emitted long wave and
reflected solar radiation, which are area-averaged with
fluxes from nonurban landunits (e.g. vegetation, lakes)
to supply grid-cell averaged fluxes to the atmospheric
model.
The urban model used here is the same as that pre-
sented by Oleson et al. (2008a) with two exceptions.
First, the hydrology of the pervious road has been
updated from CLM3.0 (Oleson et al., 2004) to CLM3.5 (Ole-
son et al., 2008c). The non-vegetation-related improve-
ments in CLM3.5 are incorporated into the pervious road
hydrology. These include improved parameterizations
for surface and subsurface run-off, the addition of an
unconfined aquifer model representing recharge and dis-
charge processes between the soil column and groundwa-
ter, and the introduction of the concepts of supercooled
soil water and fractional impermeable area. These were
shown to result in significant improvements in simu-
lation of evapotranspiration and run-off (Oleson et al.,
2008c).
Second, a revised treatment of anthropogenic fluxes
has been implemented. In Oleson et al. (2008a), the waste
heat generated as a byproduct of HAC was modelled
as a sensible heat flux into the UCL. However, it was
found that if this flux is large enough, the numerical
solution may become unstable because the urban canopy
air has no heat capacity and the heat capacities of
the roofs and walls are relatively small. Instead, this
heat flux is added to the net heat flux for the canyon
Figure 2. Schematic representation of the urban landunit (modified from Figure 2 of Oleson et al., 2008a). See Section 2 for description of
notation. Incident, reflected, and net solar and long-wave radiation are calculated for each individual surface but are not shown for clarity.
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floor (Appendix). A previously neglected term, the heat
removed by air conditioning, is added to the net heat flux
for the canyon floor as well (Appendix). Although the
urban model can incorporate fluxes from other sources
such as traffic (Oleson et al., 2008b), the implementation
of this awaits a global dataset suitable for providing
these fluxes. The performance of this updated version
of the urban model for the flux tower sites examined
by Oleson et al. (2008a) is nearly identical to the
original version because the pervious fraction is near-
zero at both sites and anthropogenic fluxes were not
included.
3. Urban surface datasets
Global applications of the model make use of datasets
of present-day urban extent and urban properties devel-
oped by Jackson et al. (2010). Urban extent, defined
for four classes [tall building district (TBD), and high,
medium and low density (HD, MD, LD)], was derived
from LandScan 2004 [Oak Ridge National Laboratories
(ORNL) 2005, LandScan Global Population Database,
Oak Ridge, TN (http://www.ornl.gov/landscan/)], a pop-
ulation density dataset derived from census data, night-
time lights satellite observations, road proximity and
slope (Dobson et al., 2000). The urban extent data is
aggregated from the original 1 km resolution to a 0.5° ×
0.5° global grid. For this particular implementation, only
the sum of the TBD, HD and MD classes are used as the
LD class is dominated by vegetation and better modelled
as a vegetated/soil surface.
For each of 33 distinct regions across the globe, ther-
mal (e.g. heat capacity and thermal conductivity), radia-
tive (e.g. albedo and emissivity) and morphological (e.g.
height to width ratio, roof fraction, average building
height and pervious fraction of the canyon floor) proper-
ties are provided for each of the density classes (Table I).
Building interior minimum and maximum temperatures
based on climate and socio-economic considerations are
also provided. Urban parameters are determined for the
0.5° × 0.5° global grid based on the dominant density
class by area. This prevents potentially unrealistic param-
eter values that may result if the density classes are
averaged. As a result, the global representation of urban
is almost exclusively medium density. The data is then
aggregated using area averaging to the desired climate
model resolution. It is surmised that the MODIS-based
vegetation dataset used in CLM3.5 classifies built areas as
bare soil, thus the urban extent preferentially replaces
bare soil when it exists within the grid cell. A very small
minimum threshold of 0.1% of the grid cell by area is
used to resolve urban areas. An elevation threshold of
2200 m is used to eliminate urban areas, where the grid
cell surface elevation is significantly higher than the ele-
vation the cities are actually at because of the coarse spa-
tial resolution of the model. This prevents overestimates
of anthropogenic heating in winter due to unrealistically
cold temperatures.
Table I. Input data required for the urban model.
Data Symbol Units
Percent urban – %
Canyon height to width ratio H/W –
Roof fraction Wroof –
Pervious road fractiona fprvrd –
Emissivity of roof εroof –
Emissivity of impervious road εimprvrd –
Emissivity of pervious roadb εprvrd –
Emissivity of sunlit and shaded
walls
εwall –
Building height H m
Roof albedoc αroof –
Wall albedoc αwall –
Impervious road albedoc αimprvrd –
Pervious road albedod αprvrd –
Roof thermal conductivity λroof,i W m−1 K−1
Wall thermal conductivity λwall,i W m−1 K−1
Impervious road thermal
conductivitye
λimprvrd,i W m−1 K−1
Pervious road thermal
conductivityf
λprvrd,i W m−1 K−1
Roof volumetric heat capacity croof,i J m−3 K−1
Wall volumetric heat capacity cwall,i J m−3 K−1
Impervious road volumetric
heat capacitye
cimprvrd,i J m−3 K−1
Pervious road volumetric heat
capacityf
cprvrd,i J m−3 K−1
Maximum interior building
temperature
TiB,max K
Minimum interior building
temperature
TiB,min K
Height of wind source in
canyon
Hw m
Number of impervious road
layers
Nimprvrd –
Wall thickness zwall m
Roof thickness zroof m
Percent sand, percent clay of
pervious road (soil)g
%sand,%clay %
Grid cell latitude and longitude φ, θ Degrees
a This fraction is relative to the canyon floor.
b Not supplied by urban dataset, set to 0.95 globally.
c Albedo from urban dataset assigned to visible and near-infrared, direct
and diffuse albedo.
d Not supplied by urban dataset, set to 0.08 globally.
e Required for layers i = 1, Nimprvrd, derived from soil texture-
dependent equations for other layers (Oleson et al., 2004).
f Derived from soil texture-dependent equations (Oleson et al., 2004).
g Obtained from grid cell soil texture (Oleson et al., 2004).
4. Description of urban climate simulations
Two climate simulations were run from 1941 to 2099
at a spatial resolution of 1.9° latitude × 2.5° longitude.
Sea surface temperatures, sea-ice and greenhouse gases
(CO2, CH4, N2O, CFCs) are prescribed for the period
1941–1999 from an Intergovernmental Panel on Climate
Change Fourth Assessment Report (IPCC AR4) 20th-
century CCSM3 ensemble member, and for the period
2000–2099 from the corresponding AR4 A2 scenario
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Table II. Global and land (in parentheses) annual average
reference height air temperature difference (°C) from base
period (1980–1999) and the urban, rural and urban minus rural
temperature for the NWHF and WHF simulations. The urban
and rural averages are for all grid cells where urban areas
are resolved by the model. The AR4 A2 scenario multi-model
ensemble mean (global only) is shown for reference (Meehl
et al., 2007). The time slices here are the same as those used in
Meehl et al. (2007) with the exception of the end of the century
time slice.
Simulation 1980–
1999
2011–2030 2046–2065 2079–2098
NWHF – 0.95 (1.17) 1.95 (2.41) 3.40 (4.21)
WHF – 0.94 (1.11) 1.97 (2.46) 3.41 (4.22)
NWHF urban 17.92 18.89 19.88 21.26
NWHF rural 16.80 17.79 18.81 20.23
NWHF
urban–rural
1.12 1.10 1.07 1.03
WHF urban 17.97 18.89 20.00 21.37
WHF rural 16.79 17.74 18.88 20.30
WHF
urban–rural
1.18 1.15 1.12 1.08
Meehl et al.
(2007)
– 0.64 1.65 3.13a
a For the period 2080–2099.
(high emissions) CCSM3 ensemble member. The period
1941–1979 serves as a spin-up period that is sufficient
to minimize the influence of initial conditions on the
results (Oleson et al., 2008c). For reference, the AR4
A2 scenario results in a globally averaged surface tem-
perature increase of 3.13 °C for the period 2080–2099
AR4 multimodel ensemble mean compared to the period
1980–1999 base period (Meehl et al., 2007) (Table II).
The first simulation designated as no waste heat flux
(NWHF) uses prescribed minimum/maximum tempera-
tures from the urban dataset to maintain realistic interior
building temperatures thereby simulating HAC. The sec-
ond simulation includes waste heat fluxes (WHF) from
HAC as described in Appendix. Urban fractional area
is constant throughout the simulations because urban
datasets are only available for the present day. Further-
more, changes in population, urban structure, anthro-
pogenic heat (other than directly caused by urban air
temperature changes in the model) and adaptation and
mitigation measures in response to climate change are
not considered.
5. Results and discussion
5.1. Urban heat island characteristics
5.1.1. Spatial and temporal aspects
The air temperature in the UCL is used to assess the
simulated urban heat island by comparing it with the
temperature from the ‘rural’ surfaces in the model. The
rural temperature is defined as the area-average of the
reference height PFT air temperatures (including the bare
soil type) in the grid cell. Figure 3 shows the present-
day (1980–1999) urban heat islands produced by the
model for annual, DJF (December, January, February)
and JJA (June, July, August) climatology for the NWHF
simulation. A significant number of model grid cells
have an urban landunit because a very small minimum
threshold of 0.1% of the grid cell by area is used to
resolve urban areas. However, because the urban fractions
are so small in these coarse resolution simulations, there
is minimal effect on the large-scale climate (e.g. surface
air temperature and precipitation) (not shown). Also, note
that individual cities are not necessarily resolved at this
resolution; rather the urban areas are a highly averaged
representation of any number of individual cities.
The temperature scale in Figure 3 emphasizes that the
heat island is positive nearly everywhere in both seasons
with a magnitude ranging from near-zero to 4 °C. To
put these urban heat islands in perspective, the average
annual heat island (average over all urban areas resolved
in the model) simulated by the model for the period
1980–1999 is 1.12 °C. This is 57% of the global warming
due to greenhouse gases simulated by the model for the
mid-century period 2046–2065 (1.95 °C) and about 46%
of the warming over global land (Table II).
The causes of the heat island in the model can be
ascertained by comparing the diurnal cycle of urban
and rural areas. Figure 4 shows a comparison of the
annual diurnal cycle of urban, rural, and grid cell
averaged temperature and energy balance for a single
grid cell encompassing the New York City region. The
grid cell average temperature is minimally affected by
the urban surfaces because of the small fraction of
urban cover. However, there are significant differences
in the diurnal cycle between urban and rural land cover
types. The urban heat island is persistent at all hours
of the day but is most apparent beginning in late
afternoon/early evening, reaching a peak of nearly 3 °C
at 0100Z (about 8 pm local time). The urban daily
minimum temperature is substantially warmer than the
rural, whereas the difference between urban and rural
maximum temperature is less than 1 °C. Thus, the urban
diurnal temperature range is reduced compared to rural
by about 1.5 °C.
Urban net radiation is similar to rural net radiation at
night indicating that lower urban emissivity is likely com-
pensating somewhat for higher urban surface temperature
as both urban and rural experience the same downward
long-wave radiation (Figure 4). In daytime, urban net
radiation is somewhat lower than rural primarily due to
higher urban albedo and increased long-wave radiation
loss due to warmer surface temperatures (not shown).
The partitioning of this radiation into turbulent and stor-
age heat fluxes is quite different between urban and rural
surfaces and is the cause of the differences in air temper-
ature. The urban area stores more heat during the day and
releases it later in the day and at night, thereby maintain-
ing a near-zero or positive sensible heat flux at all times.
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Figure 3. 1980–1999 Annual, DJF(December, January, February) and JJA (June, July, August) climatology of urban minus rural reference height
air temperature (urban heat island) for the NWHF simulation (°C). Land areas displayed in white are grid cells that have zero urban fractions in
the model. This figure is available in colour online at wileyonlinelibrary.com/journal/joc
The urban latent heat flux is less than half the rural dur-
ing daytime due to the presence of impervious surfaces.
This also contributes to warmer urban temperatures.
Warmer urban minimum temperatures and a reduction
in the diurnal temperature range is a persistent feature
in the global simulation (Figure 5). Urban minimum
temperatures are up to 5 °C warmer than rural, whereas
urban maximum temperatures are at most 2 °C warmer.
Compared to rural areas, urban areas have a smaller
diurnal temperature range by an average of 1 °C. These
urban features are consistent with results from Oleson
et al. (2008b) and are supported in a qualitative sense by
observations.
Figure 3 clearly shows that there are large spatial and
seasonal variations in the heat island. These variations
are caused by differences in urban morphological (e.g.
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Figure 4. Annual climatological (1980–1999) diurnal cycle of urban, rural and grid cell average (shown only for air temperature for clarity) air
temperature, and urban and rural energy balance for a grid cell located at 40.7 °N, 287.5 °E for the NWHF simulation. The land fraction of the
grid cell is composed of 6% urban and 94% rural.
Figure 5. Climatology (1980–1999) of daily urban minus rural minimum, maximum and diurnal range in air temperature for all grid cells
containing urban for the NWHF simulation. Total number of data points in each histogram is 523 410 (365 days × 1434 grid cells with urban).
Numbers indicate the average plus/minus one standard deviation.
building height to street width ratio), radiative (e.g. emis-
sivity and albedo) and thermal (e.g. thermal conductivity
and heat capacity) properties, the contrast between these
urban properties and the surrounding soil and vegetation
properties, and different responses of urban and rural
areas to various climate regimes. For example, Oleson
et al. (2008b) found that the heat island varies with height
to width ratio, pervious fraction, anthropogenic heat flux
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Figure 6. Annual climatological (1980–1999) diurnal cycle of urban and rural air temperature and energy balance for two grid cells in the
NWHF simulation. Grid cell A (thin lines) is located in Southeast China at 29.4 °N, 115 °E and grid cell B (thick lines) is located in the eastern
United States at 38.8 °N, 282.5 °E.
and the type of rural surface. This behaviour is confirmed
by many other studies [e.g. Oke, 1981 (height to width
ratio), Upmanis et al., 1998 (pervious fraction), Ichinose
et al., 1999 (anthropogenic heat flux), Hawkins et al.,
2004 (type of rural surface)]. It is difficult to find robust
explanations for all of the variability in the heat island
shown in Figure 3 because of the large number of inde-
pendent variables involved. However, some insight into
model behaviour can be gained by focusing on some
regions where the spatial or seasonal contrast in the heat
island is the greatest.
As an example of spatial variation in the heat island,
consider that the annual mean heat island in southeast
China is generally much less than in the eastern United
States (Figure 3). Figure 6 contrasts the annual diurnal
cycle of air temperature and energy balance for a grid
cell in southeast China (A) with one in the eastern United
States (B), where the annual mean heat islands are 0.8
and 1.9 °C, respectively. The eastern US grid cell includes
the cities of Washington DC and Baltimore, whereas
the largest city in grid cell A is Nanchang. Both grid
cells have urban heat islands that reach a maximum
at night-time. For grid cell A in China, the urban and
rural sensible and storage heat fluxes are quite similar
to each other resulting in a relatively small heat island.
In contrast, in grid cell B, the urban storage heat flux
has much larger amplitude than the rural storage, which
results in a larger heat island. Thus, it is the magnitude
of urban to rural contrast in storage that is determining
the magnitude of the heat island, particularly at night.
In grid cell B, the urban latent heat flux is much less
than the rural flux, whereas grid cell A has more similar
urban and rural latent heat flux. This likely contributes
to the larger daytime heat island in grid cell B as
more of the available energy goes into warming the
surface.
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Figure 7. DJF and JJA climatological (1980–1999) diurnal cycle of urban and rural air temperature and energy balance for a grid cell in India
(19.9 °N, 72.5 °E) for the NWHF simulation.
The greater heat island in India in northern winter
compared to summer is an instructive example of large
temporal variability in the heat island (Figure 3). Figure 7
contrasts the DJF and JJA diurnal cycle of temperature
and energy balance for a grid cell in India that includes
the city of Mumbai. Although urban and rural tempera-
tures are similar during the day in both seasons, the urban
to rural contrast in night-time temperature is quite differ-
ent in the two seasons. In particular, the rural temperature
cools and warms much faster in winter than summer.
Because of the monsoon, this part of India has a pro-
nounced seasonal cycle in simulated climate that is char-
acterized by high solar radiation (196 W m−2) and low
precipitation (0.5 mm day−1) in winter and lower solar
radiation (126 W m−2) and substantially higher precipi-
tation (15.0 mm day−1) in summer. As a result, daytime
net radiation in winter is much larger than in summer.
This drives larger urban and rural sensible and stor-
age heat fluxes in winter. However, the rural area has
a larger response in sensible heat than storage in contrast
to the urban area; thus the rural area has a more dynamic
air temperature in winter than in summer. Similar sea-
sonal behaviour in the heat island is found in the Sahel
(Figure 3), which has a seasonal cycle in precipitation,
although smaller in amplitude than that in India.
The urban latent heat flux is a large part of the
energy balance in both seasons (Figure 7). The medium
density urban representation in the urban surface dataset
prescribes a very large pervious fraction in India in
general (>0.9) and thus the urban areas have the potential
to produce large latent heat fluxes.
5.1.2. Maximum heat islands
Maximum heat islands, which generally occur at night
(e.g. Figure 4), are of interest because of their potential
impacts on human health. For example, warmer urban
night-time temperatures may exacerbate the severity of
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heat waves because they limit relief from heat stress dur-
ing daytime (e.g. Changnon et al., 1996). Observations
of maximum heat islands are generally reported as a
single manifestation of a particular weather event (e.g.
Oke and East (1971) reported a maximum heat island of
12 °C for the city of Montreal under calm, cold night-
time conditions). The maximum heat island produced in
both simulations during any day of the period 1980–1999
is about 18 °C. However, a single event may not be a
robust feature in the climate simulations, and Figure 8
shows the 1980–1999 climatology of the maximum and
daily average maximum heat island for the NWHF sim-
ulation. Both the maximum and daily average maxi-
mum heat island are highly correlated with the annual
average heat island (Figure 3) (r = 0.84 and r = 0.91,
respectively), indicating that these are persistent fea-
tures in time. For example, the largest maximum heat
islands generally occur in regions with the largest average
heat island including the eastern United States, south-
ern Europe, northern India and Indochina. The largest
maximum and daily average maximum heat islands are
8.2 and 5.3 °C, respectively, and occur in northern win-
ter in northwestern Indochina. Averaged over all urban
areas, the maximum and daily average maximum heat
islands are roughly 3.5 and 2 times larger than the aver-
age heat island for present day (Table II). These large
factors imply that these measures of heat islands, in addi-
tion to the average heat island, should be considered
when assessing the impact of cities on climate and human
health.
Figure 8. Annual climatology (1980–1999) of maximum and daily average maximum urban heat island for the NWHF simulation (°C). The
maximum heat island is calculated as the maximum urban minus rural difference for any hour in each year and then averaged over the
climatological period. The daily average maximum heat island is the maximum heat island for each day averaged over all days in the year and
all years in the climatological period. This figure is available in colour online at wileyonlinelibrary.com/journal/joc
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5.1.3. Future heat islands
In both the NWHF and WHF simulations, the con-
trast between urban and rural air temperature decreases
slightly in a warmer 21st-century climate (Table II). In
the NWHF simulation, the rural areas warm by 3.43 °C
from 1980–1999 to 2079–2098, whereas urban areas
warm by 3.34 °C. Figure 9 shows the spatial pattern of
changes in urban, rural and urban minus rural air temper-
ature between the periods 2079–2098 and 1980–1999.
Both urban and rural areas warm substantially in response
to greenhouse gas induced climate change, but gener-
ally the rural areas warm more and reduce the urban to
rural contrast. Although these differences are only a few
tenths of a degree, they are statistically significant for
a significant fraction of the grid cells (in DJF and JJA,
the differences are significant in 82 and 76% of the grid
cells, respectively, assessed using a Student’s t-test at a
confidence level of 99%).
In northern winter, there is some latitudinal depen-
dence of the decreased temperature contrast with areas
north of 30°N experiencing the largest decrease
(Figure 9). In these regions, heating of the buildings
is required to maintain internal temperatures within the
comfort levels prescribed by the urban dataset. An
example of how this affects the urban to rural contrast in
temperature is shown in Figure 10. In winter, when urban
and rural net radiation and latent heat fluxes are similar,
the urban area has a larger sensible heat flux that is sup-
ported by the building heat resulting in a larger release
of heat from the surface than the rural area (the negative
urban minus rural ground heat flux in Figure 10). In a
warming climate, less heat is required to keep the build-
ings warm. This reduces the heat released from the urban
surface thereby reducing sensible heat flux and decreasing
the urban to rural temperature contrast. In other months,
the building heat is not as important and the contrast in
air temperature is more similar across future time slices.
South of 30°N in northern winter and in northern
summer in general, building heat is not important in
the energy budget (not shown), yet most regions still
show a reduced urban to rural contrast in air temperature
(Figure 9). The reduction in contrast is highly positively
correlated with a decrease in the urban minus rural min-
imum temperature in both seasons (r = 0.94 for DJF,
r = 0.91 for JJA) rather than the maximum temperature
(Figure 11). Thus, rural areas are warming more than
urban at night. The mechanism by which this occurs is
related to changes in incoming long-wave radiation. At
Figure 9. 2079–2098 minus 1980–1999 DJF and JJA climatology of urban, rural and urban minus rural reference height air temperature for the
NWHF simulation (°C). This figure is available in colour online at wileyonlinelibrary.com/journal/joc
Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 1848–1865 (2011)
HEAT ISLAND CHARACTERISTICS IN A GLOBAL CLIMATE MODEL 1859
Figure 10. Seasonal cycle of urban minus rural air temperature and energy fluxes in Northeast China (averaged over 35–50°N, 118–140 °E) for
the NWHF simulation for 1980–1999, 2046–2065 and 2079–2098. Negative urban minus rural ground heat flux implies that the urban surface
is releasing more heat than the rural. Urban heat is the flux required to maintain internal building temperatures above a prescribed comfort level.
Figure 11. 2079–2098 minus 1980–1999 DJF and JJA climatology in urban minus rural maximum and minimum air temperature (°C) for all
grid cells containing urban for the NWHF simulation. Total number of data points in each histogram is 1434.
Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 1848–1865 (2011)
1860 K. W. OLESON et al.
night, radiative forcing of the land (net radiation) is deter-
mined by the balance between incoming and outgoing
long-wave radiation. There is an increase in annual mean
incoming long-wave radiation over the land of about
26 W m−2 in the future time slice compared to present
day, which is highly correlated with the increase in atmo-
spheric air temperature. The larger storage capacity of
urban areas and the consequent release of this stored heat
at night (e.g. Figure 4) buffer the increase in long-wave
radiation such that urban night-time temperatures do not
warm much. In contrast, rural areas have a smaller stor-
age term and warm more in response to the increased
long-wave radiation.
To demonstrate the differential effects of increased
atmospheric long-wave radiation on urban and rural
areas more clearly, a pair of 10-year global offline
simulations (i.e. in which CLMU is uncoupled from
the atmospheric model) was conducted. The control
simulation (CON) used the same configuration as the
NWHF simulation except that atmospheric forcing was
provided by repeating year 2000 of the dataset of
Qian et al., (2006) (as implemented by Oleson et al.,
2008c). A modified simulation (LW30) applied the same
atmospheric forcing except that incoming long-wave
radiation was increased uniformly in time and space by
30 W m−2. The first 5 years of each simulation were
discarded for spin-up. The results shown in Figure 12 can
be compared with Figure 11 and confirm that urban and
rural areas respond differently to an increase in incoming
long-wave radiation. Rural areas warm more than urban
areas at night when incoming long-wave radiation is
increased. The magnitude of this effect is controlled by
spatial variability in the increased incoming long-wave
radiation and variability in the storage capacities of urban
and rural areas.
5.2. Space heating, air conditioning and the effects of
anthropogenic heat flux
Table III summarizes the energy fluxes associated with
heating and air conditioning for various time slices of
the NWHF and WHF simulations. The WHF urban air
temperature is generally slightly warmer than in the
NWHF simulation depending on the time slice (Table II)
because of the waste heat added as sensible heat to the
canyon system (Table III). In the WHF simulation, the
waste heat decreases in the future because the total HAC
decreases (Table III). Note that the total waste heat in
any time period is less than might be expected based
Figure 12. LW30 minus CON DJF and JJA climatology (6–10 years) of urban minus rural maximum and minimum air temperature (°C) for all
grid cells containing urban. The LW30 and CON simulations are described in the text. Total number of data points in each histogram is 1434.
Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 1848–1865 (2011)
HEAT ISLAND CHARACTERISTICS IN A GLOBAL CLIMATE MODEL 1861
Table III. Urban air conditioning (AC), space heating (HEAT),
wasteheat (WSTH), building heat (BUILD), and total anthro-
pogenic heat flux (AHF) (all in terawatts) for the NWHF and
WHF simulations. The building energy flux represents the total
nonzero lower boundary flux for roofs and walls (Appendix). A
negative value means energy is removed from the urban system
(e.g. air conditioning is always negative). See Section 5.2 for
an explanation of how AHF is calculated. Positive AHF is a
source of energy from the land to the rest of the climate system,
whereas negative AHF is a sink of energy.
1980–
1999
2011–
2030
2046–
2065
2079–
2098
AC NWHF −0.09 −0.11 −0.15 −0.20
WHF −0.09 −0.12 −0.15 −0.22
HEAT NWHF 5.8 5.1 4.6 3.9
WHF 5.6 5.0 4.3 3.7
WSTH NWHF 0.0 0.0 0.0 0.0
WHF 4.7 4.4 4.0 3.6
BUILD NWHF 0.3 −0.4 −0.8 −1.6
WHF 0.1 −0.5 −1.1 −1.7
AHF NWHF 0.4 −0.3 −0.6 −1.4
WHF 4.9 4.0 3.1 2.1
on the specified HAC efficiency factors because of the
conservative limit placed on the maximum waste heat
flux (Appendix).
In both simulations, compared to present day and
under the simulation constraint of no urban growth,
the energy required for air conditioning increases in a
warming climate (e.g. by 120% for NWHF 2079–2098),
whereas heating demand decreases (by 33%). The energy
required for heating is generally slightly less in the
WHF simulation compared to NWHF because the waste
heat added to the system helps to keep the urban area
warm. The heating flux is much larger than the air
conditioning flux because the urban datasets assume
that air conditioning occurs primarily in the United
States. Air conditioning is confined to a latitude band
of 20°N–40°N until about mid-century when climate
warming is sufficiently large to trigger the need for some
cooling at latitudes north of 40°N and also in the southern
tropics at 10 °S–30 °S (Figure 13). Heating demand is
confined mainly to latitudes north of 30°N and a small
amount at 30 °S–40 °S, which nearly disappears by 2098
(Figure 13).
The energy added to the climate system from the urban
model (the total anthropogenic heat flux in Table III) is
due to the non-zero bottom boundary condition for roofs
and walls, plus the absolute value of the air condition-
ing flux, plus the waste heat from HAC (Appendix). The
nonzero boundary condition is represented by the build-
ing heat term (e.g. as shown in Table III and Figure 13).
For the WHF present-day climatology (1980–1999), the
anthropogenic heat flux added to the system is 4.9 TW,
or 0.01 W m−2 distributed globally (Table III). Flanner
(2009) estimated that in 2005, the total thermal energy
released from nonrenewable sources (i.e. the heat flux
due to anthropogenic activities) was about 0.028 W m−2
distributed globally. Thus, the urban model produces an
anthropogenic flux in the WHF simulation that is about
36% of the total anthropogenic heat flux estimated by
Flanner (2009). For comparison, the percentage of total
residential energy used for space heating and air condi-
tioning in the United States in 2005 was 37% (EIA, 2009)
and the percentage used by commercial buildings in 2003
was 44% (EIA, 2008).
Calculated in this manner, the simulated anthropogenic
heat flux of 0.01 W m−2 is much less than by assuming
that the anthropogenic flux is the sum of heating and
waste heat (10.3 TW or 0.02 W m−2 distributed globally
for WHF present day). This is because the building heat
flux is negative (a sink of energy from the perspective of
the rest of the climate system) for much of the urban
area south of 30°N (Figure 13). In these regions, the
building minimum and maximum temperature thresholds
are not reached and HAC is not activated, but the bottom
boundary condition is not zero. Regions with the largest
energy sink are characterized by thin roofs with high
thermal conductivity (e.g. metals) and walls with lower
thermal conductivity (e.g. concrete). During daytime, heat
from absorbed solar radiation is easily conducted through
roofs into the building interior. The walls are heated by
this transfer of energy, but the cooler walls also impart
a cooling flux on the interior of the roof. Depending on
the relative surface areas of walls and roofs and their
thermal properties, the net building flux may be negative
(an energy sink) or positive (an energy source).
6. Summary and discussion
A parameterization for urban surfaces has been incorpo-
rated into the land surface model CLM as part of the
global climate model CCSM. Two global climate sim-
ulations with land and atmosphere physics active and
prescribed sea surface temperatures (SST) were analysed
to examine urban to rural contrasts in air temperature and
energy balance in the context of the AR4 A2 emissions
scenario. Present-day annual mean urban air tempera-
tures are up to 4 °C warmer than surrounding rural areas.
Night-time urban warming is much greater than daytime
warming resulting in a reduced diurnal range in temper-
ature compared to rural areas. The magnitude of the heat
island as well as spatial and seasonal variability in the
heat island is caused by urban to rural contrasts in energy
balance and the different responses of these surfaces to
the seasonal cycle of climate. In particular, it was shown
that the difference between urban and rural partitioning
of available energy into sensible, latent and storage heat
fluxes controls these aspects of the heat island.
Both urban and rural areas warm substantially by the
end of century under greenhouse gas-induced climate
change. Rural areas warm slightly more than urban,
particularly at night, resulting in a decrease in the
urban to rural contrast. In colder climates, this is due
in part to reduced demand for heating in a warming
climate. Reduced building heat decreases the urban to
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Figure 13. Zonal annual mean time series of urban air conditioning, space heating, waste heat and building heat (all in gigawatts) for the WHF
simulation. This figure is available in colour online at wileyonlinelibrary.com/journal/joc
rural contrast. At other latitudes, a mechanism related to
increased long-wave radiation from a warmer atmosphere
is responsible. The larger storage capacity of urban areas
buffers the increase in long-wave radiation such that
urban night-time temperatures warm less than rural areas.
Anthropogenic heat flux from space heating and air
conditioning processes adds about 0.01 W m−2 of heat
distributed globally, which results in a small increase
in the heat island. Under the simulation constraints of
no changes in urban form or density, heating demand
decreases and cooling demand increases resulting in
a net decrease in energy demand by the end of the
century.
The inherently coarse spatial resolution of global cli-
mate simulations implies that certain features of urban
heat islands may not be captured. In particular, mesoscale
Copyright  2010 Royal Meteorological Society Int. J. Climatol. 31: 1848–1865 (2011)
HEAT ISLAND CHARACTERISTICS IN A GLOBAL CLIMATE MODEL 1863
phenomenon, such as local wind systems created by pres-
sure gradients between urban and rural surfaces (i.e.
the urban heat island circulation), are not resolved in
these simulations. The urban heat island circulation has
been shown to have some effect on heat island tem-
poral and spatial dynamics under certain conditions by
transporting sensible heat between rural and urban areas
(Haeger–Eugensson and Holmer, 1999; Hidalgo et al.,
2008). Similarly, heat islands in different but adjacent
cities may interact on occasion through advection so as
to increase the heat island in the downwind city (Zhang
et al., 2009). This implies that the quantitative model
results should be interpreted with caution for geographic
locations where mesoscale circulations are an important
and persistent control on the urban heat island.
Another inherent limitation of these global climate
simulations is that atmospheric forcing (e.g. long-wave
radiation) is prescribed identically over rural and urban
surfaces that are within the same grid cell. The atmo-
spheric air over urban surfaces may have different charac-
teristics from air over rural surfaces. For example, urban
air is generally more polluted than rural air such that
downwelling solar radiation may be lower and long-wave
radiation may be higher over urban areas (Oke, 1987).
These different characteristics of urban and rural air are
not accounted for in the current modelling framework.
In terms of future climate change in urban areas, a
weakness of these simulations is that the urban areas are
static. In the future, urban areas are expected to increase
in size, changes in urban form are inevitable, and the
global population experiencing urban climates is expected
to increase. These changes will have significant effects
on urban properties as well as energy consumption.
Development of land cover change datasets, for example
the ones currently being developed for AR5, traditionally
focuses on land cover change between vegetated types
(e.g. conversion of forest to cropland). There is a need
to expand this to include the replacement of vegetation
with built surfaces.
Just as there is significant spatial and temporal vari-
ability in the heat island globally, there is also large
variability within the city itself. Currently, urban areas
in the model are a highly spatially aggregated represen-
tation of cities or several cities. Furthermore, the urban
density class in these simulations is almost exclusively
medium density which neglects the areas that may have
the largest heat islands (high density and tall building
district). This representation could be improved upon by
separately modelling the different density classes within
the urban areas as separate landunits within the CLM
subgrid hierarchy. These density classes are likely to
be more relevant in distinguishing between the climates
where people work and where people live.
This study shows that there are significant differences
between urban surfaces and the vegetated/soil surfaces
typically represented in climate models. This has impli-
cations for the climate that the majority of people expe-
rience, both now and in the future. Climate models need
to begin to account for urban surfaces as an integral part
of investigating the impact of climate change on the land
surface and thus human population.
Appendix
A.1. Space heating, air conditioning and waste heat
fluxes
The second law of heat conduction in one-dimensional
form is solved for each urban column. The specific
solution depends on the type of urban surface. The
solution for pervious and impervious canyon floors fol-
lows the solution for CLM soils (Oleson et al., 2008c)
where the equation is solved numerically for a ten-
layer column with up to five overlying layers of snow
with boundary conditions of h as the heat flux into
the surface layer and zero heat flux at the bottom of
the column. The bottom boundary condition for roof
and sunlit and shaded walls is a nonzero flux gov-
erned by prescribed controls on the internal build-
ing temperature. The equations are solved using the
Crank–Nicholson method resulting in a tridiagonal sys-
tem of equations.
The net heat flux h into each urban surface u is
hu = Su − Lu − Hu − λEu + Hwasteheat,u + Haircond,u
A1
where, Su is the absorbed solar radiation, Lu is the net
long-wave radiation (positive away from the surface) and
Hu and λEu are the sensible and latent heat flux. The
terms Hwasteheat,u and Haircond,u are the waste heat from
HAC and heat removed by air conditioning, applied only
to the pervious and impervious road.
Hwaste heat,prvrd = Hwaste heat,imprvrd = Hwaste heat1 − Wroof
Hwaste heat,sunwall = Hwaste heat,shdwall = Hwaste heat,roof = 0
Haircond,prvrd = Haircond,imprvrd = Haircond
1 − Wroof
Haircond,sunwall = Haircond,shdwall = Haircond,roof = 0. A2
where Wroof is the fraction of roof. The total waste heat
from HAC is
Hwasteheat = Wroof
(
fheatFheat,roof + fcoolFcool,roof
) +
(1 − Wroof)H
W
(
fheatFheat,sunwall + fcoolFcool,sunwall+
fheatFheat,shdwall + fcoolFcool,shdwall
)
≤ Hwasteheat,max A3
where fheat = 1
/
0.75 and fcool = 1
/
0.25 are factors
describing the efficiency of HAC systems and
Hwasteheat,max = 40 W m−2 is a maximum limit on waste-
heat at any given time step. The maximum limit is
designed to prevent any potential numerical instability
at a single time step from causing energy balance prob-
lems in the atmospheric model. The heat removed by air
conditioning is
Haircond = Fcool. A4
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The heating or cooling flux applied to the interior (layer
i = 10) of the roof, and sunlit and shaded wall is
Fheat =
{ ∣∣∣αF ti=10 + (1 − α)F t+1i=10
∣∣∣ TiB < Tmin
0 TiB ≥ Tmin
}
A5
Fcool =
{ ∣∣∣αF ti=10 + (1 + α)F t+1i=10
∣∣∣ TiB > Tmin
0 TiB ≤ Tmin
}
A6
where α = 0.5 is the averaging coefficient for the
Crank–Nicholson method, which combines the explicit
method with fluxes evaluated at model time step t (F ti=10)
and the implicit method with fluxes evaluated at time
t + 1 (F t+1i=10). These fluxes are determined from the
coefficients of the tridiagonal system of equations. The
internal building temperature, TiB, is constrained to be
between the prescribed maximum and minimum internal
building temperatures TiB,max and TiB,min.
Nonurban landunits balance energy as
Su − Lu − Hu − λEu − Gupper = 0 A7
where, Gupper is the ground or storage heat flux at the
upper boundary of the soil/snow column. The storage
heat flux is positive into the soil/snow surface. The urban
landunit energy balance is
Su − Lu − Hu − λEu − Gupper + Glower + Hwaste heat
+ Haircond = 0 A8
where Glower is the lower boundary condition on roofs
and walls, referred to as building heat in the main text,
and includes HAC fluxes when the building interior min-
imum and maximum temperature thresholds are reached.
The sign convention for Glower is defined as positive
for energy into the roof/walls (e.g. heating) and neg-
ative for energy out of the roof/walls (e.g. cooling).
As heat removed by air conditioning is put back into
the urban canyon, the air conditioning flux must be
added to the energy balance equation. From the perspec-
tive of the rest of the climate system then, the energy
source or sink due to urban areas is Glower + Hwasteheat +
Haircond.
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