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Аннотация
Improved rates of convergence for ergodic Markov chains and relaxed conditions for
them, as well as analogous convergence results for non-homogeneous Markov chains are
studied. The setting from the previous works is extended. Examples are provided where
the new bounds are better and where they give the same convergence rate as in the
classical Markov – Dobrushin inequality (in the homogeneous case).
1 Introduction
It is well-known that for a discrete irreducible aperiodic homogeneous Markov chain (Xn, n ≥
0) with a finite state space S there is a unique stationary distribution µ towards which µ the
distribution of the chain µn = L(Xn) converges exponentially fast uniformly with respect to
the initial distribution µ0:
‖µn − µ‖TV ≤ 2(1− κ)n, (1)
where
κ = min
i,i′
∑
j∈S
pij ∧ pi′j,
and where pij are the transition probabilities, see, e.g., [10, Theorem of section 17], or [15,
Section 4] (strictly speaking, in both classical sources convergence only is shown, but an
exponential bound does follow from the proofs). A similar bound exists for general Markov
chains, too (cf., among many other sources, [23]); here ‖·‖TV is the distance of total variation
between measures. Concerning the history of the MD bounds for homogeneous chains see the
textbooks [5, 6, 7, 20], et al. Another well-known method of exponential estimates relates to
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eigenvalues of the transition probability matrix [9, Chapter XIII, formula (96)], [20, Theorem
1.2]. However, it is less general, being mainly restricted to the situations of finite state spaces,
especially |S| = 2, 3 (the latter case can be found in various textbooks) and to the reversible
Markov chains, see [2]. When the latter method is applicable, it provides the best results.
Yet, generally speaking, it is not working for the non-homogeneous chains, unlike the classical
Markov – Dobrushin’s one (MD in the sequel) and its new extension presented in the sequel.
Note that for non-homogeneous MC a bound similar to (1) holds true,
‖µn − µ′n‖TV ≤ 2
n∏
t=1
(1− κt), (2)
where
κt = min
i,i′
∑
j∈S
pij(t) ∧ pi′j(t),
where pij(t) are the transition probabilities at time t and µn and µ
′
n are distributions of the
same MC with any two different initial distributions µ0 and µ
′
0; of course, whether or not (2)
implies convergence depends on the divergence of the series
∑∞
t=1 κt. The bound (2) follows
from the calculus analogous to the one for the homogeneous case as in [10]; see [15, Theorem
4.III, inequality (29)].
Provisional variants of the new bound for homogeneous MC based on versions of Markov
coupling were proposed in papers [1] and [23] (see [11, 17, 21, 22] about coupling). In the
present paper it turned out to be possible to relax the requirement of the unique dominated
measure for all transition kernels, and to do it in a more general state space (in [1] the state
space was finite-dimensional Euclidean). The non-homogeneous case is treated in a separate
section despite many similarities to the homogeneous one: the main reason is that in this case
there is no invariant measure. Finally, in the last section of the paper quite a few examples
are presented (in [1] and [23] there were no examples at all, while [24] provides four), which
show that in the majority of cases the classical MD bound (1) may be effectively improved.
For any process (Xn, n ≥ 0) denote
FXn = σ(Xk : k ≤ n); FX(n) = σ(Xn).
Also, the following notations from the theory of Markov processes will be accepted (cf. [6]):
the index x in Ex or Px signifies the expectation, or, respectively, the probability measure
related to the non-random initial state of the process X0 = x. This initial state may be also
random with some distribution µ, in which case notations Eµ and Pµ may be used.
The paper consists of four sections. Section 1 is this introduction. Section 2 contains the
presentation of the version of Markov coupling, the operator approach and the main theorem
8; most proofs of lemmata in this section are dropped because they are special cases of their
non-homogeneous analogues proved in the next section. Section 3 treats results for the non-
homogeneous case. Section 4 offers examples where the new bound is better and where it
gives asymptotically the same result as in the classical MD inequality. Both bounds are also
compared to the estimate provided by the eigenvalue method.
2
2 Markovian coupling, homogeneous case
We consider firstly a homogeneous Markov process (MP) in discrete time (Xn, n ≥ 0) on a
general (nonempty) state space S with a topology and with a Borel sigma-algebra σ(S); as
usual in Markov processes, any state {x} belongs to σ(S). If the state space S is finite, then
|S| denotes the number of its elements and P stands for the transition matrix (pij)1≤i,j≤|S|
of the process in the cases where the state space of the process is finite. Such a notation may
also be applied in the case where S is countable.
All proofs of the lemmata of this section except for the proof of lemma 6 are postponed
till the next section where their analogues for the non-homogeneous cases will be established;
they include homogeneous situations, too.
In the well-known inequality (34) of the Proposition 17 stated below for the reader’s
convenience (without proof), which extends the bound (1), it is assumed that the constant
called Markov–Dobrishin’s one is positive:
κ := inf
x,x′
∫ (
Px′(1, dy)
Px(1, dy)
∧ 1
)
Px(1, dy) > 0. (3)
A similar coefficient and condition can be introduced for any number m ≥ 1 of steps:
κ(m) := inf
x,x′
∫ (
Px′(m, dy)
Px(m, dy)
∧ 1
)
Px(m, dy) > 0. (4)
In the main result of this section – Theorem 8 – this condition will be relaxed. Note that here
Px′(1, dy)
Px(1, dy)
is understood in the sense of the density of the absolute continuous component
of the numerator with respect to the denominator measure. For brevity we will be using a
simplified notation Px(dz) for Px(1, dz). Note that for any Borel measurable A, the function
Px(A) is Borel measurable with respect to x which is a standard requirement in Markov
processes [6]. Such a measurability with respect to the pair x, x′ will be also valid for the
measure Λx,x′ defined below due to the linearity. For two fixed states x, x
′ denote
Λx,x′(dz) := Px(dz) + Px′(dz).
Likewise, for any m ≥ 1, let
Λ
(m)
x,x′(dz) := Px(m, dz) + Px′(m, dz).
Note that Λx,x′(dz) = Λx′,x(dz), and Λ
(m)
x,x′(dz) = Λ
(m)
x′,x(dz).
Lemma 1. The following representation for the condition (3) holds true,
κ = inf
x,x′
∫ (
Px′(dy)
Λx,x′(dy)
∧ Px(dy)
Λx,x′(dy)
)
Λx,x′(dy). (5)
The same is valid for κ(m) for any m,
κ(m) = inf
x,x′
∫ (
Px′(m, dy)
Λ
(m)
x,x′(dy)
∧ Px(m, dy)
Λ
(m)
x,x′(dy)
)
Λ
(m)
x,x′(dy).
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Remark 2. Note that the right hand side in (1), actually, does not depend on any particular
reference measure Λx,x′ (even if it is not symmetric with respect to x, x
′), i.e., for any other
measure with respect to which both Px′(dy) and Px(dy) are absolutely continuous the formula
(3) gives the same result. Indeed, it follows straightforward from the fact that if dΛx,x′ <<
dΛ˜x,x′ and dΛx,x′ = ϕx,x′dΛ˜x,x′, then we get,∫ (
Px′(dy)
Λx,x′(dy)
∧ Px(dy)
Λx,x′(dy)
)
Λx,x′(dy)
=
∫ (
Px′(dy)
ϕx,x′Λ˜x,x′(dy)
∧ Px(dy)
ϕx,x′(y)Λ˜x,x′(dy)
)
ϕx,x′(y)1(ϕx,x′(y) > 0)Λ˜x,x′(dy)
=
∫ (
Px′(dy)
Λ˜x,x′(dy)
∧ Px(dy)
Λ˜x,x′(dy)
)
1(ϕx,x′(y) > 0)Λ˜x,x′(dy).
However, Px′(1, dy) << Λx,x′(dy) = ϕx,x′(y)Λ˜x,x′(dy), so for any measurable A we have∫
A
Px′(dy)1(ϕx,x′(y) = 0) = 0 and the same for Px(dy), which means that, actually,∫ (
Px′(dy)
Λ˜x,x′(dy)
∧ Px(dy)
Λ˜x,x′(dy)
)
1(ϕx,x′(y) > 0)Λ˜x,x′(dy) =
∫ (
Px′(dy)
Λ˜x,x′(dy)
∧ Px(dy)
Λ˜x,x′(dy)
)
Λ˜x,x′(dy).
Respectively, if there are two reference measures Λx,x′ and, say, Λ
′
x,x′, then we may take
Λ˜x,x′ = Λx,x′ +Λ
′
x,x′, and the coefficients computed by using each of the two – Λx,x′ and Λ
′
x,x′
– will be represented via Λ˜x,x′ in the same way.
Here is the key notion in the following presentation in this section: denote
κ(x, x′) :=
∫ (
Px′(dy)
Px(dy)
∧ 1
)
Px(dy).
Also, let
κ(m)(x, x′) :=
∫ (
Px′(m, dy)
Px(m, dy)
∧ 1
)
Px(m, dy).
Clearly, for any x, x′ ∈ S,
κ(x, x′) ≥ κ, κ(m)(x, x′) ≥ κ(m).
Lemma 3. For any x, x′ ∈ S, and for any m ≥ 1
κ(m)(x, x′) = κ(m)(x′, x).
Definition 4. If an MC (Xn) satisfies the condition (3), or (4) with any m ≥ 1 – we call it
MD-condition or MDm-condition, respectively, in the sequel – then we call this process
Markov–Dobrushin’s or MD-process.
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This condition in an easier situation of finite chains was introduced by Markov himself
[18]; later on, for non-homogeneous Markov processes its analogue was suggested and used by
Dobrushin [3]. So, we call it Markov–Dobrushin’s condition, as already suggested earlier by
E. Seneta. Note that in all cases κ ≤ 1, and κ(m) ≤ 1. The case κ = 1 corresponds to the i.i.d.
sequence (Xn). In the opposite extreme situation where the transition kernels are singular
for different x and x′, we have κ = 0. The MD-condition (3), as well as (4), are most useful
because they both provide effective quantitative upper bounds for convergence rate of a
Markov chain towards its (unique) invariant measure in total variation metric. The following
classical result is provided for comparison: the bound (6) can be found in most textbooks on
ergodic Markov chains; the bounds (7) is an easy generalisation, also well-known, and (8) is
just another version of (7).
Proposition 5. Let the assumption (5) hold true. Then the process (Xn) is ergodic, i.e.,
there exists a limiting probability measure µ, which is stationary and such that the uniform
bound is satisfied for every n,
sup
x
sup
A∈S
|Px(n,A)− µ(A)| ≤ (1− κ)n. (6)
Also, for any m ≥ 1
sup
x
sup
A∈S
|µxn(A)− µ(A)| ≤ (1− κ(m))[n/m], (7)
and
sup
x
‖µxn − µ‖TV ≤ 2(1− κ(m))[n/m](1− κ)n−m[n/m]. (8)
Clearly, if the assumption (3) fails, the estimate (6) is still valid, but does not contain
any information since the difference between two probabilities cannot exceed one in any case.
Similarly, for (7) and (8) to make some sense it is required that κ(m) > 0, although, without
this condition both inequalities are still valid. There are natural examples where the rate
provided by (7) can be considerably better that (6): for example, it is just possible that
κ = 0, while κ(2) > 0.
The following important folklore lemma answers the following question: suppose we have
two distributions, which are not singular, and the “common area” under the two densities
equals some positive constant q. Is it possible to realise these two distributions on the same
probability space so that the two corresponding random variables coincide exactly with
probability q? (Let us emphasize that the authors of this paper are not the authors of this
lemma, but where about it was first published is unknown to us.)
2.1 Coupling lemma
Lemma 6 (“Of two random variables”). Let X1 and X2 be two random variables on their
(without loss of generality different, which will be made independent after we take their direct
product) probability spaces (Ω1,F1,P1) and (Ω2,F2,P2) and with densities p1 and p2 with
respect to some reference measure Λ, correspondingly. Then, if
q :=
∫ (
p1(x) ∧ p2(x))Λ(dx) > 0,
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then there exists one more probability space (Ω,F ,P) and two random variables on it X˜1, X˜2
such that
L(X˜j) = L(Xj), j = 1, 2, & P(X˜1 = X˜2) = q.
See, for example, [23]; as it was said, this lemma will be used in the sequel. We remind
briefly the proof because its short calculus will be needed in the proof of the next Lemma.
Proof of the Lemma 6. 1: Construction. We will need now four new independent random
variables, Bernoulli random variable ζ with P(ζ = 0) = κ and η1,2 and ξ with the densities
with respect to the measure Λ, respectively,
pη
1
(x) :=
p1 − p1 ∧ p2∫
(p1 − p1 ∧ p2)(y)Λ(dy)
(x), pη
2
(x) :=
p2 − p1 ∧ p2∫
(p2 − p1 ∧ p2)(y)Λ(dy)
(x),
(9)
pξ(x) :=
p1 ∧ p2∫
(p1 ∧ p2)(y)Λ(dy)
(x),
where in the last expression it is assumed that the denominator is strictly positive; the
alternative case will be explained in the end of the proof; in the first two expressions it is
also assumed that the denominator is strictly positive, and the alternative will be treated in
the last step of the proof.
We may assume that they are all defined on their own probability spaces and eventually
we consider the direct product of these probability spaces denoted as (Ω,F ,P). As a result,
they are all defined on one unique probability space and they are independent there. Now,
on the same product of all probability spaces just mentioned, let
X˜1 := η11(ζ 6= 0) + ξ1(ζ = 0), & X˜2 := η21(ζ 6= 0) + ξ1(ζ = 0). (10)
2: Verification. From (10), clearly,
P(X˜1 = X˜2) ≥ P(ζ = 0) = q.
Yet, if q < 1 then the distributions of η1 and η2 are singular, so in fact, we have an equality
P(X˜1 = X˜2) = q.
If q = 1, then also both sides are equal,
P(X˜1 = X˜2) = q = 1.
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Next, since ζ , ξ and η1 are independent on (Ω,F ,P), then for any bounded measurable
function g we have,
Eg(X˜1) = Eg(X˜1)1(ζ = 0) + Eg(X˜1)1(ζ 6= 0)
= Eg(ξ)1(ζ = 0) + Eg(η1)1(ζ 6= 0) = Eg(ξ)E1(ζ = 0) + Eg(η1)E1(ζ 6= 0)
= q
∫
g(y)pξ(y) Λ(dy) + (1− q)
∫
g(y)pη
1
(y) Λ(dy)
= q
∫
g(x)
p1 ∧ p2∫
(p1 ∧ p2)Λ(dy)
(x)Λ(dx) + (1− q)
∫
g(x)
p1 − p1 ∧ p2∫
(p1 − p1 ∧ p2)(y)Λ(dy)
(x)Λ(dx)
=
∫
g(x)p1 ∧ p2(x)Λ(dx) +
∫
g(x)(p1 − p1 ∧ p2)(x)Λ(dx) =
∫
g(y)p1(y) dy = Eg(X1).
For X˜2 the arguments are similar, so also Eg(X˜2) = Eg(X˜2).
3. In the considerations above it was assumed that all the denominators are strictly positive.
If any of them equals zero, the claim of the Lemma remains valid and becomes trivial. Yet,
for the sequel it makes sense to re-define all four random variables in such cases, too.
In the case q = 1, clearly, p1 = p2. Let
pη
1
(x) = pη
2
(x) = pξ(x);
the definition of ζ does not change, but this random variable is then just a constant ζ = 0
almost surely. The result is that the distributions of X1 and X2 coincide, so the formula (10)
below can be implemented.
In the case q = 0, the only change is needed for pξ, because the denominator in the
definition of this density equals zero in this case. In fact, pξ here can be defined arbitrarily
and it would not change the result because the two distributions are singular with respect
to each other. For the definiteness, we propose pξ = p1 (however in the application of this
lemma in the next subsection it will be re-defined, which will not change the conclusion).
The same formula (10) can be used; yet, coupling is impossible, which is in agreement with
the fact that q = 0. The Lemma 6 is proved.
2.2 Markov coupling (homogeneous)
In this subsection it is explained how to apply general coupling method to Markov chains
in general state spaces (S,S). Various presentations of this method may be found in [12, 17,
19, 21, 22], et al. This section follows the lines from [1], which, in turn, is based on [22]. Note
that in [1] the state space was R1; however, in Rd all formulae remain the same and this may
be further extended to more general state spaces.
Let us generalize the Lemma 6 to a sequence of random variables and present our coupling
construction for Markov chains based on [22]. Consider two versions (X1n), (X
2
n) of the same
7
Markov process with two initial distributions µ10 and µ
2
0 respectively (this does not exclude
the case of non-random initial states). Denote
κ(0) :=
∫ (
µ10(dy)
µ20(dy)
∧ 1
)
µ20(dy).
It is clear that 0 ≤ κ(0) ≤ 1 similarly to κ(u, v) for all u, v. We assume that X10 and X20
have different distributions, so κ(0) < 1. Otherwise we obviously have X1n
d
= X2n (equality
in distribution) for all n, and the coupling can be made trivially, for example, by letting
X˜1n = X˜
2
n := X
1
n.
Let us introduce a new, vector-valued Markov process (η1n, η
2
n, ξn, ζn). The values
(η10, η
2
0, ξ0, ζ0) are chosen directly on the basis of the Lemma 6 as (η
1, η2, ξ, ζ), according
to the distributions in (9). In particular, if κ0 = 0 then we can set
η10 := X
1
0 , η
2
0 := X
2
0 , ξ0 := X
1
0 , ζ0 := 1.
(The value for ξ0 is not important in this case.) If κ0 = 1 then we can set
η10 := X
1
0 , η
2
0 := X
1
0 , ξ0 := X
1
0 , ζ0 := 0.
Now, by induction, assuming that the random variables (η1n, η
2
n, ξn, ζn) have been
determined for some n, let us show how to construct them for n + 1. For this aim, we
define the transition probability density ϕ with respect to the same measure Λx1,x2 (in fact,
Λx1,x2 × Λx1,x2 × Λx1,x2 × (δ0 + δ1)) for this (vector-valued) process as follows,
ϕ(x, y) := ϕ1(x, y
1)ϕ2(x, y
2)ϕ3(x, y
3)ϕ4(x, y
4), (11)
where x = (x1, x2, x3, x4), y = (y1, y2, y3, y4), and if 0 < κ(x1, x2) < 1, then
ϕ1(x, u) :=
p(x1, u)− p(x1, u) ∧ p(x2, u)
1− κ(x1, x2) , ϕ2(x, u) :=
p(x2, u)− p(x1, u) ∧ p(x2, u)
1− κ(x1, x2) , (12)
ϕ3(x, u) := 1(x
4 = 1)
p(x1, u) ∧ p(x2, u)
κ(x1, x2)
+ 1(x4 = 0)p(x3, u), (13)
ϕ4(x, u) := 1(x
4 = 1)
(
δ1(u)(1− κ(x1, x2)) + δ0(u)κ(x1, x2)
)
+ 1(x4 = 0)δ0(u), (14)
where δi(u) is the Kronecker symbol, δi(u) = 1(u = i), or, in other words, the delta measure
concentrated at state i. The case x4 = 0 signifies coupling which has already been realised at
the previous step, and u = 0 means successful coupling at the transition. Note that ϕ1 and ϕ2
do not depend on the variable x3; we will denote it by the notation ϕi((x
1, x2, ∗, x4), u) (i =
1, 2) where ∗ stands for any possible value of x3. Also even if it is written ϕ3((x1, x2, x3, 1), u),
yet, this value does not depend on x3 either.
In the degenerate cases, if κ(x1, x2) = 0 (coupling at the transition is impossible), then
instead of (39) we set, e.g.,
ϕ3(x, u) := 1(x
4 = 1)p(x3, u) + 1(x4 = 0)p(x3, u) = p(x3, u),
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and if κ(x1, x2) = 1, then instead of (38) we may set
ϕ1(x, u) = ϕ2(x, u) := p(x
1, u).
However, note that in the case of κ(x1, x2) = 1 we shall not assume that the "next"values
η1n+1 and η
2
n+1 are not equal, because simply this event may only occur with probability zero.
This is not a problem, but should be remembered of in the Markov coupling construction.
The formula (40) which defines ϕ4(x, u) can be accepted in all cases.
Looking at the construction, it may seem that the transition densities for the components
X˜1n+1 and X˜
2
n+1, respectively, given X˜
1
n and X˜
2
n may depend on both X˜
1
n and X˜
2
n. This is not
true, functionally the first one depends only on X˜1n, and the second one, respectively, on X˜
2
n.
In fact, due to the construction above, we have, in particular, the following densities of the
conditional distributions of (X˜1n+1, X˜
2
n+1) given (X˜
1
n, X˜
2
n) and (X˜
1
n 6= X˜2n) (in which case by
definition (X˜1n, X˜
2
n) = (η
1
n, η
2
n); the sign ∗ stands for any possible value in the range):
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n, X˜1n 6= X˜2n)
ΛX˜1n,X˜2n(dx
1)
=
P(X˜1n+1 ∈ dx1|X˜1n = η1n, X˜2n = η2n, η1n 6= η2n)
Λη1n,η2n(dx
1)
= (1− κ(η1n, η2n))ϕ1((η1n, η2n, ∗, 1), x1) + κ(η1n, η2n)ϕ3((η1n, η2n, ∗, 1), x1)
= p(η1n, x
1)− p(η1n, x1) ∧ p(η2n, x1) + p(η1n, x1) ∧ p(η2n, x1) = p(η1n, x1) = p(X˜1n, x1),
due to (38), and similarly, given (X˜1n, X˜
2
n) and (X˜
1
n 6= X˜2n),
P(X˜2n+1 ∈ dx2|X˜1n, X˜2n, X˜1n 6= X˜2n)
ΛX˜1n,X˜2n(dx
2)
= p(η2n, x
2) = p(X˜2n, x
2).
Also, given (X˜1n, X˜
2
n) and (X˜
1
n = X˜
2
n) we can check that for any z (which stands here both
for x1 and x2) according to (39) we have,
P(X˜1n+1 ∈ dz|X˜1n, X˜2n, X˜1n = X˜2n)
ΛX˜1n,X˜2n(dz)
=
P(X˜2n+1 ∈ dz|X˜1n, X˜2n, X˜1n = X˜2n)
ΛX˜1n,X˜2n(dz)
= p(X˜1, z) = p(X˜2, z).
Indeed,
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n, X˜1n = X˜2n)
ΛX˜1n,X˜2n(dx
1)
=
P(X˜1n+1 ∈ dx1|X˜1n = X˜2n = ξn)
Λη1n,η2n(dx
1)
= ϕ3((∗, ∗, ξn, 0), x1) = p(ξn, x1) = p(X˜1n, x1).
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Therefore, we have
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n)
ΛX˜1n,X˜2n(dx
1)
=
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n)
ΛX˜1n,X˜2n(dx
1)
(1(X˜1n = X˜
2
n) + 1(X˜
1
n 6= X˜2n)
= 1(X˜1n = X˜
2
n)
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n, X˜1n = X˜2n)
ΛX˜1n,X˜2n(dx
1)
+1(X˜1n 6= X˜2n)
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n, X˜1n = X˜2n)
ΛX˜1n,X˜2n(dx
1)
= p(X˜1n, x
1)(1(X˜1n = X˜
2
n) + 1(X˜
1
n 6= X˜2n) = p(X˜1n, x1),
in all cases.
Due to all of these, each of the components X˜1n and X˜
2
n are Markov processes with the
same generator as X1n and X
2
n. (NB. The little calculus above is, of course, not the proof
of the Markov property, which property follows from the construction itself; rather these
formulae show how to understand the transition probability kernels of the chosen coupling
algorithm.) Moreover, the following lemma holds true.
Lemma 7. Let the random variables X˜1n and X˜
2
n, for n ∈ Z+ be defined by the following
formulae:
X˜1n := η
1
n1(ζn = 1) + ξn1(ζn = 0), X˜
2
n := η
2
n1(ζn = 1) + ξn1(ζn = 0). (15)
Then
X˜1n
d
= X1n, X˜
2
n
d
= X2n, for all n ≥ 0, (16)
which implies that the process X˜1 is equivalent to X1, and the process X˜2 is equivalent to X2
in distribution in the space of trajectories; in particular, each of them is a Markov process
with the same generator as X1. Moreover, the couple X˜n :=
(
X˜1n, X˜
2
n
)
, n ≥ 0, is also a
homogeneous Markov process, and(
X˜1n
)
n≥0
d
=
(
X1n
)
n≥0 , &
(
X˜2n
)
n≥0
d
=
(
X2n
)
n≥0 .
Moreover,
X˜1n = X˜
2
n, ∀ n ≥ n0(ω) := inf{k ≥ 0 : ζk = 0}, (17)
and
Px1,µ(X˜
1
n 6= X˜2n) ≤ Ex1,µ
n−1∏
i=0
(1− κ(η1i , η2i )). (18)
Very informally, the processes η1n and η
2
n represent X
1
n and X
2
n, correspondingly, under
the condition that the coupling was not successful until time n. The process ξn evolves
independently of them, representing both X1n and X
2
n simultaneously after the coupling
occurs. The process ζn represents the moment of coupling: the event ζn = 0 is equivalent to
the event that coupling occurs no later than at time n, while ζn = 1 is the complementary
event. We also note that it is possible that with a positive probability at some moment
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(stopping time) X1n 6= X2n, but κ(X1n, X2n) = 1; in this case coupling occurs on the next step
with probability one, the further representation of both X1n and X
2
n is taken over by the
process ξ, as said earlier, and the couple (η1n, η
2
n) further evolves according to the
The non-homogeneous version of this lemma will be proved in the next section.
2.3 Operators V and Vˆ and their spectral radii
Now using the main object κ(x), let us introduce another key notion of the operator V
acting on a (bounded, Borel measurable) function h on the space S2 := S×S as follows: for
x = (x1, x2) ∈ S2,
V h(x) := (1− κ(x1, x2))Ex1,x2h(X˜1) ≡ exp(ψ(x))Ex1,x2h(X˜1), (19)
where in the last expression ψ(x) := ln(1 − κ(x1, x2)) (assume ln 0 = −∞); recall that
X˜n = (X˜
1
n, X˜
2
n). Note that on the diagonal x = (x
1, x2) : x1 = x2 we have
V h(x) = (1− κ(x1, x1))Ex1,x2h(X˜1) = 0,
since κ(x1, x1) = 1 for any x1. This corresponds well to the idea of coupling: where the two
processes X˜1 and X˜2 get equal, coupling occurs (or it has occured earlier). Hence, it makes
sense to consider either the functions h on S2 vanishing on the diagonal diag(S2) = (x =
(x1, x2) ∈ S2), or, equivalently, to reduce the operator itself on functions defined on
Sˆ2 := S2 \ diag(S2),
that is, to define for x = (x1, x1) ∈ Sˆ2 and for functions hˆ : Sˆ2 → R,
Vˆ hˆ(x) := (1− κ(x1, x1))Ex1,x2hˆ(X˜1)1(x1 6= x1). (20)
The estimate (18) can be rewritten via the operator V , or, equivalently, via Vˆ as follows:
Px1,µ(X˜
1
n 6= X˜2n)≤
∫
Ex1,x2V
n
1(x1, x2)1(x1 6=x2)µ(dx2)
(21)
=
∫
Ex1,x21(X˜
1
0 6=X˜20 )Vˆ n1(x1, x2)1(x1 6=x2)µ(dx2).
Note that by definition (19), for the non-negative operator V (which transforms any non-
negative function into a non-negative one) its norm ‖V ‖ = ‖V ‖B,B := sup
|h|B≤1
|V h|B equals
sup
x∈S2
V 1(x), where |h|B := max
x∈S2
|h(x)| (the sup-norm), and 1 = (1(x) = 1, x ∈ S2). Thus,
‖V ‖ = sup
x∈S2
V 1(x) = sup
x∈S2
(1− κ(x)) = 1− κ.
Now the well-known inequality (see, for example, [16, §8]) reads,
r(V ) ≤ ‖V ‖ = (1− κ).
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The same holds true for the operator Vˆ (here the function 1(x) ≡ 1 is defined on Sˆ2):
r(Vˆ ) ≤ ‖Vˆ ‖ = sup
x∈Sˆ2
Vˆ 1(x) = sup
x∈Sˆ2
(1− κ(x)) = 1− κ.
Further, if V (or Vˆ ) were compact (see, e.g., [16]) then from the generalisation of the
Perron–Frobenius Theorem (see, for example, [16, §9, Theorem 9.2]) it would follow (see,
e.g., [8, (7.4.10)]),
lim
n→∞
1
n
lnV n1(x) = ln r(V ) = ln r(Vˆ ) = lim
n→∞
1
n
ln Vˆ n1(x) (22)
(where the first unit function 1 is defined on S2, while the second on Sˆ2; we do not change
notations). It will be easier to argue with the operator V in the sequel; so, we will continue
with this operator. However, from the computational point of view – that is, to compute the
spectral radius – the operator Vˆ is preferred because of some reduction in dimension. Recall
that Vˆ is the reduction of V on Sˆ2, and that
Vˆ n1(x) = V n1(x), x ∈ Sˆ2,
and
ln r(V ) = ln r(Vˆ ) ≤ ‖Vˆ ‖ = ‖V ‖.
Note that even without the assumption of compactness on V we still have the inequality,
0 ≤ lim
n→∞
1
n
lnV n1(x) ≤ lim
n→∞
1
n
ln ‖V n‖ = ln r(V ) ≤ ‖V ‖.
So, from the Gelfand formula,
lim sup
n
(V n1(x))1/n ≤ lim
n
‖V n‖1/n = r(V ). (23)
The assertions (21) and (23) together lead to the following result.
Theorem 8. In all cases, for any x1 ∈ S,
lim sup
n→∞
1
n
ln ‖Px1(n, ·)− µ(·)‖TV ≤ lim sup
n→∞
1
n
ln
∫
2V n1(x1, x2)µ(dx2)≤ ln r(V )=ln r(Vˆ ).
(24)
Proof. We have, due to (21),
lim sup
n→∞
1
n
ln ‖Px1,µ(n, ·)− µ(·)‖TV ≤ lim sup
n→∞
1
n
ln(2Px1,µ(X˜
1
n 6= X˜2n))
= lim sup
n→∞
1
n
ln(2
∫
Px1,x2(X˜
1
n 6= X˜2n)µ(dx2))
≤ lim sup
n
1
n
ln
∫
2V n1(x1, x2)1(x2 6= x1)µ(dx2) ≤ ln r(V ).
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Corollary 9. Under the assumption
r(V ) < 1, (25)
the rate of convergence in
‖µn − µ‖TV → 0, n→∞
is exponential: for any ǫ > 0 and n large enough (n ≥ N(x1)),
‖Px(n, ·)− µ(·)‖TV ≤ (r(V ) + ǫ)n. (26)
To put it a little differently, if r(V ) < ‖V ‖ = 1−κ and 0 < ǫ < 1−κ−r(V ), then the bound
(26) is strictly better than (6) for n large enough. Everywhere r(Vˆ ) can be used equivalently.
Remark 10. Let us emphasize that on the one hand the bound (24) in the Theorem 8 is
asymptotic, for large n, unlike the strict bounds in the classical Ergodic Theorem and in the
Diaconis–Stroock bound for reversible MC (see (54) below). On the other hand, the estimates
1
n
ln ‖Px1(n, ·)− µ(·)‖TV ≤ 1
n
ln(2Px1,µ(X˜
1
n 6= X˜2n)) ≤
1
n
ln
∫
2V n1(x1, x2)1(x1 6= x2)µ(dx2)
are valid for each n and x1.
Remark 11. The condition (25) offers one possible (partial) answer to the question whether
there is any intermediate situation in “between” Markov–Dobrushin’s and Doeblin–Doob’s
with a bound like Doeblin–Doob’s (see [5])
sup
x
sup
A∈S
|Px(n,A)− µ(A)| ≤ C exp(−cn), n ≥ 0, (27)
with some C, c > 0, under the “DD-condition” which assumes that there exist a finite (sigma-
additive) measure ν ≥ 0 and ǫ > 0, s > 0 such that ν(A) ≤ ǫ implies
sup
x
Px(s, A) ≤ 1− ǫ.
The issue with the bound (27) is that the constants C, c are neither determined by the measure
ν and the constant ǫ, nor any bounds for these constants exist in terms of ν and ǫ.
Beside the examples in the next section, note that if the MD condition κ > 0 fails, it
means κ = 0, which just signifies that for at least one couple of states i and i′ the kernels
Qi(dy) and Qi′(dy) are singular, but it does not necessarily mean r(V ) = 1 since the process
still may well be irreducible. So, indeed, the inequality r(V ) < 1 provides an intermediate
condition more relaxed than MD and yet the one which allows an effective bound for the rate
of convergence.
Similarly to the above, we can define for h : S2 → R
V (m)h(x) := (1− κ(m)(x1, x2))Ex1,x2h(X˜m) ≡ exp(ψm(x))Ex1,x2h(X˜m), (28)
and similarly for h : Sˆ2 → R
Vˆ (m)h(x) := (1−κ(m)(x1, x2))Ex1,x2h(X˜m)1(X˜1m 6= X˜2m) ≡ exp(ψm(x))Ex1,x2h(X˜m)1(X˜1m 6= X˜2m).
(29)
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Theorem 12. In all cases,
lim sup
n→∞
1
n
ln ‖Px(n, ·)−µ(·)‖TV ≤ lim sup
n
1
n
ln
∫
2(V (m))[n/m]1(x)1(x1 6= x2)µ(dx2) ≤ ln r(V (m))1/m.
Remark 13.
r(V (m))1/m = r(V ),
because V (m) = V m, and, hence,
lim
n→∞
‖(V (m))n‖1/n = lim
n→∞
‖V nm‖1/n = r(V )m.
3 Non-homogeneous case
Here certain non-homogeneous cases are discussed where analogues of the approach developed
in the previous section can be applied. For that, the assumption of the commutativity of
operators Vt – see below (45) – should hold true. In general this does not seem possible; there
is no reason why such a property may be valid without significant restrictions. However, what
is possible is to assume that in all non-homogeneous transition kernels Pt,x(t+1, x
′) there is a
nontrivial homogeneous core sub-kernel, to which it might be possible to apply the approach
on the base of the previous section; this will be realised under the assumption (51) below.
Otherwise, a periodic dependence may hold true for the kernels, see (49) below; of course,
this case may also be treated as a T -dependent homogeneous Markov chain. Note that the
notion of "joint spectral radius" in the present situation regretfully looks useless (see [14]).
3.1 Auxiliaries
Let us consider a non-homogeneous Markov process (MP) in discrete time (Xn, n ≥ 0) on a
general (nonempty) state space S with a topology and with a Borel sigma-algebra.
In the well-known inequality (34) of the Proposition 17 stated below for the reader’s
convenience (without proof), which extends the bound (1), it is assumed that the constant
called Markov–Dobrishin’s one is positive:
κt := inf
x,x′
∫ (
Pt,x′(t + 1, dy)
Pt,x(t+ 1, dy)
∧ 1
)
Pt,x(t+ 1, dy) > 0. (30)
A similar coefficient and condition can be introduced for any number m ≥ 1 of steps:
κ
(m)
t := inf
x,x′
∫ (
Pt,x′(t+m, dy)
Pt,x(t +m, dy)
∧ 1
)
Pt,x(t+m, dy) > 0. (31)
Also denote
κt(x, x
′) =
∫ (
Pt,x′(t+ 1, dy)
Pt,x(t + 1, dy)
∧ 1
)
Pt,x(t + 1, dy),
and
κ
(m)
t (x, x
′) :=
∫ (
Pt,x′(t +m, dy)
Pt,x(t +m, dy)
∧ 1
)
Pt,x(t+m, dy).
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Note that here
Pt,x′(t+ 1, dy)
Pt,x(t+ 1, dy)
is understood in the sense of the density of the absolute
continuous component of the numerator with respect to the denominator measure. Note that
the probability Pt,x(t + 1, A) for any Borel measurable A is, in turn, Borel measurable with
respect to x, which is a standard requirement in Markov processes [6]. Such a measurability
with respect to the pair x, x′ will be also valid for the measure Λt,x,x′ defined below due to
the linearity.
For any two fixed states x, x′ and for any t ≥ 0 denote
Λt,x,x′(dz) := Pt,x(t+ 1, dz) + Pt,x′(t+ 1, dz).
Likewise, for any m ≥ 1, let
Λ
(m)
t,x,x′(dz) := Pt,x(t+m, dz) + Pt,x′(t+m, dz).
By the standard assumption in the theory of MP – see [6]– integration of the measure
Pt,x(t + 1, dz) over any bounded Borel function is Borel measurable with respect to x;
respectively, such integration of the measure Λt,x,x′ is Borel measurable with respect to (x, x
′)
in the direct product S × S with its Borel sigma-algebra. Note that Λt,x,x′(dz) = Λt,x′,x(dz).
Lemma 14. The following representation for the condition (30) holds true,
κt = inf
x,x′
∫ (
Pt,x′(t+ 1, dy)
Λt,x,x′(dy)
∧ Pt,x(t+ 1, dy)
Λt,x,x′(dy)
)
Λt,x,x′(dy) > 0. (32)
In particular – since Λt,x,x′(dz) = Λt,x′,x(dz) – for any x, x
′ ∈ S,
κt(x, x
′) = κt(x′, x).
Proof. Let fx,x′(y) =
Pt,x(t + 1, dy)
Λt,x,x′(dy)
(y). Then,
κt = inf
x,x′
∫ (
Pt,x′(t + 1, dy)
Pt,x(t + 1, dy)
∧ Pt,x(t + 1, dy)
Pt,x(t + 1, dy)
)
Px(dy)
= inf
x,x′
∫ (
Px′(dy)
fx,x′(y)Λx,x′(dy)
∧ Px(dy)
fx,x′(y)Λx,x′(dy)
)
fx,x′(y)Λx,x′(dy)
= inf
x,x′
∫ (
Px′(dy)
Λx,x′(dy)
∧ Px(dy)
Λx,x′(dy)
)
Λx,x′(dy),
as required. The Lemma 14 is proved.
The same is valid for κ
(m)
t for any m where
κ
(m)
t = inf
x,x′
∫ (
Pt,x′(t +m, dy)
Λ
(m)
t,x,x′(dy)
∧ Pt,x(t+m, dy)
Λ
(m)
t,x,x′(dy)
)
Λ
(m)
t,x,x′(dy).
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Remark 15. The right hand side in (14), actually, does not depend on any particular
reference measure Λt,x,x′ (even if it is not symmetric with respect to x, x
′). Indeed, it follows
straightforwardly from the fact that if dΛt,x,x′ << dΛ˜t,x,x′ and dΛt,x,x′ = ϕt,x,x′dΛ˜t,x,x′, then we
get, ∫ (
Pt,x′(t+ 1, dy)
Λt,x,x′(dy)
∧ Pt,x(t+ 1, dy)
Λt,x,x′(dy)
)
Λt,x,x′(dy)
=
∫ (
Pt,x′(t+ 1, dy)
Λ˜t,x,x′(dy)
∧ Pt,x(t + 1, dy)
Λ˜t,x,x′(t + 1, dy)
)
1(ϕt,x,x′(y) > 0)Λ˜t,x,x′(dy).
However, Pt,x′(t+1, dy) << Λt,x,x′(t+1, dy) = ϕt,x,x′(y)Λ˜t,x,x′(t+1, dy), so for any measurable
A we have
∫
A
Pt,x′(t+1, dy)1(ϕt,x,x′(y) = 0) = 0 and the same for Pt,x(t+1, dy), which means
that, actually,∫ (
Pt,x′(t+ 1, dy)
Λ˜t,x,x′(dy)
∧ Pt,x(t+ 1, dy)
Λ˜t,x,x′(t + 1, dy)
)
1(ϕt,x,x′(y) > 0)Λ˜t,x,x′(dy)
=
∫ (
Pt,x′(t + 1, dy)
Λ˜t,x,x′(dy)
∧ Pt,x(t + 1, dy)
Λ˜t,x,x′(dy)
)
Λ˜t,x,x′(dy).
Respectively, if there are two reference measures Λt,x,x′ and, say, Λ
′
t,x,x′, then we may take
Λ˜t,x,x′ = Λt,x,x′ + Λ
′
t,x,x′, and the coefficients computed by using each of the two – Λt,x,x′ and
Λ′t,x,x′ – will be represented via Λ˜x,x′ in the same way.
Here is the key notion in the following presentation: denote
κt(x, x
′) :=
∫ (
Pt,x′(t+ 1, dy)
Pt,x(t+ 1, dy)
∧ 1
)
Pt,x(t+ 1, dy).
Also, let
κ
(m)
t (x, x
′) :=
∫ (
Pt,x′(t +m, dy)
Pt,x(t +m, dy)
∧ 1
)
Pt,x(t+m, dy).
Clearly, for any x, x′ ∈ S,
κt(x, x
′) ≥ κt.
Lemma 16. For any x, x′ ∈ S, and for any m ≥ 1
κ
(m)
t (x, x
′) = κ(m)t (x
′, x).
Proof. We have,
16
κ
(m)
t (x
′, x) =
∫ (
Pt,x′(t +m, dy)
Pt,x(t +m, dy)
∧ 1
)
Pt,x(t+m, dy)
=
∫ (
Pt,x′(t +m, dy)
Pt,x(t +m, dy)
∧ 1
)
Pt,x(t+m, dy)
Λ
(m)
t,x,x′(dy)
Λ
(m)
t,x,x′(dy)
=
∫ (
Pt,x′(t+m, dy)
Λ
(m)
t,x,x′(dy)
∧ Pt,x(t+m, dy)
Λ
(m)
t,x,x′(dy)
)
Λ
(m)
t,x,x′(dy). (33)
The latter expression is symmetric with respect to x and x′, which proves the Lemma 16.
The following proposition follows from the calculus similar to that for the homogeneous
case.
Proposition 17. Let the assumption (32) hold true. Then the process (Xn) for any x, x
′ ∈ S
the uniform bound is satisfied for every n,
sup
x
sup
A∈S
|P0,x(n,A)− P0,x′(n,A)| ≤
n−1∏
t=0
(1− κt). (34)
Also, for any m ≥ 1
sup
x
sup
A∈S
|µxn(A)− µx
′
n (A)| ≤
[(n−1)/m]∏
t=0
(1− κ(m)tm ), (35)
and
sup
x
‖µxn − µx
′
n ‖TV ≤ 2
[(n−1)/m]∏
t=0
(1− κ(m)tm ). (36)
3.2 Markov coupling (non-homogeneous)
Let us generalize the Lemma 6 to a sequence of random variables and present our coupling
construction for Markov chains based on [22]. Consider two versions (X1n), (X
2
n) of the same
non-homogeneous Markov process with two initial distributions µ10 and µ
2
0 respectively (this
does not exclude the case of non-random initial states). Denote
κ(0) :=
∫ (
µ10(dy)
µ20(dy)
∧ 1
)
µ20(dy).
It is clear that 0 ≤ κ(0) ≤ 1 , and similarly to κ(u, v) for all u, v. We assume that X10 and X20
have different distributions, so κ(0) < 1. Otherwise we obviously have X1n
d
= X2n (equality
in distribution) for all n, and the coupling can be made trivially, for example, by letting
X˜1n = X˜
2
n := X
1
n.
The values (η10, η
2
0, ξ0, ζ0) are chosen directly on the basis of the Lemma 6 as (η
1, η2, ξ, ζ),
according to the distributions in (9), exactly as for the homogeneous case. Further, by
17
induction, assuming that the random variables (η1n, η
2
n, ξn, ζn) have been determined for some
n, let us show how to construct them for n + 1. For this aim, we define the transition
probability density ϕn with respect to the measure Λn,x1,x2 (in fact, Λn,x1,x2 × Λn,x1,x2 ×
Λn,x1,x2 × (δ0 + δ1)) for this (vector-valued) process as follows,
ϕt(x, y) := ϕ1,t(x, y
1)ϕ2,t(x, y
2)ϕ3,t(x, y
3)ϕ4,t(x, y
4), (37)
where x = (x1, x2, x3, x4), y = (y1, y2, y3, y4), and if 0 < κt(x
1, x2) < 1, then
ϕt,1(x, u) :=
pt(x
1, u)− pt(x1, u) ∧ pt(x2, u)
1− κt(x1, x2) , ϕt,2(x, u) :=
pt(x
2, u)− pt(x1, u) ∧ pt(x2, u)
1− κt(x1, x2) ,
(38)
ϕt,3(x, u) := 1(x
4 = 1)
pt(x
1, u) ∧ pt(x2, u)
κt(x1, x2)
+ 1(x4 = 0)pt(x
3, u), (39)
ϕt,4(x, u) := 1(x
4 = 1)
(
δ1(u)(1− κt(x1, x2)) + δ0(u)κt(x1, x2)
)
+ 1(x4 = 0)δ0(u). (40)
The case x4 = 0 signifies coupling which has already been realised at the previous step, and
u = 0 means successful coupling at the transition. Note that ϕt,1 and ϕt,2 do not depend
on the variable x3; we will denote it by the notation ϕt,i((x
1, x2, ∗, x4), u) (i = 1, 2) where ∗
stands for any possible value of x3. Also even if it is written ϕt,3((x
1, x2, x3, 1), u), yet, this
value does not depend on x3 either.
In the degenerate cases, if κt(x
1, x2) = 0 (coupling at the transition is impossible), then
instead of (39) we set, e.g.,
ϕt,3(x, u) := 1(x
4 = 1)p(x3, u) + 1(x4 = 0)pt(x
3, u) = pt(x
3, u),
and if κt(x
1, x2) = 1, then instead of (38) we may set
ϕt,1(x, u) = ϕt,2(x, u) := pt(x
1, u).
However, note that in the case of κ(x1, x2) = 1 we shall not assume that the "next"values
η1n+1 and η
2
n+1 are not equal, because simply this event may only occur with probability zero.
This is not a problem, but should be remembered of in the Markov coupling construction.
The formula (40) which defines ϕ4(x, u) can be accepted in all cases.
Simiarly to the homogeneous case, we have
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n, X˜1n 6= X˜2n)
Λn,X˜1n,X˜2n(dx
1)
=
P(X˜1n+1 ∈ dx1|X˜1n = η1n, X˜2n = η2n, η1n 6= η2n)
Λn,η1n,η2n(dx
1)
= pn(X˜
1
n, x
1),
due to (38), and similarly, given (X˜1n, X˜
2
n) and (X˜
1
n 6= X˜2n),
P(X˜2n+1 ∈ dx2|X˜1n, X˜2n, X˜1n 6= X˜2n)
Λn,X˜1n,X˜2n(dx
2)
= pn(η
2
n, x
2) = pn(X˜
2
n, x
2).
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Also, given (X˜1n, X˜
2
n) and (X˜
1
n = X˜
2
n) we can check that for any z (which stands here both
for x1 and x2) according to (39) we have,
P(X˜1n+1 ∈ dz|X˜1n, X˜2n, X˜1n = X˜2n)
Λn,X˜1n,X˜2n(dz)
=
P(X˜2n+1 ∈ dz|X˜1n, X˜2n, X˜1n = X˜2n)
Λn,X˜1n,X˜2n(dz)
= pn(X˜
1, z) = pn(X˜
2, z).
Therefore, we have
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n)
Λn,X˜1n,X˜2n(dx
1)
=
P(X˜1n+1 ∈ dx1|X˜1n, X˜2n)
Λn,X˜1n,X˜2n(dx
1)
(1(X˜1n = X˜
2
n) + 1(X˜
1
n 6= X˜2n)
= pn(X˜
1
n, x
1)(1(X˜1n = X˜
2
n) + 1(X˜
1
n 6= X˜2n) = pn(X˜1n, x1),
in all cases.
Due to all of these, each of the components X˜1n and X˜
2
n are Markov processes with the
same generator as X1n and X
2
n. (NB. The little calculus above is, of course, not the proof
of the Markov property, which property follows from the construction itself; rather these
formulae show how to understand the transition probability kernels of the chosen coupling
algorithm.) Moreover, the following lemma holds true.
Lemma 18. Let the random variables X˜1n and X˜
2
n, for n ∈ Z+ be defined by the following
formulae:
X˜1n := η
1
n1(ζn = 1) + ξn1(ζn = 0), X˜
2
n := η
2
n1(ζn = 1) + ξn1(ζn = 0). (41)
Then
X˜1n
d
= X1n, X˜
2
n
d
= X2n, for all n ≥ 0, (42)
which implies that the process X˜1 is equivalent to X1, and the process X˜2 is equivalent to X2
in distribution in the space of trajectories; in particular, each of them is a Markov process
with the same generator as X1. Moreover, the couple X˜n :=
(
X˜1n, X˜
2
n
)
, n ≥ 0, is also a
homogeneous Markov process, and(
X˜1n
)
n≥0
d
=
(
X1n
)
n≥0 , &
(
X˜2n
)
n≥0
d
=
(
X2n
)
n≥0 .
Moreover,
X˜1n = X˜
2
n, ∀ n ≥ n0(ω) := inf{k ≥ 0 : ζk = 0}, (43)
and
Pµ1,µ2(X˜
1
n 6= X˜2n) ≤ Eµ1,µ2
n−1∏
i=0
(1− κi(η1i , η2i )). (44)
Proof. Let us first show (43) and (44). As it follows from (37) and (40),
P(ζn+1 = 0|ζn = 0) = 1,
P(ζn+1 = 0|ζn = 1, η1n = x1, η2n = x2) = κ(x1, x2).
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Indeed, given ζn = 0 we have,
ϕ4((x
1, x2, x3, 0), u) = 1(x4 = 0)δ0(u),
which implies that
P(ζn+1 = 0|ζn = 0) = 1,
as required. As a consequence, and due to the definition (41) we obtain (43).
Further, given ζn = 1 we have for any (x
1, x2, x3),
ϕ4((x
1, x2, x3, 1), u) :=
(
δ1(u)(1− κ(x1, x2)) + δ0(u)κ(x1, x2)
)
,
which implies that
P(ζn+1 = 0|ζn = 1, η1n = x1, η2n = x2) = κ(x1, x2),
as required. Hence, if two processes X˜1 and X˜2 are coupled at time n, then they will remain
coupled at time n + 1, and if they were not coupled, then the coupling occurs with the
(conditional) probability κ(η1n, η
2
n); in this case the latter random variable equals κ(X
1
n, X
2
n).
So, from (41) we deduce,
P(X˜1n 6= X˜2n) ≤ P(ζn = 1) ≡ P(
n∏
i=0
ζi = 1).
Hence, the estimate (44) holds true.
We will use induction to show (42). The base n = 0 follows from the lemma 6 by
construction. Indeed, according to this lemma the random variables X10 and X
2
0 can be
replaced, respectively, by equivalent to them using the formula (41) and with the required
property
P(X˜10 6= X˜20 ) ≤ P(ζ0 = 1) = κ0,
in all cases including both degenerate ones. (Actually, the equality P(X˜10 6= X˜20 ) = P(ζ0 = 1)
holds.
For the induction step, suppose for some n
P(X˜1n 6= X˜2n) ≤ P(ζn = 1) ≡ P(
n∏
i=0
ζi = 1).
On the set (ζn = 1) consider the values X˜
1
n and X˜
2
n; recall that on this set they must be
different. Consider the conditional distributions PX˜1n(X
1
1 ∈ ·) and PX˜2n(X21 ∈ ·), which are
the conditional distributions of X˜1n+1 and X˜
2
n+1, respectively, given X˜
1
n and X˜
2
n. Let us apply
to these random variables and their distributions the lemma 6. This application involves
precisely a realisation of random variables ζn+1, η
1
n+1, η
2
n+1, ξn+1 given ζn, η
1
n, η
2
n, ξn and the
definnition of X˜ in+1, i = 1, 2 according to the rule (41) for n+ 1, that is,
X˜1n+1 := η
1
n+11(ζn+1 = 1) + ξn+11(ζn+1 = 0), X˜
2
n+1 := η
2
n+11(ζn+1 = 1) + ξn+11(ζn+1 = 0).
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Let us highlight that this construction is also applicable in both degenerate cases where
κn(X˜
1
n, X˜
2
n) = 0, or κn(X˜
1
n, X˜
2
n) = 1. The induction step follows.
For the pair (X˜1, X˜2) we have its transition density with respect to Λn,X˜1n,X˜2n,
P(X˜1n+1 ∈ dx1, X˜2n+1 ∈ dx2|X˜1n, X˜2n)
Λn,X˜1n,X˜2n(dx
1)
= 1(X˜1n 6= X˜2n)
P(X˜1n+1 ∈ dx1, X˜2n+1 ∈ dx2|X˜1n, X˜2n)
Λn,X˜1n,X˜2n(dx
1)
+1(X˜1n = X˜
2
n)
P(X˜1n+1 ∈ dx1, X˜2n+1 ∈ dx2|X˜1n, X˜2n)
Λn,X˜1n,X˜2n(dx
1)
= 1(X˜1n 6= X˜2n)pn(X˜1n, x1)pn(X˜2n, x2) + 1(X˜1n = X˜2n)pn(X˜1n, x1)δ(x1 − x2).
Until the first moment where ζ = 0 both trajectories X˜1 and X˜2 evolve independently, and
the pair (X˜1, X˜2) is a strong Markov process until this stopping time. After this stopping time
they are equal and each of them remains strong Markov process. Hence, the pair (X˜1n, X˜
2
n, n ≥
0) is Markov and strong Markov. The Lemma 18 is proved.
3.3 Operators V and Vˆ in the non-homogeneous case
In the non-homogeneous situation it does not seem possible to improve the bound (44), or
to make it more effective without additional assumptions on the structure of the transition
kernels. Two special cases will be discussed.
Let us introduce the operators Vt acting on a (bounded, Borel measurable) function h on
the space S2 := S × S as follows: for x = (x1, x2) ∈ S2,
Vth(x) := (1− κt(x1, x2))Et,x1,x2h(X˜t+1) ≡ exp(ψt(x))Et,x1,x2h(X˜t+1), (45)
where in the last expression ψt(x) := ln(1 − κt(x1, x2)) (assume ln 0 = −∞); recall that
X˜n = (X˜
1
n, X˜
2
n). Note that on the diagonal x = (x
1, x2) : x1 = x2 we have
Vth(x) = (1− κt(x1, x1))Et,x1,x2h(X˜t+1) = 0,
since κt(x
1, x1) = 1 for any x1. Hence, similarly to the homogeneous case, it makes sense to
consider either the functions h on S2 vanishing on the diagonal diag(S2) = (x = (x1, x2) ∈
S2), or, equivalently, to reduce the operator itself on functions defined on
Sˆ2 := S2 \ diag(S2),
that is, to define for x = (x1, x1) ∈ Sˆ2 and for functions hˆ : Sˆ2 → R,
Vˆthˆ(x) := (1− κt(x1, x1))Et,x1,x2hˆ(X˜t+1)1(x1 6= x1).
The estimate (18) can be rewritten via the operator V , or, equivalently, via Vˆ as follows:
Pµ1,µ2(X˜
1
n 6= X˜2n)≤
∫
Ex1,x2
n−1∏
i=0
Vˆi1(x
1, x2)1(x1 6=x2)µ(dx1)µ(dx2). (46)
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Theorem 19. In all cases
lim sup
n→∞
1
n
ln ‖Pµ1(n, ·)− Pµ2(n, ·)‖TV
(47)
≤ lim sup
n→∞
1
n
ln
∫
Ex1,x2
n−1∏
i=0
Vˆi1(x
1, x2)1(x1 6=x2)µ(dx1)µ(dx2).
Proof. We have,
lim sup
n→∞
1
n
ln ‖Pµ1(n, ·)− Pµ2(n, ·)‖TV ≤ lim sup
n→∞
1
n
ln(2Pµ1,µ2(X˜
1
n 6= X˜2n))
= lim sup
n→∞
1
n
ln(2
∫
Px1,x2(X˜
1
n 6= X˜2n)µ(dx1)µ(dx2))
≤
∫
Ex1,x2
n−1∏
i=0
Vˆi1(x
1, x2)1(x1 6=x2)µ(dx1)µ(dx2),
as required. The theorem is proved.
Corollary 20. In all cases,
lim sup
n→∞
1
n
ln ‖Pµ1(n, ·)− Pµ2(n, ·)‖TV ≤ lim sup
n→∞
1
n
ln ‖
n∏
i=1
Vˆi‖. (48)
The limit is uniform with respect to the initial measures µ1, µ2.
As it was noted earlier, in general there seems to be no way to apply the approach based on
the spectral radius, so the bounds (47) and (48) look as the best possibility. However, there
are two special cases where a bit more can be added. The first case is a periodic transition
kernel Pt,x(t+ 1, dy). Let there exist T ≥ 1 such that
Pt+T,x(t+ T + 1, dy) = Pt,x(t + 1, dy), ∀ t ≥ 0. (49)
Clearly, this implies
κt(x
1, x2) = κt+T (x
1, x2), ∀t ≥ 0.
Consider the operators
V (T )h(x) = E0,x1,x2(
T−1∏
i=0
(1− κi(X˜i)))h(X˜T ), x ∈ S2,
acting on functions on S2, and
Vˆ (T )h(x) = E0,x1,x2(
T−1∏
i=0
(1− κi(X˜i)))h(X˜T ), x ∈ Sˆ2,
acting on functions on Sˆ2.
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Theorem 21. Under the assumption (49),
lim sup
n→∞
1
n
ln ‖Pµ1(n, ·)− Pµ2(n, ·)‖TV
(50)
≤ lim sup
n→∞
1
n
ln
∫
Ex1,x2(Vˆ
(T ))[n/T ]1(x1, x2)1(x1 6=x2)µ(dx1)µ(dx2) ≤ 1
T
ln r(Vˆ (T )).
The limit is uniform with respect to the initial measures µ1, µ2.
Proof follows straightforwardly from the bounds (47), (48) and Gelfand’s formula for the
spectral radius.
The second special case is the situation of multiplicative small non-homogeneous
perturbations of the homogeneous kernel Px(1, dy). Assume that there exists ǫ > 0 such
that for all values of t the non-homogeneous kernels are comparable to the homogeneous one
in the following sense: Pt,x(t+ 1, dy) << Px(1, dy), and
Pt,x(t+ 1, dy)
Px(1, dy)
≤ 1 + ǫ, ∀ x, y, t. (51)
In this case the Markov-Dobrushin’s bound (34) transforms into
sup
x
sup
A∈S
|P0,x(n,A)− P0,x′(n,A)| ≤ ((1 + ǫ)2(1− κ))n, (52)
where κ is the "homogeneous"characteristics for the kernel Px(1, dy) defined in (5). The
estimate makes sense if (1 + ǫ)2(1− κ) < 1.
Theorem 22. Under the condition (51),
lim sup
n→∞
1
n
ln ‖Pµ1(n, ·)− Pµ2(n, ·)‖TV ≤ ln((1 + ǫ)2r(Vˆ )), (53)
where Vˆ is the "homogeneous"operator defined in (20). The limit is uniform with respect to
the initial measures µ1, µ2.
Proof follows straightforwardly from the bounds (47), (48) and Gelfand’s formula for the
spectral radius. Note that in the right hand side in (53) the multiplier (1 + ǫ) is squared
because while taking expectations each integration is performed over two kernels for each
component X1 and X2. Apparently, the estimate makes sense if (1 + ǫ)2r(Vˆ ) < 1, and can
be better than the general one (52) if r(Vˆ ) < 1− κ.
4 Examples
In all examples in this section |S| <∞. Let us briefly discuss some specifications implied by
this convention. In this situation for any irreducible non-cyclic Markov chain which possesses
a spectral decomposition – which means that right as well as left eigenvectors form bases in
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the corresponding linear spaces (both equivalent to R|S|), see [13, Chapter 4] – the rate of
convergence towards the stationary distribution is equivalent to Cqn with some constant C,
where q is the spectral gap of the transition matrix (see [16]), which in the case of stochastic
matrices coincides with the maximal modulus of the rest of the spectrum of the transition
matrix (see, e.g., [9, 13]).
Also, for finite irreducible non-cyclic stochastic matrices there is a general formula for
the difference p
(n)
ij − πj (where π denotes the unique stationary distribution) based on the
characteristic polynomial of P, see, e.g., [9, Chapter XIII, (96)], which implies the same rate
Cqn with some constant C computable on the basis of the characteristic polynomial of the
matrix P, for any irreducible (finite) non-cyclic transition matrix P. Hence, at least, in the
case |S| <∞ we obtain the inequality
q ≤ r(V ).
Yet, for infinite |S| or even for finite but large values of |S| the task of finding q may
be practically a bit more difficult than computing the spectral radius r(V ) for which
computation there are quite a few receipes, and even more so for more general state spaces
where the spectrum of the transition operator may have a more complicated nature. However,
in this section we only consider examples for finite state spaces. See, for example, [16] for
some useful practical approaches for computing spectral radii of general operators.
More than that, for reversible Markov chains the following precise bound
‖Pi(n, ·)− µ‖TV ≤
(
1− µ(i)
2µ(i)
)1/2
qn (54)
holds true [2, Proposition 3], where q is again a spectral gap of the matrix P.
In the simplest case of |S| = 2 our matrix V – as well as P – is of dimension 2× 2. So all
eigenvalues can be computed. Their comparison shows that the following is true (the details
will be shown in the full version of the paper).
Proposition 23. Let 0 < a, b < 1, and
P =
(
a 1− a
1− b b
)
.
Then in all cases r = 1 − κ = q ≥ |λ2|. where λ2 is the smaller eigenvalue of the original
transition matrix P.
Доказательство. • Case 1) when a, b ≤ 1/2.
Firstly, the second eigenvalue of this transition matrix has absolute value |λ2| = |1 −
(a+ b)|.
In this case κ = a+ b, so 1− κ = 1 − (a + b). First we compute the transition matrix
for the coupled process. Here, we will write I, II for states (1, 2), (2, 1), respectively and
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Pc will denote the corresponding transition probability matrix. We have that
pI,I = p{(1,2),(1,2)} =
a−min(a, 1− b)
1− κ ∗
b−min(b, 1− a)
1− κ ,
and also
pI,II =
1− a−min((1− a), b)
1− κ ∗
(1− b)−min((1− b), a)
1− κ ,
pII,I =
1− b−min((1− b), a)
1− κ ∗
(1− a)−min((1− a), b)
1− κ .
pII,II =
b−min((1− a), b)
1− κ ∗
a−min((1− b), a)
1− κ .
This boils down to pI,I = pII,II = 0 and pI,II = pII,I = 1. This is because for a, b ≤ 1/2
we have that a − min(a, 1 − b) = a − a = 0, 1 −min(1 − a, b) = 1 − (a + b) = 1 − κ,
1− b−min(1− b, a) = 1− (a+ b) = 1− κ.
Here the spectral radius of (1 − κ)Pc also has the modulus of |1 − (a + b)|, hence
coinciding with the modulus of the second eigenvalue of the original transition matrix,
as we claimed.
• Case (2a) is when a ≤ 1/2 ≤ b, a ≤ 1− b:
In this case we obtain pI,I = pII,II = 0, pI,II = pII,I = 1, because now min(a, 1− b) = a
and min(1− a, b) = b.
• Case (2b): when a ≤ 1/2 ≤ b, a > 1− b:
In this case we obtain pI,I = pII,II = 1, pI,II = pII,I = 0, because now min(a, 1− b) =
1− b and min(b, 1 − a) = 1− a.
• Case 3: when a, b ≥ 1/2:
In this case we obtain pI,I = pII,II = 1, pI,II = pII,I = 0, because now min(a, 1 −
b) = 1 − b and min(b, 1 − a) = 1 − a. The repeated eigenvalues of (1 − κ)P are
λ = 1− κ = 1− (a + b), so r = 1− (a+ b).
So, in all cases the result follows.
Example 24 (The three approaches are similar). Consider the MP with the state space
S = {1, 2} and original transition matrix
P =
(
0.65 0.35
0.35 0.65
)
.
We have, Sˆ2 = {(1, 2), (2, 1)}, and
V = (1− 0.7)×
(
0.65− 0.35 0
0 0.65− 0.35
)
× 1
0.3
= 0.3×
(
1 0
0 1
)
.
25
So we compute,
1− κ = 0.3 = r(V ),
as expected. Also, this MC is reversible and we can compare our bound with that in [2,
Proposition 3]:
‖Pi(n, ·)− µ‖TV ≤
(
1− π(i)
2π(i)
)1/2
λn2 .
We have,
λ2 = 0.3 = r(V ),
again as expected since here λ2 = 1 − κ. So, in this simple example our approach provides
practically the same (asymptotic) bound for the rate of convergence as the classical Markov-
Dobrushin’s and (also asymptotically) the same as the spectral one based on the second
eigenvalue of the original transition matrix.
Note that this example is so simple that does not require any code: all computations were
performed by hand. However, we double checked it with the code too.
Example 25. Consider the MP with the state space S = {1, 2} and transition matrix
P =
(
0.8 0.2
0.4 0.6
)
.
This matrix has eigenvalues λ1 = 1, λ2 = 0.4.
We have, Sˆ2 = {(1, 2), (2, 1)}, and the normalized transition matrix
P2nn =
(
0.48/0.56 0.08/0.56
0.08/0.56 48/0.56
)
.
We compute,
1− κ = 0.4 = r(V ) = |λ2|,
as expected. We have also double checked it with the code.
Example 26 (The new approach is similar to the MD; the eigenvalue one is better). Consider
the MP with the state space S = {1, 2, 3} and transition matrix
P =
 0 0.3 0.70.3 0.7 0
0.7 0 0.3
 .
Here the matrix is doubly stochastic, so (1/3, 1/3, 1/3) is invariant; hence, clearly, the matrix
is symmetric; κ(.) = 0.3, 1− κ = 0.7.
We have, V = 0.7 ∗ Pˆ with some stochastic matrix Pˆ. Hence, its spectral radius equals
0.7. That is, our bound asymptotically coincides with the classical one.
Now compute the eigenvalues of P (without hat): λ1 = 1, λ2,3 = ±0.6082763. This is the
only example in this section where the eigenvalue method works better than our and than the
classical one. Recall that theoretically when the eigenvalue/eigenvector approach is applicable
it cannot be worse than any other method.
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Example 27.
P =
 0 0.3 0.70.7 0 0.3
0.3 0.7 0
 is doubly stochastic; so, clearly, (1/3, 1/3, 1/3) is invariant.; κ(.) = 0.3
So, 1− κ = 0.7. The operator V has a form
V = 0.7× Pˆ, with some stochastic transition matrix Pˆ.
It is known that such a matrix has its spectral radius 0.7. Therefore, in this example our new
bound is similar to the classical one.
One eigenvalue equals of P equals 1. The characteristic equation on eigenvalues reads,
−λ3+3λ∗0.7∗0.3+0.73+0.33 = 0 ⇔ λ1 = 1, λ2,3 = −0.25±
√
0.25− 0.37 = −0.25±0.12i;
thus,
|λ2,3| =
√
0.25 + 0.12 =
√
0.37 ≈ 0.6 < 0.7.
Example 28. Consider the MP with the state space S = {1, 2, 3} and transition matrix
P =
 0 0.3 0.71.0 0 0
0.8 0.1 0.1
 .
Here Sˆ2 = {(1, 2), (1, 3), (2, 3), (2, 1), (3, 1), (3.2)}=: (I, II, III, IV, V, V I),
κ(1, 2) = κ(2, 1) = 0, κ(1, 3) = κ(3, 1) = 0.2, κ(2, 3) = κ(3, 2) = 0.8;
Roots of the characteristic equation
λ3 − 0.1λ2 − 0.86λ− 0.04 = 0 (55)
for the original transition probability matrix P are λ = 1, λ = −9/20 − √65/20, λ =
−9/20 +√65/20.
The characteristic equation for the coupled process is
λ2c(0.02λ
2
c − 0.018λc + 0.0008)(0.02λ2c + 0.018λc + 0.0008) = 0, (56)
and its roots are
λc = −9/20 −
√
65/20, λc = −9/20 +
√
65/20, a repeated root λc = 0, λc = −
√
65/20 +
9/20, λc =
√
65/20+ 9/20, where the last root has the highest value, i.e. r =
√
65/20+ 9/20
and so |λ2| = r = | − 9/20−
√
65/20| ≈ 0.85311289 indeed.
In this example our approach gives a better rate than the classical: the latter is just useless.
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Example 29. Let us see the result for a symmetric 4 by 4 matrix:
P =

0.3 0.3 0.1 0.3
0.3 0.7 0 0
0.1 0 0.8 0.1
0.3 0 0.1 0.6
 .
The roots of the characteristic equation for the original transition probability matrix are
λ = −√15/10 + 2/5, λ = 3/5, λ = √15/10 + 2/5 and λ = 1.
The roots of the characteristic equation for the coupled process are
λc = 0 repeated twice, λc = −
√
15/10 + 2/5 repeated twice, λc = −
√
1993/180 + 47/180
repeated twice and λc =
√
1993/180 + 47/180 repeated twice, λc = 3/5 repeated twice, λc =√
15/10+2/5 repeated twice. As r is the maximum of the eigenvalues, it is r =
√
15/10+2/5.
We see that |λ2| = r = |
√
15/10 + 2/5| ≈ 0.78729833 indeed.
Example 30. Here is an example for a 4 by 4 matrix which uses the code for a general n
by n matrix. For the reader’s convenience we present neither the normalized coupled process
transition matrix, nor the final matrix V.
Consider the MP with the state space S = {1, 2, 3, 4} and transition matrix
P =

0 0.2 0.3 0.5
0.4 0.3 0.3 0
0.8 0.1 0.1 0
0.5 0.3 0.2 0
 .
The characteristic equation for the original transition probability matrix is
(0.01 ∗ λ− 0.01)(1.0 ∗ λ3 + 0.6 ∗ λ2 + 0.03 ∗ λ + 0.01) = 0 (57)
The root of the characteristic equation for the coupled process with the maximum value
is r = −1
3
(
27
√
73
1000
+ 27
100
)1/3
− 1
5
− 9
100
(
27
√
73
1000
+ 27
100
)1/3 .
And we have
|λ2| = r = −1
3
(
27
√
73
1000
+
27
100
)1/3
− 1
5
− 9
100
(
27
√
73
1000
+ 27
100
)1/3 , (58)
which is a root of both characteristic equations: for the original matrix p and for (1−κ)Pˆ.
So for this example indeed r = |λ2| ≈ 0.57802908.
Example 31.
P =

0 0 0 0.8 0.2
0 0.6 0.3 0.1 0
0 0.3 0.7 0 0
0.8 0.1 0 0.1 0
0.2 0 0 0 0.8
 .
For this example r = 0.9354657 > |λ2| = 0.9324490.
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Example 32.
P =

0 0.1 0.1 0.1 0.2 0.5
0.7 0.15 0.08 0.07 0 0
0.8 0.05 0.05 0.05 0.05 0
0.5 0.2 0.1 0.05 0.05 0
0.9 0 0.05 0 0.05 0
0 0 0.4 0.6 0 0
 .
For this example r = 0.6658528 > |λ2| = 0.503802.
Example 33. We have generated a random 10 by 10 transition probability matrix obtaining
the following result: r = 0.476572282 > |λ2| = 0.377524384.
Example 34. We have also generated a random 20 by 20 transition probability matrix,
obtaining r = 0.5144796 > |λ2| = 0.2517131.
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