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Introduction
In a recent note, Baumeister and Hamilton (2019a, henceforth BH) assert that every critique of the oil market model in Baumeister and Hamilton (2019b) by Kilian and Zhou (2019a, henceforth KZ) is without merit. In addition, they make the case that key aspects of the economic and econometric analysis in the widely used oil market model of Kilian and Murphy (2014) and its precursors are incorrect. Their critiques are also directed at other researchers who have worked in this area and, more generally, extend to research using structural VAR models outside of energy economics. The purpose of this paper is to help the reader understand what the real issues are in this debate. The focus is not only on correcting important misunderstandings in the recent literature, but on the substantive and methodological insights generated by this exchange, which are of broader interest to applied researchers.
The question of how to model oil markets may seem esoteric to many economists at first, but has important implications for how oil-importing and oil-exporting economies respond to global oil price fluctuations and for how policymakers should respond to these oil price fluctuations. Baumeister and Hamilton (2019b) concluded that oil supply shocks are more important drivers of the real price of oil and that they are much more recessionary for the U.S. economy than suggested by earlier oil market studies including Kilian (2008 Kilian ( , 2009 ) and Kilian and Murphy (2014) . Their conclusion, however, is highly sensitive to a priori assumptions about what constitutes a reasonable value for the one-month price elasticity of oil supply.
In this paper, I provide new evidence that BH's agnostic prior specification for that elasticity is inconsistent with extraneous elasticity estimates even after accounting for estimation uncertainty. This conclusion holds even after accounting for the recent rise in U.S. shale oil production. My discussion draws on recent supply elasticity estimates for U.S. oil producers in Newell and Prest (2019) , which is the most comprehensive microeconomic study of oil supply elasticities to date. I further explain why the alternative supply elasticity estimates in Bjørnland, Nordvik and Rohrer (2019) and Caldara, Cavallo and Iacoviello (2019) that BH appeal to are overstating the oil supply elasticity. When using economically plausible priors motivated by microeconomic evidence, BH's approach generates results quite similar to those based on the model proposed by Kilian and Murphy (2014) , highlighting the importance of utilizing extraneous identifying information in specifying structural VAR models. My analysis illustrates that prior beliefs on structural parameters must be selected carefully in applied work.
It is also worth emphasizing that there is no evidence that explicitly modeling uncertainty about identifying restrictions as proposed by BH makes any difference in practice, compared to mainstream approaches to Bayesian inference for structural VAR models (see Herrera and Rangaraju 2019) . 1 This evidence (and related evidence in the literature) confirms that the substantive results of Kilian and Murphy (2014) are robust to changes in the estimation period, data choice, loss function, model specification, and econometric approach, provided the prior on the oil supply elasticity is economically plausible. It also reaffirms the conclusion that oil demand shocks are the dominant driver of the real price of oil and that the recessionary effect of oil supply shocks is modest (e.g., Baumeister and Kilian 2016a) .
In addition, I explain why BH's assertion that earlier oil market models with low oil supply elasticities imply implausibly large demand elasticities, which has been interpreted by some applied researchers as an indication that these models are misspecified, is not correct. This view is not only contradicted by the estimates in Kilian and Murphy (2014) who report a lower oil demand elasticity than Baumeister and Hamilton (2019b) , while maintaining an oil supply elasticity close to zero. It can also be shown that BH's argument, which has been reiterated by a number of recent studies, is flawed because they apply an incorrect definition of the oil demand elasticity to earlier studies. Nor is there support for BH's suggestion that earlier structural VAR studies misunderstood the implications of elasticity priors for inference or misinterpreted the elasticity concept. The latter point is relevant more generally for other structural VAR applications involving bounds on elasticities. Finally, I address BH's concerns about the validity of the Kilian index of global real economic activity used in many oil market studies including Kilian and Murphy (2014) , to the extent that these concerns have not already been addressed in Kilian (2019) .
The remainder of this paper is organized as follows. Section 2 reviews how Kilian and Murphy (2014) originally evaluated their oil market model, how subsequently Bayesian methods of inference developed by Kilian (2013, 2019) have been applied to this model, and how the latter approach differs from the Bayesian approach favored by BH. Section 3 examines BH's concern that the impulse response estimates in Kilian and Murphy (2014) are not robust and addresses their claim that this study did not employ narrative sign restrictions. Section 4 reviews the debate over the magnitude of the one-month price elasticity of oil supply. It explains why KZ's assessment of this evidence differs sharply from BH's and discusses how KZ accounted for the uncertainty in microeconomic elasticity estimates. Section 5 reviews the role of elasticity priors in oil market modeling. In particular, it addresses the questions of how to define the one-month oil demand elasticity, whether this elasticity can be recovered from the oil market models of Kilian (2009) and Kilian and Murphy (2012) , why the construction of the elasticities in the Kilian and Murphy (2014) model makes sense, and why seemingly agnostic priors such as BH's prior for the oil supply elasticity are actually highly influential. Section 6 addresses Hamilton's (2019) renewed critique of the merits of the Kilian (2009) index of global real economic activity. Section 7 discusses how BH's contribution fits into the literature. The concluding remarks are in section 8.
Understanding the Empirical Evidence on the Kilian and Murphy (2014) Model
The structural VAR models of Murphy (2012, 2014) are without doubt among the most widely used and studied oil market models in the literature. 2 It is useful to lay out the broader context of Bayesian inference for these models.
Estimation and Inference in Popular Oil Market Models
Whereas the oil market model of Kilian (2008 Kilian ( , 2009 ) was estimated and evaluated using frequentist econometric methods, oil market models based on sign restrictions have been routinely evaluated using the Bayesian approach to estimation and inference. Thus, BH are by no means the first to have relied on Bayesian methods for evaluating oil market models. Rather they provide an alternative to existing Bayesian approaches already used in the literature.
An important challenge in Bayesian inference is how to summarize the posterior density of the impulse response estimates. When Kilian and Murphy (2014) wrote their paper, they were well aware of the conceptual failings of commonly used summary statistics for posterior draws from sign-identified models such as the so-called posterior median response function recommended by BH. The problems with inference based on quantiles of individual impulse responses are well documented in the literature (e.g., Sims and Zha 1999; Fry and Pagan 2011; Kilian and Murphy 2012; . For a review, I refer the reader to the textbook of Kilian and Lütkepohl (2017) .
Since there was no coherent econometric approach to evaluating the posterior draws at the time, Kilian and Murphy (2014) focused on the set of admissible draws evaluated at the mean of the posterior draws for the reduced-form parameters. Under their diffuse prior for the slope parameters, this amounts to conditioning on the MLE. Likewise, Kilian and Murphy (2012) conditioned on the MLE in illustrating the problem of identification in sign-identified models.
The focus in Kilian and Murphy (2012) was on how alternative assumptions affect the set of admissible models and therefore statistical summary measures including the median response function. In contrast, Kilian and Murphy (2014) made the case that among the model draws selected based on the sign restrictions, one model can be externally validated. Their empirical analysis focused on the latter model. Subsequently, Kilian (2013, 2019) developed an economically sensible and statistically coherent Bayesian alternative to the use of median response functions that yields a unique most likely admissible model as well as joint credible sets for the impulse response functions of that model. 3 and Herwartz and Plödt (2016) applied this new approach to the Kilian and Murphy (2012) model and confirmed the substance of the earlier conclusions. Herrera and Rangaraju (2019) and Zhou (2019) applied the same method to the Kilian and Murphy (2014) model and concluded that even accounting for estimation uncertainty, the substantive conclusions of Kilian and Murphy can be replicated. 4 When confronted with this evidence, BH's response is to question the merits of Inoue and Kilian's approach to Bayesian inference. Their arguments are not persuasive, as shown next. 3 appeared in print before Kilian and Murphy (2014) , but was written after the Kilian and Murphy study. 4 BH imply that there must be something wrong with the Kilian and Murphy models because of the small number of admissible models. It should be noted that comparing the number of admissible models in Murphy (2012, 2014) conditional on the MLE with that based on the posterior in the BH model is misleading. BH should have compared their results with the results in Herrera and Rangaraju (2019) , for example, who evaluate the posterior of the Kilian and Murphy (2014) model.
Why the Approach to Bayesian Inference in Inoue and Kilian (2013) Makes Sense
There are two differences between the approach of Inoue and Kilian and that of BH. One is the statistic of interest. The other is the loss function applied to that statistic. It is useful to elaborate on these differences.
As to the statistic of interest, Inoue and Kilian focus on inference on the set of admissible structural models, where each model is represented by the joint set of all structural impulse responses in this model up to a certain horizon. Inference is based on the posterior density of the admissible structural models. In contrast, BH focus on inference on individual impulse responses and construct response functions and error bands by stringing together quantiles of the marginal posterior distribution of impulse responses, ignoring the dependence of these impulse responses over time and across response functions. Their approach is akin to arguing that in studying a system of regression equations it is sufficient to base inference on t-tests for each coefficient in a given equation, ignoring that the t-statistics are dependent within and across equations.
As to the loss function, Inoue and Kilian evaluate the VAR model at the mode of the density of the admissible structural models, which allows them to construct a unique and economically interpretable most likely model. They also construct joint highest posterior density credible sets based on the 68% most likely admissible models. BH criticize that Inoue and Kilian did not make explicit their loss function. That seems hardly necessary, given that the mode has a long tradition in Bayesian inference (e.g., Koop 1996; Zha 1999; Zha 2012, Plagborg-Møller 2019) . After all, few studies articulate the loss function underlying the posterior median response function.
In contrast, BH evaluate the absolute loss of each individual impulse response coefficient and sum the results. They stress that the posterior median response function is optimal under this loss function. That point is correct. Of course, Inoue and Kilian's estimate by construction is equally optimal under their loss function, so the real question is what object to apply the loss function to and how to select among alternative loss functions. What BH do not make explicit is that their loss function implies that the user has no interest in the dynamics of the impulse response functions or in the dependence across impulse response function. As documented at length in Kilian and Lütkepohl (2017) , these dependencies actually are the primary interest of most users of structural VAR models, so BH's loss function (and hence the use of the median response function) is unappealing.
BH take issue with KZ's assessment that median response functions are economically and statistically meaningless. As summarized in Kilian and Lütkepohl (2017) , they are economically meaningless because they conflate the dynamic responses implied by the admissible structural models and they are statistically meaningless because the vector of pointwise medians is not a proper measure of the central tendency of a vector of random variables (see Fry and Pagan 2011; . BH concede that one might prefer to evaluate the set of admissible models under quadratic loss, which calls for reporting the vector of posterior means of the impulse responses. The latter approach provides a valid measure of central tendency, but still conflates the dynamic responses of different admissible structural models. Only Inoue and Kilian's approach solves the latter problem. The same concerns also apply to vectors of historical decompositions and sequences of structural shocks. For example, the practice of treating the vector of posterior medians of the oil supply shock sequence obtained from the VAR model as the "oil supply shock series", as proposed by BH, is inherently misleading. An additional problem when working with forecast error variance decompositions is that the vector of posterior medians violates the adding-up constraint (see Kilian and Zhou 2019c) . Likewise, changes in vectors of posterior medians of historical decompositions of a VAR variable need not add up to the total change in the variable of interest.
Finally, while it is correct that posterior median response functions and the posterior mean of the response functions tend to be similar in practice, this is not necessarily true for the response functions of the most likely model, as has been illustrated in the literature (see Kilian and Lütkepohl 2017) . BH do not report results based on the latter methodology and hence do not know whether their results are robust.
Why BH's Bayesian Approach Is Not Superior to Existing Bayesian Approaches
More generally, BH argue that the mainstream approach to conducting Bayesian inference for sign-identified structural VAR models, as represented by Uhlig (2005) and Rubio-Ramirez, Waggoner and Zha (2010) , upon which Kilian (2013, 2019) build, or by Arias, Rubio-Ramirez, and Waggoner (2018) and Antolin-Diaz and Rubio-Ramirez (2018), is misguided. BH even make the surprising claim that it is not possible to construct posterior distributions for structural impulse responses using the traditional approach. It appears that BH are alone in the profession in this assessment, given that numerous studies, including those referenced above, have done just that.
The key concern that motivated the analysis in BH is that the traditional approach of combining priors for the reduced-form parameters with a prior on the rotation matrix may inadvertently result in an informative prior for the structural impulse responses. Such outcomes are indeed a possibility, although it has yet to be shown that this is a serious practical concern in oil market models. The fact that BH's methodology, when applied to their own oil market model generates impulse response estimates that are similar to estimates based on the traditional approach, as long as similar priors on the one-month price elasticity of oil supply are used, suggests that this concern is overrated (see Baumeister and Hamilton 2019b; Herrera and Rangaraju 2019) .
More importantly, as noted by KZ, BH's alternative approach far from addressing the concern about an inadvertently informative prior on the structural impulse responses suffers from exactly the same conceptual problem as the traditional approach. The problem is that it is not possible to have a prior on the structural VAR coefficients without implicitly specifying a prior on the structural impulse responses. For example, if one constructs an explicit prior directly on the parameters of the structural model, the implied prior for the structural responses will inevitably be informative in ways that are difficult to anticipate, since the structural impulse responses are nonlinear transformations of these structural parameters. Likewise, if one combines selected restrictions on the structural parameters with selected restrictions on the structural impact multiplier matrix, as discussed by BH, this fact does not solve the problem of an inadvertently informative prior about the structural impact multiplier matrix.
The only way to address this concern would be to construct an explicit prior on the structural impulse responses without restricting the structural parameters, but that is precisely what BH's methodology cannot do. In other words, this methodology was not designed to be applied to models that rely on identifying information on the structural impact multiplier matrix, which encompasses most sign-identified VAR models in the literature. For example, it cannot be applied to the oil market models of Kilian and Murphy (2012) and Kilian and Murphy (2014) , which rely exclusively on restrictions on the structural impact multiplier matrix. An additional challenge for BH's approach are the cross-equation restrictions on the structural impulse responses embodied in the latter model.
Thus, while I am glad to see that BH were able to establish the robustness of the conclusions in both Kilian (2009) and in Kilian and Murphy (2012) based on their methodology, what is strikingly absent from their paper is an application of their methodology to the state-ofthe-art oil market model of Kilian and Murphy (2014) . Instead, BH take issue with the analysis in Kilian and Murphy (2014) . 5
BH's Critique of the Kilian and Murphy (2014) Model
A central message of BH is that the original estimates of the Kilian and Murphy (2014) model are not robust to simulation error, that the Kilian and Murphy (2014) model is misspecified, and that the elasticity bounds employed by Kilian and Murphy are incorrect. It is useful to examine the first two points before discussing the broader claims made by BH about the oil market literature and the role of oil supply elasticities.
The Impulse Response Estimates in Kilian and Murphy (2014) Can Be Replicated
BH report impulse responses constructed using the original data and code of Kilian and Murphy (2014) , as posted in the Journal of Applied Econometrics data and code archive, for two different random seeds. Whereas the impulse response estimates based on the original seed match exactly those reported in Kilian and Murphy (2014) , those based on the alternative seed in some cases differ in magnitude from the response estimate focused on by Kilian and Murphy, although the responses have the same sign. BH leave the reader with the impression that the empirical results in Kilian and Murphy (2014) are not robust and cannot be replicated with a different seed. 6 BH's claim is astonishing, given how many other studies have confirmed the substantive findings of Kilian and Murphy (2014) using a variety of different econometric methods, different data sets, different sample periods and even extensions of the original model (e.g., Kilian and Lee 2014; Kilian 2014a, 2016b; Kilian 2017; Herrera and Rangaraju 2019; Zhou 2019; Känzig 2019; Cross 2019; Kilian and Zhou 2019b,c) .
One reason why BH have difficulties reproducing the original impulse response estimates is that they do not implement the full estimation procedure employed by Kilian and Murphy (2014) . In particular, they fail to impose the additional narrative sign restrictions on the historical decomposition of the real price of oil that Kilian and Murphy used to ensure the external validity of their preferred model estimate. In contrast, Zhou (2019), using the same data, but imposing these narrative sign restrictions, was able to replicate the impulse responses and historical decompositions in Kilian and Murphy (2019) without difficulty. Zhou also showed that Kilian and Murphy's key result about the relative importance of oil supply and oil demand shocks as drivers of the real price of oil is invariant to which admissible model solution one focuses on.
Moreover, closer inspection reveals that BH's alternative estimate appears to be roughly within the range of the conventional posterior quantile error band reported in Figure 1 of Kilian and Murphy (2014) . Because this error band is based on the code also used by BH that does not incorporate the additional narrative sign restrictions, it may be used to assess the variability of their impulse response estimator subject to the caveats about the construction of error bands discussed earlier. Figure 1 suggests that the magnitude of the alternative response estimates encountered by BH is within the range of what we would expect in the absence of narrative sign restrictions. Thus, BH's alternative estimate in no way invalidates the analysis in Kilian and Murphy (2014) .
Kilian and Murphy (2014) Employed Narrative Sign Restrictions
BH's response is to deny that Kilian and Murphy (2014) employed narrative sign restrictions on the historical decomposition to select the most credible model among the set of models that satisfy the sign restrictions on the impulse responses. BH insist that they did not find the expression "narrative sign restriction" in the paper or in the replication code provided by the authors and suggest that Kilian and Murphy must have changed their mind about their procedure without telling anyone. BH further claim that nothing resembling narrative sign restrictions was implemented anywhere in Kilian and Murphy (2014) . These claims are misleading.
Of course, the original paper did not use the term "narrative sign restrictions", which did not exist at the time, but it discussed how the draws for the admissible models were "externally validated" by verifying that the model estimates match external evidence about what has been driving the real price of oil during selected episodes. This point was discussed both in Kilian and Murphy (2014) and in the companion paper by Kilian and Lee (2014) . For example, Kilian and Lee (2014) , in reviewing the support for Kilian and Murphy's (2014) preferred model, note that: "… one can externally validate the fit of the model. There are several episodes for which we have extraneous evidence from industry specialists such as Terzian (1985) or Yergin (1992) that speculation took place in physical oil markets. A natural joint test of the structural model and of the inventory data is to compare its historical decomposition against this external evidence. The model passes this test. For example, it detects surges in speculative demand in 1979 following the Iranian Revolution, in 1990 around the time of the invasion of Kuwait, and in late 2002 in anticipation of the Iraq War, as well as large declines in speculative demand in 1986 after the collapse of OPEC and in late 1990 when the U.S. had moved enough troops to Saudi Arabia to forestall an invasion by Iraq (see Kilian, 2008[a] ," (p. 74) Similar statements can be found in Kilian and Murphy (2014, p. 460, 469) . Given that BH's candidate solution based on their alternative seed has not been externally validated, Kilian and Murphy (2014) would not have considered it a legitimate estimate.
BH are correct that the external validation procedure discussed in these papers was not contained in the code we provided. Since the number of models satisfying the sign restrictions in Kilian and Murphy (2014) is small, this procedure was originally implemented manually by inspecting the historical decompositions for the real price of oil. This approach is obviously infeasible when considering a much larger number of model draws, but Zhou (2019) shows how one can incorporate this external validation procedure into the code. Zhou demonstrates that the original findings in Kilian and Murphy (2014) can be replicated, whether on the original data or on extended data. Zhou (2019) describes how to operationalize this procedure:
"Motivated by the reasoning in Kilian and Murphy (2014, p. 460, 469) and Kilian and Lee (2014, p. 74) , I postulate (1) that storage demand shocks cumulatively raised the log real price of oil by at least 0.2 (or approximately 20%) between May and December 1979, consistent with anecdotal evidence of a dramatic surge in inventory building in the oil market during that time, (2) that storage demand cumulatively lowered the log real price of oil by at least 0.15 between December 1985 and December 1986, after OPEC collapsed, and (3) that storage demand shocks raised the log real price of oil by at least cumulatively between June 1990 and October 1990, reflecting market expectations that Iraq would invade its neighbors. Flow supply shocks are assumed to have raised the log real price of oil cumulatively by at least 0.1 between July and October of 1990, reflecting the invasion of Kuwait and the cessation of Iraqi and Kuwaiti oil production in early August. Finally, the cumulative effect of flow demand shocks on the log real price of oil between June and October of 1990 is bounded by 0.1, given that the oil price spike of 1990 was not associated with the global business cycle." Zhou (2019) also clearly explains how to impose these inequality restrictions, stressing that the external validation procedure in Kilian and Murphy (2014) was an early example of narrative sign restrictions, as recently proposed by Antolin-Diaz and Rubio-Ramirez (2018). Antolin-Diaz and Rubio-Ramirez also explicitly note that "narrative information in the context of the oil market was used by Kilian and Murphy (2014) to confirm the validity of their proposed identification" (p. 2803) and that Kilian and Murphy (2014) "impose[d] sign restrictions on the historical decompositions" (p. 2807). The same point is discussed in Kilian and Lütkepohl (2017, section 13.6.5). While the external validation procedure was perhaps not as clearly explained in the original paper as it should have been, owing in part to space constraints imposed by the journal, BH can hardly claim to have had no knowledge of the link between external validation and narrative sign restrictions. 7 The facts are that the impulse response estimates in Kilian and Murphy (2014) can be replicated and that Kilian and Murphy (2014) used narrative sign restrictions.
The Oil Supply Elasticity Debate
The magnitude of the oil supply elasticity is a key determinant of the relative importance of oil supply and oil demand shocks for the real price of oil (e.g., Kilian and Murphy 2012) . KZ appeal to economic theory and microeconomic evidence to bound the value of this elasticity. BH assert that KZ misrepresented the empirical evidence on microeconomic estimates of the oil supply elasticity. They argue that the magnitude of oil supply elasticity estimates in the literature and the uncertainty surrounding these estimates justifies their choice of a diffuse oil supply elasticity prior allowing for elasticity values in the range [0, ].
 It is useful to review the evidence on the value of the one-month oil supply elasticity with special attention to the limitations of the studies by Bjørnland, Nordvik and Rohrer (2019) and Caldara, Cavallo and Iacoviello (2019) that BH base their arguments on. As the baseline, I start by reviewing the microeconomic evidence provided by Newell and Prest (2019) .
The Evidence in Newell and Prest (2019)
Microeconomic estimates of the oil supply elasticity are informative for the identification of oil market models because they constitute extraneous evidence. BH suggest that KZ do not understand the need to account for the uncertainty in microeconomic estimates of the one-month price elasticity of oil supply and incorrectly treat point estimates as upper bounds. They clearly misunderstood our reasoning. It is useful to illustrate this point based on the U.S. oil supply elasticity estimates reported in Newell and Prest (2019) .
Whereas earlier studies focused on U.S. oil producer data from selected regions such as Texas or North Dakota, Newell and Prest (2019) include data from all major oil producing regions in the United States, making it the most comprehensive study to date. Newell and
Prests's preferred estimate of the one-quarter oil supply elasticity for conventional crude is 0.017 (with a standard error of 0.006). Their estimate is close to the benchmark provided by the theoretical analysis in Anderson, Kellogg and Salant (2018) who showed within an equilibrium model that the short-run oil supply elasticity is zero if adjusting oil production is costly, as tends to be the case in practice. It is important to keep in mind that the quarterly oil supply elasticity estimate in Newell and Prest (2019) is an upper bound on the one-month price elasticity of oil supply that we are ultimately interested in. The upper bound of 0.04 considered in Zhou (2019) and other recent studies for the one-month supply elasticity is four standard errors above this quarterly point estimate. BH's posterior estimate of 0.15 is an astronomical 22 standard errors above this point estimate.
One might think that this conclusion would be changed when incorporating the onemonth supply elasticity of shale oil producers. A common view is that the latter elasticity is at least as large as that for conventional crude oil. There are two points that must be kept in mind, however. One point is that shale oil did not exist for much of the estimation period considered in oil market studies. Shale oil production took off only in late 2008 and from a very low level.
Thus, supply elasticity estimates for conventional crude are much more relevant for oil market modeling than elasticity estimates for shale oil. The other point is that shale oil accounted only for a small share of world oil production even in the years after 2008, so we need to consider appropriately weighted averages in inferring the implied global oil supply elasticity. Newell and Prest (2019) report an estimate of -0.022 (with a standard error of 0.013) for U.S. shale oil producers. This estimate is close to zero and not statistically significant. This result does not contradict the widely held view that shale oil producers are nimbler in responding to market conditions than conventional producers. It simply means that this response takes more than one month even for shale oil producers. If we take the U.S. estimates as representative for oil producers in the world, given a share of 8% for shale oil production in global oil production at the end of the estimation sample, this implies a global one-month oil supply elasticity of under 0.016. 8 We do not know the covariance of the elasticity estimates for conventional oil and for shale oil, but it seems unlikely that the upper bound of a confidence interval for this quarterly global oil supply elasticity estimate would exceed the bound of 0.04 proposed by Zhou (2019) .
The global oil supply elasticity estimate of 0.016 implied by the results in Newell and
Prest (2019) is difficult to reconcile with the posterior median estimate of 0.15 for the one-month oil supply elasticity reported in BH. One would be hard pressed to ascribe the difference to estimation uncertainty in the micro estimates. Moreover, BH's supply elasticity priors (both the baseline prior and the alternative prior they discuss) allow for oil supply elasticity values approaching infinity. Such priors are not credible economically, if we take the micro evidence seriously.
BH do not mention the evidence in Newell and Prest (2019) for all U.S. oil producers.
They instead reference a study by Bjørnland et al. (2019) . 11 If we take these estimates as representative for the world, again assuming a share of 8% for shale oil production in world production, the implied global elasticity would be 0.018, which is far below the bound of 0.04 in Zhou (2019) and is also below the bound of 0.0258 proposed by Kilian and Murphy (2012) . 12 If instead we treat the shale oil supply elasticity as effectively zero, we arrive at a global supply elasticity of 0.028, which is still below the bound of 0.04 in Zhou (2019) Given that the spread is clearly stationary and hence these prices must be cointegrated, it is unclear why the authors include the first difference of this spread in their regression. This specification choice has important consequences. Note that Bjørnland et al.'s regression,
where it q denotes the log of oil production, t p is the log of the spot price of oil, and 3 t f is the log of the 3-month oil futures price, may be equivalently rewritten as In fact, there is no compelling reason for including oil futures prices in regression (2) error confidence band based on this estimate would just barely include the posterior median estimate of the oil supply elasticity reported by BH, although it would not justify allowing much larger elasticity values in their elasticity priors. It is therefore useful to examine this approach in more detail.
Consider a regression of global oil production on the real price of oil. The problem with instrumenting for the real price of oil using exogenous global oil supply disruptions is that the oil supply elasticity depends on the slope of the oil supply curve, which is revealed when the demand curve exogenously shifts along the supply curve. In contrast, when using exogenous global oil supply disruptions as an instrument, these regressions actually measure the demand elasticity. Thus, the choice of the instrument matters a great deal.
It may seem that at the level of individual oil producers it would not make a difference whether the oil price increases due to an oil supply disruption or due to increased demand for oil, but in general it does. For example, Saudi authorities made it clear in the 2000s that they would not respond to oil price increases driven by what they perceived to be shifts in speculative demand for oil, although they have always been willing to respond to exogenous oil supply disruptions driven by geopolitical events. Thus, it is essential to instrument for changes in the price of oil in estimating the oil supply elasticity. excluding Saudi Arabia, and non-OPEC countries that allow for group-specific elasticities.
To understand Caldara et al.'s approach consider the example of an exogenous oil supply disruption in Norway. As the Norwegian oil is removed from the market, other oil producers will experience an exogenous increase in the demand for their oil. Thus, this oil supply disruption may be viewed as a demand shifter for oil producers other than Norway at the country level. This argument, however, is clearly not correct for Saudi Arabia's response to geopolitical oil supply disruptions in other OPEC countries. Since Saudi Arabia aims to offset such disruptions, both its oil supply curve and its oil demand curve will shift in response to such an event, which violates the exclusion restriction required for IV estimation. Since many of Caldara et al. 's exogenous oil supply disruptions take place in OPEC countries, their IV analysis is questionable. This example suggests that the approach taken by Caldara et al. will overestimate the Saudi supply elasticity.
The same concern applies more generally to other OPEC producers with spare capacity such as Given that Saudi Arabia did not respond to any exogenous geopolitical events during this half
year, the Saudi production response can be used to cleanly identify the oil supply elasticity.
Given the cumulative decline in Saudi oil production of 0.6%, the implied semi-annual Saudi oil supply elasticity is -0.6/-44 = 0.014, which is much lower than Caldara et al.'s statistically insignificant one-month oil supply elasticity estimate of 0.212 for Saudi Arabia. The corresponding semi-annual oil supply elasticity estimate for OPEC is also zero for all practical purposes.
The use of oil supply shock instruments is not only a problem when interpreting the Saudi elasticity estimate and the elasticity estimate for OPEC excluding Saudi Arabia. It is also a problem for the elasticity of all oil producers that are not affected by a given supply disruption, because that set of oil producers includes many OPEC oil producers. As a result, the elasticity estimate favored by BH is systematically overstated. Not surprisingly, the elasticity of non- 
The Oil Supply Elasticity Bound of Kilian and Murphy (2012)
Recently, there has been much confusion about the derivation of the original oil supply elasticity bound of 0.0258 in Kilian and Murphy (2012) . Our discussion of Caldara et al.'s (2019) IV approach helps understand the rationale for this bound. Kilian and Murphy's approach relied on the fact that the oil supply disruption of August 1990 represented a shift in the demand for oil producers outside of Iraq and Kuwait. These countries' oil-demand curve was further shifted by the sharp rise in storage demand, reflecting expectations that Iraq would invade Saudi Arabia next. Thus, the oil demand curve shifted along the oil supply curve of oil producers not directly affected by the outbreak of the Persian Gulf War. It may seem that therefore the ratio of the percent change in oil production outside Iraq and Kuwait ( ) q  over the percent change in the real price of oil ( ) p  in August 1990 would be an estimate of the one-month price elasticity of oil supply. This is not the case because. at the same time, the Saudi supply curve shifted to the right along the demand curve, when Saudi Arabia, as the supplier of last resort, responded directly to the OPEC oil supply disruption by expanding its own oil production, along with other oil producers. This created an additional increase in q  and a decline in , p  causing the ratio / q p   to be larger than would be the case in response to the demand shift only. Thus, the ratio / q p    0.0258 reported by Kilian and Murphy (2012) and used in many subsequent studies represents an upper bound on the one-month price elasticity of oil supply rather than an estimate of this elasticity. Kilian and Murphy (2012) further stressed that the existence of ample spare capacity in global oil production at the time as well as rare unanimity among oil producers in August1990 about the need to offset the shortfall caused by the war made this supply shift larger than would typically be the case. As we already showed, the implied bound is indeed larger than direct estimates of the one-month price elasticity of oil supply. Caldara et al. (2019) argue that this bound is misleading. This is not a disagreement about the facts, but about their interpretation. The UAE had produced more oil than allowed by OPEC quotas since late 1989 causing increasing pressure by other OPEC numbers to reign in the UAE oil production. Caldara at al. suggest that the decline in UAE oil production in August 1990, after the UAE finally succumbed to OPEC pressure to lower its oil production in July 1990, must be attributed to a speech by Saddam Hussein on July 17, 1990, threatening some unspecified retribution if the UAE did not reduce its oil production. Caldara at al. thus call for the exclusion of the UAE from the set of countries not directly affected by the war that started on August 2, 1990, which would raise the bound on the one-month oil supply elasticity from 0.0258 to 0.045.
However, Caldara et al.'s argument is not persuasive for two reasons First, by Caldara et al.'s own account, the UAE already agreed to lower its oil production at the OPEC meeting in Jeddah on July 11 several days before Saddam Hussein's speech. Second, at no point was there an immediate military threat to the UAE, which has no direct border with Iraq. Iraq lacked the ability to effectively project military force across the Persian Gulf to the UAE by air or sea, given the presence of U.S. and other opposing forces in the region. In any case, none of the substantive conclusions in Murphy (2012, 2014) change when relaxing the upper bound to 0.045, as has been demonstrated in a number of studies.
The role of elasticity priors in oil market modeling
BH also suggest that KZ mischaracterized the role of the elasticity priors in oil market modeling and their relationship with the impact of oil supply shocks. I will address each of their points in turn.
How to Correctly Define the Price Elasticity of Oil Demand
BH continue to suggest that the oil market models of Kilian (2009) and Kilian and Murphy (2012) imply highly implausible one-month price elasticities of oil demand as large as -2 compared to the estimate of -0.35 based on their own oil market model. In response to this point, KZ pointed out that the definition of the price elasticity of oil demand that BH apply to the models of Kilian (2009) and Kilian and Murphy (2012) is incorrect because it ignores the existence of changes in oil inventories. KZ also stressed that it is not possible to recover the properly defined elasticity of oil demand from these models. Computing this elasticity requires the extended model of Kilian and Murphy (2014) . The estimate of the price elasticity of oil demand in the latter model is -0.25 and perfectly reasonable, despite having imposed a supply elasticity bound of 0.0258. BH own demand elasticity estimate of -0.35 is actually larger in magnitude than Kilian and Murphy's.
Previously, BH suggested that how one defines the price elasticity of oil demand is simply a matter of taste. BH now have changed their position and make the case that the measure of the oil demand elasticity in their own oil market model actually (at least approximately) corresponds to the proper elasticity definition originally introduced by Kilian and Murphy (2014) . This, of course, raises the question of why BH even in their latest paper continue to compare their demand elasticity estimate to the incorrectly defined oil demand elasticity based on the models of Kilian (2009) and Kilian and Murphy (2012) . Clearly, that approach is deceptive. Moreover, it should be noted that the approximation appealed to by BH is poor. It is well known from the evidence in Kilian and Murphy (2014) and Herrera and Rangaraju (2019) that, in models for which both elasticities can be computed, the incorrectly computed impact price elasticity of oil demand is substantially higher in magnitude than the correctly computed oil demand elasticity, so BH's claim that the distinction does not matter in practice is at odds with the evidence.
Can the Properly Defined Oil Demand Elasticity Be Derived from the Models of

Kilian (2009) and Kilian and Murphy (2012)?
As pointed out in KZ, the properly defined price elasticity of demand that allows for storage cannot be recovered from oil market models such as Kilian (2009) or Kilian and Murphy (2012) that -unlike the Kilian and Murphy (2014) model -do not include oil inventories. BH dispute this fact, but their counterargument is logically flawed. They make the case that in their own oil market model the coefficient measuring the price elasticity of demand captures the proper demand elasticity, even after dropping oil inventories from their model. Without getting into the details of this result, BH's argument is missing the point. It does not disprove or otherwise address the statement in KZ, which did not relate to the BH oil market model, but to the Kilian (2009) and Kilian and Murphy (2012) oil market models. Thus, the assertion that the latter oil market models imply implausibly large demand elasticities, which has been interpreted by some applied researchers as an indication that these models are misspecified, is without basis.
More generally, this discussion shows that BH's assertion that low oil supply elasticities necessarily map into implausibly large oil demand elasticities, which later was accepted as the premise for the work of Caldara et al. (2019) , is not supported by the facts. This point is far from an esoteric detail. For example, it calls into question Caldara et al.'s (2019) conclusion that setting the oil supply elasticity to 0.1 in oil market models implies that oil supply and oil demand shocks are equally important drivers of oil price fluctuations. This point was already shown to be incorrect in Kilian and Murphy (2012) . Correcting such misperceptions is important for the direction of future work on oil markets.
Why the Elasticity Definition in Kilian and Murphy's (2014) Model Makes Sense
The perhaps most interesting contribution of BH is a clarification of the differences in the definition of the elasticity concept used by BH in their own oil market model and the definition used by Kilian and Murphy (2014) and many other recent oil market studies. My discussion of this point focuses on the one-month price elasticity of oil supply. BH define the oil supply elasticity as the impact response of oil production to an increase in the real price of oil triggered by an exogenous demand shift, holding constant not only the remaining structural shocks, but also all other variables in the model such as global real economic activity and oil inventories.
This parameter is uniquely measured in their model.
In contrast, Kilian and Murphy (2014) define the one month price elasticity of oil supply as the impact response of oil production to the increase in the real price of oil triggered by an exogenous demand shift, allowing global real activity and oil inventories to respond contemporaneously to the exogenous demand shift. This elasticity measure corresponds to the ratio of the impact responses of global oil production and of the real price of oil to a given exogenous demand shock, while all other structural shocks remain zero. 15 This is a natural generalization of the supply elasticity concept in the textbook two-variable model, which requires that there be no other exogenous variation but the shift in demand.
The key difference is that BH's elasticity definition is a theoretical construct that one is not likely to observe in the data since both global real activity and oil inventories will in general move on impact in response to a demand shock. For example, the elasticity bound derived by Kilian and Murphy (2012) -or for that matter the alternative bound discussed by Caldara et al.
(2019) -does not hold constant the remaining model variables. The same is true for the microeconomic estimates of the oil supply elasticity discussed in section 4 and for the IV estimates in Caldara et al. (2019) . Thus, it makes sense to choose an elasticity definition that corresponds to empirical elasticity estimates in the literature, which is what Kilian and Murphy (2014) , along with many other researchers, have done. This approach is internally consistent.
In contrast, BH are in no position to appeal to any of the microeconomic elasticity estimates (or elasticity bounds) discussed in section 4 in motivating their prior specification because these estimates are inconsistent with their elasticity definition. Of course, the analysis in Herrera and Rangaraju (2019) suggests that this difference in the definition of the impact oil supply elasticity makes little difference for the model estimates in practice.
How Informative are BH's Oil Supply Elasticity Priors?
BH claim to be unaware of the link between the value of the oil supply elasticity and the importance of oil supply shocks for the real price of oil. This claim is surprising since BH seem to be well aware of the studies of Kilian and Murphy (2012) , Herrera and Rangaraju (2019) and Zhou (2019) which studied the impact of bounds on the oil supply elasticity on the impulse responses. In defense of their decision to abandon all oil supply elasticity bounds, BH insist that a diffuse prior on the value of the oil supply elasticity is agnostic and hence will help recover the unknown elasticity value from the data. The problem is that seemingly agnostic priors on the oil supply elasticity can be highly influential when working with sign-identified oil market models, as shown by Kilian and Murphy (2012) in the context of global oil market models.
BH stress that they are not imposing any restrictions on the oil supply elasticity. They even go to the trouble of proving this result. KZ agree on this point. KZ's concern instead is that BH should have restricted that elasticity in line with extraneous information about oil supply elasticities from the microeconomic literature and with insights from economic theory. This remains true even after accounting for estimation uncertainty in the microeconomic estimates. In other words, KZ object to BH not imposing the relevant identifying restrictions on the oil supply elasticity.
BH suggest that KZ "say very little" about the fact that BH also reported results for an alternative oil supply elasticity prior that assigns 80% probability to the elasticity being bounded between 0 and 0.0258 and 20% probability to the elasticity being unbounded on the positive side.
Their reply shows that BH fail to appreciate KZ's point that both their baseline prior and this alternative prior share the same problem that they leave the value of the oil supply elasticity unrestricted from above. The support of both of these priors extends from zero to infinity. By construction, any prior that allows for values of the oil supply elasticity that are implausibly large, given the microeconomic evidence, is inappropriate. Kilian and Murphy (2012) already showed that oil supply shocks have potentially very large effects on the real price of oil, when allowing for unbounded oil supply elasticity values. BH merely illustrate this well-known finding.
Thus, the disagreement between BH and other researchers is not about whether we need to model uncertainty about identifying restrictions. Nor is it primarily about how to conduct Bayesian inference in structural VAR models or about the specification of the oil market model, although there are divergent views on this point as well. At its core, the difference in views between BH and KZ comes down to how plausible the oil supply elasticity values are that BH wish to allow for and that KZ insist should not be allowed for. The answer depends one's views about how to read the micro evidence on the one-month global oil supply elasticity. I have already elaborated in section 4 on why the evidence does not support BH's views on the economic plausibility of large one-month oil supply elasticity values.
The Merits of the Kilian Index of Global Real Economic Activity
BH selectively introduce ad hoc measurement error in the modeling of oil inventories, while ignoring measurement error in other model variables. KZ explained in detail why that approach is questionable. BH's retort is to criticize Kilian and Murphy (2014) for having discussed the reliability of the oil inventory data, but not of their global real activity data. Since Kilian and Murphy (2014) first introduced changes in oil inventories into global oil market models, it is not surprising that they devoted a section to discussing these data. In contrast, their measure of global real activity had been introduced in Kilian (2008b Kilian ( , 2009 and was well established by 2014, so there was no need to have a section on this index. 16 However, I am happy to address the main concerns about this index raised by BH in this section, because using an appropriate measure of the global business cycle is a pre-condition for identifying the role of demand and supply shocks in industrial commodity markets (see Kilian and Zhou 2018) . My discussion is based on the index as reported in Kilian (2019) .
Specifically, BH reiterate four claims recently made by Hamilton (2019) , namely that (1) the fact that the Kilian index reaches its lowest level in 2016 implies a deeper recession in 2016 than at any other time in history; (2) that the cyclical component of BH's measure of global industrial production has a higher correlation with world real GDP than the Kilian index; (3) that the Kilian index is not helpful in forecasting real commodity prices; and (4) that the linear trend specification underlying the construction of the Kilian index is rejected by statistical tests. I will briefly address each of these arguments:
(1) The fact that the level of the Kilian business cycle index in early 2016 briefly drops below the level in late 2008 for the reasons discussed in Kilian and Zhou (2018) does not imply a bigger recession in 2016 than in 2008. The NBER business cycle dating committee identifies the months when the economy reaches a peak of activity and later months when the economy reaches a trough. The time in between is a recession, defined as a period when economic activity is contracting. Thus, the depth of a recession is measured by the extent to which real activity declines from peak to trough, not by the lowest level of real activity during the recession. Using the NBER definition of a recession, the decline in 2016 is too short to be called a recession at all, and its magnitude is only about one third of the decline in late 2008.
In response to this point, Hamilton (2019) recently changed his argument, further muddying the waters. First, he misstates the starting date of the brief drop in the Kilian index in early 2016 as July 2015, implying that this episode lasted longer than it did and overstating the magnitude of the decline. Second, Hamilton now draws attention to the decline in the index from December 2013 to February 2016, ignoring that the sharp drop in early 2016 does not reflect cyclical variation, but represents an outlier that was quickly reversed. When excluding this outlier, there is indeed a sustained decline in the index in 2014 and 2015, consistent with a wide range of other indicators, as discussed in Kilian and Zhou (2018) , but this decline is only half as large as that in late 2008. Third, the NBER explicitly states that "recessions start at the peak of a business cycle and end at the trough". Hamilton suggests that it is difficult to apply the NBER definition to the Kilian business cycle index because peaks and troughs are open to interpretation. It is not clear why dating the business cycle is harder for this index compared to other indices.
Finally, Hamilton (2019) suggests that Kilian's (2009) philosophy of measuring the business cycle precludes defining recessions as done by the NBER. In support of this strange argument, he cites Kilian (2009) as stating that the index is proportionate to deviations of the level of real activity from trend. This statement was intended to draw attention to the fact that numerical values of the Kilian index have no inherent meaning, only its relative changes over time. The fact that Kilian (2009) measures the level of real activity relative to trend, however, in no ways precludes applying the NBER definition of a recession. In fact, the discussion of global booms and global recessions in Kilian (2009 Kilian ( , p. 1057 ) is fully consistent with the NBER definition. There is no support for Hamilton's insinuation that there is a disconnect between the analysis in Kilian (2009) and in Kilian (2019) .
(2) The Kilian index was designed for modeling the business cycle in industrial commodity markets. It is a proxy for changes in the volume of shipping of industrial raw materials. It is well known that changes in trade volumes need not line up with changes in real output. The Kilian index was, in fact, constructed as an alternative to world real GDP because world real GDP is not only poorly measured, but is an inappropriate measure of global real activity in industrial commodity markets. Thus, the validity of the Kilian index does not depend on being a good proxy for (or predictor of) world real GDP or, for that matter, BH's measure of global industrial production. 17 (3) Hamilton (2019) did not conduct any forecasting exercise at all, but only reported results for the in-sample fit of some ad hoc regressions. His analysis is woefully inadequate by the standards of the existing literature on forecasting real commodity prices, and his results are contradicted by other recent studies (e.g., Baumeister and Kilian 2014b; Garratt, Vahey and Zhang 2019) (4) The statistical tests used by Hamilton (2019) to reject the linear trend specification are invalid. Hamilton presents results of tests of the I(1) null and tests of the I(0) null. He reports being unable to reject the unit root null using the ADF test, but being able to reject the null of stationarity about a linear deterministic time trend using the KPSS test of Kwiatkowski et al. (1992) .
This type of confirmatory analysis was fashionable in the 1990s, but has been shown to be misleading. The intuition is simple. It is evident that the data underlying the Kilian index are highly persistent. The apparent existence of long cycles in these data is, in fact, what motivated the analysis in Kilian (2009) . For such data, the finite-sample power of tests of the unit root null based on autoregressions tends to be negligible. Thus, the fact that Hamilton cannot reject the unit root null is not surprising. Since the null distribution and the distribution under the alternative of this test overlap to a large extent, we cannot discriminate between these hypotheses based on the data. Because the null hypothesis is protected from rejection in classical hypothesis testing, we necessarily fail to reject the null in this case. This does not mean that the data support the null hypothesis, but that the data are not informative about the hypothesis of interest.
This raises the question of how the KPSS test can yield such decisive results simply by reversing the null of the test. After all, it is still true that the null distribution and the distribution under the alternative of this test largely overlap. Caner and Kilian (2001) trace the tendency of tests of the I(0) null to reject in such situations to the fact that asymptotic critical values for these tests have been constructed under the null of white noise. If these critical values are applied to stationary, but persistent time series, the KPSS test will suffer from potentially severe size distortions. Caner and Kilian demonstrate that rejection rates under the null as high as 70% are not uncommon in applied work, when using asymptotic critical values. Caner and Kilian (2001) show that addressing this problem requires the user to bootstrap the regression model under the null of the best fitting stationary, but persistent process (possibly with bias corrections as in Kilian (1999) ). The resulting bootstrap critical values are invariably higher, resulting in non-rejections of the null of trend stationarity, consistent with the evidence from tests of the unit root null. In fact, Caner and Kilian show by simulation that the power of the size-corrected bootstrap version of the KPSS test is even lower than the already low power of the standard augmented Dickey-Fuller test.
Subsequently, this problem was studied in depth from a theoretical point of view by Müller (2005) who used the device of a local-to-unity framework to represent situations in which conventional tests are uninformative. To quote from the abstract of Müller's paper:
"Tests of stationarity are routinely applied to highly autocorrelated time series. Following Kwiatkowski et al. (J. Econom. 54 (1992) 159), standard stationarity tests employ a rescaling by an estimator of the longrun variance of the (potentially) stationary series. This paper analytically investigates the size and power properties of such tests when the series are strongly autocorrelated in a local-to-unity asymptotic framework. It is shown that the behavior of the tests strongly depends on the long-run variance estimator employed, but is in general highly undesirable. Either the tests fail to control size even for strongly mean reverting series, or they are inconsistent against an integrated process and discriminate only poorly between stationary and integrated processes compared to optimal statistics."
In fact, Müller (2008) proves the impossibility of statistically discriminating between the I(0) and I(1) hypothesis, even with an infinite amount of data, so what Hamilton claims to have done is plainly impossible. In short, his claim that statistical tests show that the construction of the Kilian index is invalid is without basis.
How Does BH's Contribution Fit into the Literature?
When reading BH, it is not easy to keep track of what their value added is. For example, BH seem conflicted about the value added of their econometric approach. KZ characterized BH's approach as extending the structural VAR framework of Sims and Zha (1998) by specifying a prior distribution on all the structural parameters of the model. BH dispute this interpretation, asserting that their main contribution is not to generalize Sims and Zha (1998) , but to relax the frequentist approach to identification. Not only is the term "frequentist" not used in Baumeister and Hamilton (2019b) , but this reinterpretation of their own work seems confused. Identification in economic models derives from economic reasoning. It is not inherently frequentist or Bayesian. Kilian (2009) , for example, make the case for a specific recursive structure of the structural impact multiplier matrix based on economic arguments. These identifying restrictions remain the same whether the model is estimated and inference is conducted using frequentist or Bayesian methods. Likewise, inequality restrictions on impulse response are not inherently frequentist. In fact, most applications of such VAR models are Bayesian. What BH actually do is to propose a specific approach to parameterizing uncertainty about identifying restrictions within a Bayesian framework.
Nor are BH precise about what their substantive value added is. For example, they give the misleading impression of being the first researchers to have considered the possibility that the impact price elasticity of oil supply may be larger than the bound of 0.0258 proposed by Kilian and Murphy (2012) . Actually, Kilian and Murphy (2012, section 3.4) explored elasticity values of 0.05, 0.08 and much higher. Kilian and Murphy showed that their results are quite robust to imposing larger elasticity bounds than supported by their evidence. More recent studies have confirmed this point for the model of Kilian and Murphy (2014) Likewise, BH's rhetorical question of whether we really know nothing about the impact price elasticity of oil demand falsely implies that previous studies failed to impose any further identifying information about this elasticity. It ignores that bounds on the impact price elasticity of oil demand have been standard in the literature, ever since Kilian and Murphy (2014) proposed bounding this elasticity by zero from above and by extraneous microeconomic estimates of the long-run elasticity from below (e.g., Kilian and Lee 2014; Kilian 2017; Kilian and Zhou 2019b,c; Zhou 2019; Herrera and Rangaraju 2019; Cross 2019). 18 In earlier versions of their work, BH asserted that Kilian (2009) and Murphy (2012, 2014) failed to impose all relevant identifying assumptions about the oil demand and oil supply elasticities. However, they could never explain what this additional identifying information is and how they would have used that information to come up with a prior for the elasticities. In response to Kilian and Lütkepohl (2017) making this point, BH subsequently dropped this argument completely and proposed a diffuse oil supply elasticity prior instead, arguing that there is no harm in using diffuse elasticity priors for identification.
Based on this prior, BH concluded that oil supply shocks are a much more important determinant of the real price of oil than earlier studies such as Murphy (2012, 2014) suggested. In fact, their baseline prior for the oil supply elasticity can be shown to resemble the posterior of this elasticity obtained from the Kilian and Murphy (2012) model, when imposing no identifying bounds at all on the oil supply elasticity. Kilian and Murphy (2012) already demonstrated that this approach results in economically implausible models being considered admissible, invalidating summary statistics computed from the posterior, so BH's results are not surprising. BH's alternative prior is equally unbounded from above and generates identical estimates and conclusions. As shown by Herrera and Rangaraju (2019) , when imposing any reasonably tight oil supply elasticity bound, these results are greatly diminished, and the effect of oil supply shocks on the real price of oil in BH's model are not larger than in other oil market models.
Thus, the debate launched by BH is not about relaxing the assumption of a one-month oil supply elasticity of zero made in Kilian (2009) . Nor is it about whether we should allow for uncertainty in the elasticity value. That was already done by Murphy (2012, 2014) .
Rather, at its core, the debate is about whether one-month oil supply elasticity values of 0.15, of 0.9, or of ,  for example, all of which BH consider a priori plausible, can be defended from an economic point of view. It goes without saying that allowing for an infinite elasticity in the prior specification makes no economic sense. Even if this oil supply elasticity is only 0.15 (0.3), however, this implies that a 10% unexpected price increase caused by higher demand is associated with an increase of 1.5% (3%) in global oil production within one month. Even without considering the microeconomic evidence, such increases seem unrealistically large. Oil producers may be able to announce plans to increase production, but materially changing actual production on such short notice is difficult. This is a question where knowledge of the oil industry can help immensely in understanding what is feasible and what is not. As discussed in Newell and Prest (2019, p. 16) , : "once a well has been drilled, its flow rate is determined primarily by geology and is therefore largely beyond the operator's control." (p. 16). The microeconomic estimates I presented in section 4 and the theoretical results in Anderson et al. (2018) are consistent with this view. BH do not present credible new evidence in support of higher elasticities.
Conclusion
After controlling for the prior, there is no evidence that BH's alternative methodology generates substantively different results from the mainstream Bayesian methods of evaluating signidentified structural VAR models discussed in Rubio Ramirez, Waggoner and Zha (2010) , Kilian (2013, 2019) , and Arias et al. (2018) , among others. Instead, the differences in results from earlier studies are driven by BH's data and modeling choices and, most importantly, by their prior specification for the one-month oil supply elasticity. I explained why that prior specification (and why BH's posterior estimate of that elasticity) is at odds with extraneous evidence. When using economically plausible priors, BH's approach generates similar results to those based on the model proposed by Kilian and Murphy (2014) , as has been demonstrated by Herrera and Rangaraju (2019) . Thus, what this debate has shown is that there is no credible evidence that oil supply shocks are more important than suggested by earlier oil market studies.
Rather the conclusions of Kilian and Murphy (2014) are reaffirmed. Explicitly modeling the uncertainty, as proposed by BH, appears to make no difference compared with the conventional Bayesian and frequentist modeling approaches used in the existing literature.
This is not to say that the literature on modeling oil markets can only be advanced within the framework of Kilian (2009) or Murphy (2012, 2014) . There continues to be much interest in exploring new identification schemes, new econometric approaches and new identifying information for oil market models (e.g., Stürmer 2018; Antolin-Diaz and Rubio-Ramirez 2018; Känzig 2019; Lanne and Luoto 2019; Bruns and Piffer 2019) . It is healthy for a literature to continuously question its foundations. Some of these new ideas will stand the test of time and some will not, but the profession advances in the process. There has also been recent work to extend the scope of global oil market models in new directions by incorporating exchange rates, interest rates and changes in strategic petroleum reserves (e.g., Kilian and Zhou 2019b,c) . Another important challenge, going forward, is how to adopt oil market models to the rapidly growing importance of shale oil in the global market place. KZ made the case that the growth of U.S. shale oil production for the time being has not invalidated the current class of VAR oil market models, but this question has to be evaluated on a continuous basis.
At the same time, there is an ongoing effort to develop better global data for modeling oil markets. For example, Delle Chiaie, Ferrara and Giannone (2016), Ravazzolo and Vespignani (2019) , and Alquist, Bhattarai and Coibion (2019) have proposed new and innovative measures of global real economic activity that complement existing approaches (see Kilian and Zhou 2018) . There is even the prospect that new, more reliable measures of changes in oil inventories based on satellite data may help refine the conclusions from oil market models. Big data may also revolutionize the way we think about modeling oil shipping markets (e.g., Regli and Nokimos 2019) . It would be surprising if these efforts did not improve our understanding of oil markets and their relationship with the economy over time.
