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Abstract. We present inboard (HFS) and outboard (LFS) radial electric field (Er)
and impurity temperature (Tz) measurements in the I-mode and H-mode pedestal of
Alcator C-Mod. These measurements reveal strong Er wells at the HFS and the LFS
midplane in both regimes and clear pedestals in Tz, which are of similar shape and
height for the HFS and LFS. While the H-mode Er well has a radially symmetric
structure, the Er well in I-mode is asymmetric, with a stronger ExB shear layer at the
outer edge of the Er well, near the separatrix. Comparison of HFS and LFS profiles
indicates that impurity temperature and plasma potential are not simultaneously
flux functions. Uncertainties in radial alignment after mapping HFS measurements
along flux surfaces to the LFS do not, however, allow direct determination as to
which quantity varies poloidally and to what extent. Radially aligning HFS and LFS
measurements based on the Tz profiles would result in substantial inboard-outboard
variations of plasma potential and electron density. Aligning HFS and LFS Er wells
instead also approximately aligns the impurity poloidal flow profiles, while resulting
in a LFS impurity temperature exceeding the HFS values in the region of steepest
gradients by up to 70%. Considerations based on a simplified form of total parallel
momentum balance and estimates of parallel and perpendicular heat transport time
scales seem to favor an approximate alignment of the Er wells and a substantial poloidal
asymmetry in impurity temperature.
21. Introduction
The physics processes in the edge region of magnetically confined fusion plasmas are
of primary importance, determining the level of particle and heat transport into the
unconfined, open field line region and serving as boundary condition for the core plasma.
At the transition from low-confinement (L-mode) to high-confinement (H-mode) [1]
regimes, an edge transport barrier (ETB) forms. The ETB is located just inside the
last closed flux surface and its width corresponds to a few percent of the plasma radius
[2, 3]. Turbulence is strongly suppressed in the ETB and temperature and density
develop strong gradients, referred to as a pedestal. Due to profile stiffness, pedestal
formation results in a strong increase of total stored energy in the plasma, leading to a
substantial boost of energy confinement and fusion performance [4]. Besides standard
H-modes that are usually subject to intermittent bursts called edge-localized modes
(ELMs) of concern for future fusion reactors [5], there has been a relatively recent focus
on ETBs without ELMs, such as in I-mode [6], EDA H-mode [7], and QH-mode[8].
It is now widely accepted that turbulence suppression and reduction of heat transport
in ETBs is caused by a strongly sheared radial electric field Er and the associated
sheared ExB flow [9, 10]. Despite substantial progress, a first principles understanding
of ETBs has not yet been obtained. Numerical and analytical studies are complicated
by the short radial scale lengths in the pedestal [11, 12] and experimental measurements
are challenging and usually limited to a single poloidal location, such that information
about variations of plasma parameters on a flux surface is often missing. As poloidal
asymmetries are expected to scale with the ratio of poloidal Larmor radius and radial
scale length [13], they could be important in the pedestal region. Recent neoclassical
calculations have indeed revealed strong poloidal asymmetries associated with steep
pedestal gradients [12, 14].
In this paper, we present new experimental insights on the poloidal structure of the
pedestal. In particular, our measurements indicate that in the pedestal, plasma potential
and temperature are not necessarily constant on a flux surface. The measurements,
performed on the Alcator C-Mod tokamak[15, 16, 17], are enabled using a recently
developed gas-puff charge exchange recombination spectroscopy technique (GP-CXRS)
[18], allowing for measurements at both the inboard or high-field side (HFS) and the
outboard or low-field side (LFS) midplane. This technique has previously allowed
insights about poloidal variations of toroidal flow and impurity density on Alcator C-
Mod[19, 20] and ASDEX-U [21, 22]. As shown here, GP-CXRS reveals clear Er wells
and impurity temperature pedestals at both measurement locations in I-mode and EDA
H-mode plasmas. When HFS measurements are mapped along magnetic flux surfaces
to the LFS, there is an uncertainty in the radial alignment of HFS and LFS profiles
due to uncertainties in the magnetic reconstruction. Aligning the profiles such that
the impurity temperature profiles align results in an outward shift of the HFS Er well
with respect to the LFS one by a substantial fraction of its width. On the other hand,
aligning the location of the Er wells results in LFS to HFS impurity temperature ratios
3up to ≈ 1.7.
In Sec. 2, we discuss the experimental setup and diagnostic technique. Radial electric
field measurements are presented in Sec. 3, followed by inboard-outboard comparisons
in Sec. 4. In the latter, we also discuss questions related with the measurement
technique and give further details in Appendix A. Sec. 5 describes simplified estimates
to determine which species are expected to have poloidally varying temperature, what
poloidal potential asymmetries imply for the electron density, and what insights we get
from total parallel force balance. Sec. 6 summarizes the results.
2. Experimental setup and diagnostics
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Figure 1. Left: Typical magnetic equilibrium of a lower single null discharge on C-
Mod. Arrows indicate the positive direction of HFS and LFS poloidal flows as well as
toroidal flow, magnetic field, and plasma current. Right: Some key parameters of the
discharges discussed in this paper.
The experiments are performed on the Alcator C-Mod tokamak at MIT, a compact,
all-metal walled device operating at magnetic fields, densities, neutral opacity, and
parallel heat fluxes similar to those expected in ITER. Here, we focus on measurements
in enhanced D-alpha (EDA) H-mode [7] and I-mode [23, 24, 6, 25, 26]. These are both
high-confinement regimes with an ETB that typically does not feature ELMs. Different
edge instabilities, the quasi-coherent mode in EDA H-mode[7] and the weakly coherent
mode in I-mode[6, 27, 28], are believed to regulate particle transport and avoid impurity
accumulation in these regimes. EDA H-modes are obtained at high collisionality, while
I-mode is a low collisionality regime, usually obtained with the ion ∇B drift away from
the active X-point. The decoupling between energy and particle transport in I-mode, as
well as other properties [6, 25, 29], make it a promising regime for future fusion reactors.
Some key scalar parameters of the EDA H-mode and I-mode discharge investigated here
4are given in Fig. 1. Both discharges are run in a lower single null configuration. The
I-mode discharge is performed in reversed field, with toroidal field and plasma current
in the counter-clockwise direction if viewed from above. Fig. 2 displays radial profiles
at the LFS midplane of the ion Larmor radius ρi and ρ
θ
i =
B
Bθ
ρi, the radial temperature
and electron density scale lengths LT = |Tz/(dTz/dr)| and Lne = |ne/(dne/dr)|, and
the collisionality [30] ν? = νˆiiqR/(
1.5vth,i) in these plasmas. Electron density ne is
measured at the top of the machine with the Thomson scattering diagnostic [31] and
mapped along magnetic flux surfaces to the LFS midplane. In Fig. 2, we also show the
radial profile of the impurity (B5+) temperature, Tz, revealing a clear pedestal. Here
and throughout this paper, the radial coordinate ρ = r/a0 is used. It is a flux surface
label, where r is the radial distance of a flux surface at the LFS midplane from the
magnetic axis and a0 is the value of r for the last closed flux surface (LCFS). Typically,
a0 ≈ 22 cm on C-Mod. Fig. 2 shows that for the H-mode case, the main ions are in the
plateau regime, 1 < ν? < −1.5 ≈ 6, and, from the center of the Tz pedestal at ρ ≈ 0.985
outwards (towards larger minor radii), in the Pfirsch-Schlu¨ter regime. In I-mode, main
ions are in the banana regime, ν? < 1, almost all the way to the LCFS. In agreement
with previous studies [3, 6], we find that in the pedestal region both LT and Lne can be
comparable to ρθi . These are conditions not covered by any current analytical treatment
of neoclassical theory (see e.g. [12]). We note that depending on the application, a more
accurate expression for ν? than the one above could be used [32, 33]. Replacing q by
L‖/(piR) for instance, with L‖ the distance along the magnetic field between LFS and
HFS midplane when going around the direction opposite to the X-point, would reduce
ν? near the separatrix, by a factor 0.65-0.75 for ρ=0.99-0.999.
The main diagnostic used in this work is GP-CXRS [18]. A localized source of
neutrals leads to charge exchange reactions with fully stripped impurities, with the
exchanged electron usually transitioning into an excited state of the impurity. Collecting
and analyzing the line radiation emitted after de-excitation of the impurity excited state
thus provides localized measurements of impurity temperature, flow, and density. In
contrast to traditional CXRS [34, 35, 36], which uses a high energy neutral beam as a
neutral source to locally induce charge exchange reactions, GP-CXRS uses a thermal
gas puff instead. Even though the density of neutrals injected by the gas puff decreases
strongly as a function of distance into the plasma, this technique allows for excellent
light levels across the entire pedestal region at Alcator C-Mod. Furthermore, gas puffs
can be installed all around the periphery of the tokamak, allowing for measurements at
different poloidal locations.
Since the 2012 experimental campaign on C-Mod, a complete GP-CXRS system with
poloidal and toroidal optics at both the HFS and LFS midplane is operational [18].
These systems provide the necessary measurements to deduce the radial electric field
from the radial impurity force balance:
Er =
1
nzZe
d(nzTz)
dr
− Vz,θBφ + Vz,φBθ. (1)
Here, nz represents the impurity density, in this case that of fully stripped boron (B
5+).
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Figure 2. Radial profiles at the LFS midplane of some key parameters of the H-mode
(a) and I-mode (b) discharge discussed in this work: main ion Larmor radius (total
and poloidal), radial temperature and electron density scale length, and (main ion)
collisionality. The latter is plotted on the right axis. For reference, the LFS boron
temperature profile Tz is also shown.
Z is the charge state (here Z = 5), Tz the temperature, Vz,θ and Vz,φ the poloidal and
toroidal velocity, Bθ and Bφ the poloidal and toroidal component of the magnetic field,
and e the unit charge. Regardless of the direction of the magnetic field or the plasma
current, toroidal components of magnetic field and velocity are defined as positive if they
point along the clockwise direction if viewed from a above. Poloidal field and velocity
components are defined positive when upwards at the LFS and downwards at the HFS.
This convention is illustrated in Fig. 1. HFS and LFS magnetic field components
representative of the pedestal region of the plasmas investigated here are listed in Fig.
1.
63. HFS and LFS profiles of Er and Tz
Fig. 3 (a) shows LFS GP-CXRS measurements for the EDA H-mode, with edge radial
profiles of parallel and perpendicular impurity temperature in the top panel and the ra-
dial electric field together with the contribution from the individual terms in Eq. (1) in
the bottom panel. A temperature pedestal with good agreement between perpendicular
and parallel temperatures is apparent. In the pedestal region, a clear Er well is present.
The main contribution in Eq. (1) to the structure of the Er well comes from the im-
purity poloidal velocity and diamagnetic term. This agrees with earlier measurements
from beam based CXRS on C-Mod [24], although GP-CXRS measurements seem to
give somewhat stronger contributions from the diamagnetic term. The toroidal velocity
is co-current and mainly contributes a constant offset. A local minimum in toroidal
velocity as reported from other tokamaks [37] is often observed but relatively weak in
the present case.
Fig. 3 (b) shows the equivalent measurements for the HFS. The same flux surface label
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Figure 3. (a): GP-CXRS measurements (B5+) at the LFS midplane in H-mode.
The top panel shows boron temperatures measured with poloidal and toroidal viewing
optics. The bottom panel shows the radial electric field obtained using Eq. (1). Er,dia,
Er,V pol, and Er,V tor show, respectively, the contributions from the individual terms on
the right of Eq. (1). (b): the same as in (a) for measurements at the HFS midplane.
ρ is used as the radial coordinate. An Er well is measured in the pedestal region, simi-
larly to the LFS. However, the different terms in Eq. (1) contribute in a different way.
As reported earlier [19], at the HFS, the toroidal velocity is co-current at the pedestal
top and strongly decreases towards the LCFS. Therefore, besides the poloidal velocity
term, the toroidal velocity term contributes also significantly to the shape of the Er
well. Another difference compared to the LFS is that the impurity diamagnetic term
contributes less to the Er well. The reason for this becomes clear when we write this
term as 1
Ze
dTz
dr
+ Tz
Zenz
dnz
dr
. The flux surface spacing is larger at the HFS than it is on the
LFS, by typically about 40%. Therefore, the magnitude of radial gradients of flux func-
7tions is smaller. Secondly, and this is more important here, the HFS impurity density
profile is shifted outwards compared to the temperature profile, while the opposite is
true on the LFS [20]. Therefore, for the HFS, the term proportional to the logarithmic
derivative of density gets multiplied with a smaller temperature value Tz than for the
LFS. Finally, we note that assuming that plasma potential is a flux function, we expect
that the Er well is deeper on the LFS than it is on the HFS: Er = −dΦdr = −
dΦ
dρ
· dρ
dr
,
and |dρ
dr
| ≈ 5 m−1 on the LFS and |dρ
dr
| ≈ 3.6 m−1 on the HFS. Within error bars,
measurements are marginally consistent with these values.
Fig. 4 shows LFS and HFS GP-CXRS measurements in I-mode. A clear Er well
is apparent, comparable in depth to the EDA H-mode case and only slightly wider
than the full width at half maximum of ≈ 4 mm in H-mode. Due to the excellent
light levels of GP-CXRS across the pedestal, the LFS Er profile shows details that
have not been observed previously on C-Mod. The poloidal velocity is mostly along the
electron diamagnetic drift direction. It shows only a weak dip around the mid-pedestal,
where a strong dip is observed in H-mode. At somewhat larger minor radii, however,
there is a strong shear in poloidal velocity and the velocity is oriented along the ion-
diamagnetic drift direction near the LCFS. While diamagnetic and toroidal velocity
terms also contribute to the structure of Er, this shear in poloidal velocity is responsible
for an asymmetric Er well in I-mode, with a stronger shear layer at the outer edge of
the Er well. This asymmetric structure is actually observed in all I-modes investigated
with GP-CXRS. HFS measurements in I-mode also reveal an Er well. It is determined
mainly by the poloidal and the toroidal velocity terms in Eq. (1). As in H-mode,
toroidal velocity is also co-current in I-mode [38] and strongly sheared near the LCFS
at the HFS.
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Figure 4. The equivalent to Fig. 3 for I-mode.
84. Poloidal variations of temperature and potential
In Figs. 3 and 4, we have shown HFS and LFS radial profiles of Tz and Er as a function
of the coordinate ρ. For the mapping of the discrete radial measurement locations of the
CXRS diagnostics to ρ-space, we have used magnetic equilibrium reconstruction from
normal EFIT [39]. Due to uncertainties in the reconstructed location of the LCFS of
≈ 5mm [40, 20], there is some freedom in the radial alignment of HFS and LFS profiles.
Throughout this paper, for LFS data, the location of the LCFS, ρ = 1, is adjusted
such that it approximately coincides with the temperature pedestal foot location. This
requires radial shifts of ∆ρ = 0.01 (H-mode) and ∆ρ = 0.03 (I-mode) with respect to
the position indicated by EFIT. We now discuss different approaches to align HFS data
with respect to LFS data.
For the study of poloidal variations of impurity density [20] and toroidal flow [19] on
C-Mod, impurity temperature was assumed to be a flux function and HFS and LFS
profiles have been aligned to best satisfy this assumption. This is the alignment adopted
in Figs. 5 (a) and 6 (a). The top panels in Figs. 5 (a) and 6 (a) show the radially aligned
HFS and LFS poloidal temperatures and the bottom panels show the corresponding Er
profiles. It is apparent that this alignment results in a significant radial shift between
the HFS and LFS Er wells, with the HFS well shifted outwards with respect to the LFS
one. The shift is about ∆ρ = 0.015 in the H-mode case, which corresponds to ≈ 3 mm.
In the I-mode case, the shift is about ∆ρ = 0.012, corresponding to ≈ 2.5 mm. Even
though these shifts are relatively small, they can not be explained by uncertainties in
the reconstructed location of the LCFS. There is no freedom in aligning the individual
quantities measured with CXRS at either the LFS or the HFS, such as for example the
LFS impurity temperature and Er. An exception is when instrumental effects become
important, which is discussed below.
Instead of aligning the temperature profiles, in Figs. 5 (b) and 6 (b), we have
aligned HFS and LFS profiles such that the location of the Er wells align. This
alignment of course now results in substantial differences between HFS and LFS impurity
temperatures in the pedestal region, with LFS values exceeding the HFS ones by a factor
of up to ≈ 1.7.
We note that we used an alignment of the Er wells in Figs. 5 (b) and 6 (b) as a proxy to
minimize the HFS - LFS asymmetry in plasma potential Φ. Indeed, assuming plasma
potential is a flux function, we can determine the expected HFS Er profile from the LFS
one as follows
EHFSr (ρ) =
(
dρ
dr
)
HFS
·
(
dr
dρ
)
LFS
· ELFSr (ρ). (2)
At the LFS midplane, dρ/dr is constant. For the HFS midplane, magnetic reconstruction
shows that dρ/dr radially varies by. 7% across the pedestal region. Therefore, if plasma
potential is a flux function, within a good approximation, HFS and LFS Er wells differ
by a constant factor only and in particular the Er wells radially align. In Figs. 5 (b)
and 6 (b), we show the HFS Er profile calculated from Eq. (2) as a red curve. For
9better visibility, error bars have been omitted. They are dominated by the error bars
of ELFSr . In the I-mode case, Fig. 6 (b), aligning estimated and measured HFS Er
wells is straightforward. In the H-mode case, Fig. 5 (b), the measured HFS Er well is
somewhat narrower than expected from the LFS measurement and the assumption that
Φ is a flux function. There is thus some ambiguity on how to align the profiles. One
could argue that measured and estimated HFS Er profiles should rather match across
the inside edge of the well. In this case, the radial shift between HFS and LFS Tz profiles
would rather be ∆ρ = 0.02 instead of ∆ρ = 0.015, which would not qualitatively change
our conclusions. In principle, a more accurate approach would be to directly align the
plasma potential profiles in Figs. 5 (b) and 6 (b). We use here the Er wells because
Er is experimentally the more readily inferred quantity and any systematic errors in Er
accumulate if Er is radially integrated.
It is interesting to note that when Er wells are aligned, HFS and LFS poloidal impurity
flow profiles also approximately align. In the I-mode case, HFS and LFS poloidal flows
are then actually identical within error bars and in particular the change from electron to
ion diamagnetic flow direction occurs at the same radial location. The latter is consistent
with the expression of the poloidal flow, Vθ(ρ, θ) = Kz(ρ)Bθ(ρ, θ)/nz(ρ, θ) with Kz(ρ)
a flux function [19], valid if sources/sinks and the divergence of the radial impurity
flux are negligible. Indeed, independent of poloidal asymmetries in impurity density
[20], we would then expect the zero crossing of Vθ to occur at the same ρ anywhere
on a flux surface. In the H-mode case, the magnitude of the poloidal flow peaks differ
for HFS and LFS measurements, but their radial locations also approximately match
when Er wells are aligned. These observations can be inferred from the poloidal velocity
contribution to Er in Figs. 3 and 4 (in these plots, HFS and LFS data have been aligned
based on the location of the Er well). These observations seem to speak in favor of the
alignment in Figs. 5 (b) and 6 (b). However, we should note that from recent theoretical
calculations[12], we do not necessary expect the HFS and LFS poloidal flow structures
to align.
The first question that arises is whether these unexpected shifts between HFS and
LFS Er well and/or impurity temperature profiles can be explained by measurements
issues. Therefore, we have studied the GP-CXRS techniques and its subtleties in detail
[18]. This shows that cross-section effects can lead to an overestimation of the impurity
temperature in regions where the temperature of the neutrals resulting from the gas
puff is much lower than the impurity temperature. Simulations of gas puff penetration
show, however, that in the pedestal region, the neutral temperature is at least 30%
of the ion temperature and in this case, cross-section effects lead to an overestimation
of the impurity temperature of not more than 15%. In addition, cross-section effects
should affect LFS and HFS measurements similarly. Another potential concern is the
contamination of the spectrum by molecular emission from the gas puff. This effect
is important mainly in the region from the LCFS on outwards and, if not accounted
for, results in rising temperatures in the SOL. In [18], we have presented a heuristic
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Figure 5. Effects of different radial alignments of the HFS and LFS measurements for
the H-mode of Fig. 3. In (a), profiles are aligned such that the Tz profiles align. In (b),
the Er wells are aligned instead. Also shown in (b) as a red curve is the HFS Er well
calculated from Eq. (2). It is the HFS Er profile expected from the LFS measurement
and the assumption that plasma potential is a flux function.
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Figure 6. The equivalent to Fig. 5 for I-mode.
approach to correct for these effects. This approach was validated in a number of I-mode
plasmas using alternatively deuterium gas puffs and helium gas puffs. Another potential
measurement issue are instrumental effects associated with flux surface curvature and
finite chord width, which could cause smoothing of profiles as well as shifts between the
different quantities. Ongoing studies based on a synthetic diagnostic show that these
effects are weak in the discharges discussed here.
Finally, there is the question whether the gas puff perturbs the plasma being measured,
either locally or globally. In Appendix A, we present a theoretical estimate, which
indicates that cooling of the main ions (or the impurities) by the gas puff is not
strong enough to cause a substantial local decrease in ion temperature. Also, using
11
experimental data, we show that at the LFS where puff rates change relatively quickly
over time, the measured plasma parameters typically do not depend on the instantaneous
puff rate. While fully understanding the local and global effects of gas puffs on the
plasma is challenging (see [41] and references therein), the studies in Appendix A suggest
that gas puff perturbation is not responsible for the observed poloidal asymmetries.
In the next section, we explore physics explanations for the observed misalignments
between HFS and LFS profiles.
5. Simplified theoretical considerations
lp
l
C2
C1
qII
qII
qr
H
H
H
Figure 7. Poloidal sketch of the volume between two nearby flux surfaces. A heat
source H, extending poloidally over a distance l, defines control volume C1. The origin
of H is e.g. the divergence of the radial heat flux. The heat source is balanced by
parallel heat conduction. The larger volume C2, with poloidal extent lp, represents an
estimate of the average volume accessible to a trapped particle.
Based on simplified model equations, we investigate now the possibility of poloidal
variations of electron, ion, and impurity temperature. We then also discuss the
implications of different shifts between HFS and LFS Er wells on the poloidal variations
of electron density and how our measurements agree with total parallel momentum
balance.
We start with a time scale analysis to see if a poloidally localized heat source in the
pedestal, e.g. due to ballooning transport, can generate a poloidal asymmetry in Te, Ti,
or Tz, or if parallel heat transport is sufficiently strong to ensure poloidal symmetry of
these quantities. We consider the energy conservation equation in the following form
3
2
na
(
∂
∂t
+ Va · ∇
)
Ta + pa∇ ·Va = −∇ · qa − pia : ∇Va +Qa. (3)
The subscript a stands for the species of interest and qa, pia, and Qa are the conductive
heat flux, the viscosity tensor, and the energy exchange between species, respectively
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(see e.g. [30]). To evaluate the time scales associated with the different terms in Eq. (3),
we assume a situation as sketched in Fig. 7. A poloidally localized heat source H extends
over a poloidal distance l. Together with two nearby flux surfaces shown in blue in Fig.
7, this defines a control volume C1. We assume that the heat sourceH causes an inboard-
outboard temperature asymmetry of order one and that na and Ta are approximately
constant inside C1. Parallel heat conduction then acts to reduce this inboard-outboard
temperature asymmetry on a time scale τ
‖
a defined by ∇ · qa‖ ≈ 32naTa(τ ‖a )−1. We
now estimate τ
‖
a and determine whether any term in Eq. (3) can drive temperature
asymmetries on a comparable time scale. If not, we discard the possibility of significant
poloidal variations of Ta.
We integrate Eq. (3) over the volume C1 and for a given term A of the integrated Eq.
(3), we define the associated time scale τA as
τA ≈ 3
2
naTaC1/A. (4)
For the integration of ∇ · qa‖, using the divergence theorem, we then find
τ ‖a =
3naTal
4qa‖
Bθ
B
. (5)
We first consider the case of high collisionality, vth,a/νa  L‖, where vth,a =
√
2Ta/ma
is the thermal velocity of species a, νa its collision frequency, and L‖ the distance
along the magnetic field between the inboard and outboard side. We take the
Braginskii expression[30] for parallel heat conduction, qBraga‖ = −κ‖,a∇‖Ta, where
κ‖,a ≈ 3naTaτa/ma, i.e. we approximate the numerical factor (3.9 for ions and 3.16 for
the electrons[30]) by 3. Inserting this expression into Eq. (5) and setting ∇‖Ta ≈ Ta/L‖,
we get
τ ‖,Braga ≈
1
2
L‖l BBθ
v2th,a
νa. (6)
At low collisionality, on the other hand, the free streaming expression, qfsa‖ ≈ 32naTavth,a
is more appropriate. This results in a time scale
τ ‖,fsa ≈
1
2
l B
Bθ
vth,a
. (7)
To interpolate qa‖ between these two limits, similarly to Ref. [42] and references therein,
we perform a harmonic average such that qa‖ = (1/q
Brag
a‖ + 1/q
fs
a‖)
−1. This is equivalent
to adding up the corresponding time scales and we define
τ ‖,lowa ≈ τ ‖,Braga + τ ‖,fsa ≈
1
2
l B
Bθ
vth,a
(
L‖
vth,a
νa + 1
)
. (8)
For our estimate of τ
‖,low
a , we neglected the fact that at low collisionality, a large fraction
of particles at the LFS are magnetically trapped. As can be inferred from Eq. (25) in
[43], τ
‖,low
a therefore underestimates the time scale τ
‖
a .
We now heuristically evaluate an upper bound for τ
‖
a , labelled τ
‖,up
a , which accounts for
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trapped particles. We assume that particles which are heated up in volume C1 or high
energy particles entering C1 by cross-field transport, are all trapped at low collisionality,
such that they do not reach the HFS on the free streaming time scale L‖/vth,a. Instead,
they are confined to a volume which depends on their pitch angle. For simplicity, we
assume that trapped particles are on average confined to the volume C2 indicated in
Fig. 7. The important point here is that C2 constitutes a substantial fraction of the
total volume defined by the two flux surfaces, while, depending on the heat source, C1
can be much smaller. The trapped particles get detrapped at a frequency νa/, where
 is the inverse aspect ratio. The number of particles that get detrapped per unit time
in the volume C2 is given by C2naνa/, each transporting on average an energy
3
2
Ta to
the HFS. As all the heat source inside C2 is contained in C1, the resulting power out of
C2 is the same as that out of C1. From these considerations, we find a parallel heat flux
exiting volume C1 which is given by q
tr
a‖ ≈ 34Tana νa BBθ lp, where lp is the poloidal extent
of volume C2, Fig. 7. We perform a harmonic average between q
tr
a‖ and the parallel heat
flux obtained above in absence of particle trapping. Using Eq. (5), we find
τ ‖,upa ≈ τ ‖,lowa + 
l
lp
1
νa
. (9)
We now estimate the importance of different heat sources which could drive temperature
asymmetries and consider first the electrons. The most obvious term in Eq. (3) which
can drive temperature asymmetries is the divergence of the radial heat flux qe,r. Due to
the ballooning nature of turbulent transport, we expect qe,r and its divergence to peak
at the LFS. Defining an anomalous heat diffusivity χe such that qe,r = −32neχe∂rTe, the
time scale associated with heating due to radial heat transport, τχe , is given by
τχe ≈
L2T
χe
, (10)
with LT as before the radial temperature scale length. In order to estimate χe, we
consider the experimentally measured power Psep crossing the separatrix. We as-
sume that cross-field energy transport occurs primarily at the LFS, across a surface
ALFSsep ≈ 2pi(R0 + a0)l. Setting l = 2a0, ALFSsep corresponds to about 30% of the area of
the LCFS. We assume that half of the energy is transported by the electrons and thus
set qe,r = −32neχe∂rTe ≈ Psep/(2Asep). From this estimate, we deduce profiles of χe,
which we plug into Eq. (10). We find values of χe ≈ 0.2 m2/s and χe ≈ 0.35 m2/s
for the H-mode and the I-mode case in the region of steepest temperature gradient and
larger values elsewhere.
In Fig. 8, we show τ
‖
e and τχe across the pedestal region of the H-mode and I-mode case
discussed in the previous sections. τ
‖
e is plotted as a shaded, red area, limited below
and above by the expression in Eqs. (8) and (9). We have set l = 2a0 and note that
in our model, the ratio of τ
‖
e and τχe does not depend on the choice of l. It is apparent
from Fig. 8 that τ
‖
e is much lower than τχe over the entire pedestal, suggesting that the
drive for electron temperature asymmetries is small compared to the fast temperature
equilibration along the magnetic field. Therefore, we expect Te to be a flux function
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across the pedestal region.
The conclusion that Te should be a flux function in the pedestal region does not change
if we consider additional time scales in Eq. (3). The time scale associated with the
diamagnetic heat flux [30] is estimated to be τ∧ ≈ LT
ρe
pia0
vth,e
and is shown as a thin, dotted
curve in Fig. 8. This term can usually drive up-down asymmetries [30] and we therefore
do not expect it to drive in-out asymmetries. However, even if it did, it can not com-
pete with τ
‖
e . We next discuss the convective terms on the left of Eq. (3). In the above
evaluation of Psep, we have not made a distinction between convective and conductive
contributions, so that convective radial heat transport is already included in τχe . The
time scale for convective poloidal heat transport for electrons is found to be comparable
to τ∧ (not shown), again substantially slower than parallel electron temperature equili-
bration. Finally, ion-electron temperature equilibration in the pedestal is relatively slow
and comparable to τχe only at the pedestal top (not shown). Therefore, even if Ti varies
poloidally, ion-electron heat transfer would not cause asymmetries in Te .
For the main ions, the time scale τ
‖
i is larger than τ
‖
e by a factor ≈
√
mi/me (assuming
Ti ≈ Te and ni ≈ ne). This quantity is shown in Fig. 8 by the green, shaded region,
again defined by the lower and upper bounds in Eqs. (8) and (9). At the same time,
we expect that the time scale for driving ion temperature asymmetries by ballooning
transport, τχi , is similar to τ
χ
e . This is based on the radial scale lengths being similar for
ion and electron temperatures in the C-Mod pedestal [19] and the assumption that ra-
dial heat flux is carried in approximately equal parts by the ions and the electrons. The
latter is consistent with findings from DIII-D[44], where a ratio of electron to ion heat
flux of ≈ 2 was found in the pedestal. We note that the transport barrier minima we
then find for χi (≈ 0.35 m2/s in I-mode and ≈ 0.2 m2/s in EDA H-mode) are consistent
with the values of ≈ 0.1− 0.15 m2/s reported in the literature [44, 45], considering that
the latter are the flux-surface averaged quantities, while we have assumed a χi which
is non-zero only over ≈ 30% of the flux surface. Clearly, lower values of χi or weaker
poloidal variations in χi than assumed here would reduce the possibility of poloidal Ti
variations.
With these estimates, Fig. 8 shows that τχi can compete with τ
‖
i near the separatrix.
We should note here that τ
‖
i is derived for temperature asymmetries of order 1 and a
ratio of τ
‖
i /τ
χ
i ≈ 0.2 would still allow for a 20% poloidal variation of Ti. Furthermore,
the free streaming heat flux qfsi‖ ≈ niTivth,i is often adjusted by a factor of ≈ 0.2[42],
which would bring τ
‖
i up even further. Considering this and the approximate nature of
these estimates, poloidal variations of Ti, driven by ballooning transport, seem possible,
at least across the steep gradient region of the LFS Tz profile, i.e., for ρ & 0.98 (H-mode)
and ρ & 0.97 (I-mode).
The diamagnetic heat flux time scale τ∧, already discussed for electrons, is similar for
ions and electrons. It constitutes an additional drive term for asymmetries, although
these are expected to be up-down asymmetries and τ∧ is given here merely for com-
pleteness.
Finally, we display in Fig. 8 the time scale τ eqzi for thermalization of the impurities (B
5+)
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Figure 8. Estimates of heat transport time scales in the H-mode (a) and I-mode (b)
discharges discussed here. τ
‖
e and τ
‖
i , plotted here as a shaded region bounded by Eqs.
(8) and (9), are the time scales for electron and ion temperature to become uniform
along the magnetic field, τχe ≈ τχi is the time scale of heat input due to radial heat
transport, τ∧ the time scale associated with the diamagnetic heat flux, and τeqzi the
time scale for thermalization of the impurities B5+ with the main ions. For reference,
the LFS boron temperature profile Tz is also shown.
with the main ions (dash-dotted curve). It is calculated assuming an order one temper-
ature difference between the two species, such that e.g. a 20% difference instead would
bring this curve up by a factor 5. As the concentration of B5+ is relatively low (. 2%),
the radial heat flux time scale τχz could be faster than τ
χ
i without violating energy bal-
ance. For the H-mode case, τχz would indeed have to be faster than τ
χ
i to allow Tz to
differ from Ti. For I-mode and ρ & 0.97, main ion and impurity temperature differences
seem possible even for τχz ≈ τχi . Overall, while it is safe to assume that the electron
temperature is a flux function, our simplified estimates here indicate that ion and impu-
rity temperature could potentially vary poloidally over a substantial part of the pedestal.
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It is interesting to address now the question what the radial shifts between HFS
and LFS Er wells in Figs. 5 (a) and 6 (a) would imply for the electron density. Taking
the dominant terms in the parallel electron momentum equation and assuming that Te
is a flux function, the Boltzmann relation for the electrons follows
ne(ρ, θ) = ne(ρ, θ0) · exp
(
e[Φ(ρ, θ)− Φ(ρ, θ0)]
Te
)
. (11)
Here, Φ is the plasma potential and θ the poloidal angle. Poloidal variations in Φ thus
directly relate to variations in ne. To get an idea of the order of the electron density
variations resulting from the Er well shifts, we plot in Fig. 9 the LFS Er profile for the H-
mode case together with the plasma potential profile obtained from radially integrating
Er and setting Φ = 0 at the innermost point. Also shown in dashed blue is the same Φ
profile, shifted out by ∆ρ = 0.015, corresponding to the radial shift between HFS and
LFS Er well when they are aligned based on the temperature profiles. Fig. 9 suggests
that shifts of this order result in plasma potential asymmetries in the region of the Er
well of ≈ 200 V and, assuming Tz ≈ Te, of e∆Φ/Te ≈ 0.6. In that case, it follows from
Eq. (11) that in the pedestal region, the LFS electron density would exceed the HFS
one by a factor ≈ 1.8. For the I-mode case, a similar analysis gives ∆Φ ≈ 100 V and
e∆Φ/Te ≈ 0.2, resulting in a density asymmetry factor of ≈ 1.2.
0.9 0.92 0.94 0.96 0.98 1 1.02
−200
0
−50
0
ρ
E r
 
[kV
/m
]
Φ
 
[V
]
Figure 9. Shown is the LFS Er profile from the EDA H-mode discharge in Fig. 3 (thin
green), together with the plasma potential profile obtained from radially integrating
Er (thick blue). The dashed, blue curve shows again Φ, but shifted out by ∆ρ = 0.015.
Next, we investigate implications from a simplified form of total parallel force
balance. Adding up the parallel momentum equation for electrons and ions, treating
the impurities as trace such that ne = ni + Znz ≈ ni, and defining the total pressure
ptot = pe + pi, we find
ptot(ρ, θ)− ptot(ρ, θ0) =∫ θ
θ0
(−b · (∇ · pii)
b · ∇θ −
mini
b · ∇θb · (Vi · ∇Vi)
)
dθ. (12)
The integral over the poloidal angle θ includes terms due to ion viscosity and inertia.
The corresponding terms for electrons have been neglected. We now write Te = T (ρ)
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and Ti = T (ρ) + δTi(ρ, θ), such that with the above assumptions, we find
ne = ni =
ptot(ρ, θ)
2T (ρ) + δTi(ρ, θ)
. (13)
Combining Eq. (13) with Eq. (11), we find the following expression for the HFS-LFS
potential difference
ΦLFS − ΦHFS = − Te
e
log
(
1 +
TLFSi − THFSi
2T + δTHFSi
)
+
Te
e
log
(
pLFStot
pHFStot
)
. (14)
We discuss here implications of Eq. (14) assuming that ptot is a flux function and drops
out. In this case, main ion temperature asymmetries can directly be related to potential
asymmetries and, through Eq. (11), to electron density asymmetries. We note, however,
that in particular the viscosity term in Eq. (12) is not expected to be negligible [12]
and the goal of the following discussion is merely to gain some intuition.
We first assume that Ti = Tz. In this case, unless the shift between HFS and LFS Er
wells is very large, Figs. 5 (b) and 6 (b) show that we have TLFSz − THFSz > 0 and
hence also TLFSi − THFSi > 0. From Eq. (14) and the assumption that pHFStot = pLFStot ,
it follows that ΦLFS − ΦHFS < 0. In this case, Fig. 9 suggests an inward shift of
the HFS Er well with respect to the LFS one, opposite to the shift obtained when the
temperature profiles are aligned as in Figs. 5 (a) and 6 (a). It is interesting to note
that a slight inward shift of the HFS Er well with respect to the LFS one qualitatively
agrees with potential asymmetries found by the code PERFECT [12] in the case of weak
ion temperature gradients (see Fig. 1 and 2 of Ref. [46]). Figs. 5 (b) and 6 (b) show
that when the HFS and LFS Er wells are aligned, substantial poloidal asymmetries in
Tz are observed as far in as ρ ≈ 0.97. And these asymmetries become even larger when
the HFS well is shifted in further. Especially for the H-mode case, from the time scale
analysis in Fig. 8 (a), we do not expect significant HFS-LFS Ti asymmetries at ρ ≈ 0.97.
This seems to suggest that main ion temperature varies poloidally to a weaker extent
than Tz and that HFS and LFS Er wells approximately align.
6. Summary and conclusions
In this paper, we have presented inboard and outboard radial electric field measurements
in the pedestal of H-mode and I-mode plasmas. The measurements are performed
on Alcator C-Mod using a recently developed gas puff CXRS technique [18], used in
previous studies to infer poloidal asymmetries of toroidal flow [19, 21] and impurity
density [20, 22]. The measurements reveal a clear Er well in the HFS and the LFS
pedestal for both confinement regimes. While the Er well has a radially symmetric
structure in EDA H-mode, it is asymmetric in I-mode, with a stronger shear layer at
the outer side of the well. In the radial impurity force balance used to deduce the
radial electric field, this asymmetric structure is reflected in the poloidal flow term. The
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poloidal flow is along the electron-diamagnetic drift direction over most of the pedestal.
Near the separatrix, it is strongly sheared and changes to the ion-diamagnetic drift
direction.
To study inboard-outboard variations of Er and Tz, HFS measurements are mapped
to the LFS along magnetic flux surfaces. This indicates that plasma potential and
impurity temperature are not simultaneously flux functions in these pedestals. A
number of uncertainties related with the measurement technique, including that of gas
puff perturbations discussed in Appendix A, seem unable to explain these observations.
At each measurement location, the relative alignment of Er and Tz profiles is fixed.
However, due to uncertainties in the magnetic equilibrium reconstruction, there is some
freedom in the relative alignment between HFS and LFS profiles. This complicates
a conclusion about which quantity varies poloidally to what extent. Aligning profiles
assuming that Tz is a flux function results in an outward (towards larger minor radii)
shift of the HFS Er well with respect to the LFS one by ≈ 3 mm (H-mode) and≈ 2.5 mm
(I-mode), constituting a substantial fraction of the Er well width. This alignment also
implies that LFS electron density exceed that at the HFS by factors of up to ≈ 1.8
(H-mode) and ≈ 1.2 (I-mode). If we instead align HFS and LFS profiles based on the
location of the Er wells, we find that HFS and LFS poloidal impurity flow profiles also
approximately align and are even identical within error bars in I-mode. The values of
Tz are then higher at the LFS than at the HFS by factors of up to ≈ 1.7 in the pedestal.
A simplified form of total parallel force balance indicates that if main ion temperature
is a flux function, the same is true for plasma potential. In this case, Er wells
approximately align and we find that LFS impurity temperature substantially exceeds
the HFS one. A comparison of radial and parallel heat transport time scales indicates
that, while electron temperature is a flux function, ballooning radial heat transport
could be sufficient to cause some poloidal asymmetries in main ion temperature. If we
assume that Ti = Tz and neglect main ion viscosity and inertia, parallel force balance
indicates that the HFS Er well would shift inwards with respect to the LFS one. Such a
shift would even further increase the HFS-LFS Tz asymmetry. Overall, the most likely
explanation seems to be that main ion temperature varies poloidally to a weaker extent
than Tz and that HFS and LFS Er wells should be approximately aligned.
Finally, we note that there could be other reasons for temperature asymmetries
than those discussed here when the pedestal width approaches the banana orbit width√
ρθi . Indeed, on the LFS, hot ions from the pedestal top can reach further outwards
on their banana orbit, while colder ones from the pedestal foot can reach inwards. This
could cause temperature asymmetries for the less collisional main ions, which in turn
could have a local effect on the impurity temperature. Also, magnetic drifts could still
drive asymmetries for the more collisional impurities when ρθz/LT or ρ
θ
z/Lne becomes of
order one [30]. More work is needed to quantify such effects for the plasmas investigated
in this article.
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Appendix A. Effect of the gas puff on local plasma parameters
The measurements presented in this work are obtained from GP-CXRS [18], which uses
a gas puff to locally enhance charge exchange reactions. The difference between HFS
and LFS impurity temperature when Er profiles are aligned, Figs. 5 (b) and 6 (b),
raises the question whether a local cooling of the gas puff could be responsible for this
result. The deuterium puff is not expected to substantially cool the impurities directly.
However, it could do so indirectly by cooling the main ions through charge exchange
(an ion is replaced by a less energetic one) and by ionization (a relatively low energy
ion is added). Below, we perform an estimate of the heat sink for the main ions caused
by the gas puff and apply the time scale analysis of Sec. 5 to investigate its local effect.
This suggests that energy losses due to the gas puff are not strong enough to cause
substantial local perturbations in ion temperature. Already for a very weak local drop
in Ti, parallel heat conduction is found to be large enough to make up for the energy
sink. An unknown in this estimate is the parallel scale length of the assumed local
perturbation of Ti along the magnetic field. However, it would have to be substantially
larger than the distance along the magnetic field from HFS to LFS midplane to affect
our conclusion. Besides this theoretical study, comparing GP-CXRS measurements of
the LFS system between times where the gas puff intensity has dropped by a factor ≈ 5
gives an experimental indication that the gas puff indeed does not substantially affect
the measurements.
To estimate the local cooling effect of the gas puff, we consider the following
sources/sinks of main ion particles Sp, momentum Sm, and energy SE due to electron
impact ionization and ion-neutral charge exchange
Sp = nenn〈σionv〉 (A.1)
Sm = mnVnSp + S
CX
m (A.2)
SE =
1
2
mn〈v2n〉Sp + SCXE , (A.3)
where
SCXm =
∫
fifnσCX |vi − vn| (mnvn −mivi) d3vid3vn
SCXE =
∫
fifnσCX |vi − vn|1
2
(
mnv
2
n −miv2i
)
d3vid
3vn.
Here, the newly introduced quantities are: neutral density and mass nn and mn, the
electron impact ionization rate coefficient 〈σionv〉, the D+ −D0 charge exchange cross-
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section σCX , and the ion and neutral distribution functions fi and fn, taken to be drifting
Maxwellians. With these definitions and since mn = mi, the term due to ionization and
CX reactions on the right-hand side of the ion energy conservation equation, Eq. (3),
takes the form
3
2
ni
dTi
dt
|ion,CX =
(
3
2
(Tn − Ti) + 1
2
mi(Vn −Vi)2
)
Sp
− Vi · SCXm + SCXE . (A.4)
For the evaluation of Eq. (A.4), we use ionization and charge exchange cross section
data from [47], and neglect the fluid drifts Vn and Vi. S
CX
E is evaluated by Monte
Carlo integration. Gas puff modeling in [18] shows that due to charge exchange with
the main ions, the neutral temperature Tn typically reaches 30% − 80% of Ti across
the pedestal. In this range, SCXE varies nearly linearly with Tn/Ti and by a factor ≈ 3.
Setting Tn/Ti = 0.5 = const. in the following is thus a reasonable approximation. The
neutral density nn is determined from the measured Dα radiance. Following [18], it is
calculated as follows
nn =
4piIDα
PECEXC32 ne
√
piW
, (A.5)
where IDα is the measured Dα radiance (in photons/(sm
2sr)), PECEXC32 is the photon
emission coefficient from ADAS [48], andW is the half-width of the gas puff. Simulations
show that W depends on the distance into the plasma [18]. For our purpose, setting
W = 2 cm = const. is appropriate. For the H-mode and I-mode discharge discussed
in this paper, we then find that nn/ne decreases quickly into the plasma with values
of ≈ 0.5% around the separatrix. We find that the term in Eq. (A.4) due to charge
exchange reactions exceed the one due to ionization by a factor that varies between 1.5
and 4 across the pedestal.
We perform now a time scale analysis similar to the one in Sec. 5 in order to estimate
whether the gas puff causes substantial local perturbations of the ion temperature. The
time scale τ cooli associated with the term in Eq. (A.4) is obtained using the definition in
Eq. (4). To determine the time scale τ
‖
i necessary to homogenize the ion temperature
along the magnetic field, we take into account that, in contrast to the case in Sec. 5,
the gas puff effect is not axisymmetric. We consider a flux tube passing through the gas
puff instead of the axisymmetric volume C1 in Fig. 7, but otherwise repeat the same
steps as in Sec. 5. This shows that Eqs. (8) and (9) remain valid as long as lB/Bθ
is replaced by the puff width 2W . The reason for this is that the extent of the heat
source/sink along the magnetic field is now 2W , while it is lB/Bθ in the axisymmetric
case. An unknown here is the scale length L‖ of the temperature perturbation along the
magnetic field, outside the source/sink region. As in the axisymmetric problem, Sec. 5,
we take it to be the distance along the magnetic field between HFS and LFS and note
that it would have to be much larger than that to affect our conclusion.
In Fig. A1, we plot τ cooli and τ
‖
i for the LFS puff for both the I-mode and H-mode case.
We find that τ
‖
i is faster than τ
cool
i by factors of 50 and more. This suggests that the
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gas puff does not lead to a significant local cooling of the plasma.
For discharges with a relatively small inner gap, gas puff neutral density near the sep-
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Figure A1. Comparison of the time scale at which a gas puff locally cools the main
ions and the time scale at which a resulting temperature perturbation is homogenized
along the magnetic field by parallel heat conduction. The shaded area for τ
‖
i is defined
by the lower and upper bounds, Eqs. (8) and (9), where lB/Bθ was replaced by the
puff width 2W .
aratrix is sometimes found to be larger at the HFS than at the LFS, by factors reaching
. 8. It is currently not understood why that is, as similar amounts of gas are injected
at the HFS and at the LFS. However, there are discharges with larger inner gaps where
HFS and LFS neutral densities agree within a factor two and these shots show a HFS-
LFS mismatch in boron temperature and Er similar to the cases reported in this work.
We thus do not expect the gas puff to cause a significant local dip in temperature at
the HFS either.
We note that understanding the effects of gas puffs on local and global plasma pa-
rameters is challenging (see [41] and references therein) and a systematic study by e.g.
varying the gas puff rate for a number of reproducible discharges has not been performed.
However, we note that from the available data, we typically do not see indications that
the gas puff substantially perturbs the target plasma. For LFS puffs for example, the
puff rate often varies relatively quickly over time, such that measurements for different
instantaneous puff rates can be compared (on the HFS, due to a different setup of the
gas line, the gas puffs strength varies much more slowly over time). An example is
shown in Fig. A2 for an I-mode discharge. As the boron density stays fairly constant
over time, Fig. A2 (d), the variation of the charge exchange brightness over time in Fig.
A2 (a) directly represents the variation of the neutral density. As can be seen in Fig.
A2 (b)-(e), despite a drop in the neutral density of about a factor of 5 between the two
time windows highlighted in (a), the measured parameters are very similar.
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Figure A2. (a): Temporal variation of the CX brightness for the different views of
the LFS poloidal system. (b)-(e): Different quantities measured with GP-CXRS for
the two time windows highlighted in (a).
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