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Ab Juli 1983 sind die bisherigen ZUMA-Arbeitsberichte in 
zwei Reihen aufgeteilt:
Oie ZUMA-Arbeitsberi chte (neue Folge) haben eine hausin­
ter ne—BegütäcHtung~3ürciil auf en und werden vom Geschäfts­
führenden Direktor zusammen mit den übrigen wissen­
schaftlichen Leitern herausgegeben. Die Berichte dieser 
Reihe sind zur allgemeinen Weitergabe nach außen be­
stimmt.
Die ZUMA-Technischen Berichte dienen dem Zweck der haus­
internen Kommunikation bzw. der Unterrichtung externer 




Einleitung H. Küchler/P.Ph. Mohler 1
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2.1 SAR-Sample And Retrieval P.Ph. Mohler 53
2.2 TEXTPACK V- Kurzbeschreitung P.Ph. Mohler/C. Züll 63
2.3 Möglichkeiten EDV-gestützter 
Strukturierung und Urdnung 
des qualitativen Interviews
3. Spezielle Anwendungen: 
Halboffene Vercodung 
als Mittel der Datenreduktion
J. Schupp 93
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Systeme - Werkzeuge zur 
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1. Programme beider Workshops









3. Referenten und Teilnehmer Qualshop II 135

Die technischen Möglichkeiten der Bild- und Tonaufzeichnung e r ­
lauben mit verhältnismäßig einfachen Mitteln, große Mengen spr ac h­
lichen Materials aufzuzeichnen. Dagegen haben die angewandten T e c h ­
niken der Textersc hi ie ßung und der Textanalyse in der Regel nicht 
den entsprechend hohen Stand der Texterhebung erreicht. Papier,
Schere und Zettelkasten als klassische Hilfsmittel der T e x t e r ­
schließung sind ebenso wie nicht-kodifizierte Verfahren der Te x t­
analyse der Überfülle gesammelten sprachlichen Materials nicht mehr 
gewachsen. Zu mindest für die Texterschließung stehen jetzt schon 
Compu tertechniken bereit, die wesentli che Erleichterungen bei der 
Verwaltung großer Textbestände bieten. Angefangen bei automatisch 
erzeugten Tex tv ok ab ularen  über die Indexerstellungen und B e g r i f f s ­
suche bis zu komplexen S u c h p r o z e s s e n , stehen derzeit ausgezeichnete 
Hilfsmittel zur Verfügung, die bei entsprechender Kodifizierung der 
Regeln auch als Hilfsmittel der Textanalyse eingesetzt werden können.
Die überaus starke Resonanz auf unsere Ankündigung, im Frühjahr 1983 
bei ZUMA einen Workshop zum Thema "Datenmanagement bei qualitativen 
Erhebun gsverfahren" zu veranstalten, bestätigte unsere Einschätzung, 
daß besonders in qualitativ ausgerichteten Forschungsprojekten ein 
erheblic her Be da rf  an diesen neuen Techniken besteht.
Auf dem W or kshop haben Forscher aus verschiedenen sozial- und g e i ­
st eswissensc ha ft lichen Bereichen über ihre Erfahrungen mit compute- 
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Einen großen Teil der dort vorgelegten Berichte haben wir jetzt 
in zwei Bänden zusammengefaßt. Zusätzlich haben wir andere A r b e i t s ­
papiere, die uns als systematische Ergänzungen für gut erschienen, 
jjn die Sammlung mit aufgenommen.
Die Te il u ng  in zwei Bände lag aus thematischen Gründen nahe. Im 
ersten Teil werden Probleme der Übertragung sprachlichen Materials 
in computergemäße Formen, einfache und elaborierte Texterschiießungs- 
und An alyseverfahren behandelt.
Die dort vorgestellten Lösungen dürften für die Behandlung s o g e ­
n annter "Einwegtexte" ausreichend sein. "Einwegtexte" meint, daß 
das sprachliche Material nur für einen bestimmten Forschungszweck 
und zur einmaligen Analyse aufbereitet werden soll.
Die Probleme, allgemeineren Zwecken dienliche Text-Daten-Basen b e ­
rei tzustellen, werden dann im zweiten Band dieser Sammlung erörtert.
Wir haben die einzelnen Beiträge zu thematischen Gruppen z u s a m m e n ­
gefaßt, denen jeweils eine kurze Einleitung vorangestellt ist.
Ein Verzeichnis der Autoren und Teilnehmer beider Workshops, das 
wir jedem Teil beigeben, soll den direkten Kontakt zwischen in te re s­
sierten Forschern erleichtern.
Manfred Küchler Peter Ph. Mohler
002
Ei nführung
Alle der in diesem zweiten Teil zusammengefaßten Arbeitspapiere 
beschäftigen sich mit der Organisation und Verwaltung großer Mengen 
sprachlichen Materials, das für unterschiedliche Analysezwecke und 
über einen längeren Zeitraum hinweg benutzbar sein soll.
Neben den eig entlichen Texten fallen bei solchen Anwendungen auch 
viele andere Daten an. Dazu gehören nicht zuletzt auch die in u n ­
t er schiedlichster Form anfallenden Ergebnisse der einzelnen Analysen.
Hier ist nun das Gebiet, in dem Datenbanken als Mittel der Daten­
organisation nutzbar gemacht werden können. B. und W. Degenhardt 
berichten zuerst über die Möglich keiten eines allgemein verbreiteten 
Programms (SIR); E. Mergenthaler skizziert im folgenden die Struktur 
der Ulmer Textbank; über zwei für spezifische Anwendungen e nt wickel­
te Datenbanksysteme berichten W. Paulus und M. Thaller.
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1. QUALITATIVE ANALYSE UND EEV
1.1 Qualitativ vs. Quantitativ
In letzter Zeit ist nicht nur das allgemeine Interesse an 
qualitativen Forschungsansätzen neu erwacht, sondern es gibt 
auch ernsthafte Versuche, über die Verbesserung qualitativer 
Forschungspraxis so etwas wie eine Methodologie qualitativer 
Forschung aufzuhauen. Veranstaltungen wie diese zeigen, da/'.. 
Angebote in dieser Richtung, die überraschenderweise haupt­
sächlich von quantitativ gut geschulten Forschern gemacht 
werden, auf reges Interesse staken. Obwohl es auch gute 
Argumente ccfür gibt, die Unterschei&mg "qualitativ vs. 
quantitativ" als künstlich anzusehen und ihreünhaltbarkeit 
irr, Grafen und Ganzen nachgewiesen ist (1), scheint die 
Lektion schon in einer; recht frühen Stadium der beruflichen 
Sozialisation so gut gelernt zu werden, da:'., man die Richtig­
keit der folgenden Behauptung kaurc anzweifeln kann:
"The belief that knowledge anc the students 
thereof are divisible into two bodies, one 
scientific, the other 'humanistic1, is indeed 
one of the constitutive ideas that frame 
contemporary intellectual life."
(John HIGKAT: Writing American History:
Essays on Modern Scholarship. Indiana 
University Press 1970, S. 6)
In Anlehnung an die Aufstellung von REICHHARDT & OOOK (2) 
kann man qualitativen und quantitativen Verfahren die 
folgenden differenzierenden Merkmale zuweisen (übrigens 
finden sehen Studenten iir. 2. Semester diese oder ähnliche 
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Wahrend die ersten sechs der oben genannten Punkte relativ 
leicht arginentativ entkräftet werden können, scheint die 
Unter sdieiAing in EEV-Nutzer und Hichtnutzer inner mehr die 
Trennvariable zu werden, aus der die generelle Orientierung 
eines Forschers abgelesen werden kann. Dies ist un eo 
bedauerlicher, wahrscheinlich nur mit Unterstützung von 
H W  qualitative Analyse die technische Reife erlangen kann, 
die nötig ist, un im gegebenen Fall auch Ungläubige von der 
Richtigkeit eines Arguments zu überzeugen.
1.2 Qualitätarierknale Qualitativer Analyse
Wenn hier von qualitativer Analyse gesprochen wird, nehmen 
wir an, da^ eine qualitative Untersuchung prinzipiell ge­
nauso eine eigenständige Erhebung sein kann wie ein Frage- 
bogen-Survey. Sie ist nicht nur auf die vorbereitende 
'explorative' Phase späterer 'ernsthafter* Untersuchungen 
beschränkt. Diese Rolle im Forschungsprozef- wird ohnehin 
auch in keinem, Jiethodenlehrbuch bestritten.
Ausgehend von der Gruncknnahme, dal. jede Art von wissen­
schaftlicher Anstrengung das Ziel hat, Komplexität zu 
redizieren und nicht zu vermehren und damit auch die Menge 
von Esten zu vermindern und nicht zu erhöhen (3), können mit 
I2P.TEN zwei Arten qualitativer Vorgehensweisen unterschieden 
werden: die vulgäre und die anspruchsvolle qualitative 
Analyse.
Um Angriffe auf meine Person zu vermeiden, möchte ich zum 
'vulgären' Typ IIERIEM zitieren:
"Vertreter der vulgären Vorgehensweise (...) 
verstehen unter qualitativer Analyse das 
pauschale (molare) Rezipieren eines Textes 
und dessen Interpretation und die darauf 
aufgebsuten kreativ gefärbten Schlüsse:
Man versteht einen Text und macht sich mim 
seinen Vers rärauf. Die Berücksichtigung 
des gesamten Textes, die als solche sinnvoll 
und notwendig sein kann, dient oft und gern 
als Feigenblatt für zutiefst subjektive 
Interpretationen und gesellt sich dardt 
würdig zu jener Spezies quantitativer Analyse, 
die in der bis weit hinter res Kco.ia reichenden 
Zahlenbeflissenheit iniialtliche l£ngel zu 
verstecken weij. Viie die Relevanz textinter­
ner I^erkmale bestimmt wird, wie solche Merkmale 
gewichtet und verrecimet werden und auf welche 
Weise von solchen textinternen Merkmalen auf
3
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textexterne Merkmale geschlossen wird, bleibt 
bei solcher Vorgehensweise ebenfalls dem 
freien Spiel der Gec&nken überlassen."
(Klaus MERTEN: Inhaltsanalyse, S. 94)
Anspruchsvolle qualitative Analyse mußsich dagegen bemühen, 
ebenso wie beim quantitativen Vorgehen, Nonnen aufzustellen, 
deren Befolgen die Qualität des Ergebnisses garantiert. Für 
den gegebenen Zusannenhang scheinen die folgenden Merkmale 
zunächst genügend:
1. Der ganze Datenkörper (Textkorpus) wird für die 
Analyse verwendet.
2. Die Analyse ist reflexiv und kontextbezogen.
3. Die Interpretation ist subjektiv nachvollziehbar.
4. Die Arbeitstechnik isn ritteilbar.
Quantitative Analyse hat es bedeutend einfacher als quali­
tative Vorgehensweiser., den gesamten Datenkcrper zu berück­
sichtigen ('scanning') und die enthaltene Information auf 
den Punkt zu bringen. Numerische Daten sind mit Hilfe von 
Computern relativ einfach zu handhaben, Statistik kann man 
als Hilfsmittel verstehen, grcije Mengen numerischer In­
formation auf interpretierbare Einheiten zu reduzieren. Auch 
Grö-jenordnungen von fünf oder zehn Millionen Zahlen bedeuten 
kein unüberwindliches Probier,.
In der qualitativen Analyse, die zun größten Teil ohne 
fortgeschrittene technische Hilfsrdttel auskcxr.ien m'j, ist 
auch ein Textkorpus von 1.000.000 Worten (4000 Seiten) nur 
schwer zu bewältigen. In der Ethnographie fallen z.B. in 
einer FelGforschuncsperiode bis zu BOOO Seiten Text an, der 
überdies aus verschiedenen Textarten wie Interview, Nieder­
schriften von Beobachtungen, originärem Textmaterial, 
Korr.tentaren zu Texten und Ereignissen etc. besteht (4) . In 
dieser Situation ist impressionistisches Verstehen, Ver­
gessen oder Übersehen oft die einzige Möglichkeit, das 
Datenmaterial zu reduzieren und überschauter zu machen.
Qualitativen Forschern ist es bewu.t, daf. der Gegenstand 
ihrer Untersuchung sein Verhalten oft durch die Beforschung 
selbst veränoert und der Forschungsproze;'.. die Ergebnisse 
immer beeinflußt. Deswegen sollten die Daten auf möglichst 
wenig obtrusive Weise erzeugt oder zumindest die kon- 
textuellen Bedingungen der Forschuncsoperation mit auf­
gezeichnet werden. Hier ergibt sich die Schwierigkeit, Ifeten 
aus verschiedensten Datenquellen zusaixienzubringen und den 
Kontext der Efctenerzeugung angemessen zu berücksichtigen.
4
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QiKlitative Analyse möchte die Erkenntnisse aus der Unter­
suchung auf die Untersuchung selbst wieder anwenden. Die 
Redaktion der Daten soll in Interaktion der Erwartungen des 
Interpreten mit den Textmaterial vorgencmen werden. Aus 
diesem Grunde ist es nicht geraten, mit einem festen 
Kategorienschema an cbs fteterial heranzugehen und den Text 
in ein Prokrustesbett zu zwangen. Die Schlußfolgerungen aus 
dem Material riissen revidierbar sein und der Text ntuE> im 
laufe der Genese der Interpretation mehrmals befragt werden 
können. Hier ergibt sich das grundlegende Problem der 
Rückkehr vcrs interpretativen Schluß zu der(n) Ttext- 
stelle(n), die dazu veranlagtet).
Aus den genannten Gründen der EBtenüberfülle und dem 
Vorgehen bei der interpretativen Textreduktion resultieren 
auch die Probiene, die qualitative Forschungspraxis so 
schwierig machen und ihre Ergebnisse oft wenig 'wissen­
schaftlich* erscheinen lassen: die Interpretation ist 
intersubjektiv nicht nachvollziehbar und der Weg von den 
iBten z u m  Ergebnis kann nicht mitgeteilt werden. Die 
Gültigkeit eines Ergebnisses steht und fällt aber mit der 
Möglichkeit, die konkreten Forschungsoperationen nach­
vollziehbar zu machen und die einzelnen Analyseschritte 
mitzuteilen.
1.3 Akteptanzkriterien für EEV
Obwohl gerade für die Bewältigung von graben Mengen unter­
schiedlichster Information zu einen Gegenstandsbereich 
Computer als "Inteiligenzverstärker" dienen können (5), ist 
für viele qualitative Forscher der Einsatz der EEV unvoll- 
stellbar.
Ein Grund liegt darin, fcj'.« Ccrcputer zur Bearbeitung nume­
rischer Information gebaut wurden und qualitative Forscher 
schlecht trainiert sind, mit quantitativer Information unzu- 
gehen oder Begriffe und Hypothesen in numerischer Form 
auszudrücken. Zum Teil sind sie ja deshalb qualitativer 
Forscher geworden, weil sie mit Mathematik, Statistik und 
anderen seelenlosen Künsten nicht konfrontiert werden 
wollten.
Zun anderen gehören Computer aber noch iirrer zun mathe­
matisch-naturwissenschaftlichen Zweig der V?issenschaften und 
setzen die Beherrschung eines Jargons voraus, der selbst die 
qualitativen Forscher zurückstäjt, die bereit sind, sich den 
Weg cürch den Dschungel von Manualen zu bahnen. Und nur zu 
oft führen die Anstrengungen zu keinem nennenswerten
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inhaltlichen Fortschritt. Man muk davon ausgehen, der
qualitative Porsdier nicht anders, sondern nur effizienter 
arbeiten will. Bevor ihm Ccmputer nützlich sein können 
müssen die Zugangsbarrieren zum Einsatz von EU/ beseitigt 
werden.
Un Akzeptanz finden zu können, nuL ein Prograim zur Unter­
stützung qualitativer Analyse folgende Bedingungen erfüllen 
(6) :
1. Die Prozeduren müssen so eng wie möglich 
der tatsächlichen Arbeitsweise qualitativer 
Forscher folgen, ohne Rücksicht auf die 
Traditionen der Canputerwissenschaft.
2. Ein Mini-ilanual im', genügen. Nachdem das 
Prograixi gestartet ist, soll es die 
Benutzerführung selbst übernehmen und 
zwar in einer Sprache, die der Forscher 
aus seiner;, bisherigen professionellen 
Training kennr.
3. Ein-Ausgabe unc Verarbeitungsoperationen 
müssen qualitativer Forschungspraxis 
folgen. Yienn möglich sollte ces Prograrr. 
ohne Training benutzbar sein.
4. Des Pograrn. muf. der: Benutzer wirklich die 
Arbeit erleichtern und nicht durch 
Seiteneffekte die Forschung erschweren.
5. Ees Prograim muf. in Bezug auf die 
EU/-Kenntnisse der Benutzer voraussetzungslos 
sein und die Unkenntnis der Benutzer, was 
Ifctentypen, String-Längen etc. anbelangt, 
durch geeignete Routinen abfangen.
6. Das Progra.-x, ma‘ portabel oder überall 
verfügbar sein. Der Lernaufwand für 
verschiedene Systeme zehrt ansonsten den 
möglichen nutzen wieder auf.
Ein Progranr. oder Prograin^system, (Eis diese Voraussetzungen 
nicht erfüllt, kam kairn als Intelligenz Verstärker für 




2. Analyseschritte bei qualitativem Vorgehen
Wie jede Forschungsoperation, die durch E W  unterstützt 
werden soll, nuT. auch qualitative Analyse in einen mit­
teilbaren Algorithnus «ferstellbar ein. Hier wird qualitative 
Analyse als eine Abfolge von Sechs Arbeitsschritten ver­
standen, die kurz erläutert werden sollen:
In Anlehnung an die Definition der Inhaltsanalyse durch 
MBtTEi; (?) wird hier unter qualitativer Analyse ein Verfah­
ren zur Erhebung sozialer Wirklichkeit verstanden, bei dem 
von i-lerluTölen eines ¡Manifesten Textes auf Merkmale eines 
nicht manifesten Kontextes geschlossen wird. Text wird hier 
nur deshalb als geschriebener Text verstanden, weil die 
Fähigkeit von Rechnern, anders codierte Symbole (Bilddoku­
mente, gesprochene Sprache) aufzubewahren und zu verarbeiten 
noch gering ist, obwohl diese Anwendingen in vielen Be­
reichen wünschenswert sind (nonverbale Kaxiunikation, poli­
tische Symbole).
2.1 Wahl der Textquelle
Qualitative Analyse versucht aus der Untersuchung von 
Symbol strafen, die ein System erzeugt, Rückschlüsse über den 
Zustand und ces Verhalten dieses Systems zu ziehen. Die 
Efcten- oder Textquelle ist sehr oft nicht ein physikalisch 
abgrenzbares Objekt, sondern eine Situation, in der sich äzs 
Objekt verhält. In einem offenen Interview wird oft nicht 
der Befragte als Textcjuelle angesehen, sondern die 
Intervie^situation. Die Sensibilität und Lernfähigkeit der 
in der qualitativen Forschung typischerweise untersuchten 
Systeme nacht es nctig, da,, der Forscher (ks i-iei-instrunent 
selbst (siel-; und sein Verhalten) mit in die Analyse einbe­
zieht. Bei der Analyse eines narrativen Interviews sind 
daher nicht nur die Antworten auf Fragen von Bedeutung, 
sondern auch Kcnr.ientare zurri allgemeinen Ablauf der Inter­
views, Beschreibung des nonverbalen Verhaltens von Frager 
und Befragtem, Beobachtungen eines Dritten etc.
2.2 Textarten
Im Unterschied zum klassischen (quantitativen) Vorgehen soll 
in der qualitativen Analyse die Eetenreduktion erst relativ 
spät im ForschungsprozeL einsetzen. Ebenso werden sdiledit 
strukturierbare Iteten meist als die interessanteren be­
trachtet. Die Daten bzw. Texte sollen erzeugt werden, ohne
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Zwang auf cfes untersuchte System aaszuüben, im die 
ökologische Validität (8) der Ergebnisse zu erheben. 
Typische Textarten# die aus diesem Bemühen entstehen, sind 
Antworten auf offene Fragen, narrative Interviews, 
Mitschriften von Gruppendiskussionen, Beobachtungsnotizen, 
natürliche Schriftstücke, Bilddokumente etc. Dazu können in 
vielen Fällen Hintergrunddaten aus anderen Quellen, die 
schon in numerischer Form vorliegen und zusaimen mit den 
Texteten verarbeitet werden sollen.
2.3 Texterfassung
Zur Vorbereitung der Analyse müssen die Texte in manipulier- 
bare Form überführt werden. Dies beinhaltet die vorläufige 
Untergliederung des gesamten Textkorpus in handhabbare Seg­
mente nach natürlichen oder künstlichen Merkmalen und die 
Ablage in einer leicht rezipierbaren Form. Am Ende dieses 
Schrittes liegt das Datenmaterial in Font, strukturierter 
Flieötexte auf einen oder mehreren Datenträgern vor. 
üblicherweise werden als Datenträger Schreitrraschinen- 
manuskripte und Zettelkästen verwendet.
2.4 Textnanipulation (Datenaufbereitung)
Der wohl arbeitsintensivste Bereich qualitativer Analyse ist 
die Stufe der Texur-anipulation. Hierunter fallen die Auf­
gaben der Textaufbewahrung, Textausgabe, Textformatierung, 
Mischen und Sortieren von Texten, Suchen und Auswahlen von 
Textelementen. In diesen Bereich ist allerdings auch der 
Einsatz von EDJ am einfachsten und vielversprechendsten. Das 
beginnt bei der Aufbewahrung von Texten, die dirch die 
Vervending elektr (regnerischer Datenträger sehr viel 
flexibler sparsamer und vo allem auch zugänglicher gestaltet 
werden kann. Irr« Nomalfall müssen die Texte in mehrfachen 
Kopien und je nach Interesse in verschiedenen Formaten 
vorliegen, was bei der Methode der (Papier-) Texthaltung 
grcije Kopier- und Schreibkraftkosten verursacht. Mischen, 
Sortieren, Suchen und Auswahlen ist im Grunde nur vernünftig 
möglich, wenn man <fes Zettelkastenformat benützt, das aber 
wiederura den Blick auf den Gesamttext versperrt.
2.5 Textanalyse
Die eigentliche qualitative Analyse besteht in einem wieder­
holten Proze:.* der Textrranipulation und der Abbildung des 
aufbereiteten Textr.iaterials auf die Theorie des Forschers. 
Typische Operationen sind Verschlagworten des Textes, Indi­
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zieren von Textstellen, Zuweisung von Text stellen oder 
Textbereichen zu Codes eines Kategorienschanas. Die 
Schwierigkeiten dabei lassen sich unter das Schlag^ort 
"Rückkehrproblesnatik" subsumieren. Da aus technischen 
Gründen bis jetzt keine dauerhafte Verbindung zwischen Text 
und Code geschaffen werden konnte, ergeben sich folgende 
Probleme:
1. Die intersubjektive Überprüfbarkeit der 
Textredikticn ist gering.
2. nt man wohl von Text zun Code, aber van 
Code nicht mehr zum Text kcmt, ist eine 
schrittweise Verbesserung des Kategorienschenas 
fast unmöglich.
3. Nicht nachprüfbare Dop^jelZuweisungen erheben 
die Ambiguität der Schlußfolgerungen.
Die Lösung dieser Probleme erscheint ohne ccnputerunter­
stützte Efetenhaltung nicht mit vertretbarem Aufwand möglich. 
Auch der Vergleich von Textkorpi und chs Erstellen von 
"Textkreuztabellen" auf oer Easis von Hintergrundinfomation 
ist beim klassischen Vorgehen schwierig. V.’ie lange braucht 
man um die Textbasis für den Vergleich der Aussagen von 
Managern und Arbeiterinnen verschiedener Persönlichkeits­
typen zu:. Thema "Unterdrückung der Frau am Arbeitsplatz" 
zusai.iienzustellen und dabei noch die Erhebungssituation zu 
berücksichtigen?
2.6 Interpretation - Schreiben
Es sollte möglich sein, daß die Schlußinterpretation des 
Materials so gut vorbereitet ist, daß der Forschungsbericht 
zwar mit "sdiönen Stellen" verziert und belegt werden kann, 
aber die Analyse nicht iri die schönen Stellen her ungeschrie­
ben wird. Audi hier kann die geeignete Dokumentation von 
Texten von greiser Hilfe sein.
9
3. Es tenbanksy sterne in der qualitativen Analyse
Wie vir gesehen haben, liegen die Schwierigkeiten bei dfer 
Durchführung von qualitativen Analysen zim greifen Teil ln 
der mangelnden arbeitstechnischen Unterstützung bei der 
Behandlung ambivalenter, nicht-numerischer Information. 
Schon bei im Vergleich zu numerisdien Anwendingen relativ 
geringen Detennengen wird der vorelektronisch mit Bleistift, 
Schere, Klebstoff und Papier arbeitende Textanalytiker von 
der ungeordneten Komplexität des Materials erdrückt. In 
dieser Situation ist es ratsam, sich nach Hilfe unzusehen. 
fton stc^t cebei unweigerlidi auf den Begriff "Datenbanken", 
von denen ja im Laufe dieses Kurses schon einige vorgestellt 
wurden.
Entwurf und Realisation von Datenbanken sind wie der Begriff 
selbst unter Informatikern oft der Ausgangspunkt von 
Glsubenskämpfen, was nicht initiierte Endnutzer in Ver­
wirrung stürzt und sie ganz von der Benutzung Abstand nehmen 
läi'.-t. Um auch SIR/UEIIS gleich von vorneherein aus der 
Schiijlinie zu nehmen, möchte ich den Begriff "Datenbank" 
vermeiden und (fes Program einfach "Eetenhaltungssystem" 
nennen. •
"Wie die folgende Graphik zeigt, ist ein Datenhaltungssystem 
irr. Prinzip etwas sehr einfaches und genau cks, was der 
qualitative Forscher braucht.
**** AEB. 1 ****
In der Fel<\:ahase braucht der qualitative Forscher einen 
Infcrmationsabladeplatz, auf dem er Daten verschiedenster 
Art zunächst relativ ungeordnet lagern kann. Im Laufe der 
Analyse na., sich daraus aber ein Informationssystem 
entwickeln können, das nicht nur die Interpretation der 
Texte erlaubt, sondern sich die Interpretation auch merken 
kann, dairit die Rückkehr von Code zu Text möglich wird.
Obwohl SIR7DBMS cfcs bisher einzige und air, besten geeignete 
EBtenhaltungssystem für Sozialuissenschaftler ist, sind 
zunächst ein paar Bemerkungen angebracht zu dem, was 
SIR/CBilS nicht kann.
3.1 Kas kann SIR|tED:iS nicht
In der folgenden Übersicht könnte man SIR/ECKS keiner, der 
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ist es, was qualitative Forscher mit ihrem Interesse für 
Textverarbeitung vielleicht erwarten könnten, kein Dokimen- 
tationssystem (JURIS, SESAM) , kein Textanalysesystem (OOCDA, 
TEXTPACK) und natürlich auch weit cbvon entfernt, ein 
Prograrmsystem für künstliche Intelligenz zu sein (3).
**** fiBB. 2 ****
Man kann eich SIRlCBflS vielleicht als eine Art sehr 
flexibles SPSS vorstellen, das auch die Handhabung von 
Texten unterstützt. Als Naditeil kann angesehen werden, dail- 
SIR/lErE Texte nur zeilenweise abspeichern kann und ein 
festes Format verwendet. Eine Texteinheit in SIK/CßllS belegt 
inner den dirch äas Eingabeformt vor definierten 
Speicherplatz plus 2 Bytes, in denen gegebenenfalls die 
I*jige des signifikanten Inhalts der Texteinheit (Textzeile) 
festgehalten werden kann. Dies resultiert im Vergleich zu 
spezialisierten Dok umentationssy starten in einer Versdwen- 
«img von (I lassen) Speicherplatz. Aiijeroem ist SIR/EBIIS nicht 
so schnell wie spezialisierte Systeme, die vergleichbare 
Teilaufgaben lösen können.
3.2 Hauptmerkiaale von SIR/LEIS
Die wichtigsten positiven Eigenschaften von SIR/CBMS sind






SIR/EE1IS ist im licnent das einzige Eßtenhaltungssystem, das 
für die Bedürfnisse von Sozialwissenschaftlern gebaut wurde. 
Die Kaxandosprache ist ein Super-Set der aus SPSS bekannten 
Befehle. Kan kann mit SIP7EE33S stancbräriSiiig Systemdateien 
für die Statistikpakete BHDP, SAS und SPSS erzeugen und hat 
vielfältige und flexible Möglichkeiten zur Ausgabe von 
Rohoeten. Das System steht auf einer Vielzahl von Rechnern 
zur Verfügung und die EXPORT/IMPCP.T Utility läbt (fast) 
vergessen, da.'j es verschiedene Rechnertypen gibt.
Des System ist interaktiv und im graben und ganzen konplett: 
von der Eingabe über die Verarbeitung bis zur Ausgabe kann 
alles im SIR-Systen und ohne Kenntnis des jeweiligen 
Betriebssystems erfolgen. Kartenlocher sind den SIR-Benutzer 
in der Regel unbekannt.
U
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SIKJEBMS akzeptiert nunerische Eeten ebenso gerne wie 
alphanumerische und kennt eine Vielzahl "natürlicher" Daten­
typen wie 'Datun', 'Zeit', 'Kategorial'.
Jeder, der in der Lage ist, SPSS zu erlernen, kann auch 
SIRIJBI1S verstehen. Wer schon eimal versucht hat, sich ein 
kcuner zielles Datenbanksystem anzueignen, wird dies zu 
schätzen wissen. Das hei^t natürlich nicht, dai-> man in 
SIRICBMS nicht auch sehr lange und komplizierte Programme 
schreiben kann. Entscheidend ist allerdings, daL man in 
SIKlCBIS sehen mit relativ geringem Aufwand sehr viel 
erreichen kann.
Abbildung AjMj^ungibtuÄcfo dt* P&Um/tJUAbi¿tiing
Datenverarbeitung
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Der Einsatz von SIR^EIE bei qualitativen Untersuchungen 
verspricht viel, ein Praxistest steht noch aus. Neue 
Arbeitsmethoden werden aber in der Regel nur akzeptiert, 
wenn sie ihre Überlegenheit über konventionelles Vorgehen 
unter Beweis stellen können.
Am günstigsten ist es, wenn dieselbe Fragestellung am 
gleichen Material mit den beiden konkurrierenden Vorgehens­
weisen bearbeitet wird. Kier wird versucht, dies iin Rahmen 
von zwei Projekten an den Universitäten MündienfAugsburg als 
Methodentest durchzuführen.
Im Projekt "Begleitforschung Bildschinritext Düsseidorf- 
Keuss" Hf) fielen Texte als "evozierte Leserbriefe" an, die 
vor, den Versuchspersonen in. Rühmen einer Erhebung mit 
standardisierten Interviews niedergeschrieben wurden. Das 
Textmaterial besteht aus relativ kurzen Texten von über 1000 
Versuchspersonen und kann zu einer graben Menge von Hinter- 
grundinformstion in Beziehung gesetzt werden.
Ir. DFG-Projekt "Kognitive Kontrolle in Krisensituationen - 
Arbeitslosigkeit bei Lehrern" fallen bei 100 Personen 
relativ lange Texte an, was Effizienzvergleiche beim Einsatz 
von SIRfDBi'iS bei unterschiedlichen Textgrundlagen 
ermöglicht.
Beide Textkorpi werden sowolil ca.ipu ter unter stützt als auch 
konventionell bearbeitet.
4.1.1 "Kognitive Kontrolle in Krisensituationen - 
Arbeitslosigkeit bei Lehrern"
Methodisches Kernstück dieses Projekts sind Leitfaden- 
interviewo mit 100 arbeitslosen Lehrern, die in einem 
Zeitraur:. von ce. 15 Monaten bis zu ß mal interviewt werden. 
Die Interviews werden auf Tonbanö mitgeschnitten und von 
studentischen Hilfskräften auf normales Schreitmaschinen- 
pepier transkribiert. Er, Februar 19B3 wurde begonnen, die 
Interviews vori 10 Probanden über Bildschinr. einzugeben, tut 
Erfahrungen mit edv-gestütztem Texthandling und Textanalyse 
zu saimeln. Wenn die Texteincabe im Frühjahr 19B4 ab­
geschlossen ist, wird unsere SIR-Eetenbank mehr als 60.000 
Zeilen Text entlialten ( ces entspricht ca. 1500 Seiten), die
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von uns verwaltet und analysiert werden.
4.1.2 Bildschirmtext-Feldversuch Düsseidorf-NeusS: 
evozierte Leserbriefe
Die evozierten Leserbriefe sind nur ein kleiner Teil der 
Efcten, die zur Beurteilung von Akzeptanz und Wirkungen des 
Telekcmunikaticnssystems 'Btx' erhoben wurden.
Die Eetenbank "PILOT" integriert die Untersuchungen, die im 
Rahnen der wissenschaftlichen Begleitforschung zum Pilot­
projekt Bildschirmtext in Düsseldorf Neuss durchgeführt 
wurden. Folgende Teiluntersuchungen wurden ausgeführt:
1. Eine Voruntersuchung zur Vorbereitung der HauptUnter­
suchung und Einschätzung der Teilnahr.iebereitschaft
iir. Versuchsgebiet;
2. eine Hauptuntersuchung, als Panel konzipiert, mit je 
einer Untersuchung zu Beginn und Ende des Feldversuchs 
(Nullnessung, Schlussmessung);
3. sechs Zwischenbefragungen, die jeweils nur Teilstich­
proben der Teilnehmerhaushalte umfassten und spezielle 
Therien ansprachen:
1. Bildschirmtext als Informations^edium
2. Bildschimtext als Uerbeträger
3. Bildschirmtext als Vertriebsweg
4. Eildschinntext als Unterhaltungsmedium
5. Bildschimtext in der Familie
6. Spezialproblene vor. Bildschirmtext
Die evozierten Leserbriefe wurden iir. Rahmen der 
Schlussnessung erhoben. Die Versuchspersonen sollten dabei 
auf einer vor- bereiteten Seite des Fragebogens zu den 
persönlichen Vor- und Machteilen von Etx Stellung nehmen. 
Die Stater.<er.t£ waren zumeist sehr kurz und haben einen 
Gesamturiang von etwas über 150 Schreitraschinenseiten.
4.2 Detenbank-Design
4.2.1 DFG-Projekt "Arbeitslose Lehrer"
Sowohl die "normal" transkribierten als auch die über 
Bildschirm erfaßten Interviews werden inhaltsanalytisch 
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/I PERSNUM 9 - 9 (i)
/I ZEILE 13 - 14 (l)
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entwickelt, die EBtenhaltung erfolgt mit SIR/iBMS. Die 
Interviewtexte werden mit folgenden TextStrukturmerkmalen 
gespeichert:
**** ABB. 3 ****
**** ABB. 4a ****
Die Texte werden zeilenweise eingelesen und können nadi 
Zeitpunkt des Interviews, Zeilennumer und Textquelle 
(Frage(Antwort) sortiert - werden. Die CDilFUTE-Anweisung 
schneiest Leerstellen vor dem eigentlichen Text ab.
4.2.2 Btx-Begleitforschung: Evozierte Leserbriefe
Audi die Inhalte der evozierten Leserbriefe sollen - im 
Rahnen einer Magisterarbeit - einer Inhaltsanalyse 
unterzogen werden. Die gesamte iAngsschnittuntersuchung wird 
ebenfalls mit SIRJeeie verwaltet . Die Leserbriefe sind 
mit folgenden Textstruktumerkmalen abgelegt:
**** ABB. 5 ****
**** ABD. 4b ****
Da pro Haushalt oft mehrere Personen einen Brief geschrieben 
haben, müssen die Texte, die ebenfalls zeilenweise 
eingelesen wurden, neben der Zeilennirx/.er auch nach der 
Nux'.er der Person im Haushalt sortiert werden können.
4.3 Einsatz von SIR/JöIE in den einzelnen 
Analvseschri tten
4.3.1 Texter fassung
nachdem der Text, der analysiert werden soll, ausgewählt 
oder recherchiert ist, steht man vor dem Problem, den Text 
auch edv-gerecht zu erfassen. Dabei imf. zuerst der Daten­
träger festgelegt, d.h., eine Entscheidung zwischen
- Eingabe mit Belegleser (OCH)
- direct text-dätc entry
- oder Eingabe mit einer.-. Kurzweil-Leser
getroffen werden. Für welche dieser Alternativen man sich 
entscheidet, hangt von den jeweiligen Ressourcen des 
Projekts und des Rechenzentrums, mit den man zusaimen- 
arbeitet, ab. Wir haben uns für die direkte Eingabe der 
Texte üter Bildschirm entschieden.
SIR/IBI1S stellt Prozeduren zur interaktiven Eingabe von 
Daten und Texten zur Verfügung. Da::- wir trotzdem eigene
15
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(rechnerspezifische) Programrte benutzten, hat vor allem zwei 
Gründe:
- interaktive Prozeduren benötigen mehr 
Kernspeicherplatz als deir. Benutzer des 
Leibniz-Rechenzentruns, an dem wir 
arbeiten, tagsüber zugestanden wird,
- es war bisher nur schwer möglich mit 
SIR/EBMS Bildschirrmasken mit guter 
Benutzerfübrung zu entwerfen.
Beide Probiene scheinen zun Jahresende ckirch die Freigabe 
von SIRfFORIS gelöst zu werden. Bis dahin benutzen wir zwei 
Eingabeversianen: ein relativ komplexes Progranm, das 
Eingabejrasken generiert und eine Text-Editor-Prozedur. Das 
Eingobeprograixi wird gerade "getuneö" und dokumentiert (-*3). 
Im folgenden wirc nur die Editor-Prozedur beschrieben.
Bei Beginn unseres nv-versuchs stand uns nur eine 
Studentische Hilfskraft mit Bildschirmerfahrung zur Ver­
fügung. l.’ir ir.LC-.ten deshalb die unerfahrenen Hilfskräfte erst 
in die Bedienung des Bildschirms einweisen. Um Feliler bei 
der Texteingabe- zu vermeiden, wurde eine Eingabeprozedur 
(Anhang 4 ) geschrieben, so cßi.- die Schreibkraft nur eine 
ganz geringe Zahl von Befehlen eingeben muL, uii schreiben zu 
können. AuL-erder. wurde eine Anleitung (Anhangl ) erstellt, 
die neben allgemeinen Transkriptionsanweisungen auch Hilfen 
im Fehlerfall (Systemzusaj-xtenbruch, falsche Eingaben) gibt. 
In einer ersten Sitzung wird die Schreibkraft in die 
Bedienung des Bildschirms (Ein-Ausschalten, Tastatur, 
Lcj.Tpchen) und die Eingabeprozedur eingeführt.
Das fertig transkribierte Interview wird einer kurzen 
Korrektur (per Editor) unterzogen: von der Schreibkraft 
angemerkte falsche Eintragungen (Tippfehler, Hörfehler) 
werden verbessert. Anschließend wird der Text mit einem 
FCRTFJY;- Programm für die Eingabe in SIRfEBliS aufbereitet: 
jede Textzeile wird mit einer laufenden Numer, dem Hinweis 
für Interviewerfrage (F:) oder Lehrerantwort (L:) und dem 
Zeitpunkt des Interviews versehen. Dann wird der Inter- 
vierftext in die SIR-Datenbank eingelesen.
4.3.2 Ttextmanipulation
4.3.2.1 Archivierung
Die Ardiivierung von numerischen und alphanumerischen Daten 
mix. drei Voraussetzungen erfüllen;
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- sie mub Ordnng und Übersicht schaffen,
- die Sicherheit der Efaten gewährleisten
- und einen einfachen Datenaustausch ermöglichen.
In der qualitativen Forschung werden die itextdaten meist in 
greifen Aktenordnern oder sonstigen Ordnungssy Sternen ' 
archiviert, die in der Regel nicht die oben geforderten 
Voraussetzungen schaffen. Ordnung und Übersicht leiden sehr 
bald ein der Überfülle von Ftoterial, das zudem noch eine 
Menge Platz wegniisiit; gerade Papier ist sehr anfällig für 
Einflüsse von au'jen (Feuer, Nesse, Gilb) und ein Daten­
austausch wird meist durch Porto-, Versicherungs- und 
Kopierkosten unmöglich gemacht.
Die Archivierung in SIKfJBMS schafft hier ideale Vor­
aussetzungen. Ordnung und Übersicht sind durch für alle 
Textsegnente gleich definierte "Record Schemas" garantiert, 
die nur für alle in einem "Record-iyp" gespeicherten Texte 
verändert werden können.
Die Speicherung auf Magnetplatte für den aktuellen Zugriff 
und auf Magnetband für die eigentliche Archivierung schafft 
Platz in den Regalen und fordert geringen Verwaltungs­
aufwand. Elektromagnetische Speicherung macht - bei 
sachgemäßer Lagerung (die meist cks zuständige Rechenzentrum 
übernimmt) und umsichtiger Sicherung der Efaten (zweite 
Eandkopie, Datenschutzzeichen) - die Zerstörung der mit viel 
Aufwand erstellten Transkripte nahezu unmöglich.
Der oft beklagte Mangel an Austauschbarkeit konventioneller 
Datenträger zur intersubjektiven Überprüfung und Diskussion 
der Ergebnisse kann mit dem Einsatz von ETV bei der 
Archivierung von umfangreichen Texten behoben werden. 
lOagnetbäncier sind billig, kosten beim Versand wenig Porto 
und können bei Beachtung einiger Eeschreibungsvorgaben an 
jede.7:. Rechenzentrum gelesen werden.
4.3.2.2 Te;:tformatierung
Der eingegebene Text irni’j nun in verschiedenen Formaten 
ausgeoruckt werden, die ä s  Lesen und Vercoden erleichtern. 
Efcbei müssen auch die Wünsche der an der Auswertung be­
teiligten Mitarbeiter berücksichtigt werden.
In RETRIEVAL 1 werden zunächst die Textstrukturelsiiente "F" 
und "L" so weit reduziert, daij sie nur mehr einmal pro Frage 
oder Antwort im formatierten Text auftauchen. Verschiedene 





. CHARACTER 6 tse 
. CASE IS * 2 >
COMPUTE TSESTACK = 'pic'
PROCESS REC 15
MOVE VARS LID, ZEITPKT, ZEILE/ FL/ TEXT 
IFNOTTHEN (tsestack eq fl)
COMPUTE t s e  = f l 
ELSE
COMPUTE tse = 1 '
END IF
PERFORM PROCS 
COMPUTE TSESTACK = FL 
. END PROCESS REC 




REPORT FILENAME = INTNORA/
SORT = LID/ ZEITPKT/
PAGESIZE = 60, 80
.BREAK LEVEL 1,lid 
INITIAL BLOCK 
HEADING //
14x, 'Ko g n i t i v e  Ko n t r o l l e  in Kr i s e n s i t u a t i o n e n '/
M X /  '...................... .....................
FOOTING //
6x/ 'Interviewer: Blanca',40x/ 'Zeitpunkt: T'/Zeitpkt,
. PAGE EJECT
WRITE // 8x/ 'Fa l l -Nu m m e r : ',liD/3x /N0RA'
.END BREAK LEVEL 
.BREAK LEVEL 2,zeitpkt 
DETAIL BLOCK
WRITE 3x/ z e i l e  (iS), lx, TSE/ t e x t  
.END BREAK LEVEL
030
den er gedruckt haben will und verschiedenen Formatierungs­
alternativen. Hier können darch Aufruf des entsprechenden 
Unterprogramms unterschiedliche VJünsche nach Zeilenbreite, 
Seitenlange, Zeilennimerierung usw. erfüllt werden.
Unterprogramm "TEXTFDRJ1.PRUiBGRT" zeigt z.B., wie der Inter­
viewtext des Falles "NORA" zum Lesen und Vercoden formatiert 
wird: die Seitenlänge wird auf 60 Zeilen, die Zeilenbreite 
auf 60 Zeichen festgelegt, jede Seite aufjerdem mit Über- und 
Untertiteln versehen. Jede Textzeile wird mit ihrer 
laufenden lJurxier ausgedruckt, ur. bei der Vercodung der 
einzelnen Textstellen die entsprechenden Zeilenbereiche zu­
weisen zu kennen (vgl. hierzu auch 4.3.3).
Der Aufruf des Formatierungsretrievals ist so gestaltet, daL 
der Endnutzer eigentlich vergessen kann, er mit einen 
komplexen Cetenbanksystem arbeitet. Kit der Eingabe:
r un, PKBODY (UIJSQRT, 118) 
wird der in Anhang Zi abgedruckte Interviartext erzeugt.
4.3.2.3 Hintergrundinfonriation und Text
Bei den meisten qualitativen Untersuchungen fallen nicht nur 
Texte an. Hintergrundinformation zu demographischen 
Merkmalen von Personen, zur. sozialen Kontext oder sonstigen 
Merkmalen des untersuchten Systems können aus anderen 
Queller* bezogen werden. Im allgemeinen ist ein Text, der mit 
textexterner Information zum untersuditen System ange­
reichert ist, sehr viel leichter zu interpetieren als ein 
"nackter" Text, der seinen Sinn nur aus ctem "soziologischen 
Ailtagsverständnis" (1^5 bezieht. Als Beispiel dafür sind 
evozierte Leserbriefe aus dem Projekt "Bildschirmtext" mit 
demograrischen Daten zu Haushalt und zu der antwortenden 
Person irr. Haushalt wieder gegeben (Anhang 3 ).
RETRIEVAL 2, das diesen Ausdruck erzeugt hat, zeigt als 
interessante Eigenschaften geschachtelte "PRDCESS REC 
LOOPS", die REPDfiT-Prozedur und die Funktionen VAPLfiS und 
WLLAB, die es ermöglichen, den Datenbeschreibungsteil 
(anders als im SPSS) als Variablen zu behandeln und flexibel 
auszugeben.
Die Leserbriefe sind zeilenweise in der Datenbank abgelegt 
und zur Identifikation mit Haushaitsnurmer, Personenninv.er 
und ZeilennLF.Fier versehen. Efes Retrieval ordnet zunächst 
jeder Textzeile Informationen über die erzeugende Person und 
den Haushalt, in der. die Person lebt, zu. In der anschlie 
Lenden REPORT-Prozedur wird dieser numerisch abgespeicherten
10
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5.2.3 Ausgabe tfer evozierten Leserbriefe mit 
statistischen Realwerten
C Retrieval BAS ISHET. TEXTOUT 
C ---------------------------
c
C Mit der. Retrieval TEXIOUT werden die evo- 
C zierten Leserbriefe ausgedruckt.
C Statistische Eeten zu Haushalt und Person 





IE30T {SDST(VK:iDrl f3) EC 'HFT')
1JEXT CASE 
IEVE VAR. v k :id
HiOCESS REC LESEPERF
IOVE VARS PERSIO: ZEILE TEXT
cD.'PinE perso:: =  peh s:k :
PROCESS REC STATPERS
IPiWT (PERSON BD ETOPERS) 
HEXT RECORD





MOTE VARS SHVATZ TO SHVAR16 = 
VAI18 TO VAR16 
E l  PROCESS REC
.  p e r f c t j: erocs
.  AJIDSDT 
.  EID PROCESS REC
EID PROCESS CASES
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REPORT FILENAME = TEXTLST/
SORT = VP13ID PÉXSNUÍ-; ZEILE/
BEPCRE REPORT 
. HEADIH3 BLOCK 4
. WRTTE 'Btx-Hauotuntersuchung EV02.IEP.ir LESERBRIEFE*,
50T, DKTE, 70T, 'Seite: ', PiCE (14)
. WRITE '------------------------------------------- 'f 50 T,
•________i 70T, *___________* //
. DJD HEADHJG BLOCK
. BLA!71; LUTES 10
. KRITE 'Evozierte Leserbriefe aus der Encriessung der Be-'/
'gleituntersuchung Btx Düsseldorf/Neuss. '/
'Die Texte zu j&ieiis einer. Haushalt werden in '/ 
'einer! Elock ausgedruckt. '/
'Nach der FALL-IEOTTIFlKATIOi; folgen statistische'/ 
'Angaben zur: Haushalt, '/
'nach der PERSOilEK-HJlIIER ira jeweiligen Haushalt '/ 
'werden statistische Angaben zur Person ausge- '/ 
'druckt. '/
'Die Texte wurden Zeile für Zeile von den '/
'Originalen übertragen unc stellen cfemit ein '/ 
'"jTiasdiinenlesberes Faksimile" dar. '/
'Die einzelnen Textzeilen sind nit einer Zeilen- '/ 
'nun.ier verseilen. '//
. PAGE EJECT
BKTAIÍ LEVEL l,VH :iD  
. CDÍPUTE IELAE = V A R (VRíID)
. WRITE IELAE, VH3ID
. WRITE ' =  - - -- 30T, ' =  ' //
. DO REPEAT XRH = V8 TO VI6 /
XLH = L8 ID L16/
Y = SKVATxB TO S1IVAPJ6/
CDIPLTX XRE = VAHLAT. (Y) ;
XLH = VALLAE (Y)
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END EREAI' LEVEL
BREAK LEVEL 2 ,P£ESMJI1 
.  WRITE /
. ODliPUTE PEESLAB = VARLAB (PH1SNJK)
. WRITE PERSLA5, 1: ', PSSNUIl /
. DO REPEAT XRP = W,VB,V10,V11,V12,V13,V14,V15(V16/ 
XLP = L7,L8,L10,L11,L12,L13,L14,L15,L16/ 
Y « SPVAR7, SPVAR6,
SPVAR10 TD SPVAR16/
GDI POTT XRP = VARLAE (Y) ;
XLP = VALLAB (Y)
WRITE XRP, *, XLP
. n m  re p e a t
OOHPÜIE V9 = VARLAB (SPVAR9) ;
W9 =1900 + SPVAR9 
WRITE VS, ', WS 
. VJRITE /
EETAIL ELCCK
. HPJTE ZEILE (12), * ’ ,TEXT
EHE BRE/ j; LEVEL 
END RETRIEVAL
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Hintergrundinformation die DetenbeSchreibung zugeordnet und 
die Texte zusanrr.en mit den Kintergrunddaten in übersicht­
licher Form ausgegeben.
4.3.2.4 Sortieren
Wenn der qualitative Forscher über seinen transkribierten 
Texten sitzt, taucht meist nach kurzer Zeit der Wunsch auf, 
die Texte zu zersdineiden und nach verschiedenen Gesichts­
punkten zu sortieren. Je nach Fragestellung möchte man 
vielleicht nur die Antworten der Interviwten 
zusa^r.ienstellen, ur. diese mit den Antworten anderer 
Befragter zu vergleichen; zur Interviewerschulung kann es 
sinnvoll sein, sich nur die Fragen der Interviewer herauszu­
schneiden.
Retrieval 3 zeigt, wie ein Text in Frage/ Antwortblöcke 
sortiert werden kann. Das Hauptprograrrri holt die gewünschten 
Variablen aus der Datenbank unc ruft ein Unterprogramm 
"lEXTFOrJl.PnSQRT" auf. Der gesagte Text wiro nach Fall- 
nurr.ier, Zeitpunkt des Interviews und den Textstrukturelement 
•n," (Frage/^ehrerantworz) sortiert ( » O .
Gerade beix: Sortieren von Texten eröffnet der Einsatz von 
SIRi IXj!'jS Möglichkeiten, die bei der konventionellen Text- 
manipulation einfach auf Zeitgründen nicht durchgeführt 
werden kennen (vgl. auch 4.3.2.5).
4.3.2.5 Suchen und Mischen
Sobald sich der qualitative Forscher einen ersten Überblick 
über das Textmaterial verschafft und erste Sortiervorgänge 
durchgeführt hat, mochte er ijr. allgemeinen den Text auf der 
Basis seiner Arbeitshypothesen weiter zergliedern und ex- 
plorativ die Tragfälligkeit seiner Theorie testen. Dies kann 
dürch Markieren und weiteres Zerschneiden der Texte ge­
schehen, durch eine vorläufige Vercodong oder durch t^s 
Erzeugen von "Text-Kreuztabellen", wo nach bestiixiten inter­
nen oder externen Merkmalen sortierte und gemischte Textaus- 
schnitte miteinander verglichen werden.
Betrieval 4 zeigt eine dieser Möglichkeiten in der Sprache 
von SIR/JCMS (Projekt "BIX"). Hier werden für eine bestiixite 
Bildungsstufe der Responaenten alle Leserbriefe ausgewählt, 
die ein bestirntes Textpattern (Wort, Worts taim, Satz- 
fragroent, Zeichen) enthalten. Gezeigt werden die String­





, PROCESS CASES count = 1
. PROCESS REC 15
MOVE VARS LID/ ZEITPKT, ZEILE/ FL, TEXT
PERFORM PROCS 
. END PROCESS REC 
. END PROCESS CASES






.BREAK LEVEL IVl i d 
INITIAL BLOCK
HEADING // 14x, ' T E S T L A U F - - T E S T L A U F ' /  
3x, 'SEITE: \  PAGE 
FOOTING // 6x, 'INTERVIEWER: Ph i l i p p , 55x , z e i t p k t  
PAGE EJECT
WRITE i f  8x, 'Fa l l -Nu m m e r : lx, l i d  
.END BREAK LEVEL 
.BREAK LEVEL 2.z e i t p k t  
. INITIAL BLOCK
WRITE 40x, z e i t p k t //
.END BREAK LEVEL 
.BREAK LEVEL 3,f l 
DETAIL BLOCK 
WRITE 8x, Ze i l e (i5), 2x, f l , t e x t
.END BREAK LEVEL
= sortier/




PRESET f o u n d (0)
PROCESS CASES
IFNOT ( SBST (vpnid,1,3) eq 'hpt')
NEXT CASE
PROCESS REC 271
. MOVE VARS BILDUNG/ SCHICHT = v a r 13, v a r 16 
. MOVE VAR ENDPERS 
. IFNOT ( EXISTS (e n d p e r s ) e q 1)
NEXT RECORD
PROCESS REC LESERBRF, WITH (e n d p e r s )
. IF ( PATTERN (UPPER (text), UPPER ('§<>§')) eq 1 and
(BILDUNG EQ<2>)) FOUND = 1;
EXIT RECORD
END PROCESS RECORD
IFTHEN (FOUND EQ 1)
PROCESS REC LESERBRF/ WITH (e n d p e r s )
MOVE VARS v p n ID/ p e r s n u m , t e x t  
PERFORM PROCS 
, END PROCESS REC 
. COMPUTE f o u n d = 0 
END IF
END PROCESS REC 
END CASES
WRITE RECORDS f i l e n a m e  = <3>/
VARIABLES = BILDUNG, SCHICHT/ YPNID, PERSNUM/ TEXT/
f o r m a t  = (2x, 2(i2,lx)/ a 8/ i2 , lx, a 60)
END RETRIEVAL
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(Zeilen) nach ihren Sortiermerkmalen.
Des Retrieval untersucht zunächst für eine bestimmte Person, 
ob für die gemeinsame Bedingung "Bildungsniveau" und “Text­
muster" zutreffen. Die jeweiligen Werte der Bedingungen 
werden beim Prozeduraufruf angegeben. Sobald das Programm 
bei einer Person des gwünschten Bildungsniveaus das ange­
gebene Textnuster findet, gibt es den vollständigen Leser­
brief aus. Zur Identifikation und zun Textvergleich werden 
die Codes für Bilcbngsstufe, soziale Schicht, die Numer des 
Haushalts und die Numer der Person irr. Haushalt mit ausge­
geben. Im vorliegenden Fall werden die Leserbriefe aller 
Personen mit Gymnasium oder Abitur, die sich zun BTX-Decoder 
cui'-ern, ausgedruckt. Die entsprechenden Werte für die Such­
kriterien werden dem Progranr. beim Aufruf durch den Benutzer 
mitgeteilt. Im vorliegenden Beispiel mit
run, (DECODER,5,LISTE).
4.3.2.6 Weiter führende Möglichkeiten
Die Beispiele zeigten einfache Möglichkeiten, SlRfCDMS für 
die qualitative Analyse nutzbar zu machen. Allerdings wurden 
hier die Möglichkeiten interaktiven Arbeitens aus Gründen 
der Verständlichkeit nicht angesprochen. Mit SIRfEBHS kann 
man positianale und globale Parameter definieren, 
Unter prograime auf ruf er. und zwischen Editor und Batch-Sub­
system in einem interaktiven Prograixi wechseln. Eödurch wird 
es möglich, generalisierte, interaktive Programe in Menü 
technik zu schreiben, die den Forscher von der Last, EEV 
lernen zu müssen, befreit.
Wir planen einige Prograrrr-ISodule dieser Art iir, Laufe der 
Arbeit an den beiden Projekten zu schreiben. Allerdings 
erfordern generalisierte Programme einen hohen Arbeits­
aufwand und im Grunde auch einen Programmierer, der sich 
kontinuierlich in ces Projekt kümern kann. Unsere Erfah­
rungen zeigten aber auch, da..* ran mit SIRCDEJ1S allein und zu 




Textanalyse heikt, Texte verschlagrforten, indizieren und 
vercoden. Aus den Beispielen zur Textmanipulation wurde 
schon deutlich, daL SIR/CBIiS durch die flexiblen und 
effizienten Möglichkeiten, Texte auszuwählen und auszugeben, 
eine Vielzahl von spezialisierten Programmen unterstützen 
kann. So ist die Textversorgung der unterschiedlichsten 
•Vercodingsunterstützer" wie CDCDA oder TEXTPACK Mi) kein 
Probier., Von den Verfassern wurde diese Möglichkeit schon 
zur Vercoding von Antworten auf offene Fragen benutzt U b ) • 
Für qualitative Analysen ist der problemlose Einsatz von 
Programmen zur elektronischen Inhaltsanalyse deswegen 
wichtig, weil man sich charch KWIC- oder KJOC- Listen einen 
recht guten Überblick über die inhaltich relevanten Teile 
von Texten verschaffen kann. Auch der Einsatz von 
VJörterbuchverfahren und automatischer Vercodung bringt 
manche Erleichterung.
Besonders wichtig ist aber die Lösung der Rückkehrproblene 
djrch den Einsatz von SIP/QBIS. Das Prinzip ist einfach: mit 
den Schlagwörtern oder Codes werden die entsprechenden Texte 
aufgehoben. Technisch geschieht dies durch die Konstruktion 
von invertierten Listen, in denen die Beziehungen zwischen 
Te;:t und Code gespeichert werden. Eine invertierte Liste in 
SIRflBiiD ist eine Tabelle (Fall mit 1 Record-Typ), die einen 
Cöäe oder ein Schlagwort mit allen Querverweisen zu den 
vercooeten Textbereichen enthält.
Die folgende Tafel veranschaulicht die Vorgehensweise:
**** A3D. 6 ****
Die Konstruktion von invertierten Listen setzt natürlich 
voraus, da.-, während der Vercociing mit den Codes auch 
Zeilennur.r.ern der interpretierten Textbereiche notiert 
werden. Diese liehrarbeit lohnt sich jedoch in vieler Hin­
sicht:
- die Reliabilität wird durch die 
Möglichkeit der intersubjektiven 
Überprüfung erhöht (und erst 
feststellbar geiriacht);
- das Kategorienschema kann flexibel 
verändert werden, lieuvercoüungen 
werden erleichtert, "Sonstiges" kann 
problemlos nachvercodet werden;
- "schöne Stellen" kämen rät 
nir.ir.alein Aufwand gefunde: werden, 
ihre auswahl wird nachprüitar und
4.3.3 Textanalyse
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5 997 -  1023  
4 5 4 - 6 1  
1 127 -  129
6 824 -  832
4 1024 -  1027 i 
4 1343 -  1351
Für jede Kategorie wird eine Tabelle angelegt. Als 
Tabellenidentifier (CASE ID) wird der Variablenname 
der Kategorie verwendet.
Die der Kategorie entsprechende Textetelle wird 
Uber die Befragtenidentifikation (LID), den Befra­
gungszeitpunkt (ZEITPKT) und den Zellenbereich Im 
Interview identifiziert. Zusätzlich ist die jeweilige 
Ausprägung in der Kategorie abgespeichert.
primary key prim.key prim.key prim.key
kritisierbar;
— zun Vergleich und zur Überprüfung 
von Kategorien können Texte nach 
Maßgabe ihrer Codes sortiert und 
gemischt werden.
E&s folgende Codeblatt aus dem Projekt "Lehrerarbeitslo6ig- 
keit" zeigt, c&ß der zusätzliche Aufwand gering ist. Die 
Projekte sind allerdings noch nicht weit genug fortge­
schritten, um auch hier, wie zu den vorhergehenden Arbeits- 




i  • „ •  ¿ 2 1 2 1  * " •»ft ft «/l
▼AA-nan* |II1)lMOllOO 1JCodr Awprtt|usf ■H#rl A E * F













1 \ 60 K •>3















b trifft nicht su 
1 trifft Jeveils su
VohnsltuetIon
F1LSBE8 LS F Schulden
F 1 LSB£9 LS F Frelmeit
F1LSBE10 LS F Urlaub
F1LSBE11 LS F kleinere persönl. 
Anschaffungen 4
F 1 LS BE 1 2 LS F
.
Auto/Verkehr







1 0 bis 200
2 201 bis 400
3 401 bis 600
4 601 bis 800
5 801 bis 1000
6 1001 bis 1200
7 1201 bis 1400






































b keine (weitere) 
Belastung





5 finanzielle Unselb- etändigkeit
6 "rechnen" ntisssn(
IF1LSBE16 BE F 2 ,Belastung
Jf 1LSBE 19 
i
BE F 3 .Belastung
,r(M^ 2 0 F k * Be lastun f j nicht mithalten könnena c _ —
' 1
ANMERKUNGEN
1 vgl. dazu COOK/REICHARDT 1979, HOHLER 1981
2 wiedergegeben bei MÖHLER 1981, S. 725-727
3 ein Beispiel für Textvermehrung durch *objektiv-henneneu- 
tische" Methode von OEVERMANN ist der Aufsatz von
BURKHART 1983
4 WERNER 1962 gibt eine knappe Übersicht über den von 
Anthropologen an Texthandling
5 die Idee, daß intellektuelle Tätigkeit nur durch die 
Konstruktion von "IntelligenzVerstärkern" über das 
Niveau des Handwerks gehoben werden kann, stammt von 
ASHBY 1974 (Originalausgabe 1956)
6 die Akzeptanzkriterien werden von HEITE/HEITE 1982,
S. 82 vorgeschlagen (außer Punkt 6)
7 vgl. MERTEN 1983, S. 15
8 vgl. MÜHLFELD et al. 1981, S. 346 ff.
9 eine exemplarische Übersicht über Programme der 
YALE-GRUPPE zur intelligenten Textanalyse und Verco- 
dung gibt SCHANK 1976
10 das Gesamtprojekt ist in MAYNTZ et al. 1963 beschrieben
11 Über die Projektplanung kann man sich in ULICH et al. 1961 
informieren
12 zur Beschreibung dieser Datenbank siehe DEGENHARDT/ 
DEGENHARDT 1983
13 Interessenten an diesem Programm können sich an die 
Verfasser dieses Papiers wenden
14 vgl. MÜHLFELD 1981, S. 338ff.
15 eine Übersicht über diese und ähnliche Programme 
gibt MOCHMANN 1960
16 zur Analyse der offenen "Agenda-Setting-Frage" und 
von Zeitungstiteln im DFG-Projekt "Wahlkommunikation" 
vgl. DEGENHARDT et al. 1983
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TECHNISCHE BESCHREIBUNG
1. Sprache
NOS Vs. 1 CCL (CDC Cyber Control Language
2. Vereinbarungen
In der folgenden Darstellung, werden Strings, die beim aktuellen 
Aufruf der Prozedur ersetzt werden, in spitze Klaimern (<>) ein­
geschlossen.
3. Benoetigte Dateien
Die Prozedur benoetigt zun Ablauf die Berechtigung 
'cirect-aceess' - Dateien anzulegen. Zwei 'indirect-access' - 
Dateien mit den Kamen <r.aj,ie>TXT und <name>DAY muessen 
vordefiniert sein.
Auf <nare>TXT wird nach jeder Eingabesitzung der geschriebene 
Te>:t abyespeichert, auf <name>DAY Informationen zur 
Eingabe Sitzung wie De tun, Einschf.ltzeit, Ausschal tzeit, Anzahl 
der geschriebenen Zeilen und der relevante Teil des BAYFILE.
Beim Aufruf erzeugt die Prozedur die lokalen Eeteien MiFTDrr, 
EICCEXT, FEHLET, und <name>SCF.. A'vTTEXT, EüHTEXT und FEHLER 
enthalten Meldungen, die im Eingabetext oder auf dem Bildschirm 
ersdieinen. <na.‘ie>SCH ist eine 'direct-access' - Datei, die von 
Editor CEDIT zur Textausgabe be- nutzt wird. Bei fehlerfreiem 
Ablauf der Prozedur wird der in <name>SCP. eingegebene Text an die 
vordefinierte Datei <name>T^T ancehaengt und die Datei geloescht. 
Im Fehlerfall bleibt die Scratchdatei <name>SCP. erhalten. Uenn 
moeglich wird die Datei <name>ERR erzeugt, deren Inhalt unter 
tt.ista enden die Rekonstruktion des Fehlers ermoeglidit.
Nach der Beendigung der Texteingabe werden zusaetzlidi die 
lokalen Da- teien LOCSCR? und XXXLST erzeugt. Alle lokalen 
Efcteien werden nach der Beendigung des Prozedurablaufs an cas 
System zurueckgeoeben.
Üebersidit ueber die benoeticten Dateien
Nar« der Datei Typ Inhalt
<nante>TXT ind. perm. laufender Text
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* PROZEDUR ZUR EI’.CASE VOJ: FLIESSTEJfüE-'
* PROZEDUR - AELAUF
1) ET.ZEUGEi; EIITlR DI RE CT-ACCESS SCRATCH DATEI 
FUER DIE TEXTE UJ2AEE
2) Pim iXl DER TEXTEDGA3E 
—  EHJGA3E -  srrzuic
3) EIBE DER TEX7EIIJGAEE
4) K E :: ALL ET GLATT GRJG, VJIRD DIE DIRECT-ACCESS 
SGVTCT E£TFI AE DIE VGRDEFIKIERTE TEXTKORFUS- 
DATEI Al EERAEiET U1!D DIE SCRATQ¡-DATEI GELOESCHT. 
IT. FEKLERFALL B LE IDT DIE SCP^iITCH-DATEI ERHALTEN. 
MW HELLER EECRIFF 17IRD IÜETIG.5) DIE DAYFILES DER SITZUIEEr irERDET GES/JSZLT
6) GEGEBDE 3FALLS ERROR PROCESSING
CSET,ASCII.
defi]:e ,i w £_s c r.
















APPDjU, liAi LE_DAY, XXXLST.
RETOR ’, XXXLST, HAH3LOT.
REVERT. ** ENDE V0I1 HAI IE 
e >:it.
ODFi’, FEHLER.
dayfili; (l=]ä *x _etp4
£AVE,FA';E_EIiR.
CSET,NCFJ;AL.
RETOIi:, AI 3FTEXT, E3 B7TE/IT, FEI ILER.
REnjn : , j &  x_scn, 3«  zl_e3S1 , l o c s c r t,xx x l s t.
RCVUiT, ATCTiT. ** FEHLER TUT NAi!E 
. DATA, M  JFTUXT 
--- Beginn der Texteing&be
. DATA, E? JOTEXT
--- Ende der Texteingabe
. DATA, FEHLET.
Irgendwas ging schief! 







Kognitive Kontrolle in Krisensittaticnen
Seite: 1
Fall-Nunner : 118 "NCRA"
1 F: Kamst vielleicht am Anfang erzählen, wie es dazu
2 ge kamen ist, dai* Du jetzt arbeitslos bist ?
3 Also so vCT.i Studium bis
4 L: Also vom Abschluß bis
5 F: Also nicht das ganze Studium, sondern mehr so allgemein
6 L: Also ich hab Deutsch und Englisch studiert und hab
7 ckrm den Realschullehrerexaraen gemacht und dann cks Refererr-
8 dariat und bin am 15. Februar fertig geworden und hab mich
9 beworben beim Staat im September 83 und hätte, wie ich
10 herausgekriegt habe, so über Unwege eine BAT - Stelle ge­
ll kriegt für ein halbes Jahr erst mal an der Schule, an der
12 ich jetzt meinen Einsatz gehabt hab.
13 F: htnh
14 L: Aber ich habe nicht angencrmen. Ist mir auch von der
15 Schule selber angeboten worden. Und dann hab ich cfas -
16 Ich wollte also jetzt nach München. Erst mal wollte
17 ich mal wieder heim und ich wollte auch nach München,
18 weil ich mir eben hier eine Stelle suchen möchte.
19 F: Ja
20 L: Das ist so mein Wunsch, mein Anliegen.
21 F: Und wie gehts dir da jetzt so weil du keine Arbeit
22 hast oder
23 L: Also mir gehts ganz gut (schnauft)
24 Ich genier, das natürlich auch. Ich bin
25 sogar ein wenig ir. Stre:^ , weil ich mich im unheimlich
26 viel Zeug kürmern miij, ....,
27 Arbeit suchen, aber sonst gehts mir sehr gut.
28 F: Und welche Zukunftsperspektiven so hast jetzt ?
29 L: Ja also, ich wünsch mir halt und das streb ich
30 auch an, da;', ich vielleicht zum September eine
31 Stelle hab — (schnauft) und die andere Möglich-
32 keit war halt, wenn ich keine hab, daiL- ich <inn
33 ziri Staat geh, irgendwo hin. Und das weif.' ich noch
34 nicht genau t ob ich das mag.
35 F: I7ie zun Staat ?
36 L: Also beim Staat halt, würd ich ne stelle kriegen
37 Deutsch-Englisch ist an und für sich, oder zimin-
38 dest ne OftT-Stelle, also erst mal am Anfang
39 F: Also als Angestellte.
40 L: Aber irgendwie hab ich ijn Staatsdienst entweder ne
41 feste Stelle oder als Angestellter, nur es ist halt,
42 ich irgendwo hingeschickt werd, also halt nicht
43 München.- Ja und das ist dann noch zu überlegen,
44 ob ich cfas dann mach. Eigentlich möcht ich tfes nicht.
45 F: Itnh
Interviewer: Bianca Zeitpunkt: tl
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T E S T L A U F  —  T E S T L A U F
SEITE: 11
1389 F: ttnh.
1392 F: Mmh. Andersherum gefragt, haben Sie irgendwelche Ziele oder
1393 F; Wünsche aufgeben müssen, aufgrund jetzt der beruflichen
1394 F: Unsicherheit?
1396 F: Mmh.
1399 F: Gar kein so klares...?
1401 F: Ahm. Ja, das war es, glaube ich.
1403 F: Mmh.
3 L: Ja, es ist halt so, fej.- ich, daij ich schon arbeite und
4 L: zwar a~. Nachmittag habe ich einen Privatschüler gefunden, durch
5 L: das Arbeitsamt.
7 L: Der nur. Latein nachholen (sehr schlechte Bandjualität,
8 L: schwer verständlich!!) und den habe ich acht Stunden die Woche.
10 L: Also so da;, ich finanziell auch in einer ganz glücklichen
11 L: (lacht) Situation bin.
13 L: Mnh.
IS L* Ja, ja«
17 L: Es ist halt so, da;., ich als Facher Latein, Französisch,
18 L: Spanisch habe und also ich bin ja auch die Einzige in Bayern,
19 L: mit dieser Kcnbination.
21 L: Des verkompliziert die Sache mit der Anstellung. Und mit
22 L: Latein kann man halt immer noch (lacht/ Wort ist unverständlich).
24 L: Klar.
26 L: Nee, ich bin nicht arbeitslos gemeldet.
26 L: Also ich bin, im Dezember bin ich hingegangen oder November
29 L: schon und es bestanö bei mir noch die Aussicht, daL ich eine
30 L: Stelle im Februar bekenne.
32 L: Und ich wellte aber dann trotzdem mich irgendwie absichern
33 L: und habe mich an verschiednen Stellen auch beworben.
35 L: Und habe (stockt)
37 L: Jaja, und das was ich efe angeboten bekennen habe, das war
36 L: also wirklich sehr, also efes war also finanziell einfach nicht
39 L: interessant,
41 L: für die Arbeit die ich h£.tte machen müssen.
43 L: Dazu hatte ich keine Lust.
45 L: Ich wollte denn lieber einen Privatschüler haben.
47 L: Und der. habe ich also erst im im Februar, also vor zwei
48 L: Uochen, hat die Frau nid-! angerufen.
49 L: Und den habe ich also erst im im Februar, also vor zwei
50 L: Wo dien hat die Frau mich angerufen,
52 L: ct.. war fenn ganz sdinell.
55 L: Also das ist so, ich bin, ich habe eine eigene Warteliste,
56 L: auf diese Warteliste (lacht) bin ich Nurxier eins und ich
57 L: werde, das ist also so schwierig, die wissen halt nicht genau,
58 L: was sie mit mir radien sollen.
60 L: liein Examen ist zienlidi gut, aber ich habe den Nachteil,
61 L: daj.. ich eine Frau bin. Und bei der Anstellung im Februar sind
62 L: bei Französisch/Latein nur I-iänner mit Bundeswehr gencnr.ien
63 L: worden,
65 L: Die sidi also in ihrer Note nicht von meiner unterschieden
66 L: haben.
68 L: Und jetzt wurde mir halt gesagt, dio es im Senner, da.- idj




10 5 6 HPT00057
20 5 6 HPTO0057
30 5 6 HFT00057
40 5 6 HPT00057
50 5 6 HPT00057
60 5 6 HPTO0057
. 70 5 6 HPTOOOS?
B0 5 6 HPT00057
90 5 6 HPI00057
100 5 6 HFT00057
110 5 6 HPT00057
120 5 6 HPT00057
130 5 10 HPTÜ0099
140 5 10 HPTO0099
150 5 10 HPT0009S
160 5 10 HPT00099
170 5 10 HPIÜ0099
180 5 10 KPT00099
190 5 10 HPTO0099
200 5 10 HPTÜ0099
210 5 10 HPT00099
220 5 10 HPT00099
230 Cw 10 HPT0009S
240 5 10 HPT00099
250 5 10 K?H)0099
260 5 10 KPT00099
270 5 10 HFT0009S
260 5 10 KPT00G95
290 5 10 HPT00099
300 5 10 HPTOOC92
310 5 10 HPT00396
320 5 10 KPT00396
330 5 10 1IPT003 96
340 5 10 HPT00396
350 5 10 HFT00396
360 5 10 HPT00396
37.0 5 10 HPCÜ0396
380 5 10 HPT0039G
390 5 10 HPT003 96
400 5 10 HPT00396
410 5 10 HPT00396
420 5 10 HPT00396
430 5 10 HPT00396
440 C 10 HPT003 96
450 5 21 HFTD0478 3
460 5 21 HPT00478 3
470 5 21 HPO)0478 3
4B0 5 21 HPT00478 3
490 5 21 HPT00478 3
500 5 13 HPT02072 3
510 5 13 HPTO2072 3
520 5 13 HPI02072 3
530 5 13 HPTD2072 3
540 5 13 HPT02072 3
550 5 13 HPTC2072 3
560 5 13 HPIÜ2072 3
570 5 13 HPT02072 3
580 5 13 HPT02072 3
590 5 13 HPT02072 3
600 5 13 HPT02072 3
610 5 21 HPT02219 3
620 5 21 KPTO2219 3
O 630 5 21 HFI02219 305>2
enc S W E B Î S  interactive run.
Tedmisch erscheint mir cts Decodersystem noch 
zu kompliziert, vor allem ueber die Telefone ins chaltung.
BTX waere fuer mich von grossem Wert, wenn man 
inehr Infos abrufen koennte, die in Tageszeitungen,
Fernsehen, Zeitschriften nicht oder nur selten 
zur Verfuegung stehen
aktuelle Wetter berichte, Reisewetter berichte, Laender- 
wetterberidite, Bilanzen von A3*s ueber Ccnputer- 
abruf z.B.
Generell: aktuelle Info, unkompliziert 
abrufbar
1) ETX ist schon teuer genug und wird garantiert noch viel 
teuerer - siehe Betrug mit dem 8-Ilinuten-Takt 1
2)Telefon ist bei BT^ nicht fuer seinen Zweck brauchbar.
3)Geldschneiderei in der Zukunft: neuer Decoder, 
neue Fernseiigeraete, Alpha-Tastatur etc.
4) Datenschutz ni dit gesichert (siehe das Gurmi-Daterr- 
sdiutzgesetz).
5)Befuerchtung, dass BTA in einigem zum Zwang wird, 
dadurdi Verlust von Arbeitsplaetzen bei Banken, 
Sparkassen, Versicherungen, Grosskaufhaeuser etc.
6)Die i.iensc±iliehe Kanmunik^tion geht gaenzlidi verloren,
7)I'jenschen im Rentenalter werden mit der neuen 
Ted ini k ni dit mehr fertig
8) Idi habe an dem Versuch te il genannten, weil midi 
jede neue Sache und Technik interessiert und sie 
gerne ausprobiere. Aus dem vorstehenden 7 Punkten 
und auch nodi aus einigen anderen Gruenden nach 
Ablauf des Versudis nidit mehr weiter mitmachen.
Die Informationen sind gut und reichlich , nur
ist es eine arge Zeitverschwending bis man die Infor­
mation hat, ur.\ die es eigentlich ging. Auch haben die 
Anbieter zuviel Vorspann und "Firlefanz" im Programm, 
was unbedingt entfallen sollte. So wie ich ETA heute sehe, 
ist der defuer erforderlidie Zeitaufwand nur von Rentnern od 
rit sehr viel Freizeit (ohne andere zeitaufwendige Hobbies) 
erbringen. Idi habe es ni dit geschafft, Infos praezise 
abzufragen. Hinzu kamen folgende Hindernisse: sehr 
knapo bemessene Zeit nach Beruf und Arbeit im Haus 
und Garten. 2) Mehrmaliger wodien- bis monatelanger 
Ausfc.il des Decoders (Grundig). (Ersatzdecoder waren ni dit 
zu beschaffen). 3) Freihalten des Telefonansdilusses 
und damit "aus fuer BTX" fuer zu erwartende Anrufe.
Bequeme Informationsnoeglidikeiten 
zu jeder Tageszeit.
Teilweise tedinisdie Iiaengel an Fern­
seher und Ilodern bzw. Decoder.
Stoerend: -Manche Anbieter lassen nicht die Uaiil,
zu jeder Zeit die Seiten zu verlassen, nur 
ein Abbruch mit *0$ hilft, die Sudie 
nadi der Seite dauert wieder eine gewisse 
Zeit.
-Die durch den Bildschirm bedingte Schrift 
ist auf die Dauer ermuedend.
Besonders gut: -Moeglichkeit, nach Beendigung der
Verbinding die Gebuehren abzufragen.
-Der Decoder bietet die lloeglichkeit, 
audi Videotext zu ergangen.
1) In erster Linie die Reparaturanfaelligkeit der 
Decoder




Die „Angewandte Informatik" (bis einschl. 1970 „elektronische Datenverarbeitung") 
ist eine Datenverarbeitungsfachzeitschrift gehobenen Niveaus, in der theoretisch 
und praktisch orientierte Beiträge aus dem weiten Bereich der Anwendung von 
Computern veröffentlicht werden. Sie ist
•  anwendungsorientiert deshalb, weil es sich bei den relevanten Aspekten von 
Informatik oder automatisierter Datenverarbeitung nicht um theoretisierende 
Erwägungen handelt, sondern um praktische (und theoretische) Probleme, deren 
Lösung uns alle angeht;
•  forschungsorientiert insoweit, als „Forschung” auf dem Gebiet der Informatik bzw. 
automatisierten Datenverarbeitung bei den großen Computer- und Software- 
herstellem und privaten Großanwendern ebenso stattfindet wie bei den Hoch- 
und Fachhochschulen der öffentlichen Hand;
•  entwicklungsorientiert aus demselben Grunde;
Letztlich will die „Angewandte Informatik” einen Beitrag zur stetigen Weiterentwick­
lung der automatisierten Datenverarbeitung leisten, und gemäß ihrer eigenen 
Struktur und Entwicklung sieht sie ihre Möglichkeiten dazu in erster Linie in einer 
Synthese gewissermaßen zwischen den Belangen der Praxis und den Erkenntnissen 
und Forderungen der Theorie: daher (seit 1971) A ngew andte Inform atik.
Die Fachbeiträge stammen überwiegend von Informatik-Fachleuten und Datenver- 
arbeitungs-Experten aus dem Anwender-, dem Hersteller- und dem Hochschul- 
bereich, und zwar von praxisorientierten Wissenschaftlern und wissenschafts­
orientierten Spezialisten etwa im gleichen Maße. Hinzu kommen Autoren aus 
Randbereichen und Nachbardisziplinen von Informatik und automatisierter Daten­
verarbeitung, die das Gebiet auch aus ungewohnten Blickwinkeln beleuchten.
Die Leserschaft setzt sich aus all jenen zusammen, die in Praxis, Wissenschaft und 
Studium beruflich auf qualifiziertem Niveau maßgeblich mit Informatik und Daten­
verarbeitung zu tun haben. Insbesondere handelt es sich dabei um Inhaber leitender 
Funktionen in diesem Bereich sowie um qualifizierte Spezialisten. Erheblich ist auch 
der Anteil der Leser aus den Nachbargebieten der Informatik -  ein Beweis für die 
Vielfalt der in der „Angewandten Informatik" behandelten Themen.
Man kann diese Aktivierungsstruktur auch mit einem 
Token-Ring vergleichen. Die maximale Länge der Kon- 
trollschieifen muß in diesem Fall individuell auf die 
Unterbrechungsquellen ab gestimmt sein. Dies kann 
durch eine entsprechende Aktivierungs- (bzw. Poll-) 
Folge geschehen, die sichenlellt, daß schnellere Ge­
räte öfter gepollt werden.
Wesentlich mehr Entlastung der CPU tritt allerdings 
ein, wenn man die zyklische Struktur durch eine dy­
namische Prioritätsstruktur ersetzt. Hier tritt aller­
dings, solange die Prioritätsverläufe nicht fixiert wer­
den, ein Problem auf, da ein Erfüllen durch die Hard­
ware vorausgesetzt wird. Entsprechend wird man von 
einfachen Prioritätsfunktionen ausgehen. Die offen­
sichtlich einfachste Methode ist die Sprungfunktion. 
Bei dieser in Bild 6 daigestellten Form liegt während 
einer Zeitspanne A  tp, ab dem Ereignis ein Interrupt 
niedriger Priorität (INT-low) an. Sollte es der CPU 
möglich sein, während dieser Zeit zu servicieren, so 
entspricht das den üblichen Interruptbehandlungen. 
Wird diese Zeit überschritten, so wird ein weiterer 
Interrupt (kritischer Interrupt INT-high) generiert 
und an die CPU weitergeleitet. Somit erfährt die CPU, 
daß eine Behandlung kritisch geworden ist. Es ver- - 
bleibt noch immer eine Zeitspanne Atj[ (größer als 
A tg!) zum Behandeln des Ereignisses, ohne daß ein 
Konflikt entsteht
Nebenbei sei angemerkt, daß nicht zwei Eingänge für 
Interrupts an die CPU existieren müssen, sondern daß 
auch eine im vorigen Abschnitt genannte Prioritäten­
struktur zur Unterscheidung zwischen High- und Low- 
interrupl herangezogen werden kann. Sind allerdings 
mehrere Interruptebenen hardwaremäßig vorhanden, 
so ist deren Verwendung wegen der Wieder-Unter- 
brechbarkeit von Interruptbehandlungsroutinen zu 
empfehlen.
Entsprechend den dargestellten Konfliktsituationen las­
sen sich jetzt Konfliktsituationen im INT-high Bereich 
ableiten. Diese werden zwar wesentlich seltener sein, 
da:
(1) fast alle Unterbrechungen im Low-Bereich be­
reits verarbeitet werden,
(2) eine Entscheidung zwischen .kritisch“ und „un­
kritisch“ durch die Differenzierung der Inter­
rupts besteht
Die Lösung dafür wäre dann eine Interruptstruktur mit 
mehreren (vielen) Stufen. Allerdings muß man zu diesem 
Zeitpunkt zum Grundproblem zurückgehen, das lautet, 
es soll ohne wesentliche Erweiterung der Hardwarekom­
plexität ein leistungsfähiges, an DFÜ-Intermpls ange­
paßtes System erstellt werden. Da nun viele Stufen in 
der Prioritätsfunktion auch eine Vervielfachung der zu 
identifizierenden Interrupts bedeuten, sind in der 







B3d 6 Prioritatssprung und Hardware zur Erfüllung
Abschließende Bemerkung
Die vorliegende Arbeit zeigt, daß reine Prioritätsinter­
rupts fiir DFÜ-Unterbrechungen nicht voll befriedigen. 
Gleichzeitig werden mit den vorgeschlagenen Methoden 
Wege aufgezeigt, wie man -  ohne Veränderung der 
CPU-Leistung — den kritischen Punkt weiter hinaus­
bewegen kann.
Derartige Bemühungen sind deswegen von besonderer 
Bedeutung, weil die CPU-Leistung durch den häufigen 
Einsatz von Mikroprozessoren generell einen deutlichen 
Preis-Leistungssprung besitzt und es somit von Interesse 
ist, möglichst viel benutzte Leistung vor diesem Sprung 
unteizubringen.
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TEXT BASE MANAGEMENT-Systeme -  Werkzeuge zur Archivierung und 
Analyse sprachlicher Daten
Erhard Mergenthaler
Universität Ulm, Abteilung Psychotherapie, SFB 129 Projekt B2. Am  Hochsträß 8, 7900  Ulm
Stichworte: Sprachliche Daten, Datenbanksystem, 
Psychotherapie, Textkorpus, computerunterstützte 
Sprachinhaltsanalyse.
Zusammenfassung: Sprachliche Daten stellen heute 
die wichtigste Informationsquelle zur Erforschung 
psychotherapeutischer Prozesse dar. Sie fallen in gro­
ßer Menge an und haben, vorwiegend in den USA, zu 
beträchtlichen Textsammlungen geführt An der Uni­
versität Ulm hat sich ein Schwerpunkt für den deutsch­
sprachigen Raum gebildet. Aufbauend auf Methoden 
der Datenbanktechnologie und der computerunter­
stützten Sprachinhaltsanalyse wurde zur Verwaltung, 
Beschreibung und Auswertung des gesammelten Sprach- 
materials ein TEXT'BASE MANAGEMENT-System 
entw ickelt Seine Konzeption und Verwendung wird  
in  anwenderorientierter Sicht beschrieben.
Key-words: Textual data, textbank, data base system, 
psychotherapy, textcorpus, computer aided content 
analysis.
Abstract: Textual data are the most important source 
o f  information in the present investigation o f psycho­
therapeutic processes. They fa ll to account in huge 
quantities and mainly in the States led to consider­
able collections. Within the German speaking area 
activities concentrated at the University o f Ulm. Based 
on methods stemming from data base technology and 
computer aided content analysis a TEXT BASE 
MANAGEMENT system has been conceptualized as 
a too/  in the management, description and analysis o f 
the gathered textual material, its  concept and perfor­
mance is described in a user oriented view.
1 Der Weg zur Textbank
Der Grundstein zur ULMER TEXTBANK wurde vor rund 
zehn Jahren gelegt, als an der Abteilung für Psychothera­
pie der Universität Ulm die ersten Tonbandaufnahmen
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von psychotherapeutischen Behandlungen durchgeführl 
wurden. Nach anfänglichen Auswertungen an den normal­
schriftlich transkribierten Gesprächen werden nunmehr 
seit sieben Jahren die Texte in maschinenlesbarer Schrift 
transkribiert und mit Hilfe von computerunlerstiitzten 
Methoden ausgewertet. Freilich häuften sich zunächst 
die Probleme bei diesen Arbeiten, da die seinerzeit ver­
fügbaren Programme für derartig große Textmengen nicht 
ausgelegt waren.
Das EVA-System (Grünzig, Holzscheck und Kachele 1976, 
Mergenthaler und Büscher 1976), seinerzeit vom sozial­
wissenschaftlichen Seminar der Universität Hamburg über­
nommen, war „von Hausbaus" zur Analyse von Schlag­
zeilen und Zeitungsannoncen ausgelegt. Erst eine gründ­
liche Überarbeitung des Programmsystems, die zu der bis 
heute verwendeten Ulmer Version führte, gewährleistete 
einen problemfreien Einsatz dieser Methoden. Gleichzei­
tig war damit aber auch der Weg frei für fortführende 
Untersuchungen. Es wurden Verbatim-Protokolle weite­
rer psychoanalytischer Behandlungen erstellt, Erstinter- 
views wurden verschriftet. Motiviert durch vielerlei Frage­
stellungen wuchs schließlich ein Fundus an Gesprächs­
protokollen heran, der deutlich werden ließ, daß er als­
bald nicht mehr überschaubar sein würde. Wie konnte 
sichergestellt werden, daß dieses kostbare Material (die 
Verschriftung einer Behandlungsstunde benötigt je nach 
Qualität der Tonquelle und gefordertem Transkriptions­
niveau zwischen 8 und 35 Stunden) jederzeit auffindbar, 
gezielt auswählbar und ökonomisch verarbeit bar bleibt? 
Die zur Verfügung stehende Rechnertechnologie bot und 
bietet bis heute lediglich die Möglichkeit, Texte als Da­
teien auf externen Datenträgern abzuspeichem. Um für 
eine geplante Untersuchung ein Textkorpus anhand vor­
gegebener Kriterien zusammenzustellen, bedarf es damit 
nicht nur eines guten Gedächtnisses, sondern auch um­
fangreicher EDV-Kenntnisse, um über Sprachmittel des 
Betriebssystems die gewünschten Textmengen zusammen- 
zubringen. Es lag nahe, nach Lösungen zu suchen, die 
diese Arbeit ebenfalls dem Computer übertragen, nach 
Werkzeugen, die dem an der Psychotherapieforschung 
Interessierten zur Verfügung stehen und deren Leistungen 
er über eine ihm verständliche und anwendungsorientierte 
Sprache steuern und erhalten kann.
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Die Verwirklichung solcher Vorhaben ist Aufgabe der an­
gewandten Informatik. Unter dem Oberbegriff der com­
pute runterstütz ten Informationssysteme lassen sich eine 
Reihe von Problemlösungen finden, die auch für derartige 
Entwicklungen typisch sind. In diesem Sinne wurde nun 
im Frühjahr 1979 ein Projekt konzipiert mit dem Ziel, ein 
computerunterstütztes Informationssystem für Texte zu 
erstellen und eine systematische Sammlung von Texten 
aus der psychotherapeutischen Situation anzulegen. Seit 
Januar 1980 konnte dieses Vorhaben mit Unterstützung 
der Deutschen Forschungsgemeinschaft (SFB 129 Pro­
jekt B2) schrittweise umgesetzt werden.
verstanden, das drei unterschiedliche Aufgaben zu einem 
Leistungsangebot integriert: Verwaltung beliebig vieler 
Texteinheiten, Ermittlung textimmanenter Kenndaten 
und Information über vorhandene Texte. Es fällt damit 
in die Klasse der Datenbanksysteme mit der Möglichkeit 
zum Fakten- wie auch Dokumenten-Retrieval Entspre­
chend umfafit die Systemarchitektur Bausteine zur Hand­
habung der Texte (Textbaustein), zur Analyse der Texte 
(Analysebaustein) und zur Verwaltung aller Informationen 
(Datenbankbaustein). Der Bezug zum Benutzer wird über 
einen Monitor hergestellt, der gleichzeitig die einzelnen 
Systemaktivitäten koordiniert (Bild 1, siehe dazu die Fuß­
note am Schluß des Artikels).
2 Das T E X T  BA SE  M A N A G  EMENT-System 2.1 Der Textbaustein
Unter dem Begriff des TEXT BASE MANAGEMENT- Dcr Textbaustein stellt ein Teilsystem zur Aufnahme und
Systems (TBS) wird ein Computerinformationssystem Ausgabe verschiedener Textformate dar (Bl und B4 in
Büd 1
Gesamtdarstellung des TEXT BASE MANAGEMENT 
Systems
TBS /  \ A U F Z U N E H ­
K O M M U N IK A / A O \ MENDE T E X T E
TIONSBE / m i n i - \ UN D  K E N N ­
REICH / S T H A T O R \ D A TE N
IN F O R M A ­
TIO N E N  UBER 
SPRECHER
Büd 2 Die Bausteine des TEXT BASE MANAGEMENT -  Systems
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TI ON FU R  TBS
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Bild 2). Hierzu sind eine Reihe von Schnittstellen defi­
niert, von denen die wichtigsten nachfolgend aufgeführt 
werden.
Bei der Aufnahme von Texten kann grundsätzlich zwi­
schen der OfT-line und der On line Texterfassung unter­
schieden werden. Die Off line-Verarbeitung ist dadurch 
gekennzeichnet, daß von einer Schreibkraft in maschinen­
lesbarer Schrift (z. Z. OCR-A) Belege erstellt werden, die 
über einen programmierbaren Belegleser verarbeitet und 
dem Textbaustein zugeführt werden. Bei der On-line-Ver- 
arbeitung gibt die Schreibkraft unmittelbar am Daten­
sichtgerät den Text in den Rechner ein (siehe dazu 
Schmucker 1981). Sie wird dabei weitgehend (etwa bei 
der Erkennung von Tippfehlem) von einem Erfassungs­
programm unterstützt (Bild 3). Bei beiden Verarbeitungs­
formen ist der Text durch zusätzliche Informationen über 
die Sprecher und die Sprechsituation angereichert.
Durch die Programme des Textbausteins wird nun der 
aufzunehmende Text in eine systeminteme Form, deren 
Struktur sich an den Erfordernissen einer optimalen 
Weiterverarbeitung orientiert, transformiert und in der 
„Textbank” (siehe Bild 2) abgelegt. Gleichzeitig werden 
die mit dem Text verbundenen Informationen zu den 
Sprechern und der Sprechsituation ermittelt und gegebe­
nenfalls, beim Fehlen obligater Daten, vom Textbank- 
administrator erfragt und vervollständigt. Diese werden 
zusammen mit den Kenndaten der Datenträger (Magnet­
band, Magnetplatte, Disketten) als „Aufnahmedaten” 
(siehe Bild 2) systemintem zur Weiterverarbeitung bereit- 
gestellt. Dies gilt auch für den „normierten Text" (siehe 
Bild 2), einer Kopie des aufgenommenen Textes.
Bei der Ausgabe eines Textes werden systemintern „Text­
anforderungen” (siehe Bild 2) erwartet mit Informationen 
darüber, auf welchen Datenträgern die auszugebenden 
Texteinheiten zu finden sind und in welcher Form sie
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ausgegeben werden sollen. Unterschieden wird eine Druck­
schnittstelle und eine Datenschnittstette. Der Druck von 
Texten wird über ein gesondertes Layout-Programm ver­
wirklicht. Eine Vielzahl von Gestaltungsmöglichkeiten 
durch den Benutzer ist vorgesehen. An der Datenschnitt­
stelle werden die auszugebenden Texte in normierter 
Form zur Verfügung gestellt, wie sie zur weiteren lingui­
stischen Datenverarbeitung im Rahmen des Gesamtsystems 
geeignet ist.
2.2 Der Analysebaustem
Der Analysebaustein (B 2 in Bild 2) ist ein Teilsystem zur 
Ermittlung formaler, grammatischer und inhaltlicher Merk­
male von Texten (Tabelle 1). Er stellt den Rahmen für 
eine jederzeit erweiterbare Menge von Analyseprogrammen 
dar, denen er die normierten Texte zufuhrt und deren Ana­
lyseergebnisse er zur weiteren Verarbeitung als „Analyse­
daten” (siehe Bild 2) systemintem ablegt. Neben den 
Standardanalysen (Textumfang, Informationsgehalt, 
Redundanz, Verteilung der Wortarten, Type-Token- 
Ratio), die an jedem Text durchgeführt werden, können 
zusätzliche Analysen (z. B. Verteilung von Angstthemen) 
den Wünschen der Benutzer entsprechend vorgenommen 
werden. Einen Überblick über einige bisher durchgeführte 
Textanalysen geben Kachele und Mergenthaler (1981).
2.3 Der Datenbankbaustein
Der Datenbankbaustein ist ein Teilsystem zur Verwaltung 
der Informationen über die Texte (B3 und B5 in Bild 2).
Er gliedert sich in Programme zur Datendefinition, zur 
Datenaufnahme und zur Datenauswertung. Die Datende- 
finition dient der Vereinbarung von Bezeichnungen für 
die Merkmale zur Beschreibung von Texten und zur Be­
stimmung der Beziehungen zwischen diesen Merkmalen.
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Ein vereinbartes Beschreibungsschema kann jederzeit 
geändert oder erweitert werden. Die Datenkonsistenz 
wird dabei überwacht. Die Leistungen dieses Programms 
werden über eine BenutzerschnittsteUe in Form einer Da- 
tendefinitionssprache realisiert.
Das Speichern, Löschen und Ändern aller über das Schema 
beschreibbaren Informationen wird durch die Programme 
zur Datenaufnahme verwirklicht. Sie kommunizieren 
ebenfalls über eine BenutzerschnittsteUe in Form einer 
Datenhandhabungssprache. Während der Datenaufnahme 
wird geprüft, ob die im Schema angegebenen Restriktionen 
eingehalten sind. Anfragen werden durch die Programme 
zur Datenauswertung bearbeitet. Sie können über eine Be­
nutzerschnittsteUe in einer Datenanfragesprache gesteUt 
werden und müssen sich auf das Schema beziehen. Die 
Ergebnisse einer Anfrage werden dem Benutzer unmittel­
bar am Bildschirm eingespielt und, falls erwünscht, system­
intern an den Textbaustein zur Ausgabe weitergeleitet. In 
Bild 2 sind diese drei Schnittstellen als „Benutzereingaben" 
festgehalten.
Die Erfassung der Sprecherkenndaten (B5 in Bild 2) wird 
von einem gesonderten maskenorientierten Erfassungspro­
gramm durchgeführt. Damit ist insbesondere der Schutz 
personenbezogener Daten in der Praxis leichter zu hand­
haben. Die Struktur der syslemintem abgelegten „Spre­
che rkenndaten" (siehe Bild 2) entspricht jedoch der oben 
erwähnten Datenhandhabungssprache.
2.4 Der Monitor
Das Zusammenspiel aller Teilsysteme wird durch den 
Monitor ermöglicht. Er kommuniziert über eine Benutzer­
schnittsteUe in Form einer Steuersprache mit den TBS- 
Benutzem. Die Abfolge der vom Monitor angestoßenen 
Prozesse läßt sich in einem Präzedenzgrafen (Bild 4) dar- 
steUen. Beispielhaft seien die folgenden drei Grundzyklen 
ausgefühit.
Zunächst die Textaufnahme: Der Monitor setzt den Text­
baustein zur Aufnahme von Texten (B l) in Gang. Dieser 
wiederum stößt den Analysebaustein (B2) und den Da­
tenbankbaustein (B3 Teil C2) zur Aufnahme an. Sobald 
der Analysebaustein seine Tätigkeit durchgeführt hat, 
stößt auch er an den Datenbankbaustein zur Aufnahme 
seiner von ihm erzeugten Daten an. Dieser gibt die Regie 
zurück an den Monitor.
Ein weiterer Grundzyklus ist die Definition eines Schemas. 
Der Monitor stößt den Datenbankbaustein zur Datende­
finition (B3 Teil C I) an. Dieser gibt nach Beendigung 
seiner Tätigkeit die Regie wieder zuriick zum Monitor.
Der dritte Grundzyklus ist die Auswertung der Textbank. 
Der Monitor stößt den Dalenbankbaustein zur Datenaus­
wertung (B3 Teil C3) an. Dieser übergibt seine Ergebnisse
an den Textbaustein (B4), welcher nach Beendigung seiner 
Tätigkeit die Regie wieder an den Monitor zurückgibl.
2.5 Zur Implementierung
Die Implementierung des TBS ist von dem Wunsch nach 
Portabilität, den verfügbaren Rechnern — der Großrech­
ner TR440 und das Mikrocomputersystem TELECOMP 
5200 — sowie von der äußerst knappen Manpower ge­
kennzeichnet. Als Implementierungssprache blieb daher 
als ,.kleinster gemeinsamer Nenner" von Groß- und Mikro­
rechner lediglich FORTRAN IV, was neben den bekann­
ten Nachteilen insbesondere bei der Textverarbeitung 
wenigstens eine hohe Wahrscheinlichkeit für eine problem­
lose Portabilität mit sich bringt. Der Datenbankbaustein 
ist an dem CODASYL-ModeU orientiert. Die Datenhand- 
habungssprachen arbeiten auf einem prädikntenlogischen 
Ansatz (Mergenthnler 1974). Die unterschiedlichen Spei­
cher- und Suchprobleme wurden mit einem Unterpro­
grammsystem realisiert, das auf der Basis dti B-Baum- 
Technik mit beliebig vielen orthogonalen logischen Da­
teien, jedoch nur einer physischen Datei arbeitet (Mergen­
thal er 1979). Hierzu gehören auch einige Routinen zur 
Verarbeitung von Strings.
Bei der Rechenzeitplanung wurde auf kurze Antwort­
zeiten im Anfrageteil des TBS Wert gelegt. Das Zusam- 
menstellen von Textkorpora und das Drucken von Texten, 
was ohnehin im Stapelbetrieb abläuft, ist nicht zeitopti­
miert. EbenfaUs verachtet wurde auf eine Kompression 
der Texte, da genügend Hintergrundspeicher -  notfalls 
Magnetbänder -  zur Verfügung steht und damit Rechen­
zeit gespart werden kann.
Der Implementierungsaufwand für das TBS beUef sich 
auf rund drei Mannjahre. Knapp die Hälfte hiervon ent­
fiel auf den Datenbankbaustein und die Entwicklung einer 
objektorientierten Speichertechnik. Textaufnahme und 
Textausgabe benötigten ein Jahr. Die Textanalyse und 
der Monitor konnten in sechs Monaten erstellt werden.
Hier muß allerdings bemerkt werden, daß für die Text­
analyse bereits vorhandene Software, wie das EVA-System, 
eingesetzt werden konnte. Neuere Ansätze aus der lingui­
stischen Datenverarbeitung und aus den Kognitionswissen­
schaften werden in der Fortsetzung des Projektes zu- 
sammengesteUt und nach und nach in das TBS integriert 
werden.
Der Hardwarebedarf des TBS kann heute mit jedem klei­
neren Rechner bereits erfüllt werden. Als Arbeitsspeicher 
werden minimal 128 KB benötigt. Als optimal wären 512 
KB anzusehen, sind jedoch wegen des TBS-eigenen Pagings 
nicht erforderlich. Letzteres kann wiederum abgeschaltet 
werden, damit die Eigenschaften von Anlagen mit virtuel­
lem Adressraum (z. B. VAX 11/730 unter VMS) vorteil-
Bild 4
Präzedenzgraph (Auszug) für dasTEXT BASE 
MANAGEMENT -  System (siehe dazu Büd 1 
und Bild 2)
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hafl genutzt werden können. Weiterhin benötigt der Da­
tenbankbaustein ein Plattenlaufwerk, dessen Größe von 
der gefahrenen Anwendung abhängig ist und zwischen 1 
und 10 MB liegt. Die Texte selbst können auf Magnet­
bändern, Platten oder sonstigen Trägem abgelegt werden. 
Die ULM ER TEXTBANK belegt bei einem deizeitigen 
Archivumfang von 10 Millionen Textwörtem zehn Wechsel- 
platten zu je 20 MB und 30 Magnetbänder bei einer Schreib 
dichte von 800 bpi. Der Bedarf für Sicherheitskopien ist 
in diesen Angaben enthalten.
Der Softwarebedarf erschöpft sich mit einem FORTRAN 
IV — Compiler. Eine FORTRAN 77 — Version ist in Vor­
bereitung. Bezüglich des Betriebssystems wird eine Kom­
mandosprache erwartet, die das Bilden von parametrisier- 
ten Kommandoprozeduren auf Stringbasis (z. B. DCL 
unter VMS, VAX 11/730) ermöglicht. Da das Betriebs­
system BS3 des in Ulm verwendeten TR440 diese Eigen­
schaft nicht besitzt, wird dort zusätzlich der ERZEUGE— 
Operator (Luegger et al. 1981) benötigt.
3 Textbank und Textkorpus
Der optimale Einsatz eines TBS zur Psychotherapiefor­
schung setzt voraus, daß der zu verwaltende Textbestand 
die zu erwartenden Fragestellungen erfüllen kann. Der 
Definition einzelner Textkorpora als Untermengen der 
Textbank kommt daher besondere Bedeutung zu. Für die 
ULMER TEXTBANK haben sich dabei zwei Schwerpunkte 
ergeben. Sie sind bedingt durch das Interesse an Längs­
schnittuntersuchungen einerseits und an Querschnitts­
untersuchungen andererseits. Die Längsschnittuntersuchun- 
gen konzentrieren sich auf Sprachmaterial aus psychoana­
lytischen Behandlungen und haben die Erforschung des 
psychoanalytischen Prozesses zum Ziel. Therapeuten- 
und patientenübergreifende Fragestellungen, durchge- 
führt anhand von sprachlichem Material aus der Erstinter- 
viewsituation, sind Gegenstand der Querschnittsunter- 
suchungen. Daneben werden Textkorpora geführt, die für 
spezielle Untenuchungszwecke benötigt werden, wie etwa 
der Balint-Gruppen-Forschung, der Untersuchung von
Visitengesprächen oder der Untersuchung von Familien be- 
ratungsgesprächen.
Die zu den Schwerpunkten der ULMER TEXTBANK 
zählenden Texte werden systematisch ergänzt (Bild S).
Das Psychoanalysekorpus umfaßt mittlerweile umfang­
reiche Stichproben aus vier Psychoanalysen. Von weiteren 
neun psychoanalytischen Behandlungen sind einzelne 
Stunden vorhanden.
Das Erstinterviewkorpus umfaßt mehrere hundert ver­
schiedene Gespräche und ist hinsichtlich Geschlecht der 
Patienten bzw. Therapeuten, hinsichtlich der Diagnose 
neurotisch oder psychosomatisch bei den Patienten und 
hinsichtlich der geografischen Herkunft der Interviews 
gegliedert. Dieses Korpus soll im weiteren Ausbau in Be­
zug auf die Variablen Geschlecht, Diagnose, soziale Her­
kunft, Alter (alles bezogen auf den Patienten), Therapie­
erfahrung und Therapierichtung (bezüglich des Therapeu­
ten) durch Hinzunahme geeigneter Interviews parallelisiert 
werden.
Aus den in der ULMER TEXTBANK enthaltenen Texten 
werden begleitend allgemeine sprachstatisrische Eigen­
schaften der gesprochenen Sprache ermittelt. Für inhalts­
analytische Untersuchungen werden weiterhin allgemeine 
Bezugsdaten ermittelt, die als Baseline bei speziellen Unter­
suchungen herangezogen werden können. Zum Vergleich 
dieser aus der psychotherapeutischen Situation stammen­
den Daten mit einer Normalpopulation, wurden in die 
ULMER TEXTBANK weiterhin 150 Interviews mit An­
gehörigen bundesdeutscher Haushalte, entstanden im 
Rahmen einer soziologischen Untersuchung, mit aufge- 
nommen. Ebenfalls für Vergleichszwecke steht eine 
Sammlung von Interviews mit psychotischen Patienten 
aus geschlossenen Anstalten zur Verfügung. Eine Über­
sicht zum aktuellen Bestand der Textbank gibt Tabelle 2.
4 Schutz personenbezogener Daten
Bei der Aufnahme eines Textes in die Textbank werden 
die darin enthaltenen Eigennamen, Orts- und Landschafts­
bezeichnungen sowie weitere personenbezogene Merkmale 
durch kryptografische Verfahren (siehe hierzu Ryska und 
Herda 1980) verschlüsselt oder durch Pseudonyme ersetzt. 
Während die somit faktisch anonymisierten (siehe hierzu 
Schlörer 1978) Texte auf der Rechenanlage der Universi­
tät Ulm weiterverarbeitet werden, verbleiben die Schlüssel­
dateien, als einzige personenbezogene Daten, auf den aus­
schließlich der ULMER TEXTBANK zur Verfügung 
stehenden Mikrocomputern. Durch diese verteilte Speiche­
rung sowie durch umfangreiche Zugangs- und Zugriffs­
kontrollen ist die ULMER TEXTBANK weitgehend vor 
Mißbrauch geschützt. Das mit Arbeiten an der Textbank 
betraute Personal unterliegt der Schweigepflicht und wur­
de über die einschlägigen Datenschutzbestimmungen be­
lehrt. Die ULMER TEXTBANK ist im Datenschutzre- 
gister des Landes Baden-Württemberg eingetragen.
Bild 5 Verteilung zweier Textsorten in der ULMER TEXTBANK
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Tabelle 2 Textbestand in der ULMER TEXTBANK
ART STUNDEN THERAPEUTEN PATTENTEN
PSYCHOANALYSE ¿OS 13. 24
PSYCHOTHERAPIE 6 1 3
KURZTHERAPIE 2 1 1
ERSTINTERVIEW 232 14 232
BERATUNG 3 3 3
KATAMNESE 24 1 24
SOZIOL- INTERVIEW 150 1 150
BEHANDLUNGSBERICHT 159 1 2
INTERVIEWBERICHT 311 13 47
GRUPPENTHERAPIE 67 12
BAUNTGRUPPEN 54 2 2
VISITENGESPRÄCH 532 44 100
5 Verfügbarkeit und Kosten des Systems
Die Konzeption des Textbanksystems ist weitgehend an­
lagenunabhängig. Sämtliche anlagenspezifischen Kompo­
nenten sind in einem Teilbaustein zusammengefaßt. So­
weit sie den FORTRAN-Quellkode betreffen, sind sie 
parametrisiert und werden über ein BLOCK DATA-Unter- 
programm festgelegt. Dies gilt auch für die Benutzerschnitt' 
stellen, falls etwa ein englischsprachiger Satz von Schlüssel­
wörtern verwendet werden soll. Weitaus umfangreicher ist 
jedoch der Aufwand zur Umstellung der vom TBS ver­
wendeten Untermenge von Sprachmitteln des jeweiligen 
Betriebssystems, wie sie beispielsweise zum Verwalten 
von Dateien oder zum Steuern von Prozeßabfolgen be­
nötigt werden. Da der TBS-Entwicklungsrechner TR440 
demnächst abgelöst werden soll, können fiir die ULMER 
TEXTBANK alsbald praktische Erfahrungen gewonnen 
werden. Geschätzt wird der gesamte Adaptionsaufwand 
des TBS an einem Nachfolgerechner wie z. B. VAX 11/730, 
SIEMENS 7531, IBM 4321 o. ä. auf drei Mannmonate. Für 
die Migration der Daten käme noch einmal derselbe Auf­
wand hinzu.
Die Freigabe des TBS für die Übernahme durch andere 
wissenschaftliche Einrichtungen wird nach Abschluß die­
ser ersten Migration voraussichtlich Anfang 1984 erfol­
gen. Implementierungshilfen werden angeboten. Abge­
sehen vom Materialaufwand werden keine weiteren Ko­
sten erhoben.
Daneben steht die ULMER TEXTBANK allen potentiellen 
Interessenten für deren Texte zur Verfügung. Allein die 
RoutineausWertungsmöglichkeiten, der Komfort der Text­
verwaltung sowie die breit angelegten Layout-Möglich­
keiten sollten Anreiz genug sein, diese Leistung in An­
spruch zu nehmen. Für universitäre Einrichtungen sind 
iie, von den Aufwendungen für Material abgesehen, kosten­
los.
Fußnote: Die hier verwendete DarsteUungstechnik stellt eine 
Modifikation des ISAC-Verfahieni (Lundeberg el al. 1978) dar. 
Personen werden als Dreiecke, Dynamisches als Punkte und Stati­
sches als Rechteck dargesteül. Der betrachtete Systems usschnitt 
wird in einem Rahmen zusammengefaßt. Steuernde Zugriffe wer­
den als gestrichelte Linien, lesende Zugriffe als d u r c h g e z o g e n e  
Linien von oberhalb und schreibende Zugriffe nach unterhalb des 
Rahmens festgehalten. Kommunizierende Elemente werden mit 
Doppetlinien verbunden. Verbindungslinien zum Rahmen deuten 
an, daß alle darin enthaltenen dynamischen Elemente in der ent­
sprechenden Verbindung stehen. Für eine genauere Beschreibung 
liehe Mergenthaler (1982).
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Der Hammer der Berichtsperiode war zwei­
fellos die Hannover-Messe, genauer gesagt, 
der auf die Büro- und Informaiionstechnik 
entfallende Teil. Man bedenke: Das einstens 
eigens für die Branche errichtete C eB IT  
(Centrum für Büro- und Informationstech­
nik) hat sich mittlerweile von einer Halle 
auf deren vier vergrößert, die freilich nicht 
alle von der gleichen eindrucksvollen Größe 
sind wie die legendäre Halle 1 (CeBIT Nord). 
Einem einzelnen ist es da kaum mehr m ög­
lich, w irklich alles Neue und Sehens- oder 
Beachtenswerte zu orten, geschweige denn, 
darüber zu berichten. Es bleibt ihm — also 
dem Berichterstatter — kaum etwas übrig, 
als sich auf etliche Höhepunkte zu beschrän­
ken und sich ansonsten auf eine Art zusam­
menfassende Analyse der Branchenstim­
mung zu beschränken, soweit die Hannover- 
Messe sie erkennen ließ und der Berichter­
statter sie mitbekommen hat.
Zunächst einmal, sozusagen im Vorfeld 
des Spektakels selbst, fiel auf, daß die üb­
lichen Vorab-Presseinformationen erst reich­
lich spät einsetzten (dann allerdings reich­
lich eintrudelten und nicht nur sickerten). 
In der Rückschau macht es den Eindruck, 
als ob  das Gros der Aussteller mit den Mes­
sevorbereitungen so ausgelastet war. daß für 
die eigentliche Messe-Berichterstattung ein­
fach nicht genügend Zeit blieb; von einigen 
Unternehmen abgesehen, die freilich des Gu­
ten fast schon wieder zuviel taten.
Wie auch immer: Eines wurde auf der Han­
nover-Messe so deutlich wie nie zuvor: Der 
Hang zum  Gigantismus ist das kennzeich­
nende Merkmal, was das Branchenspektakel 
in der niedersächsischen Metropole ongeht. 
Denn: N icht nur sind inzwischen aus einer 
CeBIT-Halle deren 4 geworden, nicht nur 
war die Zahl der verschiedenen einschlägigen 
Veranstaltungen (Foren usw.) heuer schier 
nicht mehr zu überblicken, sondern auch in ­
folge der Bildung von speziellen Schwer­
punkten einschlägiger Themen aus spezieller, 
großenteils nicht DV-orientierter Sicht wa­
ren viele Aussteller nicht nur im C eB IT  ver- 
treten, sondern auch — beispielshalber — in 
Halle 12 unter dem Leitthema „M ikroelek­
tro n ik " (ein anderes einschlägiges Thema 
war die Robotik). Und schließlich fiel ganz 
deutlich ins Auge: Es sind nicht mehr nur 
die großen Hardwarelieferanten, die mit 
großen und aufwendigen Ständen regelrecht 
prunken (wie IBM . Nixdorf und Sperry), 
sondern auch die ja viel kleineren Dienst­
leistungs-Anbieter — z.B. Software- und 
System hiuser wie der mbp — betreiben 
mittlerweile einen Messeaufwand, der zwar 
sehr wohl das kumulierte Messe-Know-how 
verrät, beim unbefangenen Zuschauer aber 
die Frage nach dem ökonomischen Sinn des
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Ganzen aufkommen läßt. Nun, man wird 
sehen, in welchem Maße nötige und nützli­
che PR und in welchem Maße bloßer Aktio ­
nismus dem Geschehen in Hannover zu­
grunde liegen.
Inhaltlich gesehen, waren — was sonst — in 
Hannover dieselben Tendenzen tonangebend, 
wie man sie auch generell in der Branche 
diagnostizieren mag: M ikros, „personal" 
Computers, lokale Netzwerke '(d ie beson­
ders), aber auch Mainframers sowie Koope­
rationen aller Arten und Schattierungen, zu 
denen sich sogar die mächtige IB M  im Brust­
ton der Überzeugung bekennt. Unverkenn­
bar daneben auch der ganz erhebliche Fort­
schritt auf scheinbar am Rande des Interes­
ses gelegenen Aktivitäten, wofür beispiels­
weise auch wieder dia IB M  einige schöne 
Beispiele beisteuerte, wie etwa das Informa­
tions-Anzeigegerät 3290  in Plasmatechnolo­
gie. das Sprachspeichersystem der IBM , das 
aus einem Lizenzprogramm und einem 
Rechner der IBM-Serie/1 besteht, sowie den 
Drucker IB M  4250  mit Elektro-Erosions- 
Technologie.
Nicht nur die Mikroelektronik, als Bürger- 
schreck bestens bewährt, hatte in Han­
nover einen vorderen Rang in der Aufm erk­
samkeitsskala von Besuchern und Berichter­
stattern errungen, auch die Roboiertechno- 
logie bildete, neben anderen, einen solchen 
thematischen Schwerpunkt — dabei indizie­
rend. daß die Verwandtschaft mit der Com- 
putsrtechnologie nicht zu übersehen ist. sie 
sich jedoch beileibe nicht bis zur Identität 
erstreckt, wie man früher (Stichwort „Pro- 
zeßsteuerung" und „numerische Werkzeug­
maschinensteuerung") manchmal zu glau­
ben geneigt sein konnte. M it in vorderster 
Reihe (natürlich, ist man versucht zu sagen) 
auch hier wieder die IBM .
Nicht alles, freilich, was die Fachredaktions- 
stuben so im Bericht&zeiträum erreichte, war 
strikt HMbezogen. Dafür etliche Belege: 
„Trotz zurückhaltender Investitionsbereit­
schaft der deutschen Wirtschaft", so diB 
Kölner CPT Text-Computer GmbH, steiger­
te das Unternehmen seinen Umsatz 1982 
um rd. 35 Prozent von 27,8 Mio. D M  auf 
37,5 Mio. D M , und — weit wesentlicher — 
auch „der Ertrag ist von D M  1,6 M io. 1981 
auf D M  1 5  Mio. 19B2 gestiegen".
Dia aus der ehemaligen Datasaab hervor ge­
gangene Briet ton Information Syt re ms AB. 
Stockholm, erzielte 1962 einen Umsatz von 
2,431 Mrd. Skr (etwa 780 Mio. D M ), d.h. 
ein Plus von fast 90  Prozent, während der 
Reingewinn — mit immer noch beachtlichen 
163 Mio. Sk r — sich verhaltener entwickelt« 
(1961 betrug der entsprechende Reingewinn 
167 M io. Skr).
Weiteres Wachstum meldet auch dia Hew­
lett-Packard GmbH für das Geschäftsjahr 
1982, das vom 1.11.1961 bis zum 31.10. 
1982 reichte: „Trotz der schwierigen Wirt­
schaftslage" würde der Umsatz des Unter­
nehmens Buf 1,273 Mrd. D M  (plus 17 Pro­
zent) gesteigert, wobei — wie üblich — 
„der Gewinn nach Steuern von 74,9 Mio. 
D M  . . . mit dem Umsatzwachstum nicht im 
gleichen Maße schritthalten" konnte.
.A u f  vollen Touren" läuft zur Zeit, nach 
Angaben des Unternehmens, die Amdiht- 
Produktion; ..zur Zeit wird täglich eine Am- 
dah) 580 ausgeliefert". Dieser Umstand ist 
auch die Basis für eine Voraussage eines der 
angesehensten New Yorker Fachleute, wo­
nach das Unternehmen „im nächsten Jahr.. . 
mühelos die Umsatzmilliarde überschrei­
ten" werde. Im  abgelaufenen Jahr waren es 
zunächst einmal 462,2 Mio. Dollar.
Die Aachener GEI Rectinenysteme GmbH 
hat unlängst von der Schweizer Firma Po- 
salux in Biel einen „Rechneraufuag zur Lie­
ferung von jährlich 50 Systemen G E I 5700, 
ausgestattet mit jeweils 128 K B  Hauptspei­
cher" erhalten. Die Schweizer wollen diese 
Rechner, anstatt der bisher dafür verwende­
ten US-amerikanischen Produkte. ..zur 
Steuerung ihrer Leiterplatten-Bohrmaschi- 
nen einsetzen".
Einen Lizenzvertrag über „den Vertrieb der 
umfangreichen Palette der von der EA C  
D A T A  entwickelten und unterstützten Soft­
ware für das Seetransportwesen" haben der 
General' Electric-Informations-Service und 
die EAC DATA. Ltd., ein Systemhaus für 
Seetransport-Software, vor kurzem ge­
schlossen: „angekündigt wurde die Zusam­
menarbeit auf der E U R O SH IP  63 in Lon­
don".
Cooperationsfreudig zeigt sich auch die 
„ Centralvereinigung Deutscher Handelsver­
treter und Handelsmekler-Verbände". der 
sich nämlich zwecks „Erarbeitung einer 
maßgeschneiderten C D H -ED V -Lö sung " zu 
einer Cooperation mit Philips Data Systems, 
Siegen, einem Unternehmensbereich der Phi­
lips Communications Industrie AG , ent­
schlossen hat.
A u f das Gebiet der optischen Speicherme­
dien hat sich die Eibit Computers Ltd, aus 
Israel gewagt, indem sie Lizenznehmer bei 
der Drvxler Technology Corporation (Moun­
tain View, Kalifornien) geworden ist. und 
zwar im Zusammenhang mit deren „Laser 
Memory Card Equipment Program", Opti­
sche Speichermedien zeichnen sich nach El- 
bit-Angaben durch „hohe Datenspeicherfä­
higkeit bei sehr niedrigen Kosten und durch 
Sicherheit gegen betrügerische Benutzung" 
aus.
Last, but not least, sei an dieser Stelle der 
Erwerb der GESMA —  Gesellschaft für Soft­
ware und Marketing mbH — . Frankfurt, 
durch die erstaunliche IKOSS GmbH er­
wähnt, die nun außer in Stuttgart und 
Aachen auch in der Hessenmetropole ange­




Eine Zeitschrift aus dem Programm Angewandte Informatik der 
Friedr. Vieweg & Sohn VerlagsgeseUschaft mbH • Braunschweig/Wiesbaden
D A T EN SC H U T Z  UND D A T E N S IC H E R U N G  behandelt die praktische Auslegung der gesetz­
lichen Bestimmungen, die Maßnahmen zur Befolgung des BDSG und die damit verbundenen 
Datensicherungsprobleme in Kurzmitteilungen, praxisnahen Originalbeiträgen und Erfahrungs­
berichten. In Kurzrezensionen wird das Literatur-und Ausbildungsangebot vorgestellt.
In die Zeitschrift ist das Informationsorgan Der Datenschutzbeauftragte integriert. Es bringt 
aktuelle und gesicherte Informationen: Hinweise, Ratschläge, Kurzmitteilungen, neue Rechts­
vorschriften, Rechtsprechung etc.
zugleich „Der Datenschutzbeauftragte"
4 Ausgaben pro Jahrgang
Umfang je Ausgabe: ca. 64 Seiten im Format DIN A 4  




Dr. K. Rihaczek, Bad Homburg 
Prof. Dr. P. Schmitz, Köln 
Dr. Herbert Meister, Köln
Herausgeberrat MinR. Dr. H. Auernhammer, Bonn
Dr. A. Bode, München
Dr. W. Brack, Ratingen
Prof. Dr. Dr. H. Fiedler, St. Augustin
Dr. G. Findling, Stuttgart
Prof. Dr. P. Lindemann, Stuttgart
Dr.-Ing. G. Obelode, Dortmund
Dr. H. Pärli, Dortmund
Dipl.-Wirisch.-Ing. W, Poths, Frankfurt/M.
Univ.-Doz. DDr. L. Reisinger. Wien
Dr. H. Schappert, Leverkusen
Min.-Dirig. J. Schweinoch, München
Dr. G. Stadler, Wien
Prof. Dr. N. Szyperski, Köln
R A H .  Wittek, Köln
Prof. Dr. G. W. Wittkämper, Münster
Prof. C. A. Zehnder, Zürich
Redaktion Dipl.-Volksw. W. Eicken, Dortmund







H. Fiedler, Birlinghoven 
R. Gunzenhäuser, Stuttgart 




P. J. Pahl, Berlin




Vinton G. Cerf, Arlington, Virginia/USA
E. Grochla, Köln 
W. Haack, Berlin
L. J. Heinrich, Linz/Österreich 
E. Henze, Braunschweig
E, Gerald Hurst, Jr., Philadelphia, Pennsylvania/USA 
W. Kämmerer, Jena/DDR
H, Maurer, Graz/Osterreich
H. G. Pärli, Dortmund
Arne Splvberg, Trondheim/Norwegen 
A. van Wijngaarden, Amsterdam/Niederlande
Bestellschein Angewandte Informatik
Verlag Vieweg, Postfach 5829, D-6200 Wiesbaden 1 applied informatics
D  1 Jahr D M  228,— {1983) zuzüglich Versandspesen 
Jahrgang 25, 1983, 12 Hefte jährlich Name
1
□  2 Jahre D M  410,— (1983/84} zuzüglich Versandspesen 
Jahrgang 25 + 26 1
Adresse
1
□  Probeheft |ii
Datum Unterschrift
Herausgeber:
P. Schmitz, Universität Köln 




Mathematischer Beratungs- und 
Programmierungsdienst Gm bH 
Semerteichstr. 47 








PAULUS, W.: Planung und 
Entwicklung eines Pro- 
granunsysteins zur EDV-ge- 
stützten qualitativen und 








Planung und Entwicklung eines Programmsystems zur 
EDV-gestützten qualitativen und quantitativen Analyse 
von Verbaldaten
Überarbeitung eines Referats, gehalten im Rahmen einer 
Arbeitstagung zum Thema ''Datenmanagement bei qualitativen 
Erhebungsverfahren", veranstaltet vom Zentrum für Umfragen, 
Methoden und Analysen in Mannheim vom 28.02. bis 02.03.1983
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Gleich am Anfang soll darauf hingewiesen werden, daß zu diesem 
Zeitpunkt noch kein ausgereiftes und erprobtes EDV-System vorge- 
stellt werden kann. Vielmehr muß berücksichtigt werden, daß sich 
die Arbeiten - speziell am eigentlichen Analyseteil des Systems
- in einem relativ frühen Stadium befinden. Mein Vortrag hat da­
her eher den Charakter eines Werkstattberichtes.
Bevor ich auf das Textanalyse-System eingehe, werde ich kurz 
das Forschungsprojekt skizzieren, in dessen Rahmen die System­
entwicklung stattfindet. Ich werde dabei nicht naher auf den 
Theorierahmen und die methodologischen Überlegungen eingehen, 
sondern mich auf die Darstellung der empirischen Fragestellun­
gen und ihre methodische Bearbeitung beschränken.
Seit 1979 führt die Projektgruppe "Verwaltung und Publikum" 
ein Forschungsprojekt durch, das Selbsthilfe und Laienpotential 
im Gesundheitswesen als soziale Alltäglichkeit zum Gegenstand 
hat. Im Verlauf des Projektes wurde zunächst eine repräsentati­
ve Befragung in 2037 Haushalten durchgeführt: In jedem Haus­
halt wurde ein Gesundheitsexperte mündlich interviewt. Dieser 
Experte und alle anderen Haushaltsmitglieder füllten anschlie­
ßend noch einen schriftlichen Fragebogen aus (N = 3712).
Von Beginn des Projekts an war klar, daß Informationen zu einer 
Anzahl von Themen nicht in Form der gängigen standardisierten 
Interviews adäquat erfaßt werden können. Das Projektdesign sah 
also eine zweite sog. Intensivphase vor, in deren Verlauf qua­
litative Verfahren zum Einsatz gelangen sollten.
Aus dem Repräsentativ-Sample wurden 300 Haushalte ausgewählt 
und um eine weitere Mitarbeit gebeten. Mitgearbeitet haben 
schließlich 87 Haushalte mit 197 Personen. Die Zusammenarbeit 
verlief harmonisch, nur sehr wenige Personen schieden vor Ab­
lauf der geplanten Zeit aus.
Im Verlauf der Intensivphase wurden die Haushalt von "ihren" 
Feldforschern 8-10 mal besucht. Bei jedem Besuch wurde anhand 
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Die Gespräche wurden auf Tonband aufgezeichnet. Weiterhin wurden 
auch in der Intensivphase noch zusätzlich standardisierte Daten 
erhoben. Die Haushalte führten Gesundheitstagebücher (Selbst­
beobachtung) . In einigen wenigen Fällen wurden teilnehmende Be­
obachtungen durchgeführt.
Nach Abschluß der Intensivphase besteht unsere Datenbasis aus 
folgenden Elementen:
- 87 Haushaltsinterviews
- ca. 190 Individualinterviews
- 4 x 87 Gesundheitstagebücher
- diverse standardisierte Fragebögen
- (87 x 3 =) 261 Tonbandkassetten mit Gruppendiskussionen
- (197 x 3 =) 591 Tonbandkassetten mit Intensivinterviews; 
davon sind ca. 20 narrative Interviews
- Beobachtungsdaten
- 87 Forschungstagebücher
- Informationen zum sozialen Umfeld eines jeden Haushaltes.
Angesichts dieser Datenfülle stellt sich zwangsläufig die Frage 
nach angemessenen Auswertungsstrategien. Im folgenden werde ich 
mich auf die Analyse der Verbaldaten konzentrieren, da die Aus­
wertungsprobleme der anderen Datenarten als weitgehend gelöst 
angesehen werden können, wenn man davon absieht, daß die gängi­
ge Software für die Bearbeitung von Netzwerk- bzw. hierarchi­
schen Datenstrukturen häufig nicht geeignet ist.
Schon im Planungsstadium des Projekts waren sich alle Beteilig­
ten dessen bewußt, daß die Analyse einer solchen Verbaldaten- 
ntenge in einem angemessenen Zeitraum ohne EDV-Einsatz kaum 
möglich sein würde. Benötigt wird ein EDV-System, das folgende 
Funktionen erfüllen kann:
- Aufbau, Pflege und Verwaltung eines Textkorpus;
- Unterstützung einer qualitativen Textanalyse;
- integrierte Analyse der unterschiedlichen Datenarten der 
Projekt-Datenbasis;
- quantitative Analyse der Texte.
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Da für die TR 440 kein System existiert, das alle der genannten 
Funktionen bereitstellt, haben wir mit der Entwicklung eines 
eigenen Systems begonnen, im folgenden kurz TEXTAN genannt.
1. Textverwaltung mit TEXTAN
1.1 Die_Transkription_der_Tonbandprotokolle
Jeder Forscher, der seine Verbaldaten EDV-gestützt verarbeiten 
will, muß sie zunächst auf geeignete Datenträger bringen.
Die direkte Methode der on-line Erfassung haben wir aus zwei 
pragmatischen Gründen nicht angewandt:
a) Wie wohl in jedem Rechenzentrum besteht auch in dem der 
Bielefelder Universität ein permanenter Hardware-Engpaß, 
d.h. man kann nicht davon ausgehen, daß man zu jedem Zeit­
punkt Zugang zu jedem gewünschten Gerät hat.
b) Eine Reihe von Sekretärinngen hat eine verständliche Abnei­
gung davor, längere Zeit vor Bildschirmen zu verbringen.
Wir haben uns deshalb entschlossen, die Texte auf Schreibma­
schinenseiten transkribieren, d.h. ersterfassen zu lassen 
(vgl. Muster auf der nächsten Seite). Es wurde ein "einfaches" 
Transkriptionssystem gewählt, das eine möglichst bandgetreue 
Wiedergabe der Gespräche vorsieht, jedoch paralinguistische 
Phänomene (z.B. Sprechweise, Tonfall, Frageintonation) weit­
gehend vernachlässigt. Auf diese paralinguistischen Phänomene 
wurde deshalb weitgehend verzichtet, weil sie im Rahmen unserer 
Analyse augenblicklich nicht von Interesse sind. Sollten sie 
dennoch irgendwann interessant werden, können sie mit Rückgriff 
auf die Tonbandkassetten verfügbar gemacht werden.
Weiterhin müssen bei der Transkription einige zusätzliche tech­
nische Regeln berücksichtigt werden:
- zweizeiliges Schreiben;
- Verwendung eines speziellen Kugelkopfes (OCR);
- an den Seiten des Beleges muß jeweils ein 2 cm breiter Rand 
freigelassen werden;
- es dürfen keine Leerzeilen auftauchen;
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£F •{...> de moechten wir gerne von Ihnen wissen-, was Sie unter 
Gesundheit [anz allgemein verstehen, man spricht sc oft uebtr 
Gesundheit i^ nd eigentlich weiss keiner so richtig-« was es nun 
ist- der Ei-e meint-, derjenige ist gesund-. der also ganz regel- 
traessig imr^r zum Arzt geht-, der Andere der meint:ja-> wer sich 
gesund ernährt-, der ist gesu'-d-. oder-, da gibt es also die 
verschiedensten Beispiele und jetzt waere es interessant-! wenn 
Sie sagen w.-irden-, was Ihnen 50 zur Gesundheit einfaellt- 
SP1 Gesundheit-, an und fuer sich kann man nur das annehmeni 
was ran irr y rrent spuert- wj e man sich fuehlt- denn wenn ich 
mich gesund «rraehre-. weiss ii_h noch lange nicht-, ob ich gesund 
lebe- das iit kein ich V ann mich nur solange soweit fest­
legen oder ;rweit sagen in den Hcment-. soweit wie ich mich ge­
sund fuehle- bin ich eben gesund- wenn ich keine Krankheit 
der Koerper ist selbst so konstruiert- dass ich jeden Schmerz 
und jedes S ..he-, die ich im K r e r p e r  hab-, die wird sich irgend­
wie bemerkbr-- machen- das spu-re ich ja dann-, ohne zu wissen-, 
ob itir was h 11 -
SPE ja-, Ges- 'dheit ist doch a^ch-, d*ss es Sauberkeit {...}.
SPl ja nun-, das gehoert dazu*
SPP ja-, sin.’ viele-, Pu sagst cehoert dazu-, viele' wo ojnch das 
auch sind n ; c h t  gesund- das ist*, auch bei Hausfrauen kommt e s  
schon vor-, r'-ss wasch nicht gr.nug Salat-, gerade heute- oder was 
anderes-, da sind Fr ob lerne-, wo die die Leute auch krank werden, 
durch nicht Aufrerksöff^eit oder so '.ss-
SPl wenn Du 'ianath gehst-, dann darfst Pu nichts mehr essen und 
nicht mehr l r ir.l en-, die Luf«. 1 icht r.^hr atmen oder sonst wes- 




- am Satzanfang muß klein geschrieben werden, außer wenn es 
sich um Substantiva handelt;
- bei Abkürzungen darf kein Punkt stehen.
In gewissen Abständen werden die Transkriptions-Belege ins 
Rechenzentrum der Universität Ulm geschickt. Dort steht ein 
sog. Belegleser (CDC 1700/SC 955); dieser liest die Transkrip- 
tions-Belege und schreibt sie auf ein Magnetband. Und damit 
liegen die Texte auf Datenträgern vor, die den EDV-Einsatz er­
lauben .
1.2 Y2ibereitung_der_Integration_neuen_Textmaterials_in den 
Bestand
Bevor die Daten weiter verarbeitet werden können, müssen sie 
zunächst an die wenig verbreiteten Code-Konventionen des tr 440 
angepaßt werden (ASCI — ► ZC 1). Das ist ein problemloser tech­
nischer Vorgang. Anschließend werden die Texte komprimiert, 
d.h. von den mit Leerzeilen aufgefüllten Zeilen werden die 
Blanks am Ende abgeschnitten, und die Sätze werden auf varia­
ble Satzlänge umgestellt.
In einem weiteren Durchgang erfolgt eine maschinelle Fehler­
kontrolle und, soweit wie möglich, eine Fehlerkorrektur.
Im einzelnen erbringt das Programm folgende Leistungen:
- Test auf Kleinschreibung am Satzanfang und ggf. Korrektur;
- Test auf Lesefehler des Beleglesers und Vermerk in einem 
Fehlerprotokoll;
- Überprüfung der Seitenidentifikationen auf Sorticrfolge und 
Vollständigkeit.
Weiterhin werden alle Seiten mit einer Kurzidentifikation ver­
sehen, was die systeminterne Verwaltung erleichtert. 
Anschließend werden die Texte ausgedruckt.
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1 *3 D ie_maxiue lle_Korrektur_und_die_Klassifikation_der_Texte
Die ausgedruckten Text-Listings (siehe Beispiel auf der näch­
sten Seite) werden korrekturgelesen, und zwar werden sie noch 
einmal mit dem Inhalt der Tonbandkassette verglichen. Dieser 
Vergleich und ggf. Ergänzungen und Korrekturen werden z.T. von 
den Personen durchgeführt, die diese Texte im Feld auch erho­
ben haben. Eine weitere wichtige Aufgabe dieser Personen ist 
die Klassifikation der vorliegenden Texte. Wir bedienen uns 
dabei eines Klassifikationsschemas, mit dessen Hilfe Themen- 
komplexe in den Texten mehrdimensional gekennzeichnet werden.
Ein Klassifikationswert (Deskriptor) ist 4-stellig, den einzel­
nen Stellen kommt folgende Bedeutung zu:
Stelle 1: Sprecheridentifikation 
Stelle 2: thematische Grobklassifikation 
Stellen 3+4: thematische Feinklassifikation
Die Textpassagen werden dreidimensional klassifiziert.
In den Dimensionen werden folgende Inhalte abgebildet:
Dimension I: In dieser Spalte tauchen nur Klassifikationswerte
(Deskriptoren) auf, die Themen bezeichnen, die 
in dieser Phase gemäß Gesprächsleitfaden ange­
sprochen werden sollten.
Dimension II: In dieser Spalte tauchen nur Deskriptoren auf,
die Themen bezeichnen, die zwar im Verlauf des 
Erhebungsprozesses angesprochen werden sollten, 
aber nicht zu diesem Zeitpunkt.
Beispiel: Jemand berichtet über seinen letzten 
Krankenhausaufenthalt, vorgegebenes Thema ist 
jedoch gesundheitsbezogenes Hilfepotential der 
Verwandtschaft.
Dimension III: In dieser Spalte tauchen Querschnittstehmen auf,
die zentrale Forschunqsfragen betreffen und die 
theoretisch zu jedem Zeitpunkt angesprochen wer­
den können (praktische Theorie, Bewertung von 
SH-Aktivitäten, soziale Beziehungen).
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I F  ( , » . )  r>j  n g f c M i f i '  t i r  g e r n e  v o n  I h n e n  w i !  » ü  S i e  u n t t r
G d u n d l i f  I 1 i j j n *  • l l i j e n e i n  * e  r s  I « l i t t »  • man s t r i c h t  so o f t  u e L t r  
G e s u n d h e i t  u n d  e i g e n t l i c h  » r i l l  k e i n e r  so M e h l i g ,  e i  n u n
i t .  d e r  E i n e  n e i n t ,  d e r j e n i g e  I s t  g t s u n n ,  d i r  d i s o  g a n z  r e g e l -  
a e s s i g  i mme r  t u »  A r z t  g e M ,  d e r  A n d e r e  u e r  m e i n t : j a ,  w e r  s i c h  
e s u n d  f  r n . f h r t  ,  u e r  i s t  g e s u n d ,  o u e r ,  0« g i b t  es  d i s o  d i e  
e r s c h i ¿ d e n s t t n  (’ e i s p i e t r  u n o  J e t z t  w a e r e  e s  i n t e r e s s a n t ,  n e n n  
i e  s a g e n  w u e r u c n ,  w j s  I h n e n  so  z u r  G e s u n d h e i t  t i n l a e l l t .
*  1 g e s u n u h e i l ,  i n  tmr f  t u t r  s i c h  k a n n  man n u r  d a s  a n n e h * e n ,  
i s  man i«i P o i w n l  s n u e r t ,  w i r  p a n  s i c h  l u e l i l t .  d e n n  wenn  i c h  
i c h  j t s u n o  c r n a r l r e ,  n r  i s s  i c h  r i uc h  L a n g e  n i c h t ,  o h  I c h  g e s u n d  
e h e .  r tdS i s t  k e i n  ( . . . )  i c h  k a n n  m i c h  n u r  s o l a n g e  s o w e i t  f e s t -  
e y e n  o J e r  so»e  i t s ü t e n  i n  dem K o n e n t ,  s o w e i t  w i e  i c h  m i c h  g e -  
u n o  l u e M e ,  M n  i e t  e t i n  g e s u n d ,  w e n n  i c h  k e i n e  K r a n k h e i t  ( . . . ) ,  
e r  H o r r i . t r  i s t  s e i l s t  s o  k o n s t r u i e r t ,  d a s s  i c h  j e a e n  S c h m e r z  
nd  j e d e s  S a c h » ,  d i e  i c h  i m k o e r ^ e r  t i aLi ,  d i r  w i r d  s i c l i  i r y e n d -  
i e  h e n e r k L a r  m a c h e n ,  d i s  s p u e r e  i c h  j a  d a n n ,  o h n e  z u  w i s s e n ,  
b m i r  was  I c M t .
Pi j a ,  O e s u n a h e i t  i s t  d o c h  a u c h ,  u a s s  es  S a u b e r k e i t  ( > > • ) •
P1 j a  n u n ,  d- i *  g e h o e r t  d a z u .
P2 j a ,  s i n d  v i e l e ,  Du s a g s t  g e h o e r t  d a z u ,  v i e l t ,  wo d u r c h  das  
ucl> s i n j  n i c h t  g e s u n d ,  d a s  i s t ,  a u c h  L e i  H a u s f r a u e n  kommt  es 
c h o n  v o r ,  r i j s s  w a s c h  n i c h t  y e n u y  S a l a t ,  g e r a d e  h e u t e ,  o d e r  was 
ö d e r e s ,  «a s i n d  l - r o b l e m e ,  wo d i e  d i r  L e u t e  a u c h  k r a n k  w e r d e n ,  
u r c h  n i c h t  A u f n e r k s i e f c e i t  o u e r  so  w a s .
P i  w e h r  Du d i n a c h  g e h s t ,  d a n n  d j r f s t  Du n i c h t s  m e h r  e s s e n  u n d  
i c h t  n v l i r  t r i n k e n ,  n i e  < u f t  n i c h t  me h r  a t m e n  o u e r  s o n s t  w a s ,  
i r g e n d w a s  r i n n e K r e n ,  e g a l  i n  w e l c h e r  F o r m .
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In Spalte/Dimension II können schließlich auch noch Klassifi­
kationen auftauchen, die dem sog. SURPRISE POOL zuzurechnen 
sind. Sie kennzeichnen Themenkomplexe, die sich keiner unserer 
Forschungsfragen subsumieren lassen.
Die Klassifikation ist nicht mit einer Kodierung gleichzusetzen, 
wie sie etwa beim Wörterbucheinsatz vorgenommen wird, sondern 
die Klassifikationen sind. Überschriften, die den Inhalt der 
einzelnen Textpassagen kennzeichnen.
Die derart bearbeiteten Textlistings dienen als Grundlage für 
die Einarbeitung der manuellen Textkorrekturen und die Erfas­
sung der manuell vergebenen Textklassifikationen.
1.4 EiD^rbeitung_der_Textkorrekturen_und_Erfassun2 _der 
Textklassifikationen
Die Verwaltung des Textkorpus erfolgt mit Hilfe eines EDITOR- 
-Programms, das im wesentlichen folgende Leistungen zur Ver­
fügung stellt:
- "Blättern" in den Texten,
- Korrektur der einzelnen Seiten einschließlich Löschen/Einfü­
gen von Zeilen bzw. Seiten.
Die Erfassung der Textklassifikation (TEXTDESKRIPTOREN) erfolgt 
mit Hilfe eines DESKRIPTOR-EDITORS. Dieses interaktive Programm 
bietet die Möglichkeit, Textseiten aufzurufen bzw. zu generie­
ren und die Klassifikationsinformationen von den Text-Listings 
in die Deskriptoren-Datei zu übertragen. Dieser Editor wird 
wie der Text-Editor durch eine einfache Sprache gesteuert, so 
daß er ohne große EDV-Kenntnisse bedient werden kann.
Texte und Deskriptoren werden von einem speziellen Programm in 
eine sog. Datenbank geladen, in der die Analyseverfahren durch­
geführt werden, auf deren technische Einzelheiten ich an die­
ser Stelle nicht weiter eingehe.
078
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Für den eigentlichen Analyseteil des Systems gilt in besonderem 
Maße, was bereits zu Anfang festgestellt wurde: das System be­
findet sich in einer frühen Entwicklungsphase, deshalb sind die 
folgenden Ausführungen auch eher als Diskussionsgrundlage ge­
dacht und nicht als fertige Lösungen.
Logische Voraussetzung der Entwicklung eines EDV-Systems, das 
qualitative Datenanalyse unterstützen soll, ist, daß qualitati­
ve Analysemethoden entwickelt, dokumentiert und damit nachvoll­
ziehbar wären. Allerdings ist die Situation dadurch gekenn­
zeichnet, daß "zentrale Probleme wie die Auswertung qualitati­
ver Interviews, also die'Interpretation von 'Texten1 ... undis­
kutiert (bleiben)", wie Manfred KÜCHLER anläßlich einer Be­
sprechung neuerer deutscher Literatur zum Problemkreis quali­
tative Methoden bemerkte.
Da hier und heute weder die Zeit noch der Ort sind, um eine 
grundlegende Diskussion über eine qualitative Methodologie zu 
führen, werde ich im folgenden eher formal die Textanalysemög- 
lichkeiten beschreiben, die für TEXTAN geplant sind und über 
deren theoretische und methodologische Implikationen wir viel­
leicht im Anschluß an diese Beschreibung diskutieren können.
Dabei werden im wesetnlichen zwei Analysemöglichkeiten zu be­
schreiben sein:
- die Zurückgewinnung von Textpassagen aus dem Textkorpus unter 
Verwendung von Deskriptoren und
- sukzessives Suchen und Erweitern von Kontextinformationen.
2 • 1 5 sage n_mittel ^ Deskriptoren
Uni Textpassagen aus dem Textkorpus zurückzugewinnen, muß der 
Anwender an das System eine Suchanfrage richten. In dieser Such- 
anfrage muß mitgeteilt werden:
- welche Art von Deskriptoren verwendet werden,
- in welcher Spalte des Klassifikationsschemas sie gesucht 
werden (nur bei inhaltlichen Deskriptoren) und
- welche logischen Verknüpfungen zwischen den Deskriptoren be­
stehen Q+ sollen.
079
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TEXTAN überprüft die Anfrage auf formale Richtigkeit und führt 
den Suchauftrag aus.
Im einfachsten Fall sieht ein Suchauftrag wie folgt aus:
Die Übersetzung dieses Auftrages lautet: Gesucht werden alle 
Textpassagen, in denen Erfahrungen mit Krankenhäusern als Kern­
thema behandelt werden.
Die Antwort von TEXTAN lautet:
750 Zeilen in 35 Textpassagen gefunden.
Wünschen Sie das gesamte Rechercheergebnis?
Nach der Bejahung dieser Frage durch den Anwender druckt TEXTAN 
die Gesprächsabschnitte aus. Zusätzlich wird auch noch die Di­
rektadresse des jeweiligen Abschnittes ausgedruckt, die seine 
Position innerhalb des Textkorpus anzeigt. Wozu man diese Di­
rektadresse verwenden kann, wird weiter unten erläutert.
Neben dieser einfachsten Suchanfrage sind auch Anfragen möglich, 
in denen mehrere Deskriptoren miteinander verknüpft sind.
Die Übersetzung dieser Suchanfrage lautet: Gesucht werden alle 
Textpassagen, in denen Erfahrungen im Krankenhaus behandelt 
werden und die von Person 199902 gemacht worden sind.
Diese Suchanfrage ist ein Beispiel für die gleichzeitige Ver­
wendung von formalen und inhaltlichen Deskriptoren.
Inhaltliche Deskriptoren sind alle die, die dem Klassifikations­







Damit besteht die Möglichkeit, bestimmte Passagen nicht nur 
nach inhaltlichen Kriterien bzw. deren Kombinationen zurückzu­
holen, sondern auch personen- bzw. haushaltzentriert. Weiter­
hin ist auch die kombinierte Anwendung beider Deskriptor-Arten 
möglich.




Rückgewinnung von Textpassagen mittels Klassifikationen 
Aufbau der Query ~ Language:









Beispiele für Suchanfragen mittels Deskriptoren
1. Anfrage:
1/Klassifikation: 1335
Übersetzung: präsentiere alle Textpassagen, in denen 
Erfahrungen mit Krankenhausaufenthalten als Kernthema 
beschrieben werden.
Antwort von TEXTAN:
750 Zeilen in 35 Textpassagen gefunden.
Wünschen Sie das gesamte Suchergebnis? j/n
Antwort des Benutzers: 
j
Ausdruck:
P X : ....................................................  DADRX
PY: ....................................................  DADRY
2- Anfrage:
1/Klassifikation: 1334+Person:999902 
Übersetzung: vergl. (1) und die von Person 999902 
gemacht worden sind.
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-  17 -
Wenn wir an dieser Stelle einmal überlegen, inwieweit sich die 
Arbeit mit TEXTAN von einer rein manuellen Analyse unterschei­
det, zeigt sich, daß der Computer bisher nur als etwas ausge- 
reiftere Klebstoff-Schere-Kombination verwendet worden ist, ob­
wohl man berücksichtigen sollte, daß Quantität der Zugriffs­
möglichkeiten irgendwann in Qualität umschlägt*
2.2 Sukzessives_Suchen_und_Erweitern_yon_KontextInformation
Ausgangspunkt•einer solchen Analyse kann eine Textpassage sein, 
aber auch ein ganzes Gespräch. Kontextinformation, die sukzes­
sive erweitert werden kann, können sein - wenn man einmal eine 
Textpassage als Ausgangspunkt nimmt
a) n Zeilen/Passagen vor und hinter der Textpassage bis hin 
zum gesamten Gespräch;
b) Äußerungen zu demselben Thema eines Haushaltsmitgliedes/ 
aller anderen Haushaltsmitglieder;
c) andere Themen in dem Gespräch, aus dem die Ausgangstextpas- 
sage stammt;
d) andere Themen anderer Haushaltsmitglieder.
Eine Suche nach (a) würde zunächst von der Direktadresse aus­
gehen, die zusammen mit der Ausgangstextpassage ausgedruckt wird. 
Die Direktadresse ist eine inhaltsleere Zahl, die lediglich die 
Position der Auegangspassage im Textkorpus markiert.
Als Ergebnis der Recherche (a) würde das direkte Umfeld der 
Textpassage ausgegeben.
Um die Äußerungen anderer Haushaltsmitglieder zu diesem Thema 
zu bekommen, müßte man zunächst wissen, zu welchem Haushalt die 
Person gehört, von der die Ausgangstextpassage stammt. Ausgangs­
punkt dieser Recherche ist wiederum die Direktadresse. Nachdem 
diese Information bekannt ist, können die übrigen Kontextinfor­
mationen genauso erhalten werden, wie im vorangegangenen Ab­
schnitt beschrieben.
Bisher haben wir uns auf die Analyse von Verbaldaten konzentriert. 
Im folgenden werde ich darüber berichten, welche Überlegungen 
wir über die Einbeziehung anderer Komponenten unserer Datenbasis 
in die Analyse der Verbaldaten angestellt haben.
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Sukzessives Suchen und Erweitern von Kontextinformation
a) Suchanfrage:
2/Dadr/Zeilen:20
Übersetzung: drucke die 20 Zeilen, die vor der Textpassage 
mit der Direktadresse Dadr stehen und drucke die 20 Zeilen, 





Übersetzung: stelle fest, zu welchem Haushalt die Person 
gehört, von der die Ausgangspassage stammt.
Antwort von TEXTAN:





Obwohl der Akzent dieses Vortrages auf der "reinen" Verbaldaten- 
analyse liegt, möchte ich noch auf einige der Möglichkeiten ein- 
gehen, die TEXTAN zur Einbeziehung quantitativer Daten bietet 
(vgl. dazu das Datenflußdiagramm auf der folgenden Seite).-
Die Einbeziehung quantifizierter Komponenten unserer Datenbasis 
kann folgende Funktionen haben:
a) Validierung von Ergebnissen durch mehrfache Operationalisie­
rung und Messung mit unterschiedlichen Methoden;
b) Steuerung der Textauswahl durch Ergebnisse der Analyse quan­
titativer Umfragedaten für die 87 Haushalte;
c) Überprüfung, ob sich interpretativ gebildete Typologien auch 
innerhalb quantitativer Daten wiederfinden lassen.
Wie wollen an dieser Stelle kein detailliertes Analyseprogramm 
entwerfen, sondern anhand von Beispielen verdeutlichen, worauf 
es ankommt.
ad a) Auf die Vorteile multipler Meßoperationen braucht wohl 
nicht weiter eingegangen zu werden.
ad b) Hier könnte man sich z.B. vorstellen, daß eine Cluster­
analyse hinsichtlich der mikrosozialen Strukturen des 
Haushaltes gut unterscheidbare Typen ergeben hätte. Man 
könnte sich über die Haushaltsidentifikationen jetzt 
clusterspezifische themenzentrierte Textpassagen heraus­
suchen lassen und diese interpretativ analysieren und 
die Ergebnisse miteinander konfrontieren.
ad c) Weiterhin wäre es möglich, interpretativ gewonnene Typen 
von Krankheitsdefinitionen mit den Werten der Personen 
auf der Fatalismusskala zu vergleichen.
Weiterhin könnten auch die Ausprägungen bestimmter Variablen 
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Es ist bisher nicht vorgesehen, Routinen zur quantitativen Ver- 
baldatenanalyse in TEXTAN zu realisieren. Mit TEXTAN besteht 
aber die Möglichkeit, die Daten so aufzubereiten, daß diese 
neue Datenstruktur eine Bearbeitung durch andere Programmsvste- 
me erlaubt (z.B. EVA).
Allerdings ist mit Hilfe der Deskriptoren eine quantitative Ana­
lyse der Gespräche in gewissem Umfang möglich. Es läßt sich 
z.B. feststellen, welchen Anteil die einzelnen Themen an einem 
Gespräch oder an den gesamten erhobenen Texten haben oder wie 
groß der Anteil der einzelnen Beteiligten an dem aktuellen Ge­
spräch ist.
2.5 Die_guantitative_Analyse_von Verbaldaten_mit_TEXTAN
3. Die technische Realisierung von TEXTAN
Die Programmierung von TEXTAN wird in COBOL vorgenommen. Etwa 
gegenüber FORTRAN hat COBOL folgende Vorteile:
- weitaus bessere Strukturierungsmöglichkeiten für Daten und 
Dateien (Data Description Language);
- die Sprache ermöglicht in gewisser Hinsicht ein strukturier­
tes Programmieren;
- es können sehr lange Sätze verarbeitet werden (16 KW).
Zusätzlich wird bei der Realisierung von TEXTAN der Datenbank­
prozessor der TR 440 (DBS 440) verwendet. Datenbank ist dabei 
als Kürzel für "Möglichkeiten der komplexen Strukturierung von 
Datenbasen" aufzufassen, ohne die Information-Retrieval bei 
großen Datenbeständen nicht sinnvoll durchgeführt werden kann.
Die Verwendung von DBS führt dazu, daß TEXTAN nicht portabel 
ist. Dieser Umstand wird durch die Dialogprogramme noch ver­
stärkt, die ebenfalls auf bestimmte Gerätetypen zugeschnitten 
worden sind. Allerdings sind die meisten umfangreichen Programm­
systeme nicht ohne weiteres von einem System zum anderen zu 
transferieren.
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4. Programme und Prozeduren des Textanalysesystems
TEXTAN umfaßt folgende Programme:
a) Texteditor
b) Deskriptoreditor





Bis auf das Programm zur quantitativen Deskriptoranalyse, den 
Datenbanklader und das Textmodifikationsprogranun sind alle Pro­
gramme dialogfähig. Sie werden über eine einfache Steuersprache 
bedient. Die Bedienung des Gesamtsystems wird durch Kommando- 
Prozeduren gesteuert. Daraus resultiert, daß der Benutzer nur 
wenige TEXTAN-KDO's zu verwenden braucht, um mit dem System 
arbeiten zu können. Betriebssystem-Kenntnisse sind so gut wie 
gar nicht erforderlich.
5. Dateien und Datenflüsse im Textanalyse-System
TEXTAN verwaltet folgende Dateitypen:
a) index-sequentielle Dateien (RAS)
b) Dateien mit Block-Struktur (PHYS)
c) sequentielle Dateien (SEQ).
ISAM-organisiert sind die Dateien, die jweils die neue Text­
lieferung sowie die neu vergebenen Deskriptoren enthalten.
Die TEXT-DATENBANK ist ein sog. MULTI-LIST-FILE, d.h. die ein­
zelnen DB-Sätze sind mehrfach untereinander verkettet, die 
Ketten sind über Anker auffindbar. Die Datei-Struktur ermög­
licht eine logische Verarbeitung der Sätze, unabhängig von 
ihrer physikalischen Speicherung.
Neu eingehende TEXT-Lieferungen werden zunächst in der TEXT- 
Datei zwischengespeichert, bis sie vollständig korrigiert sind. 
Die neu vergebenen Deskriptoren werden in der DESKRIPTOR-Datei
088
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gespeichert. Nachdem die neuen Texte in die Textdatenbank ge­
bracht und mit Hilfe ihrer Deskriptoren verkettet worden sind, 
werden die "Ur"-Texte und Deskriptoren in einem "UR"-Archiv 
auf Magnetbändern gespeichert. •
TEXTAN sorgt dafür, daß auch von der Textdatenbank Kopien archi­
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2Die Verwendung "des Computers" - oder richtiger: der 
Datentechnik - in einer ständig steigenden Zahl von Disziplinen 
war sicher eine der hervorstechenden Entwicklungen in den letzten 
Janren. Dies gilt nicht nur für die Sozialwissenschaften, wo diese 
Entwicklung unübersehbar ist und wo der überwiegende Teil der je­
weiligen Disziplinen sie auch weitgehend akzeptiert hat, sondern 
genausogut auch für die Geisteswissenschaften, wo oft noch der 
fälschliche Eindruck besteht, jede Anwendung eines Elektronen­
rechners in einem Forschungsprojekt sei eine Pionierleistung.
Diese Gleichsetzung darf jedoch auch nicht zu weit getrieben 
werden: während in den Sozialwissenschaften (zumindest an der 
Oberfläche) ein gewisser Konsens über die zu verwendenden Methoden 
besteht, die überwiegend ’'der Statistik” im weitesten Sinne 
zuzuordnen sind, wird in den Geisteswissenschaften überwiegend die 
einzelne Anwendung des Rechners im Vordergrund gesehen und es wird 
nur verhältnismäßig selten über seine konkrete Benützung hinaus 
auf allgemeinere Prinzipien seiner Verwendung abstrahiert.
Diese Situation ist keineswegs nur von theoretischer Bedeutung, 
sie hat vielmehr dazu geführt, daß es für die typischen 
datentechnischen Probleme der empirisch ausgerichteten Sozial­
wissenschaften ein ganzes Arsenal von fertigen Programmsystemen 
gibt, mit deren Hilfe sich der einzelne Forscher die Dienste des 
Rechners zunutze machen kann, ohne selbst wirkliche Kenntnisse der 
Datentechnik, die über die Anwendung eines von vorneherein für den 
technisch weniger Erfahrenen konzipierten Programmes hinausgehen, 
erwerben zu müssen. In den Geisteswissenschaften (mit Ausnahme der 
Linguistik und einzelner literaturwissenschaftlicher Zweige, die 
als Computer!mguistik sogsr als eigene "lehrstuhlfähige" Dis­
ziplin Anerkennung gefunden haben) bedeutet dagegen die Anwendung 
des Rechners in vielen Fällen den Zwang, auf einer von den inhalt­
lichen Problemen relativ weit entfernten Ebene eigene Programme zu 
entwickeln - dementsprechend ist sie auch wesentlich aufwendiger 
und die Anzahl der an technischen Schwierigkeiten gescheiterten 
Projekte ist hier in allen Fächern, die sich mit der Anwendung
1. Was ist CLIO?
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3statistischer Programme nicht zufrieden geben können oder wollen, 
erheblich größer als in den klassischen sozialwissenschaftlichen 
Disziplinen.
Freilich muß dieses Bild qualifiziert werden: "die Sozial­
wissenschaften11 erschöpfen sich nicht in der Statistik und gerade 
die gegenwärtige Veranstaltung zeigt deutlich, daß es durchaus 
auch für weniger numerisch ausgerichtete Problemkreise, die die 
Verarbeitung größerer Textmengen erfordern, eine ganze Reihe von 
Wegen gibt, die schon zu Entwicklungen ohne besondere technische 
Kenntnisse anwendbarer Programmsysteme geführt haben.
Von einer allgemeineren Warte ist allerdings die Frage "Zahl 
oder Text?" gar nicht das wirklich Entscheidende. Viel gravieren­
der scheint die Rolle, die dem Rechner auf der konzeptuellen Ebene 
zugewiesen wird. In den klassischen Sozialwissenschaften werden 
dem Rechner Zahlen vorgelegt, die eindeutig definierte Kategorien 
wiedergeben, und dann wird er dazu benützt, die Abhängigkeiten 
zwischen diesen Kategorien näher zu untersuchen. Grob gesprochen: 
der Rechner erfährt, welcher sozialen Kategorie 100 Personen 
angehören, welches Einkommen sie haben, und errechnet dann, 
welches durchschnittliche Einkommen die Angehörigen der einzelnen 
Kategorien haben. Die Ableitung dieser Kategorien aus den jeweils 
zur Verfügung stehenden Primärinformationen - im konkreten 
Beispiel etwa aus Berufsangaben - geschieht dagegen, vor dem Ein­
satz des Rechners, durch den Forscher, Klarerweise ist dieser 
Ableitungsprozeß fehleranfällig: wer jemals versucht hat, einige 
Tausend Berufsangaben konsistent zehn oder zwanzig Kategorien 
zuzuweisen, wird wenig darüber staunen, daß sich frühzeitig der 
Wunsch ergab, diesen Zuweisungsprozeß soweit wie möglich zu 
mechanisieren, im einfachsten Fall dadurch, daß die Termini wört­
lich abgeschrieben werden und der Rechner den Auftrag bekommt, den 
Terminus "x" jedesmal, wenn er vorkommt, durch den Kodewert ny" zu 
ersetzen.
Ansätze dieser Art lassen sich natürlich fortschreiben und etwa 
dahingehend verallgemeinern, daß der Rechner damit beauftragt 
wird, einen freisprachlichen Text daraufhin zu untersuchen, welche 
Termini er enthält und dem Urheber des jeweiligen Textes jedesmal 
dann den Kodewert nxn zuzuweisen, wenn dieser Text z.B. die
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Termini "yl", ny2” und "y3n so enthält, daß zwischen den beiden 
voneinander am weitesten entfernten Termini dieser Dreiergruppe 
nicht mehr als höchstens "2 " beliebige andere, für die jeweilige 
Analyse nicht relevante, liegen. Auf die Gefahr hin, hiermit 
gerade bei einer Veranstaltung des ZUMA als terrible 
simplificateur angesprochen zu werden: wir sprechen hier meist von 
der automatischen Inhaltsanalvse.
Zweck dieses Vorgehens ist in beiden Fällen also, den Rechner 
bereits im konzeptuellen Vorfeld der Analyse des zu bearbeitenden 
Datenmaterials einzusetzen. Effizient wird es immer dann sein, 
wenn eine einigermaßen klare Beziehung zwischen Vorgefundenen 
Termini und zuzuweisenden Kodes besteht, es also im Prinzip ein­
fach darum geht, sich den Rechner als ein Mittel, sehr um­
fangreiche Tabellen oder sehr komplizierte Regeln im Kopf zu 
behalten, zunutze zu machen.
Probleme dieser Art treten bei der Bearbeitung historischen 
Quellenmaterials erheblich häufiger und in wesentlich gravierende­
rer Form auf als bei der Bearbeitung klassischen sozial­
wissenschaftlichen Textmaterials, wie etwa von freiformulierten 
Antworten in Interviews.
Ein gutes Beispiel bietet die in den letzten Jahren in der So­
zialgeschichte populäre Technik der Familienrekonstitution: wir 
machen sämtliche Geburts-, Heirats- und Sterbebücher einer his­
torischen Gemeinschaft maschinenlesbar und erwarten vom Rechner, 
daß er die Geburtseinträge der einer Ehe entstammenden Kinder dem 
Heiratseintrag ihrer Eltern zuordnet, auch dann, wenn die Namen 
der betroffenen Personen in einer Zeit unstandardisierter 
Rechtschreibung in den einzelnen Quellenbelegen sich radikal 
voneinander unterscheiden. (Wir lassen den Rechner dabei eine Re­
gel zur Erkennung von Namen auf deren unterschiedliche 
Repräsentation in der Quelle anwenden.)
Ein weniger spektakuläres Beispiel, das aber zeigt, daß im 
historischen Bereich selbst Daten als unsicher zu gelten haben, 
die in anderen Disziplinen oft geradezu als ein Muster an 
Datenqualität gesehen werden: bearbeiten wir Einkommensangaben, 
werden sich bei längeren historischen Datenreihen die angegebenen 
Münzen und deren tatsächlicher Kaufwert zu gegebenen Zeitpunkten
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5radikal voneinander unterscheiden. Wir brauchen den Rechner in 
solchen Fällen, um Regeln über die Relationen der Münzen zueinan­
der und deren zeitabhängige Schwankungen auf einheitliche, ver­
gleichbare Größen abzubilden.
Enolich noch gravierender: manchmale kann es sogar unklar sein, 
für wen in einer Quelle bestimmte Angaben gemacht werden - ob eine 
Angabe über Beruf und Einkommen sich auf Person A oder auf Person 
B bezieht. In solchen Fällen kann der Rechner Regeln anwenden, 
nach denen systematisch die Durchführung jeder möglichen Zuordnung 
getestet und festgestellt wird, inwieweit sie Ergebnisse unserer 
Berechnungen beeinflussen.
Untersuchen wir darüber hinaus große Korpora von Texten, die zu 
sehr unterschiedlichen Zeiten entstanden sind, so werden wir dem 
Rechner zur Anwendung der üblichen inhaltsanalytischen Regeln für 
die Ableitung von Konzepten aus cooccurence patterns von Termini 
auch noch solche für deren dynamische Permutation in Abhängigkeit 
von verschiedenen Merkmalen des gerade untersuchten Textteiles 
mitteilen müssen.
In allen Fällen, bei denen wir diese Arten fachspezifischen 
Vorgehens anwenden, werden wir Vorgaben unseres ursprünglichen 
Informationsträgers - Termini einer listenartigen Quelle, den Text 
von Briefen oder erzählenden Quellen - weitgehend unverändert in 
den Rechner eingeben und ihn systematisch als ein Werkzeug bei der 
konzeptuellen Durchdringung des Materials einsetzen, bevor wir 
(nicht notwendigerweise mit seiner Hilfe) an seine eigentliche 
Analyse auf Grund der gefundenen kategorialen Zuordnungen gehen.
Für diesen Ansatz wurde vom Verfasser der Terminus Quellennahe 
Datenverarbeitung vorgeschlagen. Ihr erstes Grundproblem besteht 
darin, einen Rechner in die Lage zu versetzen, Angaben geringer 
terminologischer Exaktheit, also ungenaues (oder, in Anlehnung an 
den einschlägigen Bereich der Logik/Linguistik/Mathematik: 
"unscharfes") Datenmaterial zu verarbeiten.
Abgesehen von zahlreichen Detailproblemen, deren Existenz nach 
der kursorischen Darstellung einiger konkreter Aufgabenstellungen 
für den Rechner offensichtlich sein sollte, liegt ein zusätzliches 
Problem darin, daß der Einsatz des Rechners für solche Zwecke an 
seine Ressourcen erheblich größere Ansprüche stellt, als dies bei
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6herkömmlichem Vorgehen der Fall wäre. Während in den Sozial­
wissenschaften bei statistischen Auswertungen die 2000er Stichpro­
be aus verschiedenen Gründen sehr populär ist, wir es also 
Üblicherweise mit Datenmengen von 10.000 Zeilen oder weniger zu 
tun haben, schwankt die reine Rohdatenmenge, die mit den im 
folgenden zu besprechenden Programmen bearbeitet werden soll, 
innerhalb eines Forschungsprojektes üblicherweise zwischen etwa
100.000 und 2i>0.000 Eingabezeilen, und allgemeine Vorüberlegungen 
über die Konsequenzen aus dem Einsatz der in dieser Veranstaltung 
vorgestellten Lesemaschinen haben in unserer Planung zu Skizzen 
von Forschungsdesigns geführt, die die gleichzeitige Bearbeitung 
von zumindest 10 Hill. Zeilen unpräziser Ausgangsinformation vor­
sehen. Während ein sehr prominenter deutscher Sozialwissenschaft­
ler daher mit Blick auf die 2000er Stichprobe behaupten konnte, 
daß die moderne Datentechnik auch die Bearbeitung "größter" Daten- 
mengen onne besondere Probleme erlaube, wird man von der Warte 
quellennaher Datenverarbeitung im hier diskutierten Sinn diesem 
euphorischen Urteil nur mit größter Skepsis begegnen können. Auf 
alle Fälle jedoch muß in unserem Fall Effizienz (in einem weiter 
unten noch zu diskutierenden Sinn) eine wesentliche Anforderung an 
die Datenverarbeitung sein.
Diese Situation wurde vom Max-Planck-Institut für Geschichte im 
Jahre 1976 vorgefunden, als eine ganze Reihe von Forschungsprojek­
ten in Stadien traten, die den massiven Einsatz einer reichen 
Palette datentechnischer Verfahren vorsahen. Da klar war, daß ad- 
hoc-Lösungen angesichts der großen Zahl unterschiedlicher zu 
unterstützender Projekte nur realisierbar gewesen wären, wenn 
ständig eine große Anzahl von Personen mit guten Kenntnissen 
textorientierter Datenverarbeitung verfügbar gewesen wäre, wurde 
anstatt dessen mit der systematischen Entwicklung eines allgemei­
nen, datenbankorientierten Programmsystems begonnen, das in der 
Lage sein sollte, möglichst jede Form der Bearbeitung möglichst 
jeden Typs historischen Quellenmaterials zu unterstützen. Dabei 
wurde davon ausgegangen, daß in jedem einzelnen Fall abzuwägen 
war, wie quellennah die Verarbeitung einer Quelle vorzunehmen sei: 
Unterstützung war also sowohl für Sachverhalte vorzusehen, die
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7schon aus Effizienzgründen in abgekürzter Form für die Maschine 
aufbereitet werden würden, wie etwa Angaben zum Geschlecht von 
Personen, als auch solche, bei denen wenig Standardisierung 
möglich war - wie etwa mit Originalzitaten durchsetzte Regesten 
von Gerichtsverhandlungen -, oder bei denen eine solche völlig 
ausgeschlossen sein mußte (wie etwa der unveränderte Text mittel­
hochdeutscher Predigten).
Aus der einleitend geschilderten Notwendigkeit der effizienten 
Bearbeitung ungenauer Angaben wurde eine Reihe praktischer 
Forderungen abgeleitet:
- die Quelle mußte im bei der Eingabe erreichten Grad an 
Originaltreue in jedem Stadium der Auswertung erhalten bleiben, 
also mußte beispielsweise eine statistische Aussage jederzeit in 
jene Bestandteile des Materials rückverfolgbar sein, die zu ihr 
führten.
- das System sollte auf einer Ebene der Komplexität anwendbar 
sein, die etwa der der Benutzung von SPSS oder ähnlichen 
statistischen Programmpaketen entsprach.
- das System sollte möglichst ohne Kenntnisse des lokalen 
Betriebssystems verwendbar sein.
- der gesamte Leistungsumfang war in doppeltem Sinne modular zu 
gestalten: abgesehen von der Forderung, daß die Verwendung eines 
Zweiges der Kommandosprache nicht die eines anderen voraussetzen 
durfte (es mußte möglich sein, ohne jede Kenntnis der Möglichkei­
ten zum Namensvergleich ein Register zu erstellen), hieß dies ins- 
besonders, daß Mechanismen vorzusehen waren, die es "Spezialisten” 
erlaubten, komplexe Vereinbarungen wie etwa die Regeln für den 
Vergleich von Personennamen in einem bestimmten Dialektgebiet so 
niederzulegen, daß sie von anderen, weniger erfahrenen Benützern 
abgerufen werden konnten, ohne daß diese genötigt waren, die 
Regeln für die Konstruktion derartiger Vereinbarungen zu erlernen.
Mit der Entwicklung dieses Systems unter dem Namen CLIO wurde 
am Max-Planck-Institut für Geschichte im Oktober 1978 begonnen. 
Die ursprünglichen Ziele waren nach etwa H Jahren mit der Aufnahme 
des Produktionsbetriebs der Programmversion CLIO 3.2.0 im wesent­
lichen erreicht. Davor und seither wurde und wird das System ein-
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8erseits in einer Reihe von Forschungsprojekten am Max-Planck- 
Institut für Geschichte eingesetzt, andererseits im Rahmen spe­
zieller Kooperationsabsprachen Forschungsprojekten an einer Reihe 
von Universitäten und Forschungsinstituten der Bundesrepublik bzw. 
anderer europäischer Länder zugänglich gemacht. Dieser Weg wurde 
gewählt, weil die bisherigen Programmversionen verhältnismäßig 
maschinenabhängig sind, überdies ist das System immer noch in er­
ster Linie als ein Mittel zur Erprobung einer geschlossenen 
Methodik der formalen Erschließbarkeit des Informationsgehaltes 
historischer Quellen zu sehen.
In der Endphase dieser ersten Entwicklungsstufe wurde mit der 
Abfassung einer umfangreichen Systemdokumentation begonnen, deren 
erste 30 % den Teilnehmern dieser Veranstaltung zur Einsichtnahme 
vorliegen. Seit August vorigen Jahres laufen intensive Arbeiten an 
einer Weiterentwicklung des Systems, die neben zahlreichen zusätz­
lichen Komponenten vor allem eine weitgehende Maschinenunabhängig­
keit bringen sollen.
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92. Leistungen der Versionen 3-2,0 ff.
Ein Umriß
Eine der ersten Forderungen beim Entwurf der im HPI f. 
Geschichte zu realisierenden Konzepte war, daß Quellen so neutral 
wie möglich aufbereitet werden sollten, der einmal maschinenlesbar 
gemachte Text also zu einer möglichst großen Zahl unterschied­
licher Auswertungen herangezogen werden kann. Es ist beim gegen­
wärtigen Stand der Entwicklung nicht unbedingt ergiebig, Material 
ohne weiteres einfach buchstabengetreu maschinenlesbar zu machen - 
obwohl diesem Zusammenhang nachdrücklich auf die kaum zu 
überschätzende Bedeutung von Geräten nach Art der Kurzweil Data 
Entry Machine's hinzuweisen ist. Es ist aber sehr wohl möglich, 
den Informationsgehalt einer Quelle weitgehend unverkürzt für eine 
Maschine aufzubereiten, also Teile, in denen es Ökonomischer ist, 
Texte ohne jedes intellektuelle Eingreifen eines Bearbeiters ab­
zutippen, mit solchen abwechseln zu lassen, bei denen bereits in 
die erfassten Daten aus konzeptuellen Überlegungen stammende 
Angaben mit eingearbeitet werden. Für die wichtigsten sich uns 
stellenden Probleme gelten folgende Regeln:
- Normale sprachliche Ausdrücke, also semantisch aussagekräftige 
Worte oder Texte, werden einfach abgeschrieben. "Schneider" wäre
als Berufsangabe, "Sehr geehrter H e r r ....... " als Anfang eines
im Wortlaut aufbereiteten Briefes ohne weiters brauchbar.
- Zeitliche Angaben, mit denen gerechnet werden soll, also 
Kalenderdaten, müssen aus dem fortlaufenden Text isoliert werden. 
Dabei ist eine ganze Reihe von Schreibungen zugelassen. 
”17-3.1847", "23 MAI 1720", "3 BRU 7n, "BIS 6 KAL MAR 1225" oder 
auch "16.2.1713 AS7-15.3• 171 ^ 11 wären als Daten bearbeitbar, wobei 
das letzte Beispiel für ein nicht genau datierbares Ereignis 
stehen würde, bei dem der Terminus post quem in der Quelle merk­
würdigerweise noch im Alten Stil notiert wird. Das vorletzte Datum 
würde natürlich zu einer Fehlermeldung führen - 1225 war kein 
Schaltjahr.
- Angaben in Währungs- und Maßsystemen, mit denen gerechnet wer­
den soll, müssen aus dem fortlaufenden Text ebenfalls isoliert
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werden. Hier ist die Palette der gebotenen Möglichkeiten noch 
erheblich größer. "13.20.6" könnte für eine Wertangabe in Gulden, 
Kreuzern und Hellern verwendet werden, wunschweise aber auch zu 
einer Fehlermeldung führen (ein Kreuzer hat nur 4 Heller, die 
Dotation ist also unwahrscheinlich). Derselbe Betrag könnte auch 
als "13Gulden 20Kreuzer 6Heller" notiert werden - eine 
unÖkonomische Schreibweise, der "13G 20K 6H" wahrscheinlich von 
nahezu allen Benutzern vorgezogen würde. "22.17.2 21..P'1 könnte 
für zwei Teilbeträge dienen, bei denen der eine in Papierwährung 
mit zu berücksichtigendem Disagio geleistet wurde. Zudem kann bei 
jeder derartigen Angabe mitgeteilt werden, daß sie nicht völlig 
präzise ist - beispielsweise könnte "MI 13.20.6" dazu dienen, um 
anzugeben, daß ein bestimmter Zahlenwert nicht exakt bestimmbar, 
aber jedenfalls kleiner ist als ein vorgegebener (Minor).
- Für die Mitteilung einfacher, unmittelbar kategorisierbarer 
Angaben (wie Geschlecht, Familienstand u.ä.) bestehen Vorkehrungen 
für spezielle, implizit auf Schreibfehler geprüfte Kodes.
- Verwandtschaftliche und andere Beziehungen zwischen ver­
schiedenen in einer Quelle beschriebenen Sachverhalten oder Perso­
nen können durch eine den menschlichen Schreibgewohnheiten 
angepaßte Form des Querverweises in beliebiger Komplexität 
wiedergegeben (und später auch verarbeitet) werden.
Zu dieser Form der Notation muß im allgemeinen die Angabe tre­
ten, welche Bedeutung ein Text hat, ob er einen Namen, eine 
Berufsangabe, eine regestenartige Zusammenfassung oder etwas ande­
res ausdrückt. Gehen wir von Gerichtsprotokollen aus, könnten wir 
durch die Zeilen:
PERSON$FAMNAME=MAIER/VORNAME=ANTON/BERUF=SCHMIED/
/GEBURTSDATUM:13.5.1763/SACHVERHALTsDER BESCHULDIGTE MUSSTE 
SICH HEUTIGEN TAGES VOR DIESEM GERICHT GEGEN DEN 
VORWURF ...
Angaben maschinell aufbereiten, deren Erörterung sich wohl 
erübrigt. In der praktischen Arbeit würden wir die äquivalente 
Notation
PÍMAIER/ANT0N/SCHMIED/13.5.1763/DER BESCHULDIGTE MUSSTE 




aller Voraussicht nach aus Gründen der Arbeitseffizienz vorziehen. 
Derartige Ansammlungen von Angaben, die sich auf einen Gegenstand 
oder eine Person beziehen, nennen wir in der Sprache des Systems 
eine Infonnationsgruppe, die eine nahezu beliebig große Anzahl 
einzelner - in unserem Beispiel durch Schrägstriche getrennter - 
“Informationen" beinhalten kann.
Eine wichtige Möglichkeit ist dadurch gegeben, daß wir zu ein­
zelnen Informationen "Unterfelder11 angeben können, wie etwa 
STEUERLEISTUNG=23GULDEN*23, WAEHRUNG UNLESBAR0SCHEINT 
UNREALISTISCH
Diese "Unterfelder", hier durch Prozent- ("%") und Nummernzeichen 
("#") abgegrenzt, können wir uns in etwa als das Äquivalent zweier 
parallellaufender Anmerkungsapparate vorstellen, die überdies bei 
geschickter Verwendung einen kaum zu unterschätzenden Beitrag zur 
Steigerung der Effizienz der Eingabe leisten können.
Weitere wichtige Erweiterungen sind dadurch gegeben, daß für 
jede Information, die wir der Maschine mitteilen, festgestellt 
wird, ob sie die Zeichen nln und/oder "?” enthält, die als eine 
Art ständig präsenter Gewichtung interpretiert werden und so die 
Unterscheidung von Angaben unterschiedlicher "Güte11 ermöglichen. 
Wichtiger noch in der praktischen Verwendung ist, daß wir nicht 
von "Variablen” ausgehen, die eindeutige "Werte" haben, sondern 
bei jeder Information annehmen, daß jedes Unterfeld mehr als 
tausend verschiedene, aber gleichberechtigte Werte haben kann. 
(Personen können also nicht einen Beruf, sondern mehrere haben; 
Preise nicht einem Betrag, sondern im Laufe eines Tages mehreren 
verschiedenen entsprechen.)
Wie gesagt ergeben mehrere derartige Informationen eine 
Inforraationsgruppe; diese Gruppen selbst stehen aber nicht un­
verbunden nebeneinander, sondern können untereinander in Beziehung 
gesetzt werden - bei Volkszählungen etwa würden wir üblicherweise 
Jede erwähnte Person zu einer Informationsgruppe machen; in 
welchen familiären oder sonstigen Beziehungen sie zu den übrigen 
Personen des Haushalts steht, geht aus jenen Beziehungen hervor, 
die wir als zwischen den einzelnen Gruppen bestehend definiert
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haben(l). Um zu zeigen, wie dies geschieht, können wir als ein­
faches Beispiel folgende Struktur betrachten, die für die 







Diese einmal vorgegebene Struktur würde für die Maschine Daten, 
wie sie
in typischen Quellen zur Familiengeschichte vorliegen, vollständig 
beschreiben. Dabei sollte betont werden, daß wir als Regel nur 
vorgeben, daß unsere Quelle Angaben zu "Haushaltsvorständen", 
"Hausfrauen11 und "Kindern" beinhaltet - ob der jeweilige 
Haushaltsvorstand dann ein- oder fünfmal verheiratet war, ob einer 
dieser Ehen gar keine Kinder oder zwanzig entstammen, brauchen wir 
hier nicht festzuhalten wir können allerdings gewisse Rahmen­
bedingungen festlegen. Hätten wir geschrieben: 
"HVORSTAND:SEMPER:SOLUM", "HAUSFRAU:S0LUM=3", "KIND:SEMPER=2", so 
würde die Maschine auf alle jene Fälle als potentiell fehlerhaft 
hinweisen, bei denen eine Familie mehr als einen oder keinen 
Haushaltsvorstand hat, ein Haushaltsvorstand öfter als dreimal 
verheiratet war oder einer Ehe weniger als zwei Kinder entstamm-
1) Es gibt, analog zu den geschilderten Flags ("?" und nl") 
auf der Ebene der elementaren Informationen, ein ziemlich 
komplexes System zur Kennzeichnung der unterschiedlichen 
Datenqualität ganzer Gruppen, das sogar die Möglichkeit bietet, 
je nach den Rahmenwünschen einer gegebenen Auswertung ein und 
dieselbe Informationsgruppe als an ganz unterschiedlicher 
logischer Stelle stehend zu betrachten. Zwar sind diese Möglich­
keiten von großer Bedeutung für das Thema dieser Darstellung (die 
effiziente Bearbeitung ungenauer Angaben), ihre Behandlung ist 
Jedoch so komplex, daß sie hier bewußt ausgespart wird.
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ten. Die beiden letzten Regelungen sind natürlich völlig 
willkürlich - sie mögen hier einerseits als Hinweis darauf stehen, 
daß die Anzahl der solcherart auswählbaren "Plausibilitätsprüfun- 
gen" weit über das hier Behandelbare hinausgeht, andererseits 
unterstreichen, daß die Maschine wie bei allen anderen Dingen auch 
bei derartigen Überprüfungen nur dann sinnvolle Ergebnisse liefern 
kann, wenn ihr sinnvolle Vorgaben unterbreitet werden. Ähnliche 
Plausibilitätsprüfungen sind selbstverständlich auch für jede ein­
zelne Information bzw. jedes Unterfeld einer solchen möglich.
Wichtig dabei ist festzuhalten, daß wir keineswegs genötigt 
sind, dem Rechner alle Angaben zu einem gegebenen Zeitpunkt zu 
machen. Wir haben durchaus die Möglichkeit, zunächst alle unsere 
Daten als einfache sprachliche Ausdrücke zu verstehen und erst 
nach Untersuchung des Materials auf dieser Ebene Anweisungen ab­
zuleiten, wie die einzelnen Texte in "festere" Kategorien für z.B. 
die statistische Analyse umgeformt werden sollen. Diese Regeln für 
die Umformung werden vom Rechner gleichzeitig als eine eigene 
Klasse von Objekten verwaltet - wir nennen sie "Thesauren" oder 
"Algorithmen" - und nach Bedarf auf die zu bearbeitenden 
Textangaben angewendet.
Diese Möglichkeit, Angaben zum Material zu komplexen Anweisun­
gen Über seine Verarbeitung zusammenzufassen, sollte auch aus 
arbeitsökonomischen Gesichtspunkten hervorgehoben werden, da 
dadurch in einem konkreten Forschungsprojekt die Möglichkeit 
besteht, derartige Überlegungen einmal durch einen am Thema 
interessierten Forscher formulieren zu lassen, und sie dann so ab­
zuspeichern, daß der Rechner sie in Zukunft ohne besonderes Ein­
greifen auf Material anwendet, das durch Hilfskräfte vorbereitet 
wurde, die einfache Regeln befolgen, ohne die inhaltlichen 
Probleme eines Projektes voll zu verstehen.
Ebenso einfach und flexibel wie die Eingabe soll und muß 
natürlich auch das Mittel sein, mit dessen Hilfe wir die gewünsch­
ten Ergebnisse produzieren können, nämlich die Kommandosprache des 
Systems. Um eine klassische Retrievalaufgabe durchführen zu 
lassen, um z.B. zu fragen, in welchen Familien es Kinder mit einem 
bestimmten Beruf gegeben hat, und von der Maschine zu erreichen, 
daß sie uns alle erhältlichen Angaben über derartige Kinder
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herausschreibt, würden wir folgende Befehle brauchen:
QUAERO BERUF(KIND(HAUSFRAU(FAMILIEN)=xyz 
SCR1BE TOTUM(KIND(HAUSFRAU(FAMILIEN)
Das hier angeführte Beispiel ist bewußt einfach gehalten - das 
Äquivalent zum vorne gebrachten STRUCTURA Befehl für einen zahl­
reiche Regalmeter füllenden Bestand von Verlassenschaftsakten geht 
in der Praxis über einige Hundert Zeilen. Genauso dürften die 
folgenden Befehle weniger unmittelbar einleuchten als der zuletzt 
genannte:
QUAERO PREIS(WEIZEN(MARKTBERICHT)PER WAEHRUNG=CIRCA MINOR 3, 
HERKUNFTSORT(WEIZEN(MARKTBERICHT)PER ANBAUGEBIETE=*8f*3* 
DISTRIBUTIO DATUM(MARKTBERICHT):CYCLUS=MENSES, PER ANN0S=10
Ausgesprochen würden diese Befehle etwa bedeuten: "Ich suche 
nach Marktberichten, bei denen der Weizenpreis entweder kleiner, 
gleich oder nur geringfügig über einem Preis von '3*
(Silbergroschen, Kreuzer oder worauf ’Währung* dann eben beruht) 
liegt; und zwar wenn man ihn unter Berücksichtigung der Kauf- 
kraftschwankungen, deren wahrscheinlichen Verlauf ich in einer 
Tabelle namens
'Währung' niedergelegt habe, vereinheitlicht. Dabei ist nur Weizen 
interessant, der aus einem Anbaugebiet kommt, dem ich in einem 
Verzeichnis dieser Gebiete einen Kode zugewiesen habe, der an 
fünfter Stelle eine 3 enthält. Von allen diesen Marktberichten 
möchte ich wissen, wie sie sich auf die einzelnen Monate des Jah­
res verteilen und zwar so, daß für jedes Jahrzehnt eine separate 
Übersicht ausgedruckt wird."
Oder, komplexer in anderer Hinsicht, noch der folgende Befehl, 
der dem Rechner den Auftrag gibt, sich auf Grund verspeicherter 
Hinweise auf die Beziehungen zwischen einzelnen Personen suk­
zessive durch ein genealogisches Netzwerk hindurchzuarbeiten und 
ausgewählte Angaben über die Verwandtschaft einer bestimmten 
Person abzudrucken.

































Genauer gesagt: gesucht sind in diesem Fall ausgewählte Angaben 
aus einer großen Datenbasis, die Daten über die Gesamtbevölkerung 
eines Dorfes über 3 Jahrhunderte hinweg enthält, und zwar Angaben 
Ober die Stiefgeschwister ausgewählter Personen.
Diese drei Beispiele mögen als Hinweis auf die Variabilität der 
einzelnen Zweige der Kommandosprache dienen. Grob gesagt werden 
Leistungen in folgenden Bereichen angeboten:
- Ein gut ausgebautes Retrieval System, das für die Weiter-
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Verarbeitung der durch den kurz angesprochenen QUAERO Befehl aus­
gewählten Daten eine ganze Reihe von Postprozessoren zur Verfügung 
stellt, z.B. zur Erstellung von Registern, der Darstellung zeit­
licher Verteilungen u.a.m.
- Ein System zur Ableitung statistisch auswertbarer Dateien aus 
den als Texten eingegebenen Materialien. Dabei können einerseits 
spezielle Befehle zur Übersetzung der Daten in statistische Kodes 
verwendet werden, andererseits kann aber auch die 
Erlüllung/Nichterfüllung einer ganzen Hierarchie all jener 
Bedingungen, die durch die Retrievalsprache des Systems ausdrück- 
bar werden, in ein System von Ja/Nein Variablen übertragen werden. 
Die Umformung hierarchisch und/oder netzwerkartig aufbereiteter 
Daten zu einfachen Datenmatrizen, wie sie durch die klassischen 
statistischen Pakete weiterverarbeitet werden können, geschieht 
(in Grenzen) automatisch.
- Ein System zum Erkennen der Identität in verschiedenen Daten­
beständen beschriebener Entitäten. In der Regel werden diese 
Komponenten zur Identifikation von Personen verwendet. Der 
Benützer erhält als Resultat eine Liste aller jener Einheiten in 
den beiden Dateien, die möglicherweise miteinander verschmolzen 
werden könnten.
- Ein System zur Verschmelzung von Dateien, bei dem zunächst 
die Data Dictionaries der beiden Dateien miteinander kombiniert 
werden - wobei Widersprüchlichkeiten automatisch ausgeschaltet 
werden worauf die Angaben logisch aufeinander addiert werden. 
In einem konkreten Beispiel kann dies etwa heißen, daß aus 
unterschiedlichen Berufsangaben zu ein und derselben Person suk­
zessive eine Dokumentation ihrer Berufskarriere aufgebaut wird.
- Routinen zu einfachen Formen der Textanalyse im engeren Sinn, 
also zur Erstellung von (einfachen) Konkordanzen im Sinne von 
KWICs und anderen Formen von Wortlisten. In diese Systemteile ist 
gleichzeitig auch bereits eine Reihe von Tagging Routinen ein­
gebaut, die die Resultate zum Teil zur Weiterverabeitung im Sinne 
der klassischen Inhaltsanalyse geeignet machen.
Wie schon einleitend erwähnt, wurde vor einigen Monaten mit der 
Arbeit an einer neuen Version begonnen. Die dabei angestrebten 
Ziele sind neben der weitgehenden Maschinenunabhängigkeit des
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Systems - und (natürlich) zahlreichen Verbesserungen bestehender 
Features - vor allem Leistungserweiterungen auf zwei Gebieten.
— CLIO wird in Zukunft alle seine Dateien mit Hilfe eines eige­
nen Monitorsystems verwalten, das, zwischen den Benützer und den 
Hostrechner geschaltet, erstens den ersteren von allen verbleiben­
den Anforderungen an seine Betriebssystemkenntnisse entlasten, 
zweitens die Nützung der zugänglichen Ressourcen optimieren und 
drittens dalür sorgen soll, daß auch bei Systemen zahlreicher auf­
einander bezogener Dateien versehentliche Fehlzuordnungen 
automatisch vermieden werden. Abgesehen von der größeren 
Benützerfreundlichkeit hat die Erfahrung mit Datenbasen von mehre­
ren hunderttausend Zeilen von Rohdaten, die in ganzen Generationen 
ständig verbesserter Versionen existieren und bei denen die 
richtige Zuordnung zahlreicher Komponenten der jeweils richtigen 
Version essentiell ist, gezeigt, daß nur so wirklich reliable 
Ergebnisse zu erwarten sind. In dieser Aufgabenstellung enthalten
- und Kern der dahinterstehenden Leistungen - ist insbesonders die 
implizite Verwaltung von Magnetbandbibliotheken der benützenden 
Projekte.
Ferner wird in das System eine eigene Zeichen- 
verarbeitungssprache - im Sinne einer (vereinfachten) 
blockorientierten Höheren Programmiersprache - integriert, die 
insbesonders folgenden Zwecken dient:
—  der besseren Bearbeitbarkeit exotischer Eingabemedien, d.h. 
insbesonders der wichtigeren Typen von offline Datenerfassungs­
geräten.
—  der Verarbeitung der Eingabekonventionen einer möglichst 
großen Anzahl auch nicht kommerzieller datenbankorientierter 
Systeme.
—  der Lemmatisierung und Strukturierung fortlaufender Texte.
—  der Analyse fortlaufender Texte durch hierarchische 





Welche Möglichkeiten es jetzt gibt und welche derzeit erarbei­
tet werden, soll die folgende kurze Leistungsübersicht - notwendi­
ger Weise in sehr viel technischerer Sprache als die bisherigen 
Ausführungen - beleuchten.
Die bereits in der Version 3.2.2 von CLIO enthaltenen Leistun­
gen werden nicht besonders gekennzeichnet. Leistungen der in 
Arbeit befindlichen Version 4.1.0, die wesentliche Erweiterungen 
erfordern, sind durch ein eingeklammertes (E) am Ende der 
Beschreibung gekennzeichnet; Leistungen, die Neuentwicklungen 
erfordern, durch (N); Komponenten, bei denen Prototypen als bisher 
gesondert entwickelte und getestete Systeme vorliegen, bei denen 
jedoch die Integration ins Gesamtsystem noch aussteht, sind durch 
(P) kenntlich gemacht; sind darüber hinaus umfangreichere Tests 
erst erforderlich, erfolgt der Zusatz (P/T).
Da die Realisierung einer Auwertungsfunktion verhältnismäßig 
unproblematisch ist, in ihrer Mächtigkeit jedoch entscheidend vom 
dahinterstehenden Design legaler Datenstrukturen abhängt, liegt 
das Schwergewicht der Darstellung auf dieser Infrastruktur und 
nicht auf den enthaltenen Features zur Errechnung von Resultaten.
3.1. Datenstruktur
Das System erlaubt die Eingabe von Daten, die von als 
Datensignalzeichen bezeichneten Sonderzeichen vorstrukturiert 
sind.
Eine gegebene Einheit der Eingabedaten wird als geschlossenes 
Systemfile verwaltet.
Jedem Systemfile liegt eine vom Benützer teils vorzugebende, 
teils aus den Charakteristika der angetroffenen Eingabedaten 
dynamisch ergänzte einheitliche logische Struktur zugrunde.
Diese Struktur wird vom System als Data Dictionary verwaltet.
Das Data Dictionary beinhaltet zu jedem Zeitpunkt die Menge 




Ein Data Dictionary beinhaltet primär eine hierarchische 
Struktur.
Die hierarchische Struktur bezieht sich auf eine oberste Ein­
heit namens Dokument; eine Systemdatei kann aus Null oder mehr 
Dokumenten bestehen. (Die maximale Anzahl in eine Systemdatei auf- 
nehmbarer Dokumente entspricht der höchsten innerhalb von zwei 
virtuellen Bytes des Hostrechners darstellbaren Integerzahl).
Innerhalb jeder Systemdatei können beliebig viele hierarchische 
Ebenen unterschieden werden. (E - bisher maximal 10.)
Auf jeder hierarchischen Ebene sind innerhalb der Struktur N1 
Einheiten unterscheidbar, die als "Informationsgruppen" bezeichnet 
werden. (NI steht hier und im folgenden für die höchste innerhalb 
eines virtuellen Bytes des Hostrechners darstellbare Zahl.)
Innerhalb jeder übergeordneten Informationsgruppe kann jede 
darin enthaltene N1mal enthalten sein.
Zwischen beliebigen Punkten der solcherart aufgespannten primä­
ren Hierarchie sind Querverbindungen möglich.
Diese Querverbindungen können in unterscheidbare Datennetze 
zusammengefaßt werden.
Jede Informationsgruppe kann in einer beliebigen Kombination 
von maximal N2 voneinander unabhängigen "Betrachtungsweisen” 
existieren. (N2 steht hier für die Länge eines virtuellen Bytes 
des Hostrechners.)
Jeder Informationsgruppe kann ein zwischen 0 und 1 
standardisiertes "Sichtbarkeitsmaß" zugewiesen werden.
Innerhalb jeder Informationsgruppe des Data Dictionaries können 
bis zu N1 "Elementarinformationen" unterschieden werden.
Eine Informationsgruppe kann einen festgelegten Typus haben.
(N)
Ist dies der Fall, wird eine bestimmte Anzahl von in ihr 
enthaltenen Informationsgruppen und Elementarinformationen fix 
vorgegeben. (N)
Jede Elementarinformation kann bis zu 4 voneinander unabhängige 
"Aspekte" aufweisen.
Das Data Dictionary enthält jeweils die Darstellung des 
komplexesten darstellbaren Dokuments; jedes Dokument in der
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Systemdatei kann einen beliebigen Subset dieser komplexesten 
möglichen Darstellung enthalten.
Jeder Aspekt einer Elementarinformation ist durch einen Vektor 
von maximal NI logisch gleichberechtigten Eintragungen 
dargestellt.
Jede Eintragung in einem Aspekt einer Elementarinformation kann 
gleichzeitig in einem beliebigen Subset der folgenden "Klassen von 
Universen" dargestellt sein; jedes Universum ist dabei durch die 
Menge in ihm gültiger Operationen vordefiniert. Durch Angabe 
zusätzlicher Parameter kann innerhalb jeder der Klassen eine 
beliebige Anzahl von Universen unterschieden werden, die sich zwar 
durch die konkreten Ergebnisse der in ihnen legalen Operationen, 
nicht jedoch durch die Art der vorgegebenen unterscheiden. (E - 
Erweiterung des bisherigen Datentypkonzepts.)
Folgende Klassen von Universen sind gültig:
- Stringoperationen (Default).
- Sprachliche Operationen (N).





Informationsgruppen (und Dokumente) beginnen stets auf einer 
neuen diskreten Einheit des Eingabemediums mit einer vom Benutzer 
deiinierten Bezeichnung und gefolgt vom Datensignalzeichen 1.





Netzwerke werden durch die Gemeinsamkeit als Eintragungen in 




Jeder ElementarInformation kann ein "bevorzugtes Universum" 
zugewiesen werden; jeder angetroffenen Eintragung kann explizit 
ein Universum zugewiesen werden. (E - bisher nur ein Datentyp pro 
Aspekt einer Elementarinformation bei der Eingabe.)
Jedes Universum enthält eine Reihe von Vorgaben, nach denen die 
Angaben in zugehörigen Eintragungen interpretiert werden; die 
syntaktischen Regeln gehören zu den Operationen, die die Klasse 
dieses Universums definieren; die Semantik kann vom Benutzer 
beliebig abgeändert werden.
Teilmengen bereits angetroffener Eingabedaten können an anderer 
Stelle der Struktur wiederholt werden. Folgende Wiederholungs­
formen sind möglich:
Wiederholung des entsprechenden Aspekts der 
Elementarinformation mit derselben relativen Position bei Freiem 
Format.
- Wiederholung des entsprechenden Aspekts der 
Elementarinformation mit demselben symbolischen Namen in der vor­
angegangenen Informationsgruppe (E - bisher beschränkt).
- Wiederholung des zuletzt angetroffenen Formatelements bei 
Fixem Format.
- Wiederholung einer Teilstruktur der zuletzt bearbeiteten 
gleichrangigen Informationsgruppe.
Als Zeichenstring verstandene Eingaben können mit Hilfe eines 
Pattern Matching Systems auf Zeichenebene umgewandelt werden (P).
Als Symbolstring verstandene Eingaben können mit Hilfe eines 
Pattern Matching Systems auf Symbol- oder Zeichenebene umgewandelt 
werden (P/T).
Als Hierarchie von Symbolstrings verstandene Eingaben können 
mit Hilfe geschachtelter Pattern Matching Anweisungen umgewandelt 
werden (P/T).
Die für alle drei Zwecke zur Verfügung stehende Pattern Mat­
ching Sprache ist blockstrukturiert und erlaubt die Verwendung in 
Bibliotheken abgespeicherter Patterns (P).
Bei der Eingabe können fremde Kodes durch die Vorgabe von Kon­
versionsregeln auf dem Bitniveau direkt gelesen werden (P).




Bei der Ausgabe können spezielle Eingabekonventionen für die 
Darstellung nicht unmittelbar darstellbarer Zeichen aufgelöst wer­
den (N).
Jede Systemdatei wird als eine eigene Einheit verwaltet; 
Bestandteil der Verwaltung ist die automatische Ein- und die 
halbautomatische Auslagerung aus einem bzw. in einen von mehreren 
unterscheidbaren Bandpools (P).
Die Anmeldung/Abmeldung benötigter Dateien beim Hostrechner und 
deren Dimensionierung erfolgt ohne Zutun des Benutzers. (P;N)
Zu jeder Systemdatei gehört eine Reihe von abgeleiteten 
Dateien.
Sie werden modifiziert, sobald die Datei durch Updaten ver­
ändert wird, und im eben beschriebenen Sinne verwaltet. (N)
Folgende Arten abhängiger Dateien gibt es:
- Partielle Inversionen der Systemdatei.
Hilfsdateien zum Record-Linkage (in Form ausgewählter 
Relationen).
- Hilfsdateien zur sprachlichen und Inhaltsanalyse.
Zu jeder Systemdatei gehören Bibliotheken, die zu ihr eine ein­
deutige Beziehung haben, bei allfälligen Updates mitverändert wer­
den und ebenfalls im eben beschriebenen Sinn verwaltet werden (N).
Bibliotheken enthalten:
"Thesauren", d.h. Tabellierungen der Semantik, die für die 
Übertragung einer Angabe aus einer Klasse von Universen in eine 
andere gültig sind.
Dabei werden unterschieden:
- "Modale Thesauren". (In etwa: Eins-zu-Eins-Kodebücher, die 
numerische Strings liel'ern.)
- "Qualifikatorische Thesauren". (Die die Auflösung nichtde­
zimaler Maßsysteme steuern.)
- "Relationale Thesauren". (In etwa: semantische Netzwerke.)
- "Periplus". (Verzeichnisse geographischer Koordinaten.) (N)
"Kalendarien". (Tabellen filr die Auflösung diözesanspe-
3-1.2. Bibliotheks- und Dateiverwaltung
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zifischer Kirchenkalender.) (N)
"Algorithmen", d.h. Tabellen, die vorgegebene Skelette von 
Algorithmen zur Reduktion einer Zeichenkette auf einen Vergleichs­
wert ohne Berücksichtigung von Schreibungsvarianten reduzieren. 3 
Klassen werden unterschieden.
"Musterbibliotheken", d.h. Bibliotheken von Patterns im Sinne 
des Pattern Matching, die bei der Vorverarbeitung von Eingabedaten 
und bei der Evaluierung string- oder sprachlich orientierter 
Prädikate Verwendung finden (M).
3.1*3- Information Retrieval
Das System stellt eine Abfragesprache zur Verfügung. Jede der 
realisierten Klassen von Universen enthält als Teil der 
definierenden Operationen die nötigen Prädikate. Jede Klasse von 
Prädikaten enthält Vorkehrungen für die Evaluierung unscharfer Ab­
fragen. (N;E)
Alle zur Bearbeitung ausgewählten Angaben werden durch eine der 
folgenden Möglichkeiten weiterverarbeitet.
- unmittelbare Ausgabe im Sinne des klassischen Information 
Retrieval.
- Ausgabe in Form von (sortierten) Registern und/oder Häufig­
keitszählungen.
- Vorbereitung des Aufbaus von Thesauren und Algorithmen. (E - 
bisher beschränkt auf einen Thesaurustyp.)
- Tabellierungen von zeitlichen, numerischen und raumzeitlichen 
Verteilungen. (E - bisher nur zeitliche Verteilungen).
- Vorbereitung von speziellen Dateien für das Record-Linkage.
- Vorbereitung von speziellen Dateien für die Inhaltsanalyse.
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3.1.4. Unterstützung statistischer Auswertungen
Für statistische Auswertungen ist es möglich, beliebige 
Teilmengen der Struktur einer Systemdatei in umformatierter Form 
auszugeben. Dabei werden Dienste auf sechs Gebieten angeboten:
- bei der Anpassung komplexer hierarchischer Strukturen an die 
"Fallstrukturen" herkömmlicher Statistikpakete. (E - bisher 
beschränkt auf zwei Ubertragungsmodi.)
- bei der Anpassung komplexer Netzwerke an statistische und/o­
der netzwerkanalytische Programmpakete (N).
Übertragung der quellennah aufbereiteten Daten in 
standardisierte Kodes mit Hilfe geeigneter Thesauren. (E - für die 
neuen Klassen von Universen).
- Übertragung beliebiger innerhalb des Retrievalsystems legaler 
Prädikate in Ja/Nein Variablen oder solche, die Typologien 
klassifizieren.
- Aggregationen auf beliebiger Ebene in den Hierarchien (N).
- Ausgabe von Häufigkeiten innerhalb von Teilstrukturen (N).
3.1.5. Nominative-Record-Linkage
Das System erlaubt die Erstellung von Hilfsdateien, die auf der 
Ba*sis freidefinierbarer, gleichrangiger Entitäten aufgebaut sind. 
Die Entitäten geben eine beliebige, widerspruchsfreie Relation aus 
der Systemdatei wieder.
Ein eigener Zweig der Kontrollsprache erlaubt, Vergleiche 
zwischen beliebigen Kombinationen der Variablen zweier Entitäten 
aus einer oder zwei derartigen Hilfsdateien anzuordnen.
Dafür stehen alle Prädikate der Retrievalsprache zur Verfügung. 
(E - bisher Einschränkungen).
Die Pocketvariable muß vorgegeben werden; ansonsten optimiert 
das System den Vergleich der beiden Entitäten selbsttätig.
Der Vergleich zweier Entitäten resultiert in einer numerisch 
ausgedrückten Wahrscheinlichkeit für ihre Identität.
Die dabei notwendigen Gewichtungen erfolgen nach Standard-
118
25
Vorgaben, sind vom Benutzer aber nötigenfalls beeinflußbar.
Sobald die Wahrscheinlichkeit der Identität zweier Personen ei­
nen beeinflußbaren Grenzwert überschreitet, wird dem Benutzer vor­
geschlagen, diese beiden Entitäten zu verschmelzen.
Im Regelfall wird dabei ein Protokoll gedruckt, das zumindest 
jene Angaben enthalt, die die Hilfsdateien Über die beiden Entitä­
ten enthielten.
Wahlweise können auch zusätzliche Angaben aus den zugrunde 
liegenden Systemdateien zur weiteren Illustration herangezogen 
werden (N).
3.1.6. Dateiverknüpfungen
Die Übernahme einer beliebigen Teilmenge einer Systemdatei in 
eine andere ist möglich.
Dabei wird das Data-Dictionary der resultierenden Datei 
automatisch modifiziert.
Enthalten zwei zu verschmelzende Data-Dictionaries zwei gleiche 
mnemonische Namen an den hierarchisch entsprechenden Stellen, so 
wird versucht, die beiden Beschreibungen zu verschmelzen.
Ist dies unmöglich (in der Regel, weil sich die Beschreibung 
der Universen, in denen ein oder mehrere Aspekte einer 
Elementarinformation realisiert sind, widersprechen), wird der neu 
hinzutretende symbolische Name modifiziert.
Andernfalls wird bei der Verschmelzung der Eintragungen in der 
Systemdatei, die diesen Eintragungen im Data Dictionary 
entsprechen, versucht, die Inhalte der jeweiligen Angaben logisch 
zu addieren. Die Behandlung von Widersprüchen zwischen den beiden 
Systemdateien (z.B. unterschiedliche Geburtsdaten bei ein und 
derselben Person) unterliegt der Kontrolle des Benutzers.
Welche Informationsgruppen oder Dokumente der einen Datei mit 
welchen einer anderen verknüpft werden sollen, kann auf drei Arten 
bestimmt werden:
- durch symbolische Namen, die in eine der beiden Systemdateien 
schon bei der Datenvorbereitung eingefügt wurden.
- durch explizite Verschmelzungsanweisungen.
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- durch Bezugnahme auf vorangegangene Verknüpfungsvorschläge.
In allen drei Fällen kann an Stelle einer physikalischen Ver­
schmelzung auch die Eintragung von Kreuzverweisen zwischen den 
beiden Systemdateien angeordnet werden (N).
Wird eine Elementarinformation aus einer Systemdatei in eine 
andere übertragen, so wird die Verbindung zwischen dieser 
Elementarinformation und allen auf sie anwendbaren Thesauren, 
Algorithmen und Musterbibliotheken der ursprünglichen Systemdatei 
aufrecht erhalten. (N)
3.1-7. Textanalyse, Inhaltsanalyse und Druckaufbereitung
Einfache Listen von Worthäufigkeiten, KWICS und KWOCS werden 
erstellt.
Dabei werden mehrere kumulative Klassifikationen des Materials 
wunschweise berücksichtigt.
Die Wortformen können mit Hilfe von Pattern Matching Routinen 
auf der Zeichenebene und/oder interaktiv mit Hilfe von 
Wörterbüchern lemmatisiert werden. (N)
Auf der Wortebene können aus symbolorientierten Pattern Mat­
ching Routinen formale Grammatiken aufgebaut werden (P/T).
Damit können komplexe Kontexte als Query Bedingungen formuliert 
werden; von diesen Queries kann in die Retrievalkomponenten 
zurückverzweigt werden. (N).
Interfaces zu primär textanalytischen Routinen und Druckauf- 
bereitungsroutinen werden bereitgestellt (N).
Das System enthält eine Möglichkeit zum (auch) interaktiven 
Updaten. (N)
Dies kann in zwei Formen ablaufen:
- entweder der Inhalt eines Subsets der Angaben der Systemdatei 




— oder es wird nach folgender Logik vorgegangen:
—  eine Systemdatei wird auf eine gültige Entität positioniert,
—  diese Entität wird entweder:
--- gelöscht,
--- ersetzt,
— —  oder im Sinne des ersten Operationsmodus systematisch 
geändert.
3-2. Charakteristika der Kommadosprache
Jedes Programm in der Befehlssprache des Systems hat eine Um­
welt. Diese wird bestimmt durch alle vom Benutzer vorgegebenen 
Definitionen von Thesauren, Algorithmen und dergleichen, bzw. 
durch Angaben über den zu verwendenden Drucker u,ä.
Alle Befehle zur Änderung dieser Umwelt wirken während des 
gesamten Programms und werden u.U. auf Dauer in den bearbeiteten 
Systemdateien festgeschrieben.
Innerhalb des Programms werden Aufgaben unterschieden. Sie wer­
den definiert durch Befehle, die zum Unterschied von den umwelt­
beeinflussenden keine Rahmenbedingungen festlegen, sondern un­
mittelbar die Produktion von Ergebnissen anordnen.
Ist ein derartiger Befehl einer Aufgabe formal falsch, wird sie 
nicht ausgeführt, die Ausführung aller folgenden Aufgaben ist 
davon jedoch nicht betroffen.
Sowohl zur Umweltbeeinflussung als auch zur Produktion von 
Ergebnissen stehen Befehle und Vereinbarungen zur Verfügung.
Befehle sind Konstruktionen, die in sich ausreichen, um ein 
bestimmtes Ergebnis zu erreichen.
Vereinbarungen bestehen aus einer Ankündigung, einer Beendigung 
und einer variablen Anzahl einzelner Direktiven: sie können nur 
als Ganzes sinnvoll ausgeführt werden.
Alle Befehle bestehen grundsätzlich aus einem Kommandowort, das 
in der ersten Spalte beginnt, und einer Spezifikation, die sich 
über den Rest der Eingabezeile und alle folgenden fortsetzt, die 
in der ersten Spalte eine Leerstelle haben.
Direktiven haben ein im Prinzip ähnliches Format, das jedoch
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vor allem bei Vereinbarungen, die Üblicherweise Hunderte oder 
Tausende davon enthalten, vereinfacht wird.
Innerhalb der Spezifikation eines Befehls werden 
Positionsangaben und Parameter unterschieden.
Positionsangaben bestehen aus einer Reihe mnemonischer, vom 
Benützer bei der Systemdateierstellung definierter Namen, die eine 
Position in der im Data Dictionary beschriebenen Hierarchie oder 
einen Weg, der in einem Netzwerk zurückgelegt werden soll, 
beschreiben.
Positionsangaben können mit mnemonischen Zusätzen verbunden 
werden, die besondere Bedingungen für den Zugriff auf die be- 
zeichneten Informationsgruppen und/oder Elementarinformationen 
festlegen.
Positionsangaben können vorsehen, daß bei Nichtexistenz einer 
Informationsgruppe oder Elementarinformation eine andere herange­
zogen und so behandelt wird, als befände sie sich an Stelle der 
f ehlenden.
Parameter bestehen aus einem mnemonischen Parameternamen und 
einem Parameterwert. Der letztere kann sein:
- ein Zahlen- oder Zeichenwert,
- ein Schlüsselwort,
- ein menmonischer, vom Benutzer definierter Name, der Entitä­
ten wie die Thesauren bezeichnet.
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Weitere Informationen zum System
Ein ausführliches Systemhandbuch ist derzeit am Max-Planck- 
Institut für Geschichte im Entstehen. Soweit erschienen kann ein 
Preprint davon jederzeit unentgeltlich angefordert werden von: 
Manfred Thaller, Max-PIanck-Institut für Geschichte, Postfach 619, 
D-3A00 Göttingen.
Einzelne Aspekte des Systems und der dahinterstehenden 
Designüberlegungen wurden vom Verfasser darüber hinaus in den 
letzten Jahren in einer Reihe von Aufsätzen und Vorträgen dis­
kutiert. Besonders zu erwähnen sind:
Manfred Thaller: Praktische Probleme bei der interdisziplinären 
Untersuchung von Gemeinschaften "Langer Dauer", in: Gerhard A. 
Ritter und Rudolf Vierhaus (Hrsgg.) Aspekte der Historischen 
Forschung in Frankreich und Deutschland, Göttingen, 1981 (= Ver­
öffentlichungen des Max-Planck-Instituts für Geschichte 69).
" Datenbankorientierte Verfahren bei der
maschinenunterstützten Auswertung historischen Quellenmaterials, 
in: Thomas Kneser (Hrsg.): Datenverarbeitung in den Geistes­
wissenschaften, Göttingen, 1980 (= GWDG Bericht 19).
- n -: Automation on Parnassus. CLIO - A Databank Oriented Sy­
stem for Historians, in: Historical Social Research / Historische 
Sozialforschung 15 (July 1980).
- " The Winds or Change. Problems of a Databank Oriented 
System Using the Concept of Fuzzy Sets. Paper presented at the 
1981 Joint Conference of IFDO and IASSIST, Grenoble (Unpublished 
Paper).
- " -: Datenbankorientierte Verfahren in der Geschichstwissen- 
schaft. Vortrag auf dem 15. öster. Historikertag in Salzburg, 
1981. (Im Druck.)
- " Klassifikatorische Voraussetzungen der Analyse histori­
scher Quellen mittels formaler Verfahren, in: Peter Ihm und 
Ingetraut Dahlberg (Hrsgg.) Numerische und Nicht-Numerische 
Klassifikation zwischen Theorie und Praxis, Frankfurt, 1982 (= 
Studien zur Klassifikation 10).
- n Recycling the Drudgery. On the Integration of Software
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Supporting Secondary Analysis of Machine-Readable Texts into a 
DBMS. Paper Presented at the Seventh International ALLC Symposium: 
'Computers in Literary and Linguistic Research", Pisa, 1982 (Im 
Druck).
122




A u s g a b e ........................17
Edv-gestÜtztes . . . . . . . .  2
Eingabe .........................5
Einleitung ..................... .1
Kleinrechner . ................. ß
N u m e r i e r u n g ................... 16
N u t z u n g ........................11
Texterfassung ..................4
Textkorrektur . . . . . . . .  15
Vorbemerkung ................... .1
Anhang 1
Q U A L S H O P  1
Programm
Zeit: 28.2. bis 2.3.1983
Ort: Universität Mannheim (Schloß) 
Raum 104 in der Mensa
Montag, 28.2.1983
10-13 Uhr Vorkurs - Einführung in die Grundbegriffe des
Datenmanagements in der EDV (Mohler)
14-17 Uhr Begrüßung (Küchler)
Datenmanagement bei qualitativen Erhebungsverfahren: 
ein Oberblick (Mohler)
Integrationsmöglichkeiten von Standardsoftware der 
Textverarbeitung mit kompatiblen FORTRAN-Programmen 
(Schupp)
Dienstag, 1.3.1983
10-13 Uhr Erfahrungen mit umfangreichen qualitativen Dateien
Probleme deren Analyse und Präsentation (Kreibich)
Planung und Entwicklung eines Programmsystems zur 
EDV-gestützten qualitativen und quantitativen Analyse 
von Verbaldaten (Paulus)
14-17 Uhr SIR 2 - ein komfortabler Zettelkasten für die
Textanalyse? (Höllbacher)
Ungenauigkeit und Effizienz. Die Informationsstruktur 
historischen Quellenmaterials und ihre Bearbeitung mit 







Probleme der Texterfassung (Mohler) 
KDM-Omnifont: Die Maschine, die liest (Saake) 













Ordnen, finden und gelegentlich zählen 
mit TEXTPACK und dem Editor EDT (P. Mohler)
Planung und Entwicklung eines Progranmsystems zur 
EDV-gestützten qualitativen und quantitativen Analyse 
von Verbaldaten (W. Paulus, Bielefeld)
Die Ulmer Textdatenbank (E. Mergenthaler, Ulm) 
Mittagspause
Das Datenbanksystem SIR als Hilfsmittel für 




Q U A L S H O P  II
Programm
Zeit: 27./2ß. Juni 1983
Ort: Universität Mannheim (Schloß) 









Einführung in die Möglichkeiten des 
Managements qualitativer Daten mit 
Computern ( P. Mohler)
Mittagspause
Verschlagworten mit Hilfe von 
EDV-Programmen (J, Schupp, Frankfurt)
Textdatenmanagement im Projekt 'Sozialklima' 
(Who Am I) (B. Domeyer, Zürich)
Anhang 2
Q U A L S H O P  I
ZUMA-Wor kshop Datenmanagement bei qualitativen 
Erh ebungsverfahren
28.2. bis 2.3.1983
Verzeichnis der Teilnehmer 
und Referenten
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Ver anstalter und Referenten











Senck en be rganlag e
6000 Frankfurt/M 1
Kreibich, Volker, Prof. Dr. 
Abtlg. f. Raumplanung 
Universität Dortmund 
Pos tfach 500500
460 0 Dortmund 50
Paulus, Wolfgang
Pro je kt gruppe Verwaltung und Publikum 
F akultä t für Soziologie 
Universit ät  Bielefeld 
Postfach  8640
4800 Bielefeld 1
Ho ellbacher, Margarete, Dr. 
So zi a lw is senschaf tl ic hes Fo rs chungsinstitut 




MPI für Geschichte 
He rm an n- Fo e ge - We g 11
3400 Göttingen 
Saake
Computer  Compact Systeme GmbH 





Modellve rsuch zum e r z i e h u n g s w i s s e n s c h a f t l . 
ß eg l ei ts tu dium (EWB)
Postfach 3825
5500 Trier
Erika B*rückner, Dipl.Psych. 
ZUMA
Postfach 5969 
6800 Man nh ei m
Degenhard, Bianca, M.A.
Institut für Empirische und Pädagogische Psychologie 




Institut für Komm un ik ationswissenschaft 
Karolinen platz 2
8000 München 2





MPI f. Bi ldungsforschung 
Lentzeal lee 94
1000 Berli n 33
Hilmer, Richard, Diplomsoziologie 
empi rica
Perh amer Str. 49 
8000 München
Hoff, Ernst, Dr.




Hoe rning,  Erika, M., Dr. 
MPI f. Bildungsforschung 
L e nt z ea l le e  94
1000 Berlin 33
Hohner,  Hans-Uwe
MPI f. Bi ldungsf or sc hung
L e n t z e a l 1ee 94
1000 Berlin 33
H u e b n e r - F u n k , Sybille, Dip lomsoziologin 




Fo rs c hu ng s gr u pp e  Indus trieangestellte 
U n i v e r s i t ä t  Bremen 
Brahmsstr.  25
28 00  Bremen 1
Kaase, Max, Prof. Dr.
Lehrstuhl für Politische W i ss e ns ch af t und 
in te rnational vergleichende S o z i a 1forschung 
U n i v e r s i t ä t  Mannheim Schloß
6800 Ma n n he im
Bernd Kötter 
I ns ti tut für Soziologie 
U n i v e r s i t ä t  Gießen 
Karl-Glö ck ner-Str . 21
6300 Gießen
Kops, Manfred, Dr.
S e m in ar  f. Fin anzwiss en sc haft 
U n i v e r s i t ä t  zu Köln 
Al b e rt u s- Ma g nu s -P l at z
5000 Köln 41
Krueger, Heidi, Di pl om soziologin 
GHK - WZBH 
Po st fa ch 10 13 80
35 00  Kassel
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Kutteroff, Albrecht, Di pl omsoziol oge 













Reuling, Jochen, Dr. 














Schmitt, Klaus, Diplompädagoge 










Tuttas, Marie Luise 

























ZUMA-Workshop Datenmanagement bei qualitativen 
Erhebungsverfahren
27./28. Juni 1983
Verzeichnis der Teilnehmer 
und Referenten
Q U A L S H O P  II
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Veranstalter und Referenten



















Projektgruppe Verwaltung und Publikum 










Degenhard, Blanka & Werner 
















3010 Bern - Schweiz
Ursula Eid, Dipl. Hauswissenschaftlerin 
Lehrstuhl für Wirtschaftslehre des Haushalts 
Universität Hohenheim 
Postfach 70 05 62
7000 Stuttgart 70
Dr. Christian Fleck 
Institut für Soziologie 
Mari engasse 24/11 
A-8020 Graz 
Dsterrei ch
Dr. Friedrich W. Geiersbach 
Fernuniversi tat










Dr. Inge Helling 
Universität Bielefeld 
















































Prof- Dr. Ralf Rytlewski 
FU-Berli n 
FB 15
Institut für Innenpolitik & Komparistik 
Ihnestr. 21
1000 Berlin 33
Karl Peter Schön 
Universität Bielefeld 
Fak, für Soziologie 
Postfach 8640
4800 Bielefeld 1
Elmar Witzgall
Sozialforschungsstel1e Dortmund 
Rheinlanddamm 199
4600 Dortmund 1
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