Variable selection plays an important rule in identifying possible factors that could predict the behavior of clients with respect to the bill payments. The Cox model is the standard approach for modeling the time until starting the lack of payments. Parsimony and capacity of predicting are some desirable characteristics of statistical models. This paper aims at proposing a new forward stagewise Lasso (least absolute shrinkage and selection operator) algorithm and applying it for variable selection in the Cox model. The algorithm can be easily extended to run the Adaptive Lasso (ALasso) approach.
INTRODUCTION
The cell phone market has grown fast in recent years. Modern cell phones, advantageous plans and services provided by the telephone companies have attracted new clients. Also due to the variety of companies with competitive services, the clients may change their telephone provider. One of the greatest challenges faced by telephone companies, which were generated by such a huge expansion in the market, is to identify the characteristics of their new and current clients. It is in the company's interest to attract faithful clients, or in a different perspective, to identify the profile of in debt clients. This is imperative in order to define new politics which leads the company to increase and to offer its clients more appropriate and specific services such as prepaid services.
In debt clients are either clients who start the service and do not pay their bill or who stop payments after a certain time. In both cases, the time until the lack of payments is the response
The most popular expression of Cox regression model, for covariates not dependent on time, uses the exponential form for the relative hazard, so that the hazard function is given by:
where λ 0 (t ), the baseline hazard function, is an unknown non-negative function of time, β T = (β 1 , . . . , β p ) is a p × 1 vector of unknown parameters and x = (x 1 , ..., x p ) T is a row vector of covariates. Inference for β is usually based on the partial log-likelihood function, taken into consideration a sample of n individuals, in which it is observed k ≤ n failures at times t 1 ≤ t 2 ≤ · · · ≤ t k . In the absence of ties, for the model (1) , this function is written as:
where δ i is the failure indicator and R (t i ) is the set of labels related to the individuals at risk at time t i .
In real situations, it is very common that many covariates are collected by the researcher which makes the analysis very complex. Therefore, variable selection becomes a crucial part of the statistical analysis. Parsimony and capacity of predicting are some desirable characteristics of statistical models. There are many techniques for variable selection in linear regression models (see, for instance, Draper & Smith [6] ), and non-linear regression models (see, for instance, Goncalves & Macrino [7] ). Some of them can naturally be applied to the context of censored survival data, such as the well known stepwise procedure. Other techniques have been extended for this type of data. More recently, Bayesian approaches for variable selection have been the subject of substantial research. An interesting approach can be found in George & McCulloch [8, 9] . Some of them have been extended to the Cox model, such as Faraggi & Simon [10] , Ibrahim et al. [11] among others. In the Bayesian approach, specifying meaningful prior distributions for the parameters is a difficult task especially in the presence of many of them. Another drawback of some Bayesian approaches for variable selection, such as Bayes factor, is the intensive computational requirement.
An alternative procedure that has shown a nice variable selection performance is the Lasso (Least Absolute Shrinkage and Selection Operator) method proposed by Tibshirani [12] . This technique has attracted attention in the literature mainly due to its capability as providing automatic variable selection and optimized prediction performance. Some properties of it are presented by Knight & Fu [13] . An estimate of the shrinkage parameter was proposed by Foster et al. [14] by using a random linear model approach. In special for the Cox model, Tibshirani [15] applied the Lasso method for variable selection. Recently, adaptive Lasso methods have been proposed by Zhang & Lu [16] and Zou [17] for the proportional hazards model. These methods consider adaptive penalizations for the regression coefficients.
Originally, the Lasso method requires a Newton-Raphson step in its iteractive process [15] . This is a really difficult step especially in the presence of many covariates. Recently, Friedman et al. [18] proposed a fast algorithm named glmnet to estimate the Lasso solutions based on the Coordinate Descent algorithm [19] . Simon et al. [20] extended the Coordinate Descent algorithm to the Cox model.
This paper aims at proposing a new Lasso algorithm for variable selection in Cox model as a nonlinear extension of the Forward stagewise linear regression algorithm Tibshirani et al. [21] . The algorithm presents good performance for this model and it can be easily extended for other sorts of models. Furthermore, the proposed algorithm can be extended to generate ALasso (Adaptive LASSO) estimates. The ultimate goal is to identify characteristics of the in debt clients of a Brazilian telephone company.
The structure of the present paper is as follows. The Lasso method is described in Section 2. Section 3 presents the original algorithm proposed by Tibshirani [15] . The Forward Stagewise Lasso algorithm is presented in Section 4 and also an extended version which generates ALasso solutions. Monte Carlo simulations are used in Section 5 in order to compare Lasso, ALasso and other variable selection techniques. In Section 6, variable selection techniques are applied to the data set reported in Fleming and Harrington [22] . The Brazilian telephone company data set is analyzed in Section 7. Discussion and Conclusion in Section 8 ends the paper.
THE LASSO METHOD
The Lasso method was proposed by Tibshirani [12] . It is originally aimed at minimizing the constrained residual sum of squares (error) where the constraint is represented by the sum of the absolute coefficients function as shown in the following:
where y i is the response for the i-th individual in the sample, which is usually assumed to be normally distributed, and s is the Lasso parameter whose maximum value is associated to the standard least squares estimates s 0 = p j =1 |β ls j |. The method is very similar to the norm constraint approach, named ridge regression [23] but with the important difference that the Lasso algorithm is also able to provide coefficients that are exactly zero, therefore providing variable selection. In addition, it minimizes multi-collinearity and consequently leads to the improvement of the model prediction performance.
The Lasso method was previously used for variable selection in the Cox model [15] to maximize the partial likelihood subjected to the same constraint function presented in (3) , that is,
subject to :
It can be noticed from (3) and (4) that the solution depends on the constraint value s or Lasso parameter, which must be chosen based on some quality measures. Originally, quality measures such as cross-validation, generalized cross-validation and analytical unbiased estimate of risk were used for linear models [12] and an approximated generalized cross validation statistic for the Cox model [15] . In all these cases an approximation for the number of parameters involved in the fittedβ lasso is calculated using matrix algebra, which can be a hard task.
In addition, Leng et al. [24] reported that prediction accuracy criterion is not suitable for variable selection using the Lasso method. Results were provided for linear regression models only. Alternatively, we propose and evaluate the use of BIC (Bayesian Information Criteria) as the optimization function for selecting the Lasso parameter.
The adaptive LASSO (ALASSO)
Zhang & Lu [16] proposed a weighted L 1 penalty on the regression coefficients such that the estimates can be found by solving the following maximization problem,
whereβ * j is the maximizer of the log partial likelihood, l(β). According to Zhang & Lu [16] , the ALasso approach has the desired theoretical properties and computational convenience. In this work, we found that our algorithm can be extended to generate ALasso solutions. It is also worth noting that by including a weighted penalty, the ALasso estimates exclude parameters with low absolute values, and it therefore generates more compact models when compared to the original Lasso estimates.
THE ORIGINAL LASSO ALGORITHM
Tibshirani [15] proposes an algorithm to obtain Lasso estimates as an adaptation of the NewtonRaphson iterative least squares algorithm. Let η = Xβ be the linear predictor, where X is the regression matrix, β is the coefficients vector. Let u = ∂l/∂η and A = −∂ 2 l/∂ηη T . Consider W as W = diag{a ii } the diagonal matrix whose elements are the diagonal components of A and assume z = η + A −1 u. The algorithm has the following four steps:
Step 1 Fix s and start withβ = 0.
Step 2 Compute η, u, A and z fromβ.
Step 3
Step 4 Repeat Steps 2 and 3 untilβ does not change.
To perform Step 3, consider such minimization problem as a weighted least squares problem subjected to a general linear inequality constraint, say,
for some matrices C and D. This approximation leads to the following solution: The tolerance ξ and the maximum number of steps m are used in both algorithms proposed by Tibshirani [15] and Lawson & Hansen [25] . These parameters are associated to the convergence speed and also to the estimates precision. It is worth noting that the overall algorithm first turns the Cox model estimation into a dynamic weighted linear problem and then it sequentially incorporates the constraint by means of an adaptive linear inequality. Therefore, the algorithm has two loops one for the Cox estimate and another to include the constraint. The tolerance and number of steps are selected in order to generate a single solution. The influence of the tolerance parameter is presented in Figure 1 for the liver data set used previously by Tibshirani [15] . This data was collected for the Mayo Clinic trial in PBC (Primary biliary cirrhosis) of the liver conducted between January 1974 and May 1984 comparing the drug D-penicillamine with a placebo. It has 17 variables and 276 observations. For the analysis four different values were chosen for the tolerance ξ , ξ ∈ {10 −3 , 10 −4 , 10 −5 , 10 −6 }, and two different values for the maximum number of steps: m = 50 (1.a) and m = 100 (1.b), respectively. The maximum partial likelihood estimate is such that |β * j | ≈ 3.18. We used the algorithm to generate 200 solutions homogenously distributed in the range s ∈ [1, 3] . According to Figure 1 when the tolerance is 10 −3 the algorithm converges on average in 5 steps. If the tolerance is changed to 10 −4 , the algorithm stops mainly due to the maximum number of steps. The algorithm is also sensitive to the choice of s.
Results show that for a particular range of s the algorithm reaches the tolerance before reaching the maximum number of steps. As the tolerance decreases, the algorithm stops when it reaches the maximum number of steps. Therefore, the algorithm is not capable of generating solutions if the tolerance is below a certain threshold, in this example this threshold is approximately 10 −4 . Figure 1 (b) shows that even when selecting a higher number of steps (m = 100) the convergence problem remains. Table 1 shows the average for both, the number of steps for different values of tolerance ξ and the computational time for 200 solutions within the previous range of s as shown in Figure 1 (b). According to Table 1 a single solution with tolerance equal to 10 −3 converges, on average, in 4.84 steps or 0.9 seconds. As expected, for small values of ξ the mean number of steps tends to be close to the maximum number of steps m. This represents a lower bound for the tolerance not crossed by the algorithm. Following Zhang & Lu [16] , the ALasso optimization problem is strictly convex and therefore standard optimization packages available, for example, in Matlab and R can be used to generate the estimates. The authors also propose minimizing the penalized log partial likelihood using a variation of the Fu's shooting algorithm [26] .
An alternative approach to solve both Lasso and ALasso optimization problems is to use Lagrange Multiplier and rewrite the constrained optimization problem as λ · l(β)
for the ALasso estimate. In this case, 0 ≤ λ ≤ 1, and therefore estimates might be provided by standard optimization packages for different values of λ. Furthermore, in this case, the Lasso parameter, s, and the Lagrange Multiplier, λ, are related.
THE FORWARD STAGEWISE LASSO ALGORITHM
In order to avoid the problems mentioned in the previous section, we proposed a new algorithm that outperforms previous ones since it does not require computing first and second order derivatives, and relies on simple programming code based on a test-and-update approach. However, our approach increases the computational burden as compared to previous algorithms, which can be substantially minimized using a more efficient programming language such as C/C++. The algorithm is based on the forward stagewise linear regression [21] . The coefficients are initiated with zero and a small increment, , is added to each one of them, separately. The log partial likelihood is then measured and the candidate that maximizes the log-function is updated. The process is continuously repeated until it reaches a maximum number of iterations, say M. The increment switches between positive and negative values in order to give flexibility to the coefficients' values. The proposed algorithm is presented in Figure 2 . Despite increasing computational cost with such a test-and-update approach, it is remarkable the simplicity of the proposed algorithm and its capability of generating approximations of the Lasso solutions without the need of computing first or second order derivatives. Originally, the Lasso method was applied to the Cox model by means of an iterative Newton-Raphson update [15] . In that case, convergence is quite fast to a single solution, but multitudes of solutions have to be generated in order to select the final one with the proper constraint value for the sum of the absolute coefficients. Consequently, if a high resolution for the constraint is chosen, the computational effort might be greater than that for the proposed algorithm. Moreover, in our simulation study and for the real data fitting, the proposed algorithm did converge to the maximum loglikelihood estimate.
In a very similar way, our proposed Forward Stagewise Lasso algorithm has two parameters the step length and the maximum number of steps M. However, these parameters are related to the maximum amount of solutions M generated by the algorithm and the difference between the sum of the absolute coefficients in two consecutive steps i.e.
At each step, only one coefficient is updated adding to it a negative or positive value of , as shown in Figure 3(b) . The updated coefficient is the one that makes the resulting partial log likelihood ł(β) at each step k the highest one. The algorithm may stop before reaching M steps if, in a particular step, the new solution does not generate a value for ł(β) higher than the obtained in the previous step. This early stop event happens if the algorithm reaches a local maximum or the global maximum. The Forward Stagewise Lasso parameters, and m, when compared to the original algorithm, do not control convergence. However, it is crucial to choose a suitable value for otherwise the set of solutions will be biased. Figure 3(a) compares the partial log-likelihood curve for original and the proposed algorithm. If = 0.01 the proposed approach generates biased solutions and converges to a local maximum before reaching the maximum number of steps M = 35, 000. If changed to = 10 −4 the l(β) curve achieves its maximum with 33, 651 steps. Indeed, Figure 3(b) shows that our proposal provides a fine resolution with slightly higher values for l(β) when solutions are closer to the maximum partial likelihood estimateβ * j . In addition, our approach generates on average one single solution in 0.1675 seconds. The 33, 651 solutions took approximately 93.94 minutes using a code implemented in Matlab software. It is worth noting that computing speed can be substantially improved using C\C++ language. Although the smaller the the higher the computational cost required to generate M solutions, empirical results have shown that after a certain small value * , the set of solutions becomes stable, not differing substantially if an even smaller value is applied. An empirical approach to select the parameter is to execute the algorithm several times, each one with a different value.
Comparing both algorithms, the original approach is very sensitive to the number of variables in the model. For a large number of variables such algorithm leads to numerical problems due to difficulties in the calculation of the inverse of matrices. Figure 4(a) shows the estimates for the liver data set. For small values of s (s < 0.3), the algorithm is not able to generate solutions. Problems with the numerical convergence appear as spikes and non-smooth sequential estimates. However, this algorithm has the advantage of generating fast solutions for arbitrary values of s. The proposed approach does not present problems with the numerical convergence since no inverse matrices are needed. The estimates are very smooth as noticed in Figure 4(b) . However, although it generates one solution much faster than the original approach, we need to estimate a large set of solutions with some relatively fine resolution starting fromβ j = 0 which increases computational cost considerably. Furthermore, our approach can be extended to generate ALasso solutions. Briefly, the ALasso approach penalizes parameters with low absolute values and it prioritizes the parameters with large absolute values. In our algorithm this feature is implemented by replacing the parameters update step, defined as β + · |β * j |. Figure 5 shows ALasso solutions generated with an optimization package available in R software, as suggested by Zhang & Lu [16] , and also the solutions provided by our algorithm. Results show that our approach minimizes instabilities due to numerical approximations.
COMPARING LASSO, GLMNET, ALASSO AND OTHER METHODS FOR VARIABLE SELECTION
In this section a Monte Carlo study is performed in order to compare the Lasso, ALasso methods and some standard procedures for variable selection, such as stepwise, AIC and BIC. All methods are applied for selecting variables in the Cox model. We also evaluate the glmnet package [20] which applies the Coordinate Descent algorithm to estimate Lasso solutions. The BIC quality measure was used in this section as twofold: (1) in the Lasso-Cox approach, this measure is estimated for each solution generated by the proposed algorithm and the Lasso parameter is selected as the one that provides the highest value for BIC, and (2) as a variable selection technique. BIC is computed through the formula B I C = 2l(β)− p log n. The expression for AIC is: AI C = 2l(β) − 2 p. There are many stepwise procedures. We selected the one that is presented by Collett [27] . It consists in a procedure that removes covariates in one step and then tests again the ones that were excluded in the previous steps. This process goes on until no covariates enter or leave the model. The AIC and BIC measures were applied as variable selection techniques as the following. Given p candidate variables, all 2 p − 1 possible combinations were tested. The combinations with the highest AIC and BIC values were compared to the true model.
For the glmnet package, we apply the leave-one-out cross-validation to select the Lasso parameter.
Four scenarios are considered in the study. They are built taking into account different percentages of censoring observations (0% and 30%), sample sizes (n = 50 and 100) and the numbers of covariates (4 and 5) . The response variable is generated from the Weibull model [28] with the shape parameter α(x) = exp{ p l=1 x l β l } and scale parameter ρ > 0. Three different values for ρ are assumed: ρ = 0.5 (decreasing failure rate), ρ = 1 (constant failure rate) and ρ = 2 (increasing failure rate). Vector β is set equal to (1, 0, 0, 1) or (1, 0, 0, 1, 1) for scenarios which consider 4 or 5 covariates, respectively. Covariates are generated from the following distributions: the standard normal (N), the Bernoulli (B) with parameter θ = 0.5, and the exponential (E) with mean equal to 1. The scenarios are described in Table 2 . For each scenario, 5,000 replications generated using the Weibull model are considered and it is calculated the percentage of times that the model is correctly selected by each method and criteria. For the Lasso and ALasso methods, it is also assumed = 0.001 and M = 40, 000. MATLAB and R packages were used in order to get the results. Tables 3 and 4 show the results for Scenarios 1 and 2. From these tables, there may be observed the effect of sample sizes as well as the failure rates in the variable selection, for all methods. Remarkably, the BIC approach presents the best performance, followed by the ALasso method.
The glmnet approach provides the worst results for all scenarios, followed by the standard Lasso. It is worth noticing that glmnet applies leave-one-out cross validation to select the Lasso parameter whereas the Lasso approach applies the BIC statistic. As expected, for samples of size n = 100 and all methods and criteria, the frequency in which the model is selected correctly is higher than for smaller sample sizes. All methods tend to identify the correct model more frequently for decreasing failure rate scenarios when compared with increasing failure rate scenarios, for both sample sizes. However, it can also be observed that all methods present better performance when the data set is generated from the Weibull distribution with constant failure rate (which corresponds to the exponential distribution).
It is well known that the presence of censoring observations in the data set may affect the estimates of failure rates. The effect of different percentages of censoring observations in variable selection can be observed from Tables 4 and 5 . Similar to what was observed for scenarios 1 and 2, the BIC method presents the best performance, followed by the ALasso. However, it is observed that the frequency by which the model is correctly identified is smaller for scenarios including censoring observations. The presence of censoring observations also affects the performance of BIC and ALasso -contrary to what was observed in scenarios with censoring observations (see Table 4 ). On the other hand, AIC did achieve some minor improvement in the presence of censoring observations. From Table 6 it can be observed that the percentage by which the true model is correctly identified is higher for scenarios that presented larger numbers of covariates (see also Table 3 ) for all methods. The BIC method is again the best procedure, followed again by ALasso. The AIC, in this scenario, does not present good results, and Lasso is even worse, followed by glmnet. Regarding the performance of Lasso method for selecting each covariate, Figure 6 shows that for scenarios 3 and 4 the Lasso and glmnet methods frequently select the true covariates. Nevertheless, it usually includes some additional covariates which compromises its capacity to detect only the true covariates. BIC and ALasso performances are very close but BIC provides the best results.
In order to illustrate the use of the proposed Lasso and ALasso algorithms, and the other variable selection methods, discussed previously, they are presented below to analyze the data set reported in Fleming and Harrington [22] .
EXAMPLE: THE PBC DATA SET
The methods described in previous sections are applied to analyze the data set reported in Fleming and Harrington [22] which correspond to data from the Mayo Clinic trial in primary biliary cirrhosis (PBC) of liver. Biliary cirrhosis is a fatal and rare disease whose origin is unknown. The trial was conducted between 1974 and 1984. A total of 424 PBC patients met eligibility criteria for the randomized placebo controlled trial of the drug D-penicillamine. Missing data items were excluded from the data set providing a sample of total size 276. The response variable T is the number of days between registration and the earliest death by cirrhosis of liver. Data related to patients submitted to liver transplantation or that died by other causes except cirrhosis were considered as censored observations. The covariates considered in the study are: X 1 : Treatment code, 1 = D-penicillamine, 2 = placebo; X 2 : Age in years; The most parsimonious models selected to describe the behavior of T provided by each procedure are given in Table 7 . Notice from Table 7 that all procedures indicate that variables X 7 , X 8 , X 10 , X 11 and X 17 should be in the model. Comparing the models obtained using the ALasso and BIC procedures, they are exactly the same. However, the computing cost related to the BIC approach is 3.3 times higher than the ALasso approach. Since there are 17 variables, the BIC approach tested 131,071 possible combinations. The ALasso algorithm used a maximum number of steps equal to 40,000. Table 8 shows estimates of the coefficients and standard deviations in parentheses. Standard deviations were estimated by fitting the regular Cox model with the selected covariates, as suggested by Tibshirani [12, 15] .
In general, the BIC and ALasso methods selected covariates with larger absolute values, except for the X 11 covariate which has a smaller absolute value. However, results show that this variable is statistically significant as can be seen by its standard deviation. Therefore, for this data set, the BIC and ALasso methods did select statistically significant covariates regarding the absolute value of their estimates. 
CASE STUDY: A BRAZILIAN TELEPHONE COMPANY DATA SET
A certain Brazilian telephone company used to have a small number of clients owing their bills. However, after a huge expansion of the company, the number of unpaid bills grew very fast leading it to change its policies for accepting a new client. In order to establish rules that are flexible enough to still allow the company to grow and also strict enough to avoid a large number of unpaid bills, a study was carried out to identify, among the variables related to the clients characteristics, the ones that could explain their tendency to be in debt with the company. A sample of 530 clients was randomly selected from the company data base. The response variable is the number of days between registration in the data base and its first unpaid bill. The percentage of failures is 60%. The covariates considered in the study are: X 1 : Client local calls restriction (1 yes; 0 no); X 2 : Client budget restriction (1 yes; 0 no); X 3 : Client general calls restriction (1 yes; 0 no); X 4 : Number of payment parcels made to the company; X 5 : Client has more than one unpaid bill in the past (1 yes; 0 no); X 6 : Client has automatic debt in his bank account (1 yes; 0 no); X 7 : Client has not paid the first bill (1 yes; 0 no); X 8 : Client has more products from the company (1 yes; 0 no).
We initially investigate using the Kaplan-Meier curve the characteristics of the data set with respect to potential cure fractions (clients that will never stop paying the bills in the due date), as shown in Figure 7 . Looking at the Kaplan-Meier curve, this hypothesis cannot be confirmed, i.e., since the curve reaches zero which means that all clients in data base eventually stopped paying their bills. Thus, since the response variable is the number of days between registration in the data base and the first unpaid bill, eventually, most of the customers will pay at least one bill after due date. This is the most likely situation because only 12.3% of the clients in the database had automatic debit in banking account, known as an unpopular choice among Brazilians which do prefer mail bills.
In addition, since the date at which the customer enters the database might be different from the due date of the bill, and different customers can choose different due dates, it is natural to use the number of days as the measure of time for the Cox model. By using a daily basis unit as the measure of time and a follow-up around 10,000 days the standard Cox-model can be used in a continuous scale. Models selected by the proposed methods are presented in Table 9 . Results show that ALasso, stepwise, AIC and BIC selected exactly the same model with three covariates: X 1 , X 5 and X 6 . The Lasso solution included the covariate X 4 which is not statistically significant, as shown in Table 10 . The glmnet solution has the greatest number of variables.
The previous simulation study showed that the BIC achieved the best results but has a high computational cost as compared to our proposed methods. The ALasso approach achieved the second best results and presents a smaller computational cost. In our case study, the final model is the one estimated with BIC, ALasso and AIC. This result is consistent with the simulation study. It can be concluded based on the final model, that the hazard rates of unpaid bills for clients with local call restrictions is 90% higher (e 0.64 − 1) as compared to clients with no local call restrictions. Clients with previous unpaid bills have hazard rates of future unpaid bills of 80%
higher (e 0.57 ) as compared to clients with no previous unpaid bills. Finally, clients with payments automatically debited from their bank accounts have hazard rates of 42% smaller (1 − e −0.54 ) as compared to clients with no automatic debits. 
DISCUSSION AND CONCLUSION
In this paper, new implementations of the Lasso and ALasso methods for variables selection in the Cox model were proposed to address the problem of selecting the profile of in debt clients of a Brazilian Telephone Company. Their performances were compared with some standard techniques for variable selection, such as stepwise, BIC and AIC, through a Monte Carlo study.
From the Monte Carlo study it could be concluded that the BIC method achieved the best performance followed by the ALasso. Lasso, in general, presented the worst performance. All methods had their performances affected by the sample sizes, the presence of censoring observations as well as by the characteristic of failure rate function.
For the Brazilian Telephone Company data set, the ALasso, stepwise, AIC and BIC selected the same model with three covariates. Since BIC and ALasso methods were pointed out as the best ones in the simulation study, the company should use the model as the reference to define future policies.
The proposed Forward-Lasso and Forward-ALasso algorithms have two parameters, the increment and maximum number of steps M. An empirical approach to select these parameters is to choose a maximum number of steps in such a way that the algorithm will stop before reaching this value and performing the algorithm for more than one value for , usually 10 −3 and 10 −4 .
Although the BIC method achieved the best results in the simulation study, it tests all possible combinations of the covariates. Consequenly, as the number of covariates increases the computing time gets very high. Therefore, the BIC method is unsuitable when the number of covariates is large. When compare to the BIC method, the ALasso approach is computationally affordable and provides similar results than BIC. The simulation study suggest that the difference between BIC and ALasso is that the latter usually includes some additional covariates. This analysis suggests that combing BIC and ALasso methods would provide better results than just applying BIC or ALasso alone. Therefore, we suggest the following approach: first apply ALasso method to select the initial set of covariates and then run BIC algorithm using the reduced number of covariates selected by the ALasso method.
Discussions highlight that the proposed and original Lasso and ALasso algorithms have distinct features as their main advantages. The original algorithms have the ability to generate arbitrary solutions and our approach is insensitive to numerical problems. Further work aims at combining both approaches by first reaching a reasonable estimator using the original approach and then providing a fine grid of solutions using the proposed approach, taking the best of each algorithm. This is an interesting topic for future research.
