The paper uses Lévy processes and bivariate Lévy copulae in order to model the behavior of intraday log-returns. Based on assumptions about the form of marginal tail integrals and a Clayton Lévy copula, the model allows for capturing intraday cross-dependency. The model is applied to VaR of the portfolios constructed on stock returns as well as on cryptocurrencies. The proposed method shows fair performance compared to classical time series models.
Introduction
Modelling the behavior of asset returns is one of the crucial issues in economics and nance. Up to now Gaussian processes are widely used because of their tractable properties, even though it is well known that asset returns have fatter tails than a Gaussian distribution. Knowing only the marginal behavior of returns does not solve the whole problem, as stocks are heavily dependent between each other, both directly and indirectly via unknown exogenous factors. Thus in portfolio construction, one should be aware of the fact that risks of di erent stocks depend on exogeneous unobservable factors, and if one company defaults, there is high chance of other companies from that industry also defaulting. Thus, not only marginal, but joint behaviour of returns is of prime interest. Therefore, non-Gaussian tails and joint distribution modelling are two di culties to be treated as a challenge of copulae.
Copulae are the crucial tools for the modelling of (dependent) multivariate distributions which are key elements in risk management [36] , insurance [18] , etc. They allow the user to separate the marginal distributions from the dependence structure of the random vector, as shown in [42] , which simpli es the afore mentioned problems. Series of text-books dedicated to copulae have been published recently, c.f. [13, 14, 28, 29, 38] . These works make useful progress on studying stock returns but only under the assumption that prices evolve discretely. The whole strand of nancial mathematics and nancial econometrics is usually based on the continuous evolution of prices. The Lévy copulae in turn, serve a similar purpose to copulae, but in the context of stochastic processes and their dynamic nature and are well presented in [31] .
The signi cant bene ts of using copulae for catching relevant features of multivariate dependencies for the risk-management purposes have been listed in [26] and references therein. Unfortunately, the amount of literature concerning the modelling of the dependencies in the context of high-frequency data using copulae is quite scarce. [11, 17, 21] and [16] are among the few available works on this topic. As for using exactly the Lévy copulae for the modeling of multivariate dependence [5, 10, 24, [33] [34] [35] are noteworthy mentions.
A distinctive feature of Lévy processes, making them ideally suited for modelling intraday data, is their stepwise nature, perfectly matching the stepwise behavior of intraday-prices. It is however not a trivial task to estimate and model the general Lévy process, which have both negative and positive jumps. Instead, one concentrates on the Lévy processes with only positive jumps, the so-called subordinators. A wider class of Lévy processes later on can be described in terms of subordinators, c.f. [4, 7, 41] .
The most important objective of the modelling of any process is not only to understand and to describe what has happened in the past, but also try to forecast its upcoming behaviour. In order to reach this goal in the case of parametric processes one starts with the estimation procedure. The problem of parameter estimation in case of the one-dimensional stable Lévy process was investigated more than 40 years ago, c.f. [8] . As for the modern papers concerning this topic, our attention was caught by [20] , who invented the method that allows the estimation of all the parameters of bivariate stable Lévy processes in one step, which is obviously more e cient than separate estimation of parameters in marginal processes and in the Lévy copula. We use exactly this method in this paper.
Making the forecasts about future developments of the price of the underlying portfolio entails the necessity of having certain risk measure for this portfolio. Here we invoke the most common measure of risk used so far and being used from Basel requirements -the value at risk (VaR). VaR focuses on the risk of an individual institution in isolation, without consideration of possible e ects by other institutions in the same nancial system, see e.g. [30] . In the empirical study we compare di erent models for the stock-returns prediction by the mean of the VaR of equally weighted portfolios. Another possible approach is systemic risk -the measure treating all the individual institutions as a parts of a large system, where shocks and disturbances in one particular institution can be translated onto other components of the system. The paper is organised as follows. In Section 2 we recall the de nitions of Lé processes and Lévy copulae together with regular copulae and discuss some theoretical issues. The de nition of the model, detailed descriptions of the estimation and simulation procedures, as well as operations concerning ltering and normalization of the incoming intraday data are presented in Section 3. Section 4 presents benchmark models used for comparison. In Section 4 we discuss the data and investigate the properties of the suggested model using bivariate portfolio of intraday returns. Section 5 contains some conclusive remarks.
The framework of the Lévy copulae . Lévy processes and Lévy-Khintchine representation
Lévy processes are the simplest type of processes whose path contain continuous motion as well as jump increments of random size arising at random times, and is de ned as follows.
De nition 1.

A stochastic process X = {X t : t ≥ } is said to be a Lévy process if it satis es the following properties:
(i) X a.s.
= ; (ii) For any ≤ t < t < · · · < tn < ∞, X t − X t , X t − X t , . . . , X tn − X tn− are independent;
Axiom (i) is a normalization, whereas axioms (ii) and (iii) are the key de ning axioms for Lévy processes implying that each X t is in nitely divisible, see [2] .
Suppose now that the Lévy process X t is a jump di usion process of the form
with Y t and J t being the continuous and discontinuous (or jump) components respectively. According to [27] the continuous part Y t can be de ned as
where a(·) is the drift and σ(·) the cadlag volatility functions de ned such that Y has a unique weak solution and Ws is the Wiener process, see [25] . The characteristic functions of in nitely divisible probability measures were characterised by Lévy and Khintchine in the 1930s. Studies about in nitely divisible measures are conducted in [3] . The most fundamental result under assumptions of constant drift and constant volatility, namely a(Xs) := a ∈ R and σ(Xs) := σ ∈ R + that gives the characteristic function of a Lévy process:
Theorem (Lévy-Khintchine). If X = (X t ) t≥ is a Lévy process, then its characteristic function ϕ X (θ) is given by
where a ∈ R, σ ≥ , 1 {·} is the indicator function and Π is a sigma-nite measure called the Lévy measure of X, satisfying the property
A Lévy process has three independent components: a linear drift (determined by a), a volatility (determined by σ), and a superposition of independent Poisson processes with di erent jump sizes (determined by Π). These three components, and thus the Lévy-Khintchine representation, are fully determined by the Lévy-Khintchine triplet (a, σ , Π). Notably, the only (non-deterministic) continuous Lévy process is a Brownian motion with drift.
. Regular Copulae
To process incrementally, we rst de ne the regular copula before going to its stochastic representation. A copula is a multivariate probability distribution for which the marginal probability distribution of each variable is uniform. Copulae are used to describe the dependence between random variables, see [38] for an introduction on copulae.
De nition 2.
Theorem below states that any multivariate joint distribution can be written in terms of univariate marginal distribution functions and a copula which describes the dependence structure between the variables.
Sklar's Theorem (1959). Every multivariate cumulative distribution function H
where C is a copula. If F i are continuous, then the copula C(·) is unique.
We emphasise that copulae are popular in multivariate and high-dimensional statistical applications as they allow one for easy modelling and estimation of the distribution of random vectors by estimating marginals and dependency separately. There are many parametric copula families available, which usually have parameters that control the strength of dependence, see [37] [38] [39] .
. Lévy copulae
As given in [31] , the dependence structure of a multidimensional Lévy process can be reduced to the Lévy measure and the covariance matrix of the Gaussian component. As the Lévy measure is a measure on R d , it is possible to extend the notion of a regular copula. However, one should keep in mind that the Lévy measure is possibly in nite with a singularity at the origin.
Where the marginal C i (u) are de ned as
As can be seen from both de nitions of regular and Lévy copulae, items (i), (ii) and (iii) are very similar. Analogously to the case of regular copulae, there exist the corresponding version of Sklar's Theorem, given in the next session, as well as many parametric Lévy copula families, see [20, 31] . For future reference, we recall a Theorem 4.8 from [31] , which deals with one of the classes of Lévy process -the α-stable Lévy process. 
Model de nition
Pure jump models have been widely used in recent years as an alternative model for price process to the classical model, which has a continuous martingale component, see [43] and references therein. The motivation behind the pure-jump modeling is that small jumps can eliminate the need for a continuous martingale, c.f [27] . This article focuses on the modelling of the intraday-behavior of the bivariate asset log-return process S t = (S ,t , S ,t ) , t ∈ [ , T] via stable Lévy processes. Since intraday returns are inherently piecewise constant functions without a clear continuous part, we do not model them by using the general de nition of Lévy processes. Therefore we omit the continuous part and use the special case of Lévy processes, which is determined by the Lévy-Khintchine triplet ( , , Π), and is called the "pure-jump" process. The proposed approach can still be extended to the case of the process with non-zero volatility by rst estimating the integrated volatility using techniques from nancial econometrics and then in the second step the Lévy measure. In our case it is enough to simply model the Lévy measure Π, which under our assumptions completely determines the process S t via the Lévy-Khintchine representation.
As mentioned above, instead of modelling processes allowing both positive and negative jumps, we restrict ourselves to processes with only positive jumps, the so-called subordinators.
De nition 4.
A subordinator B := {B t } t≥ is a one-dimensional Lévy process such that t → B t is nondecreasing mapping.
Since B = , as given in the de nition of the Lévy process, subordinators take only nonnegative values. The Lévy processes can be considered an upgrade of the classical family of random walks (sums of i.i.d. random variables), Following the same logic, we treat the subordinators as an upgrade of the family of random walks with nonnegative increments only. Such representatives are the central objects of regenerative times, renewal theory, etc.
Let us de ne the tail integral on the positive cone R d + . For a subordinator this completely characterizes the jump behaviour, see [20] . Also for future reference, we recall the de nition of total variation.
De nition 5. Let Π be a Lévy measure on
Hence, the so called Sklar theorem of the Lévy copulae can be stated as follows 
where the sup runs over P = P = {x , . . . , xn P }|P is a partition of [a, b] the set of all partitions of the given interval.
Since intraday prices are stepwise bounded constant functions with nite total variation (e.g. during one trading day), we recall an auxiliary lemma that allows us to decompose any function with bounded total variation into a di erence of two monotone functions:
Applying this to our process S t we obtain 
. Estimation
For the rst step we invoke the study of [20] and their recommendations concerning the choice of the appropriate model. The authors developed maximum likelihood estimation for the Clayton Lévy copula. In this study we also consider only Clayton Lévy copula. An extensive simulation study has been conducted in [20] , which is far from being possible in the real world applications, as the upward and downward jumps, overnight e ects of the intraday stock returns and thresholds for the estimation are the features, that are not easy to be implemented. Without loss of generality we discuss the positive part. Process S p t is modeled with a stable bivariate Lévy process with margins being stable subordinators. For these two components S p ,t and S p ,t one needs the expression for marginal tail integrals and Lévy copula describing the dependence structure.
As suggested in [20] , tail integrals of the marginal α-stable subordinators of the processes are equal and are de ned as follows
where c > and < α < and with c and α being the same for marginals S p ,t and S p ,t . As for the Lévy copula used to model the dependence structure, we recall Theorem 1, which tells us that the homogeneous Lévy copula of order one together with α-stable margins will create a bivariate α-stable Lévy process. The Clayton-Lévy copula is homogeneous of order one, thus it is a valid model to de ne a bivariate α-stable process. Furthermore, this type of copula covers the whole possible range of dependencies: from independence (by the value of the copula parameter δ tends to 0) to the perfect dependence (by δ = ∞). The Clayton-Lévy copula has the following form.
Having X = (X , X ) being a bivariate α-stable process with dependence structure modeled by (4) and the marginal tail integrals being of the form (3) then, according to [20] the joint tail integral is given by
and the bivariate Lévy density is equal to
Thus our model for the positive part consists of three parameters: two from the tail integrals and one from the copula, allowing us to describe the process S t by the triplet (α, c, δ). The model for the negative part will have exactly the same form, i.e. also being determined by the triplet of the parameters, thus it is worth using subscripts for the corresponding parameters, namely: (αp , cp , δp) for the positive part S p t and (αn , cn , δn) for the negative part S n t . The estimation method, described in [20] is based on the maximum likelihood estimation of the parameters of the density function of the compound Poisson process and allows us to estimate values for each of the triplets in one step by optimising a single maximum likelihood function. We denote the estimated parameters by (αp ,ĉp ,δp) and (αn ,ĉn ,δn).
In the framework of the given estimation method, we start by de ning the observation scheme, setting the truncation level for upward and downward jumps for both bivariate processes being equal to εp = εn = ε. This level is selected as the maximum of the smallest observable upward and downward jumps for both bivariate processes. We consider only simultaneous jumps in both constituents of the bivariate processes S 
One may also consider di erent truncation levels for upward and downward jumps as
In practice these levels appear to be very close to each other, which is clear from the nature of the price process. Having de ned ε, we aggregate all jumps smaller than ε into bigger ones by de ning new jump processes
| > ε in which all jumps appear simultaneously at points τ p i (ε) for both processes and are all greater than ε. This leads to new number of jumps de ned as Np(ε). Similarly we de ne jumps processes X ,i;n (ε) and X ,i;n (ε) for the negative part.
Each of the afore mentioned triplets (α, c, δ) is obtained by the maximisation of the log-likelihood function on the transformed parameters θ := αδ and λ := c − δ ε −α , derived by [20] , which has the following form:
where t is the time horizon, which without loss of generality was set equal to 1, and thus,
similarly for the negative process one obtain estimators via (αn ,λn ,θn) = arg max
For the parameter λ we have a closed form solutionλp = Np(ε)/t = Np(ε) andλn = Nn(ε)/t = Nn(ε). Having estimators of (α, λ, θ) we obtain estimators of the original variables via transformation (αp ,ĉp ,δp) = (αp ,λp α p /θp εα p ,θp /αp) for positive processes and (αn ,ĉn ,δn) = (αn ,λn α n /θn εα n ,θn /αn) for the negative ones. It is worth mentioning that all the obtained estimates are subject to the truncation level ε.
. Simulation
With estimated parameters, the goal is to simulate intraday returns for the next day. Recall that for the estimation procedure it is assumed that α-stable Clayton subordinator has only bivariate jumps larger than ε. Being restricted to the simulation of a nite number of jumps, it is, obviously, not possible to simulate a trajectory of a stable process. That is why we rst choose a threshold ξ , which is taken to be much smaller than ε and simulate jumps larger than ξ in rst component, and arbitrary in the second component.
For this purpose we recall the algorithm 6.15 for simulation of bivariate subordinators (S p ,t , S p ,t ) and (S n ,t , S n ,t ) from [15] . The algorithm starts by xing a number η, which determines the required precision, namely the average number of terms in (7). In the current setup for the positive process ηp := Π(ξ , ξ ) = cp − δ p ξ −αp , as it is exactly the intensity of the compound Poisson process, which corresponds to our observation scheme. Similarly we de ne ηn for the negative part. Thus the simulation scheme of the subordinators of the positive jumps is as follows
Then the trajectory of the subordinator for the positive process is given by
with Π(t; c, α) (− ) = t/c − /α from (3). By replacing indices "p" with "n", one obtain a sample for subordinators for the negative process ( S n ,t , S n ,t ) . Having simulated subordinators the Clayton-Lévy copula we obtain the simulated bivariate process S t = ( S ,t , S ,t ) = ( S p ,t − S n ,t , S p ,t − S n ,t ) . By repeating described above procedure we get M simulated trajectories l S t , l = , . . . , M.
. Normalization and ltering of the observed data
Process simulated as described in the previous section, does not ful ll all the properties of the price process, like positiveness, di erent scales, etc., but only describes the dependency between both constituents.
. . Starting point
As mentioned above, we perform the re-normalisation of the original observed process S t in such a way that S = ( , ) . This step will ensure that the values of both positive and negative parts S p t and S n t will also start from 0 and thus can be properly modelled by subordinators.
. . Di erent scales
Another additional normalisation is performed in order to remove the di erent scales of the underlying assets. We assume that both marginal components have the same form and the same parameters of tail integrals, furthermore the intensities of jumps in both components due to our simulation method are also identical, we have to ensure some kind of similarity of the incoming observations. This is done in terms of total variations of the prices of both assets on the considered time interval [ , T] .
The observed data is scaled in such a way, that total variations of the processes S To summarise, we present a short algorithm of the normalisation of observed data. Let P j,t,k , t ∈ [ , T], j = , be our intraday asset price data for the rst and second stock respectively for the day k, then following steps are performed:
1. Take logarithms: p j,t,k := log P j,t,k , 2. Shift to zero starting point: p * j,t,k := p j,t,k − log P j, ,k , 3. Scale to unit total variation:
for t ∈ [ , T] and j = , . The bivariate process S t,k = S ,t,k , S ,t,k , where each one-dimensional component was obtained by applying the above mentioned algorithm to the corresponding intraday asset prices is exactly the type of the process which is modeled in this paper. To simplify the presentation, we often drop the k subscript and write S t for S t,k .
For the simulated trajectories in (7), we emphasise that the simulation procedure is performed for the time interval 
Benchmark models
For the benchmark models, we assume that the bivariate daily return vector r k on day k is given by
where
We choose classical models that use only daily data in a rolling window fashion: constant copula, dynamic copula model by [40] and the multivariate GARCH with dynamic conditional copula. In the following, three models are presented in more detail.
. Rolling window for copulae
The rolling window approach estimates the copula parameter on a xed window of size w = . This approach rests on the assumption that the copula structure is constant in the window of estimation, i.e., F k = C θ {F (r ,k ), F (r ,k )}. To obtain forecasts of the estimated parameters, we extrapolate the current estimates to the following day by holding them constant. The logic of this "primitive prediction" is that this approach assumes that the parameters are estimated on the interval on which they are constants. It is therefore natural to assume that this homogeneity continues to hold on the following day. This also allows to avoid tting time series models on estimates obtained from overlapping return data, which may invalidate standard statistical inference. The copula used for this model is the Clayton copula in order to be consistent with Clayton Lévy copula used in intraday model.
. The copula DCC model
The copula dynamic conditional correlation (DCC) model is already becoming the standard benchmark model in Value-at-Risk predictions for daily data; see [26] . This model combines the multivariate covariance dynamics of the DCC-type with marginals driven by copula dependent innovations. For the marginal variance processes we use a GJR-GARCH(1,1) speci cation and the correlation dynamics of the symmetric DCC model is taken as in [19] . The mean process is µ k = . The standardized residuals ε i,k = r i,k / h i,k , i = , , are assumed to be generated from a time-varying Student's t-copula such that
where R k denotes the conditional correlation matrix of the DCC model, ν the degrees of freedom parameter and h i,k are the processes of the conditional volatilities. The copula varies only in the correlation matrix, while the degrees of freedom parameter is constant. The margins are assumed to be GED distributed. The model is estimated by three-stage ML estimation using the R-package rmgarch; see [23] . We estimate the DCC-copula model in the rolling window fashion with the window width as in the model above being w = . For the cases where the estimation procedure did not converge, we took estimates from the previous interval.
. The Patton [40] model
Our next benchmark model is the dynamic conditional copula model suggested by [40] . Here, each marginal return series follows an AR(1)-GARCH(1,1) model. For this model, one cannot assume µ i,k = since the dynamics of the copula parameter depend on the mean equation. Speci cally, this model assumes that the standardized residuals
and
where for i = , , , γ i and µ i,k , denote unknown parameters and the conditional means of the return processes, respectively. Thus, the copula shape parameter is allowed to uctuate with the conditional means of the processes. Furthermore, Λ(x) is a function ensuring that θ t is in the allowed domain of the copula. In our case for the Clayton copula used in the study we took Λ(x) = |x|. This model can also be estimated by means of a multi-stage ML approach. The Patton [40] model assumes GED margins. Similarly as other benchmark models, the Patton [40] model has been estimated in the rolling window fashion with w = . Because of the speci c structure of the cryptocurrencies data, the estimation procedure was almost never converged, meaning that another process should be used. Therefore for the crypto-portfolio we excluded Patton [40] model from the study.
Empirical study
The empirical study of this paper is based on the two di erent portfolios: the classical one based on stock returns and one based on the cryptocurrencies. Data considered in both cases is of interest because of the completely di erent nature of the datasets, as will be discussed.
. Real Stock Market
The stock price data used in the empirical study is taken from NYSE's Trades and Quotes (TAQ) database. The stocks considered were IBM and Google, which are two of the most liquid names on the NYSE. The time period is from 1 February, 2005 to 31 May, 2013 covering 2059 trading days. We also apply the ltering procedure established in [6] for TAQ data consisting of the following steps:
1. Delete the records with zero transaction price and outside 9:30-16:00. 2. Delete the records with abnormal sale condition or corrected trades. 3. Substitute multiple trades for the same time point by the median price. 4. Delete the records with prices smaller than bid minus bid-ask spread or larger than ask plus bid-ask spread.
After the data is cleaned it should be adjusted for overnight e ects. Following [22] let O j,k = P j, ,k be the opening price for a day k and stock j, C j,k = P j,T,k be the closing price for the same day for stock j. The daily returns r j,k are approximated by the di erence between the logarithms of closing prices, namely
Here we refer to ρ j,k as intra-daily return and to η j,k as overnight return. Intra-daily return is generated by a stock, whereas the overnight return is generated by accumulated information during the time when the stock exchange was closed. As the modelling of the overnight returns is not the topic of this paper, starting from the second day we shift all the future prices up or down in such a way that the opening price of the current day is equal to the closing price of the previous day, i.e. O j,k = C j,k− . Therefore daily returns use opening and closing prices on the same day. In practice, this would mean that the investor would be required to trade twice a day assuming zero transaction costs.
After performing this procedure all the overnight returns η k become equal to 0 and thus will not a ect the behavior of the price-generating process. Thus, only the adjusted price-process without overnight e ects are modelled. The estimation and modelling of the overnight e ects themselves are presented in various papers, c.f. [22] , and therefore are not discussed further here.
. Digital Stock Market
Another dataset used in the study are the intraday prices of the cryptocurrencies ExeCoin (EXE, execoin.de) and SocialXBot (XBOT) traded against the Ripple (ripple.com) currency on the Cryptsy cryptocurrency exchange (blog.cryptsy.com) over the period 20 April, 2015 till 10 January, 2016, covering in total 347 days. These were some of the most traded cryptocurrencies on the digital stock exchange.
None of the corrections made for the stock returns are applicable for the cryptocurrencies. As the cryptocurrencies can be traded any time they are not limited to the opening nor closing hours. This is also the reason why no cleaning of the overnight e ect was done. We also obtained only realised transactions, so no cleaning using bid and ask prices is performed. Since the cryptocurrencies are not as liquid as the stocks considered earlier, there were no cases of multiple trades per second. Another e ect of the illiquidity is that only a few transaction happen to appear simultaneously for two stocks. For this reason, the direct use of the Lévy copula not possible. Therefore we split the day (00:00:01-23:59:59) into 15 minutes equal interval and aggregated the data using the last observation technique.
. Portfolio risk management and backtesting
In order to evaluate the performance of the model of the Lévy process S t with the characteristic function of the form (1) with a = σ = and with Lévy measure Π being modeled as (5), we subject it to the following empirical study. First one should set the time interval [ , T], which determines the amount of the information being used for the parameter estimation. In this study we restrict ourselves to the case T = as the idea is to use the least amount of information possible in order to generate predictions. The summary of the estimated parameters is gathered in Table 1 . 
EXE-XBOT .
Given the estimated parameters, we simulated M = trajectories drawn for the corresponding process S t , where t ∈ [ , T + τ], giving the values on the interval [T, T + τ] to be treated as forecasts. In all four cases, for di erent values of T we use the same value of τ = . For predictions on longer horizons daily data can be used.
All the simulated trajectories lSt are scaled in such a way that the total variations of the positive lS p t and negative lS n t parts on the interval [ , T] are equal to 1. This will ensure not only that lST = l S T for l = , . . . , M, but it also keeps the volatility of the simulated trajectories close to the volatility of the real ones. As mentioned above, we can also rescale using the standard deviation of the process. Therefore we simulated l r k+ = lST+τ , for l = , . . . , M. from the Lévy copula future log-return.
In applied risk management computing the risk measures for portfolios of stocks with following backtesting analysis is standard practice, see [9, 26] . It is a key task for portfolio risk management to determine the portfolio's market value distribution. Consider a portfolio, where a k = {a ,k , a ,k } with a i,k ∈ R corresponding to the number of shares in the portfolio. Then the value of this portfolio for day k is given by
where C j,k is the closing asset price. As [21] , this study also considers only portfolios which are equally weighted in terms of wealth allocation. This leads to a j,k = ω j V k /C j,k , where ω j = / , j = , . Thus, in order to keep the relative contributions constant, we adjust the absolute portfolio weights on a daily basis. For simplicity we assume that V = . Then the value of the portfolio at the next day is given by
where r j,k is the log-return on asset j as de ned in the previous section. Let us denote the conditional distri-
where F k denotes the set of information available at time k. As one of the fundamental risk measures we invoke the Value-at-Risk (VaR) at level α de ned as the α-quantile of F L k+ |F k :
In other words, for a given portfolio, time horizon, and probability p, the p VaR is de ned as a threshold loss value, such that the probability that the loss on the portfolio over the given time horizon exceeds this value is p. Thus, F L k+ |F k is regulated by the multivariate dimensional distribution of log-returns F r k+ |F k . Having M = simulated trajectories for each of the 1959 days for the IBM-Google portfolio and 247 for the ExeCoin-SocialXBot portfolio we calculate the corresponding one-day VaR values as the quantiles of the obtained empirical distribution of the trajectory values. For the benchmark models, we directly predicted next day returns. This might be due to the fact that overnight e ects have been removed, thus the return changes are only intraday. Nevertheless, Lévy copula model behaves very closely to the realised observation, showing however, much larger volatility compared to other models. Visually the best model is the Patton model, as it is very fast reacting to any changes. The rolling window model, as expected, has quite a long delay in capturing changes in the structure. A similar observation is made for the cryptocurrency portfolio on Figures 5-7 for α = . . Here the proposed Lévy model mimics the true prices behavior very well, which is not observed in the benchmark models. The DCC model attens down to the almost constant behavior, as in too many cases the estimation procedure did not converge.For measuring the quality of estimated VaR there is a variety of statistical criteria proposed in the literature, see e.g. [12] . The most common approach for testing the VaR accuracy is [32] POF (proportion of failures) test that measures the consistency of the number of exceedances with the con dence level α. The null hypothesis of the POF-test is H : α =α, where x is the number of exceedances, N the total number of observations, thus the realised exceedance ratio isα = x N . According to [32] the test statistic takes the form
It is worth mentioning that when the model cannot be estimated, because it did not converge (except DCC, for which when the estimation does not converge, we took the estimator from the previous interval) or cannot be used for simulation, because of parameter estimates reaching maximum/minimum allowed levels, we do not provide forecasted PL. This means that for a given value of α, the number of observations N is not the same for all models. Non-predicted days were excluded. For the cryptocurrency portfolio, we did not consider the case α = . because of only 247 observations. The results of the backtesting procedure are presented in Table 2 which supports our conclusions from looking at the plots. At rst, all the models behave very badly for the α = . and α = . , while the Patton models show better performance in comparison to the others. From the p-values of the Kupiec test for α = . , one sees that the test is rejected with a 100% con dence for all the models. Surprisingly for the level of α = . , the best performance is provided by the rolling window model,which shows a statistically insigni cant estimate forα. The proposed Lévy model does not show exceptional results, but behaves ordinarily for levels α = . and α = . and equally badly as others for the case α = . . As for the results for the ExeCoin-SocialXBot portfolio depicted in the lower panel of Table 2 , the proposed Lévy copula model behaves best for the α = . but is not robust for the case of α = . . It is important to notice that the Lévy copula model uses only observations from the previous day, whilst the other models need much more history.
Conclusions
Based on assumptions of the form of the marginal tail integral and a Lévy copula family, we have introduced a model for intraday stock returns. The proposed model is dynamic, thus capturing the time-varying aspects.
Our empirical results demonstrate a good capability of the model to make forecasts, in particular to predict the VaR at di erent levels. As the proposed model does not strongly outperform classical daily time-series models, it is nevertheless important as only the previous day's information is required. The proposed Lévy model is simple in its construction as it uses only a simple jump process. As the obtained model allows for the simulation of arbitrarily large amounts of price-paths of the stochastic process, one can use this to predict the value of any possible derivative of the underlying asset. As well as VaR, systematic risk measures such as CoVaR (see [1] ) could be calculated in order to measure the sensitivity of di erent nancial institutions to the shocks in the economy. 
