We give upper bounds on the Vapnik-Chervonenkis dimension and pseudodimension of two-layer neural networks that use the standard sigmoid function or radial basis function and have inputs from { -D. . . . , D}'?. In Valiant's probably approximately correct (pad learning framework for pattern classification, and in Haussler's generalization of this framework to nonlinear regression, the results imply that the number of training examples necessary for satisfactory learning performance grows no more rapidly than W log(WD), where W is the number of weights. The previous best bound for these networks was O(W4).
In using neural networks for pattern classification and regression tasks, it is important to be able to predict how much training data will be sufficient for satisfactory performance. Valiant's probably approximately correct (pac) framework (Valiant 1984 ) provides a formal definition of "satisfactory learning performance" for (0,l }-valued functions. Blumer et al. (1989) present upper and lower bounds on the number of examples necessary and sufficient for learning under this definition. These bounds depend linearly on the Vapnik-Chervonenkis dimension of the function class used for learning. Haussler (1992) presents a generalization of the pac framework that applies to the problem of learning real-valued functions. In this case, the pseudodimension of the function class gives an upper bound on the number of examples necessary for learning. Baum and Haussler (1989) , Maass (1992) , Sakurai (1993) , Bartlett (1993) , and Goldberg and Jerrum (1993) present upper and lower bounds on the VC-dimension of threshold networks and networks with piecewise polynomial output functions. Most of these results can easily be extended to give bounds on the pseudodimension. However, these networks are not commonly used in applications because the most popular learning algorithm, the backpropagation algorithm, relies on differentiability of the units' output functions. In practice, sigmoid networks and radial basis function (RBF) networks are most widely used. Recently, Macintyre and Sontag (1993) showed that the VC-dimension and pseudodimension of these networks are finite, and Karpinski and Macintyre (1995) proved a bound of O(W2N2), where W is the number of weights in the network and N is the number of processing units. In this note, we show that the VC-dimension and pseudodimension of two-layer sigmoid networks and radial basis function networks with discrete inputs is
where the input domain is { -D. . . . . D}J1. In many pattern classification and nonlinear regression tasks for which neural networks have been used, the set of inputs is a small finite set of this form. For the special case of sigmoid networks with binary inputs, our bound is within a log factor of the best known lower bounds (Bartlett 1993) . The result follows from the observation that a network with discrete inputs can be represented as a polynomially parameterized function class; hence VC-dimension bounds for such classes can be applied.
Suppose X is a set, and F is a class of real-valued functions defined on X. For x = ( X I ? .
. . ,x,,,) E X"' and Y = (rl.. . . . rJ,,) E R"', we say that The function classes considered in this note can be indexed using a real vector B of parameters. Let 0 and X be the parameter and input spaces, respectively, and let f : 0 x X + R. The function f defines a parameterized class of real-valued functions defined on x, cf(S, .) : Q E @}.
We also denote this function class by f . 
Theorem 2. Let X = {-D, . . . , D}" forsomepositiveinteger D. For thesigmoid and RBF networks fs? fRBF : Rw x X + R, we have
The proof of Theorem 2 follows from the simple observation that the function classes fs and ~R B F can be expressed as a polynomial in some transformed set of parameters when the inputs are integers. We can then use an upper bound from Goldberg and Jerrum (1993) on the VCdimension of such a function class. with degree no more than IID(X. 2) + 2 < 3DW. As above, dimp(fs) < 3W log, (24cDW j .
0
The same argument can be used to show that two-layer sigmoid or RBF networks with W weights, { -D.. . . . D}-valued inputs, a n d arbitrary connectivity have pseudodimension (and hence VC-dimension)
OjWlog( WDjj. From the results in Karpinski a n d Macintyre (1995) , it is clear that the dependence o n D, the size of the input set, is not necessary in these upper bounds.
