The research on three-dimensional (3-D) video transmission over wireless networks has gained rapid growth in the last view years and poses more challenges than the conventional two-dimensional (2-D) video. In color plus depth representation, the 3-D video is synthesized from color and depth map and the reconstructed quality is highly affected by color information rather than the depth one. In this paper, an unequal error protection (UEP) scheme based on hierarchical quadrature amplitude modulation (HQAM) for 3-D video transmission is proposed. The proposed scheme exploits unique characteristics of the color plus depth map stereoscopic video. The UEP scheme assigns more protection to the color sequence than the depth map so as to achieve high quality 3-D video. Simulation results demonstrate that the proposed UEP scheme outperforms the conventional equal error protection (EEP) schemes by up to 5 dB in terms of the received left and right views quality.
INTRODUCTION
Three-dimensional (3-D) video has received increasing attention during the last few years and it is anticipated that 3-D video applications will increase rapidly in the near future. One of the most popular and widely used formats for representing 3-D video is video plus depth [1] . In the depth image based rendering (DIBR) technique [2] , a depth map is required to generate good quality of 3-D video but does not need to be high to render 3-D scene unlike color sequence. In many cases, the compressed color and depth information need to be transmitted over error prone channels to the end system for display. The color information is directly viewed by the user. Its loss or damage in transmission will degrade the quality of the 3-D video more than the depth information [3] . Thus, transmitting 3-D video over networks such as wireless cellular networks presents new challenges and is expected to bring in the next big revolution in multimedia applications.
One of the most important aspects of 3-D video transmission over wireless channels is error resilience. Intuitively, many techniques used in 2-D can be adapted or extended to exploit 3-D video properties. One of such techniques is UEP, where different parts of 3-D video are protected with different levels of protection. UEP implementations by exploiting the characteristics of 2-D video are common in the literature [4] [5] [6] [7] [8] [9] . Barmada et al. [4] first propose hierarchical quadrature amplitude modulation (HQAM) to enable UEP for layered H.264/AVC coded video. The drawback of such a scheme is the overhead introduced by channel coding which results in low video quality. Subsequently, channel coding and HQAM is combined to overcome this dilemma as reported in [5] and [6] . Another UEP scheme based on the non-uniform importance of Intra-frame (Iframe), Predictive-frame (P-frame), and macroblock (MB) position in each frame has been proposed in [7] and [8] . Li et al. [9] proposed an UEP scheme based on HQAM for H.264/AVC video over frequency-selective fading channel.
Exploiting the characteristics of 3-D video to provide UEP schemes are not fully investigated. In [10] , a 3-D video transmission scheme based on UEP is proposed, where the UEP method assigns a higher protection level to the color sequence than the depth map. Different levels of protection are achieved by allocating unequal transmission power to the 3-D video components. The motion correlation between the color and depth map is used to realize UEP in [11] where the redundant motion information is used to conceal errors at the decoder. In this scheme, more protection for the motion information of the coded data is applied. Aksay et al. [12] evaluate the effect of FEC on 3-D video delivery over digital video broadcasting -handheld (DVB-H) under different channel conditions. In this scheme, UEP is implemented through FEC, where left video is well protected and right video is less protected. In [3] , a joint source channel coding (JSCC) scheme for color and depth map 3-D video is proposed. However, the drawback of this scheme lies in the introduction of more overhead data to 3-D video compared to conventional 2-D video.
Although UEP based upon HQAM is proposed for 2-D video transmission, however, UEP based on HQAM for 3-D video transmission has not been considered to date. In this paper, we propose an UEP scheme for color and depth map 3-D video transmission over wireless channels using hierarchical 16-QAM. The proposed system takes into consideration the unequal importance of the color and depth map 3-D video data.
The rest of the paper is structured as follows. Section 2 describes the proposed HQAM based UEP scheme for 3-D video transmission. Section 3 presents the results obtained with the proposed technique, while Section 4 concludes the paper.
UEP SCHEME FOR 3-D VIDEO TRANSMISSION

Problem Statement
In color and depth map 3-D video representation, the color sequence and the depth map exhibit different error sensitivities to the overall perceptual quality. DIBR is used to project the color sequence to 3-D space based on the depth pixel values. The color sequence is the only texture information that is directly viewed by the user. In DIBR, a detailed depth map is required to generate a high quality 3-D video and to provide the end user with the sense of depth. However, the quality of the depth map does not have to be very high to render 3-D scenes as opposed to the color sequence. Therefore, when transmission errors occur in the color sequence, the quality of the reconstructed signal will be more damaged in comparison to the effect of errors in the depth map. The proposed scheme takes into account the unequal importance of the color and depth map video data. Different protection levels are enabled by hierarchical 16-QAM. The color sequence which is more sensitive to human perception is provided with more protection by assigning it to the MSBs and the depth map to the LSBs of hierarchical 16-QAM.
System Model
The system block diagram of the proposed UEP scheme is shown in Fig. 1 . In this scheme, the color and depth map are separately encoded using H.264/AVC. The output data of each encoder are mapped to 16-QAM, where the HP data (color) are mapped to MSBs of 16-QAM and the LP data (depth) are mapped to LSBs, since the two MSBs of the constellation points in 16-QAM have a lower bit error rate (BER) than the two LSBs. The output of 16-QAM is transmitted over wireless channel and then the color and depth map are reconstructed. Fig. 1 . Framework of the proposed UEP scheme.
The Color and depth map data are used to generate the left and right views using the DIBR technique. The overall quality of the proposed system is evaluated using the average PSNR of the reconstructed left and right views compared to the original left and right views as follows PSNRleft/right = 10 log 10 ( 255
PSNRjoint = 10 log 10 ( 255
where M SE l and M SEr represent the mean squared error in left and right views, respectively.
BER Performance of 16-QAM
As shown in Fig. 1 , the two bit streams (color and depth) are separately fed into H.264 encoders, which are then gray-coded and modulated onto the 16-QAM constellation. The color and depth streams are combined into one symbol at a time and then transmitted through wireless channel. In this section, the bit error probability is derived so as to show the performance of 16-QAM. The BER of QAM can be determined from the BER of PAM as described in [13] . Thus, the BER of M-ray QAM is
where Pi, √ M and Pq, √ M are the error probabilities of √ M -ary PAMs.
We assume each symbol has the same probability and the error probability is given by
where N0 is the power spectral density of AWGN and Q(x) is the error function and is given by
The average bit energy (ε b ) is
Based upon (3) to (7) and by assuming that P i,
M , the BER of the HP and LP bits of QAM can be written as
where A = (1+β) 2 , B = A+1, and γ is the average signal-to-noise ratio (SNR) per bit and is given by
where ε b is the average bit energy.
SIMULATION RESULTS AND DISCUSSIONS
Experimental Setup
To evaluate the proposed UEP scheme, extensive simulations are carried out. The proposed UEP scheme is compared with EEP. In the simulations, two different color and depth map sequences, namely the Interview and Orbi sequences that represent different motion profiles are used. Interview is a very slow motion sequence while Orbi is a very complex sequence with high motion. The two sequences are encoded at a spatial resolution of 720 × 576. The H.264/AVC reference software JM version 16.1 is used to encode the video sequences. For each sequence, 30 frames are encoded with the coding structure of IPPP....., content adaptive binary arithmetic coding (CABAC) is adopted as entropy coding, and the search range is set to 32 × 32. Rate-distortion optimization is switched off. Simulation results are repeated 30 times for each channel SNR to obtain more accurate results and the average PSNR of the left and right views is employed as the performance evaluation metric. Fig. 2 illustrates the PSNR performance of the average left and right views using hierarchical 16-QAM with different β values for the Orbi sequence. This figure shows that the average PSNR has been improved and the UEP scheme outperforms EEP by up to 5 dB at lower SNRs (SNR = 6 to 16 dB) when β = 1.5. By increasing the β from 1.5 to 2.5, the UEP performance will increase at small SNRs (i.e., SNR = 6 to 13 dB). However, the performance will decrease compared to EEP when the channel is in a good state.
Discussion of Results
The results show that the quality of the depth map is not a significant factor in the reconstructed 3-D video quality but still needs to be acceptable to warp the 2-D color sequence to generate the left and right views. However, the average PSNR of the reconstructed left and right views which are used to generate the 3-D scene is dominated by the quality of the color sequence. For instance, when SNR = 14 dB, the quality of the reconstructed left and right views has been improved by up to 4.5 dB compared to EEP even though the quality of the depth sequence is degraded by about 6 dB at β = 1.5. As a result, UEP performs better at low channel SNRs and performs worse in good channel conditions, especially with the increase of β as shown in Fig. 2 . The proposed UEP achieves significant PSNR gains especially in low channel SNR cases. This can be explained as follows. When the channel SNR is low, the color sequence is better protected against the channel noise than the depth map. However, when the channel quality is good, the proposed UEP scheme may degrade the video quality due to the high BER of hierarchical 16-QAM.
The average PSNR performance versus β of hierarchical 16-QAM with different SNRs for the left and right views is also investigated as shown in Fig. 3 . As can be seen from this figure, when the SNR is low (SNR = 4 dB to 8 dB), the average PSNR will increase with the increase of β (β = 1 to 2.5). For example, when SNR = 8 dB, the average PSNR increases from 16.5 dB to 18 dB at β = 1 and 2.5, respectively. On the other hand, when the SNR is high (SNR = 12 dB to 16 dB), the average PSNR will decrease with the increase of β. For instance, the average PSNR decreases from 30.4 dB at β = 1 to 23 dB at β = 2.5 when SNR = 14 dB. For small β (β = 1 and 1.5), the highest average PSNR is achievable when the channel SNR is high. For example, when β = 1, the average PSNR is equal to 40.4 dB at SNR = 16 dB and the video quality is approximately 10 dB higher than in the case of SNR = 14 dB, and 16.6 dB higher than in the case of SNR = 12 dB with the same β. To conclude, it is clear from Fig. 3 that at low channel SNRs, large β (β = 3) leads to the best performance in the average PSNR but when the channel SNR is high, large β results in the worst PSNR performance. Fig. 4 illustrates the decoded frames at SNR = 12 dB and β = 1.5. As can be seen from the figure, the depth map is heavily distorted when UEP is used compared to the color quality but the visual quality of the left and right views is still acceptable. 
CONCLUSION
In this paper, we propose an unequal error protection scheme employing hierarchical 16-QAM by exploiting the difference in the importance of the color and depth map 3-D video in terms of the received quality. In the proposed scheme, the color sequence is prioritized higher than the depth map sequence due to the relatively higher importance of the color sequence on the reconstructed visual quality. Our simulation results show that the average PSNR quality of the reconstructed left and right views is dominated by the quality of the color sequence. Results also indicate that increasing β will increase the average PSNR performance at low channel SNRs and decrease the performance at high SNRs.
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