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Resumen
Se presenta una metodolog´ıa para la solucio´n del problema inverso dina´mico aplicado
a la identificacio´n de sistemas multivariables, espec´ıficamente la localizacio´n de fuentes
electroencefalogra´ficas (ESL), considerando me´todos basados en Tikhonov, filtros de
Kalman lineales y no lineales con para´metros invariables y variables en el tiempo,
considerando diferentes niveles de ruido en la sen˜al y el uso de te´cnicas de reduccio´n
computacional, encontrando resultados eficientes y comparables al estado del arte
actual.
vii
viii Resumen
Abstract
We present a methodology for the dynamic inverse problem solution applied to
the identification of multivariable systems, specifically EEG source localization (ESL),
considering Tikhonov based methods, linear and nonlinear Kalman filters with invariant
and time-varying parameters with different levels of noise in the signal and the use of
computational reduction techniques, finding efficient and comparable results to state of
the art.
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Cap´ıtulo 1
Introduccio´n
1.1. Planteamiento del problema
En general, la identificacio´n de sistemas multivariables puede ser considerada
como un problema inverso dina´mico, donde a partir de los datos de entrada y salida
es posible estimar la dina´mica del sistema a trave´s de la identificacio´n de estados
y para´metros. Entre las aplicaciones ma´s utilizadas se encuentran: identificacio´n de
actividad s´ısmica, identificacio´n de actividad neuronal e identificacio´n de sistemas
f´ısicos para aplicaciones de instrumentacio´n y control.
Comu´nmente, la estimacio´n de los sistemas multivariables se realiza para cada
instante de tiempo solucionando el problema inverso. Sin embargo, debido a que
la actividad neuronal tiene inherente un acople espacial y temporal muy fuerte, es
necesario considerar en la solucio´n del problema inverso la variacio´n temporal de
la dina´mica del sistema [1], [2], [3]. Esto es posible hacerlo al incluir en la solucio´n
del problema inverso restricciones dina´micas, en las cuales se tenga en cuenta los
estados pasados del sistema para calcular los estados futuros. Para tal fin es necesario
considerar un modelo dina´mico del sistema, teniendo en cuenta que la seleccio´n
apropiada del modelo afecta directamente la solucio´n dina´mica del problema inverso
[4]. En el disen˜o de observadores de estados para sistemas multivariables, las dina´micas
se asumen a partir de un modelado previo del sistema, lo cual es u´til cuando se
tienen sistemas a pequen˜a escala. Sin embargo, para sistemas de gran escala, es muy
dif´ıcil conocer el sistema dina´mico, ma´s au´n cuando este puede tener variaciones
parame´tricas en el tiempo. Un ejemplo de lo anterior, ocurre en la estimacio´n de la
actividad neuronal a partir de sen˜ales EEG, si se combina la informacio´n fisiolo´gica
y anato´mica del cerebro es posible encontrar una estructura para el modelo dina´mico
de la actividad neuronal [5], [6]. Estos modelos dina´micos describen de una forma
ma´s adecuada la relacio´n espacial y temporal en la dina´mica neuronal y por tanto el
comportamiento de las sen˜ales EEG reales, y al estimar los para´metros de los modelos,
e´stos tienen un significado f´ısico. De esta forma, se incrementa la informacio´n dada en
la solucio´n inversa [7].
1
2 Introduccio´n
Adicionalmente, existen diferentes problemas en la implementacio´n y desarrollo
de la solucio´n dina´mica del problema inverso. En primera instancia, la estimacio´n
dina´mica de los para´metros es un problema de alta dimensionalidad por lo que su
implementacio´n tiene un alto costo computacional. Adema´s, puesto que en algunos
casos es dif´ıcil conocer el modelo dina´mico del sistema, la restriccio´n ma´s fuerte esta´ en
la seleccio´n del modelo dina´mico y posteriormente en la identificacio´n de sus para´metros.
Por ejemplo, para la identificacio´n de para´metros y estados en sistemas de vibracio´n
en ma´quinas ele´ctricas con dina´micas altamente variables en el tiempo, se han utilizado
modelos autoregresivos variantes en el tiempo (TVAR) [8], [9]. Estos me´todos permiten
una mejor estimacio´n de la dina´mica del sistema ya que permiten hacer aproximaciones
mucho mejores que los modelos de para´metros fijos. Sin embargo, es necesario definir
la forma de variacio´n de estos modelos, pues las soluciones obtenidas en modelos de
variacio´n de para´metros sin estructura pueden no representar la dina´mica variacional
de la actividad del sistema. Una forma de incluir la dina´mica en la variacio´n de
para´metros de acuerdo a [9], es a trave´s de la evolucio´n de para´metros estoca´stica
o determin´ıstica. Al realizar la estimacio´n de los para´metros del modelo de forma
variante en el tiempo de una forma estructurada, y con un modelo que corresponda
con la estructura real de la actividad del sistema multivariable, es posible mejorar
la estimacio´n de los estados del sistema y resolver con mejor precisio´n el problema
dina´mico inverso [4], [7]. De esta forma, la utilizacio´n de suavizado temporal como
informacio´n a priori para la solucio´n del problema inverso dina´mico, permite obtener
soluciones razonables y estables del sistema. Esta informacio´n a priori puede ser
utilizada tanto en la estimacio´n de para´metros de los modelos dina´micos como en la
funcio´n de desempen˜o para la solucio´n del problema inverso.
En resumen, en la solucio´n de un problema inverso dina´mico se tienen
fundamentalmente dos problemas: no existe una metodolog´ıa de seleccio´n adecuada
para el modelo de la dina´mica temporal del proceso, y cuando se aplican te´cnicas de
desacople para reducir el costo computacional, se pierden caracter´ısticas de la dina´mica
del proceso.
En el caso de la seleccio´n adecuada del modelo dina´mico se deben considerar
sistemas lineales y no lineales, variantes o invariantes con el tiempo, teniendo en cuenta
las restricciones f´ısicas del proceso. As´ı el modelo dina´mico estimado tendra´ sentido
f´ısico y los para´metros estimados podra´n ser fa´cilmente interpretados. Los sistemas
variantes con el tiempo deben tener una estructura de variacio´n que concuerde con las
restricciones f´ısicas. Tanto en la seleccio´n de los modelos lineales y no lineales, se debe
garantizar que el modelo cumpla con las restricciones temporales y espaciales del proceso
y que sea lo suficientemente robusto como para funcionar sobre sen˜ales simuladas
o sen˜ales reales. Debido a que los procesos presentan una alta dimensionalidad, es
necesario reducir el costo computacional sin afectar el desempen˜o del proceso. Todos
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estos problemas se presentan de forma general, en sistemas que involucran problemas
inversos dina´micos.
1.2. Objetivos
1.2.1. Objetivo General
Desarrollar una metodolog´ıa para la aplicacio´n del problema inverso dina´mico en la
identificacio´n de sistemas multivariables con para´metros cambiantes en el tiempo.
1.2.2. Objetivos Espec´ıficos
Obtener un procedimiento de estimacio´n de modelos dina´micos lineales y no lineales
en la solucio´n del problema inverso dina´mico, a partir del comportamiento del sistema.
Desarrollar una metodolog´ıa para la solucio´n del problema inverso dina´mico para
sistemas multivariables usando como restriccio´n modelos dina´micos variantes en el
tiempo.
Disen˜ar un esquema de implementacio´n para la reduccio´n del costo computacional
en sistemas lineales y no lineales variantes en el tiempo de acuerdo a los modelos
dina´micos utilizados y hacer un ana´lisis comparativo en el desempen˜o de los modelos
de estimacio´n utilizados.
1.3. Metodolog´ıa
Inicialmente se considerara´ que la dina´mica de un proceso puede ser aproximada
a trave´s de un modelo lineal invariante con el tiempo. Ese modelo lineal debe
considerar las restricciones temporales y espaciales de la dina´mica del proceso. Con el
fin de mejorar el desempen˜o del modelo dina´mico lineal se considerara´n variaciones
estructurales en el modelo que mantengan las restricciones espacio-temporales. Para
el caso de la actividad neuronal se considerara´ una aproximacio´n lineal del modelo
dina´mico invariante con el tiempo de acuerdo a [5], [6] donde se tendra´n en cuenta
algunas restricciones fisiolo´gicas y f´ısicas relativas al acoplamiento espacial entre las
fuentes y a la dina´mica de la propagacio´n de la actividad neuronal. De acuerdo a [10],
[11], [7] se analizara´n variaciones estructurales de acuerdo a las restricciones fisiolo´gicas
para la dina´mica de la actividad neuronal, considerando un modelo invariante con el
tiempo. Se utilizara´n los esquemas de evaluacio´n para la solucio´n del problema inverso
dina´mico haciendo la estimacio´n de la actividad neuronal con el modelo propuesto de
acuerdo a [7] y considerando principalmente el error de estimacio´n entre las sen˜ales
reales y la solucio´n del problema directo, frente a sen˜ales EEG reales y EEG simuladas.
4 Introduccio´n
Considerando que los modelos dina´micos reales, de manera general son variantes
en el tiempo, se incluira´ la estimacio´n de los para´metros de la estructura del
modelo dina´mico de forma variante con el tiempo, considerando diferentes esquemas de
variacio´n en los para´metros del modelo, de acuerdo a [9]. De esta forma, se considerara´n
estructuras de variacio´n de para´metros suaves de forma libre (sin estructura), variacio´n
estoca´stica y determin´ıstica. Particularmente, para la estimacio´n de la actividad
neuronal, se utilizara´n los esquemas de solucio´n del problema inverso dina´mico
propuestos en [7] y considerando principalmente el error de estimacio´n frente a sen˜ales
EEG simuladas.
La solucio´n del problema inverso con modelos de fuentes distribuidas tiene un alto
costo computacional, por lo que en [12], utilizan te´cnicas de HPC (high performace
computing) para obtener la solucio´n de este problema. Otra aproximacio´n es utilizar
un desacople espacial sobre el modelo dina´mico lo cual reduce el costo computacional
[11], [7]. En este trabajo, se propondra´ una metodolog´ıa para la reduccio´n del costo
computacional teniendo en cuenta la estructura de los modelos dina´micos utilizados.
Finalmente, se evaluara´ el desempen˜o de las te´cnicas implementadas para la solucio´n
del problema inverso dina´mico frente a los sistemas de estimacio´n esta´ndar.
La metodolog´ıa de solucio´n para problemas dina´micos inversos se aplicara´ sobre
sen˜ales EEG para la estimacio´n de la actividad neuronal. La actividad neuronal
estimada sera´ mapeada espacialmente sobre un modelo real del cerebro. Se utilizara´n
como modelo de la cabeza un modelo real con 20000 fuentes calculado por elementos
finitos de frontera descrito en [2], [4], [7].
Cap´ıtulo 2
Problema inverso en ESL
La neuroimagen funcional tiene como objetivos caracterizar de forma no invasiva
la dina´mica de la distribucio´n de las redes neuronales que estiman la funcio´n cerebral
en estados sanos y patolo´gicos. Algunas te´cnicas en neruoimagen funcional conocidas
y utilizadas ampliamente son: ima´genes por resonancia magne´tica funcional (fMRI) y
la reconstruccio´n de fuentes en los electroencefalogramas (EEG). La reconstruccio´n de
fuentes en EEG es una te´cnica que reconstruye las fuentes de corrientes ele´ctricas (ej: la
distribucio´n de la corriente) dentro del cerebro que dan lugar a los potenciales de campo
en el cuero cabelludo. El fMRI graba la actividad hemodina´mica (cambio en el flujo
de la sangre), dando una medida indirecta de la actividad ele´ctrica del cerebro. Ambas
te´cnicas mapean la actividad neuronal y son complementarias, el fMRI proporciona una
alta resolucio´n espacial y relativamente una baja resolucio´n temporal, mientras que la
reconstruccio´n de fuentes en el EEG, tambie´n conocida como localizacio´n de las fuentes
electroencefalogra´ficas (ESL), permite una resolucio´n temporal alta y relativamente una
baja resolucio´n espacial. Mediante el uso de estos me´todos, la solucio´n del problema
inverso es un mapa de densidad de corrientes de campo. Esta representacio´n de la
actividad cerebral esta´ ma´s cerca a la realidad que las fuentes modeladas de los dipolos,
sin embargo, la exactitud de la solucio´n del problema inverso resultante es altamente
dependiente del me´todo y de sus restricciones. Los me´todos se presentan en el marco de
la regularizacio´n de Tikhonov. Considerando varias aproximaciones es posible encontrar
la solucio´n esta´tica con restricciones dina´micas.
2.1. Problema Directo
El problema directo esta´tico puede ser formulada con una ecuacio´n de medicio´n de
tiempo discreto de la siguiente manera [13]:
yk =Mxk + εk, (2.1)
donde el vector yk ∈ Rd×1, contiene las mediciones del EEG en el cuero cabelludo
para d electrodos en el instante de tiempo k, el vector xk ∈ Rn×1 describe la densidad
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de corriente en el interior del cerebro, donde n es el nu´mero de fuentes distribuidas.
Adema´s, la llamada matriz de campo principalM ∈ Rd×n, que relaciona la densidad de
corriente en el interior del cerebro xk en el instante k con las mediciones del EEG yk,
se puede calcular utilizando las ecuaciones de Maxwell para un modelo espec´ıfico de la
cabeza. El vector εk ∈ Rd×1 representa las caracter´ısticas no modeladas del sistema, es
decir, el ruido de observacio´n y se supone que es aditivo, blanco y gaussiano con media
cero y con matriz de covarianza definida por
E
[
εjε
T
k
]
=
{
Cε, for j = k
0, for j 6= k (2.2)
donde E [·], es el operador de expectativa y Cε = σ2εId, siendo σ2ε la varianza. Esta
definicio´n para εk tambie´n se define como εk ∼ N(0,Cε).
2.2. Problema Inverso
La solucio´n general de un problema inverso [14] asociado a la ecuacio´n (2.2) se puede
lograr mediante la aplicacio´n del Me´todo de Regularizacio´n de Tikhonov.
x̂k = argmı´n
xk
{
‖yk −Mxk‖2Cε + λ2k
∥∥W (xk − x−k )∥∥2} (2.3)
siendo x−k el conocimiento previo de xk y W ∈ Rn×n una matriz ponderada, donde λk
es el para´metro de regularizacio´n que expresa el equilibrio entre el ajuste del modelo y
la restriccio´n antes de minimizar
∥∥W (xk − x−k )∥∥2. La siguiente norma ponderada se
considera:
‖a− b‖2C = (a− b)TC−1 (a− b) (2.4)
y adema´s
‖P (a− b)‖2 = ‖a− b‖2
(P TP)
−1 (2.5)
Basado en la ecuacio´n (2.4) y (2.5), es posible reescribir el funcional de la ecuacio´n (2.3)
a la forma,
Φ (xk, λk) = (yk −Mxk)TC−1ε (yk −Mxk) + λ2k
(
xk − x−k
)T
W TW
(
xk − x−k
)
,
(2.6)
La minimizacio´n de la ecuacio´n (2.6) se proporciona mediante la aplicacio´n de la
Jacobiana respecto a xk y luego reemplazando xk por x̂k como sigue:
∇xkΦ (xk, λk) =MTC−1ε Mx̂k + λ2kW TWx̂k −MTC−1ε yk − λ2kW TWx−k (2.7)
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Luego de igualar la ecuacio´n (2.7) a 0, la solucio´n anal´ıtica para x̂k es dada por
x̂k =
(
MTC−1ε M + λ
2
kW
TW
)−1 (
MTC−1ε yk + λ
2
kW
TWx−k
)
(2.8)
Varias aproximaciones se pueden realizar desde la solucio´n inversa Tikhonov descrito en
(2.8), que tambie´n es conocida como la norma mı´nima ponderada estimada (WMNE)[4].
Dependiendo de la seleccio´n deW y de la informacio´n a priori, se obtienen las siguientes
soluciones:
Si se selecciona la matriz ponderada como la matriz de identidad W = In, el
problema se reduce a uno conocido como norma mı´nima estimadaa (MNE)[3, 15].
Si se selecciona la matriz ponderada como la matriz de identidad W = In
y adema´s se considera x−k = 0, se obtiene reemplazando en (2.8) la solucio´n
simplificado de Tikhonov
x̂k =
(
MTC−1ε M + λ
2
kIn
)−1 (
MTC−1ε yk
)
(2.9)
Si adema´s se considera el lema de inversio´n 1 que plantea(
MTC−1ε M +∆
−1
)−1
= ∆−∆MT (M∆MT +Cε)−1M∆ (2.10)
se obtiene reemplazando en (2.9) la solucio´n simplificado de Tikhonov con el lema
de inversio´n 1
x̂k =
(
∆−∆MT (M∆MT +Cε)−1M∆) (MTC−1ε yk) (2.11)
donde ∆−1 = λ2kIn
Si adema´s se considera el lema de inversio´n 2 que plantea(
KTK + λ2kIn
)−1
KT =KT
(
KKT + λ2kId
)−1
(2.12)
se obtiene reemplazando en (2.9) la solucio´n simplificado de Tikhonov con el lema
de inversio´n 2
x̂k =M
T
(
MMT + λ2kId
)−1
yk (2.13)
Si se selecciona la matriz ponderada como una Laplaciana W = L de acuerdo a
[L]ij =

1, i = j
−1
6
, j es un vecino de i
0, en otro caso
(2.14)
donde [L]ij es el ij elemento de L, el problema inverso se conoce como tomograf´ıa
de baja resolucio´n (LORETA) [3, 1].
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Diferentes selecciones para la matriz de ponderacio´n pueden utilizarse en la
solucio´n del problema inverso que incluyen restricciones geome´tricas (promedio
autoregresivo local, aproximaciones normalizadas adjuntas, mı´nima norma
columna ponderada, solucio´n del sistema focal indeterminado, etc.) [3, 4, 1, 16].
Un enfoque diferente puede obtenerse si la informacio´n a priori del problema
inverso de Tikhonov se define como la salida de un modelo dina´mico de la siguiente
manera
x−k = f (x̂k−1, . . . , x̂k−p) (2.15)
y la matriz de ponderacio´n se selecciona como una Laplaciana, el problema
inverso se conoce como LORETA dina´mico (DynLORETA)[10], donde la solucio´n
anal´ıtica se define por
x̂k =
(
MTC−1ε M + λ
2
kL
TL
)−1 (
MTC−1ε yk + λ
2
kL
TLf (x̂k−1, . . . , x̂k−p)
)
,
(2.16)
siendo x̂k−1, . . . , x̂k−p los estados previos estimados en los tiempos k−1, . . . , k−p
respectivamente.
2.3. Problema Inverso Dina´mico
La ecuacio´n (2.16) describe en forma general los problemas inversos dina´micos. De
acuerdo a [10], el problema inverso dina´mico puede ser formulado como la solucio´n de
una representacio´n de espacio de estados con dina´micas muy generales, como el siguiente
conjunto de ecuaciones
xk = f (xk−1, . . . ,xk−p) + ηk
yk =Mxk + εk,
(2.17)
donde ηk ∼ N(0,Cη), se define Cη = σ2η
(
LTL
)−1
y donde el vector de funcio´n f puede
ser no lineal, dependiente al tiempo, o lineal especificado como se muestra
xk =
p∑
j=1
Ajxk−j + ηk (2.18)
donde Aj ∈ Rn×n permite el modelado de diferentes dina´micas interesantes como
hetereogeneidad espacial, interaccio´n local del vecino, etc.
El problema inverso dina´mico resultante puede formularse como:
x̂k = argmı´n
xk
{
‖yk −Mxk‖2Cε + λ2k ‖xk − f (x̂k−1, . . . , x̂k−p)‖
2
Cη
}
(2.19)
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y puede ser resuelto anal´ıticamente como
x̂k =
(
MTC−1ε M + λ
2
kC
−1
η
)−1 (
MTC−1ε yk + λ
2
kC
−1
η f (x̂k−1, . . . , x̂k−p)
)
. (2.20)
De acuerdo a [11], un componente clave en la solucio´n del problmea inverso es la
seleccio´n adecuada del modelo. Por ejemplo, en [7], el modelo dina´mico se aproxima
a trave´s de la ecuacio´n de telegrafista, como se muestra
xk = A1xk−1 +A1xk−2 + ηk (2.21)
donde A1 = a1In + b1L y A2 = a2In siendo L el operador Laplaciano.
Los modelos dina´micos precedentes consideran que el modelo es uniforme en todo el
cerebro. En [17] se propone un modelo lineal que considere la localizacio´n de la actividad
en cada fuente de corriente como
xk = diag (a)xk−1 + ηk (2.22)
donde a ∈ Rn×1 es el vector de para´metros del modelo auto regresivo y
ηk ∼ N(0, diag (σ)), siendo σ ∈ Rn×1 la varianza asociada para cada fuente.
Incluso cuando el modelo es demasiado simple para describir la dina´mica compleja
del cerebro es un mejoramiento significativo sobre los modelos de espacio de estados
anteriores. Sin embargo, la dina´mica de los modelos analizados son u´tiles para describir
el comportamiento invariante en el tiempo de la dina´mica del cerebro.
Incluso cuando se obtiene la solucio´n anal´ıtica en (2.20), a pesar de la carga
computacional, en [10, 7, 17] se proponen varios me´todos alternativos para obtener la
solucio´n del problema inverso, donde se disminuye la carga computacional.
Un enfoque adicional para la solucio´n de problemas inversos dina´micos se describe en
[18], donde se define un funcional que contiene diferentes restricciones como se muestra:
x̂k = argmı´n
xk
{‖yk −Mxk‖2Cε + λ2k ‖xk‖2 + γ2k ‖D (xk − x̂k−1)‖2} (2.23)
siendoD = 1
tk−tk−1
In, donde el te´rmino ‖D (xk − x̂k−1)‖2 mide la suavidad temporal de
xk y λk, γk son los para´metros de regularizacio´n. La solucio´n anal´ıtica puede obtenerse
para cada k como
x̂k =
(
MTC−1ε M + λ
2
kIn + γ
2
kL
TL
)−1 (
MTC−1ε yk + λ
2
kD
TDx̂k−1
)
(2.24)
Sin embargo, en [18] la solucio´n de (2.23) se obtiene solucionado el problema inverso
dina´mico para todo k simulta´neamente, con para´metros de regularizacio´n fijos.
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Cap´ıtulo 3
Matrices dispersas
3.1. Ventajas computacionales
3.1.1. Manejo de memoria
El uso de matrices dispersas para almacenar datos que contienen un gran nu´mero
de elementos de valor cero puede tanto ahorrar una cantidad significativa de memoria
como acelerar el procesamiento de los datos. Para matrices dispersas, MATLAB
almacena so´lo los elementos no nulos y sus ı´ndices. Para grandes matrices con un
alto porcentaje de elementos de valor cero, este esquema reduce significativamente la
cantidad de memoria necesaria para el almacenamiento de los datos.
El comando whos proporciona informacio´n de alto nivel acerca de la matriz de
almacenamiento, incluyendo el taman˜o y tipo de almacenamiento. El nu´mero de bytes
utilizados es menor en el caso de una matriz dispersa, ya que los elementos de valor
cero no se almacenan.
3.1.2. Eficiencia computacional
Las matrices dispersas tambie´n tienen ventajas significativas en te´rminos de
eficiencia computacional. A diferencia de las operaciones con matrices completas, en
las operaciones con matrices dispersas no se realizan operaciones aritme´ticas de bajo
nivel innecesarias, tal como adicionar cero (x + 0 es siempre x) y multiplicar por cero
( x × 0 es siempre 0). Lo anterior conduce a mejoras en el tiempo de ejecucio´n de los
programas que trabajan con grandes volu´menes de datos dispersos.
3.1.3. Creando matrices dispersas
MATLAB nunca crea matrices dispersas automa´ticamente. Primero, debe
determinar si una matriz contiene un porcentaje lo suficientemente grande de ceros
para beneficiarse de las te´cnicas dispersas. La densidad de una matriz es el nu´mero de
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elementos distintos de cero dividido por el nu´mero total de elementos de la matriz. Para
la matriz M , se tendr´ıa
nnz(M )/prod(size(M )), (3.1)
donde nnz(M ) calcula el nu´mero de elementos diferente a cero de la matriz M y
prod(size(M )) calcula el nu´mero de elementos de la matrizM . Las matrices con muy
baja densidad, se consideran buenos candidatos para el uso del formato disperso.
Es posible convertir una matriz completa M a una dispersa utilizando el comando
sparse(M ), la salida muestra los elementos no nulos de M con los ı´ndices de fila y
columna respectivamente. El proceso inverso se obtiene al utilizar el comando full,
sobre la matriz dispersa convertida anteriormente.
Cuando se desea crear una matriz dispersa el comando utilizado es
sparse(i, j, s,m, n) donde i y j son los vectores fila y columna, respectivamente,
para los elementos no nulos de la matriz, s es el vector de los valores no nulos para
los ı´ndices pares (i, j), m es la dimensio´n de las filas de la matriz dispersa y n es la
dimensio´n de las columnas de la matriz dispersa.
3.2. Eficiencia de la operaciones con matrices
dispersas
3.2.1. Complejidad computacional
La complejidad computacional de las operaciones dispersas es proporcional al
nu´mero de elementos no nulos en la matriz. La complejidad computacional tambie´n
depende linealmente del taman˜o de las filas m y el taman˜o de las columnas n de la
matriz, pero es independiente del producto m× n, el nu´mero total de elementos cero y
diferentes a cero.
Debido a la complejidad de las operaciones con matrices dispersas, como por
ejemplo la solucio´n de ecuaciones lineales, se consideran factores como ordenamiento y
complemento de la matriz. Sin embargo, el tiempo de computacio´n requerido para una
operacio´n en una matriz dispersa es proporcional al nu´mero de operaciones aritme´ticas
sobre las cantidades diferentes de cero.
3.2.2. Detalles del algoritmo
Para las operaciones con matrices dispersas es necesario considerar las siguientes
reglas:
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Las funciones que aceptan una matriz y devuelve un escalar o vector de taman˜o
constante siempre producen la salida en formato de almacenamiento completo.
Por ejemplo, la funcio´n size siempre devuelve un vector completo, si su entrada
es completa o dispersa.
Las funciones que aceptan escalares o vectores y obtienen matrices, como las
funciones zeros, ones, rand y eye, siempre devuelven resultados completos.
Esto es necesario para evitar la introduccio´n de dispersio´n de forma inesperada.
El ana´logo disperso de la funcio´n zeros(m,n) es la funcio´n sparse(m,n). Las
ana´logas dispersas de rand y eye son sprand y speye, respectivamente. No existe
analog´ıa para la funcio´n ones.
Las funciones que aceptan una matriz y devuelven una matriz o vector, preservan
la clase de almacenamiento del operando. Una excepcio´n importante a esta regla
se considera para las funciones sparse y full.
Los operadores binarios dan resultados dispersos si ambos operandos son dispersos
y resultados completos si ambos son completos. Para operandos mixtos, el
resultado es completo a menos que la operacio´n conserve la dispersio´n. Si S es
dispersa y F es completa, entonces S + F y S × F son completas, pero S. × F
y S&F son dispersas. En algunos casos, el resultado puede ser disperso incluso
cuando la matriz tiene pocos elementos en cero.
3.3. Me´todos de Tikhonov y Filtros de Kalman
considerando matrices dispersas
Como se planteo´ en el cap´ıtulo anterior, las variaciones a la solucio´n del problema
inverso utilizando Tikhonov, exigen un costo computacional alto cuando el orden del
sistema es superior, para solucionar este problema se considera el uso de matrices
dispersas para su solucio´n a partir de las consideraciones de operaciones matriciales
planteadas en este cap´ıtulo.
Por lo anterior, las funciones sparse y speye se utilizan para encontrar la solucio´n
para cada variacio´n de Tikhonov presentada:
Solucio´n completa (2.8)
Solucio´n simplificada (2.9)
Solucio´n simplificada con el lema de inversio´n 1 (2.11)
Solucio´n simplificada con el lema de inversio´n 2 (2.13)
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Junto al modelo de los diferentes algoritmos, presentados en el siguiente cap´ıtulo,
solucio´n del problema inverso utilizando filtros de Kalman lineales y no lineales, con
para´metros invariables y variables en el tiempo.
Filtro de Kalman con restricciones lineales, algoritmo 1
Filtro de Kalman con restricciones no lineales (EKF), algoritmo 2
Filtro de Kalman con restricciones no lineales (UKF), algoritmo 3
Filtro de Kalman dual con restricciones lineales, algoritmo 4
Filtro de Kalman dual con restricciones no lineales (EKF), algoritmo 5
Filtro de Kalman dual con restricciones no lineales (UKF), algoritmo 6
Cap´ıtulo 4
Solucio´n del problema inverso con
filtros de Kalman
En este cap´ıtulo, se presenta el problema inverso con filtros de Kalman considerando
suposiciones Gaussianas, para restricciones esta´ticas y dina´micas.
4.1. Problema inverso esta´tico
El problema directo esta´tico puede formularse como una medida en tiempo discreto
con la siguiente ecuacio´n:
yk =Mxk + εk, (4.1)
donde el vector yk ∈ Rd×1 mantiene las mediciones del EEG en el cuero cabelludo para
d electrodos en el instante de tiempo k, xk ∈ Rn×1, donde n es el nu´mero de fuentes
distribuidas dentro del cerebro. Adema´s, la denominada matriz de campo, M ∈ Rd×n,
que relaciona la densidad de corriente en el interior del cerebro xk en el instante de
tiempo k con las medidas del EEG yk, se puede calcular utilizando las ecuaciones de
Maxwell para un modelo espec´ıfico de la cabeza [10]. El vector εk ∈ Rd×1 representa las
caracter´ısticas no modeladas del sistema, por ejemplo: ruido de observacio´n y se asume
aditivo, blanco y Gaussiano con media cero y matriz de covarianza definida por
E
[
εjε
T
k
]
=
{
Σε, para j = k
0, para j 6= k (4.2)
donde E [·] es el operador de expectativa. Esta definicio´n para εk tambie´n se define
como εk ∼ N(0,Σε).
Generalmente, la expresio´n (2.1) se considera como un problema inverso mal
planteado, donde la estimacio´n de xk se logra generalmente usando una te´cnica
bayesiana que consiste en encontrar para una muestra de tiempo k, el estimador de
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x̂k que maximiza la distribucio´n de probabilidad posterior de xk dada la medida yk. El
estimador puede escribirse como
x̂k = argma´x
xk
{p (xk|yk)} (4.3)
donde p (xk|yk) es la probabilidad de xk dado yk. De acuerdo a la ley de Bayes
p (xk|yk) ∝ p (yk|xk) p (xk) (4.4)
p (xk|yk) = p (yk|xk) p (xk)
p (yk)
(4.5)
donde p (yk) es funcionalmente independiente a xk, por tanto p (xk|yk) se puede
maximizar mediante la maximizacio´n de los te´rminos solo en el numerador. Por lo
tanto, el ma´ximo de una estimacio´n posterior (MAP) se encuentra como
x̂k = argma´x
xk
{p (yk|xk) p (xk)} (4.6)
Bajo el supuesto Gaussiano que los dos te´rminos se pueden escribir expl´ıcitamente como
p (yk|xk) = 1√
(2pi)d detΣε
exp
(
−1
2
(yk −Mxk)T (Σε)−1 (yk −Mxk)
)
(4.7)
p (xk) =
1√
(2pi)n detΣ−k
exp
(
−1
2
(
xk − x−k
)T (
Σ−k
)−1 (
xk − x−k
))
(4.8)
donde x−k , E (xk) y Σ
−
k , E
[(
xk − x−k
) (
xk − x−k
)T]
es la covarianza antes de la
media y antes de la estimacio´n. Tomando el negativo log de p (yk|xk) p (xk) lleva a
− log (p (yk|xk) p (xk)) = log
√
(2pi)d detΣε +
1
2
(yk −Mxk)T (Σε)−1 (yk −Mxk)
+ log
√
(2pi)n detΣ−k +
1
2
(
xk − x−k
)T (
Σ−k
)−1 (
xk − x−k
)
(4.9)
Desde que para log los te´rminos son independientes para xk pueden disminuir,
proporcionando una funcio´n de costo ma´s especializada, de la siguiente manera
Φ(xk) = (yk −Mxk)T (Σε)−1 (yk −Mxk) +
(
xk − x−k
)T (
Σ−k
)−1 (
xk − x−k
)
(4.10)
La ecuacio´n (4.10) puede ser reformulada de forma compacta como
Φ(xk) = ‖yk −Mxk‖2Σε +
∥∥xk − x−k ∥∥2Σ−
k
, (4.11)
donde
‖yk −Mxk‖2Σε = (yk −Mxk)
T
Σ−1ε (yk −Mxk) (4.12)
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Por lo tanto, una estimacio´n de x̂k puede ser obtenido mediante la minimizacio´n de la
funcio´n objetivo dado (4.11) para cada tiempo k independientemente, como se muestra:
x̂k = argmı´n
xk
{
‖yk −Mxk‖2Σε +
∥∥xk − x−k ∥∥2Σ−
k
}
. (4.13)
Se puede observar que en (4.11) se tiene semejanza con la funcio´n objetivo de la
solucio´n de regularizacio´n de Thikonov [14] dada por la siguiente funcio´n objetivo,
Φ(xk, λk) = ‖yk −Mxk‖2Σε + λ2k
∥∥L (xk − x−k )∥∥2 , (4.14)
donde la matriz L ∈ Rn×n se define como la restriccio´n de suavidad espacial; el i-e´simo
vector fila de L actu´a como un operador diferencial discreto (operador Laplaciano),
comprendiendo las diferencias entre los seis vecinos ma´s cercanos del j−e´sima e
i−e´sima fuentes [10]. El denominado para´metro de regularizacio´n, λk ∈ R, que expresa
el compromiso entre el ajuste del modelo y la restriccio´n antes de reducir al mı´nimo
‖Lxk‖.
Si la matriz de covarianza anterior Σ−k de (4.11) se define como Σ
−
k =
1
λ2
k
(
LTL
)−1
,
con la seleccio´n apropiada de λk luego (4.11) se obtiene a partir de (4.14).
4.2. Problema dina´mico inverso basado en modelos
de estados
Si un modelo de espacio de estados descrito por
xk = f (xk−1, . . . ,xk−p) + ηk (4.15)
se utiliza para definir el problema directo, la estimacio´n del estado debe incluir la
informacio´n previa del modelo. Si esta´ considerando un modelo dina´mico no lineal
como
f (xk−1,xk−2) = A1xk−1 +A2x
2
k−1 +A3x
3
k−1 +A4xk−2, (4.16)
o un modelo lineal como
f (xk−1,xk−2,wk) = A1xk−1 +A2xk−2, (4.17)
un problema inverso dina´mico basado en el modelo de estado se puede definir.
4.2.1. Estimacio´n de estados
Necesario para la evolucio´n del estado en la ecuacio´n (4.15), la representacio´n no
lineal discreta obtenida de la ecuacio´n (4.16) se puede asumir que el modelo basado
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en la fisiolog´ıa propia de la actividad neuronal, que se completa con la medida de la
ecuacio´n (2.1) puede ser reformulada como un sistema dina´mico de primer orden, como
se presenta: [
xk
xk−1
]
︸ ︷︷ ︸
zk
=
[
f (xk−1,xk−2)
xk−1
]
︸ ︷︷ ︸
f(zk−1)
+
[
I
0
]
︸︷︷︸
B
ηk (4.18)
yk =
[
M 0
]︸ ︷︷ ︸
C
[
xk
xk−1
]
︸ ︷︷ ︸
zk
+εk (4.19)
en donde las siguientes representaciones aumentadas se indican como: C ∈ Rd×2n para
la matriz de salida, B ∈ R2n×1 es la matriz de ruido y el vector zk ∈ R2n×1 incluye las
densidades de corriente en el cerebro.
La ecuacio´n (4.17) puede ser reformulada en la forma de un modelo de primer orden
de la siguiente manera:[
xk
xk−1
]
︸ ︷︷ ︸
zk
=
[
A1 A2
I 0
]
︸ ︷︷ ︸
A
[
xk−1
xk−2
]
︸ ︷︷ ︸
zk−1
+
[
I
0
]
︸ ︷︷ ︸
B
ηk. (4.20)
Considerando que los procesos estoca´sticos {zk} y {yk} de (4.18) y (4.19) son
conjuntamente Gaussianos, luego la estimacio´n o´ptima ẑk que minimiza el error
cuadra´tico medio E
[
(zk − ẑk)T (zk − ẑk)
]
es el estimador de media condicional definida
por
ẑk = E [zk|y1, . . . ,yk] (4.21)
que es equivalente a la estimacio´n MAP
ẑk = argma´x
zk
{p (zk|y1, . . . ,yk)} (4.22)
cuando las estad´ısticas son Gaussianas. La estimacio´n MAP busca la estimacio´n actual
ẑk que es ma´s probable dado el modelo y todas las medidas y1, . . . ,yk hasta e incluyendo
el momento actual k. A continuacio´n se muestra la solucio´n a la formulacio´n MAP.
4.2.2. Problema inverso lineal dina´mico
Considerando la ecuacio´n (4.20) muestra que el proceso es lineal, la densidad de
probabilidad posterior para el estado zk se puede expandir como
p (zk|y1, . . . ,yk) = p (yk|y1, . . . ,yk−1, zk) p (zk|y1, . . . ,yk−1) p (y1, . . . ,yk−1)
p (y1, . . . ,yk)
(4.23)
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donde p (y1, . . . ,yk) y p (y1, . . . ,yk−1) pueden disminuir porque son funcionalmente
independientes de zk y donde p (yk|y1, . . . ,yk−1, zk) = p (yk|zk). Por lo tanto, la
estimacio´n MAP se encuentra como
ẑk = argma´x
zk
{p (yk|zk) p (zk|y1, . . . ,yk−1)} (4.24)
Bajo el supuesto Gaussiano, los dos te´rminos se pueden escribir expl´ıcitamente como
p (yk|zk) = 1√
(2pi)d detΣε
exp
(
−1
2
(yk −Czk)T (Σε)−1 (yk −Czk)
)
(4.25)
p (zk|y1, . . . ,yk−1) = 1√
(2pi)2n detΣ−k
exp
(
−1
2
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
))
(4.26)
donde ẑ−k , E [zk|y1, . . . ,yk−1] y Σ−k ,
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
representan la
media anterior y la covarianza del estado. Por lo tanto, tomando el negativo log de
p (yk|zk) p (zk|y1, . . . ,yk−1) se encuentra
− log p (yk|zk) p (zk|y1, . . . ,yk−1) = ν + 1
2
(yk −Czk)T (Σε)−1 (yk −Czk)
+
1
2
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
) (4.27)
donde ν es una constante para considerar la normalizacio´n de los te´rminos en las
funciones de densidad Gaussiana. Por tanto, ν es independiente de zk puede disminuir,
proporcionando una funcio´n de costo ma´s especializada de la siguiente manera
Φ(zk) = (yk −Czk)T (Σε)−1 (yk −Czk) +
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
)
(4.28)
La ecuacio´n (4.28) puede reformurlarse de una forma compacta como
Φ(zk) = ‖yk −Czk‖2Σε +
∥∥zk − ẑ−k ∥∥2Σ−
k
, (4.29)
Por lo tanto, ẑk se puede encontrar minimizando la expresio´n en (4.28). Esto se hace
mediante las derivadas respecto a la desconocida zk e igualando a cero:
∇zkΦ(zk) =
(
Σ−k
)−1 (
zk − ẑ−k
)−CTΣ−1ε (yk −Czk) = 0 (4.30)
Completando con el fin de obtener los te´rminos
(
zk − ẑ−k
)
0 =
(
Σ−k
)−1 (
zk − ẑ−k
)−CTΣ−1ε (yk −C (zk − ẑ−k )−Cẑ−k ) (4.31)
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Reuniendo
(
zk − ẑ−k
)
el te´rmino de la izquierda muestra((
Σ−k
)−1
+CΣ−1ε C
T
) (
zk − ẑ−k
)
= CTΣ−1ε
(
yk −Cẑ−k
)
(4.32)
y resolviendo para zk muestra
zk = ẑ
−
k +
((
Σ−k
)−1
+CΣ−1ε C
T
)−1
CTΣ−1ε
(
yk −Cẑ−k
)
(4.33)
Dejando zk tome el valor de la solucio´n, se puede resecribir de la forma
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
(4.34)
donde Kk se conoce como la ganancia del filtro de Kalman y se define como
Kk =
((
Σ−k
)−1
+CΣ−1ε C
T
)−1
CTΣ−1ε (4.35)
Aplicando el lema de inversio´n de la matriz a (4.35) con el fin de reducir el taman˜o de
la inversa [19] se obtiene:
Kk =
(
Σ−k
)−1
CT
(
C
(
Σ−k
)−1
CT +Σ−1ε
)−1
(4.36)
Recordar que en la estimacio´n secuencial del estado, la covarianza de error posterior
Σk tambie´n es requerida. Esto se puede encontrar mediante el uso de la definicio´n
Σk = E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
(4.37)
y sustituyendo la definicio´n de ẑ−k en (4.34) se encuentra
Σk = E
[(
zk − ẑ−k −Kk
(
yk −Cẑ−k
)) (
zk − ẑ−k −Kk
(
yk −Cẑ−k
))T]
(4.38)
Multiplicando la ecuacio´n cuadra´tica se produce
Σk =E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
− E
[(
zk − ẑ−k
) (
yk −Cẑ−k
)T]
KTk
−KkE
[(
yk −Cẑ−k
) (
zk − ẑ−k
)T]
+KkE
[(
yk −Cẑ−k
) (
yk −Cẑ−k
)T]
Kk
(4.39)
Mientras que el primer te´rmino del lado derecho de (4.39) evalu´a inmediatamente aΣ−k ,
la evaluacio´n del segundo, tercero y cuarto te´rmino en esta u´ltima expresio´n implica
reescribir
(
yk −Cẑ−k
)
como(
yk −Cẑ−k
)
=
(
Cẑk + εk −Cẑ−k
)
(4.40)(
yk −Cẑ−k
)
= C
(
zk − ẑ−k
)
+ εk (4.41)
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de modo que, el segundo te´rmino en (4.39) contiene
E
[(
zk − ẑ−k
) (
yk −Cẑ−k
)T]
=E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T
CT
]
+ E
[(
zk − ẑ−k
)
εTk
] (4.42)
E
[(
zk − ẑ−k
) (
yk −Cẑ−k
)T]
= Σ−k C
T (4.43)
donde el te´rmino cruzado desaparece porque la medida del ruido εk se asume blanca y
por tanto no correlacionado con
(
zk − ẑ−k
)
.
El tercer te´rmino en la ecuacio´n (4.39) es simplemente la transpuesta del segundo.
El cuarto te´rmino muestra
E
[(
yk −Cẑ−k
) (
yk −Cẑ−k
)T]
=CE
[(
zk − ẑ−k
) (
zk − ẑ−k
)T]
CT
+CE
[(
zk − ẑ−k
)
εTk
]
+ E
[
εk
(
zk − ẑ−k
)T]
CT + E
[
εkε
T
k
] (4.44)
donde los te´rminos cruzados se reducen de nuevo para dar
E
[(
yk −Cẑ−k
) (
yk −Cẑ−k
)T]
= CΣ−k C
T +Σε (4.45)
Sustituyendo los te´rminos en (4.39) se encuentra
Σk = Σ
−
k −Σ−k CTKk −KTkCΣ−k +Kk
(
CΣ−k C
T +Σε
)
KTk (4.46)
utilizando Kk =
(
Σ−k
)−1
CT
(
C
(
Σ−k
)−1
CT +Σ−1ε
)−1
se obtiene
Σk = Σ
−
k −Σ−k CKTk −KkCΣ−k +Σ−k CTKTk (4.47)
Σk = Σ
−
k −KkCΣ−k (4.48)
Σk = (I −KkC)Σ−k (4.49)
Ahora que se han obtenido ecuaciones para ẑk y Σk queda por demostrar como ẑ
−
k+1 y
Σ−k+1 se generan para el pro´ximo paso del tiempo. Usando las ecuaciones de espacio de
estado hace que sea bastante sencillo. La estimacio´n anterior es
ẑ−k+1 = E [zk+1|y1, . . . ,yk] (4.50)
ẑ−k+1 = E [Azk +Bηk|y1, . . . ,yk] (4.51)
ẑ−k+1 = AE [zk|y1, . . . ,yk] +BE [ηk|y1, . . . ,yk] (4.52)
ẑ−k+1 = Aẑk (4.53)
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donde la expectativa condicional de ηn es cero bajo el supuesto de que el ruido del
proceso es blanco. La covarianza anterior se obtiene fa´cilmente como:
Σ−k = E
[(
zk − ẑ−k
) (
zk − ẑ−k
)T |y1, . . . , yk] (4.54)
Σ−k = E
[
(Azk +Bηk −Ax̂k) (Azk +Bηk −Ax̂k)T |y1, . . . ,yk
]
(4.55)
Σ−k = E
[(
A
(
zk − ẑ−k
)
+Bηk
) (
A
(
zk − ẑ−k
)
+Bηk
)T |y1, . . . ,yk] (4.56)
Σ−k = AE
[(
zk − ẑ−k
) |y1, . . . ,yk]AT +BE [ηkηTk ]BT (4.57)
Σ−k = AΣkA
T +BΣηB
T (4.58)
Estas ecuaciones para generar la media anterior y covarianza de los posteriores se conoce
como el tiempo de actualizacio´n de las ecuaciones del filtro de Kalman. Las ecuaciones
para generar posteriores desde las anteriores se conoce como la actualizacio´n de las
ecuaciones de medida. A continuacio´n, el filtro de Kalman se aplica de acuerdo con el
procedimiento presentado, de la siguiente manera:
Algorithm 1: Filtro de Kalman con restricciones lineales
Inicializar con ẑ0, Σ0 ;
for k = 1→ T do
Ecuaciones de actualizacio´n del tiempo:
ẑ−k = Aẑk−1
Σ−k = AΣk−1A
T +BΣηB
T
Ecuaciones de actualizacio´n de la medida:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
end
Para un modelo lineal y estad´ısticas del ruido Gaussiano el filtro de Kalman produce
las estimaciones o´ptimas ẑk que minimizan la funcio´n objetivo (4.28). Debido a que la
media y la covarianza especifican completamente una funcio´n de densidad Gaussiana,
el filtro de Kalman estima efectivamente la densidad condicional p (zk|y1, . . . ,yk) para
cada paso en el tiempo.
Estas estimaciones son o´ptimas tanto en el Error Cuadra´tico Medio (MSE) como
en el MAP. La ma´xima verosimilitud estimada se obtiene haciendo que la covarianza
inicial Σ0 se acerque al infinito, causando por lo tanto que el filtro ignore el valor del
estado inicial ẑ0.
4.2.3. Problema inverso dina´mico no lineal
Dado que el grupo de ecuaciones (4.18) son no lineales, la ecuacio´n de filtro
de Kalman ya no se puede aplicar directamente. La no linealidad interrumpe la
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Gaussianidad de las estad´ısticas, por lo que es imposible obtener estimaciones o´ptimas
simplemente por la propagacio´n de la media y covarianzas de la densidad posterior.
Para densidades generales, un MSE o´ptimo y estimacio´n MAP so´lo se pueden
obtener mediante el ca´lculo de la funcio´n de toda la densidad p (zk|y1, . . . ,yk) en
cada paso de tiempo, que es una tarea computacional intratable. Una aproximacio´n
al problema de estimacio´n no lineal es la aproximacio´n de la densidad condicional con
una Gaussiana y calcula solo la covarianza y la media como antes.
Filtro de Kalman extendido
El filtro de Kalman extendido (EKF) es el ma´s utilizado de los me´todos de
aproximacio´n Gaussianos. Bajo el supuesto de Gauss, el criterio de estimacio´n es el
mismo tal como se expresa en la ecuacio´n (4.28).
Φ(zk) = (yk −Czk)T (Σε)−1 (yk −Czk) +
(
zk − ẑ−k
)T (
Σ−k
)−1 (
zk − ẑ−k
)
Al igual que lo anterior, calculando ẑ−k y Σ
−
k se requiere ẑk−1 y Σk−1 del paso anterior.
Bajo el supuesto Gaussiano, la estimacio´n de la media a posteriori ẑk y la covarianzaΣk
de las estad´ısticas anteriores ẑ−k y Σ
−
k es el mismo que en el caso lineal. Sin embrago,
generando la media anterior ẑ−k y la covarianza Σ
−
k a trave´s de la funcio´n no lineal
requiere una aproximacio´n.
ẑ−k+1 = E [zk+1|y1, . . . ,yk] (4.59)
ẑ−k+1 = E [f (zk) +Bηk|y1, . . . ,yk] (4.60)
ẑ−k+1 = E [f (zk) |y1, . . . ,yk] (4.61)
donde el condicional de expectativa de ηk es cero bajo la consideracio´n que el proceso
es de ruido blanco. El EKF aproxima la expectativa de f (zk) utilizando la expansio´n
de series de Taylor alrededor de ẑk
f (zk) = f (ẑk) +
∂f (ẑk)
∂z
(zk − ẑk) + 1
2
(zk − ẑk)T ∂
2f (ẑk)
∂z2
(zk − ẑk) + · · · (4.62)
y manteniendo solo los dos primeros te´rminos
f (zk) ≈ f (ẑk) +Ak (zk − ẑk) (4.63)
donde Ak se define como
Ak =
∂f (zk)
∂z
∣∣∣∣
ẑk
(4.64)
y donde el condicional de expectativa del segundo te´rmino es cero, as´ı la expectativa
de la serie de Taylor truncada da
ẑ−k+1 ≈ f (ẑk) (4.65)
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Aproximando la evaluacio´n de Σ−k+1 se define como
Σ−k+1 = E
[(
zk − ẑ−k
) (
zk − ẑ−k
) |y1, . . . ,yk] (4.66)
Σ−k+1 = E
[
(f (zk) +Bηk − f (ẑk)) (f (zk) +Bηk − f (ẑk))T |y1, . . . ,yk
]
(4.67)
Insertando la aproximacio´n de la serie de Taylor de primer orden, se obtiene
Σ−k+1 ≈ E
[
(f (ẑk) +Ak (zk − ẑk) +Bηk − f (ẑk)) (·)T |y1, . . . ,yk
]
(4.68)
Σ−k+1 ≈ E
[
(Ak (zk − ẑk) +Bηk) (Ak (zk − ẑk) +Bηk)T |y1, . . . ,yk
]
(4.69)
Σ−k+1 ≈ AkE [(zk − ẑk) (zk − ẑk)]ATk +BE
[
ηkη
T
k
]
BT (4.70)
Σ−k+1 ≈ AkΣkATk +BΣηBT (4.71)
Las ecuaciones (4.65) a (4.71) forman las ecuaciones de actualizacio´n de tiempo para
el EKF. La actualizacio´n de la medida es la misma que en el caso lineal, por lo que el
EKF se obtiene simplemente reemplazando las ecuaciones de actualizacio´n de tiempo
del filtro de Kalman. Luego, el EKF se aplica de acuerdo al procedimeinto mostrado
anteriormente, de la siguiente manera:
Algorithm 2: Filtro de Kalman con restricciones no lineales (EKF)
Incializar con ẑ0, Σ0 ;
for k = 1→ T do
Ecuaciones de actualizacio´n de tiempo:
ẑ−k = f (ẑk−1)
Σ−k = Ak−1Σk−1A
T
k−1 +BΣηB
T
Ecuaciones de actualziacio´n de la medida:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
end
Transformacio´n no lineal del filtro de Kalman
Un me´todo no lineal alternativo de estimacio´n con un rendimiento superior que el
EKF se conoce como transformacio´n no lineal del filtro de Kalman (UKF). La diferencia
ba´sica entre EKF y UKF se deriva de la forma en la que las variables aleatorias
Gaussianas (GRV) son representadas para la propagacio´n en sistema dina´micos.
Aunque el UKF direcciona las aproximaciones del EKF, la distribucio´n del estado se
representa por GRV, pero utilizando un conjunto mı´nimo de puntos de muestreo elegidos
cuidadosamente para capturar completamente la verdadera media y covarianza del GRV
y cuando se propaga a trave´s del verdadero sistema no lineal, captura la media posterior
y covarianza con precisio´n al segundo orden para cualquier no linealidad [8]. Con el fin
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de capturar adecuadamente la media posterior y la covarianza para el proceso, una
matriz sigma X de 2n+ 1 vectores sigma [X]i de acuerdo a
Xk−1 =
[
x̂k−1 x̂k−1 + δ
√
Σk−1 x̂k−1 − δ
√
Σk−1
]
(4.72)
siendo x̂k−1 ± δ
√
Σk−1 los vectores sigma alrededor de x̂k−1. Estos vectores sigma se
propagan a trave´s del sistema no lineal de la siguiente manera
X
−
k = f (Xk−1) (4.73)
siendo X−k la matriz sigma anterior, donde la media y covarianza anterior se determinan
de X−k como se muestra
ẑ−k ≈
2n∑
i=0
Wmi
[
X
−
k
]
i
(4.74)
Σ−k ≈
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T (4.75)
siendo Wmi y W
c
i los pesos asociados al ca´lculo de la media y varianza respectivamente.
Cabe sen˜alar que para el UKF la media y la varianza anterior se calculan a partir de
una distribucio´n de muestras, mientras que en el EKF se aproximan a trave´s de una
serie de Taylor truncada. Este enfoque mejora las aproximaciones del modelo no lineal
que son exactos para el tercer orden de las entradas Gaussianas para todas las no
linealidades [19].
La actualizacio´n de la medida es la misma que en el caso lineal y en el EKF, por
lo que el UKF se obtiene simplemente adicionando las ecuaciones de actualizacio´n de
tiempo del filtro de Kalman. Luego, el UKF se aplica de acuerdo al procedimiento
mostrado anteriormente, de la siguiente manera:
Algorithm 3: Filtro de Kalman con restricciones no lineales (UKF)
Incializar con ẑ0, Σ0 ;
for k = 1→ T do
Puntos sigma:
Xk−1 =
[
x̂k−1 x̂k−1 + δ
√
Σk−1 x̂k−1 − δ
√
Σk−1
]
Ecuaciones de actualizacio´n de tiempo::
X
−
k = f (Xk−1)
ẑ−k =
2n∑
i=0
Wmi
[
X
−
k
]
i
Σ−k =
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T
Ecuaciones de actualizacio´n de la medida::
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
end
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4.2.4. Estimacio´n Dual de estados y para´metros
Dada la naturaleza variante en el tiempo de los sistemas dina´micos reales afectados
en este estudio, la funcio´n f debe considerarse variable en el tiempo, por ejemplo,
fk, para mejorar el modelo dina´mico. Por lo tanto, hay una necesidad de introducir
expl´ıcitamente un vector de para´metros variantes en el tiempo, wk en el modelo
dina´mico dado por las ecuaciones. (4.16) y (4.17). Por lo tanto, los para´metros pueden
ser modelados ahora como el siguiente proceso estoca´stico estacionario:
wk = wk−1 + ζk (4.76)
donde la matriz de transicio´n de estados en (4.76) es dada por la matriz identidad,
siendo ζk un vector de ruido con distribucio´n Gaussiana y media cero, con covarianza
E{ζkζ⊤k } = Σζ y covarianza cruzada E{ζjζ⊤k } = 0, ∀k 6= j. Cuando Σζ = 0, el
proceso que describe el comportamiento dina´mico de los para´metros es considerado
como determinista constante, de lo contrario, se relaciona como paseo aleatorio.
Por consiguiente, tanto la solucio´n del problema inverso dina´mico en el caso de la
estimacio´n de la actividad neuronal (ẑk) y el ca´lculo de para´metros (ŵk) puede ser
formulado como un problema de estimacio´n dual, es decir, optimizando una variable a
la vez, mientras que la otra variable es fija y viceversa. Esta optimizacio´n multivarible
lleva al siguiente conjunto de ecuaciones
ẑk = arg ma´x
zk,ŵk
{p(zk, ŵk|y1, . . . ,yk)} (4.77)
ŵk = arg ma´x
ẑk,wk
{p(ẑk,wk|y1, . . . ,yk)} (4.78)
Estimacio´n del estado y para´metros para el modelo lineal
Con el fin de lograr una mejora del modelo dina´mico, es u´til considerar f como
una funcio´n variante en el tiempo fk. De esta manera, los para´metros del modelo
w =
[
a1 b1 a2
]T
, para el caso lineal dado en (4.17), son ahora para´metros que
var´ıan en el tiempo. Por consiguiente, la solucio´n del problema inverso dina´mico en
el caso de la estimacio´n de la actividad neuronal (ẑk) y la estimacio´n de los para´metros
(ŵk), podr´ıa ser formulado utilizando dos filtros de Kalman secuenciales propuestos
en [19] para la estimacio´n de la actividad neuronal y la estimacio´n de para´metros.
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Algorithm 4: Filtro de Kalman dual con restricciones lineales
Inicializar con ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Ecuaciones de actualizacio´n de tiempo para los para´metros del
filtro:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Ecuaciones de actualizacio´n de tiempo para los estados del filtro:
ẑ−k = Akẑk−1
Σ−k = AkΣk−1A
T
k +BΣηB
T
Ecuaciones de actualizacio´n de la medida para los estados del filtro:
Kxk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +K
z
k
(
yk −Cẑ−k
)
Σk = (I −KzkC)Σ−k
Ecuaciones de actualizacio´n de la medida para los para´metros del
filtro:
Kwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +K
w
k
(
yk −Cẑ−k
)
Σwk = (I −Kwk Cwk )Σ−wk
end
donde α ∈ (0, 1] se conoce como el factor de olvido, que proporciona una ponderacio´n
aproximada de la disminucio´n exponencial en datos del pasado. ŵk se define como un
vector que contiene los coeficientes estimados aˆ1, bˆ1, aˆ2 de la ecuacio´n (4.17), Ak es la
funcio´n lineal evaluando los para´metros estimados wˆk, ek es el error de estimacio´n en
el tiempo k definida como ek = yk − Cẑ−k , Cwk = −∂ek/∂ŵk, y Σe es la matriz de
covarianza asociada de e.
Estimacio´n del estado y para´metros para el modelo no lineal
Con el fin de lograr una mejora del modelo dina´mico, es u´til considerar f
como una funcio´n variante en el tiempo fk. De esta manera, los para´metros del
modelo w =
[
a1 b1 a2 a3 a4
]T
, para el caso no lineal dado en (4.16),son
ahora para´metros que var´ıan en el tiempo. Por consiguiente, la solucio´n del
problema inverso dina´mico en el caso de la estimacio´n de la actividad neuronal
(ẑk) y la estimacio´n de los para´metros (ŵk) para el modelo no lineal, podr´ıa
ser formulado utilizando dos filtros de Kalman secuenciales propuestos en [19]
para la estimacio´n de la actividad neuronal y la estimacio´n de para´metros.
28 Solucio´n del problema inverso con filtros de Kalman
Algorithm 5: Filtro de Kalman dual con restricciones no lineales (EKF)
Inicializar con ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Ecuaciones de actualizacio´n de tiempo para los para´metros del
filtro:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Ecuaciones de actualizacio´n de tiempo para los estados del filtro:
ẑ−k = fk (ẑk−1)
Σ−k = AkΣk−1A
T
k +BΣηB
T
Ecuaciones de actualizacio´n de la medida para los estados del filtro:
Kzk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +K
z
k
(
yk −Cẑ−k
)
Σk = (I −KzkC)Σ−k
Ecuaciones de actualizacio´n de la medida para los para´metros del
filtro:
Kwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +K
w
k
(
yk −Cẑ−k
)
Σwk = (I −Kwk Cwk )Σ−wk
end
donde α ∈ (0, 1] se conoce como el factor de olvido, que proporciona una
ponderacio´n aproximada de la disminucio´n exponencial en datos del pasado. ŵk
se define como un vector que contiene los coeficientes estimados aˆ1, bˆ1, aˆ2, aˆ3, aˆ4 de
la ecuacio´n (4.16), fk es la funcio´n no lineal evaluando los para´metros estimados
wˆk, ek es el error de estimacio´n en el tiempo k definida como ek = yk −
Cẑ−k , C
w
k = −∂ek/∂ŵk, y Σe es la matriz de covarianza asociada de e
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Algorithm 6: Filtro de Kalman dual con restricciones no lineales (UKF)
Inicializar con ẑ0, ŵ0, Σ0, Σw0 ;
for k = 1→ T do
Ecuaciones de actualizacio´n de tiempo para los para´metros del
filtro:
ŵ−k = ŵk−1
Σ−wk = α
−1Σwk−1
Puntos sigma:
Xk−1 =
[
x̂k−1 x̂k−1 + δ
√
Σk−1 x̂k−1 − δ
√
Σk−1
]
Ecuaciones de actualizacio´n de tiempo para los estados del filtro:
X
−
k = fk (Xk−1)
ẑ−k =
2n∑
i=0
Wmi
[
X
−
k
]
i
Σ−k =
2n∑
i=0
W ci
([
X
−
k
]
i
− ẑ−k
) ([
X
−
k
]
i
− ẑ−k
)T
+BΣηB
T
Ecuaciones de actualizacio´n de la medida para los estados del filtro:
Kk = Σ
−
k C
T
(
CΣ−k C
T +Σε
)−1
ẑk = ẑ
−
k +Kk
(
yk −Cẑ−k
)
Σk = (I −KkC)Σ−k
Ecuaciones de actualizacio´n de la medida para los para´metros del
filtro:
Kwk = Σŵ−
k
(Cwk )
T
(
Cwk Σŵ−
k
(Cwk )
T +Σe
)−1
ŵk = ŵ
−
k +K
w
k
(
yk −Cẑ−k
)
Σwk = (I −Kwk Cwk )Σ−wk
end
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Cap´ıtulo 5
Resultados
Para mostrar la efectividad de los me´todos planteados, se considera el problema
dina´mico inverso dentro del contexto de sen˜ales de electroencefalograf´ıa (EEG),
utilizando el modelo desarrollado en [20], donde el problema directo se puede dar como
la generacio´n de estas sen˜ales a partir de la actividad neuronal dentro del cerebro, la
cual puede ser modelado por la ecuacio´n (2.1).
Los me´todos de estimacio´n utilizados en este proyecto, se basan en un esquema
para disminuir considerablemente el costo computacional con la utilizacio´n de matrices
dispersas, desarrollando una metodolog´ıa en la aplicacio´n del problema inverso dina´mico
para sistemas multivariables con para´metros cambiantes en el tiempo. Los resultados
presentados se dividen en dos experimentos, el primero presenta la comparacio´n entre
los me´todos de estimacio´n basados en Tikhonov:
Solucio´n de Tikhonov Completa
Solucio´n de Tikhonov simplificado
Solucio´n de Tikhonov simplificado lema de inversio´n 1
Solucio´n de Tikhonov simplificado lema de inversio´n 2
el segundo, compara los me´todos de estimacio´n con filtros de Kalman, para sistemas
multivariabales con para´metros invariables y variables en el tiempo:
Filtro de Kalman Dual Lineal (L KF)
Filtro de Kalman Dual no lineal extendido (NL EKF)
Filtro de Kalman Dual no lineal (NL UKF)
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5.1. Disen˜o Experimental
5.1.1. Registros de EEG simulados
El enfoque ma´s comu´n para evaluar el rendimiento de una solucio´n inversa es utilizar
los datos simulados que toman ventaja de que la actividad de la fuente subyacente es
conocido y por lo tanto los me´todos pueden ser validados objetivamente. Con este
objetivo, un tiempo variable de simulacio´n de EEG de 1 s, utilizando una frecuencia de
muestreo de 250Hz, con comportamiento normal y patolo´gica se utiliza para el ana´lisis
de la reconstruccio´n. Para simular la actividad, el modelo no lineal discreto teniendo
en cuenta la actividad uniforme se utiliza, de la siguiente manera:
xk = A1xk−1 +A2x
2
k−1 +A3x
3
k−1 +A4xk−2 +A5xk−τ + ηk, (5.1)
donde los siguientes para´metros son fijos: τ = 20, a1 = 1,0628, b1 = −0,12,
a2 = 0,000143, a3 = −0,000286, a4 = −0,42857, a5 = 0,008 y |ηk| ≤ 0,05. Para simular
estados normales y patolo´gicos, el pa´ra´metro a1 cambia desde 1,0628 hasta 1,3 mientras
a4 cambia desde −0,428 a −1, para un tiempo de muestreo fijo de k = 125 (ej: t = 0,5s).
Para obtener una evaluacio´n imparcial de los me´todos, otro tipo de actividad
simulada se utiliza, que no se genera usando la ecuacio´n (5.1). Por el contrario,
corresponde a una sen˜al sinusoidal amortiguada con frecuencia central f0 a 10Hz. Luego,
se obtiene la densidad de corriente simulada como sigue:
xk =
Nf∑
i=1
1
σf
√
2pi
exp
(
−f(i)− f0
2σ2f
)
sin(2pif(i)k(tk − tk−1) + ϕ(i)) (5.2)
donde Nf es el nu´mero de componentes de frecuencia, f(i) es la frecuencia de oscilacio´n
8Hz ≤ f(i) ≤ 12Hz, ϕ(i) es un desplazamiento de fase aleatoria −pi ≤ ϕ(i) ≤ pi y
σ2f es la varianza. El resultado xk se obtiene multiplicando (5.2) por un coeficiente
espacial modelado por una funcio´n 3D Gaussiana, como se describe en [7].
Para obtener el EEG resultante yk dada la actividad simulada xk, la densidad de
corriente de las fuentes se multiplica por la matriz de campo yk =Mxk+εk, donde εk
se establece en la consecucio´n de los valores considerados de la relacio´n sen˜al a ruido
(SNRs): 30dB, 20dB, y 10dB.
5.1.2. Modelo de la cabeza
La estructura de la cabeza utilizada en la solucio´n del problema inverso se
muestra en la figura 5.1, donde d = 34 electrodos se asumen como mediciones
y n = 5000 fuentes esta´n involucrados en la solucio´n. Todas las fuentes esta´n
situados perpendicularmente en la superficie teselada de la corteza. Este supuesto se
hace, ya que los principales generadores de las mediciones de EEG son las neuronas
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piramidales corticales, cuyos troncos dendr´ıticos esta´n orientados localmente en paralelo
y apuntando perpendicularmente a la superficie cortical [15]. Por otra parte, la matriz
de campo M se calcula utilizando un modelo de la cabeza que tiene en cuenta los
efectos de la piel, el cra´neo y la corteza en la propagacio´n de los campos ele´ctricos.
El ca´lculo de esta matriz se lleva a cabo utilizando el enfoque del me´todo l´ımite de
elemento, como se explica en [13].
 
 
Electrodes
Sources
(a) Fuentes y electrodos (b) Cerebro y cuero cabelludo
Figura 5.1: Posiciones de las fuentes y los electrodos utilizados en las simulaciones y
reconstrucciones.
5.1.3. Medicio´n del error
Se considera la estimacio´n de los para´metros xk, para los diferentes me´todos
planteados, teniendo variaciones en los niveles de ruido (SNR) para 5 dB, 10 dB, 15
dB, 20 dB, 25 dB y 30 dB. El modelo expuesto en [20] pertenece a un modelo realista,
que fue calculado por medio de modelos de elementos de frontera, discretizando el
espacio del cerebro en tres taman˜os n = {5124, 8196, 20484} ve´rtices y tomando m = 32
electrodos para la medicio´n en la superficie del cerebro; para este estudio se conto´ con
n = {50, 200, 500, 1000} fuentes, tomando estas cantidades con el fin de observar los
resultados para los me´todos propuestos, ya que en cada iteracio´n se trabaja con una
matriz de n × n, lo que hace necesario utilizar te´cnicas de reduccio´n computacional,
para obtener resultados ra´pidos y eficientes.
En las tablas siguientes se presentan los resultados considerando el error residual
(RE),
RE = ‖MX − Y ‖2Fro (5.3)
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el error proyectado (PE)
PE = ‖X̂ −
rank(M)∑
i
<X,vi > vi‖2Fro (5.4)
y el error sin normalizar (SE),
SE = ‖X̂ −X‖2Fro (5.5)
5.2. Solucio´n de Tikhonov Completa
En esta seccio´n se presentan los resultados comparativos para la solucio´n del
problema inverso utilizando Tikhonov (2.8) considerando diferentes niveles de ruido y
comparando los resultados para diferentes mediciones de error 5.1.3 y diferentes fuentes
del sistema (orden del sistema).
Tikhonov completo - Orden 50
RR PE SE tcomp (s) SNR (dB)
1.301e-007 0.13076 0.1444 0.31607 5
4.2255e-008 0.12098 0.13462 0.23257 10
1.5707e-008 0.11829 0.13192 0.26921 15
7.0334e-009 0.11847 0.1321 0.26823 20
4.8893e-009 0.11797 0.13161 0.2829 25
4.1957e-009 0.11784 0.13148 0.23113 30
Tabla 5.1: Resultados obtenidos con Tikhonov de orden 50
Tikhonov completo - Orden 200
RE PE SE tcomp (s) SNR (dB)
1.3188e-007 0.0504 0.14365 1.9988 5
6.4079e-008 0.047849 0.10503 2.1015 10
3.8948e-008 0.046864 0.10248 2.1137 15
3.1623e-008 0.046552 0.1015 2.0853 20
2.8625e-008 0.046562 0.10119 2.1503 25
2.8025e-008 0.046522 0.10115 2.1835 30
Tabla 5.2: Resultados obtenidos con Tikhonov de orden 200
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Tikhonov completo - Orden 500
RE PE SE tcomp (s) SNR (dB)
1.4096e-007 0.019834 0.057293 15.4179 5
6.2745e-008 0.018967 0.056426 15.1879 10
4.0388e-008 0.018438 0.055897 15.1252 15
3.2182e-008 0.018349 0.055808 15.4038 20
3.0391e-008 0.018299 0.055757 15.0787 25
2.995e-008 0.018266 0.055724 15.2754 30
Tabla 5.3: Resultados obtenidos con Tikhonov de orden 500
Tikhonov completo - Orden 1000
RE PE SE tcomp (s) SNR (dB)
9.1466e-008 0.0040882 0.031206 128.268 5
3.0906e-008 0.0035816 0.030699 127.7538 10
1.1344e-008 0.0033486 0.030466 128.0236 15
5.5419e-009 0.0032889 0.030406 128.0949 20
3.7802e-009 0.0032746 0.030392 127.9393 25
3.1134e-009 0.0032701 0.030388 128.105 30
Tabla 5.4: Resultados obtenidos con Tikhonov de orden 1000
Las tablas 5.1 a 5.4, muestran los errores en la estimacio´n, como se muestra la salida
estimada tiene un error muy pequen˜o en comparacio´n a la salida simulada error residual
del orden de e − 007 a e − 009 y a medida que el orden del sistema es mayor hay un
error ma´s pequen˜o SE, lo que muestra que los estados estimados son comparables a los
reales, aunque esto exige un mayor costo computacional.
5.3. Solucio´n de Tikhonov simplificado
En esta seccio´n se presentan los resultados comparativos para la solucio´n del
problema inverso utilizando Tikhonov (2.9) considerando diferentes niveles de ruido y
comparando los resultados para diferentes mediciones de error 5.1.3 y diferentes fuentes
del sistema (orden del sistema).
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Tikhonov simplificado - Orden 50
RE PE SE tcomp (s) SNR (dB)
3.5795e-007 0.41264 0.45407 0.22274 5
1.0289e-007 0.365 0.40643 0.19705 10
4.4753e-008 0.35324 0.39467 0.21507 15
1.8189e-008 0.34895 0.39039 0.2171 20
1.2437e-008 0.34734 0.38877 0.22029 25
1.0121e-008 0.34731 0.38875 0.21147 30
Tabla 5.5: Resultados obtenidos con Tikhonov simplificado de orden 50
Tikhonov simplificado - Orden 200
RE PE SE tcomp (s) SNR (dB)
2.0072e-007 0.052789 0.14939 2.0579 5
6.7912e-008 0.043361 0.13996 2.1611 10
2.6133e-008 0.040939 0.13754 2.1476 15
1.401e-008 0.039933 0.13653 2.2293 20
1.0336e-008 0.03962 0.13622 2.1726 25
9.1121e-009 0.03955 0.13615 2.0968 30
Tabla 5.6: Resultados obtenidos con Tikhonov simplificado de orden 200
Tikhonov simplificado - Orden 500
RE PE SE tcomp (s) SNR (dB)
7.6696e-008 0.01391 0.056104 15.6558 5
3.5757e-008 0.013236 0.05543 15.3497 10
2.4396e-008 0.013046 0.055241 15.3974 15
2.027e-008 0.013012 0.055206 15.0475 20
1.8898e-008 0.012993 0.055187 14.7125 25
1.8614e-008 0.012982 0.055177 15.2205 30
Tabla 5.7: Resultados obtenidos con Tikhonov simplificado de orden 500
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Tikhonov simplificado - Orden 1000
RE PE SE tcomp (s) SNR (dB)
3.9331e-008 0.0066397 0.016988 129.3165 5
1.5836e-008 0.0065599 0.016908 129.2718 10
9.2058e-009 0.0065148 0.016863 129.3211 15
6.819e-009 0.006515 0.016863 129.5146 20
6.0337e-009 0.0065129 0.016861 129.1935 25
5.7564e-009 0.006513 0.016861 129.7888 30
Tabla 5.8: Resultados obtenidos con Tikhonov simplificado de orden 1000
Las tablas 5.5 a 5.8, muestran los errores de estimacio´n, como se muestra la salida
estimada tiene un error muy pequen˜o en comparacio´n a la salida simulada error residual
del orden de e − 007 a e − 009 y a medida que el orden del sistema es mayor hay un
error ma´s pequen˜o SE, lo que muestra que los estados estimados son comparables a los
reales, aunque esto exige un mayor costo computacional. En comparacio´n a la solucio´n
completa el error SE es menor, lo que permite concluir que la matriz de ponderacio´n
requiere de un proceso adicional para acercarse al me´todo simplificado que la asume
como la matriz identidad.
5.4. Solucio´n de Tikhonov simplificado lema de
inversio´n 1
En esta seccio´n se presentan los resultados comparativos para la solucio´n del
problema inverso utilizando Tikhonov (2.11) considerando diferentes niveles de ruido y
comparando los resultados para diferentes mediciones de error 5.1.3 y diferentes fuentes
del sistema (orden del sistema).
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Tikhonov simplificado lema de inversio´n 1 - Orden 50
RE PE SE tcomp (s) SNR (dB)
7.3522e-008 0.34358 0.38562 0.22798 5
3.6693e-008 0.3373 0.37933 0.22833 10
2.0091e-008 0.33723 0.37927 0.22212 15
1.6406e-008 0.3365 0.37854 0.23334 20
1.4584e-008 0.3367 0.37874 0.23527 25
1.3918e-008 0.33676 0.3788 0.23034 30
Tabla 5.9: Resultados obtenidos con Tikhonov simplificado Lema 1 de orden 50
Tikhonov simplificado lema de inversio´n 1 - Orden 200
RE PE SE tcomp (s) SNR (dB)
1.9107e-007 0.060897 0.12785 2.0334 5
9.0072e-008 0.052014 0.11896 2.0698 10
4.5172e-008 0.048521 0.11547 2.0554 15
3.2928e-008 0.047292 0.11424 1.9874 20
2.8865e-008 0.047109 0.11406 2.0337 25
2.7522e-008 0.047039 0.11399 2.0195 30
Tabla 5.10: Resultados obtenidos con Tikhonov simplificado Lema 1 de orden 200
Tikhonov simplificado lema de inversio´n 1 - Orden 500
RE PE SE tcomp (s) SNR (dB)
2.9477e-008 0.0067644 0.037087 16.2108 5
1.2388e-008 0.0066189 0.036941 15.8081 10
7.0814e-009 0.0065665 0.036889 15.4548 15
5.3293e-009 0.0065554 0.036877 15.4832 20
4.8155e-009 0.0065504 0.036872 15.4674 25
4.6349e-009 0.0065492 0.036871 15.4066 30
Tabla 5.11: Resultados obtenidos con Tikhonov simplificado Lema 1 de orden 500
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Tikhonov simplificado lema de inversio´n 1 - Orden 1000
RE PE SE tcomp (s) SNR (dB)
1.5378e-007 0.0031549 0.030141 132.6021 5
6.1237e-008 0.002614 0.0296 132.91 10
2.7328e-008 0.0024581 0.029444 132.5323 15
1.7631e-008 0.0023989 0.029385 132.3481 20
1.4688e-008 0.0023743 0.02936 132.233 25
1.3764e-008 0.0023723 0.029358 132.2414 30
Tabla 5.12: Resultados obtenidos con Tikhonov simplificado Lema 1 de orden 1000
Las tablas 5.9 a 5.12, muestran los errores de estimacio´n, como se muestra la salida
estimada tiene un error muy pequen˜o en comparacio´n a la salida simulada error residual
del orden de e − 007 a e − 009 y a medida que el orden del sistema es mayor hay un
error ma´s pequen˜o SE, lo que muestra que los estados estimados son comparables
a los reales, aunque esto exige un mayor costo computacional. En comparacio´n a la
solucio´n completa y el me´todo simplificado la solucio´n considerando el lema de inversio´n
1 tiene un resultado comparativo a la solucio´n completa en la estimacio´n de estados y
se acerca a los resultados del me´todo simplificado, que como se mostro´ anteriormente
redefine anal´ıticamente la solucio´n de Tikhonov, en otras palabras reformula la ecuacio´n
matema´tica de la solucio´n.
5.5. Solucio´n de Tikhonov simplificado lema de
inversio´n 2
En esta seccio´n se presentan los resultados comparativos para la solucio´n del
problema inverso utilizando Tikhonov (2.13) considerando diferentes niveles de ruido y
comparando los resultados para diferentes mediciones de error 5.1.3 y diferentes fuentes
del sistema (orden del sistema).
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Tikhonov simplificado lema de inversio´n 2
RE PE SE tcomp (s) SNR (dB)
3.2531e-007 0.40274 0.44417 0.12672 5
1.134e-007 0.36844 0.40988 0.14579 10
4.0018e-008 0.35254 0.39397 0.149 15
1.8856e-008 0.34873 0.39016 0.14092 20
1.209e-008 0.34745 0.38888 0.14261 25
9.8365e-009 0.34734 0.38878 0.14445 30
Tabla 5.13: Resultados obtenidos con Tikhonov simplificado Lema 2 de orden 50
Tikhonov simplificado lema de inversio´n 2 - Orden 200
RE PE SE tcomp (s) SNR (dB)
1.0703e-008 0.055157 0.14365 0.20144 5
6.6329e-009 0.055144 0.14363 0.19249 10
5.3419e-009 0.055151 0.14364 0.19019 15
4.8996e-009 0.055148 0.14364 0.17082 20
4.7709e-009 0.055146 0.14364 0.16808 25
4.7486e-009 0.055142 0.14363 0.16092 30
Tabla 5.14: Resultados obtenidos con Tikhonov simplificado Lema 2 de orden 200
Tikhonov simplificado lema de inversio´n 2 - Orden 500
RE PE SE tcomp (s) SNR (dB)
2.0686e-008 0.0068457 0.044948 0.24963 5
9.6776e-009 0.0067205 0.044822 0.28191 10
5.6391e-009 0.0067141 0.044816 0.25896 15
4.5311e-009 0.0066989 0.044801 0.28765 20
4.0969e-009 0.0067002 0.044802 0.25713 25
4.025e-009 0.0066971 0.044799 0.2477 30
Tabla 5.15: Resultados obtenidos con Tikhonov simplificado Lema 2 de orden 500
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Tikhonov simplificado lema de inversio´n 2 - Orden 1000
RE PE SE tcomp (s) SNR (dB)
1.3246e-007 0.004371 0.030919 0.41146 5
4.9687e-008 0.0036489 0.030197 0.36792 10
2.4134e-008 0.0034426 0.02999 0.39121 15
1.6117e-008 0.0033499 0.029898 0.36768 20
1.368e-008 0.0033307 0.029878 0.41155 25
1.2671e-008 0.0033289 0.029877 0.40426 30
Tabla 5.16: Resultados obtenidos con Tikhonov simplificado Lema 2 de orden 1000
Las tablas 5.13 a 5.16, muestran los errores de estimacio´n, como se muestra la salida
estimada tiene un error muy pequen˜o en comparacio´n a la salida simulada error residual
del orden de e − 007 a e − 009 y a medida que el orden del sistema es mayor hay un
error ma´s pequen˜o SE, lo que muestra que los estados estimados son comparables a
los reales. En comparacio´n a la solucio´n completa, el me´todo simplificado y el me´todo
simplificado con lema de inversio´n 1, la solucio´n considerando el lema de inversio´n 2
tiene un resultado comparativo a la solucio´n completa en la estimacio´n de estados y
se acerca a los resultados del me´todo simplificado, que como se mostro´ anteriormente
redefine anal´ıticamente la solucio´n de Tikhonov, en otras palabras reformula la ecuacio´n
matema´tica de la solucio´n. Pero a diferencia de los resultados anteriores y gracias a la
reduccio´n del ca´lculo en el taman˜o de las matrices, el costo computacional sin importar
el orden del sistema se reduce notoriamente, lo que permite recomendar este me´todo
como el de mejor rendimiento para una aplicacio´n real.
5.6. Solucio´n con Filtro de Kalman con para´metros
invariantes y variantes en el tiempo
La tabla 5.17 muestra los valores de error esta´ndar (SE), llevada a cabo en ambos
casos de modelado dina´mico, lineal y no lineal, con para´metros invariantes en el tiempo,
los resultados obtenidos representan una comparacio´n entre los me´todos de estimacio´n
de filtros de Kalman: lineal (L KF), no lineal extendido (NL EKF) y no lineal (NL UKF).
Debe citarse que los valores de error obtenidos para el modelo lineal de referencia son
consistentes con las evaluadas cuando se utiliza un modelo de la cabeza esfe´rica en [7].
Como se observa, el modelo no lineal supera el rendimiento lineal, especialmente, con
un bajo SNR.
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Caso Fuente 10 dB 20 dB 30 dB
L KF Superficie 4.37 ± 1.98 3.95 ±1.21 3.08 ± 1.07
L KF Profundo 5.26 ± 1.71 4.38 ±1.59 3.45 ± 1.33
NL EKF Superficie 3.33 ±1.69 2.99 ±1.11 2.03 ± 0.98
NL EKF Profundo 3.64 ± 1.48 3.08 ±1.20 2.04 ± 1.06
NL UKF Superficie 2.37 ±0.63 1.91 ±0.61 1.15 ± 0.18
NL UKF Profundo 2.76 ± 0.76 1.99 ±0.72 1.23 ± 0.26
Tabla 5.17: SE para modelos dina´micos con para´metros invariantes en el tiempo
La tabla 5.18 resume los resultados obtenidos para los modelos dina´micos con
para´metros variantes en el tiempo. En comparacio´n con el me´todo esta´tico, los
me´todos dina´micos muestran mejores resultados de la estimacio´n. Adema´s, se puede
ver claramente que para los para´metros variantes en el tiempo, se logra un SE inferior
en presencia de ruido elevado, ya que el modelo estimado tiene en cuenta la variabilidad
de la sen˜al.
Por otra parte, el mejor rendimiento se consigue utilizando el modelo no lineal con
para´metros variantes en el tiempo. Como resultado, cualquier variacio´n ya sea en la
conductividad del cerebro o est´ımulo externo, se considera como una variacio´n en el
conjunto asumiendo un modelo adaptativo.
Caso Fuente 10 dB 20 dB 30 dB
L KF Superficie 1.55 ± 0.72 1.43 ±0.63 0.94 ± 0.31
L KF Profundo 1.76 ± 0.75 1.67 ±0.79 1.13 ± 0.42
NL EKF Superficie 2.01 ± 1.07 1.06 ± 0.51 0.88 ± 0.39
NL EKF Profundo 2.14 ± 1.27 1.18 ±0.69 0.95 ± 0.32
NL UKF Superficie 1.17 ±0.69 0.99 ±0.31 0.77 ± 0.18
NL UKF Profundo 1.23 ± 0.73 0.92 ±0.31 0.87 ± 0.16
Tabla 5.18: SE para modelos dina´micos con para´metros variantes en el tiempo
Por lo tanto, un modelo que describe con mayor precisio´n las densidades de corriente
variantes en el tiempo conduce a un error bajo de la reconstruccio´n, como se deduce de
la tabla 5.18. Sin embargo, los valores obtenidos de SE para el modelo lineal variante
en el tiempo (Ver tabla 5.18) muestra un comportamiento similar a la alcanzada por
la estructura invariante en el tiempo no lineal (ver tabla 5.18). Sin embargo, el mejor
rendimiento se consigue utilizando el modelo no lineal con para´metros variables en el
tiempo, y por lo tanto, el uso de estos modelos debe ser preferible para ESL en caso
de ataques epile´pticos.
Las figuras 5.2 y 5.3 representan el mapeo cerebral para una actividad neuronal
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prevista en un instante de tiempo k para una fuente superficial en comparacio´n con la
actividad neuronal simulada.
Vista frontal Vista superior Vista lateral
(a) Simulada
(b) Estimada KF Dual
Figura 5.2: Mapeo cerebral para la actividad neuronal simulada y la actividad neural
estimada utilizando me´todo lineal KF dual (SNR: 20 dB)
Vista frontal Vista superior Vista lateral
(a) Estimada EKF Dual
(b) Estimada UKF Dual
Figura 5.3: Mapeo cerebral para la actividad neuronal simulada y la actividad neural
estimada utilizando me´todos no lineales con KF dual (SNR: 20 dB)
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Cap´ıtulo 6
Conclusiones
Se desarrollo´ una metodolog´ıa para la aplicacio´n del problema inverso dina´mico en
la identificacio´n de sistemas multivariables con para´metros cambiantes en el tiempo
utilizando filtros de Kalman Dual no lineales (UKF).
Se obtiene un procedimiento de estimacio´n de modelos dina´micos lineales y no
lineales en la solucio´n del problema inverso dina´mico, a partir del comportamiento del
sistema utilizando los filtros de Kalman Dual.
Se desarrollo´ una metodolog´ıa para la solucio´n del problema inverso dina´mico para
sistemas multivariables usando como restriccio´n modelos dina´micos variantes en el
tiempo a partir de los filtros de Kalman Dual no lineales.
Se disen˜a un esquema de implementacio´n para la reduccio´n del costo computacional
en sistemas lineales y no lineales variantes en el tiempo de acuerdo a los modelos
dina´micos utilizados con un ana´lisis comparativo en el desempen˜o de los modelos de
estimacio´n utilizados.
Se planteo´ la manera de solucionar problemas dina´micos lineales inversos mediante
la estimacio´n de Tikhonov, con resultados notorios para el modelo EEG, donde se
pudo observar que a medida que se incrementa el orden del sistema se obtienen errores
de calculo pequen˜os, validando la efectividad del me´todo para solucionar problemas
dina´micos inversos, adema´s de reducir el costo computacional con la utilizacio´n de
matrices dispersas y lemas de inversio´n con resultados eficientes.
Al utilizar los filtros de Kalman Dual no lineales (UKF) se encontro´ el mejor
desempen˜o al considerar para´metros variables en el tiempo para la estimacio´n de las
sen˜ales EEG normales y patolo´gicas, como los ataques epile´pticos. La metodolog´ıa
planteada, encuentra errores de estimacio´n SE pequen˜os comparables al estado del
arte existente.
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Ape´ndice A
Me´todos de estimacio´n ESL en
MATLAB
A continuacio´n se presentan los co´digos de estimacio´n de estados para MATLAB
de los me´todos implementados para el orden del sistema N a partir de la salida del
sistema y
A.1. Solucio´n Tikhonov Completa
A partir de M , Cε, W , x
−
k y λ se estima x̂ (2.8)
for k=1:N
% Solucio´n Tikhonov ecuacio´n completa
x_est = pinv((M’*pinv(Ce)*M) + (lambda^2)*(W’*W))*((M’*pinv(Ce)*y(:,k)) +...
((lambda^2)*W’*W*x0));
yest=M*x_est;
end
A.2. Solucio´n Tikhonov Simplificada
A partir de M , Cε, In, ∆ y λ se estima x̂ (2.9)
for k=1:N
% Solucio´n Tikhonov ecuacio´n simplificada
x_est = pinv((M’*pinv(Ce)*M) + (lambda^2)*(In))*M’*pinv(Ce)*y(:,k);
yest=M*x_est;
end
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A.3. Solucio´n Tikhonov Simplificada Lema de
inversio´n 1
A partir de M , Cε, In y λ se estima x̂ (2.11)
for k=1:N
% Solucio´n Tikhonov ecuacio´n simplificada lema de inversio´n 1
Sig=pinv((lambda^2)*In);
x_est = (Sig -((Sig*M’*pinv((M*Sig*M’)+ Ce))*M*Sig))*M’*pinv(Ce)*y(:,k);
yest=M*x_est;
end
A.4. Solucio´n Tikhonov Simplificada Lema de
inversio´n 2
A partir de M , In y λ se estima x̂ (2.13)
for k=1:N
% Solucio´n Tikhonov ecuacio´n simplificada lema de inversio´n 2
x_est = M’*pinv(M*M’+(lambda^2)*In)*y(:,k);
yest=M*x_est;
end
A.5. Solucio´n Filtro Kalman Dual
Como se presenta en el algoritmo 5
for k=1:N
%*****Filtro de Kalman para estimar los para´metros*******
Pwpre = Pwupdate + Qw;
Lw = Pwpre*Cw*(inv(Cw’*Pwpre*Cw+Rw));
tetae(:,:) = tetaepre + Lw*(yw’- Cw’*tetaepre);%k
Pwupdate = Pwpre - Lw*Cw’*Pwpre;
%*****Filtro de Kalman para estimar los para´metros*******
Aest=tetae(:,:);
% Filtro de Kalman para estimar los estados del sistema
xstatepre = Aest*xstateupdate(:,j-1);
Ppre = Aest*Pupdate*Aest’ + Q;
Lstate = Ppre*C’*(inv(C*Ppre*C’+R));
xstateupdate(:,k) = xstatepre + Lstate*(y(:,k)- C*xstatepre);
Pupdate = Ppre - Lstate*C*Ppre;
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yest=C*xstateupdate(:,k);
end
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