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In [3], we introduced the Bore1 diagonalization theorems. Here is the most 
basic one from 131. 
THEOREM (see [3, Proposition Cl). Let F: Rm + R be a Bore1 function 
such that F is invariant under all permutations of coordinates. Then for some 
x E Rm, F(x) is a coordinate of x. 
We showed in [3] that this theorem is provable in third-order arithmetic 
but not in second-order arithmetic. 
This basic connection between Bore1 functions and second-order 
arithmetic relies on functions of infinitely many arguments. In this paper, we 
make the same type of connection between Bore1 functions and second-order 
arithmetic, where the Bore1 functions are unary functions on the Cantor 
space 2” or the unit circle. For example, there is a Bore1 function on the 
Cantor space which somewhere agrees with every shift invariant Bore1 
function on the Cantor space (i.e., with every Bore1 tail function). And this 
statement can be proved in third-order arithmetic but not in second-order 
arithmetic. Here are the details. 
Let K be the Cantor space 2” under the usual product topology, and let 
s: K+ K be the shift operation. That is, s(x)(n) = x(n + 1). We say that 
F: K + K is shift invariant if F(sx) = F(x) for all x. (This is the same as 
being a tail function; i.e., if T and y have a common tail then F(x) = F(y).) 
We use the notation x(“), x E K, for x’“‘(m) = x(m”). 
We now state four successively stronger propositions (actually, it turns 
out that they are provably equivalent in weak systems). 
PROPOSITION A. There is a Bore1 function F: K -+ K such that for all 
shift invariant Bore1 functions G: K + K, we have F(x) = G(x) somewhere. 
PROPOSITION B. There is a continuous function F: K + K such that for 
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all shift invariant Bore1 functions G: K + K, we have F(x) = G(x) 
somewhere. 
PROPOSITION C. For all shift invariant Bore1 functions F: K + K there 
is an x such that F(x) = x(‘). 
PROPOSITION D. For all shlyi invariant Bore1 functions F: K -+ K and 
n > 2, there is an x such that F(x) = xc”). 
We now begin the proof of Proposition D. Let F: K + K be a fixed shift 
invariant Bore1 function with Bore1 code U, and let n > 2. Let A be a coun- 
table admissible set with u E A, and let M be a countable o-model of 
second-order arithmetic which satisfies the comprehension scheme with 
respect to all formulas in PA. 
We do a forcing argument over 44. For each i > 0, let Qi = {m E o: 
(3 E o)(l r” - ml < i)). Th e f arcing conditions of rank <i are just the 
functions f: B -+ {0, 1 }, (coded) in A4, where B c Qi. Let Pi be the set of 
conditions of rank <i, and let P = U, P, be the set of all conditions. The 
partial ordering of conditions is simply that of inclusion. These conditions 
obviously converge to generic objects x E K. For genericity, we use all dense 
sets of conditions which are definable (with parameters) over M by a 
formula in 9”. 
For any partial function f: o + {0, 1 }, we let s(f) be given by s(f)(n) N 
f(n + I). Let s*(f) be the mth shift off; i.e., s”‘(f)(n) = f (n + m). We will 
have occasion to use this notation even for negative m. 
We claim that x E K is generic if and only if s(x) is generic. For the 
forward direction, let S be a dense set of conditions. We have only to show 
that some element of S is extended by s(x). Let T be the set of all 
conditions g such that s(g) E S. Obviously, T is also dense. By the genericity 
of x, there is a g E T such that g c x. Therefore, s(g) c s(x) and s(g) E S. 
Hence, s(x) extends an element of S. 
For the reverse direction, let S be a dense set of conditions. We must show 
that some element of S is extended by x. Let T be the set of all s(g) such 
that g E S and g(0) = x(0). Then clearly T is also dense. By the genericity of 
s(x), let g = s(h) E T, s(h) c s(x), h E S, and h(0) =x(O). Then for all k > 1, 
if h(k) is defined then h(k) = x(k). Since also h(0) = x(O), we see that h E x. 
We thus conclude that if x, y E K have a common tail, then x is generic if 
and only if y is generic. 
We now claim that for all k, the empty condition 0 decides the forcing 
statement F(i)(k) = 0, where 1 is the name of the generic object. To see this, 
let f, g be two conditions of rank < i such that f I)- F(Z)(k) = 0 and 
g )I- F(i)(k) = 1. Assume i > 1. 
E = dom(sd3’(g)) ~3 dam(f) is finite. To see this, let q E E be sufficiently 
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large, and let 1q-33i-anj<i, and (q-b”Igi. Then the choice of a and b 
are unique. It is clear that a # b. However, since q is sufficiently large, so are 
a and b. Since n ) 2, ]a” - b” ] is also sufficiently large. From this, we have a 
contradiction. Hence, E does not contain sufficiently large elements; i.e., E is 
finite. 
Let a be the condition obtained by combining se3’(g) and f, where f is 
used on E, and let /I be the condition obtained by combining sm3’(g) and f, 
where s-“(g) is used on E. Let a c y, where y is generic. Then, F(y)(k) = 0. 
Let z be the same as y, except that it agrees with sm3’(g) on E. Now, y and 
s3’(z) have a common tail, and so s3’(z) is generic. Since g c s3’(z), we see 
that F(s3’(z))(k) = 1. But again since y and s3’(z) have a common tail, we 
have F(y)(k) = 1, which contradicts F(y)(k) = 0. 
Since 0 decides all forcing statements F(i)(k) = 0, let y E K be such that 
for all generic x, and k E w, F(x) = y. By the L+deflnability of forcing, 
y E iU. Let f be the condition of rank (0 given by f (k”) = y(k). Finally, let x 
be generic with f c x. Then obviously, F(x) = y = x(“). 
Propositions A, B, and C follow at once from Proposition D since the 
mapping x(“), for any given n, is continuous on K. 
THEOREM 1. Propositions A-D hold. 
We now show that none of Propositions A-D can be proved in second- 
order arithmetic (Z,), or equivalently (in view of absoluteness) in 
ZFC + V= L - 9 (see [3]). We follow the method of [3] by establishing 
that we can derive the existence of an o-model of parameterless second-order 
arithmetic (pZ,) from any of Propositions A-D within, say, Z,. 
Within Z,, assume that there is no o-model of pZ,. We now wish to 
refute Proposition A. 
Let F: K + K be a Bore1 function. We have only to find a shift invariant 
Bore1 function G: K-t K which everywhere disagrees with F. 
Let x E K. Let M be the w-model consisting of all sets of integers which 
are recursive in (x, F(x)). Since M is not a model of pZ*, there is a formula 
4(n) with only the free variable shown, such that {n: MC O(n)} & 44. Choose 
# with the least G&lel number with this property, and let G(x) = 
(n: MC b(n)}. Clearly, G is shift invariant since M depends only on the 
Turing degree of x. Since G(x) & M, we see that G(x) #F(x). Thus as in [3], 
we conclude the following. 
THEOREM 2. None of Propositions A-D can be proved in second-order 
arithmetic, or ZFC + Y= L - 9. 
We now turn to a different setting. Let S be the circle group ([0, 1) under 
addition modulo 1). The multiplicative semigroup of strictly positive integers 
acts on S by multiplication. 
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Now consider these two propositions, the second of which depends on an 
integer r > 0. 
PROPOSITION E. There is a Bore1 function F: S + S such that for all 
Bore1 functions G: S + S, tf for all integers r > 0, G(rx) = G(x), then 
F(x) = G(x) somewhere. 
PROPOSITION F. There is a continuous function F: S + S such that for 
all Borel functions G: S + S with G(rx) = G(x), we have that F(x) = G(x) 
somewhere. 
We now prove that Proposition F holds for all integers r > 1. (It obviously 
fails for r = 1.) 
Since if G(rx) = G(x) then G(r*x) = G(x), we can assume without loss of 
generality that r > 2. 
Let V be the set of all elements of [0, 1) whose decimal expansion to base 
r consists solely of O’s and 1’s. Then, V is a Cantor set, and V is closed 
under multiplication by r (modulo 1, in the sense of S). In fact, let p: I’-+ K 
be the obvious isomorphism from V onto K. Then, multiplication by r is 
transformed to shift on K. To simplify notation, we will not mention p again, 
and assume that V has been appropriately identified with K. 
Let G: S + S be a Bore1 function with G(rx) = G(x). Let H: V+ S be any 
continuous surjection (V is a Cantor set and S is a compact metric space). 
Let I: S + V be any one-one onto Bore1 function such that H(l(x)) =x 
e.g., I(x) is the least y such that H(y) = x). 
Let J: V-t V be given by J(x) = I(G(x)). We now apply Proposition C. 
Thus for some y E I’, J(y) = y (2) Fix this y. Now, H(J(y)) = H(yC2’) = .
H(I(G( y))) = G(y). Thus, G(y) = H( yC2’). 
Finally, let F(x) = H(x”‘), for all x E V. Then, F: V-r S is continuous, 
and for all Bore1 functions G: S + S with G(rx) =x, all x, there is a y E S 
with G(y) = F(y). Since any continuous F: V-+ S can be easily extended to 
a continuous F’: S -+ S, the proof is now complete. 
Thus, we have the following. 
THEOREM 3. Proposition E holds, and Proposition F holds for all 
integers r > 1. 
We now show that Proposition E cannot be proved in second-order 
arithmetic. The argument is virtually identical to that given above for 
Theorem 2. The only difference is the choice of the w-model M. Let x E S. 
A4 is the u-model consisting of all sets of integers which are recursive in 
(2, F(x)), where 2, F(x) are the decimal expansions of x, F(x). Since for 
integers n > 0, and y E S, the Turing degree of ~7 is the same as the Turing 
degree of i@, the proof proceeds according to the proof of Theorem 2. 
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THEOREM 4. Neither Proposition E nor the existence of an integer r > 0 
such that Proposition F holds can be proved in second-order arithmetic, or 
ZFC+V=L-9. 
The proofs of Propositions A-F are easily seen to be within third-order 
arithmetic. In fact, they are arranged so that T = ATR, + “for every coun- 
table subset A G Y&,,, there is an w-model of second-order comprehension 
for formulas (with parameters) in A,” is what is really used. (The system 
ATR, is presented in [l] and (21.) 
The reversals (i.e., proofs of Theorems 2 and 4) show that within ATR,, 
one can derive “for every countable subset A G YW,,, there is an o-model of 
second-order comprehension for formulas without parameters in A.” But for 
A s %I*, that obey weak closure conditions, the argument in [3] that 
produces an w-submodel of Z, inside any w-model of pZ, also establishes 
that within ATR,, if there is an w-model of second-order comprehension for 
formulas without parameters in A, then there is an w-model of second-order 
comprehension for formulas (with parameters) in A. Thus, we have the 
following. 
THEOREM 5. Within A TR,, any of A-E, F for all integers r > 1, and F 
for some integer r > 1, are provably equivalent to “for every countable subset 
A Q&i,, there is an w-model of second-order comprehension for formulas 
(with parameters) in A.” 
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