Let X = {X t } t∈T be a stochastic process on an arbitrary index set T with identical marginal distributions and upper endpoint τ upper . The tail correlation function (TCF) χ of X is defined through χ(s, t) = lim τ →τupper P (X s > τ | X t > τ ) for s, t ∈ T , provided the limit exists. We show that the set of all TCFs on T × T coincides with the set of TCFs stemming from a subclass of max-stable processes. It can be completely characterized by finite-dimensional inequalities. If T is finite, the set of TCFs on T × T forms a convex polytope of |T | × |T | matrices. Up to |T | = 6 its vertices and facet inducing inequalities are computed, the latter forming a reduced system of necessary and sufficient conditions for being a TCF. None of these conditions will become obsolete as |T | grows.
Introduction
Let X = {X t } t∈T be a stochastic process on a set T , such that X has identical nondegenerate one-dimensional marginal distributions with upper endpoint τ upper which may be ∞. Assuming that the limits of conditional probabilities χ (X) (s, t) := lim τ →τupper P(X s > τ | X t > τ ), s, t ∈ T, exist, the function χ (X) : T × T → [0, 1] will be called the tail correlation function (TCF) of the process X. Roughly speaking, χ (X) (s, t) expresses the probability of an extremal event at location s given an extremal event at location t. The value 0 is usually interpreted as asymptotic independence of the random variables X s and X t . The TCF dates back to [10, 21, 25] and is a popular extremal dependence measure that is known under different names, for instance (upper) tail dependence coefficient [1, 5, 7] or χ-measure [1, 3] . We use the name "tail correlation function", since χ = χ (X) measures tail dependence and is indeed a non-negative correlation function [5, 8, 20] , that is χ(s, t) ≥ 0, χ(s, t) = χ(t, s), χ(t, t) = 1 ∀ s, t ∈ T and m i=1 m j=1 a i a j χ(t i , t j ) ≥ 0 ∀ (t 1 , . . . , t m ) ∈ T m , a ∈ R m , m ∈ N.
When X is stationary and max-stable, the TCF χ (X) contains also mixing information [13, 26] . Estimators for 2 − χ (called extremal coefficient function therein and not to be confused with the ECF below) can be found for instance in [22] (raw estimates) and [4, 17, 20] .
In this text we address the following two aspects, which are directly connected: on the one hand the realization problem for TCFs -i.e. can we find specific stochastic processes to a prescribed TCF χ when only χ is known -and secondly, establishing a (reduced) system of necessary and sufficient conditions for being a TCF.
Even though TCFs are non-negative correlation functions, not all such functions are TCFs. For instance, η := 1 − χ has to satisfy the triangle inequality η(s, t) ≤ η(s, r) + η(r, t) r, s, t ∈ T.
In the context of {0, 1}-valued stochastic processes or two-phase random media, it is well-known that the respective covariance functions obey this triangle inequality and implications are addressed e.g. in [12, 14, 15, 20] . If T = R d and the underlying process is stationary, then the function f (s − t) := χ(s, t) cannot be differentiable unless it is constant.
The simplest TCFs are the functions χ(s, t) = δ st := ½ s=t corresponding to a process of independent random variables, and the constant function χ(s, t) = 1 corresponding to a process of identical random variables. If X is a Gaussian process on T , whose correlation function ρ on T × T attains the value 1 only on the diagonal {(t, t) : t ∈ T }, then its TCF will also be χ (X) (s, t) = δ st , cf. [21, Theorem 3] . While Gaussian processes do not exhibit tail dependence, the class of max-stable processes naturally forms a class of processes for which the TCF is well-defined and yields rich classes of non-trivial examples. For instance, any function of the form χ(s, t) = ϕ( s − t ) will be a TCF, if ϕ(0) = 1 and ϕ is completely monotone meaning that its successive derivatives satisfy (−1) n ϕ (n) ≥ 0 [23, Section 4.3.1] .
It is natural to ask whether even further TCFs will arise if we do not restrict ourselves to the max-stable class, i.e. whether the set of TCFs stemming from max-stable processes is properly contained in the set of all TCFs or if these sets are equal. Here, we shall give an affirmative answer to the equality and show that TCFs are realized already by a subclass of max-stable processes, namely by Tawn-Molchanov processes. For an arbitrary given TCF χ it is always possible to find a Tawn-Molchanov process with the given TCF χ. Moreover, we prove that a function χ : T × T → R is a TCF if and only if any restriction of χ to a finite subset of T is a TCF. Since TCFs on a finite subset form a convex polytope, this shows that the set of TCFs can be completely characterized by a set of finite-dimensional inequalities. A set of necessary and sufficient conditions for being a TCF, where no condition is obsolete, is given by the facet inducing inequalities of the polytope of TCFs. We study these finite-dimensional inequalities in the second part of this text, where we compute the vertices and facets up to |T | = 6. As |T | grows, more and more new inequalities arise (corresponding to the facets of the polytope of TCFs). We show that (starting from |T | = 3) none of them will become obsolete as |T | grows. For instance the triangle inequality (1) cannot be deduced from any other set of inequalities that are valid for the set of TCFs.
The text is structured as follows: After this introductory Section 1, where TCFs are introduced, Section 2 deals with the realization problem for TCFs. First, we review some results on max-stable processes, extremal coefficient functions and Tawn-Molchanov processes from [24] in Section 2.1 that will be the basis for our main result in Section 2.2, namely that TCFs are realized by the class of Tawn-Molchanov processes. Section 2.3 collects some immediate and important consequences concerning operations on the set of TCFs and the characterization of the set of TCFs by means of finite-dimensional projections. This will be our starting point in Section 3, where we study vertices and facets of the convex polytope of TCFs on finite spaces. First, we deal with the question what can be learned for |T | = n + 1 when the case |T | = n is already known in Section 3.1 (zero liftings). Secondly, Section 3.2 explains the theory behind the vertex and facet computations made later on (correlation and cut polytopes are introduced). Sections 3.3 and 3.4 collect our results on the TCF polytope's vertices and facets, respectively. Finally, Section 3.5 provides relations to the cone of positive semi-definite functions, while some concluding remarks are given in Section 4. The appendix contains auxiliary results and all tables.
The realization problem for TCFs

Max-stable processes, extremal coefficient functions and Tawn-Molchanov processes
A stochastic process X = {X t } t∈T is simple max-stable, if it has unit Fréchet marginals (meaning P(X t ≤ x) = exp(−1/x) for all t ∈ T and x > 0), and if the maximum process n i=1 X (i) of independent copies of X has the same finite dimensional distributions (f.d.d.) as the process nX for each n ∈ N. The crucial point in the realization problem for TCFs will be the close connection of the TCF χ (X) of a simple max-stable process X = {X t } t∈T to the extremal coefficient function (ECF) θ (X) of the respective process X. Therefore, let F(T ) denote the set of finite subsets of the space T . The ECF θ (X) of a simple max-stable process X on T is a function on F(T ) that is given by θ (X) (∅) := 0 and θ (X) (A) := log P t∈A X t ≤ τ log P (X t ≤ τ ) , τ > 0, in case A = ∅. The r.h.s. is indeed independent of τ > 0 and lies in the interval [1, |A|] , where |A| denotes the number of elements in A (cf. [19, 22, 24] ). In fact, the value θ (X) (A) can be interpreted as the number of independent random variables in the collection {X t } t∈A . We call the set of all possible ECFs of simple max-stable processes
The bounded ECFs will be denoted
In fact, this set Θ(T ) can be completely characterized by a property called complete alternation (cf. Theorem 3 below). Using the notation and definition from [16] we set for a function f :
Then a function f :
This condition can be slightly weakened as in the following lemma. For finite sets M (instead of arbitrary T ) complete alternation can be formulated by bounding the value f (M ) by lower order values f (L) for L ⊂ M as follows (cf. also [19, inequality (12) ]).
b) Let M be a non-empty finite set. Then f : F(M ) → R is completely alternating if and only if (5) holds for all ∅ = L ⊂ M and K = L \ M , which is equivalent to
Proof. a) Note that F(T ) forms an abelian semigroup w.r.t. the union operation that is generated already by the singletons {t} for t ∈ T and that ∆ {t} ∆ {t} = ∆ {t} . Therefore, it suffices already to require (4) only for
Hence f is completely alternating on F(T ) if and only if for all ∅ = L ∈ F(T ) and K ∈ F(T ) the inequality (5) holds. Secondly, the expression on the l.h.s. of (5)
Separating f (M ) and summarizing the cases where |L| is odd and where |L| is even yields the second equivalence.
Example 2 ([16], p. 52). Let Y = {Y t } t∈T be a stochastic process with values in {0, 1} and let the function C : F(T ) → R be given by C(∅) = 0 and
Then C is completely alternating. The function C is called the capacity functional of Y . Conversely, if C : F(T ) → [0, 1] is completely alternating with C(∅) = 0, then C determines the f.d.d. of a stochastic process Y = {Y t } t∈T with values in {0, 1}, whose capacity functional equals C.
Theorem 3 ([24], Theorem 8).
Let θ : F(T ) → R be a function on the finite subsets of T . Then
If θ ∈ Θ(T ), then there exists a simple max-stable process X * = {X * t } t∈T on T with ECF θ (X * ) = θ, whose f.d.d. are given by
The process X * will be called the Tawn-Molchanov process associated to the ECF θ.
By construction, the class of Tawn-Molchanov processes on a space T is in a one-to-one correspondence to Θ(T ). In fact, if θ ∈ Θ(T ) and X * is its associated Tawn-Molchanov process, the process X * takes a unique role among simple max-stable processes sharing the same ECF θ in that it provides a sharp lower bound for the f.d.d. [24, Corollary 33] .
Corollary 4 ([24], Corollaries 13 and 14)
. The set of ECFs Θ(T ) is convex and compact w.r.t. the topology of pointwise convergence on R F (T ) .
The connection of the TCF χ (X) to the second-order extremal coefficients of a simple max-stable process X is given by
Therefore, it will be convenient to introduce the following map
such that (7) reads as χ (X) = ψ(θ (X) ). Note that ψ is continuous if we equip both spaces [0, ∞) F (T ) and [0, ∞) T ×T with the topology of pointwise convergence.
TCFs are realized by Tawn-Molchanov processes
We denote the set of all TCFs and certain subclasses as follows:
X a stochastic process on T with identical one-dimensional marginals such that χ (X) exists ,
Remark 5. The class TCF ∞ (T ) represents the TCFs of processes whose marginals have no jump at the upper endpoint. To see this, first note that a distribution function ] has no jump at its upper endpoint u ∈ (−∞, ∞] if and only if there exists a continuous strictly increasing transformation f : (−∞, u) → R such that F • f −1 is a distribution function with upper endpoint ∞, and secondly, χ (X) = χ (f •X) if X is a stochastic process with marginal distribution F and TCF χ (X) .
A priori it is clear that
Further, let us introduce the class of uncentered and normalized covariance functions of binary processes
Y a stochastic process on T with identical one-dimensional marginals with values in {0, 1} and EY t = 0
which is closely related to the above classes. By definition of TCF(T ) and considering the processes Y t = ½ Xt>τ indexed by τ > 0, we observe
where the sequential closure is meant w.r.t. pointwise convergence. The following theorem gives an affirmative answer to the question whether TCF(T ) and MAX(T ) coincide and yields also the connection to the other classes. In fact, the class of Tawn-Molchanov processes can realize already any given TCF.
Theorem 6. a) For arbitrary sets T the following classes coincide
where the map ψ is from (8) , Θ(T ) and Θ b (T ) are from (2) and (3), respectively, and the (sequential) closure is meant w.r.t. pointwise convergence.
b) For infinite sets T the inclusion BIN(T ) TCF(T ) is proper. c) For finite sets M , the equality BIN(M ) = TCF(M ) holds.
Proof. a) First, we establish BIN(T ) = ψ(Θ b (T )): Let f ∈ BIN(T ) and let Y be a corresponding process with values in {0, 1} as in the definition of BIN(T ) (cf. (10)). Let C denote the capacity functional of Y as in Example 2. Then C({t}) = EY t lies in the interval (0, 1] and is independent of t ∈ T due to identical one-dimensional marginals. Further, the function f is given by f (s, t) = P(Y s = 1 | Y t = 1) = 2 − C({s, t})/C({t}). Now, set θ(A) := C(A)/C({t}) for A ∈ F(T ). Then θ satisfies ψ(θ)(s, t) = 2 − θ({s, t}) = f (s, t) and θ is clearly bounded by 1/C({t}). It follows from Example 2 and Theorem 3 that θ lies in Θ(T ). Hence,
Then C satisfies all requirements of Example 2 to define a binary process Y with values in {0, 1}, whose capacity functional equals C. The process Y has identical one-dimensional marginals since θ({t}) = 1 for t ∈ T , and EY t = 1/K > 0. So Y fulfills the requirements of a process in the definition of BIN(T ). Finally, note that the corresponding function in BIN(T ) is given by
Secondly, the equality MAX(T ) = TM(T ) = ψ(Θ(T )) follows directly from Theorem 3. On the one hand this implies
and on the other hand, we obtain that TM(T ) is compact, as it is the image of the compact set Θ(T ) (Corollary 4) under the continuous map ψ. Now, the assertion (13) follows from TCF(T ) (11) ⊂ sequential closure of BIN(T ) ⊂ closure of BIN(T )
⊂ MAX(T ) (9) ⊂ TCF ∞ (T ) (9) ⊂ TCF(T ). 
Basic properties of TCFs
Even though not all non-negative correlation functions are TCFs, both classes have some desirable properties in common as we shall see next. Well-known operations on (nonnegative) correlation functions include convex combinations, products and pointwise limits. Interestingly, the same operations are still admissable for TCFs.
Corollary 7. The set of tail correlation functions TCF(T ) is convex, closed under pointwise multiplication and compact w.r.t. pointwise convergence.
Proof. Convexity and compactness of TCF(T ) = ψ(Θ(T )) are immediate from Corollary 4. Let χ 1 and χ 2 be in TCF(T ) = TCF ∞ (T ) with corresponding processes X (1) and X (2) with upper endpoint τ upper = ∞. We choose them to be independent and set X (3) := X (1) ∧ X (2) , which then also has upper endpoint ∞ and satisfies
Consequently, the TCF χ 3 of X (3) is the product χ 3 = χ 1 · χ 2 .
Secondly, the class TCF(T ) may be completely characterized by finite-dimensional inequalities. This is not evident since elements of TCF(T ) are defined through a limit.
Then χ is an element of TCF(T ) if and only if the restriction χ| M ×M belongs to TCF(M ) for all non-empty finite subsets M of T .
Proof. If χ ∈ TCF(T ), then necessarily χ| S×S ∈ TCF(S) for any subset S ∈ T . To show the reverse implication, let
there is a finite subset of T × T , which we may assume to be of the form M × M , and open sets
] denotes the natural projection). Since χ| M ×M trivially extends to an elementχ ∈ TCF(T ) (e.g. copy one of the random variables), we haveχ ∈ U ∩ TCF(T ) = ∅.
The convex polytope of TCFs on finite spaces
In view of Corollary 8 it suffices to study TCF(M ) for finite sets M if one is interested in a complete characterization of the space TCF(T ) for arbitrary T . Therefore, we focus on a non-empty finite set M = {1, 2, . . . , n} in this section and interpret TCF n := TCF({1, . . . , n}) as a set of n × n matrices. Since TCFs are symmetric and take the value 1 on the diagonal, we may regard TCF n for n ≥ 2 as a subset of R En ∼ = R ( n 2 ) = R n(n−1)/2 , where E n is the set of edges of the complete graph K n with vertices V n = {1, . . . , n}. In other words, we regard elements of TCF n as an edge labelling of K n . We shall call K n the support graph for TCF n . Due to Theorem 6 and (10) we know that in this case, where we consider only finitely many points, we have
The following lemma is a reformulation of this fact and will be useful later on.
Lemma 9. An element χ ∈ R En belongs to TCF n if and only if it can be written as χ ij = P(A i |A j ), 1 ≤ i < j ≤ n for some (finite) probability space (Ω, A, P) and measurable subsets A 1 , . . . , A n ∈ A which satisfy P(
Remark 10. In Lemma 9 we may assume that P(A 1 ) = · · · = P(A n ) = c for any constant c ≤ 1/n: Otherwise enlarge Ω, such that A := n i=1 A i = Ω. On A define the measure Q := c/P(A 1 ) · P| A . Then Q(A) ≤ 1 and, thus, Q extends to a probability measure on Ω with Q(A i ) = c and Q(A i |A j ) = χ ij .
Moreover, we set Θ n := Θ({1, . . . , n}) and, since θ ∅ = 0 and θ i = 1 for i = 1, . . . , n, we may regard Θ n for n ≥ 2 as a subset
n is the set of subsets of V n with at least two elements. Remember from (8) that
and note that ψ n = 2 − pr En is essentially a projection onto the n 2 coordinates of R En . Before we proceed, we need to revise some notation for convex polytopes.
Notation and facts for convex polytopes (cf. [27] and the references therein). A subset P ⊂ R p is a convex polytope if P is bounded and can be represented as P = {x ∈ R p : Cx ≤ c} for a q × p matrix C and a q-vector c for some q ∈ N (where ≤ is meant componentwise). The rows of C and c represent hyperplanes in R d and the inequality ≤ determines the corresponding halfspace to which P belongs. The system Cx ≤ c will be called an H-representation (or halfspace representation) of P .
An H-representation will be called a facet representation if it is minimal in the sense that none of the rows in C and c can be deleted in order to define P , i.e. P = {x ∈ R p : C −i x ≤ c −i } for any i = 1, . . . , q, where C −i and c −i are the modified versions of C and c with the i-th row removed. In fact, an H-representation Cx ≤ c is a facet representation if every row of C and c yields in fact a facet inducing inequality of P , where an inequality C i x ≤ c i is facet inducing if dim(P ∩ {x ∈ R p : C i x = c i }) = dim(P ) − 1. The latter is equivalent to the existence of dim(P ) affinely independent points x 1 , . . . , x dim(P ) ∈ P solving C i x = c i as an equation. By slight abuse of notation, we will usually refer to the inequality C i x ≤ c i as a facet of P if it induces a facet (instead of calling the set P ∩ {x ∈ R p :
Equivalently, a subset P ⊂ R p is a convex polytope if P equals the convex hull of a finite subset S ⊂ R p . Then S will be called a V-representation of P . A minimal V-representation, with respect to set inclusion, will be called a vertex representation. In fact, the vertex representation is unique and given by the set Ex(P ) of extremal points, or vertices, of P , i.e. the points of P that cannot be decomposed non-trivially as a convex combination of two other points of P . Note that in general a V-representation of P may consist of more points than the vertex set Ex(P ).
Moreover, if P ⊂ R p is a convex polytope and π : R p → R p ′ is an affine map x → Ax + b, then the image π(P ) is again a convex polytope and secondly, any intersection of P with an affine subspace of R p is a convex polytope.
Corollary 11. For all n ∈ N the sets Θ n and TCF n are convex polytopes.
Proof. For Θ n this property is evident from Theorem 3 and (6). But then the affine map ψ n maps Θ n to the convex polytope TCF n = ψ n (Θ n ). Now, that we know that TCF n is a convex polytope, we seek to determine its vertex and facet representation. While a V-representation (and in particular, a vertex representation) of TCF n is more useful if one wants to generate valid TCFs, an H-representation (and in particular, a facet representation) allows to check whether a given matrix is indeed a TCF. Any H-representation of TCF n is, of course, a set of necessary and sufficient conditions for being a TCF. In a facet representation no condition is obsolete.
Zero liftings
First, we collect some general statements concerning vertices and facets of TCF n . This section deals with the question what can be learned about TCF n+1 when TCF n is already known. We show that every vertex of TCF n will appear again in the list of vertices of TCF n+1 with some zeros added. Secondly, starting from n = 3, no facet inducing inequality will ever become obsolete as n grows. For instance, the triangle inequality (1) cannot be deduced from a set of other valid inequalities for TCF n .
Lemma 12 (Restrictions and 0-liftings of points and extremal points).
a) For χ ∈ TCF n+1 let χ| Kn denote the restriction of χ to the subgraph
We call χ 0 a 0-lifting of χ. This embeds TCF n into TCF n+1 and Ex(TCF n ) into Ex(TCF n+1 ).
Proof. a) Let Y 1 , . . . , Y n+1 be a binary process that models χ. Simply deleting Y n+1 gives a model for χ| Kn ∈ TCF n . Surjectivity follows from b).
. . , Y n be a binary process that models χ. Let a = E(Y 1 ). Add a disjoint point ω 0 to the underlying probability space Ω and replace the probability measure P by
Since χ 0 is zero on the new edges, the points y, z also have to be zero on the new edges, so y| Kn = z| Kn and y| Kn , z| Kn ∈ TCF n by a). Thus,
The following lemma generalizes the 0-lifting of vertices and will be applied to deduce Proposition 24.
Lemma 13 (Node-disjoint unions of extremal points). Let C 1 , . . . , C k ⊂ V n be disjoint subsets of the vertex set V n = {1, . . . , n} each containing at least two elements of
Then χ ∈ Ex(TCF n ).
Proof. Because of 0-lifting (Lemma 12), it suffices to consider the case V n = k r=1 C r . First, we show that χ ∈ TCF n . To this end, choose (finite) set models
. By Remark 10 these models can be chosen such that P r (A r i ) does not depend on r. Then a stochastic model for χ is obtained through the normalized disjoint union of these models, i.e. where Ω =
. Now, we show that χ ∈ Ex(TCF n ). Suppose not. Then χ = λy + (1 − λ)z with 1 < λ < 0 and y, z ∈ TCF n with y = z. Necessarily y ij = 0 and z ij = 0 whenever
Finally, we adapt ideas from [6, Lemma 26.5.2] in order to show that, for n ≥ 3, every facet of TCF n occurs again for TCF n+1 when appropriate zero coefficients are added. One needs n ≥ 3, since the inequality χ 12 ≤ 1, although facet-inducing for n = 2, is no longer facet-inducing for n ≥ 3, see Section 3.4.
Proposition 14 (0-lifting of valid inequalities and facets).
Suppose that
is a valid inequality for TCF n . The 0-lifting of this inequality to R E n+1 is the corresponding inequality which is extended by
a) Every 0-lifting of a valid inequality of TCF n defines a valid inequality of TCF n+1 .
b) For n ≥ 3, the 0-lifting of a facet of TCF n defines a facet of TCF n+1 .
Proof. a) The 0-lifting of a valid inequality for TCF n is always valid for TCF n+1 , even for n = 2, since the 0-lifted equation applied to χ ∈ TCF n+1 returns the same value as the orginal equation applied to χ| Kn , which is a point of TCF n , see Lemma 12.
b) Now suppose that (16) is a facet for TCF n . By the above, its 0-lifting is a valid inequality for TCF n+1 . We show that it defines a facet if n ≥ 3. First, note that there has to be a coefficient a i,j = 0. Since n ≥ 3, there is some index k / ∈ {i, j}. To simplify notation, we assume k = 1 < i < j ≤ n.
Further, let m := n 2 and let a = (a 0 , a 1,2 , a 1,3 , . . . , a n−1,n ) ∈ R m+1 denote the vector of coefficients that appear in the inequality (16) . Since (16) induces a facet of TCF n , there exist m affinely independent points χ k ∈ TCF n ⊂ R m , 1 ≤ k ≤ m that solve the inequality (16) as an equation. Affine independence of the m points χ k means that the m points (1, χ k ) ∈ R m+1 are linearly independent in R m+1 . By assumption, they solve (1,
Since a i,j = 0 for some 1 < i < j, a non-zero entry occurs after the n th entry of a. Thus, a suitable unit vector shows U n := {0} n ⊕ R m+1−n ⊂ {a} ⊥ . Since W ⊥ a, the inclusion W ∩ U n ⊂ U n is necessarily strict, which entails dim(W ∩ U n ) ≤ m − n. Let pr : W → R n denote the projection onto the first n coordinates. By elementary linear algebra and since Ker(pr
contains n linearly independent vectors, which we may assume to be indexed by 1 ≤ k ≤ n (reordering the χ k if necessary).
Finally, we construct n+1 2 affinely independent solutions in TCF n+1 for the 0-lifted equation
To simplify notation, assume that the new coordinates χ 1,n+1 , . . . , χ n,n+1 are added to the right of the previous coordinates χ 1,2 , . . . , χ n−1,n . We show that the m+n = n+1 2
solve the 0-lifted equation, belong to TCF n+1 and are affinely independent.
The first statement follows from the choice of the χ k . The points in (a) belong to TCF n+1 by Lemma 12.
follows from the independence of pr((1, χ k ), 1 ≤ k ≤ n and the choice of the χ k .
Remark 15. By slight abuse of notation, we will also call any vertex in the permutation orbit of χ 0 a 0-lifting of the vertex χ and any facet in the permutation orbit of a 0-lifted facet a 0-lifting of the respective facet.
Correlation polytopes and cut polytopes
In order to determine concrete vertex and facet representations of TCF n , we will consider two approaches: On the one hand TCF n can be obtained from the convex polytope Θ n essentially by a projection onto several coordinates as in (15) . On the other hand TCF n can be embedded into the correlation polytope COR n (or, equivalently, the cut polytope CUT n+1 ) and thereby can be viewed as the intersection of theses polytopes with an affine subspace as we shall see next. Therefore, we briefly review notation and results from [6] . Remember that E n denotes the set of edges of the complete graph K n with vertices V n = {1, . . . , n}. For R ⊂ V n we define a correlation vector π(R)
The correlation polytope is then defined as the convex hull of these 2 n correlation vectors
Vn∪En belongs to COR n if and only if it can be written as p i = P(A i ), 1 ≤ i ≤ n and p ij = P(A i ∩ A j ), 1 ≤ i < j ≤ n for some probability space (Ω, A, P) and measurable subsets A 1 , . . . , A n ∈ A.
Since δ(S) = δ(S c ), there are, in fact, 2 n+1 /2 = 2 n different points δ(S). The cut polytope is defined as the convex hull of these cut vectors
Being {0, 1}-valued, the correlation vectors and the cut vectors are automatically the extremal points of their convex hulls:
It is a well-known result that COR n ⊂ R Vn∪En and CUT n+1 ⊂ R E n+1 can be transformed into each other by a linear bijection.
induces a linear bijection
Remark 18. In [6] the inverse ξ n := ζ −1 n is called covariance mapping. For us, it was more instructive to work with ζ n instead of ξ n .
Finally, this enables us to interpret TCF n as an intersection of COR n (resp. CUT n+1 ) with an affine subspace of R Vn∪En (resp. R E n+1 ) in the following sense.
induces a bijection
Proof. The map ι n is injective by definition. First, we show that ι n (TCF n ) ⊂ COR n . Because of Lemma 9 and Remark 10, a point χ ∈ TCF n has a stochastic model A 1 , . . . , A n with P(A 1 ) = · · · = P(A n ) = 1/n and χ ij = P(A i ∩ A j )/P(A j ). Lemma 16, applied to A 1 , . . . , A n and P, shows that ι n maps TCF n to COR n . Now, suppose that
there is a probability model with sets
Note that we just established the following equivalences
In particular, one can pull back facets from CUT n+1 to COR n with the covariance mapping ζ n , and further, we obtain an H-representation for TCF n using ζ n • ι n . Thus, any H-representation of COR n or CUT n yields an H-representation of TCF n as follows. n maps a valid inequality for CUT n+1 (resp. facet of CUT n+1 ) 1≤i<j≤n+1 c ij x ij ≤ c 0 (17) to the following valid inequality COR n (resp. facet of COR n )
b) The above valid inequality (resp. facet) of CUT n+1 induces the following valid inequality for TCF n via ι n
If computed for all elemens of an H-representation of CUT n+1 (e.g. all facets of CUT n+1 ), this gives an H-representation for TCF n .
Proof. b) It is easily seen that the inequality (18), or equivalently, the inequality (17) yields the following inequality for TCF n
In order to simplify the r.h.s. visualize the c si and c is as the edges of the complete graph K n+1 on n + 1 nodes. Then, for fixed i, one sums over all edges with one node equal to i. If we would do this for all 1 ≤ i ≤ n + 1, we would obtain each edge twice, i.e., the sum would be 2 1≤i<j≤n+1 c ij . But the sum is only over 1 ≤ i ≤ n. Hence, we have to subtract once the edges with one node equal to n + 1 and arrive at the claimed inequality (19) .
Two approaches for computing TCF n Summarizing, we will have the following picture in mind, when deducing concrete vertex and facet representations for TCF n .
Here ψ n is given by the "projection" map (15), the map ι n is an embedding and ζ n a linear bijection (the covariance mapping). While any V-representation of Θ n easily yields a V-representation of TCF n essentially by a projection, any H-representation of CUT n+1 easily yields an H-representation of TCF n essentially by an intersection. Unfortunately, Θ n is a priori given by its facets (an H-represenation), while CUT n+1 is a priori given by its vertices (a V-representation) and not the other way around, such that both approaches come along with certain drawbacks. At least the facets of CUT n * 1 are classified to some extent.
The facets of CUT n+1 and their generators [6, Part V] Let us consider the following two kinds of actions on R E n+1 . On the one hand the symmetric group S n+1 acts on R E n+1 by node permutations: (σ(x)) ij := x σ(i)σ(j) for σ ∈ S n+1 . These actions are simply called permutations. On the other hand each of the 2 n cut vectors δ(S) acts on
for any S ⊂ V n+1 = {1, . . . , n + 1}, i.e. coordinates x ij corresponding to the edges of the cut beween S and S c are replaced by 1 − x ij . These actions are called switchings. Note that δ(S) • δ(R) = δ(S△R) and that δ(S) • σ = σ • δ(σ(S)). In fact, both kinds of actions can be restricted to the cut polytope CUT n+1 . For any σ ∈ S n+1 and any
These permutations and switchings on CUT n+1 induce, of course, corresponding actions on the facets of CUT n+1 . Firstly, it is not surprising that (17) is a facet inducing inequality of CUT n+1 if and only if
is facet inducing for CUT n+1 . Secondly, any facet inducing inequality (17) can be switched by a cut vector δ(S) to another facet inducing inequality of CUT n+1 which is given by
Let O SP (g, c 0 ) denote the full orbit of a facet g(x) ≤ c 0 under all possible finite applications of switchings and permutations to g(x) ≤ c 0 . The set of all facets of CUT n+1 splits into finitely many such orbits, say
0 , i ∈ I, of the facets of CUT n+1 , up to switchings and permutations. In this way generators for the facets of CUT n+1 are given in the literature. It is a feature of the cut polytope that it always has a set of homogeneous generators, i.e. with c
The facets of CUT n+1 and corresponding generators are known for n ≤ 7 [6, p. 504]. In Table 6 (Appendix A.2) we list the 11 generators of the 116 764 facets of CUT 7 that will be used to derive the facets of TCF 6 .
Results on the vertex representation of TCF n
We computed the vertices of TCF n for n ≤ 6 and give a general result in Proposition 24. In fact, the vertices of TCF 6 were difficult to obtain and we give a detailed description of our method using the software R [18] and polymake [9] . For n ≤ 5 we calculated the presented vertices also using R and polymake, but with less difficulties. For n ≤ 4 these results have been established previously and independently "by hand" [23, Table 3 .3] before confirmed with polymake.
The vertices of TCF
The clique partition polytope is defined as the convex hull of the clique partition points CPP n := conv ({γ({C 1 , . . . , C k }) : {C 1 , . . . , C k } partition of V n }) (cf. [11] ). Being {0, 1}-valued, the clique partition points are automatically the extremal points of their convex hull:
It turns out that all {0, 1}-valued vertices of TCF n are precisely the clique partition points. For n ≤ 4 the clique partition polytope and TCF n even coincide. Starting from n = 5 the vertices of TCF n are, however, not {0, 1}-valued anymore.
Proposition 21. For n ∈ N we have:
Proof. a) Since TCF n ∩{0, 1} En ⊂ Ex(TCF n ) it suffices to show the first statement. For n = 2 we have TCF 2 = [0, 1] and {0, 1} = Ex(CPP 2 ). For n ≥ 3 the points in TCF n have to satisfy the triangle-inequalities (all permutations of χ 1,2 + χ 1,3 − χ 2,3 ≤ 1, see (1) and also Section 3.4). For points χ ∈ TCF n ∩ {0, 1} n , viewed via the support graph K n , this implies for any triple of nodes i, j, k, where the edges {i, j} and {j, k} have value 1, that also the edge {i, k} has value 1. Thus, a simple inductive argument shows: for any pair of nodes i, j, which are connected by a path of edges with value 1, the edge from i to j has also value 1. This shows that the points in TCF n ∩{0, 1} n are clique partition points. In order to see that any clique partion point γ({C 1 , . . . , C k }) belongs to TCF n ∩ {0, 1} En choose Ω = {1, . . . , k} with uniform distribution P and A i = {r i }, 1 ≤ i ≤ n, with r i uniquely determined by i ∈ C r i and apply Lemma 9.
b) For n ≤ 4 we computed explicitly that Ex(TCF n ) = Ex(CPP n ) from the characterization (15) [23, Tables 3.1 and 3 .3] and confirmed this result using the software polymake. This implies TCF n = CPP n for n ≤ 4.
c) By the 0-lifting of extremal points (Lemma 12) it suffices to prove this for n = 5. Of course, this follows from the results of the computation of Ex(TCF 5 ) by polymake in the sequel. Here, we give a simple self-contained argument. In the complete graph K 5 consider the Hamiltonian cycle H with edges {1, 2}, {2, 3}, {3, 4}, {4, 5}, {5, 1} (identified with {1, 5}). Let χ ∈ [0, 1] E 5 have value 1/2 for each edge in H and 0 otherwise. Then χ ∈ TCF 5 . To see this, consider the probability space Ω = {1, 2, 3, 4, 5} with uniform distribution and events
and apply Lemma 9. Moreover, χ ∈ Ex(TCF 5 ): Suppose that χ = λy + (1 − λ)z, with y, z ∈ TCF 5 , 0 < λ < 1. We show that y = z. Obviously, y and z are 0 on all edges that are not in H. Note that χ satisfies the triangle inequality (see (1) and also Section 3.4) as an equality at χ 1,2 +χ 2,3 −χ 1,3 = 1 and also for all cyclic rotations of this configuration. Thus, the same has to be true for y and z. Let a ∈ [0, 1] be the value of y 1,2 . Using again the triangle equalities, y 1,3 = 0 gives y 2,3 = 1 − y 1,2 = 1 − a, then y 2,4 = 0 gives y 3,4 = 1 − y 2,3 = a. Continue along H until y 1,2 = 1 − a. Thus, a = 1/2, y = χ and likewise z = χ.
Remark 22. The construction from part c) of Proposition 21 will be extended in the proof of Proposition 24.
The vertices of TCF 5 The vertices of TCF 5 have been obtained using R and polymake via the two different approaches presented in Section 3.2 (leading to the same result, "fortunately"). The software R was simply used to generate the input for polymake. From these computations we see that Ex(TCF 5 ) consists of 214 vertices in 11 permutation orbits as listed in Table 2 (Appendix A.2). While 52 vertices in 7 permutation orbits are {0, 1}-valued, 162 vertices in 4 permutation orbits are {0, 1 ⁄2}-valued. The {0, 1}-valued vertices are clique partition points and have very simple generating models in the sense of Lemma 9, see Proposition 21 a) and the end of the proof of Proposition 21 a) for the generating models. The {0, 1 ⁄2}-valued vertices (Type I-IV in Table 2 in the Appendix A.2) have very simple generating models, too. All of them can be realized by 2-element subsets A 1 , . . . , A 5 in Ω = {1, 2, 3, 4, 5}, with uniform distribution P. Up to a permutation of nodes A 1 , . . . , A 5 are given as follows:
Type I by {1, 2}, {2, 3}, {1, 3}, {3, 4}, {3, 5} ("triangle plus 2 legs at node 3")
Type II by {1, 2}, {2, 3}, {1, 3}, {2, 4}, {3, 5} ("triangle plus legs at 2 and 3")
Type II by {1, 2}, {2, 3}, {1, 3}, {3, 4}, {4, 5} ("triangle plus a 2-path at 3")
Type IV by {1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5} ("hamiltonian cycle 1,2,3,4,5")
We have reproved "by hand" that the points of Type I-IV are extremal points of TCF 5 (but not that they are all extremal points outside of {0, 1} 10 ).
The vertices of TCF 6 We obtained that Ex(TCF 6 ) consists of 28895 points in 88 permutation orbits. Some computational details are given below. For a complete list of orbit representatives see Table 4 in the Appendix A.2. Here, we give an overview of the subclasses of the 88 representatives w.r.t. their coordinate values:
• 11 are {0, 1}-valued (including the 0-liftings of the 7 {0, 1}-rep. for n = 5).
• 16 are {0, 1 ⁄2}-valued (including the 0-liftings of the 4 {0, 1 ⁄2}-rep. for n = 5).
• 11 are {0, 1 ⁄2, 1}-valued.
• 50 are {0, 1 ⁄3,
Remark 23. The 12 + 11 = 23 new {0, 1 ⁄2}-valued and {0, 1 ⁄2, 1}-valued representatives still have simple generating models in the sense of Lemma 9 with 2-element subsets A 1 , . . . , A 6 ⊂ {1, 2, 3, 4, 5, 6} =: Ω and uniform distribution P on Ω.
It was not feasible to use TCF 6 = 6 · COR 6 ∩ x ∈ R V 6 ∩E 6 : x i = 1, i ∈ V 6 and polymake to compute the vertices by common standard hardware in reasonable time. Instead, we used the projection of the Θ 6 polytope in (15), followed by some reductions to lower the computational burden. With R we generated the input for polymake (63 inequalities with 58 coefficients each) to define the polytope Θ 6 in R 57 . Then polymake computed the 200 214 extremal points of Θ 6 in less then 20 minutes by standard hardware. We projected the extremal points of Θ 6 onto the 15 coordinates for TCF 6 , applied the coordinatewise 2 − x-transformation, and removed duplicates. This gave us 168 894 points in [0, 1] 15 with convex hull TCF 6 (a V-representation of TCF 6 ). Their coordinate values were all fractions
2nd step: Reduction to a vertex representation of TCF 6 . It was not feasible to extract the subset of extremal points directly by polymake. Using R we determined the 521 permutation orbits of these 168 894 convex hull points and 521 representatives. These representatives included the 11 well-known representatives for Ex(TCF 6 )∩{0, 1} 15 (i.e., the clique partition points of the complete graph K 6 , see Proposition 21), and the 4 0-liftings of the 4 representatives for Ex(TCF 5 ) ∩ {0, 1/2} 10 described above (see Table 2 in the Appendix A.2). This gave us a list of 15 representatives known to be extremal and 506 undecided ones. The extremal ones among them were identified as follows. a) First, we took the union of the full permutation orbits of the 15 known representatives, a set of 1175 points, and added the undecided 506 candidates. The resulting list of 1681 points was handed over to polymake, which computed the 1259=1175+84 extremal points of their convex hull. Any candidate from the 506-list not appearing among these 1259 extremal points is a strict convex combination of points from TCF 6 , thus not extremal. This left us with the 15 known representatives plus 84 undecided ones. b) For each of the 84 undecided representatives we computed with polymake, if there is a hyperplane positively separating this selected representative from the union of all orbits of the other 15+83 representatives (in each case roughly 30000 points). If so, the selected representative is extremal, otherwise not. For a proof of this statement see Lemma 44 in the Appendix A.1. This led to the 15+73= 88 representatives for Ex(TCF 6 ) in Table 4 (Appendix A.2).
Unboundedness of denominators Finally, we show a general result on the vertices of TCF n which also reveals some of the complexity of the polytopes TCF n as n grows.
Proposition 24 (Unboundedness of denominators).
For each finite subset Q ⊂ Q ∩ [0, 1] there exists an n ∈ N and a point χ ∈ Ex(TCF n ) whose coordinate-values (χ ij ) 1≤i<j≤n include the set Q. By 0-lifting, this holds for all n ′ ≥ n, too.
Proof. By Lemma 12 it suffices to consider singletons Q = {q}, q ∈ Q ∩ [0, 1]. The proof only uses the following properties of χ ∈ TCF n : "Positivity" χ ij ≥ 0 and the permutations of the valid inequalities m it suffices to choose n = 2m + 1. Let Ω = {ω 1 , ω 2,1 , . . . , ω 2,m , ω 3,1 , . . . , ω 3,m } be a set with 2m + 1 elements and define a positive function g on Ω by
Normalizing g by c = m 2 +1 m yields a probability measure P on Ω by P({ω}) = g(ω)/c. Now, we define 2m + 1 subsets of Ω as follows:
Since all of these 2m + 1 sets have the same probability 1/c, they define a point χ ∈ TCF 2m+1 as in Lemma 9. When viewed as an edge labelling χ can be described as follows: Let {v 1,1 , . . . , v 1,m , v 2,1 , . . . , v 2,m , v 3,1 } denote the nodes of the support graph of χ. A pair of nodes v i 1 ,i 2 , v j 1 ,j 2 is connected by an edge with label
. Draw the nodes {v 1,1 , . . . , v 1,m } at the bottom level, they form a complete subgraph, all edges labelled by We show now that χ ∈ Ex(TCF 2m+1 ). To this end, consider a representation χ = λy + (1 − λ)z, 0 < λ < 1, y, z ∈ TCF 2m+1 . Whenever χ satisfies a valid inequality as an equality, the same has to be true for y and z. Consider y. All χ-edges with weight 0 have weight 0 for y, too. Denote the unknown label y (II) Now let q = k m for some 1 ≤ k ≤ m − 1. We modify the above construction to obtain a χ ∈ Ex(TCF 2m+3 ) with some coordinate value equal to q. Extend Ω by two points to Ω ′ := Ω ∪ {ω 3,m+1 , ω 3,m+2 }. Extend g by g(ω 3,m+1 ) = k m and g(ω 3,m+2 ) = m − k m .
Normalizing defines now P ′ . Use the same definitions for the sets A i,j as above and add the two sets A 3,2 = {ω 3,1 , . . . , ω 3,m−k , ω 3,m+1 } and A 3,3 = {ω 3,m+1 , ω 3,m+2 }.
All sets have the same probability (the inverse of the normalizing constant) and thus, they define a point χ ∈ TCF 2m+3 . Its support graph has two more nodes v 3,2 , v 3,3 , corresponding to A 3,2 and A 3,3 . The new edges are
Repeating the arguments from the first part shows y = χ on the "old" edges. Now, using the new triangles at
Note that a permutation of the hypermetric inequality b = (1, 1, . . . , 1, −1, 0 at v 3,1 , v 3,2 , v 3,3 implies y (3,1),(3,2) = m−k m . Thus, y = χ and the same argument applies to z. Hence, χ ∈ Ex(TCF 2m+3 ).
Results on the facet representation of TCF n
Hypermetric inequalities Remember that we identified the set of all TCFs on V n = {1, . . . , n} with a subset of R En = R ( n 2 ) while it originally was interpreted as a set of symmetric n × n matrices with 1's on the diagonal. In the sequel we will identify points x = (x ij ) 1≤i<j≤n ∈ R En with n × n matrices (x ij ) 1≤i,j≤n via x ji = x ij and x ii := 1.
Let Proof. For any integer-valued random variable X we have
The facets of TCF n for 2 ≤ n ≤ 5 The facets of TCF n for n ≤ 4 were computed in [23, p. 62] (and confirmed by polymake computations). We recall these results and add the case n = 5, where we computed 110 facets in 7 orbits (with polymake via two different approaches, see Section 3.2). In particular, by inspection we obtain the following result.
Proposition 27. For n ≤ 5 all facets of TCF n are hypermetric.
The representatives for the permutation orbits of the facets of TCF n for each 2 ≤ n ≤ 5 are listed in Table 3 in the Appendix A.2. Since all facets turned out to be hypermetric, we describe them by their defining vectors b ∈ Z n .
Non-hypermetric facets of TCF n for n ≥ 6 Before discussing the computed list of all 67 representatives of the facets of TCF 6 , revealing 50 non-hypermetric orbits (see also Table 5 in the Appendix A.2), we give a proof for the existence of non-hypermetric facets, not depending on any of the computations made by R or polymake. First, we provide two simple necessary conditions for hypermetricity. Of course, multiplying a given (affine) inequality by some constant q = 0 does not change the halfspace it describes. Thus, one is often interested, if a given inequality is hypermetric up to a suitable multiplication.
Lemma 28 (Two simple necessary conditions for hypermetricity).
Suppose that an inequality 1≤i<j≤n c ij x ij ≤ c 0 (with rational coefficients) is equivalent to a hypermetric inequality, i.e., it becomes a hypermetric inequality defined by some b ∈ Z n after multiplication with a suitable constant q ∈ Q \ {0}. Then we have:
a) The edges {i, j} ⊂ E n with c ij = 0 form a complete subgraph of the support graph Proof. a) By assumption c ij = −q −1 · b i b j for some q ∈ Q \ {0}. Thus, the non-zero c ij correspond to the complete subgraph with nodes
Remark 29. Note that criterion a) of Lemma 28 also implies: if there is at least one 0-coefficient, there have to be at least n 0-coefficients, and if the first n − 1 coefficients c 1,2 , . . . , c 1,n are positive, all have to be positive.
The following proposition was inspired by the 2nd inequality of Generator 7 in Table 5 .
Proposition 30. For n ≥ 6 there are non-hypermetric facets of TCF n . An example, for arbitrary n ≥ 6, is given by
Proof. By the 0-lifting of facets (Proposition 14), it suffices to consider the case n = 6. We start with a simple observation for 0-1-vectors of even length: For y ∈ {0, 1} 2k , k ∈ N, the inequality
holds, where π is the cyclic permutation of 1, . . . , 2k − 1, i.e., π(i) = i + 1, i < 2k − 1 and π(2k − 1) = 1. The observation is trivial if y 2k = 0. To handle the case y 2k = 1 observe that y i (1 − y π(i) ) = 1 if and only if y i = 1 and y π(i) = 0. There can be at most k − 1 occurrences of the word "10" in the string y 1 , . . . , y 2k−1 , y 1 . Applying (20) to arbitrary binary random variables Y 1 , . . . , Y 2k and taking expectations yields
If, additionally, a := E(Y 1 ) = . . . = E(Y 2k ) > 0, dividing by a gives the following valid inequality for TCF 2k
(which has a very simple supporting graph when we identify x 2k−1,1 with x 1,2k−1 ). Assume now k ≥ 3. Since the coefficients of x 1,2 and x 2,3 are −1 and the coefficient of x 1,3 is 0, the non-zero coeffcients do not define a complete subgraph of the support graph. Thus, Lemma 28 a) shows that the above inequality is not hypermetric for k ≥ 3. Finally, we show that for k = 3, the inequality (21) defines a facet for TCF 6 ⊂ R E 6 : To this end, we define |E 6 | = 15 points x r , y r , z r ∈ {0, 1} E 6 , 1 ≤ r ≤ 5 by
Note that these points are clique partition points in the set Ex(TCF 6 ) ∩ {0, 1} E 6 . In particular they belong to TCF 6 . Using the support graph of (21) for k = 3, it can be easily seen that they solve (21) for k = 3 as an equality. Moreover, these 15 points are affinely independent, since they are even linearly independent as the determinant of the corresponding 15 × 15 0-1-matrix is −2 = 0.
The facets of TCF 6 It turned out that TCF 6 has 18720 facets which split into 67 permutation orbits. For an annotated complete list see Table 5 in the Appendix A.2. There, the 67 representatives for TCF 6 are grouped into 11 classes, according to their "ancestral cut polytope generator" (see below). The first 6 generators led to 6 classes with 17 representatives for TCF 6 , which are all hypermetric. A list of the corresponding 17 b-vectors is given in Table 7 (Appendix A.2). The remaining 5 generators induced 50 inequalities and all of them are non-hypermetric (this is easily checked using Lemma 28 for all but the 7th inequality derived from generator 9, for this one the vectors c 2,4 , c 2,5 , c 2,6 and c 3,4 , c 3,5 , c 3,6 are independent and the same reasoning as for criterion (2) of Lemma 28 works). Thus, the number of hypermetric orbits is 17 out of 67 ( ≈ 25.4%), with 858 hypermetric facets out of 18720 (just ≈ 4.6%).
We obtained this list in using known results about the cut polytope CUT 7 (Section 3.2), the vertex set Ex(TCF 6 ) (known from the last Section 3.3) and the software R:
1st step: Choose one of the 11 homogeneous generators g i ≤ 0, i ∈ {1, . . . , 11} for the facets of the cut polytope CUT 7 (see Table 6 (Appendix A.2) and Section 3.2).
Compute the list of all facets of CUT 7 generated by g i w.r.t. switchings and permutations. This results in an a i × 22 matrix with a i ≤ 40320 for all i (see also [6, Figure 30.6 .1]).
2nd step: Apply the simple map from Proposition 20 to all rows of the matrix from step 1. This yields a set of valid inequalities for TCF 6 (an a i × 16 matrix), which is permutation invariant by construction. Choose representatives of the permutation orbits (the largest count was 93 representatives).
3rd step: Use the 28 895 precomputed vertices in Ex(TCF 6 ) to decide for each representative from step 2, if it defines a facet of TCF 6 . For that, first determine which vertices from Ex(TCF 6 ) solve the inequality as an equality. Then check if the rank of the matrix of solutions with an added 1-column in front is at least 15. We used the vertex set 6 · Ex(TCF 6 ) to make all computations integer valued, so the rank-checking procedure should be computationally reliable in this case. This gives a list of representatives for certain permutation orbits of TCF 6 -facets "stemming from the cut polytope generator g i ".
4th step: If done for all 11 generators, the union of the 11 lists obtained in step 3 gives a complete list of representatives of the facets of TCF 6 . This holds true, since the set of all valid inequalities obtained in the second step for all 1 ≤ i ≤ 11 defines TCF 6 by Proposition 20, thus we know that the facets of TCF 6 are a subset. Finally, we checked that representatives from different lists have different permutation orbits. Thus, the 11 lists partition a minimal set of facet representatives for TCF 6 according to the unique "ancestral cut polytope generator".
Remark 31. It is feasible to generate all 116 764 facets of CUT 7 in step 1, and go through steps 2 and 3 (testing 391 candidates), to just obtain the 67 facet representatives, but then relating them to the different cut polytope generators needs extra bookkeeping.
Remark 32. One can exploit the interaction of the permutation group actions on CUT n+1 and TCF n to avoid the large row counts in step 1 and 2. Starting from a list h j ≤ c j , j ∈ J of facet representatives for the cut polytope CUT n+1 w.r.t. permutations (|J| = 108 in the case n = 6) there is a way to immediately compute a list of at most (n + 1) · |J| valid inequalities for TCF n that contains a complete collection of facet representatives for TCF n as a sublist (details omitted). This might get interesting if one wants to investigate TCF n for n ≥ 7 using knowledge about CUT n+1 .
The facets of TCF n at (0, 0, . . . , 0) and (1, 1, . . . , 1) Finally, we take a look at the facets of TCF n at the two exposed vertices v 0 = (0, 0, . . . , 0) ∈ R En and v 1 = (1, 1, . . . , 1) ∈ R En . The facets at v 0 are just the positivity inequalities χ ij ≥ 0, which are hypermetric with b = ½ {i,j} . To investigate the facets of TCF n at v 1 = (1, 1, . . . , 1), the following simple lemma is helpful.
Lemma 33. A hypermetric inequality given by b ∈ Z n is satisfied as an equality by v 1 if and only if
Using this lemma and inspecting Tables 3, 5 (ii) Are there hypermetric facets at v 1 with
3.5 TCF n and the set of positive semi-definite points
is positive semi-definite if the associated n × n matrix (x ij ) 1≤i,j≤n with x ji = x ij and x ii = 1, is positive semi-definite, i.e., if 1≤i,j≤n a i a j x ij ≥ 0 for all (a 1 , . . . , a n ) ∈ R n . The set of all positive semi-definite points in R En will be denoted by PSD n . As mentioned in the introduction it is well-known that TCF n ⊂ PSD n [5, 8, 20] . Naturally, the question arises whether certain subsets of inequalities from facets of TCF n imply already positive semi-definiteness (p.s.d.). For instance, we may ask:
Question 36. (i) Do the inequalities of all (pure) hypermetric facets of TCF n define a polytope already contained in PSD n ?
(ii) Do the inequalities of the facets of TCF n at the two exposed vertices v 0 = (0, 0, . . . , 0) and v 1 = (1, 1, . . . , 1) define a polytope already contained in PSD n ?
These two questions involve two properties of facets ("hypermetricity" and "containment of v 0 or v 1 "). Let us consider three ordered specifications ("not specified", "hypermetric" (hyp) and "pure hypermetric" (pure)) for the first property and two ordered specifications ("not specified" and "containing v 0 or v 1 ") for the second property and denote the respective sets in R En defined by these facets accordingly as follows (we indicate also their natural inclusions here): v 1 ) is the set of points in R En which satisfy all inequalities stemming from pure hypermetric facets of TCF n which contain v 0 or v 1 . First note that positivity (= the facets of TCF n at v 0 ) and triangle inequalities (which are certainly among the pure hypermetric facets of TCF n at v 1 for n ≥ 3) suffice already to imply TCF pure n (v 0 , v 1 ) ⊂ [0, 1] En (which also holds true for n = 2), i.e., all of these sets are bounded and indeed polytopes.
Let us further denote
x ≥ 0 and x satisfies all hypermetric inequalities whose b-vector satisfies f (b) ∈ A.
Clearly, HYP n (f, A) ⊂ HYP n (f, B) if B ⊂ A, and HYP n := HYP n (f, range(f )) is the set of points which satisfy all hypermetric inequalities. Relations of HYP n (f, A) to TCF n are given as follows:
Lemma 37. For all n ≥ 2 the following inclusions hold: A simple but interesting observation shows that the set of all hypermetric inequalities always implies p.s.d. The following two subsets of hypermetric inequalities however, do not suffice to imply p.s.d. for general n ≥ 2.
Proposition 38. a) HYP n ⊂ PSD n for all n ≥ 2.
Proof. a) Let x ∈ HYP n . By assumption we have 1≤i,
This holds for b and −b. Thus, 1≤i,j≤n b i b j x i,j ≥ 0 for all b ∈ Z n . Division by integers extends this to Q n , and continuity to R n . b) For n ≥ 6 consider the point x ∈ R En with x in = 0.5, 1 ≤ i ≤ n−1; x ij = 0 otherwise.
Let X denote the associated matrix. For b = (b 1 , . . . , b n ) ∈ Z n and s := n i=1 b i we have
This shows bXb t ≥ s for s ∈ {0, 1}, for s = 1 use 1/3, except for x 1,4 , x 1,5 , . . . , x 1,n and x 1,2 , x 2,3 , which have value 2/3. Let X denote the associated matrix. For
First, let b ∈ {−1, 0, 1} n . We show that b t Ab ≥ s. Suppose that s ∈ Z \ {1, 2}. In
all bracketed terms are non-negative, thus r ≥ 0 and b t Xb ≥ 1 3 s 2 ≥ s. Now suppose s ∈ {1, 2}. We show r ≥ 1, which implies b t Xb ≥ 
Proof. a) The equalities follow from Table 3 . The inclusion TCF pure n (v 0 , v 1 ) ⊂ PSD n has been solved by hand in [23, Proposition 3.6.5.] for the cases n ≤ 4. The idea for n = 4 was to compute the extremal points of the polytope defined by positivity and triangle inequalities and to check p.s.d. for them. This suffices since PSD n is convex. For n = 5 we used polymake to compute the extremal points of the polytope defined by positivity, triangle and pentagonal inequalities (see Table 3 
Concluding remarks
We have reason to believe that the structure of the polytope TCF n will become vastly more complicated as n grows. For instance, we derived the facets of TCF 6 from the facets of the cut polytope CUT 7 which had 11 generators for 116 764 facets. The polytope CUT 8 has already more than 217 million facets which can be subdivided into 147 orbits under permutations and switchings [6, p. 505] . Secondly, we observed that, starting from n = 3, no facet inducing inequality for TCF n will become obsolete as n grows (Proposition 14). By contrast, in case of the polytope Θ n (which has 2 n facets) all previous inequalities that define Θ n−1 become obsolete as they can be derived directly from the inequalities defining Θ n (see Lemma 1) . Finally, the unboundedness of the denominators of the vertices (Proposition 24) indicates again to expect a very rapidly growing complex structure for TCF n as n grows.
(Our application in mind is A ⊂ R ( n 2 ) , a union of S n -orbits, B ⊂ R ( n 2 ) another S n -orbit. Then the above condition ( * 3) holds, since S n acts via invertible linear maps.)
, thus x is a convex combination of points from A (which are different from x, since x ∈ B, A ∩ B = ∅), thus x ∈ Ex(A ∪ B).
⇒ conv(A ∪ B) ⊂ conv(A) ⇒ x ∈ conv(A), as above now x ∈ Ex(A ∪ {x}) follows.
A.2 Tables
Vertex and facet counts Table 1 : Vertex and facet counts for the polytope of tail correlation functions TCF n ⊂ R ( n 2 ) , the polytope of extremal coefficient functions Θ n ⊂ R 2 n −n−1 , the correlation polytope COR n ⊂ R ( n 2 )+n and the cut polytope CUT n ⊂ R ( n+1 2 ) . For Θ n the number of facets (2 n − 1) and orbits of facets (n) follow from Lemma 1. Since COR n and CUT n+1 are linearly equivalent they have the same number of vertices (2 n by definition) and facets (see [6, p. 503-505] for the respective numbers as well as for the permutation/switching orbits of CUT n+1 ). All other numbers rely on computations using the software R and polymake. The counts for TCF n and Θ n in case n ≤ 4 have been obtained previously "by hand" in [23, p. 62-63] . Table 4 : The 88 representatives (χ 1,2 , . . . , χ 5, 6 ) for the 28895 elements of Ex(TCF 6 ) (see Section 3.3). Columns (1)-(15) list the coordinates χ 1,2 , . . . , χ 5, 6 . The last column gives the orbit length under permutations. 1,2 , c 1,3 , . . . , c 5, 6 followed by the constant c 0 , column (17) is the total number of vertices from TCF 6 solving it as an equation and finally, column (18) is the orbit length under permutations. By "new inequalities" we mean that the following inequalities cannot be obtained as 0-liftings from TCF 5 (see Section 3.1). [6, p. 504] and their 21 coefficients c 1,2 , . . . , c 6,7 of 1≤i<j≤7 c ij x ij ≤ 0. Generators 1-6 are hypermetric "in the cut sense", i.e., the given b-vectors determine the c ij via c ij = b i · b j . Generators 7-9 are called clique-web inequalities (the vectors have a different meaning here). Generator 10 is a parachute inequality and generator 11 a Grishukhin inequality. Table 7 : The 17 representatives for the 858 hypermetric facets of TCF 6 and their corresponding b-vector (see Section 3.4). The list is in the same order as in Table 5 . The last column indicates whether the respective facet contains one of the exposed vertices v 0 = (0, 0, . . . , 0) or v 1 = (1, 1, . . . , 1).
