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Abstract
petal is a network analysis method that includes and takes advantage of precise
Mathematics, Statistics, and Graph Theory, but remains practical to the life scientist.
petal is built upon the assumption that large complex systems follow a scale-free and
small-world network topology. One main intention of creating this program is to
eliminate unnecessary noise and imprecision introduced by the user. Consequently,
no user input parameters are required, and the program is designed to allow the
two structural properties, scale-free and small-world, to govern the construction of
network models.
The program is implemented in the statistical language R and is freely available as
a package for download. Its package includes several simple R functions that the
researcher can use to construct co-expression networks and extract gene groupings
from a biologically meaningful network model. More advanced R users may use
other functions for further downstream analyses, if desired.
The petal algorithm is discussed and its application demonstrated on several datasets.
petal results show that the technique is capable of detecting biologically meaning-
ful network modules from co-expression networks. That is, scientists can use this
technique to identify groups of genes with possible similar function based on their
expression information.
While this approach is motivated by whole-system gene expression data, the fun-
damental components of the method are transparent and can be applied to large
datasets of many types, sizes, and stemming from various fields.
ii
Preface
Equipped with his five senses,
man explores the universe around him
and calls the adventure Science.
Edwin Powell Huddle, The Nature of Science, 1954
This is not the end.
It is not even the beginning of the end.
But it is, perhaps, the end of the beginning.
Sir Winston Churchill, 10 November 1942
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Network Science is the mathematical investigation and application of graphs that
model real-world complex systems and operations. Graphs portray interactive or
static networks of related activities and give insights into the systems’ underlying
structures; e.g., which graph components are most important to its overall stability.
The analysis of networks has gained a lot of attention and its research area has
grown immensely within the last two decades. Due to new technologies and increased
computational power, massive amounts of data are generated, and network analysis
has also become a common technique in Data Science. Network analysis is a popular
approach to study systems in all forms, sizes, and from a large range of disciplines.
Figure 1.1, a collage of images collected from a Google image search with the key
word ‘network’, shows a snapshot of the variety of networks.
In the Life Sciences, especially in the area of Systems Biology, Network Science
is an established methodology to research and understand the underlying dynamics
of biological systems [30, 90, 110, 167]. For example, a single cell has multiple parts
creating a rather complex system. Cells undergo constant change and even under
extreme conditions the cell maintains the ability to sustain its metabolism. How does
the cell complete this task? What needs to happen for its metabolism to fail? To
some extent the cell’s processes appear disorderly, but the cell’s activities are highly
structured. The theory of complex networks assists in understanding the complexity
of these kind of organized systems which initially seem somewhat random.
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Network models of complex biological systems are useful research tools for the fol-
lowing reasons:
1. their versatility and powerful approach to whole-system analysis,
2. their ability to handle very large complex datasets, and
3. their proficiency to present large-scale association.
Figure 1.1: Collage of network images obtained from a Google image search: Cy-
bernet (upper left) [35]; Blue Circular Net (lower middle) [94]; Spider Web (upper
right) [116]; Network Text Cloud (middle top) [153]; Neuronet (lower right), Phyl-
lotactic Patterns for Tree Layout (lower left top), Botanical Visualization of Huge
Hierarchies (upper left top) [168]; Colorful Socialnet (upper middle) [193]; Socialnet
(lower right background) [205].
In 2000, Benno Schwikowski assembled one of the first yeast protein-protein
interaction networks based on published experimental data, and by analyzing the
network’s structural properties, he correctly predicted the function of uncharacterized
3
proteins [167]. Another example is the application of networks ideas to the spreading
of diseases among plants, which is reviewed in [90]. Mathematical applications and
Graph Theory are used to evaluate disease control approaches according to specific
spreading disease model architectures.
A particular example of complex biological networks are gene co-expression net-
works. They are large-scale computational graph models that simulate interactions
between genes at a system’s level. This allows the in-depth examination of particular
gene interactions while considering communication across the entire system. Gene
co-expression network construction and analysis has found many uses. For example,
the identification of functional gene groupings in plants under stress conditions, or
the identification of molecular targets for future targeted gene therapies. Gene net-
works can be examined with standard tools from Graph Theory to identify systematic
changes, patterns, similarities, and possibly regulation between genes. Also, gene net-
works are successfully used to associate genes with biological processes and demon-
strate great potential to gain further insights into the functionality of genes [110, 125].
The scientific premise of this dissertation is that current gene co-expression network
models and approaches have several weaknesses. These are addressed in Section 3.1.
In this dissertation, petal, a novel co-expression network system, is introduced to
provide an improved platform for the construction and analysis of these networks. The
system incorporates the assets of existing algorithms with newly developed strategies
to generate consistent, robust results, and to improve the generation and extraction
of biologically meaningful results by allowing the user to declare gene groups (e.g.,
modules) against random occurrences. petal intends to provide a simple, convenient,
yet powerful and mathematically and scientifically precise system for co-expression
network construction and analysis. One main goal of introducing petal is to simplify
the process of constructing, analyzing, and re-analyzing gene co-expression networks.
The proposed system provides researchers with a user-friendly and fast method to
obtain a bird’s eye view of their entire dataset, as well as detailed insights. No
4
prior Network Science or computing knowledge is required, thereby minimizing the
learning curve and allowing researchers to focus on their field of study rather than
spending time and effort on data analysis. Consequently, precise hypothesis testing
will notably decrease wet-lab time advancing research at a faster rate. The petal
system is implemented in the high-level statistical programming language R, and
is designed to be accessible to a diverse group of users: from novice scientists to
principal investigators. petal presents a breakthrough in this area which is outlined
in the continuing chapters. The system has been introduced in two published papers
and one submitted application paper:
• Petereit J, Harris FC, Schlauch KA. petal: A novel co-expression network
modeling system. 2015 IEEE International Conference on Bioinformatics and
Biomedicine (BIBM). 2015;234-241. [148]
• Petereit J, Smith S, Harris FC, Schlauch KA. petal: Co-expression network
modelling in R. BMC Systems Biology. 2016;10(Suppl 2):51. [149]
• Nadeau JA, Petereit J, Tillett RL, Jung K, Fotoohi M, MacLean M, Young
S, Schlauch K, Blomquist GJ, and Tittiger C. Comparative transcriptomics of
mountain pine beetle pheromone-biosynthetic tissues and functional analysis of
CYP6DE3. [132]
The remainder of this work is structured in the following manner. Chapter 2
covers the background knowledge to understand the significance of the work. First,
the disciplines of Systems Biology and Network Science are introduced in general,
followed by a theoretical discussion about Network Theory. In continuation, Genomics
and the mathematical and statistical considerations needed to evaluate data obtained
from genomic technologies are presented. Lastly, co-expression network models are
defined in more detail and applications offering analysis of these models are argued.
Chapter 3 introduces the software engineering aspect of petal. It lists petal’s software
specification: functional and non-functional requirements and its design overview.
5
Chapter 4 specifically describes the development of petal. Deployed components and
frameworks used for the implementation of petal are specified here. Chapter 5 and 6
present petal in action; petal is utilized to investigate genomes of mountain pine
beetles and a CAM plant. To end, ideas for future enhancements of the petal system
and a summary of the presented work are found in Chapter 7.




Background and Related Work
2.1 Systems Biology
Biological components are under constant movements and various interactions, thereby
illustrating a complex dynamical system. Studying individual parts of a living system
might only present a snippet of the actual interactions. The system as a whole may
behave differently than its specific components alone. Hence, conclusions drawn from
individual parts do not necessarily predict properties of the entire system. The field
of Systems Biology focuses on the study of complex and/or dynamic systems of
multiple biological components (e.g., molecules, enzymes, metabolites, genes, cells,
organisms or entire species). Systems Biology is a relatively new research field in the
life sciences. In the late 1940’s, some of the first research papers studying biological
systems (rather than particular biological components) were published [76, 155, 187].
From that point forward, research in the field steadily increased, and for the first time
in 1998 the number of publications exceeded 1,000 (see Appendix A.1 for a complete
list of publication per year with an association to the term ‘Systems Biology’). In
the year 2000, Systems Biology became its own field, mainly due to the establish-
ment of the Institute for Systems Biology [80], the increase of data production as
a result of advanced technologies (more in Section 2.4.2), and the Human Genome
Project [68]. It is now an emerging approach in the life sciences [1, 13, 20, 119, 122],
and 15 years after its establishment, the number of publications surpassed 11,000.
Figure 2.1 provides an overview of the field and demonstrates its reiterative nature.
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The range of applications is endless, but the main goal of a Systems Biology ap-
proach is to throw light upon the complexity of biological systems to understand the
underlying biological functions of an entire organism at once. One current Systems
Biology approach is to map biological systems onto networks, such as whole-system
gene networks. The goal is to associate genes to biological functions, to assist in the
elucidation of gene functions, and to provide a foundation/building block to analyze
an entire system [110, 118, 189].
Figure 2.1: Diagram representing the circular, reiterative workflow of Systems Biol-
ogy [80].
2.2 Network Science
Network Science emerged from the mathematical discipline of Graph Theory.
Graph Theory finds its roots with Leonard Euler’s analysis and publication of the
Seven Bridges of Königsberg Problem in 1736 [61] (English translation [62]). He set
the foundation by stating and solving a new kind of mathematical problem, and in-
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troduced the terminology of Graph Theory such as vertices and edges, which define
the fundamental structure of graphs. Vertices are points representing defined enti-
ties and are connected by lines, namely edges, if there is an association between the
entities. Figure 2.2 shows a small graph and defines its terminology. The difference
between graphs and networks is minimal. One small differentiation is that the terms
vertices and edges are more commonly used in Graph Theory, which are analogous
to nodes and links in Network Science, respectively. The word graph is often used
when discussing mathematical concepts or a visual representation, whereas the term
network is employed when considering applied interconnected systems demonstrat-
ing real-world scenarios. Networks are used in a variety of areas to understand the
relationships between entities and to analyze relational data. Due to the analogy
between the terms ‘graph’ and ‘network’, ‘vertices’ and ‘nodes’, ‘edges’ and ‘links’,
they will be interchangeably used throughout the text.
The theory of complex networks can be considered to be in its early stages.
With the advances in technology and computing power, real-world networks have
been and continue to be empirically studied, modeled, and simulated via complex
network models. These studies uncovered actual structures and dynamics of real-
world systems, and it became apparent that the construction and behavior of real-
world networks are very different from well-studied graph models in Graph Theory.
Rather surprising findings included the fact that real-world complex networks have
an organized structure and follow a common scheme rather than being random. The
research field of complex networks is not unique to one specific discipline, but is
more so a blend of Network Science, Graph Theory, Computer Science, Mathematics,
Statistics, Data Science, and other related areas. Due the multidisciplinary nature
and flexibility of complex networks, their application is attractive to many fields
and various problems. Two well-studied areas are social networks (e.g., six degrees
of freedom, Bacon network, Facebook) and the World Wide Web (WWW). With
the increase of computing power, the analysis and visualization of large-scale, real-
world systems became possible and empirical studies of complex systems are now
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common practice. Real-world complex systems are modeled as complex networks and
by utilizing Graph Theory, the underlying structure and dynamics of systems can be
calculated and deciphered.
Figure 2.2: Example of a small graph (network) composed of 12 vertices (nodes)
representing a class of entities, which are connected by 14 edges (links). These edges
represent a predefined association/relationship between the entities.
2.2.1 Empirical Studies of Networks
Networks appear in many different scientific fields and come in different shapes and
sizes. The two main elements dictating a network’s structure are
1. vertices/nodes: a list of features, entities, parts, or components
2. edges/links: predefined relationship, connection, or association between ver-
tices
As vertices and edges can be defined in many ways, networks are applied to many
different real-world problems. Within this section a number of real-world network
applications are presented to lead the reader into a general understanding, to develop
an intuitive feel for networks, and to demonstrate their wide utilization.
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Social Networks Networks have been and are widely studied in the social sci-
ences. Facebook, LinkedIn, and Instagram are examples of recent developments of
social networks. Facebook is well known and its network construction is straightfor-
ward. People with a Facebook account are the nodes, which are connected by an edge
when Facebook accounts are associated ‘friends’. Figure 2.3 shows the graph of the
Facebook network in 2013. Regularly, each person receives personalized recommen-
dations, such as friendship suggestions. To derive these suggestions, Facebook takes
advantage of Graph Theory to determine which person in their large network would
be a good ‘new friend’ fit.
Figure 2.3: Snapshot of the Facebook network in 2013 showing its global spread. The
intensity of light at a region indicates the concentration of Facebook users, the blue
lines show connected friendships between users across the globe [56].
In the early 20th century, long before Facebook and the accessibility of comput-
ers (the first computer was introduced in 1946), social scientists were curious about
social dynamics and how interconnected our world is. Theoretical graphs had been
studied, but social scientists questioned whether pure mathematical theory of graphs
alone could truly describe the structures and dynamics of real-world social networks.
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Three large-scale empirical experiments were conducted to study the interconnectiv-
ity between far-removed people. In 1967, Stanley Milgram began an experiment in
which a series of traceable letters starting in Kansas and Nebraska had to be sent
to an unknown target person in Boston [123]. Each sender was allowed to send the
letter to a person they knew by first name and thought to know the unknown target
person in Boston more likely. From this study he concluded that it took a median of
five intermediates (people forwarding the letter) to send the letters from source (cities
in Kansas and Nebraska) to target (Boston) [123, 191]. Steps in the experiment went
wrong; for example, many letters got lost introducing a bias in the collected data.
In any case, ‘five’ intermediates might not be accurate, but it became clear that a
person in Nebraska or Kansas and Boston could be linked by relatively few people
compared to the magnitude and complexity of the system. Harrison White followed
up Milgram’s experiment to account for possible bias and failures from Milgram’s
experiment and proposed a new model in 1970 [196]. Milgram himself wanted to test
the reproducibility of his previous results and published an extended experiment in
1970. In this experiment, the letters were sent from whites in Los Angeles, California
to a mixed white-black target group in New York [104]. The new findings agreed with
the ones from the first study.
Transportation Networks A moderate amount of research has been done in the
field of transportation networks. As a particular example, consider the airline trans-
portation network. Similar to the social science example, the construction of the
network is straightforward; nodes are airports and edges are direct flights between
airports. One purpose of airline networks is the evaluation of air traffic efficiency: Is
the time required to travel from airport A to airport B reasonable? By introducing
specific parameters, additional properties, and/or specifications to the network the
complexity of the model is increased. Network models could be constructed for each
individual airline, airline partners, or all airlines with the ability to differentiate be-
tween them within the network. For example, Delta’s individual airline network has
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a lot of edges at the Salt Lake City, Utah node, but not the San Francisco, California
node, whereas United Airlines has many flights to/from San Francisco [51]. This
shows that airlines have a few particular major airports, called hub airports, from
and to which they fly more frequently. One of Delta’s hub airports is Salt Lake City
and San Francisco is a hub for United Airlines [180]. Individual airlines mainly care
about their transportation network incorporating their partners, whereas air traffic
control has to consider all flights by all airlines to have efficient air traffic going. If one
airport is a hub for two major airlines, then this could cause the air traffic network
to break down.
Consider one more example in the realm of transportation by comparing train
transportation in the contiguous United States to train transportation in Western
Europe [120, 198]. One might think the network of the US train transportation is more
complex than the one of Western Europe considering that the US rail road system
has to cover a bigger landmass. This assumption is wrong: in networks, the physical
distance between nodes is often not of importance. The number of nodes (vertices)
and links (edges) along with their relation to each other defines the complexity of
a network. Although the US rail road system covers a greater landmass, Western
Europe has many more train stations, and is thus more complex. This example
demonstrates that graphs of networks can be deceiving, and interpretation should
not be drawn from their visualizations. Instead mathematical properties must be
used to describe the network’s architecture, and hence its complexity.
One more aspect of networks should be pointed out using real-world networks.
What is the difference between a train transportation network and a railway network?
Train transportation describes from where to where passengers can travel. The nodes
are train stations and edges indicate if there is a direct connection between the train
stations. The railway’s network describes how interconnected the train stations are.
Here, nodes are junctions (train stations can be junctions) and edges describe the
connection between junctions. This example emphasizes the need to clearly define
the networks attributes: vertices and edges. Before any network construction, vertices
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and edges need to be clearly defined to avoid misuse of data or false interpretation.
These network examples only provide a small picture of their applications. Net-
work Science is also commonly used in economics, logistics, telecommunication, en-
gineering, life sciences and computers, to name a few. Particular network examples
include, but are not limited to: the power grid, the Internet, the World Wide Web
(WWW), citation networks, neural network, and ecological networks.
The application of networks is of such high interest because in most cases they
are relatively straightforward in their construction, retain complexity, and can be
analyzed with precise mathematical definitions from Graph Theory, making it a very
powerful approach. In addition, networks are very versatile as nodes can be defined
as anything that can be associated to one another. Furthermore, networks have the
capability to model very large systems, therefore whole systems can be studied at
once.
Most of the initial network research and its theory underlying the fundamental
ideas were conducted within the social sciences, but ideas and concepts of social
networks can be transposed and translated to other real-world networks. Hence,
considerations taken in social networks should also be reflected onto many other
applied complex networks, including biological networks.
2.2.2 Networks in the Life Sciences
As mentioned in the introduction to Systems Biology (Section 2.1), understanding
the mechanism of individual interactions might overshadow their actual biological
relevance. Interactions must be put in context with other interactions to under-
stand how the entire system works together; after all, for every action there is a
reaction. Mathematical and statistical networks have been used for nearly half a cen-
tury to model entire biological systems under static and dynamic conditions. Stuart
Kauffman first suggested the use of Boolean networks as a simplified approach of
modelling temporal genetic relations on a whole-system scale in 1969 [96]. Whole-
system networks have a broad application in the life sciences due to their versatility
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and convenient demonstration of interaction patters between biological elements or
components. Within the last two decades biochemical networks have drawn attention
and the primary networks studied in this area are Protein-Protein interaction (PPI)
networks [69, 150, 171], metabolic networks [92, 144], signalling networks [154, 159],
regulatory networks [15, 95], and co-expression networks. These biological networks
are briefly introduced:
Protein-Protein Interactions (PPI) PPI networks are based upon the physical
interaction between proteins, such as protein binding. Nodes are proteins that are
connected by edges when there is evidence of a physical interaction between a protein
pair. The edge definition can be made more specific by differentiating between the
types of physical interaction. For example, one can separate disulphide (strong) bonds
from hydrogen (weak) bonds.
Metabolic Interactions Metabolism is a broad term for a chain of enzymatic
reactions that alter nutrients into usable energy necessary to power cellular processes.
An input, or substrate, is converted enzymatically to a metabolite, which becomes
the substrate for a following enzymatic reaction. These sequences of reactions are
pathways and the collection of all pathways form a metabolic network. In a metabolic
network the node specification has to be made extremely clear, as nodes can be
defined in three different classes: metabolites, chemical reaction, and/or enzymes. To
demonstrate the complexity of metabolic networks a fragment of the ‘Inborn Errors
of Metabolism’ network is shown in Figure 2.4; the entire figure can be found in
Appendix A.1. This network includes the effects of occupationally appearing genetic
diseases, which cause an improper break down of nutrients, due to defective substrates
or cellular components commonly introduced by a single gene.
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Figure 2.4: Example of a metabolic network. The shown figure is a fragment of the
‘Inborn Errors of Metabolism’ network created by Donald Nicholson [134].
Signaling Signaling networks can be considered a subset of metabolic and PPI
networks, because they entail chemical reactions and physical interactions leading
to the generation and transduction of biological signals between cells. Biological
signaling networks are a type of communication networks, as they ensure correct
communication that controls and coordinates cellular activities.
Regulation Gene regulatory networks (RegNets) are similar to metabolic networks,
as they also have different types of edges, portraying a dynamical system. Proteins
or protein coding genes, the vertices of regulatory network, can be connected by
two types of edges defining activation ( —> ) and inhibition ( —| ). For simplicity,
activation ( —> ) and inhibition ( —| ) are defined by two types of edges which are
used to connect proteins or protein coding genes, the vertices of regulatory networks.
Consider a directed edge from node A to node B, then A —> B indicates that gene
A regulates the expression of gene B by activating gene B’s expression. If gene A
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suppresses gene B, i.e., A inhibits B, then the gene pair will be connected by a
dead-end edge (A —| B). Transcription Factors (TFs) are proteins known to initiate,
stimulate, regulate, and/or repress transcription. As a consequence, RegNets are
often exhibited for these types of proteins as TFs play a major role in regulation.
To reconstruct RegNets, transcription factors and the genes they regulate need to
be identified. Regulatory networks should not be constructed based on static data.
Instead, extensive time-series data should be collected to catch the the dynamics of
regulatory events occurring within a biological system [48].
Co-expression A simplification of regulatory networks are co-expression networks.
Unlike regulatory networks, co-expression networks do not infer causality and simply
represent that gene A has an association to gene B (A—B). Figure 2.5 presents a
visualization of the differences in complexity between regulatory- and co-expression
networks. Co-expression networks are often confused with regulatory networks. Intu-
itively, a network based upon regulation needs some directionality to demonstrate the
regulatory nature of the system. As seen in Figure 2.5, the edges of a co-expression
network do not carry directional information and simply state the predefined associ-
ation.
The focus of this dissertation lies in large-scale co-expression network construc-
tion and analysis. Its structure and formulation are discussed in more detail further
on in Section 2.6. Gene co-expression networks are constructed from empirical tran-
scription data collected over a series of time points or a number of conditions (mea-
surements). Each gene in the dataset is assigned to a unique vertex and compared to
every other gene in the dataset and evaluated for similar expression over the measure-
ments. If the gene pair’s expression is similar enough to a certain degree the gene pair
is connected by an edge, and the gene pair is called ‘co-expressed’. The similarity of
expression levels across the measurements, referred to as expression profiles between
two genes, can be measured in a number of ways, which are discussed in Section 2.5.3.
The goal of co-expression analysis is to identify groups of similarly behaving genes
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considering the underlying hypothesis that co-expressed genes might:
a) be controlled by the same transcription factor, i.e., co-regulated
b) share common functionality
c) be members of the same pathway or protein complex
The main benefit of co-expression network analysis is the detection of highly similar
expressing gene groups within a biological system to detect unknown gene functions
by the ‘guilt-by-association’ principle [55, 70, 101, 108, 194].
Figure 2.5: On top is a connected three-node co-expression network that can translate
to many different regulatory networks shown at the bottom of the figure. These six
regulatory constructions are just an example, and there are more possible combina-
tions. This is a small example to show the simplicity versus complexity of the two
network types: co-expression and regulatory, respectively.
Comment Approaches to construct these biological networks vary, as some net-
works are knowledge-based and others are data-driven. For example, PPI networks
are primarily knowledge-based, as defined by peer reviewed publications (i.e., ac-
cepted and proven PPI bindings). Regulatory networks are based on a combination
of knowledge and data, and co-expression networks are solely based on experimental
data. Co-expression networks are models representing association between genes in a
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data-dependent manner (e.g., experimental settings, research hypotheses, and tech-
nology used). Therefore, the co-expression model can greatly vary and can only be
used to examine the system at its particular state.
2.3 Network Theory
This section discusses the mathematical aspects of Network Science derived from
Graph Theory important to this work. First, the mathematical foundation of graphs
is introduced, followed by quantitative measures describing graphs at the global and
local level, special group structures of graphs, and lastly, four main mathematical
graph models are presented. To review, a graph is a collection of vertices and edges
in which vertices are connected to one another by an edge via predefined guidelines.
For all future considerations, we enforce the assumption that the networks of in-
terest are built on finite sets, i.e., only a discrete number of vertices is considered. The
branch of Network Science focusing on growing networks and preferential attachment
will not be discussed here. However, for more information see [50, 145, 170, 186].
2.3.1 Mathematical Representation of Networks
A network can be mathematically represented in a number of ways. The formal
definition of a graph is stated in Definition 2.1, and a more applicable representation
is given in Definition 2.2.
Definition 2.1. A graph is an ordered triple G = (V,E, ω) where the elements vi of
V are the vertices of G, and the elements ej of E are the edges of G. i ranges over
a finite subset of N = {1, 2, 3, 4, . . . , n}, and j ranges over another finite subset of
N = {1, 2, . . . , l}. n is the number of vertices of G, whereas l is the number of edges
within G. ω represents an edgemap to relate vertices to one another by the edges.
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Definition 2.2. A graph G is represented by a matrix A, called the adjacency matrix,
also referred to as incidence matrix with elements aij. aij is the edge between vertex
i and vertex j. i and j range over a finite subset of N = {1, 2, 3, 4, . . . , n}, where n is
the number of vertices of G.
Definition 2.1 is used in Example 2.1 and 2.2 to illustrate its usage. In Defini-
tion 2.2 the edgemap ω is represented by a matrix A rather than a function, which in
most cases is easier to understand, manipulate, and calculate considering large-scale
networks. Consequently, Definition 2.2 is primarily used in Network Science. The
variable n will denote the number of vertices within a network model throughout the
text.
Graphs are described by edge types and arrangement. For example, when ver-
tices cannot be connected to themselves by so called self-loop edges, and duplicated
placements of edges are not allowed, implying the avoidance of multi-edges, then the
graph is considered simple. This is formally defined in Definition 2.3. The most
important edge types will be discussed in the following sections.
Definition 2.3. A simple graph is a graph with no self-loops and no multi-edges.
2.3.1.1 Undirected and Directed
A simple example taken from a real-life scenario is used to introduce undirected and
directed graphs. Assume you travel to a new city, and to familiarize yourself you use
a city map to walk the streets. After some time you feel comfortable and decide to
drive within the city, and you keep the walking map as a backup. Quickly you realize
the map is not sufficient, because it does not tell you about the great amount of one-
way streets within the city. Now you have to add information, namely directionality,
to the map to efficiently get from point A to point B while avoiding wrong one-way
streets.
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Undirected graphs contain less information compared to directed graphs, and
consequently, they are less complex and easier to construct and analyze. Undirected
graphs have been studied in depth and well-defined properties have been established.
The edges in undirected networks indicate that an association between vertices exists,
whereas edges in directed networks represent a type of directed association. Directed
edges can be inhibiting, uni-, and/or bi-directional; these types of edges are shown
in Figure 2.6. Uni-directional implies that the directional association can only be
one-sided, while vertex pairs connected by a bi-directional edge affect each other. A
network can be defined by graphs with one edge type or be made of mixed edge types.
Figure 2.6: Four common edge types within network structures: undirected, uni-
directed, bi-directed, and inhibited edges.
As mentioned in Section 2.2.2, co-expression networks do not contain informa-
tion in regards to which gene (product) affects the other to express, hence they are
undirected networks. Sophisticated regulatory networks are mixed graph models with
three types of edges: uni-directional, bi-directional and inhibiting edges [48].
Using the formal Definition 2.1, the mathematical representation of undirected
and directed graphs is demonstrated by two simple examples. The end of each exam-
ple is indicated by the symbol .
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Example 2.1. Presume G is an undirected graph with V (G) = {v1, v2, v3, v4} and
E(G) = {e1, e2, e3, e4}. Vertex v1 is connected to v2, v2 is connected to v3 and v4, and
v4 connects to itself in G. Define the edgemap and graph G.
The edgemap ω is given by:
ω(e1) = {v1, v2}
ω(e2) = {v2, v3}
ω(e3) = {v2, v4}






Example 2.2. Suppose ~G is a directed graph with V ( ~G) = {v1, v2, v3, v4} and
E( ~G) = {e1, e2, e3, e4}. Vertex v1 affects v2, v2 affects v3 and v4, and v4 affects itself
in ~G. Define the edgemap and graph ~G.
The edgemap ω is given by:
ω(e1) = (v1, v2)
ω(e2) = (v2, v3)
ω(e3) = (v2, v4)







Note the difference between the mathematical formulation of undirected and directed
graphs.
- The edgemap ω(e) of G maps e to a set, in which the order of set elements does
not matter; {v1, v2} is equivalent to {v2, v1}.
- The edgemap ω(e) of ~G maps e to an ordered pair, in which the order of
appearing elements is essential, and the first entry in the ordered pair is the
source and the second entry the target; (v1, v2) is not equivalent to (v2, v1).
(v1, v2) implies that v1 affects v2, whereas (v2, v1) states that v2 affects v1.
2.3.1.2 Unweighted and Weighted
Up to this point, only unweighted networks, in which edges either exist between vertex
pairs or they do not, have been discussed. The connection/association of vertices is
defined by an on/off relationship. The association either is in an on-state indicated by
an edge or an off-state with no edge present. The on/off state can be mathematically
indicated by binary representation: ‘on = 1’ and ‘off = 0’. Definition 2.4 defines an
unweighted graph using Definition 2.2.
Relationship/Association Binary Representation Edge Existence Graph
on 1 yes A—B
off 0 no A B
Table 2.1: Mathematical and graphical representation of unweighted network edges.
Definition 2.4. A unweighted network is represented by a binary graph Gb. Let A
be the adjacency matrix of Gb, then the elements of A are defined such that
A(i, j) = aij =
{
1 if there is an edge between vertex i and vertex j
0 if otherwise
where {i, j ∈ N | i, j ≤ n}, and n is the number of vertices of Gb.
In some situations simply stating the existence of an association between ver-
tex pairs might not adequately describe the scenario. Networks with edges carrying
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weights, strengths, or numeric values are called weighted networks or valued networks.
For example, a company’s chain of gossip or communication can be modeled as an
unweighted or weighted network. In either case, each person is assigned to a vertex,
but edges can be defined in multiple ways:
1. Unweighted
(a) edge = people talk to one another
(b) edge = people talk an average of three or more hours per week
2. Weighted
(a) edge weight = number of minutes people talk to one another per week
(b) edge weight = number of times people talk to one another per week
Here, the unweighted graph supplies limited amount of information, whereas the
weighted graph is information-rich by indicating the number of times or the amount
of minutes a pair talks to each.
Although weighted graphs are information-rich, they introduce new challenges in
their analytical steps. Values of a weighted graph’s adjacency matrix can greatly vary.
For example, values span between 0 and 1, other times there is no upper bound (i.e.,
percentage scale or [0,∞), respectively). The value of edge weights should depend
on the real-life situation, thus be adjusted accordingly. Another important aspect
of weighted networks is that every vertex pair is connected, which results in a 100%
dense graph, and the question arises how to define tightly connected subnetworks.
Alternatively, the idea of unweighted and weighted graph are combined; the ‘essential’
edges (unweighted) receive a strength (weighted). Example 2.3 shows a unweighted
(binary) network, a weighted network, and weighted binary network.
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Example 2.3. Consider a work group with one manager (v1) and three employees
(v2, v3, v4). Analyze the time the manager spends with each employee. Which network





Unweighted: Manager talks to each
employee, but there is no indication
on how long. This network does not
provide any information about time
spent by the manager with each
employee. Task cannot be completed,
thus for this particular problem an












Weighted: Gives the amount of
minutes all members of the work group
spent with one another. Task can be
completed, but this network contains
excessive amount of information not
needed for the particular task. This
might slow down computing time.
Note: for this scenario the ‘great’
amount of information does not hinder









Binary Weighted: Provides the
amount of minutes spoken between
the manager and each employee. Task
can be completed. It is the most
appropriate model as it only includes
the information required to analyze




Throughout the remainder of this work, we will refer to unweighted-
undirected graphs and -networks unless otherwise stated. The reason for
this will be justified in future sections (Sections 2.6 and 3.1).
2.3.2 Network Measures and Statistics
Graph theoretic properties, referred to as topological properties, are robust, objective
measures to describe the structures and architecture of networks. Topology in itself
is an area of mathematics studying the geometric and spacial relationships of shapes
unaffected by deformation, for example stretching and bending. The Euclidean (geo-
metric) representation of a shape does not affect its topological measures. Figure 2.7
shows one network model represented by three different layouts. The topology be-
tween the ‘original’ and ‘deformed shapes’ is unaffected, and one cannot identify which
of the represented shapes is the original or if the original is even shown. Consequently,
conclusions obtained from a network’s visual graph are subjective. Graphs are often
used to re-enforce the claimed findings, but one could use the same model and present
it in a contradicting manner (as shown in Figure 2.7), thus objective measures are of
essence when drawing conclusions. In the following subsection, topological network
measures relevant to this work are discussed.
Figure 2.7: The three graphs represent the same network model. The graphical
representation of networks can be misleading, but their topology is independent of
the visual display. This is an example of the misguidance of graphical representations
of objects, here graphs of networks.
26
2.3.2.1 Paths, Diameter
Definition 2.5. A path in a graph G = (V,E, ω) is an ordered list of elements in
V and elements in E. The first and last entry of the ordered list are always vertices,
and each vertex element, vi, is followed by an edge element, ej. The length of a
path is defined by the number of edge elements within the ordered list.
A path (walk) between two vertices in a graph is a sequence of vertices and
edges. The length of a path is equal to the number of edge elements in the path
sequence, describing a distance between two vertices. Paths between node pairs are
rarely unique, this is exemplified in Figure 2.8. A common goal is to find the short-
est path (i.e., fastest walk) between particular pairs to calculate how far the vertices
are away from each other. The shortest path between two vertices is the walk re-
quiring the least amount of edges to travel from vertex vi to vj, referred to as the
(shortest) distance between vertex pair, d(vi, vj). The shortest path is not neces-
sarily unique either. Paths are vertex-specific, but the idea of paths can also provide
information about the entire network model. The longest shortest path within a net-
work is the network’s diameter. To determine the diameter, every shortest path
between each vertex pair is calculated, and the longest path is equal to the diameter.
Another global graph measure is the average path length: the average of all pair-
wise vertices’ shortest paths. The calculations of path, shortest path, and diameter

















Figure 2.8: A small network demonstrates multiple paths (red dotted lines) between
a vertex pair (red nodes). There are other paths between the red node pair not
highlighted here. The edge number indicates the distance from the lower red node to
the upper red node.
2.3.2.2 Components
Definition 2.6. A connected graph is a graph in which vertices can reach one
another by walking a finite number of edges, and consequently every vertex in the
graph has a defined distance to every over vertex d(vi, vj).
In theory, a graph is a collection of vertices that are connected by edges in such
a fashion that every vertex has at least one path to every other vertex within the
graph, meeting the requirements of Definition 2.6. If this requirement is not met, the
graph is disconnected. A disconnected graph is a collection of connected subgraphs,
called components.
Vertices of graphs modeling real-life scenarios rarely have a well-defined distance
to all other vertices. These graphs are unconnected and made of multiple compo-
nents. In most cases, real-world networks are made of one large component including
the majority of the graph’s vertices (approximately 90% of all network’s vertices).
To avoid confusion, it is worth mentioning that the largest component of a graph is
not equivalent to a ‘giant component’. The notion of a ‘giant component’ has spe-




Vertices are neighbors of each other if and only if they are connected by an edge,
i.e., their shortest path is equal to one. Neighboring vertices are said to be adjacent
and a vertex is isolated if it has no neighbors. In a large-scale system, isolated vertices
only contribute minimal information about the system or the graph’s topology, and
for that reason they are generally removed.
2.3.2.4 Degree and Degree Distribution
The degree, k, of a vertex is equal to the number of its edges, i.e., the number of its
neighbors. In an undirected graph, determining the degree of a vertex is straightfor-






where n is the number of vertices in a graph defined by adjacency matrix A. Generally
speaking, Equation 2.1 states that the degree of vertex i is the row sum of row i of
adjacency matrix A. Vertices with a very high degree compared to other vertices are
called hubs or hub nodes.
Note: The literature is inconsistent in regards to the assignment of simple
graphs’ adjacency matrix’s diagonal (refer to Definition 2.3 for simple graphs). In
some cases the diagonal is set to 1, in others it is 0. Equation 2.1 assumes a diagonal





Aij − 1. (2.2)
The degree distribution, denoted pk, is the frequency distribution of vertex
degrees. This measure is imperative as it defines one of the main characteristics of a
network’s architecture. However, the same degree distribution can result in different
network models. Figure 2.9 shows a frequency plot of a degree distribution and two
corresponding networks. The two networks (gray and blue) have different structures,
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but both inherit the same degree distribution. This demonstrates that one topological
measure does not sufficiently describe a network’s architecture.
Figure 2.9: A small network of 13 vertices: five vertices have one connection, six ver-
tices have two connections, one vertex has three, and one vertex has four connections.
A) Histogram of the degree frequency, B) Two possible graphs with the same degree
distribution as shown in A). The gray graph is connected, whereas the blue graph is
disconnected and is made of two components. The number in each vertex states its
number of neighbors.
The probability mass function of connectivity degree k is defined as the proba-
bility of a vertex X having degree k; P (X = k) = pk. pk is the faction of vertices in
the network with degree k and the number of total vertices n. To illustrate, assume
p2 = 17/93. This indicates that 17 out of 93 vertices have degree two, i.e., if a vertex
is chosen at random the probability that the vertex has degree two is 18%.
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Node v1 v2 v3 v4 v5 v6 v7
Degree, k 3 3 3 5 4 2 0
Degree, k 2 3 4 5
Frequency 1 3 1 1
➢ v4 can be considered a hub
as it has the highest degree
➢ v7 is an isolated node
➢ graph is disconnected
➢ graph has two components
















The cluster coefficient of a vertex i calculates how interconnected i’s neighbors
are. The cluster coefficient ranges between 0 and 1, where 0 indicates none of the
neighbors are connected. If the cluster coefficient of vertex i is equal to 1, then
all of i’s neighbors are connected to each other by an edge. Similar to calculating
the path(s) between vertex pairs, there are a number of algorithms that have been
implemented in different programming languages to calculate the cluster coefficient.
One of the simpler description of i’s cluster coefficient is to consider the following.
Build a subnetwork based on i and all its neighbors, calculate how many edges are
present and the maximum number of edges possible in the subnetwork, then the
cluster coefficient is the ratio of the number of present edges and the number of all
possible edges. The cluster coefficient of a graph is the average of all its vertex
cluster coefficients.
2.3.2.6 Density
The density of a graph provides information in regards to how inter-connected the
graph is, by comparing the number of present edges to all possible edges of the graph.
Properties of density:
➢ ρ ranges in [0, 1].
➢ If ρ = 0, then the graph is comprised of isolated nodes only.
➢ If ρ = 1, then the graph is complete.
➢ If ρ is relatively small, then the graph is sparse.
➢ If ρ is relatively high, then the graph is dense.









where Nume is the number of existing edges, Alle is the number of possible edges,
and ki is the degree of node i.
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Nume: The degree distribution is used to calculate the number of existing edges.
The degree of vertex i is equal to the row sum of row i, assuming the diagonal of the
graph’s adjacency matrix is equal zero. Then, the sum of all vertex degrees is equal
to twice the amount of existing edges in the graph. Consequently, Nume is defined








where ki is the degree of node i.
Alle: If every vertex is connected by an edge to every other vertex, then no more
edges can be added, and the graph is completely connected. Construct a completely
connected graph of n vertices: Assume a graph of one vertex, and let it grow until
the graph has n vertices by continuously adding one vertex at the time. With each
additional vertex, the number of edges required to keep the graph completely con-
nected is counted by connecting the new vertex to all already existing vertices. For
example, when adding the 10th vertex, 9 edges must be added to connect the 10th
vertex to the already existing 9 vertices. This behavior which is dependent upon the









where n is the number of vertices in the graph. At the jth vertex, (j − 1) edges are









2.3.2.7 Local and Global Network Measures
Some topological measures describe the structure of an entire network by providing
information about the graph’s global properties, whereas others are local properties
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describing a small structural part of the network. Table 2.2 summarizes the discussed
topological measures and distinguishes between global and local measures. In strict
theoretical analyses of graphs, graphs are assumed to be simple and connected. Con-
sequently, the topological properties are only well-defined when this assumption is
met. Real-world networks are infrequently connected graphs, thus topological mea-
sure calculation have been adjusted to ignore vertex pairs from different network
components. This creates a new problem; the calculated measures falsely portray
the system’s underlying network. For example, if a network model has a diameter of
six, then the longest path between any vertex pair is six edges apart. The goal is to
model an entire system. If the network is greatly disconnected a diameter of six does
not imply that all vertex pairs are connected via a relatively short path. To find a
compromise between a connected graph and a disconnected graph with many little
components, Newman proposes in [133], that for global properties to carry meaning
with regard to the network’s global structure, the graph should be made up of one
large component including at least 90-100% of the network’s vertices.
Local Properties Global Properties
Path between Vertices Average Path Length
Shortest Path between Vertices Diameter
Neighbors Components
Vertex Degree Degree Distribution
Cluster Coefficient Average Cluster Coefficient
Density
Table 2.2: Summary of topological measures differentiating between local and global
network properties.
2.3.3 Special Groups of Vertices
An undirected complex network is constructed to capture the static intra-relationship
among entities of a real-world system. When studying large complex networks, it is
common practice to identify smaller subgraphs enabling the close-up examination
of intra-connectivity between vertices while considering the entire network model in
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the backgroundr [49, 133]. Subnetworks/subgraphs are often referred to as modules,
clusters, communities, neighborhoods, vicinity network, fuzzy cliques, and cliques in
the literature.
Clusters, modules, communities, and fuzzy cliques are loosely defined terms and
are interchangeably used in the literature [105, 133, 163]. They describe subnetworks
that are (relatively) tightly connected, but the notion of ‘tightly connected’ has no
consensus. Clusters, modules, communities, and fuzzy cliques greatly vary in their
topology. Density of individual subnetworks can be calculated to provide a quantita-
tive measure to compare different clusters.
Definition 2.8. A vicinity network of vertex i includes vertex i and all its direct
neighbors and their edges.
Neighborhoods and vicinity networks greatly differ from each other in their topo-
logical properties, but their construction is well defined, and as a result they are re-
producible. Neighborhood and vicinity network are the same substructure: the extent
of the neighborhood can be defined by 1-vertex, 2-vertex, or 3-vertex neighborhood.
Each neighborhood/vicinity network subnetwork starts with an initial vertex, a 1-
vertex neighborhood of the initial vertex is the subnetwork of the initial vertex and
all its neighbors and their intra-connections, a 2-vertex neighborhood includes the
initial vertex and all its neighbors in addition to all neighbors’ neighbors. Unless
otherwise specified, 1-vertex neighbors are considered.
Definition 2.9. In a complete graph every vertex of the graph is connected by
an edge to every other vertex. This graph structure is also referred to as clique.
Mathematically, a graph G with n vertices is a complete graph if and only if G has
(n− 1)n/2 edges.
Cliques are mathematically well-defined. A clique is a complete subnetwork; all
of its vertices are neighbors of each other. They share the same topological properties
regardless of dimension. For example, diameter, cluster coefficient, and density of any
clique is always equal to one, and every vertex in a clique has an equal degree. The
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members of a clique form an equivalence class, meaning that the members follow the
reflexive, symmetric, and transitive properties. Most important here is the transitivity
property: If a ≡ b and b ≡ c, then a ≡ c. This means that all members of a clique are
equivalent to one another in terms of the edge relationship definition, and generally
enforces a relatively small variation across clique members. Each clique member
is associated to all other members to the pre-defined degree. Modules produced
by hierarchical clustering or k-means do not connect all members to each other,
therefore some vertex pairs may exhibit very low association although they are in the
same module implying a greater variation between members. As cliques imply their
members are equivalent to another, they are a popular structures to extract from
network models, but computationally very expensive.
Finding all maximal cliques is considered an NP-complete problem (NP - non-
deterministic polynomial time) implying that the algorithm solving this problem can-
not be solved in polynomial time [21]. In computer science, the time complexity of
an algorithm is specified by big O notation. An algorithm running in polynomial
time is bound by a polynomial expression such as T (n) = O(nk) for some constant k.
Algorithms with O(nk) are considered ‘traceable’, ‘efficient’, ‘feasible’, and ‘fast’ [34].
Consequently, finding all maximal cliques is not an efficient or feasible procedure to
identify groups of interest. Another consideration when using cliques is that they
might be too stringent in their properties. If the input data are clean, meaning tech-
nical and/or experimental noise and faulty measurements have been removed, i.e.,
close to error-free, then cliques are not considered stringent. Some data are naturally
clean. An example from sports data, a football player ran 200 yards during a game
or he did not. In this type of data there are no variable terms.
In general, a lot of data are not clean, including biological data, for which cliques
might be too inflexible of a structure. Edges might be missed due to technical issues.
Alternatively, fuzzy cliques can be used. Fuzzy cliques are subnetworks missing a
small amount of vertices to build cliques. Figure 2.10 displays a five-node clique and a
five-node fuzzy clique. The only difference between the two is the association between
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vertices v1 and v2. Data collection or data processing could have introduced an error
in the data resulting in a disconnection between v1 and v2. Consequently, noise in
data can result in false-positive connections, but also in false-negative connections.
If only cliques are considered for analysis, the five-node fuzzy clique would have been
missed. Thus, for noisy data, fuzzy cliques might be the best approach to identify
densely connected subnetworks. Fuzzy cliques, similar to modules, can greatly vary
in their topological properties. As a result, topological properties of fuzzy cliques
should be reported, such as number of edges missing to be a clique, density, diameter,
or average cluster coefficient [49].
Figure 2.10: Display of a five-node clique and five-node fuzzy clique. Difference
between the two structures is the existing/missing edge between the vertex pair: v1
and v2.
2.3.4 Network Models
In this section four common network models are introduced. Mathematical graph
models assist in understanding and examining networks constructed under different
assumptions. Traditional, purely theoretical graph models do not necessarily describe
distinct associations and characteristics of real-world applied networks. First, a tra-
ditional graph model, random graphs, is presented, followed by three applied graph
models: scale-free, small-world, and trees.
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2.3.4.1 Random Graphs
Random graphs are simple graphs described by some randomness. The randomness
can be introduced into the construction process in a number of different ways. For
example, the graph defined by G(n, e), where n, and e are fixed integers representing
the number of vertices and edges, respectively, is a random graph model with e edges
placed randomly between n vertices. Calculating the properties of random graphs
defined by G(n, e) is rather involved, and as a result other random models evolved
enabling easier mathematical analysis. Instead of fixing the number of edges, e, a
probability, p, was introduced, denoted G(n, p). The edge placements are assumed to
be independent of each other, and each edge has equal probability p to occur anywhere
within the simple graph. Multiple scientists worked on these types of models, but the
theoretical foundation was laid out by Paul Erdös and Alfréd Rényi with a series of
publications [58, 59, 60]. The Erdös-Rényi (ER) model is considered the standard
random graph model and is defined in Definition 2.10.
Definition 2.10. An Erdös-Rényi (ER) random graph model on n vertices is a simple,
connected, undirected graph G(n, p), where p is the probability in which each two
distinct vertices are connected by an edge. This model is noted to be the ‘classical’
random network model [183].
Extensions of ER random networks are, for example, ‘Poisson random graphs’ or
‘Bernoulli random graphs’, in which the probability function at which edges occur is
explained by the Poisson distribution, i.e., the shape of the degree distribution reflects
a Poisson as demonstrated in Figure 2.11. The ER model, being a tractable model,
has been analytically studied in depth thanks to its simplicity, and hence has been
popular to analyze networks.
Characteristics of ER random network models include relatively small average
distance between vertex pairs; however, random graphs have a very small average
cluster coefficient, implying that ER graphs do not demonstrate densly connected
subgraphs within the model, which is not true for real-world network models, as
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demonstrated in the real-world examples within Section 2.2.1. Consequently, ER
models do not provide an accurate model for real-world applied networks.
Figure 2.11: Poisson distribution with varying lambdas. Poisson is a discrete prob-
ability function of k occurrences. The colored lines are only shown to visualize the
behavior of the distribution with varying λ.
Moving into a New Millennia By the end of the 20th century, technology im-
proved and large amounts of data became manageable to handle, track, and analyze.
The true degree distribution could be calculated and plotted instead of modeled.
Surprising to the network community, the degree distribution of real-world networks
looked unexpectedly different from ER models and it became apparent that edge
placements depended upon each other’s placement and are not randomly placed.
One of the first large-scale network studies was a model of the World Wide Web
(WWW) [11, 86], which demonstrates a right-skewed degree distribution, leaving the
probability mass function with a long tail on the right side, similar to a Poisson prob-
ability mass function with λ around two. In addition, the WWW network model
shows groups of vertices that are densely connected to one another. Further empiri-
cal studies confirmed these behaviors and the right-skewed degree distribution is now
an established common trait of real-world complex networks. To model and study
real-world complex network systems more accurately, they were no longer defined
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by random graph models and instead described by a new class of models: scale-free
networks.
2.3.4.2 Scale-free
Scale-free network models are defined by a degree distribution following a power-
law function. The class of power-law functions, a close relative of reciprocal func-
tions, is defined by f(x) = Cx−α, where C and α are constants. Assumptions need
to be made to define a power-law function as a probability distribution:
1. The domain must be adjusted. x is an assumed event/state, hence x is an
element of a distinct set of positive numbers discretizing the function. The
graph of power-law function resembles the class of reciprocal functions in the
first quadrant of the coordinate system (Figure 2.12).
2. The constant α is assumed to be positive, because if otherwise, then polyno-
mials should be employed to model the degree distribution. Polynomials are
mathematically easier functions allowing simple analytical investigation.
3. C is a scaling coefficient (factor), also referred to as normalizing constant, en-
suring that the sum of all possible probabilities is equal to one.
Due to the restrained domain, power-law functions have a number of convenient
characteristics, such as scale invariance. Due to this invariance property the log-
transforms of f(x) and x have a linear relationship. The line of the log-log plot
of the power-law function is referred to as its signature. Because of the extreme
right-skewed tail of the power-law function, very large unexpected values occur in
the distribution, and as a result the function inherits certain additional mathematical
properties [32, 133]:
1. If 1 < α < 2, then the standard statistics, mean and variance, diverge.
2. If 2 < α < 3, then the mean is finite (well-defined), but the variance diverges.
3. If 3 < α, then the mean and variance are finite (well-defined).
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Figure 2.12: Reciprocal functions is defined by f(x) = xβ, assuming β is a positive
integer. The domain of this class of functions is {x|R \ {0}}. Left) When β is odd,
then limx→0+ h(x) = ∞ and limx→0− h(x) = −∞; Right) When β is even, then
limx→0+ h(x) = limx→0− h(x) = ∞. In the first quadrant of the coordinate system the
behavior of the functions is the same, and resemble the shape of a power-law function.
Albert-László Barabási and Réka Albert inaugurated the notion of a scale-free
network in 1999 [11]. At the end of the 20th century, complex, large, real-world
networks were computationally mapped out rather then modeled to investigate their
true organization and topology. Unexpected results were revealed, namely, that these
mapped real-world systems differed substantially from random networks. One pro-
nounced distinction between the two is the organization of edge placements. Edges
did not seem to be placed randomly and instead there was evidence of preferential
attachment, meaning that only few nodes had a lot of edges whereas the majority
of edges had a small number of connections. The appearance of a large number of
small degree nodes and a few nodes with abnormally high degree, i.e., hubs, was a
new phenomenon of the degree distribution. Networks with hubs are stable model
systems, as they are less likely to fail under random attacks. Within the finding, nu-
merous complex systems were mapped and analyzed, including biological networks,
and all complex systems showed similar edge organization. These new type of network
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models with their ‘abnormal’ degree distribution became the new model system for
real-world complex networks and are referred to scale-free networks. The ‘abnormal’
degree distribution has a long right skewed tail, which can be modeled by power-law
functions [9, 11, 12, 133]. Scale-free network models are formally described in Defi-
nition 2.11 and graphs of power-law functions with varying parameters are presented
in Figure 2.13.
Figure 2.13: Power-law function with varying parameters. If the degree distribution
of a network can be modeled with a power-law function, then it is considered to be
scale-free. The long tail implying the existence of many vertices with few connections
and only few vertices with a large number of connections. The vertices lying in the
tail of the distribution are called hub nodes.
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Definition 2.11. A network is scale-free if its degree distribution, pk, approximately
follows a power-law function, p(k), of the form:
p(k) = Ck−α (2.6)
where k is the degree variable, α ∈ (1,∞), and C is a positive scaling constant to
ensure that the sum of all probabilities is equal to one.
Typically, the exponent of naturally occurring power-laws falls within the range
2 < α < 3, but values outside this range, especially outside the lower bound, have also
been evident, and as a result the interval (1, 3) is adequate in most cases when model-
ing complex networks [33, 133, 183]. Table 2.3 presents empirical results from various
researchers. Although the mean and variance are well-defined for α > 3, real-world
complex networks only occasionally fall within this range. One essential property of
scale-free networks is the appearance of hub nodes, which guarantee the stability of
networks under random attacks. Barabási exceedingly researched this phenomenon
and concluded that when α > 3 and α → ∞, hub nodes become less and less im-
portant for the network’s structural stability. Furthermore, these network models are
called scale-free as they do not have an internal scale due to unknown node degree
expectancy: the degree could be rather small or arbitrarily large. Consequently, the
degree variance within unscaled or scale-free networks should not be mathematically
definable, making α values greater than three less realistic.
Type of Network n l α Citation
PPI 2,018 2,930 2.89 Ch. 4 in [10]
PPI 2,115 2,240 2.4 [91]
Internet 192,244 609,066 3.42 Ch. 4 in [10]
Internet 10,697 31,992 2.5 [63]
Metabolic 765 3686 2.2 [92]
Table 2.3: The properties include the type of network, the total number of nodes n and
vertices l within the model, its corresponding α value of the power-law distribution,
and the reference from where the information was obtained.
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Further subtleties must be discussed to appropriately use the power-law function
as model for node degree distribution. The domain can be further restricted and the
function can be formulated discretely or continuously requiring different mathematical
calculations. Unweighted networks have a discrete degree distribution, as nodes can
take on degree k = 1, 2, 3, ...n, where n is the number of total vertices within the
network. The degree distribution of weighted networks is not necessarily discrete,
because the degree of a node is equal to the sum of all weights, instead of the number
of distinct neighbors. Table 2.4 summarizes the differences between the two cases of




Formulation pk = Ck
−α p(k) = Ck−α
Classification Equation Function
Domain {k|k ∈ N} {k|k ∈ R+}
Normalization
Condition
The cumulative sum of all
probabilities must be equal to
one.
The area underneath the
curve (AUC) must be equal to
one, consequently the integral
of p(k) must be equal to one.
Smallest Degree kmin = 1 ki ≥ kmin > 0
Greatest Degree
Complex networks have a finite number of nodes, thus a
finite number of degrees and an upper bound is defined as:












pk is the probability that a
node has exactly k
links/edges/neighbors
p(k) does not have precise
meaning, only the integral of





is the probability that a
randomly chosen node has
degree between k1 and k2.
Note that the probability of a
particular k cannot be
determined.
Table 2.4: The power-law function must be analyzed according to its input val-
ues: continuous or discrete. The discrete or continuous case result in unweighted or
weighted networks, respectively. The main differences are summarized in the table.
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2.3.4.3 Small-world
The idea of small-world networks arose from studies and constructions of different
social networks. Informally, the small-world phenomenon was introduced in Sec-
tion 2.2.1 with the discussion of Milgram’s social science network experiment. The
results of his study showed that two strangers could be linked by relatively few num-
ber of acquaintances and this phenomenon is now commonly know as ‘six degrees of
separation’ [191]. This small-world phenomenon of social networks had been studied
for decades in the Social Sciences, but was completely disjoint from the booming field
of studying random networks. Neither discipline, Social Science nor Mathematics,
acknowledged or referenced to the findings of the other. As a result the small-world
phenomenon stayed within the social studies until a publication in Nature by Dun-
can Watts and Steven Strogatz in 1998 [192]. In this paper Watts and Strogatz
formally introduced small-world network models and explained how the ‘six degrees
of separation’ idea applies to self-organizing systems: “neural network of the worm
Caenorhabditis elegans, the power grid of the western United States, and the collab-
oration graph of film actors” [192].
For a network model to be small-world it must be made of densely connected
subnetworks that are linked together in such a way that the path between any vertex
pair is relatively short [192]. Mathematically, to categorize a network as small-world,
its average cluster coefficient (meanCC) and average path length (meanPath) are
calculated. The average cluster coefficient is larger than in an ER random graph, and
the average path length must be at least as short as a corresponding random network
model [191, 192].
Watt and Stragatz’s work on small-world models was conducted before the in-
troduction of scale-free networks, and as a result most work inspecting small-world
phenomenon was done on network models different from scale-free. Watts, for exam-
ple, assumed that the average degree k does not change, nor shows large variations
within k [191]. The latter is not true for scale-free network models, and thus small-
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world and scale-free describe independent network topologies and one does not imply
the other, despite the fact that network models can adapt both topological charac-
teristics.
Although the small-world phenomenon is not discussed as much as scale-free in
the life sciences, it is a known property of biological networks, and thus should be
considered while modeling biological models. For example, epidemiology researches
the way diseases spread in hopes of constructing models to aid in disease control.
Small-world networks have led the way to better model disease dispersion [109].
2.3.4.4 Trees
Trees are a special type of graph which will be reviewed here to allow for discussion
further on in the text. Trees are very restricted in their construction properties
compared to simple graphs. Tree vertices are often described as parents and children.
Most children are also a parent, and every child has one unique parent, but a parent
can have multiple children. The assignment of a root node is particular to one vertex
within a tree structure, and this root node is a parent, but does not have a parent.
It can be considered the origin or the end of the tree depending upon the relative
directionality of the tree.
The graph of a tree with random spacial vertex positioning is hard to visualize
and is not necessarily identifiable as a tree. As a result, tree vertices are usually
graphed following a hierarchy. Figure 2.14 demonstrates different representations of
trees. Real-world networks seldom follow tree structure and should not be transformed
into trees, as information will be lost during the transformation process from complex
network to tree due to a large number of required edge deletions. Trees are simplified
networks and cannot portray the overall interactions of complex system. Due to
the simplicity of trees (i.e., reduction of complexity), they are easily analyzed and
dissected, and therefore have a substantial application in the life sciences.
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Figure 2.14: The same tree is represented in four different layouts: Random, Circular,
Hierarchical, and Grid. The yellow node in each tree represents the root node; blue
nodes are parents and child; green nodes are children only. Only in the hierarchical
layout, the root node is apparent.
An example of a naturally occurring tree is the path of river(s). A river tree can be
constructed in different ways, using two representations here:
1. A delta is set as the root node, parents are river bifurcations, and the children
are the original rivers creating the previous river. The last children are the
wellsprings of all the rivers, which produce the final river entering the body of
water. Figure 2.15 shows an example of such a river tree structure.
2. The wellspring (i.e., headwaters) is the root node, parents are river bifurcations,
and the children are the results of bifurcation (i.e., new rivers). The delta (i.e.,
mouth) of a river at where the river ends into a body of water (e.g., lake, ocean)
is considered the last child of a river tree.
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Figure 2.15: Three different visualizations of the same tree representing the the paths
of rivers creating the Weser in Germany before it enters the North Sea at Bremer-
haven, Germany. The top image shows rivers in North-East Germany and North-
West Netherlands. The river map is taken from http://www.waldorf-ideen-pool.
de/index.php?aid=2320 and the manually highlighted rivers are the paths of the
Weser and all its connecting rivers. Lower left tree presents the path of rivers as
explained in representation 1, lower right tree demonstrates representation 2.
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2.4 Genomics
The term Genetics was introduced by William Bateson in 1906, and established a
new biological field dedicated to the investigation of genetic heredity and variation.
Genetics is primarily a discipline within biology and medicine, but plant genetics has
been an emerging field as well [146]. Genetics is a scientific area focusing on genes,
gene variation, gene development, gene mutations, and how their traits and conditions
are passed from generation to generation. Research in Genetics has significance for
understanding genetic diseases, pattern of inheritance, cancer, fertility, and multi-
factorial diseases. Genomics is a branch of genetics including molecular biology and
cell biology studying all structural and functional aspects of the entire genome or large
segments of the genome of different organisms instead of inspecting individual genes.
The term Genomics was proposed by V.A. McKusick and F.H. Ruddle in 1987 [146].
The many scientific goals of Genomics relate to entire genomes of organisms; a key
objective is to determine the entire DNA nucleotide sequences, but also includes the
following scientific elements: The study, identification, and analysis of
1. the entire nucleotide sequences of organisms,
2. all genes and their structure, chromosomal localization, and function (field of
Functional Genomics),
3. chromosomal-associated proteins,
4. molecules involved in transcription and translation, and their regulation (these
are parts of the transcriptome, that has its own more specialized research area:
Transcriptomics),
5. proteins produced by a cell or organism (Proteomics), and
6. data, especially their assembly, storage, and management (the research disci-
pline of Bioinformatics; Bioinformatics and Genomics are sub-disciplines of each
other).
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Our knowledge of the genetic assembly of genomes has been greatly enhanced due to
modern highly efficient sequencing methodologies discussed in Section 2.4.2. Model
organisms are organisms, which have been completely sequenced and are generally
well-annotated, e.g., Homo sapiens (human), Pan troglodytes (chimpanzee) (1.2%
difference to humans), Danio rerio (zebrafish), Mus musculus (mouse), Drosophila
melanogaster (fly), Caenorhabditis elegans (worm), Arabidopsis thaliana (plant), Es-
cherichia coli (bacteria), and Saccharomyces cerevisiae (yeast) [146].
2.4.1 Gene Expression
A cell’s function is dictated by proteins, which are encoded by genes, segments of
DNA presenting a single unit of genetic information, via RNA. This assembly line,
from gene (DNA to RNA (transcription)) to protein (translation) to cell function
is described by the central dogma of molecular biology. The amount of RNA and
its transcripts influence protein levels. Some regions within a gene are non-coding
called introns, which normally do not produce functional gene products such as pro-
teins (e.g., enzymes, and hormones) and do not directly affect the state of a cell.
To understand the state and activity of a cell, gene transcription and protein levels
are measured. Measuring protein levels is out of the scope of this work and only
quantitative mRNA expression is discussed. Gene expression is a quantitative mea-
sure describing the mRNA transcripts of a given gene at a given time and condition.
Measuring gene expression is an important part of life sciences to quantify levels at
which a particular gene is expressed within a cell, tissue or organism, as it can be
used to hypothesize protein levels and activity. These measures are of interest as gene
expression levels can have a profound effect on the organism’s phenotype. Heatmaps
can be used to graphically represent gene expression data; two examples are shown in
Figure 2.16. In general, a heatmap is an assignment of color grades to different levels
of a numerical dataset. Here, the color of each entry represents the gene’s expression
at the particular sample. High expression values are commonly indicated by red, and
low values are often green or blue.
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Figure 2.16: Two examples A and B show common representations of gene expression
heatmaps found in the literature. A) Figure 4A from [202], and B) Supplementary
Figure 2 from [37]
Differentially Expressed Genes: When comparing samples, the goal is often to
determine the genes that are differentially expressed (DE genes) between the samples.
The discovery of DE genes is of interest as they can highlight which genes may be
important in different cellular processes or phenotypes. The methodology of DE gene
identification is dependent on a number of variables: significance level, fold change,
and number of permutations. Consequently, researchers define differential genes in
many ways, i.e., different statistical significance values such as 0.05 or 0.01.
Housekeeping Genes: Housekeeping genes are an important set of genes for the
biochemical stability of a cell, but they also play a fundamental role during data
cleansing, quality control, and transformation processes, because they are commonly
used as a baseline for data transformation. Housekeeping genes have a role in per-
forming basic functions in a cell and are presumed to have a relatively stable level of
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expression across cells and conditions. With the advances in genome sequencing, some
genes previously categorized as housekeeping genes have been identified to express at
variable levels across tissues or cells. Consequently, there is not one universal house-
keeping gene; instead, these genes should be identified empirically on a case-by-case
basis.
2.4.2 High-throughput Technologies
In general, high-throughput implies a blend of robotics, automation, data pro-
cessing, and application of software to quickly measure and/or analyze some matter
on the order of thousands, millions, or even billions. Within the life sciences, the
term ‘high-throughput’ describes automated techniques, which simultaneously mea-
sure many different entities, such as biochemical particles. There are many differ-
ent high-throughput technologies such as ChIP-seq (Chromatin immunoprecipitation
method to detect specific proteins binding to DNA sequences) and flow cytometry
(method used in cell counting and protein engineering). For this work, the interest lies
in high-throughput technologies generating gene expression data, namely microarray
and next-generation sequencing such as RNA-seq. A single microarray can generate
over tens of thousands data points of different expression levels of known target se-
quences. On the other hand, RNA-seq can sequence an entire unknown transcriptome
or genome at once. As the amount of data produced by high-throughput technologies
increases, methods are needed to quantify and analyze these data in an automated
computational workflow.
Microarrays have been studied for two decades, are well-understood, and have
become standard technologies. As a result, microarrays have well-established method-
ologies and are well-understood in their mechanism, data transformation, and data
interpretation. There are standard mathematical and statistical procedures for mi-
croarray data analysis, and well-established software packages are available, e.g., the
transformation approach Robust Multi-array (RMA) [88]. Due to the establishment
of microarrays, they are still commonly used in biomedical research, as the human
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genome has been sequenced at great depth and is relatively well-understood and well-
annotated. If prior knowledge about the organism in question exists, then employing
arrays over sequencing methodology decreases time and cost even today.
RNA-seq is the favored technology for exploration studies. Genomes are used to
explore their transcriptome. It is biochemically well-explained to the extent of non-
proprietary mechanics of different sequencer (e.g., Illumina, PacBio). On the other
hand, RNA-seq data cleansing, transformation, normalization, or analysis are still
debatable research areas. A lot of the methods are black box applications making
them somewhat of a guessing game. Many different methods have been proposed,
the two most commonly employed and popular software packages being EdgeR [29]
and DEseq2 [112, 113], which offer differential gene analysis, but only offer a limited
amount of normalization and filtering methods. To further increase complexity, count
data (raw data, the number of overlapping reads within a fragment) can be trans-
formed into fpkms (fragments per kilobase per million), rpkms (reads per kilobase
per million), tpms (transcripts per kilobase million), or others. There is no con-
sensus about which transformation to use in which situation. In addition, different
sequencers produce different data structures, hence the procedures for data analysis
are also sequencer dependent. PacBio and Illumina are the leading sequencing tech-
nologies at the current time. PacBio is known for their long reads, but Illumina’s
sequencing quality is better than PacBio’s (as of August 2016). Lastly, it is worth
mentioning, the problematic procedures of sequence alignment and assembly. These
pre-data quality control procedures can already introduce a lot of bias including false
positives.
Both methods, microarray and RNA-seq, have their pros and cons. Table 2.5
summarizes the differences between the two methodologies, as they vary greatly in
their data type, distribution, biological information, and general understanding.
Microarray data seemed complex when it entered the life-sciences, but RNA-
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Table 2.5: Data type and handling comparison between Microarray and RNA-seq
technologies.
2.5 Mathematical and Statistical Considerations
In this section, mathematical and statistical groundwork to calculate association be-
tween data points is presented. First, data distributions (obtained from empirical
investigations) and their importance are discussed. Next, association measures from
the fields of Mathematics, Statistics, and Probability Theory are introduced. These
measures describe a quantitative association/relationship/distance/dependency be-
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tween two data points. Based on the measure’s origin of discipline, the notation for
the two data points varies. For example, in Mathematics the objects compared are
defined by m-dimensional vectors of the form p = 〈p1, p2, . . . , pm〉, whereas Statistics
and Probability Theory use the term population, sample, or random variable, denoted
by X. For our purpose, there is no difference between samples, random variable and
data vectors, as in both cases here, they represent a numeric sequence of gene ex-
pression data. Statistical and mathematical measures are defined by their proper
notation: random variable and vector, respectively. Statistical correlation measures
lie within the interval [−1, 1]. Most results from mathematical measures, such as
the Euclidean distance, will not fall within this interval. Consequently, all measures
cannot be interpreted in the same fashion. Lastly, the term robust indicates slightly
different meanings depending on its usage. In statistics, a method/procedure/test is
robust when the method is not greatly affected by small variations within the data
(random varabible) like outliers. These tests are resistant to outliers within the sam-
ple and deviations that were not accounted for in the assumption before applying the
test to the data. In mathematics, a method is robust if it is accessible in a variety of
independent ways and still functions, performs, and operates without failure under
altered variables/conditions [85].
2.5.1 Data Distributions
Distribution is a statistical concept, which is based on a given random sample of a
population to estimate the tendency/behavior of the entire population. The normal
or Gaussian distribution, defined in Definition 2.12, is the most important, essen-
tial distribution in Statistics because many statistical test and methods heavily rely
on the assumption of normality [199]. If a random sample is normally distributed,
then the probability of choosing a variable at random can simply be described by two
numeric values: the random sample mean and its variance.
56
Definition 2.12. The normal distribution (Gaussian) is represented by a bell curve
and its probability function is defined by:







where µ is the estimated population mean, σ is the estimated population standard
deviation, and σ2 is the estimated population variance. If the mean is equal to
zero and variance is equal to one in Equation 2.7, then the distribution is called the
standard normal distribution.
If a distribution of data does not follow a normal distribution, then it is common
practice to transform data by a continuous transformation function, such as a loga-
rithmic function. Formally, a population X (a dataset) has a log-normal distribution
if Y = loga X is normal, for some real number a. It is worth noting that transfor-
mation methods do not guarantee that the transformed data will follow a normal
distribution.
Parametric tests are techniques in statistics that assume that the sample is
drawn from a normal distribution. These methods are robust and effective tools for
normally distributed data, but are inadequate and produce misleading results when
the normality assumption is violated. Although, this violation is often the case for
empirical data, parametric methods are the standard approaches of most applied
research causing a great problem. Rand R. Wilcox describes the problem of assuming
normality in his book Introduction to Robust Estimation and Hypothesis Testing [199]
as follows:
To begin, distributions are never normal. For some this seems obvious,
hardly worth mentioning. . . . Granted, the normal distribution is the most
important distribution in all of statistics. But in terms of approximating
the distribution of any continuous distribution, it can fail to the point that
practical problems arise, . . . Although the problems just described are well
known in the statistics literature, many textbooks written for applied re-
searchers still claim that standard techniques are completely satisfactory.
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Consequently, it is important to review the problems that can arise and
why these problems were missed for so many years. As will become evident,
several pieces of misinformation have become part of statistical folklore, re-
sulting in a false sense of security when using standard statistical techniques.
An alternative to parametric statistics are non-parametric tests for data vio-
lating the assumption of normality. These tests are distinguished as robust statis-
tics. Parametric statistics offer higher statistical power than non-parametric meth-
ods. Thus, parametric approaches are generally preferred over non-parametric tests,
although distribution requirements are unmet as mentioned by R. R. Wilcox. Sta-
tistical power does not necessarily have real-life implication, and a higher statistical
power is not equivalent to greater applied relevance. Furthermore, falsely applied
statistical tests do not carry any power and the obtained results are debatable. Con-
sequently, although non-parametric techniques have less statistical power, they are
often the appropriate method for analysis.
2.5.2 Determining the Distribution of Data
There are many data distributions, each of which may require a different type of sta-
tistical test. Thus, distributions should be estimated before statistical examination
begins. The graph of a distribution can take on many shapes; some typical shapes
include symmetric, constant, right or left skewed, and bimodal. A number of distribu-
tions with particular shapes and certain properties are named due to their importance
within statistics, such as Normal, Poisson, Binomial, Uniform, and Exponential.
The easiest approach to estimate a population’s distribution is by graphing the
frequency plot of the sampled population (i.e., dataset) assuming these data are a good
estimate of the entire population. When the frequency plot (histogram) of the data
follows a bell curve shape, then the population (data) is (are) considered normal. A
histogram only demonstrates a rough presentation of the data’s distribution, because
it can be distressed by the number of bins considered, which is demonstrated in
Figure 2.17.
58
Figure 2.17: Histograms with corresponding normal probability density function of
two different, manually generated (artificial) datasets. Each row represents the same
population/dataset with varying number of considered bins. The bin width depends
on the corresponding dataset. The bin numbers decrease (i.e., bin width increases)
from left to write. The histogram with only 5 bins does not clearly represent the
data: Top) The frequency first decreases with an increase of measure values, which
is missed. Bottom) The small frequency of very low measure values is not noticeable.
Another graphical test is to plot the data’s quantile-quantile plot (Q-Q plot). A
Q-Q plot is a mathematical approach to determine whether data possibly arose from
a theoretical distribution, such as the normal distribution. Experimental data are
compared to data generated by a normal distribution with same mean and variance
as the empirical sample and plotted as a scatterplot, as seen in Figure 2.18. If the
points roughly lie on a straight line, then the data distribution can be assumed normal.
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Figure 2.18: Histogram of data and corresponding Q-Q plot. Datasets used in Fig-
ure 2.17 are employed here. The Q-Q plot is unaffected by binning. Top) It is
apparent that the tails of the data distribution do not follow the characteristics of
a normal curve as the data points deviate from the red indicated normal line. Bot-
tom) The data distribution is not normal either. It is evident that this distribution
is further removed from normal than the data distribution above.
These graphical evaluations of data distributions are subjective. Questions arise
if there are statistical tests that determine a distribution with some certainty, or
if there are sophisticated approachs to determine normality. There are many such
tests that can be used to calculate/estimate if data normal: Kolmogorov-Smirnov
Test, Lilliefors Test, Shapiro-Wilk, Jarque-Barre Test, D’Agostino-Pearson Test, and
others [67, 73, 161, 199, 207]. These tests provide some certainty of data normality,
but they are not reliable for large-scale large datasets. As the sample population
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grows larger it reflects the true population more accurately, so the smallest deviation
from normal within the large sample populations will reject the null hypothesis of
the population being normal. Due to growing amounts of data, within the statistics
community this problem is greatly discussed (e.g., in forums such as http://stats.
stackexchange.com) and testing for normality in very large datasets has even been
called ‘essentially pointless’ [3].
2.5.3 Association Measures
In a gene network, genes, represented by nodes, are connected with an edge when a
gene pair shows ‘enough similarity’ or ‘high association’. The classic measures to de-
fine association between gene expression profiles are correlation coefficients, geometric
distances, or entropy measures [82, 118, 130, 152, 173, 208]; rarely network edges are
defined by probability of possible interactions [156]. These measures are used to con-
duct a pairwise comparison between all gene pairs within a dataset. A number of
measures are introduced in this section; first geometric distances are discussed, fol-
lowed by three correlation measures, and lastly, an entropy measure is introduced.
Conventionally, these measures are often referred to as metrics. A metric represents
a distance. By mathematical standards, a metric must follow a number of properties,
which are given in Definition 2.13. By the formal definitions of correlation coefficients
and entropy measures, these measures are not metrics, but can be transformed to be
metric-like, meaning that not all properties of the metric definition are met.
Definition 2.13. A metric is a function, d, which maps elements of set X onto the
set of non-negative real numbers, namely {x|x ∈ [0,∞)} or R+0 . In addition, the
metric function must obey the following conditions:
1. d(x, y) ≥ 0
2. d(x, y) = 0 ⇐⇒ x = y
3. d(x, y) = d(y, x)
4. d(x, z) ≤ d(x, y) + d(y, z)
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2.5.3.1 Distances
Distances measure the physical magnitude between two m-dimensional vectors (data
points) and range from zero to infinity. A distance of zero indicates that the two
vectors are the same. As distance increases, the vector pair is physically further
apart from one another. Three common distances are introduced here: Euclidean
Distance, Manhattan Distance, Canberra Distance.
Euclidean Distance The Euclidean Distance (EU) is the most well-known dis-
tance. It describes the (direct) geometric distance between two points by a straight-
line.
Definition 2.14. Given two data points p = 〈p1, p2, . . . , pm〉 and q = 〈q1, q2, . . . , qm〉,
where p and q are m-dimensional vectors and m is a discrete number. The Euclidean
Distance, d, between p and p in the m-vector space is defined by








(pi − qi)2 . (2.8)
EU is frequently used in traditional cluster methods (i.e., hierarchical, k-means) [102].
It measures the m-dimensional geometric distance between two vectors of length m,
i.e., distance between two genes with m measurements. The EU metric is based upon
the magnitude of the difference between gene vectors, and it does not provide infor-
mation with regard to similarities in the behavior of the two vectors. EU should not
be used if the testing hypothesis requires the investigation of similarly behaving genes
over conditions or time points.
Manhattan Distance The Manhattan Distance (MA), also called city-block or
taxicab metric, measures the geometric distance between two points via two perpen-
dicular (90 degree angle) straight lines.
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Definition 2.15. Given two vectors p = 〈p1, p2, . . . , pm〉 and q = 〈q1, q2, . . . , qm〉,
then the Manhattan Distance d1 between p and p is defined by




|pi − qi| . (2.9)
Note that the MA between two points is greater or equal to the EU between the same
two points: d1(p, q) ≥ d(p, q).
Canberra Distance The Canberra Distance (CA) is a modification of the Man-
hattan Distance, which includes varying weights for each dimension.
Definition 2.16. Given two n-dimensional points p = 〈p1, p2, . . . , pn〉 and q =
〈q1, q2, . . . , qn〉, then the Canberra Distance dCA between p and p is defined by







CA is sensitive to values around the origin (i.e., zero) implying that the CA
difference between two expression values near the n-dimensional origin may be mag-
nified. Consequently, gene pairs with low n-dimensional expression values receive an
elevated distance due to mathematical weighting properties of CA, although they are
physically close together, this characteristic of the Canberra metric is highlighted in
Example 2.5. This example nicely shows the weighting procedure of CA. This metric
is applicable when measures close to zero are considered artifacts or not trustworthy.
In terms of gene expression, spatially close gene expression profiles with high expres-
sion values obtain a smaller distance, than spatially close gene expression profiles near
the origin.
Example 2.5. Suppose the following four genes are measured over four conditions.
Is gene pair 1. or 2. more similar in terms of EU, MA, and Canberra distance?
1. g1 = 〈1, 1, 1, 1〉 and g2 = 〈2, 2, 2, 2〉
2. g3 = 〈10, 10, 10, 10〉 and g4 = 〈11, 11, 11, 11〉
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It is easy to see that the Euclidean Distance between the gene pairs is the same:
d(g1, g2) = d(g3, g4) = 2.








=⇒ dCA(g1, g2) > dCA(g3, g4)
Although Euclidean distance states no difference between the gene pairs, the Canberra
distance defines the first gene pair (g1, g2) less similar than the second pair (g3, g4),
because CA penalizes vectors close to the origin of the vector space.

2.5.3.2 Correlation Coefficients
Correlation measures the strength of association between two random variables. The
values of correlation coefficients range between −1 and 1. A correlation value equal
to one implies that the two random variables are strongly associated. As the correla-
tion coefficient approaches zero, the association relationship between the two random
variables weakens. At a correlation value of negative one, the pair is defined to be
perfectly anti-correlated. Three popular correlation measures are introduced here:
Pearson’s Correlation Coefficient, Spearman’s Correlation Coefficient, and Kendall’s
tau Coefficient.
Pearson’s Correlation Coefficient Pearson’s (product moment) Correlation Co-
efficient is a measure of statistical correlation between two data variables (vectors).
The Pearson’s correlation (PE) is the most widely used correlation measure to define
similarity or distance (1−PE) between two gene expression vectors [49, 71, 125, 130,
208]. Mathematically speaking, the Pearson’s correlation is the ratio of the covari-
ance and product of the standard deviation of the two data variables (n-dimensional
vectors). By dividing the covariance by the standard deviation of X and Y , Pearson’s
Correlation Coefficient is standardized and its range lies within the interval [−1, 1].
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Definition 2.17 gives the strict mathematical definition of Pearson’s Correlation Co-
efficient, denoted ρ, which assumes that the entire population of X and Y are known.
As this is seldom the case, the population parameters are estimated by considering
large sample random variables from both X and Y , then ρ is evaluated with r as
described in Definition 2.18.
Definition 2.17. The Pearson’s Correlation Coefficient of two populations (data





Definition 2.18. The Pearson’s Correlation Coefficient of two populations (data
points) X and Y , denoted as r is defined by
r(X, Y ) =
∑m





j=1(Yj − Y )2
(2.12)
The Pearson’s correlation value is very sensitive to outliers within the test pop-
ulations (dataset). For example, consider two expression profiles following the same
pattern across all experimental measurements. If there is a single deviation at a point
(measurement) between two expression patterns, then the correlation value decreases
more than expected. This decrease in correlation value is more apparent in datasets
with few experimental conditions (e.g., less that 10), but it is also notable in datasets
with many experimental measurements. This behavior of Pearson’s Correlation Co-
efficient is presented in Figure 2.19. Without the outlying points at Measurement 11,
the Pearson’s coefficients of the three gene profile pairs is approximately one, denoting
perfect correlation, i.e., ‘very similar in pattern’. By introducing an outlier in Gene
Vector 1 and 3 at Measurement 11, the correlation value of Gene 1 and 2 decreases
to 0.865, and the value of Gene 2 and 3 drops to 0.782. This shows that Pearson’s
correlation values are affected by just one outlier making an exhibited correlation
trivial.
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Figure 2.19: Outlier Effect on Pearson’s Correlation Coefficient: Three gene expres-
sion profiles (red, green, blue) are shown over 24 experimental measurements. At
Measurement 11, the profiles of gene1 (red) and gene3 (blue) deviate from the common
expression pattern exhibited. Pearson Correlation Coefficients of the three possible
comparisons are shown in the top right corner.
Pearson’s correlation inherits a very strong statistical assumption, namely the
assumption of normality. The data under investigation should (closely) follow a nor-
mal distribution, otherwise a calculated correlation value is unreliable. It is well
documented that the Pearson’s Correlation Coefficient does not perform well on non-
normal data: its values are typically reduced under non-normality [27, 57, 74]. Fur-
thermore, the hypothesis test to measure statistical significance of the coefficient may
be under-powered, and its Type I error rates may be increased when performed on
non-normal variables [19, 75]. Another limitation of the Pearson’s correlation is that
it only measures the strength of linear relationships. This is demonstrated in Exam-
ple 2.6. Figure 2.20 shows four comparisons; each comparison has the same correlation
value of 0.82.
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Example 2.6. Consider the following gene expression data table:
m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11
Gene1 4.00 5.00 6.00 7.00 8.00 9.00 10.00 11.00 12.00 13.00 14.00
Gene2 0.00 1.75 3.25 1.00 3.00 5.00 4.00 4.25 7.00 3.75 6.00
Gene3 6.70 8.00 9.00 10.00 10.80 11.30 11.70 12.10 11.70 11.30 10.80
Gene4 1.33 1.83 2.33 2.83 3.13 3.63 4.13 4.83 5.13 10.33 5.23
Gene5 18.00 18.00 18.00 18.00 18.00 18.00 18.00 18.00 18.00 18.00 29.00
Gene6 5.20 6.30 7.00 5.80 6.20 7.30 7.70 8.30 8.80 9.00 13.00
Calculate the pairwise comparison between the given gene pairs based on Pearson’s
Correlation Coefficient (PE).
1. Gene1 and Gene2
2. Gene1 and Gene3
3. Gene1 and Gene4
4. Gene5 and Gene6
Which gene pair is considered the ‘most’ similar? Do gene pairs with the same
correlation value have the same relationship? Plot the gene expression profiles for
each comparison and the scatterplot demonstrating the relationship between the two
genes in question.
PE(expM) =















Gene1 1.000 0.821 0.821 0.821 0.500 0.867
Gene2 0.821 1.000 0.763 0.500 0.390 0.763
Gene3 0.821 0.763 1.000 0.626 0.094 0.517
Gene4 0.821 0.500 0.626 1.000 0.157 0.589
Gene5 0.500 0.390 0.094 0.157 1.000 0.820
Gene6 0.867 0.763 0.517 0.589 0.820 1.000
According to the calculated Pearson’s Correlation Matrix, we see that the four gene
pairs have the same value with two significant digits, 0.82. These are in bold print in
the PE(expM) matrix. Consequently, each pair has the same level of similarity. To
graphically evaluate and confirm these results, the expression profiles and scatterplot
of each gene pair are plotted, and Figure 2.20 shows the results.
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Figure 2.20: Left) Gene expression profiles of the four gene pairs. Right) Corre-
sponding scatterplot of the two genes demonstrating their relationship. Gene1 (red)
and Gene4 could be assumed to have a linear relationship with an outlier at one
measurement. (Figure is part of Example 2.6.)
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Each presented gene pair is equally similar as define by Pearson’s Correlation Coeffi-
cient with a value of 0.82, i.e., the gene pairs are said to have the same linear strength
associated to them. The graphical representation in 2.20 paints a different picture.
Graphically, the gene pairs are not equally similar. The above example shows that
Pearson Correlation values between data points with non-linear relationships may be
misleading.
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Spearman’s rho Correlation Coefficient The Spearman’s Rank Correlation Co-
efficient is another correlation measure that depends on deviation within a dataset.
It is considered one of Pearson’s robust alternatives, as it is a non-parametric mea-
sure and can be applied when the assumption of parametric statistics is violated.
Spearman’s rho is related to Pearson’s Correlation Coefficient, as it is calculated by
applying Pearson to the ranks of the dataset, X and Y , instead the decimal values
of the data. The values of each data point are individually ranked and replaced by
their corresponding ranks, resulting in Xr and Yr. Using Definition 2.17 and the
ranked data vectors of Xr and Yr, Spearman’s rho Correlation Coefficient is defined
in Definition 2.19.
Definition 2.19. The Spearman’s rho Rank Correlation Coefficient of two popula-
tions (data points) X and Y , denoted as SP (X, Y ), is defined by




where Xr, Yr are the ranked populations (data points) of X and Y , respectively.
Spearman’s rho is less affected by outliers, because it is based on the ranks rather
than raw measurement values [143, 199]. Moreover, Spearman’s correaltion measures
the monotonic relationship between two data vectors, which is a weaker relational
requirement compared to Pearson’s Correlation Coefficient. If two data points in-
crease at the same rate, then they have a linear dependency/relationship to each
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other. When two data points increase at different rates, then they have a mono-
tonic relationship/association/dependency. A linear relationship is also monotonic,
but the converse is not true. Consequently, Spearman’s rho assumes a less stringent
relationship between data points. Figure 2.21 shows the difference between monotone
and linear relationships between two data points. Like Pearson, Spearman’s corre-
lation is unable to recognize either shifting patterns or scaling patterns [118, 199]
demonstrated in Figure 2.22.
Figure 2.21: Left) Shows two data vectors with a monotonic relationship, they both
steadily increase but at different rates. Right) Shows two data vectors with a linear
relationship, they both increase at the same rate. For each relationship, the corre-
sponding Spearman Correlation Coefficient (SP ) and Pearson Correlation Coefficient
(PE) are given in the top left corner of each scatterplot image.
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Figure 2.22: Red and blue expression profiles have equivalent expression patterns.
The blue profile is shifted vertically by seven units from the red profile. Spearman
Correlation (SP ) and Pearson Correlation Coefficients (PE) are both equal to one
indicating perfect correlation, due to their identical expression patterns. Importantly
this implies that neither SP or PE recognize vertical shifts.
Kendall’s Tau Coefficient Kendall is also a non-parametric rank correlation mea-
sure besides Spearman’s rho. Its calculation is based on the concordance of data
vectors, and measures the degree of agreement between two data vectors X and Y . If
the order of ranks of the two data vectors are listed in the same fashion, then they are
concordant, otherwise, if the ranks are differently ordered, then they are discordant.
Definition 2.20. Kendall’s tau Rank Coefficient (KE) of two data points X and Y ,
is defined by
τ(X, Y ) =
(number of concordant pairs)− (number of disconcordant pairs)
n(n− 1)/2 ,
where n is the length of the data vector, i.e., the dimension of the data point. If the
ranks of both data vectors X and Y agree, then the pair is said to be concordant.
Precisely, if both members of one observation are larger than their respective members
of the other observations, then at this observation there is a concordant pair.
In general, non-parametric statistics are less affected by outliers or noise within
data; KE is said to be hardly affected by neither [199]. In addition, it is also more
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robust in regards to small sample sizes compared to Spearman’s rho. Pearson’s and
Spearman’s Correlation Coefficient measure the strength of linear and monotonic re-
lationship between data points, respectively. KE is more powerful, as it can recognize
both linear and non-linear associations.
2.5.3.3 Mutual Information
The last measure discussed here is Mutual Information (MI), which has received more
attention within the last decade. MI is based on entropy; the entropy of a variable
is the amount of information held in a random variable. This measure describes
the mutual dependency of two data vectors. MI does not have an upper bound, it
ranges on the interval [0,∞). An MI value of zero indicates that the two datasets are
mutually independent, also said to be mutually exclusive, describing that there is no
detectable relationship/association between the two datasets. On the other spectrum,
as the value of MI increases, the stronger the dependency between the two datasets.
A transformation can be applied to MI to force its values into the interval [0, 1], but it
is important to understand that with every transformation, some information is lost
or the interpretation of the results must be adjusted. The MI measure is primarily
a measure for discrete random variables. Continuous (i.e., real-valued) datasets are
sparsely sampled by definition making the calculation of MI more difficult, because the
true frequencies of all possible point combination (x, y) within the continuous space
is computationally very expensive. To enable the application of MI to continuous
data, often a binning approach is used to discretize the data. The discretizing of
data increases the computational expense to calculate MI. One of MI’s advantages
is that it is more robust against missing data than the other presented measures of
association. MI has been successfully applied to datasets with up to 25% missing
values [152]. Similar to KE, it measures both linear and non-linear associations.
Definition 2.21. Let d be a random variable from a discrete n-dimensional vector
and P (di) the probability that d is taking on its i







P (di) logP (di). (2.14)
The Mutual Information between two random variables X and Y , denoted MI, is
defined by
MI(X, Y ) = E(X) + E(Y )− E(X, Y ). (2.15)
2.5.3.4 Measure Comparison
There are numerous measures available, for example the Gini coefficient or the co-
sine distance [54, 89, 115]. Each measure describes a different association between
populations/vectors/data, so the choice of measure depends on the desired aspects
of association within the data and the data’s distribution. Although many measures
are available, there is not one measure that works for all cases. Table 2.6 showcases
the discussed measures and summarizes their characteristics, pros, and cons.
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Table 2.6: Summary of presented measures: Euclidean (EU), Manhatan (MA), Can-
aberra (CA), Pearson Correlation Coefficient (PE), Spearman Correlation Coefficient
(SP), Kendall Correlation Coefficient (KE), Mutual Information (MI). Interval in-
dicates measure values obtained from particular method, followed by the meaning
of the numeric values in terms of association, the type of relationship the measure
calculates, and lastly, their pros and cons are summarized.
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2.6 Gene Co-Expression Networks
Co-expression network construction and analysis has found many applications in the
life sciences, such as functional groupings of genes in plants under stress conditions, or
identification of molecular targets for further targeted gene therapy [130, 204]. Many
publications demonstrate the usefulness of network models and their topologies to
exhibit underlying biology. Constructing network models based upon experimental
high-throughput data and examining them with tools from Graph Theory can identify
systematic changes, patterns, similarities and possibly common regulatory patterns
between genes. Theory and ideas driving co-expression networks have been introduced
in Section 2.1 - 2.5. Now, specific construction, analysis, application, and possible
weaknesses of co-expression networks are discussed.
Gene co-expression networks are node-edge graphs representing association be-
tween genes based on empirical expression measures. These graphs and their struc-
tures can reveal whole-system expression patterns, putative gene or protein interac-
tions, and potential functional groupings. The underlying assumption of co-expression
network analysis is that genes with similar expression patterns are possibly co-expressed,
co-regulated, may contribute to similar metabolic or physiological functions, and/or
might be regulated by a common transcription factor (TF). Consequently, groups of
similar expression profiles across experimental conditions can be hypothesized to share
common functionality by means of the ‘Guilt-by-Association’ principle - the prime
reason for co-expression network analysis. These networks are built from gene expres-
sion data collected over a series of experimental conditions, stored as a data matrix
of experimental expression measures of n genes across m conditions (treatments/-
time points/replicates). The vertices (nodes) of co-expression networks are genes,
proteins, or metabolites. Two nodes are connected by an edge when their expression
measures across the m experimental conditions are estimated to be similar to a pre-
defined degree, resulting in an unweighted network model (refer to Section 2.3.1.2 for
unweighted network models). Association is determined by a measure, such as corre-
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lation or geometric distance, and a user-defined threshold to indicate the numerical
value/level at which association is strong enough to receive an edge. Traditional co-
expression network models are unweighted graphs. Figure 2.23 shows the key steps
of co-expression network construction.
Figure 2.23: Image shows a typical workflow of gene co-expression network construc-
tion. First, genes and their measurements over experimental conditions are formatted
into a data matrix representing gene expression values. All pairwise gene comparisons
using Pearson Correlation Coefficient result in a symmetric similarity matrix with 1
indicating the greatest similarity. Lastly, a threshold, here 0.8, indicates the level of
sufficient similarity to specify an edge, transferring the similarity matrix into a binary
adjacency matrix. Image borrowed from [140].
Mathematically, the expression profile of a gene is an m-dimensional vector. As-
sociation between each gene pair (two m-dimensional vectors) is computed via a
measure, transforming the n×m expression matrix into an n× n symmetric associ-
ation matrix. Next, an adjacency function and a threshold transform the association
measures into an unweighted network. If no threshold is set, then the model results
in a weighted network. These networks, weighted or unweighted, are mathematically
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presented by an adjacency (incidence) matrix. In an unweighted network, edges only
indicate existence of association between vertices and thus yield a binary adjacency
matrix. In a weighted network all vertices are connected at different strengths of
association resulting in a complete graph. The resulting network model should follow
typical properties of complex networks such as scale-free and small-world. Both these
structural properties are standard characteristics of true complex biological network
systems [9, 11, 12, 162, 182, 192, 201]. Topological properties are used to determine
whether a graph follows these characteristics.
To determine these architectural characteristics of networks, topological mea-
sures from Graph Theory are calculated. Topological properties are robust descrip-
tive measures that objectively describe the network’s architecture. Such measures
include, for example, cluster coefficient, path-length, connectivity degree, vertices’
degree distribution, diameter, and density (refer to Section 2.3.2 and [133]). Topo-
logical properties of unweighted graphs are well-defined. These precise calculations
and definitions become more complicated and not well-defined for weighted networks,
as their adjacency matrices no longer represent true graphs in the graph-theoretical
sense.
The building block of co-expression analysis is the initial construction of the
node-edge graph which is primarily based on the chosen association measure and its
associated threshold. These two can be chosen in different ways producing many dif-
ferent network models. As these two components lay the foundation for subsequent
module detection, their selection is essential. Different selections easily lead to differ-
ent gene groupings. Using an experimental dependent association measure alongside
a meaningful threshold will result in meaningful gene module assignments.
Different measures describe different associations between gene expression vec-
tors, i.e., different aspects of association. Association measures are often chosen
based upon convenience and without explanation. Clearly defined research objectives
aid in selecting the most appropriate measure. Links should reflect the experimen-
tal hypothesis and must adhere to the data’s statistical properties. Besides a clear
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hypothesis, the choice of measure should depend on the data’s properties to avoid
unjustifiable utilization of statistical approaches. Typical measures are Pearson Cor-
relation Coefficient, Spearman’s Rank Correlation Coefficient, Euclidean distance or
Mutual Information measures [28, 49, 208], introduced in Section 2.5.3.
High-throughput expression data are seldom normally distributed [8, 74, 121].
Due to that, the popular parametric measure, Pearson’s Correlation Coefficient, is
not a suitable measure for these types of data. RNA-seq data follow a negative bino-
mial distribution [2, 71, 135]. Alternatively, transformation methods can be applied to
expression data to possibly force them into a normal distribution. Data shifts during
transformation, thus data interpretation needs to be adjusted according to this shift
as well, which at times can be a challenge in itself. As an alternative to extensive data
manipulation (e.g., transform, impute), data can be statistically evaluated to deter-
mine the most appropriate statistical procedure to define association. Thus, prior to
measuring gene expression profile similarity via Pearson’s Correlation Coefficient, the
expression data should be examined with simple statistical tests to test for normal-
ity. When datasets are neither normal nor transformable into normal distributions,
non-parametric measures should be used [199]. Another concern when using Pear-
son’s Correlation Coefficient is its sensitivity to outliers as experimental expression
data often include outliers and noise. Given Pearson’s popularity, it is not a statis-
tically appropriate association measure to define similarity between gene expression
data in most cases. Great problems occur, when life-science researchers disregard the
requirement of Pearson’s Correlation Coefficient and apply the parametric measure
to non-normally distributed data [199]. As an alternative to Pearson’s correlation, a
rank-based measure can be utilized. These rank-based measures are robust substi-
tutes, because they are more robust to outliers and do not require data normality and
can be applied to untransformed data. The Spearman’s Rank Correlation Coefficient
is such a robust alternative and is used in several applications [162, 206]. A concern
with all correlation measures is that they can only calculate the similarity of two ex-
pression profiles’ behavior, but do not consider the difference in magnitude between
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expression profiles, unlike distance metrics. On the other hand, distances do not pro-
vide information about the behavior of expression profiles; they solely evaluate how
far two profiles are away from each other. Distances are not commonly used to define
association in co-expression networks, Jaskowiak calls the Euclidean “an alternative,
but not as a first choice” [89]. Mutual Information (MI), a measure based upon en-
tropy is another alternative to compare gene profiles [26, 49, 152] and more commonly
used than distances. Its ability to detect linear and non-linear relationships between
gene profiles has made it an attractive measure, as well as its ability to possibly avoid
missing-data imputation. MI handles missing values particularly well. Several human
gene expression studies used MI successfully in network analysis [17, 25, 65].
Based on the choice of measure, pairwise association measures are calculated
which then are transformed into an adjacency matrix according to a user-specified
adjacency function and threshold. A soft- or hard-thresholding technique transforms
all gene pair association measures into a resulting weighted or unweighted network,
respectively [208]. A graph with weighted edges is said to maintain more of the
original behavior of the dataset and is less affected by a user-specified threshold
value [55, 81, 82, 105, 118, 173, 195, 208], but these completely connected graphs
cannot be analyzed with standard topological measures. Thus, the focus remains on
the hard-thresholding technique producing an unweighted networks.
Hard-thresholding techniques convert the similarity measure of each gene pair
to a ‘connected’ or ‘not-connected’ state by a user-defined threshold imposed on the
association measure. The simplest approach is to employ a discrete transformation
adjacency function converting the association measures to 1 or 0 depending upon a
user-selected threshold. This indicates similar expression or not, respectively. This
transformation is called the Signum Adjacency Function and is is defined in Defini-
tion 2.22. It constructs an unweighted, undirected network [208].




0 if x < τ
1 if x ≥ τ (2.16)
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where x represents the input variable which is transformed and τ is the threshold.
Note 1: Based on this definition, the association measure x is a similarity measure,
with the highest possible numeric value indicating the strongest association. When x
is a distance measure, the inequality signs in Equation 2.16 are reversed.
Note 2: The domain of x is the set of calculated association measures, and therefore τ
lies within the interval (xmin, xmax). As an explicit example, for correlation measures
τ ∈ (−1, 1).
The second essential step in constructing network models is the choice of τ , the
association threshold. This threshold determines whether the association between
two elements is ‘good enough’ to be linked in the graph. There is no evidence in
current literature that there is a consensus for τ , and the threshold is predominantly
arbitrarily set. For Pearson’s and Spearman’s Correlation Coefficient, thresholds
commonly range between 0.7 and 0.9 [26, 49, 82, 175]. One study uses a threshold of
0.5 without providing reasoning for this choice [179]. The Euclidean Distance is often
applied in clustering methods, such as hierarchical clustering and k-means, but only
occasionally seen in network analyses; one recent study uses a Euclidean threshold
of 2 and 1.6 [6]. None of these publications provide justification for their particular
choice of threshold, which opens up the idea that multiple thresholds are used until
the desired results are obtained. Different investigators select different measures and
threshold to suit their needs and/or suppositions. In general, the process of choosing
an association measure and a threshold is rather arbitrary; it is often not robust,
mathematically sound, nor biologically relevant.
Another hard-thresholding method is to compute the statistical significance of
the pairwise association via hypothesis testing. A degree of statistical confidence is
associated to edges by calculating p-values, which indicates the likelihood of obtain-
ing an equal or greater correlation by chance alone. The statistical confidence can
be measured with a simple hypothesis test, but this approach can be ambiguous, be-
cause statistical significance does not necessarily correspond to biological relevance.
Another concern is that the test statistic of the hypothesis test is strongly dependent
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upon the number of expression measures in each expression vector. An increase in
sample number/conditions (i.e., the length of the expression vector) will result in
higher statistical significance. Particularly, the statistical significance associated to
a Pearson’s correlation value of 0.80 is guaranteed to be p < 0.05 (i.e., a confidence
level of 95%) in experiments containing ten or more measures. Figure 2.24 demon-
strates the dependency of the statistical p-value to the number of samples. Thus, in
experiments measuring more than 10 trials, a more suitable confidence measure must
be used [147, 206].
Figure 2.24: Demonstration of statistical significance of correlation coefficients in
terms of number of measured observations (experiments). Red, blue, green, and
yellow lines are based on different correlation values and show their p-value depending
on the number of experiments. The black horizontal line shows a p-value of 0.05 and
the grey horizontal line shows a p-value of 0.005. Using a traditional α value of 0.05,
all shown correlation values are considered statistically significant with nine or more
experimental values.
After the network is constructed, a number of methods can be used to identify
tightly connected subnetworks. These subnetworks are often referred to as gene mod-
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ules, which are used for functional gene assignment. Modules differ and vary greatly
in their topological properties. A popular method to generate modules is the uti-
lization of hierarchical clustering, although hierarchical clustering is not a network
approach. In addition, hierarchical clustering is not a robust clustering method. Ties
between equal gene pair association are broken randomly. If there is a tie between
gene pairs, then the ‘winner’ is selected at random. In Section 2.7 individual network
analysis tools are introduced and other grouping methods are discussed. Table 2.7
summarizes major aspects of gene co-expression networks.
The essential steps
of network construction
Quality-controlled, pre-processed expression data
Choice of measure to define association




Model should be approximately scale-free
Model should be small-world




Identify tightly connected clusters which are
hypothesized to share common functionality or are
members of the same biochemical pathways
Find hub genes that are essential for the system,
i.e., are lethal or conserved genes
Table 2.7: How-What-Why of co-expression networks. This table summarizes how co-
expression network models are constructed, what properties the model construction
should have, and why co-expression networks are constructed.
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2.7 Introduction to Co-expression Network Applica-
tions
Many algorithms and software packages to build and analyze co-expression network
models exist: Weighted Gene Co-expression Network Analysis (WGCNA) [81, 105,
208], igraph [40], Cluster Affinity Search Technique (CAST) [16], Heuristic Cluster
Chiseling Algorithm (HCCA) [129, 130], Confeito Network Analysis [136, 137], and
Cytoscape [45, 165, 169], to name a few.
There are also numerous web tools offering network analysis, these are not dis-
cussed here due to their limited application and utility. Most of these tools are
integrated in specific gene expression databases built for particular model organ-
isms [4, 181]. Besides their inability to perform individual expression data analysis,
another common drawback is that these web-based analysis tools do not have acces-
sible output files, hindering the researcher to cross-check the results or use them for
additional downstream analysis. The accessibility of output files is a general problem:
tools available via programming languages (e.g., R and Python) often require coding
experience to extract and write results to file, which is tedious for the non-coding life
scientist. In the following sections, a few network approaches that are most relevant
to this work are introduced. Only freely-available and Open Source algorithms and
software packages are discussed.
2.7.1 WGCNA
The WGCNA method [81] is by far the most widely used method for the analysis of
co-expression networks, with applications ranging from plant genomics [31, 111, 195]
to biomedicine [124, 166, 188, 190]. The WGCNA approach is implemented in the
statistical programming language R and available as a library through CRAN [87].
The purpose of this approach is to model weighted networks, starting with a dataset
of gene expression measures and ending with gene groups in which genes are said to
share common functionality or other common traits.
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The algorithm’s typical use is simplified as follows:
1. Upload expression matrix
2. Calculate adjacency matrix
(a) Calculate correlation matrix
i. Select measure, default is Pearson Correlation Coefficient
ii. Includes R’s basic functions to calculate correlation (cor()) and dis-
tances (dist())
iii. Additional options are: Biweight Midcorrelation and measures based
on polynomial regression or on natural cubic spline regression
(b) Scaling network based on scale-free property with an adjacency power func-
tion
i. Select power, default is 6
ii. Select adjacency function, default is unsigned
3. Calculate Topological Overlap Matrix (TOM), transform into TOM distance
(1-TOM)
4. Identification of modules using average linkage hierarchical clustering with TOM
distance and an evasive cluster detection threshold
(a) Specify minimum module size directing the dynamic tree cut approach to
determine final modules
(b) Eigengene of each module is compared to see if any obtained modules
should be combined because of similarity defined by user
To complete these main phases, the user must call at least eight functions from the
198 functions within the R-library. The library includes an overall function, called
blockwiseConsensusModules, to avoid multiple manual function calls. Although this
function does not include internal optimization steps and only constructs networks
based on Pearson’s Correlation Coefficient.
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The input of WGCNA requires a pre-normalized gene expression dataset in which
rows correspond to measurements/conditions and columns to genes. First, the Pear-
son’s correlation is computed for each gene pair, resulting in a value within the inter-
val [−1, 1]. As the focus is to construct weighted networks and negative values (anti-
correlation) making this difficult, an unsigned adjacency function (e.g., absolute value
function) is applied to Pearson’s Correlation Coefficient (PE) values forcing the cor-
relation values to be between zero and one. Thus, in an unsigned network, there is no
differentiation between positively- and negatively-correlated elements, which clearly
can lead to ambiguous interpretations of resulting modules. The adjacency function
requires a power that must be selected as the fitting index. The fitting index is used
to construct a scale-free network model. A number of functions within WGCNA aid in
the selection of an appropriate fitting index. A proper selection of the fitting index is
said to emphasize strong correlations and de-emphasize weak correlations, as well as
force the network to follow the scale-free property. In WGCNA’s weighted co-expression
networks, every gene pair is connected at different edge weights indicating the de-
gree of similarity between genes. Then WGCNA applies a hierarchical clustering scheme
based on the average agglomerative method (i.e., UPGMA, the standard approach
in agglomerative-based phylogenetic tree building) and the TOM distance (1-TOM).
The Topological Overlap (TOM) [157] measures the relative connectivity of any two
nodes in the network. Modules are selected from the dendrogram based on a user-
defined minimum cluster size. The clusters can be manually selected by the user by
cutting the dendrogram at a specified height. The more commonly implied approach
is to use the dynamic tree-cutting method which automatically chooses branches of
the dendrogram based on size and ‘shape’ of the clusters, guided by user-defined pa-
rameters. Figure 2.25 shows a standard output of WGCNA dynamic tree-cut approach.
Modules obtained from the tree-cutting can then be compared by their eigengenes.
Eigengenes are the first principal component of a module, and can be thought of as
the best representative gene of the module. The eigengenes are then used to measure
the strength of each gene’s module-membership. Each module’s eigengene are evalu-
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ated for similarity by a second hierarchical clustering with distance metric 1−PE and
average agglomerative method. Dendrogram branches under a user-specified height
indicate clusters of merged modules due to ‘similar enough’ eigengenes. Output is
returned via a gene-module membership text file. WGCNA’s network can be exported
by introducing another user-specified threshold to visualize the graph in Cytoscape.
The resulting visual network possibly has not much in common to the model used for
module identification, as this user-specified threshold is applied in retrospect to the
analysis.
Figure 2.25: Example of WGCNA’s falling tree output. The tree presents the module
assignment of the network. Columns underneath the tree are module assignments
with different input parameters to cut the tree. This figure is from the recent publi-
cation [158].
The R-library documentation [107], several publications, e.g., [105, 208], Hor-
vath’s Weighted Network Analysis book [81], and the authors’ website [106] provide
more detailed descriptions of the WGCNA approach. This R-library has shown great
potential in its application, but the novice scientist will likely find it hard to use.
Due to a large number of functions and numerous parameter selections, WGCNA is very
user-dependent. Besides the overwhelming amount of functions, the usage of func-
tions can be unclear. For example, function cor and corFast have the same short
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description “Faster calculation of Pearson correlations”.
2.7.2 igraph
igraph [40] is a software package offering general network analysis tools. igraph is
available via an R-library, but also via Python-igraph, and an igraph C library. Its
main intent is to ease the computational analysis of networks by efficiently handling
large graphs on the order of millions and by constructing the software in such a fashion
that it can be used interactively or non-interactively. By embedding higher level
programming languages, the software can handle very large datasets. The functions
within the R-environment are implemented in C, so they are relatively fast compared
to other network analyses within R. Table 2.8 summarizes some of igraph’s main
capabilities.
Functional Categories Example of Capabilities
Generating graph structures ER random graphs, un- and directed
graphs, growing random graphs
Calculating topological measures Network density, transitivity (cluster
coefficient), diameter
Investigating paths and walks Shortest path between a given node pair
Identification of node groupings Components, cliques
Various layouts available
e.g., simple star, tree, ring
Visualization of network graphs Manipulation of node attributes
e.g., node naming, colors, size
Manipulation of edge attributes
e.g., directed, colors, line thickness
Table 2.8: Summary of main functionality within igraph alongside specific capabili-
ties for each functional category.
igraph does not construct networks based on correlation, rather it focuses on
theoretical graphs, such as ER random graphs. A workaround is to construct an
adjacency matrix with other R functions, for example, cor() or dist(), and convert
the matrix into an igraph object. igraph offers a number of functions to calculate
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topological measures, although the user must be familiar with network/graph termi-
nology and literature. As mentioned previously, the library is computationally very
strong and has included computationally intense algorithms, including the identifi-
cation of the shortest path or all paths between given vertex pair, or calculation of
all largest cliques. igraph offers network visualization, but visualization options are
plain compared to software with the sole purpose of data visualization. For small-scale
graphs, igraph has suitable graphing features. Overall, this library is very resourceful
and fast. However, it requires a steep learning curve for common life scientists, as
the library is rather theoretical and it assumes that the user has an understanding of
Network Science and is familiar with its terminology.
It consists of 344 functions of which many are duplicates with varying parame-
ters. Another confusion might be caused by the renaming of functions occurring in
the new version of the R-library (v. 1.0.1 as of June 29, 2016). The R-library docu-
mentation [39], several publications, e.g., [40], Kolaczyk and Csárdi book Statistical
Analysis of Network Data with R [103], and the authors’ website [38] provide more
detailed descriptions of igraph and its use outside of R. In addition, a creative R
tutorial on igraph is available created by Katherine Ognyanova [139].
2.7.3 HCCA
The algorithm is implemented in the computer language Python and wrapped with a
Graphical User Interface (GUI), thus HCCA can be used in two ways: via command-
line and as a web tool integrated in the online platform PlaNet [128]. The Python
source code can be downloaded from PlaNet’s site and then be ran on a local ma-
chine/server, like WGCNA and igraph. As the name states, Heuristic Cluster Chiseling
Algorithm (HCCA) is merely a clustering algorithm for network objects (e.g., adja-
cency matrices), thus the available Python code does not include the calculation of an
adjacency matrix, although PlaNet’s network construction is described in [130]. The-
oretically, the python script can be applied to any adjacency matrix, as the command
line version assumes a file of a predefined network.
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Here is a brief summary of the recursive steps of HCCA:
1. Start with a network by uploading a binary adjacency matrix
2. For each node in the network a Node Vicinity Network (NVN), i.e., a subnetwork
representing a z-step neighborhood of node i in which z is a user-specified value
3. Nodes in each NVN are recursively removed if they have more connections to
nodes outside their NVN
4. Recursive deletion is continued until all nodes within NVNs have more connec-
tions within, resulting in Stable Putative Clusters (SPC)
5. SPCs are ranked according to highest inside/outside connectivity ratio
6. SPCs with highest ratio (more connections within the SPC than going out),
meet the user’s preferred cluster size and are disjoint become accepted clusters.
7. Nodes from accepted clusters are removed from the network (i.e., corresponding
rows and columns in the adjacency matrix are removed)
8. Recursive algorithm returns to Step 2. and cycles through until the network is
depleted of nodes or no more SPCs can be generated
The command-line algorithm starts by prompting the user for a path length i
to construct Node Vicinity Networks (NVNs) for each node (seed node). A NVN
includes a seed node and its neighbors with a path length of i or less away from
the seed node. Nodes are recursively removed from an NVN until a Stable Putative
Cluster (SPC) is constructed. These SPCs are then investigated for the following
properties:
1. SPCs are ranked according to highest inside/outside connectivity ratio
2. SPC outside the user’s specified preferred cluster size range are removed
3. Overlap SPCs with lower ratio are removed
4. Remaining SPCs are then classified as modules
89
The user indicates a preferred cluster size range; All nodes assigned to the final
modules are removed from the network. The algorithm then repeats by creating
NVNs with the remaining nodes. These steps are repeated until the whole network is
depleted of nodes or no more SPCs can be generated. At the end, the command-line
algorithm generates one .txt output file including two columns of integers. The first
column corresponds to a gene identification number (according to the input file) and
the second column represents the cluster number to which the gene was assigned. If
a gene was not assigned to any module, the gene identification number is labelled
with NA (not applicable). Inter-relationships between clusters are not considered in
the analysis, thus no output is available. Unlike in the command-line version, the
end product in PlaNet is an interactive graph that allows the user to move nodes
as desired. Although the code is available, to our knowledge there has not been a
publication using HCCA outside of PlaNet. Reasons for that might be:
1. non-familiarity with Python
2. requires extended computing knowledge
3. is computationally expensive
4. requires notable amounts of internal memory
5. does not construct an adjacency matrix
As HCCA has only been used in conjunction with PlaNet (which does not allow
the upload of personal data), and networks can only be constructed and analyzed
based on the integrated plant database, HCCA has strictly been applied to plant
genomics. Ruprecht et al. [164] use the algorithm to study secondary cell walls across
plant species.
2.7.4 CAST
The CAST algorithm [16] is mostly used in plant studies by Vandepoele’s Group [47,
77, 184, 185]. This method utilizes an affinity measure based on the Pearson Correla-
tion Coefficient, which is extended to a multi-node measure considering all nodes at
once, unlike pairwise comparisons between all nodes. CAST does not build a network
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precisely, but uses network properties to determine very strongly connected clusters
around hub nodes indicated by a user specified affinity threshold for clusters. Also,
the user must specify hub nodes by specifying a lower bound of node degree (i.e., if no
lower bound is provided then every node receives a cluster, or when the lower bound
is set to 100, then all nodes with degree of 100 and greater acquire clusters) and the
minimum cluster size. This method is a sequential procedure, but very dynamic in
its construction of modules, as it alters between adding and removing nodes until the
cluster is stable based on the user-defined affinity threshold. CAST has the contin-
gency to construct disjoint or overlapping clusters, but it also requires notable user
input.
2.7.5 Cytoscape
Cytoscape [45, 165, 169] is a very popular tool to visualize molecular interaction
networks. Initially, the platform focused on the analysis and construction of protein-
protein interaction networks (PPIs), but with the increase of Cytoscape’s popularity,
the range of its application grew as well. It integrates a large number of databases such
as Reactome and KEGG. Also Cytoscape includes numerous apps (plugins). These
apps are packages offering a wide range of construction, analysis, and visualization
functionalities for biological networks. Apps are built and written by Cytoscape devel-
opers and/or by third-party researchers from various fields. The apps provide a great
deal of functionality, but also introduce problems. Available apps are not supported
by Cytoscape, and Cytoscape does not enforce much documentation for developers
to submit an app. As a result, sufficient documentation is often missing, making the
interpretation of results and choosing suitable parameters strenuous. Apps are often
compatible with only a particular version of Cytoscape versions, which also causes
a problem. They often are only compatible with a specific version and not forward
compatible. As a result multiple versions of Cytoscape must be installed. Due to
the version dependency of Cytoscape’s apps, it is most likely that the researcher will
have to run multiple version of Cytoscape, complicating the process of the data anal-
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ysis [165] and making it less efficient if the researcher must switch between different
Cytoscape versions. As plugins are not supported by Cytoscape, their continuous
upkeep is questionable. As of August 15th, 2016, Cytoscape’s App Store includes
291 apps supported in the current version of Cytoscape (version 3). There are many
others available, but they require a previous version of Cytoscape. Common problems
with these apps are limited instructions on how to use the app or the complete lack of
documentation. For example, at least 13 out of the 291 apps have no documentation
at all (e.g., AnatApp and CoExpNetViz). A number of plugins are of particular in-
terest as they focus on construction and analysis of networks, especially co-expression
networks. To our knowledge the construction of co-expression networks is unique to
two plugins:
1. Expression Correlation builds networks exclusively on Pearson’s Correlation
Coefficient
2. cyniToolbox offers more measure options (e.g., other correlations (Pearson,
Spearman, Kendall) and Mutual Information).
Cytoscape’s key feature remains the visualization of networks. Nodes, edges, and
their arrangements can be formatted in numerous ways. Thanks to the graphical user
interface (GUI) the process of visualizing networks is fairly simple. Although, when
considering very large complex networks, memory allocation can become an issue.
Memory allocation can be manually increased, which in some cases will still not be
enough. This is a common problem with Cytoscape.
2.7.6 Network Visualization
Visual graphs represent structural information of networks as a diagrams. A visual
representation of a network is a metaphor for what the presenter wants the viewer to
see. Interpreting networks based on these diagrams can be very misleading as they
can be plotted/graphed in various ways dependent on layout on which structural net-
work property (i.e., topology) guides the node-edge layout. The process of plotting
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networks is an entire research field by itself [93, 131]. There are many algorithms cal-
culating relative positioning of graphs’ vertices and numerous software applications
are available. Although, the complexity of plotting algorithms is not discussed here,
three other visualization software packages, besides Cytoscape (Section 2.7.5), are
introduced: VisANT, Pajek, and Graphviz. These tools primarily specialize in visu-
alization, consequently their network analysis capabilities are limited in most cases.
Graph Drawing Software [93] reviews a number of network visualization software,
including Pajek and Graphviz.
VisANT - Integrative Visual Analysis Tool for Biological Networks and
Pathways [72, 83, 84] is an application intended for biological exploration with a
strong focus on metabolic pathways, but is not particularly well-suited for hypothesis-
driven research. One of VisANT’s main goals is to integrate biological knowledge from
different sources and layers of biochemical complexity. Integrated databases (e.g.,
KEGG, GenBank, and SwissProt) aid users to analyze their datasets by comparing
them to established ‘biological-knowledge’ based networks built on their integrated
bimolecular interaction data. This application is heavily based upon the integrated
databases, and thus is a tool for visual exploration. A new version of VisANT 5.0
was introduced on January 2nd, 2015 and since then has undergone multiple version
updates and bug fixes [64]. It is designed for Windows platforms and experiences
launching problems in Linux and Mac OSX.
Pajek - Programs and Analysis and Visualization of Large Networks [126,
14] specializes in the visualization of very large networks on the order of hundreds of
thousands of nodes. Although there is no limitation on the number of vertices, the
network’s density (i.e., the number of edges) must be relatively low. The software has
been under continuous development and improvement since 1996, with the newest
release on May 10th, 2016 [14]. Nodes and edges can be personalized in a number of
ways from line thickness to node coloring. Besides visualization, Pajek’s other main
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goal is to “support abstraction by (recursive) decomposition of large network into sev-
eral smaller networks that can be treated further using more sophisticated methods”
[pg. 77-103 in [93]]. As a result, it includes additional features such as network con-
struction based on graph theoretical models (e.g., ER random network models), the
inclusion of partitioning methods to divide networks into different hierarchies or clus-
ters, and the ability to display networks in three dimensions. The system is primarily
a Windows application; with additional modifications and configurations the software
can also be run on Linux and Mac OSX. Pajek is developed and used generally for
social networks, but is also applicable to other network systems. For example, Pajek
is utilized to visualize a model of an entire Saccharomyces cerevisiae protein complex
based on high-throughput mass spectrometric to demonstrate its network scale-free
nature [79].
Graphviz - Graph Visualization Software [66] advertises “a collection of soft-
ware for viewing and manipulating abstract graphs. It provides graph visualization for
tools and web sites in domains such as software engineering, networking, databases,
knowledge representation, and bioinformatics” [pg. 127-148 in [93]]. It has various vi-
sualization options: nodes and edges can be individualized (e.g., shapes, colors, level
of transparency, line thickness, and node size), as well as node positioning. Also,
there is no limitation on the assignment of attributes to nodes and/or edges; these
attributes can be used exclusively or jointly to force graph layouts. Graph layouts
can be manipulated by:
1. Changing numerous graphing input parameters
2. Enforcing a hierarchy
3. Assigning relative positions to particular nodes
4. Letting edge weights determine layout
Graphviz’s website provides heaps of information, is well-organized, provides tuto-
rials, and includes a graph gallery of sample layouts [18]. Its application is not
intended for one particular research field and it is used in many disciplines, e.g., ma-
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chine learning and bioinformatics. Graphviz is a DOT language based command-line
program only as it is intended for computationalists, theoreticallists, and computer
scientists [197]. Furthermore, announcements are made that Windows and Mac OSX
will no longer be supported [18]. Alternatively, Gephi, which wraps Graphviz into an
easily accessible GUI, can be employed. “Gephi - makes graphs handy, the open graph
viz platform” [36] runs on all three major operating systems (Linux, Windows, and
OSX) and produces high quality images without requiring any programming knowl-
edge, but has a rather steep learning curve. Figure 2.26 shows three Gephi network
visual images.
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Figure 2.26: Examples of Gephi images. Top) Demonstration of legend utilization
within Gephi and other available visual modification options including node/edge
colors/size https://gephi.files.wordpress.com/2012/09/legend-module1.png
Bottom Left) Visualization of the case study ‘Network Analysis of Russian
protest groups on Facebook using Gephi and Netvizz’ http://noduslabs.com/
cases/russian-protest-network-analysis-facebook-gephi-netvizz/ Bottom




Software Engineering of petal
3.1 Motivation
Multiple areas for improvement were identified upon evaluation of current co-expression
network tools [16, 105, 138, 175]. petal is designed to ease the standard flow of
co-expression network analysis, and to strengthen the output by employing Graph
Theory. The main areas to be improved include:
1. Data utilization
2. Usage of statistical considerations
3. Usage of graph-theoretical properties
4. Weighted versus unweighted models
5. User-friendliness of software application
Data Utilization Most web tools are limited in their application due to their
dependency on specific integrated or external databases, hindering users from up-
loading their personal datasets. In addition, most web applications focus on model
organisms, leaving vasts amounts from experimental data of non-model organisms
neglected. Desktop applications are utilized with personal gene expression datasets,
but applications often recommend to reduce datasets prior to analysis by means of
filtering (e.g., identification of differentially expressed genes). By filtering data, the
researcher moves away from a whole systems approach, missing the objective of com-
plex network analysis as no longer the ‘entire’ system is considered. For example, by
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excluding non-differentially expressed genes, the model would be incomplete and not
present the entire system. Often, excluded genes, in particular housekeeping genes,
enable paths across larger gene groups within the network model. This information
may be lost upon filtering or cherry-picking.
petal’s solution is to allow users to upload entire quality-controlled datasets to
create network models based upon entire omics expression datasets to ensure a true
whole-transcriptome or whole-genome representation. Models will include as many
of the original genes as possible.
Usage of Statistical Considerations Many applications use the Pearson’s Cor-
relation Coefficient to define gene association, although this measure assumes data to
be normally distributed. Expression data rarely have normal distributions. For ex-
ample, RNA-seq data have a negative binomial distribution, and therefore Pearson’s
correlation is an incorrect default association measure for expression data. Many
applications offer a variety of measures but do not emphasize their appropriate uti-
lization. Pearson’s correlation is perhaps the default because its calculation time
when compared to Spearman Correlation Coefficient or Mutual Information is very
fast, and it is most well-known, thus scientists feel acquainted with it [49]. A number
of web tools do use Mutual Information (MI) as a measure of association despite its
computing time because all MI values have been previously calculated based on the
integrated datasets.
petal’s solution is to define the default measure as the non-parametric Spearman
Correlation Coefficient which guarantees the usage of a statistically valid measures, as
it can be applied to any data distribution. In addition, other association measures are
provided with a description of each, such that users can make an informed decision.
Usage of Graph-Theoretical Properties After calculating all pairwise associ-
ations, the network is often constructed based upon the Signum Function (refer to
Equation 2.16) with a user-defined threshold. This threshold is often arbitrarily cho-
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sen and the resulting network is not verified for its structural properties (especially
scale-free and small-world [9, 11, 12, 162, 182, 192, 201]). This raises the question:
Why do we use complex networks to model gene co-expression networks if the well-
known properties of real-world complex networks are not considered? To the best
of our knowledge, WGCNA is the only application offering a function transforming
the association matrix into a scale-free network, but it must be called manually and
interpreted by the user.
petal’s solution is to explicitly validate that the constructed network model fol-
lows topological properties of real-world complex networks. Properties are recorded
and reported to users. To further verify small-world and scale-freeness: the density
is calculated to verify that the network is sparse and the organization of network
components is analyzed to guarantee its largest component includes 90% of network
nodes.
Weighted versus Unweighted Models WGCNA’s default constructs weighted
networks as the authors claim weighted networks inherit more data information.
Weighted network analysis is not a ‘Network Analysis’ by graph-theoretical means
as it does not build a network, and simply employs traditional clustering methodol-
ogy, such as hierarchical. Weighted networks create a completely connected network,
thus by definition the network is a clique. If the whole network itself is a clique, then
clusters are defined by edge weights and partitioning methods rather than by net-
work properties such as density, cluster coefficient, or diameter. Another drawback
with weighted networks is that the network topologies, presented in Section 2.3.2, are
only well-defined for unweighted graphs. Many of these topological measures can be
modified to accommodate weighted graphs, but the introduced modifications do not
provide as strong a platform compared to the well-defined definitions for unweighted
networks.
petal’s solution is to build unweighted networks and to properly calculate topo-
logical properties to define scale-free and small-world architecture. Additionally, mod-
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ules are defined by graph structures, such as cliques and fuzzy cliques, making the
application a true network analysis from start to finish.
User-Friendliness of Software Applications Applications, command line- and
graphical user interfaces, are highly user-dependent. Consequently, errors are intro-
duced when software applications used by the naive user. Users must select numerous
parameters, of which some are essential to the networks structure and consequently
influence the outcome of the analysis. Users must have a great understanding of
Network Theory and in some cases advanced knowledge of a programming language
(e.g., R or Python) to appropriately use these applications. Besides requiring a steep
learning curve, these applications also consume a great amount of users’ valuable time
due to manual function entries.
petal’s solution is to minimize user input time by compiling ‘network creation and
module identification’ into one function, in which no parameters have to be specified.
petal only requires a little familiarity with the statistical programming language R.
3.2 Specification Requirements
The specification requirements for petal, the utility, follow the format presented in
Software Engineering by Ian Sommerville [172]. Functional requirements describe
certain active behaviors the software must exhibit; non-functional requirements are
the passive constraints on the software and/or its development. These specifications
are simply stated, and they will be elaborated on in the Implementation Chapter 4.
3.2.1 Functional Requirements
Functional requirements outline the software’s mechanisms and describe important
aspects of its performance to allow users to construct co-expression network models,
to select candidate genes for clustering, and to recover results. User interaction and
execution procedures are captured in the listed features. Functional requirements are
differentiated by an enumerated letter F.
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The utility shall:
F01: require users to upload a large numeric dataset of gene expression data.
F02: allow users to visualize the distribution of the gene expression data.
F03: allow users to upload specific genes of interest for in-depth analysis.
F04: allow users to upload a gene annotation file for in-depth analysis.
F05: provide users with a number of different measures to define association.
F06: allow users to select an association measure.
F07: be functional without specification/selection of measure.
F08: allow users to specify edge-threshold values for correlation measures only.
F09: automatically calculate edge-threshold values for distances and Mutual Infor-
mation.
F10: be functional without threshold specifications.
F11: allow users to select a threshold refining option.
F12: automatically determine the best threshold for complex networks.
F13: generate files usable by third party software, including Cytoscape.
F14: provide the option to analyze genes individually or combined.
F15: automatically write identified gene groupings to file, plot their expression pro-
files, and record statistics of groupings.
101
3.2.2 Non-Functional Requirements
Non-functional requirements reflect the goals and constraints of the project. For
example, the use of R to offer a familiar programming language to the life scientist,
or how the program handles memory consumption. Non-functional requirements are
indicated by NF and an index number.
The utility shall:
NF01: be implemented in the Linux platform.
NF02: be written in R.
NF03: operate on large datasets (7,000 to 30,000 genes 1).
NF04: create network models.
NF05: support many datasets from varies disciplines, such as life science or eco-
nomics.
NF06: produce reliable results within 6 to 48 hours depending on dataset size.
NF07: implement graphics of grouped gene expression profiles at publishable reso-
lution.
NF08: allow users to customize the colors of the gene expression profiles.
NF09: provide users with an estimated runtime for the network construction.
NF10: automatically save files and delete unnecessary files built during internal
calculations.
1The human genome has 20, 000− 25, 000 protein-coding genes, but it is not the largest genome.
To increase the number of genes that can be considered for network construction and analysis, the
algorithm has to be parallelized. More information in Future Work, Section 7.3.2.
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3.3 Use Case
Use cases report the way a user can interact with petal to achieve a precise goal.
The format established by Arlow and Neustadt is used to discuss some of petal’s use
cases [5], which are abbreviated by UC and indexed. petal is driven by a set of three
main functions and many smaller ‘internal’ functions. The three main functions are
highlighted in the first three use cases. Users can also interact more with the system
and tune parameters by employing smaller specific functions. This is exemplified in
the last use case. For petal’s specific functions see Chapter 4 and Appendix C.
UC01: Initialize all-in-one network run
User must specify within function call the file names for the gene expression
data matrix file and for the file containing gene identifiers, which are of partic-
ular interest to the user. Other inputs (e.g., association measure, thresholds, or
annotation file name) are optional. This function may require longer compu-
tational time, thus it is recommend to run this in the background and possibly
over-night.
UC02: Initialize network construction run
User must specify within function call, the file name of the gene expression
data matrix file. Other input parameters (association measure and thresholds)
are optional. Depending on the association measure, this function can require
longer computational time, thus it is recommended to run it in the background
and overnight.
UC03: Initialize network analysis run
This function is intended to be used after either UC01 or UC02. It requires
multiple entries, which are saved within both previous use cases. If the network
is constructed outside of petal, then parameters must be specified by the user.
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UC04: Customize gene profile coloring
User can choose a custom color configuration for the gene expression profiles
using the R color palette; see Appendix A.2 for a sample palette. The default
color is set to rainbow, a variety of colors based on a gradient, to distinguish
the different gene expression profiles from one another.
By considering two types of users, as demonstrated in Figure 3.1, petal offers a flex-
ibility missed by other applications. For User Type 1, UC02 and UC03 are combined
into UC01 without losing any strength of the algorithm or precision in the mathe-
matical calculations.
Figure 3.1: Use case diagram for the petal system: The actors are User Type 1,
User Type 2, and the petal system. User Type 1 is the novice scientist, and User
Type 2 presents the advanced scientist with some R computing and Network Science




petal is an R-library that currently is optimized to run on a Linux-based platform.
The system constructs small-world and scale-free network models and groups ver-
tices based on their interconnectivity. Figure 3.2 presents a visual outline of petal’s
construction steps. petal offers specific functions, such as only creating networks
(UC02) or only identifying gene groups (UC03). Throughout these smaller functions,
the more advanced users (User Type 2) may customize and tune parameters. On the
other hand, rather than overwhelming users by offering numerous smaller functions,
petal also offers a simple ‘do it all-in-one’ function (UC01). This function constructs
networks and identifies gene groupings based on users’ genes of interest. Wrapping
smaller specific functions into a global function makes the front-end for users sim-
ple. petal includes multiple checkpoints, at which the system automatically makes
function call decisions to build a ‘best’ network model. Thus, in either case, petal
is based on high-level mathematical calculations, while considering statistical aspects
of input data and constructed networks.
3.5 Input and Output
The Input/Output (I/O) system consists of many smaller internal functions, which
can read in multiple data types (e.g., matrices, tables) and appropriately format
output files. petal creates numerous output files. Some output files are automati-
cally uploaded, used for additional calculation, and then deleted. These files are not
important for the users’ final evaluation and are only generated to minimize mem-
ory consumption. The writing-out and reading-in allows the construction of multiple
large complex network models and the calculation of their topological properties while
keeping the memory usage and requirements at a minimum. The I/O system reads
and writes .txt filenames files in tab-delimited format and generates high resolution
.png images.
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Figure 3.2: (a) Graphical representation of a small-world scale-free co-expression
network model. Blue circles are nodes that are connected by edges representing a
predefined relationship between nodes; (b) visual demonstration of a 19-node clique
in which all nodes share the identical predefined relationship with each other; (c) gene
expression profiles of the 19 co-expressed genes. These genes show similar expression





The novelty of petal lies in its automated construction of scale-free and small-world
network models. With no other user input but the experimental dataset, the con-
struction of network models is completely automated. The tool is implemented in the
programming language R [87] and compiled into a library for easy user installation
within the R environment. A summary of the computational pipeline, containing
petal’s main steps, is shown in Figure 4.1. In this chapter each step is described
in detail. As the intent of the petal R-library is to serve as a user-friendly method
of complex network analysis, the library offers the novice user simplified functions
with which networks can be constructed and analyzed. The library can also be em-
ployed by trained network scientists via localized functions offering more flexibility
for adjustments and personalization. Overall, petal constructs scale-free small-world
networks and has the capability to identify highly similar genes based on their ex-
pression patterns. Groups of genes with similar expression patterns are represented
by network modules; these are defined by a combination approach of cliques, vicinity
networks, and fuzzy cliques.
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Figure 4.1: Illustration of petal’s computational pipeline implemented in R; grey
rectangles indicate data; white rectangles specify code; and output files are written
in Courier New. Versions of this figure are published in [148, 149].
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4.1 User Input
To construct network models, petal requires only one user input: a gene expression
data file. To detect gene groupings, the user must also supply a file of gene identifiers
that are of particular interest to the user for downstream examination, called gene
of interest (GoI) file. A gene annotation file can also be loaded, if available, for
module annotation. The GoI file is independent of the annotation file, but if an
annotation file is provided, then a gene ID file must be specified as well. Input files
must be in text format and tab-delimited. Within petal, parameter-specifications,
such as the selection of association measure or thresholds, are optional. Thresholds
for distance metrics and Mutual Information cannot be specified and instead they are
automatically computed.
In general, the input of thresholds is only recommended for advanced users. If
a correlation is the chosen association measure, then five association thresholds can
be entered instead of using the automated threshold computation. Table 4.1 and 4.2










"EU", "MA", "CA", "PE", "SP", "KE", "MI"
default: "SP"
thresholds thresholds
a numeric value or a vector of up to five values:
e.g., c(0.83, 0.9, 0.88)




accepts Boolean responses: TRUE or FALSE
default: FALSE













pre-processed gene expression data in
matrix or table format, with row and
column labels, corresponding to gene IDs
and measurement IDs, respectively. File
may be of any dimension. Table 4.3
shows two common file formats that can





A subset of gene IDs from the expression
data file that are of particular interest to
the researcher. These genes will be







Gene annotation file with gene IDs in the
first column must match identifiers of the
expression data file. File may include any
number of annotation columns. Table 4.4
demonstrates a sample annotation file for
expression data presented in Table 4.3.
O
Table 4.2: petal can read in three distinct files: gene expression data (matrix or
table), file of gene identifiers of interest for module detection (list or vector), and




GeneID M1 M2 M3 M4 . . . Mm−1 Mm
Gene1 0.504 0.338 17.285 18.956 . . . 360.755 478.140
Gene2 1.664 2.362 2.016 2.257 . . . 0.892 0.601









Genen−1 480.867 478.140 0.087 0.071 . . . 2.991 2.541
Genen 0.280 0.248 0.291 0.163 . . . 0.348 0.356
Format 2)
M1 M2 M3 M4 . . . Mm−1 Mm
Gene1 0.504 0.338 17.285 18.956 . . . 360.755 478.140
Gene2 1.664 2.362 2.016 2.257 . . . 0.892 0.601









Genen−1 480.867 478.140 0.087 0.071 . . . 2.991 2.541
Genen 0.280 0.248 0.291 0.163 . . . 0.348 0.356
Table 4.3: Acceptable gene expression input file formats, where Mi is the i
th mea-
surement in the experiment, which can represent conditions, time points, biological
replicates, and others, m is the number of measures taken in the experiment, and n the
number of genes. The expression values within this exemplified table were randomly
generated. Format 1) First row has as many column entries as all others,. The first
read-in value, ‘GeneID’, is ignored. Format 2) First row has one less column entry
than all other rows.
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GeneID A1 A2 . . . Ak
Gene1 IPR001849 PH domain . . . Mcp5-type
Gene2 IPR019819 Carboxylesterase B-CS . . . NA






Genen−1 NA NA . . . kinase
Genen IPR000731 SSD . . . NA
Table 4.4: Example of an acceptable gene annotation file. The first row acts as
a column identifier. The first column of the annotation file must have the gene
identifiers corresponding to the gene identifiers of the data file. Other columns can
be defined in any way. Here, A1 (i.e., Annotation1) column lists Interpro IDs, A2
presents the corresponding short name, and Ak is a custom annotation. Other than
the first column, columns can be numbers or character (strings), and there is no
limitation on number of columns. This file may contain more gene identifiers than
the expression data file. If the annotation file does not include annotation for the
majority of the gene identifiers from the expression data file, then it is noted that
conclusions drawn from the annotation will not be based on a whole-systems approach.
4.2 Selection of Association Measures
petal currently includes seven measures to define association between genes: Eu-
clidean Distance (EU), Manhattan Distance (MA), Canberra Distance (CA), Pearson
Correlation Coefficient (PE), Spearman Correlation Coefficient (SP), Kendall Corre-
lation (KE), and Mutual Information (MI). These were introduced in Section 2.5.3.
petal offers an optional step to assist users to evaluate their data distribution
before constructing network models. This optional step, via a function call, provides
users an estimate of their data distribution to identify whether data are approximately
normal. Figure 4.2.The function call graphHistQQFromFile() plots a histogram of
the expression data and the corresponding quantile-quantile plot (Q-Q plot) (refer to
Section 2.5.1.
A histogram only demonstrates a rough presentation of data’s distribution as the
representation can easily be distressed by changing the number of considered bins. A
normal curve based upon boundaries and mean of the input data is added to the
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Figure 4.2: Output file of graphHistQQFromFile(), named Data_Hist-QQ.png,
if not renamed within function call. Top) A histogram of an expression data file;
red line is the normal curve based upon the boundaries of the expression measures.
Bottom) A Q-Q plot of the same data, a normal distribution is compared to the
distribution exhibit by the input data. If the points lie on the straight red line, then
the input data can be assumed to have a normal distribution.
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histogram for easy comparison. To further assist the decision process, a Q-Q plot
is added. A Q-Q plot is a scatter plot of a theoretical normal distribution within
the boundaries of the observed versus the true observed distribution. If the points
roughly lie on a straight line, then the distribution at hand can be considered normally
distributed. Both these methods are not proofs, and only intend to help users to
examine their data. The command graphHistQQFromFile("myExpDataFile.txt")
presents the user with a high resolution .png image file, seen in Figure 4.2. With this
data visualization, users can make an informed subjective decision of a statistically
appropriate measure. Note that the default measure, SP, can be applied to any data
distribution, but it is recommended to use PE when data are normal.
4.3 Automated Calculation of Association Thresh-
olds
The calculation of all pairwise association measures of an n × m expression matrix
results in n(n−1)/2 association measures; these are sorted from strongest to weakest
association. For example, correlation measures and Mutual Information are organized
in descending order, whereas distances are sorted in increasing order. To calculate
a list of reasonable thresholds, petal starts by calculating the strongest and weakest
association thresholds that are considered for network model construction. The cal-
culation of first and last thresholds are based upon desired scale-free and small-world
network structures. These structural properties are only well-defined if the network
is connected, or alternatively is made of one large component.
First Threshold/Strongest Association A connected network of n vertices must
have at least n− 1 edges; thus the first, most stringent threshold (tfirst) is set to the
value at the (n− 1)th position in the sorted association measure list.
Last Threshold/Weakest Association The last threshold is based upon several
empirical evaluations. Real-world complex networks are sparse, scale-free graphs. In
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a series of actual RNA-seq and microarray whole-omics test datasets, network models
with edges more than 150 times the number of vertices (genes) did not meet either
one of the two properties (sparse and scale-free). Experiencing long computational
runtime, in addition to too dense and non-scale-free network models, we consequently
impose a restriction on thresholds by limiting the number of edges to 150 times the
number of vertices in the network. Thus, the last threshold (tlast) is set to the value
at the (150× n)th position in the sorted association measure list. See Table 4.5 for a
visual representation.
Complete Threshold List The interval between first and last threshold is split













⇔ tlast = tfirst − 6∆t for PE, SP, KE, MI
⇔ tlast = tfirst + 6∆t for EU, MA, CA
=⇒ thresholds = {tfirst, tfirst −∆t, . . . , tfirst − 6∆t} for PE, SP, KE, MI
=⇒ thresholds = {tfirst, tfirst +∆t, . . . , tfirst + 6∆t} for EU, MA, CA
Based on comprehensive empirical testing, seven thresholds generally provide a suf-
ficient spectrum of thresholds to construct network models and to determine scale-
free and small-world structure. In the case in which the first and last association
thresholds are far apart, the width of the subinterval could be relatively large. To
accommodate such a problem, petal offers an optional step to refine the thresholds.
This is described in the following subsection.
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index Gene1 Gene2 Measure Value
1 geneu genew 1















n(n− 1)/2 genew genep -1
Table 4.5: Sorted measure table for correlation values ranging between [−1, 1].
A value of 1 represents the strongest correlation. n is the number of genes;
p, q, r, s, t, u, w are values within [1, n]; tfirst and tlast are the first and last thresh-
old values of the threshold list, respectively [149].
4.4 Determining the ‘best’ Threshold
The Signum Adjacency Function, defined in Definition 2.22, is used with each thresh-
old to generate adjacency matrices, each of which corresponds to a unique network
model. The goal is to obtain a biologically and theoretically strong network model.
The well-known properties of complex networks, small-world and scale-free, are im-
posed and govern the selection of the ‘best’ threshold. Topological measures are
calculated for each network model. Table 4.6 is a formatted example of the output
file NetworkStats.txt that summarizes the topologies. The topology of each net-
work is compared and weighted against each other to determine the ‘best’ network
model for downstream analysis (e.g., module detection). The weighting procedure of
topological measures is formulated in the following paragraphs.
Small-world To evaluate a network model for small-world architecture, the average
cluster coefficient (meanCC) and average path length (meanPath) are needed. The





meanCC meanPath %used %bigComp
0.878 0.94 -2.02 0.36 6.74 21 32
0.834 0.93 -1.75 0.38 7.71 46 91
0.789 0.91 -1.58 0.40 5.70 68 97
0.745 0.87 -1.42 0.41 4.62 82 99
0.700 0.84 -1.26 0.42 3.91 91 99
0.656 0.78 -1.09 0.43 3.40 95 99
0.611 0.70 -0.92 0.44 3.02 98 99
Table 4.6: Each row represents a network model based on the threshold in Column
1. R2 value and slope/power are used to determine scale-freeness. meanCC and
meanPath are used to conclude small-wordness. %used indicates how much of the
original dataset is maintained within the particular network model. %bigComp gives
the percentage of vertices contained in the largest component of the network model.
Scale-free The actual degree distribution of each model is calculated to evaluate if
the model’s true degree distribution approximately follows a power-law function, as
defined in Equation 2.6. A property of power-law functions is that their logarithmic
transformation is linear in terms of log(k), shown in Equation 4.1.
log(pk) = −a log(k) + c (4.1)
Because of this property, the actual vertex degree distribution can be log-transformed,
and tested for linearity via linear regression. The coefficient of determination (R2)
indicates how well the logarithmic transformed degree distribution fits a linear line;
the greater the R2 value, the better the linear fit. The slope a of the linear regression
corresponds to the power in Equation 2.6 and should be between one and three,
i.e., a ∈ (1, 3) [9, 133]. petal evaluates each network model for how well the log-
transformed degree distribution fits a linear line via linear regression and records the
corresponding R2 value and a value to determine the degree of scale-free behavior
(Column 2 and 3 in Table 4.6).
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Network components Scale-free and small-world network architectures are de-
fined under the assumption that the network is connected (Definition 2.6). Calculated
network parameters of disjoint networks can be very misleading and may result in
misinterpretation. However, their defining topological properties can be calculated
without this assumption. By excluding vertex pairs lying in different components, the
average cluster coefficient and average path length are defined. A multi-component
network must include at least 90-99% of the network’s vertices in one component for
the topological measures to reliably describe the model’s true architecture, otherwise
the topological measures can lead to misinterpretation [133].
It is seldom the case for biological network models based upon expression data
to be connected. Consequently, petal validates the reliability of the calculated net-
work parameters (R2, a, meanCC, and meanPath) by determining the number of
components in each model. This information is then used to identify the largest net-
work component and its size relative to the entire current network model. To our
knowledge, no other network construction algorithm validates the proper use of the
topologies by computing the relative size of the network’s largest component. petal
documents the relative size of the largest component (%bigComp) to confirm that
previously calculated properties are trustworthy (column 7 in Table 4.6).
Whole-genomics approach If the objective is to construct whole-omics/large-
scale complex network models, then most of the genome should be contained in the
model. To retain as many genes as possible from the original dataset:
1. petal expects an entire dataset instead of pre-selected genes (e.g., differentially
expressed genes)
2. petal’s ‘best’ model maximizes the number of genes while staying within the
boundaries of the other requirements
For each network model, isolated vertices are removed from the model as they do not
provide association information, and the percentage of remaining vertices is recorded
(Column 6 in Table 4.6).
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Steps of weighting procedure
1. The goal is to build a network model with one large component including at
least 95% of the model’s vertices.
2. If the component criterion is met, then the topological properties are well-
defined and the model can be evaluated for scale-freeness and small-worldness
using the recorded values (Column 2-6 in Table 4.6).
3. Models meeting criteria 1 and 2 are checked for maximum node (gene) repre-
sentation.
4. Remaining models are weighted against each other and the ‘best’ threshold is
reported.
If such a network cannot be identified, the user is alerted that none of the considered
network models are scale-free and small-world, but each model remains accessible.
4.5 Refining Threshold
In rare cases (according to our comprehensive testing), the seven calculated thresholds
are not satisfying. In this case, an optional refining step can be applied to identify the
‘best’ threshold. For example, the interval between tfirst and tlast might be relatively
large, and consequently the considered thresholds are far apart and a ‘better’ threshold
might be missed between measured thresholds. The refining step will accommodate
this problem. This step results in a longer runtime, thus it is optional.
If the refining step is chosen, then the initial thresholds will be identified as
described in Section 4.3 and evaluated for ‘best’ threshold, denoted tbest. Instead of
reporting ‘best’ threshold, it is reused for a second iteration to test for scale-free and
small-worldness. To calculate a new list of thresholds with smaller step size, new first
and last thresholds are set. We differentiate between two cases:
1. Besides tbest one or more thresholds also meet the criteria of the algorithm,
denoted talt (alternative thresholds). talt and tbest are sorted; the strongest and
weakest associations are set to the new first and last thresholds, respectively.
119
2. If only tbest produces a small-world, scale-free network model, then tbest−1 and
tbest+1 are set to the first and last threshold, respectively.
With the assignment of new first and last thresholds, the distance between the new
thresholds is again split into six equal subintervals, resulting in a new list of refined
thresholds. New first and last thresholds cover a smaller association spectrum result-
ing in smaller step sizes and thus make the calculation of the final threshold more
precise. The algorithm then proceeds by recalculating the network threshold table.
4.6 Module Detection
A common approach to co-expression network analysis is to extract structures from
the network model and examine these for biological patterns or association. Gene
modules are extracted subnetworks describing groups of genes that behave similarly
over time or under varying environmental conditions. Module detection is a stan-
dard approach after network construction, but there is no common protocol to define
and extract these modules. Often hierarchical clustering is performed on a pairwise-
distance metric to organize networks into hierarchical trees; these can be cut at a user-
specified height to obtain modules. These modules can have very different topological
properties, and thus modules should be individually interpreted. Another drawback
with hierarchical clustering is the loss of information, such as connectivity between
clusters and within clusters. From a tree structure, the inter- and intra-connectivity
of individual subnetworks cannot be retrieved. Additional steps or other calculations
are necessary to retrieve complex network information. In addition, hierarchical clus-
tering is not a robust mathematical procedure as the results of hierarchical clustering
are not necessarily reproducible.
Cliques are completely connected subnetworks; every vertex in a clique connects
to every other vertex in the clique. Cliques share the same topological properties
regardless of dimension. For example, diameter, cluster coefficient, and density of
any clique are always equal to one. The members of a clique form an equivalence
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class following the mathematical transitivity property; thus every clique member has
at least a pre-defined degree of association to every other member, and therefore,
variance between their expression profiles is relatively small. But extracting cliques is
computationally expensive, because computing all maximal cliques is an NP-complete
problem [21]. In addition, users may find fully connected subgraphs too stringent and
too restricted in their properties. If input data undergo strict quality control proce-
dures and data are cleansed, i.e., technical or experimental noise and faulty mea-
surements are removed, then cliques are considered ideal. Gene expression data are
noisy and even after quality controlling data, expectations of genes forming a clique
may be too rigorous, thus cliques may be too restrictive of a gene module structure.
As an alternative, fuzzy cliques can be used; these are ‘almost’ cliques [49]. Similar
to modules, clusters, or communities, there is no standard definition of ‘almost’ or
‘fuzzy’. When fuzzy cliques are used to define module, their topological properties
must be reported to determine how strong or weak of fuzzy clique they are.
petal extracts gene modules based on a clique approach, identification of neigh-
bors, and considers users’ genes of interest. In general, researchers have a concrete
hypothesis to test, and therefore a focus on a set of particular genes, which we call
genes of interest (GoIs). Additionally, a common objective is to identify novel genes
that behave similarly to the genes of interest (GoIs). Consequently, petal allows users
to upload a list of gene identifiers that are of particular interest to explore the GoIs
more closely. Genes of interest can be investigated more closely within the calculated
‘best’ network model by looking at their direct neighborhoods, referred to as vicinity
networks (VNs). A VN is a subnetwork representing the intermediate neighborhood
of a single vertex or of a completely connected set of vertices, i.e., a clique.
• A VN of vertex i is a subnetwork including vertex i and all its direct neighbors
and their edges.
• A VN of a clique includes all clique members and the intersection of their
individual neighbors and edges. An example is shown in Figure 4.3.
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Figure 4.3: Vertices v1 through v4, highlighted in light blue, build a clique. Vertices
v5 and v7, highlighted in red, are members of the light blue clique’s vicinity network.
Vertex v6, highlighted in green, is not in the vicinity network of the light blue clique,
because v6 is not connected to v4.
The extraction of VNs from an entire network model is very fast. These smaller
subnetworks can be examined more closely and cliques are extracted at a much lower
computational cost from VNs than from the entire network. Often, some precision
is lost when computational time is decreased, but there is no loss of information
when gene-specific cliques are extracted from their vicinity network compared to
their extraction from the entire network model.
petal integrates two approaches to extract VNs:
1. Genes from the genes of interest input file are considered individually. For each
entered gene a unique VN will be extracted and written to file. If 100 genes are
within the file, the user will receive 200 output files (VN membership file and
gene expression profiles for each gene). It is recommended to keep the number
of GoIs relatively small.
2. Genes from the provided file are considered together.
(a) Given k genes of interest, they are extracted from the network model as a
k × k adjacency matrix.
(b) All maximal cliques of the k-node subnetwork are calculated.
(c) VNs are calculated for each maximal clique.
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If an annotation file is uploaded along with GoIs, then the VN files also include an-
notation. These output files are tab-delimited. They are self-explanatory, clearly
labeled, are easily manipulated, or can be used with other stand-alone analysis ap-
plications. Gene expression profiles of each VN are graphed and saved as .png image
files. In addition, a summary file of the analysis is generated and includes multiple
results. One essential outcome is the VN summary table at the end of the file. This
table contains: VN index, size of each VN, number of included genes of interests
(GoIs), and the VNs density. Table 4.7 shows a small example of this output. VN1 is
a clique, but only includes a total of two genes, thus this group is not very informative.
When considering fuzzy cliques at a 88% of possible connectivity level, then VN75,
VN77, and VN78 are fuzzy cliques due to their high density. VN78 might present the
interesting results as it includes 5 GoIs. VN76 is not densely connected and requires
further investigation.
VN VNsize numGoI density
1 2 1 1.00
2 42 1 0.47





75 24 2 0.89
76 63 2 0.68
77 17 3 0.86
78 21 5 0.96
Table 4.7: Each row represents a particular vicinity network (VN). Column 1 shows
the index of the VN; VNsize gives the number of vertices within the VN; numGoI is
the number of genes of interest within the VN; and density indicates how well the
VN is intra-connected.
4.7 User Output
A number of .RData files are generated throughout a petal run for convenient loading
into R by petal or user. These type of files enable advanced users to easily personalize
downstream analysis if desired.
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Output files obtained from function createSWSFnetFromFile():
• expM.RData
This file is the uploaded expression matrix, saved as an R-object (.RData).
This file is used by petal, and is not especially intended for users.
• numGenes.RData
This output only includes one numeric value, namely the number of genes in
the user’s datafile. This file is used by petal, and is not intended for users.
• MMo_〈metric〉.RData
This file includes all pairwise-gene association measures, ordered from strongest
to weakest association. It is formatted into three columns: gene1, gene2, as-
sociation measure. 〈metric〉 is a substitute for the measure selected to define
association.
• thresholds.RData
This output includes a numeric vector, the list of threshold values used to build
the network models. This file is used by petal, and is not intended for users.
• adjM〈metric〉_〈threshold〉.RData
This output presents multiple output files. Each network model constructed
by petal is saved as a binary matrix. 〈metric〉 is a substitute for the measure
selected to define association. 〈threshold〉 is a substitute for the threshold used
to construct the particular network model.
• NetworkStats.txt
This file includes topological information of each network model (i.e., based on
all adjM). Figure 4.4 shows a screenshot of the actual output file, and Table 4.6
is a formatted form of the output.
• winningThresh.RData
This output is a numeric vector or value. It includes the threshold creating the
‘best’ network models as well as alternatives, if there are some. This file is used
by petal, and is not intended for users.
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• forDA.RData
This file includes information needed to run downstreamAnalysis(). It sum-
marizes the results from createSWSFnetFromFile() and therefore users do not
have to specify variables.
• GeneralInfo.txt
This file is a summary of what the function createSWSFnetFromFile()
used and its results. It states: the name of the input data file, dimension of
gene expression matrix, the number of missing values, the number of zero-valued
expression measures, the range of expression values, the association measure
used during the analysis, the calculated thresholds, and the winning threshold.
Figure 4.4: Screenshot of petal’s output, NetworkStats.txt, in tab-delimited
format. Here, the network models are based on the Euclidean Distance.
Figure 4.5: Screenshot of petal’s output, GeneralInfo.txt. This file states the
name of the input file; dimension of data matrix (genes × measurements; number of
missing values; range of expression values; association measure and thresholds used
to construct network models; and the threshold constructing the ‘best’ small-world,
scale-free network model.
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Output files obtained from function downstreamAnalysis():
The number of output files obtained by calling downstreamAnalysis() depends on
the user’s input. If users enter i genes of interest, then at most (2× i)+3 output files
are generated.
• VN〈index〉.txt
Each identified vicinity network (VN) is reported with gene memberships, and
gene annotation if it was uploaded. 〈index〉 is a substitute for the particular
index of the vicinity networks.
• VN〈index〉_profiles.png
Each VN’s gene expression profiles are saved as a high resolution image file.
• cytoNet〈metric〉_〈threshold〉.txt
This file can be directly loaded into Cytoscape [45, 165, 169], an Open Source
tool, to visualize the network model; included are the connected gene pairs
and their association value. 〈metric〉 is a substitute for the measure selected to
define association. 〈threshold〉 is a substitute for the threshold used to construct
the particular network model.
• NetworkNodeStats.txt
All nodes within the network model are written to file with their degree and
cluster coefficient. This file is most likely not used by the novice user, but the
advanced user can use this file to investigate the network model in more depth.
• AnalysisSummary.txt, if not renamed by user
This output provides a summary of the vicinity network analysis. It is human-
ized and not intended for usage with other software. This file is formatted in
such a fashion to provide users with an easy-to-read and understandable result
file. The file includes the number of GoIs loaded, the number of genes not in
the ‘best’ network model, genes in the model are presented in table format with
their cluster coefficient and degree, each VN and its included genes of interest
are listed, and a VN summary table is given at the end. Figure 4.6 is a screen-
shot of an actual output file. In this example, there are 28 GoIs that are all
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contained in the network model. If all GoIs are not in the network model, the
genes not included in the model are separately specified. GoIs’ local topologies
are presented: vertex cluster coefficient (LocalCC) and vertex degree (k). Here,
the 28-node subnetwork has 13 maximal cliques, and for each clique its vicinity
network (VN) is generated. Each VN is listed with its associated GoIs. Lastly,
the properties of VNs are summarized in a table as presented in Table 4.7. An
example of an entire AnalysisSummary.txt file is shown in Figure 4.6.
Output files obtained from function dataToVNs(): This function creates all presented
output files as it is a combination of the two previous functions: createSWSFnetFromFile()
and downstreamAnalysis().
4.8 Memory and Runtime
In general, petal has a longer runtime when compared to other network analysis
approaches, because it constructs multiple network models to ensure the selection
of a statistically appropriate and biologically relevant network model. The runtime
depends upon multiple factors and is dataset specific. Table 4.8 provides some guide-
lines based on empirical testing of a number of expression datasets generated on
several platforms. Data obtained in Table 4.8 resulted from running the function
createSWSFnetFromFile( "myData.txt", metric="choice"), with three different
myData.txt files and two association measures by replacing "choice" with "PE"
and "SP" indicating Pearson Correlation Coefficient and Spearman Correlation Coef-
ficient, respectively. The calculation of PE is superior in speed to SP. The datasets of
15,137 genes and varying measurements finish in approximately the same time, thus
the number of measurements does not have a notable influence on computing time.
The calculation of all pairwise association measures has the greatest effect on runtime,
i.e. obtaining the association measure matrix is the most expensive step. Refining
the threshold (Section 4.5) as mentioned does come at a computational cost, but will
be minimal in comparison to recalculating/ constructing the association matrix. The
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algorithm is written so that the memory usage is keep as low as possible, which is









5, 000× 7 PE 1.35 1.0
5, 000× 7 SP 2.07 1.0
11, 342× 16 PE 2.62 7.0
11, 342× 16 SP 4.42 7.5
15, 137× 12 SP 9.20 13.5
15, 137× 16 SP 9.13 15.0
15, 137× 28 SP 9.15 13.0
Table 4.8: Each row is a separate run on a server with 2.5 GHz processors
and 256 GB RAM. Datasets of different dimensions and sizes were used with
createSWSFnetFromFile to monitor runtime and memory usage of the function.
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Figure 4.6: Screenshot of petal’s output, AnalysisSummary.txt. For explicit
information see the files explanation in 4.7.
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Chapter 5
Application: Mountain Pine Beetle
Parts of this chapter have been published in [148, 149]; other portions of the chapter
come from a submitted manuscript of Jeff Nadeau et al. [132].
5.1 Introduction
The utility of petal is demonstrated with an application of an Illumina RNA-seq
whole-transcriptomic sequencing experiment of the mountain pine beetle (MPB),
Dendroctonus ponderosae.
Mountain pine beetles are obligate parasites of pine trees. They destroy wide
areas of forest land and pose serious threats to conifer forests in the western North
America. They rely on aggregation pheromones to coordinate the ‘mass attacks’
necessary to overwhelm a host tree’s defenses, and thus successfully colonize a tree.
Understanding the molecular level of this process and the physiology may provide
new methods to manage these devastating pests. Numerous high-throughput studies
have been conducted to obtain a better understanding of the pheromone biosynthetic
pathways. Although they have been previously studied, the enzymes involved have
not yet been completely identified, characterized, and understood [7, 98, 100]. Aw et
al. presented the first genomic analysis of the mountain pine beetle and identified can-
didate genes encoding enzymes involved in pheromone-biosynthesis by studying their
gene expression patterns [7], and yielded two confirmed pheromone biosynthesizing
enzymes [174]. A draft genome of MPB is published [100], and transcriptomic [160]
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and proteomic [151] studies have been conducted as well. Most recently, work was
published by Keeling et al. presenting several new ‘biosynthetic gene’ candidates [99].
The hypothesis is that genes encoding enzymes involved in pheromone-biosynthesis
are regulated in parallel and thus have similar expression. The objective is to deter-
mine how previously hypothesized candidate genes interact with one another, but
also if these genes have common expression profiles with other ‘unknown’ genes. Of
particular interest is a group of 28 genes that have previously been implicated in
pheromone-biosynthetic pathways. petal is applied to an RNA-seq dataset of MPB
mid-guts and fat bodies based on gender and feeding status to construct an MPB co-
expression network. The network by petal is then utilized to identify and analyze the
28 genes of interest (GoIs) in regards to their interconnectness and their connection
patterns to ‘unknown’ genes. Identifying gene groups of similar expression patterns
with GoIs might point towards putative pheromone-biosynthesis genes. For details of
Methods, such as tissue collection and data description, please see [132].
5.2 Analysis
After data quality control and transformation [132], the final dataset results in 11,342
transcripts across 16 measures. These 11,342 normalized, filtered counts per million
data are used with petal. Before utilizing the ‘all-in-one’ network construction and
analysis function of petal, the distribution of the RNA-seq data are first examined
by making use of graphHistQQFromFile() (refer to Section 4.2). This optional step
is applied to check the data for normality, with the assumption that the data are not
normally distributed. The petal histogram and Q-Q plot confirm the assumption that
the MPB RNA-seq data are non-normally distributed, highlighted in Figure 5.1. As
the data do not follow a bell-shaped curve, nor are the points of the Q-Q plot linearly
aligned, the measure of association is left as the non-parametric default measure
(Spearman Correlation Coefficient).
The expression data were uploaded into petal along with a list of 28 gene IDs
(GoIs) and gene annotation file. The genes of interest can be analyzed separately
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or together as described in Section 4.6. The 28 genes are analyzed together, as
they are hypothesized to play a joint role in pheromone biosynthetic pathways. petal
completes the analysis within 5 hours utilizing at most 7.5 GB RAM and one processor
with 2.5 GHz.
Figure 5.1: petal’s histogram and Q-Q plot of the mountain pine beetle dataset.
Top) Histogram of expression values of the 11,342 transcripts. Bottom) Q-Q plot
of the same transcripts. Data are not normally distributed as demonstrated by both
tests. The histogram should resemble a bell-shaped curve if data are normal and data
points of Q-Q plot should be on or near the diagonal red line.
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5.3 petal Results
With the completion of the petal run, multiple files are available to retrace the steps
petal takes in the construction and analysis of the MPB co-expression network. One
of the initial files is GeneralInfo.txt, shown in Figure 5.2. This file presents
information of the input file. For example, the input file MPB.CPM_june16.txt
includes 5367 measurements with a value of zero, corresponding to 2.96% of all mea-
sures across the entire expression dataset. The range of expression measures is also
given; here the range is rather great, which is expected for RNA-seq data. Over-
all, none of petal’s data quality control flags are triggered, assuming that the data
underwent DQC (data quality control).
Figure 5.2: petal’s GeneralInfo.txt: this file includes the name of gene expres-
sion file; the number of genes across number of conditions; the number of missing
values; the number of zero entries; the range of expression measures; the association
measure used; the association thresholds used; and the winning threshold.
Another essential output file is the NetworkStats.txt file. Table 5.1 shows a
formatted NetworkStats.txt output. This file includes the topological properties
of the seven constructed network models. Each network model is available as an
adjacency matrix in .RData file format.
With the completion of calculating all pairwise SP measures, the distribution of
measures is used to calculate a series of seven thresholds. The approach explained in
Section 4.3 determines tbest to be equal to 0.956 and tlast to be equal to 0.734. Then,
five equally-spaced thresholds are calculated within the interval (0.734, 0.956). The
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topological properties of each network model are used by petal to calculate the ‘best’
threshold representing a small-world and scale-free model. Here, an SP threshold of
0.808 constructs the ‘best’ scale-free, small-world network model. petal proceeds as
follows to determine the ‘best’ threshold (refer to Table 5.1 and Section 4.4):
1. Thresholds above 0.845 are excluded from the decision process for ‘best’ thresh-
old, as the largest component of those networks include less than 95% of the net-
work’s vertices and as a result the calculated topological properties are skewed
by the high number of small components.
2. Thresholds 0.771 and 0.734 are excluded due to their low coefficient of deter-
mination (R2).
3. Thresholds 0.808 and 0.845 remain; the network based on 0.808 contains 700
more genes than the model based on 0.845, providing a more ‘whole’ whole-
systems approach.




meanCC meanPath %used %bigComp
0.956 0.84 -1.71 0.44 6.89 21 22
0.919 0.90 -1.62 0.37 11.13 50 85
0.882 0.89 -1.45 0.38 7.19 72 94
0.845 0.86 -1.24 0.40 5.66 86 97
0.808 0.82 -1.05 0.42 4.71 94 99
0.771 0.77 -0.93 0.44 4.04 98 100
0.734 0.71 -0.85 0.47 3.55 99 100
Table 5.1: NetworkStats.txt obtained from petal for the mountain pine beetle
dataset shows the network parameters for each considered network model. Here, a
Spearman value of 0.808 constructs the ‘best’ network. The first column is the list of
considered thresholds. The second and third columns represent the values obtained
from a linear regression on the log-transformed degree distribution; meanCC is the
mean cluster coefficient; meanPath is the average path length between vertex pairs;
%used indicates the percentage of genes used from the original dataset signifying how
many genes have connections within the specific network model; %bigComp denotes
how many of the network’s vertices are within the largest component.
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The results from the gene grouping analysis is presented in petal’s output file
AnalysisSummary.txt shown in Figure 5.3. The 28 GoIs are extracted from
the 0.808 SP adjacency matrix to build a 28-node subnetwork. This subnetwork is
visualized in Figure 5.4. Thirteen maximal cliques are within the 28-node subnetwork;
these are extracted and result in 13 vicinity networks (VNs). Properties of each VN
are also summarized in AnalysisSummary.txt and formatted in in Table 5.2.
VN VNsize GoInum density
1 17 2 0.82
2 85 2 0.62
3 14 2 0.63
4 55 2 0.92
5 79 2 0.49
6 89 4 0.96
7 71 5 0.89
8 59 5 0.91
9 58 5 0.93
10 55 3 0.86
11 50 5 0.88
12 113 6 0.89
13 284 6 0.92
Table 5.2: Each row represents a particular vicinity network (VN). Column 1 is the
vicinity network index, VNsize indicates the number of vertices within VN index,
numGoI is the number of genes of interest within VN, and density indicates how well
the particular VN is intra-connected. VNs of particular interest due to their topology
are highlighted in light grey.
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Figure 5.3: petal’s output of the Genes of Interest (GoI) analysis, AnalysisSum-
mary.txt. 28 GoIs build 13 maximal cliques, thus 13 vicinity networks (VNs).
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Figure 5.4: Analysis of the 28 genes of interest (GoI). Left) 28-node GoI subnetwork
with three highlighted densely connected GoI groups. Right) Corresponding gene
expression profiles of the three highlighted groups and their common neighbors.
According to the results presented in Table 5.2, seven VNs are of particular
interest in terms of their density and number of GoIs. The VNs with a large number
of GoIs and greater density are analyzed in more depth: VN6, VN7, VN8, VN9, VN11,
VN12, and VN13. Each VN has at least four GoIs and density of at least 0.88; these
VNs are highlighted with light grey in Table 5.2. The 28-node subnetwork has 13
maximal cliques, which overlap to a great extent. Figure 5.4 shows the subnetwork of
the 28 GoIs. Analytically and visually, it is perceivable that the majority of GoIs are
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densely inter-connected; the densely connected GoIs are highlighted in three different
colors: purple, light blue, and orange.
Due to the arrangement of nodes and edges, petal is followed up by manual
examination of the VNs’ intersection. Purple represents GoIs of VN11 and VN12,
light blue includes GoIs of VN7, VN8, and VN9, and orange shows VN6 and VN13. By
unifying the GoIs of VNs and identifying their common (i.e., intersecting) neighbors,
new gene groupings are manually constructed. Table 5.2 summarizes the composition
of the new groups: purple, light blue, and orange. VN11 and VN12 share 24 common
gene neighbors: these neighbors and the original GoIs of VN11 and VN12 form a
new group which is highlighted in purple. The purple group is a 31-node subnetwork
of density 0.9871. The gene expression profile of the 31 purple genes are shown
in Figure 5.4. The same process is followed to construct the light blue 39-node
subnetwork with density of 0.98 and the orange 84-node subnetwork with density of
0.9943. Because these subnetworks are very densely connected with a density above
0.98 (i.e., missing less than 2% of total possible edges within subnetwork), they are
fuzzy cliques.
VNs combined VN11, VN12 VN7, VN8, VN9 VN6, VN13
Union of GoIs 7 7 7
Intersection of GoIs 4 3 3
Intersection of VNs’ Neighbors 24 32 76
New Grouping purple light blue orange
Number of total Genes 31 39 84
Number of GoIs 7 7 7
Density 0.9871 0.9829 0.9943
Table 5.3: Analysis of overlapping vicinity networks. Data of new groupings: purple,
light blue, and orange correspond to the gene expression profiles in Figure 5.4.
These three groups are further investigated for their biological relevance by ex-
amining their InterPro annotation. Additionally, a gene ontology enrichment analysis
is conducted. Gene ontology (GO) enrichment analysis determines statistical over-
represented molecular functions and/or metabolic processes in gene groups by com-
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paring their frequency to that of the entire transcriptome. BiNGO (v. 3.0.3) [117]
within Cytoscape (v. 3.3.0, refer to Section 2.7.5) and GO file (v. 1.2 2016/03/01)
were utilized.
Purple: Note that the expression of unfed male is higher than in the other condi-
tions. These MPBs have not yet infested a tree and therefore have not eaten. This
fuzzy clique is scientifically important, as some of its members encode enzymes with
activities that are predicted to catalyze uncharacterized steps of synthesis in the exo-
brevicomin pheromone component. These results are concordant with prior literature:
the 31-node fuzzy clique identifies genes that encode enzymes already confirmed as
pheromone biosynthetic enzymes. In addition, this fuzzy clique includes genes that
have previously been predicted to catalyze known steps in the pheromone biosyn-
thetic pathway. As the profiles in this fuzzy clique are very similar, targets for wet
lab verification can be limited to a few representative genes from the clique. Within
this identified grouping, the number of targets for further wet-lab examinations is
decreased.
Statistically significantly enriched GO terms include:
- monooxygenase activity
- iron ion binding
- heme binding
- tetrapyrrole binding
- oxidoreductase activity, involving molecular oxygen
- cargo receptor activity
Orange and Light Blue: The expression profiles of the orange and light blue
fuzzy cliques are shown in Figure 5.4 with their respective colors. The profiles of
both groups indicate higher expression in male than in female mountain pine beetles
and higher expression in fed feeding status. In particular, orange shows very similar
expressed genes, including numerous cytochromes P450s.
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Statistically significantly enriched GO terms include:
- hydrolase activity, acting on glycosyl bonds
- hydrolase activity, hydrolyzing O-glycosyl compounds
- cell wall modification
Within the orange group all genes are identified as statistically significantly dif-
ferentially expressed at a statistical significance level of 0.01. All but one gene are
over-expressed in the fed feeding status compared to unfed equivalent gender. 50 out
of the 84 genes are over-expressed in fed male versus fed female. Figure 5.5 visualizes
the intersection of the differentially expressed genes.
Figure 5.5: Venn diagram of statistically significantly differentially expressed genes
within the orange gene group. Four over-represented comparisons are investigated:
FFgrFU - female fed versus female unfed; MFgrMU - male fed versus male unfed;
MUgrFU - male unfed versus female unfed; MFgrFF - male fed versus female fed.
Similarly, the light blue fuzzy clique also shows elevated expression levels in fed
males compared to the other conditions. Here, 38 out of 39 genes have a statistically
significant differential expression. The genes in males are over-expressed compared
to the female in both feeding states (Figure 5.6). This groups also includes two
cytochrome P450s.
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Statistically significantly enriched GO terms include:
- isoprenoid metabolic process
- isoprenoid biosynthetic process
- nucleoside bisphosphate metabolic process
- ribonucleoside bisphosphate metabolic process
- purine nucleoside bisphosphate metabolic process
Figure 5.6: Venn diagram of statistically significantly differentially expressed genes
within the light blue fuzzy clique. Four over-represented comparisons are investigated:
FFgrFU - female fed versus female unfed; MFgrMU - male fed versus male unfed;
MUgrFU - male unfed versus female unfed; MFgrFF - male fed versus female fed.
In conclusion, GO enrichment analysis and differential gene analysis of the iden-
tified fuzzy cliques confirm the biological relevance of these groupings. The Venn dia-
grams clearly indicate the grouping of specific statistically significantly differentially
expressed genes. In addition, all fuzzy cliques have an average SP correlation equal or
greater to 0.808. This correlation value is much greater compared to other methods.
For example, applying the blockwiseModules() function of the R-library WGCNA
to the MPB dataset, 27 disjoint gene modules are obtained. The genes of interest are
contained in five modules, labeled by different colors: turquoise, purple, brown, red,
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and pink. These modules have an average Pearson or Spearman Correlation value
between 0.021 and 0.306 and their module profiles are shown in Figure 5.7.
Figure 5.7: Five out of 27 gene modules obtained from WGCNA are shown. These
modules include the researcher’s genes of interest. Modules turquoise, purple, pink,
brown, and red have an average Pearson and Spearman Correlation Coefficient of
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Chapter 6
Application: Ice Plant, as a CAM
Model
This chapter is part of an in-progress manuscript by Petereit J, Tillett R, Cushman
JC, and Schlauch KA
6.1 Introduction
Plants exhibit different photosynthetic processes, thus photosynthesis is differentiated
into three individual processes: C3, C4, and crassulacean acid metabolism (CAM).
Most plants are categorized as C3, and therefore C3 photosynthesis has been studied
in-depth and its pathways are well-understood, whereas CAM is the least understood
photosynthetic process. CAM is of interest as it could lead to plants being farmed in
unfavorable agricultural lands.
Introducing CAM photosynthesis into C3 crops is a potential way to maintain
agricultural sustainability by improving the plants’ water-use efficiency (WUE). To
successfully engineer CAM into C3 plants, the key metabolic components must be
identified and their roles understood. While functionality of many genes encoding
the basic enzymatic machinery of CAM are known, many additional genes encoding
proteins with transport and regulatory roles remain unknown. One approach to
understand the molecular requirements of CAM is to study gene expression changes
over the temporal 24-hour cycle of CAM. Alternatively, facultative model species can
be induced by environmental stresses to change the plant’s regular C3 photosynthesis
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to CAM. Mesembryanthenum crystallinum, the common ice plant, a facultative CAM
species, switches from C3 photosynthesis to CAM under induced stress (e.g., high
salinity or withholding irrigation).
Genes with CAM-related functions involved in carboxylation, decarboxylation,
and stomata regulation can be identified and examined using a number of com-
putational gene expression analysis methods including clustering and standard co-
expression network analysis techniques. To improve upon these approaches, petal
is used to identify CAM-specific network modules. Networks exhibiting scale-free
and small-world architecture realistically reflect the actual organization of biological
networks.
6.2 Study Background
Achieving agricultural sustainability under drier conditions has become increasingly
critical due to rapid change in climates. Most crop plants are categorized as C3 plants
including wheat, rice, barley, oats, cotton, and soybeans. C3 plants need to be contin-
uously well-watered and cannot tolerate intense sunlight. In general, they are easily
stressed. C4 crop plants such as maize, sugarcane, and sorghum can tolerate high
temperatures under ongoing intense sunlight, but require a relatively large supply of
water to produce adequately. Plants capable of crassulacean acid metabolism (CAM,
i.e., CAM-photosynthesis) also endure high temperatures and extreme sunlight, but
have lower water requirements, making them ideal for very dry-heat environments.
Plants adopting CAM reduce their water loss by closing leaf stomata during all or
part of the day and are thus able to survive in semi-arid or arid habitats or those with
seasonal or intermittent water supply [41, 200]. Resilient agricultural systems need
to be developed to maintain agricultural sustainability. Consequently, if CAM can
successfully be introduced into C3 crops, then water-use efficiency would be improved,
thereby allowing C3 plants to be grown in unfavorable environments, and potentially
preserving agricultural sustainability [22, 23, 52, 203]. In addition, CAM plants dis-
play higher theoretical maximum energy conversion efficiency than C3 plants, and
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are at least as resourceful or surpass C4 efficiency [46]. A complete identification of
the enzymatic-, transport-, and regulatory components governing the temporal and
circadian-clock control of CAM is the key challenge to successfully engineer CAM
into C3 plants.
The defining feature of CAM is the temporal separation of daytime C3 carboxyla-
tion catalyzed by ribulose-1,5-bisphosphate carboxylase/oxygenase (RUBISCO) and
C4 carboxylation catalyzed by phosphoenolpyruvate carboxylase (PEPC) and subse-
quent daytime decarboxylation reactions over a 24-hour diel cycle [23]. The temporal
coordination of these diurnal and nocturnal CO2 fixation processes has been well
defined by a four-phase model of CO2 assimilation [141].
CAM can be organized into functional sets of genes encoding enzymes, trans-
porters, and regulatory or signalling components that carry out the nocturnal car-
boxylation and diurnal decarboxylation biochemical reactions [22, 23]. The mecha-
nisms controlling stomata opening and closing during the night- and day-time, re-
spectively, are less well-understood. Many CAM-specific genes encoding the basic
enzymatic reactions of CAM have been identified via small-scale studies on the ba-
sis of their inducible mRNA expression patterns in facultative CAM species. For
example, the common ice plant, Mesembryanthenum crystallinum, has been studied
in response to salinity or water-deficit stress or by exogenous abscisic acid (ABA)
application [42, 43, 44, 177, 178].
Borland and Yang state that “One approach to resolve the molecular dynamics
of CAM in a time, cost and resource-efficient manner will be to model the small-scale
network modules, which include a small number of functionally associated genes,
separately, and then integrate these modules with the biochemical and physiological
components” [24]. Despite the accomplishments that have been made in identifying
key players in the CAM pathway [44, 142], its entire system remains largely ambigu-
ous. To gain further insights, the objective is to compare CAM-based networks to
C3-based networks to identify key differences in their circadian rhythmicity. petal is
utilized to construct multiple networks based on mRNA expression data. Comparing
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expression patterns of unstressed (C3) to stressed (CAM) ice plant using small-world,
scale-free network modeling presents a true biological representation of the biological
system. This approach provides a systems-level comparison between C3 and CAM
photosynthesis in ice plant. Consequently, the biological systems can be examined
as a whole and unknown genes can be assigned into putative functional groups or
pathways
6.3 Experimental Setup
To compare the performance of C3 photosynthesis and CAM (induced by salt stress) in
M. crystallinum; mRNA expression is measured in the wild type and a CAM-deficient
mutant (351) [42] for thirteen 4-hour time intervals during a 48-hour time cycle using a
custom ice plant NimbleGenTM microarray (NimbleGen Systems, Inc., Madison, WI)
of 12,803 probesets based on in-house transcriptome assembly. The experimental
setup is highlighted in Figure 6.1. Tissues from each condition and genotype are
collected in replicates of three. Biological replicates are averaged, resulting in a gene
expression file of 12,803 genes across 52 measures. The goal is to identify genes
with similar expression profiles to hypothesized/known CAM-related genes. As this
dataset is based upon a complex experimental design, multiple network models can
be constructed, thus it is extremely important to have a clear testing hypothesis.
Figure 6.1: Experimental Setup of Ice Plant Experiment
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6.4 Analysis 1
First, petal is employed to construct a network based on the entire dataset: 12,803
genes across 52 measures. Here, the focus is on genes that encode the subunits of
the vacuolar ATPase (V-ATPase) complex, which provides the proton-motive force
for moving malate into the vacuole following nocturnal formation of malate and for
protonation of the malate for vacuolar storage as malic acid.
A small-world, scale-free network model based upon Spearman Correlation Co-
efficient (SP) and threshold equal to 0.837 is constructed by petal. A common user
threshold of 0.8 for correlation (such as Pearson or Spearman Correlation Coeffi-
cients) does not construct a scale-free network model in this example. The petal
network model is scale-free and small-world and represents a co-expression network
of the ice plant visualized in Figure 6.2. Based on TAIR annotation, genes associ-
ated to V-ATPases are identified and used as the genes of interest to identify their
intra-connectivity within in the network model. One of petal’s vicinity networks
(VNs) includes four V-ATPase genes. Within this VN, the largest clique is manually
computed, resulting in a 31-node clique. The red genes highlighted in the network
model represent this 31-node clique (Figure 6.2(a)). The clique includes the four
V-ATPases and a vacuolar processing enzyme. Other genes in the clique represent
starch branching enzymes, nuclear factors Y, glycose transferase functions, and four
have unknown functionality. The expression profiles of the genes in the clique are
presented in Figure 6.2(b), demonstrating higher expression in both CAM genotypes
(wild type and 351). Circadian rythmicity is not evident.
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Figure 6.2: Microarray ice plant experiment (a) scale-free and small-world network
model of ice plant with 6886 nodes; edges represent a Spearman Correlation of 0.837
or higher; 97% of the nodes are enclosed within the biggest component. Red nodes
represent a 31-gene clique including three V-ATPases; (b) expression profiles of the
31 clique members; (c) graph of 31-node clique.
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6.5 Analysis 2
One of the key mechanisms of CAM is its circadian rhythmicity, as the rhythmicity
is assumed to differ from outputs of the C3 photosynthesis circadian clock. Often
differential gene expression analysis is utilized to identify genes that express differently
between the two types of photosynthesis. This approach alone does not consider
similar behavior between gene expression profiles over multiple measures, and thus
the approach is somewhat limited. Alternatively, co-expression network models of
CAM and C3 photosynthesis-performing ice plant can be constructed and compared.
In this part of the analysis, the focus is on the wild type ice plant only: 12,803
genes across 26 measures. First, the createSFSWnet() function is employed to build
models for each photosynthetic process to evaluate the differences in network models.
Wild type CAM and C3 photosynthesis ice plant network models are individually
constructed. Then a list of 410 CAM candidate genes is used as the starting point to
compare the two network models.
CAM network model (CAMnet) The association of genes within the CAMnet
is based upon SP and a threshold of 0.845. This model includes 380 CAM candidates
of which 241 have at least one pairwise correlation of 0.845 or higher with another
CAM candidate gene. The subnetwork of these 241 genes is shown in Figure 6.3.
Two cliques (red and blue highlighted nodes in Figure 6.3) within this subnetwork
are chosen for additional analysis based on their expression profiles demonstrating
opposite rythmicity within the 48-hour time series. The two cliques, red and blue,
include 5 and 16 CAM candidate genes, respectively. For each clique, their vicinity
network within the CAMnet is identified and their expression profiles are graphed;
these are also shown in Figure 6.3.
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Figure 6.3: 241-node subnetwork extracted from a CAM network model. Highlighted
are two gene groups blue and red. Their VNs are identified and their expression
profiles are plotted in their corresponding colors.
Blue: In the blue VN are 16 CAM candidate genes (16-node clique) and their 48
common neighbors. This VN includes an amino acid permease family protein which
potentially is of importance to CAM. With a closer look at the rhythmicity of this
group, during the 48-hour time course the genes peak at the same time point each
day, whereas the local minimum is offset by 4 hours (indicated by the arrows within
the figure).
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Red: In the red VN are five CAM candidate genes (5-node fuzzy clique) and their 91
common neighbors. According to TAIR annotation, 22 of these genes might be good
CAM candidates and should be investigated in more depth. Also, the VN includes
16 similarly behaving genes with no known annotation. These genes might also be
possible CAM candidates. Like the blue VN, the red VN shows great rythmicity as
well, although in an almost perfectly opposite manner. The five CAM candidate genes
are extracted from the corresponding C3 network model showing neither rythmicity
nor do they share common expression patterns as seen in Figure 6.4.
Figure 6.4: The five red CAM candidate genes identified in the CAMnet are extracted
from the corresponding C3 gene expression file and plotted to visually examine their
rythmicity in C3. Here, these genes are not rhythmic.
C3 network model (C3net) The association of genes within the C3net is based
upon SP and a threshold of 0.82. This model includes 387 CAM candidates of which
254 have at least one pairwise correlation of 0.82 or higher with another CAM candi-
date gene. The subnetwork of these 254 genes is shown in Figure 6.5. The red nodes
highlighted in the C3 subnetwork graph correspond to the red nodes in the CAMnet.
Here, the nodes are not densely connected, which is also evident in their gene ex-
pression profiles (Figure 6.4). The yellow and green nodes are equivalent to the blue
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nodes of the CAMnet. The four green nodes represent the best grouping of the blue
CAMnet genes, thus these are used for further analysis. Their VN is identified and
gene expression profiles are plotted. The expression pattern of the green VN differs
from the blue VN. The expression profiles do not show a clear 24-hour rhythmicity.
In addition, the expression profiles show notable differences between day one and two.
Figure 6.5: 254-node subnetwork extracted from a C3 network model. Highlighted are
the two CAM gene groups presented in Figure 6.3. Here, the blue highlighted nodes
from the CAM network are green and yellow, whereas the red nodes are kept in red.
The VN of the green genes are identified and their expression profiles are graphed in
the corresponding color.
6.6 WGCNA application
WGCNA is the non-commercial tool most similar to petal. As described in Section 2.7.1,
WGCNA is a popular network analysis tool. We argue that WGCNA is not a true network
construction and analysis tool for multiple reasons. First, and most importantly,
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WGCNA does not construct an actual network; rather, it builds a complete graph on all
nodes with edges carrying different weights. Secondly, WGCNA does not consider any
small-world network properties. Thirdly, scale-free graph properties are not readily
initiated (the user must alter the code to obtain some degree of scale-freeness). A
user-defined scaling index and function are used to estimate a complete scale-free net-
work model, but the algorithm does not actually verify whether the weighted network
is scale-free. To complicate matters, the notion of scale-free is not a well-defined prop-
erty of complete weighted networks. Consequently, quantification of scale-freeness in
these models is difficult, if not impossible. In addition to these graph-theoretical lim-
itations, WGCNA’s website [106] states that it is advised to limit datasets to 3500 genes,
which cannot portray a whole-systems approach in any but a few select small genomes
(e.g., Carsonella ruddiisymbiotic, a symbiotic bacterium). Moreover, WGCNA does not
identify densely connected subgraphs (i.e., cliques or fuzzy cliques), mathematically
resulting in gene groups with expression profiles exhibiting greater variation than
those generated by petal. Consequently, how reliably can the ‘guilt-by-association’
approach be applied?
The entire ice plant expression dataset, 12, 803 genes across 52 measures, is used
to demonstrate the differences between WGCNA’s to petal’s approach. WGCNA is applied
by using the function blockwiseModules() with recommended parameters. The
runtime of the function is very fast, but the required user time to input and format
the output is rather extensive and requires R-coding skills. Figure 6.6 shows 60
(out of 61) gene modules identified by WGCNA. Gene expression profile images are
generated utilizing petal’s plotting function plotExpProfiles(). These modules
are also summarized in Table 6.1. The color assignment by WGCNA is used to refer to
different modules. Note that in the figures, colors not visible with a white background
are changed to black. The order of modules in Table 6.1 follows the order of module
gene expression profile images. The table includes each modules’ average pairwise
correlation value. Four different averages are calculated. The average absolute-valued
correlations are included because WGCNA defines association on the absolute pairwise
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correlation value. Three modules are highlighted in the table: ‘red’, ‘grey’, and
‘skyblue3’. These are pointed out as they have the maximum and minimum average
pairwise correlations of all modules. In WGCNA, the module ‘grey’ is not a real module,
because it includes genes that are not assigned to any of the other ‘real’ gene modules.
The label ‘grey’ is reserved to color genes that are not part of any module, i.e., they
are non-module genes. The ‘red’ module is of most interest as it has the highest
averaged absolute-valued correlations (PE and SP). However, the red module of 427











Figure 6.6: WGCNA identified 61 gene modules in the ice plant dataset. 60 out of 61
gene modules are presented here. Gene expression profiles were plotted using petal’s
plotExpProfiles().
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Module Colors Size avPE av|PE| avSP av|SP|
turquoise 2753 0.009 0.625 0.010 0.624
purple 180 0.011 0.537 0.009 0.490
brown 758 0.010 0.458 0.010 0.360
green 734 0.041 0.452 0.042 0.456
yellow 756 0.056 0.505 0.052 0.428
black 355 0.033 0.545 0.033 0.551
blue 2607 0.024 0.618 0.023 0.615
red 427 0.019 0.712 0.019 0.667
darkorange2 43 0.186 0.511 0.161 0.471
orangered4 54 0.346 0.615 0.350 0.614
tan 140 0.057 0.616 0.054 0.546
palevioletred3 34 0.015 0.654 0.013 0.648
grey60 115 0.219 0.572 0.209 0.538
orange 88 0.021 0.565 0.027 0.478
midnightblue 121 0.001 0.596 0.003 0.571
sienna3 66 0.043 0.628 0.042 0.581
greenyellow 141 0.107 0.549 0.100 0.529
lightgreen 113 0.019 0.593 0.019 0.583
paleturquoise 73 0.028 0.629 0.028 0.634
darkmagenta 70 0.221 0.534 0.213 0.493
mediumpurple3 54 0.020 0.589 0.023 0.565
pink 309 0.006 0.483 0.006 0.418
royalblue 105 0.038 0.531 0.038 0.522
saddlebrown 76 0.044 0.642 0.045 0.651
magenta 233 0.002 0.518 0.002 0.489
salmon 136 0.066 0.586 0.064 0.499
darkred 103 0.048 0.598 0.045 0.574
ivory 44 -0.011 0.487 -0.009 0.465
yellowgreen 65 0.036 0.572 0.035 0.514
lightsteelblue1 53 0.051 0.477 0.049 0.463
darkturquoise 93 0.483 0.502 0.473 0.491
skyblue 77 0.007 0.463 0.009 0.455
lightcyan1 46 0.084 0.527 0.084 0.538
brown4 43 0.027 0.557 0.014 0.413
violet 72 0.171 0.580 0.165 0.553
darkorange 87 0.017 0.585 0.017 0.589
white 84 0.074 0.470 0.074 0.464
darkolivegreen 70 0.492 0.521 0.314 0.330
steelblue 76 0.085 0.495 0.082 0.461
Module Colors Size avPE av|PE| avSP av|SP|
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Module Colors Size avPE av|PE| avSP av|SP|
salmon4 35 -0.015 0.517 -0.014 0.476
cyan 136 0.450 0.463 0.411 0.424
lightcyan 115 0.084 0.503 0.085 0.489
lightyellow 111 0.008 0.509 0.007 0.484
grey 209 0.013 0.153 0.013 0.153
plum1 58 0.102 0.523 0.092 0.480
skyblue3 63 0.584 0.584 0.570 0.570
thistle2 37 0.144 0.647 0.128 0.569
darkgreen 94 0.205 0.509 0.206 0.507
darkgrey 92 0.007 0.504 0.005 0.485
honeydew1 28 0.172 0.633 0.166 0.617
plum2 38 0.209 0.599 0.189 0.550
coral1 23 0.479 0.566 0.443 0.525
darkslateblue 41 0.010 0.534 0.013 0.526
lavenderblush3 29 0.201 0.571 0.191 0.516
maroon 32 -0.013 0.586 -0.010 0.527
navajowhite2 34 -0.016 0.583 -0.014 0.544
thistle1 36 0.104 0.542 0.078 0.481
floralwhite 43 0.119 0.672 0.108 0.622
darkseagreen4 24 0.453 0.540 0.441 0.528
lightpink4 30 0.282 0.624 0.291 0.623
bisque4 41 0.054 0.504 0.051 0.484
Table 6.1: Table summarizes the 61 detected gene modules obtain from WGCNA. The
module colors created by WGCNA are used to differentiate between modules; these are
listed in column 1. Column 2 states the size of the module. The remaining columns
represent four average correlation values of each gene module: average Pearson Corre-
lation Coefficient (avPE), averaged absolute-valued PE (av|PE|), averaged Spearman
Correlation Coefficient (avSP), and averaged absolute-valued SP (av|SP|). Three
modules are highlighted in light grey : red, grey, skyblue3. These modules exhibit
the minimum and maximum value of the correlation measures.
To compare results from WGCNA and petal, we focus on genes assigned to the grey
(1) and red (2) modules. petal’s small-world, scale-free network model is based on a
Spearman Correlation Coefficient and a threshold of 0.837.
(1) petal’s model does not include any of the genes within WGCNA’s grey module
(e.g., non-module genes). Both approaches agree here; these genes do not pro-
vide sufficient information about the system to be considered for further analy-
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sis. Based on petal’s model construction, none of the grey module genes have a
pairwise SP of 0.837 or greater to any other gene within the dataset, and thus
providing a reason why these genes are not in the network.
(2) To further examine the WGCNA groupings, genes from WGCNA’s red module are
used in petal with a genes-of-interest analysis. The assumption here is that
these genes share common expression patterns or function as they lie in a WGCNA
module. Function dataToVNs("Ice2015-AveRMAC.txt", "Mod_red.txt") is
utilized on the genes in the red module, resulting in over 9000 VNs. This
implies that the genes within the red module are not densely connected in
petal’s network model. Consequently, a number of manual steps are used to
further investigate the intra-connectivity of WGCNA’s red module within petal’s
network model. Seventy-four out of 427 are not in the SP 0.873 network model,
i.e., 74 genes do not have at least one pairwise SP correlation of 0.873 or greater
to any other genes within the dataset. The density of the remaining 353 genes
in the red subnetwork module is equal to 0.094. (Sparse network models are
considered to have a density between 0.2 to 0.4.) There are 19 components of
which two include the majority of genes: 139 and 196, with density being equal
to 0.2186 and 0.1969, respectively. These two components are used to further
understand the composition of the WGCNA’s red module. Figure 6.7 shows three
fuzzy cliques extracted from the two components. These fuzzy cliques are then
extended by employing petal’s VN approach. petal is able to include 10, 3,
and 11 genes that fit into these fuzzy cliques while maintaining the average
correlation at 0.837 or greater. Furthermore, in two out of the three fuzzy
cliques, the density is increased from 0.9092 to 0.9208 and 0.9779 to 0.9868. In
conclusion, the red module generated by WGCNA does not include a number of
genes that are highly correlated to its members, and does not judge the module
by its intra-connectivity.
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Figure 6.7: Left) The three separate gene expression profile groups portray fuzzy
cliques extracted from the red WGCNA module. Similar expression patterns are visible.
Right) By employing petal, the three groups are extended by 10, 3, and 11 genes,
respectively. Title of each profile states the gene group name, density (d), and number
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Chapter 7
Conclusion and Future Work
7.1 Conclusion
petal offers a wealth of features that turns co-expression network construction and
analysis into a smooth process.
petal provides an easy-to-use R-library with the possibility of manual adjustment
for the advanced user. With only one function call, the user obtains a sophisticated
network analysis without having to acquire any graph theoretical knowledge. petal’s
featured network model is guaranteed to be scale-free and small-world without any
parameter specification. There is no tuning of parameters required. Gene-specific
groups can be extracted from network models, which are conveniently automatically
annotated if an annotation file is provided, and the expression profiles of all genes
within the group are graphed. This feature saves the researcher a great amount of
time. Furthermore, as the analysis can be done within one or two function calls, petal
is accessible to scientists with minimal computer or R-programming knowledge.
Overall, petal enables the researcher to quickly view genes with highly similar
expression patterns. With current annotation of the genes at hand, simple observa-
tions of the similarities or differences of functions of similarly-behaving genes can be
made. petal is written for life scientists to construct high level co-expression net-
works and to extract vicinity networks of interest. The approach is very user-friendly
by requiring little prior knowledge of network science, as demonstrated here, with-
out sacrificing the quality output that comes from complex well graph-theoretically
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defined networks.
7.2 Work In Progress
The petal approach can be extended in a number of aspects. Some additional features
are already in development, others are on a to-do list, and a few are being evaluated
for their predicted impact compared to cost of development. Features currently in
development are discussed in this section; future items are summarized in the section
thereafter.
7.2.1 Analyzing Network Models without Genes of Interest
The petal R-library does not perform global partition of network models, as this is
something that can be done with multiple different clustering algorithms [97, 129].
If the user does not provide a specific list of genes of interest (GoIs), then petal
does not identify vicinity networks or (fuzzy) cliques. It is possible to upload the
entire gene list of the expression matrix, as there is no limit on the number of genes
of interest which can be entered. In this scenario, vicinity networks (VNs) of each
gene are identified, which clearly is somewhat of an infeasible approach as the user
would be bombarded with thousands of files to examine. Alternatively, an additional
feature could be integrated within the vicinity network extraction. For example,
a density threshold could be imposed on each VN and only VNs with a certain
density would be saved. As the threshold is increased, the number of resulting vicinity
networks decreases. Allowing users to make decision on the strictness of results (i.e.,
denseness of vicinity network) permits users to adjust module size, but may possibly
miss interesting smaller modules.
7.2.2 Extending the Choice of Measures
Within petal the user has seven association measures to choose from: Euclidean, Man-
hattan, and Canberra Metrics, Correlation Coefficients based on Spearman, Pearson,
and Kendall, and Mutual Information. These measures can be calculated with basic,
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standard functions within R, of which petal takes advantage. By including more
measures to define a wider range association, petal would be more attractive to re-
searchers outside of Genomics. One of the proposed new measures is a (penalized-)
cosine measure [53, 127], which is implemented and undergoing optimization.
Furthermore, a single measure alone, such as distance or correlation, cannot as-
sess patterns completely. We believe that an association measure created from mul-
tiple metrics has great potential [44]. Such a multi-measure is being tested; however,
as multi-measures increase computing time to unsatisfying levels, this consideration
is on hold until the achievement of 7.3.2.
Lastly, Mutual Information has attracted a reasonable amount of interest within
the last few years and a number of researchers have focused on improving its comput-
ing time and parameter setting. MI is not a favorable measure because of computa-
tional cost. Many new R-libraries calculating MI have been proposed; these libraries
are being tested to evaluate their runtime and properties to possibly integrate a more
efficient Mutual Information calculation within petal.
7.3 Future Work
The initial primary goal of this project was to present the life-scientist with a plat-
form that constructs and analyzes co-expression network models in an intuitive and
accessible fashion without requiring pre-acquired knowledge (e.g., Network Theory or
extensive programming). To a great extent this goal has been met by introducing
petal; the R-library considerably reduces user input-time, eliminates tuning of input
parameters, and minimizes the required knowledge of theoretical network properties
without losing mathematical precision. Nevertheless, petal can turn into a more
user-friendly utility by adding the following functionalities.
7.3.1 Graphical User Interface and Web Interface
Wrapping petal with a graphical user interface (GUI), experimental scientists and
computer-shy researchers would have a portal for network analysis without requiring
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any R computing or programming experience. Additionally, the user would not need
access to a computationally powerful computer, as the job would run on a remote
server. There are multiple reasons why a web interface is difficult. For one, hosting
and maintaining a server, and integrating additional security requirements comes at
a high expense. Creating a GUI lies outside the realm of this dissertation work, but
opens up a great opportunity for a multi-disciplinary project. A pilot version of the
GUI written in R-shiny exists, but can currently only be run within the University
of Nevada, Reno’s network system.
7.3.2 Parallelization
People have evolved into non-stop-going, stressed-out creatures, who have lost the
ability to be patient. Everything needs to be fast and accessible at all times.
Figure 7.1: A dilemma in today’s age: everyone is always rushing and there are
not enough hours in the day. Card was created with the web application: http:
//www.someecards.com/usercards/create
Time is especially a concern when analyzing data. Experimental scientists are
under the impression that data analysis is a one-day event, as they are not familiar
with the complexity of data analysis. Thus, computational methods for data analysis
must be as fast as possible, ‘click-fast’ if possible. petal is relatively slow compared
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to other methods because of its whole-genome approach and comprehensive network
calculations. Precision costs time, and often it is questioned how much accuracy can
be given up to increase speed performance, e.g., approximation approaches. As one of
petal’s objectives is precision, alternative approximation methods are not considered
and thus the best solution for the runtime problem is to parallelize the process(es).
Many steps within petal can easily be parallelized and consequently runtime would
drastically decrease. The amount of time reduction depends on available CPUs of
the computing machine. Parallelizing petal will greatly enhance its usability and is
an attainable goal within our research group. At the moment, petal conducts all
of its calculation sequentially slowing down analysis time. R contains the package
‘parallel’, which first should be investigated to evaluate possible utilization of the
package. Secondly, the following steps have been identified for parallelization:
1. Calculating Association Measure
Currently, the n × n association matrix is sequentially calculated based upon
the n × m input data expression matrix. Depending on the number of CPUs
available, the matrix can be divided into smaller sized expression matrices. For
example, if six CPUs are available, then the total number of genes n can be
divided into three separate smaller datasets: n/3×m, n/3×m, and [n−(n/3)−
(n/3)] × m. Similarly, if k(k + 1)/2 CPUs are available, then the expression
matrix can be divided into k separate smaller datasets.
2. Calculating Network Statistics Table
In most petal runs, seven network models are generated. For each of them
their graph-theoretical properties are calculated, which are independent of each
other, thus they can be calculated in parallel.
3. Calculating Multiple Fuzzy Cliques
Cliques and fuzzy cliques are standalone structures and therefore can be com-
puted and extracted in parallel.
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7.3.3 Compatibility across Operating Systems
petal has been tested on computer hardware configurations running Unix-based op-
erating systems, including Ubuntu Linux, Red Hat, Fedora and CentOS. petal runs
on Windows, but extensive testing has yet to be performed. In addition, to minimize
memory usage, class objects are regularly written to file and recalled by the algorithm
as needed and deleted after calculation completion. The process of continuous file
deletion still needs to be implemented for Windows. Currently, the unnecessary files
are only deleted when petal is run on Unix platforms. petal has not been tested
on OSX machines as none are available to our lab for long periods of time, and the
available machines computationally are not powerful. Eliminating the current plat-
form dependency of petal will extensively increase its accessibility. A future goal is
to make petal accessible for all three main operating systems: Unix, Windows, and
OSX.
7.3.4 Inclusion of Data Pre-processing Steps
petal does not include any data pre-processing, cleansing, or quality control steps.
At the moment, petal checks if the expression data matrix includes more rows than
columns. Also, petal reports the number of zero values, missing values, and the range
of the data to provide the user with some information about the dataset, but petal
assumes data have been subjected to a quality control protocol. It does not check for
variance or outliers. For RNA-seq and microarray data, R-libraries processing data
exist, but even the resulting data often need further evaluation. Including some data
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Appendix A
Year Count Year Count
2016 2836 1984 67
2015 11720 1983 51
2014 10109 1982 48
2013 6856 1981 40
2012 6416 1980 54
2011 5766 1979 59
2010 5240 1978 47
2009 4699 1977 32
2008 4181 1976 46
2007 3664 1975 40
2006 3115 1974 24
2005 2821 1973 20
2004 2293 1972 26
2003 1859 1971 26
2002 1688 1970 22
2001 1373 1969 25
2000 1248 1968 32
1999 1096 1967 18
1998 1061 1966 20
1997 839 1965 11
1996 768 1964 12
1995 718 1963 13
1994 716 1962 4
1993 667 1961 5
1992 617 1960 3
1991 539 1957 2
1990 518 1951 3
1989 458 1950 1
1988 446 1949 2
1987 207 1948 1
1986 91 1945 1
1985 74
Table A.1: PubMed Search Table. Key word ‘Systems Biology’ entered into PubMed
search and the presented table was retrieved on 03/04/2016 at 10am.
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Figure A.1: Entire ‘Inborn Errors of Metabolism’ Pathway [134]
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AUC area underneath the curve
CA Canberra Distance
CA M crassulacean acid metabolism
CAST Cluster Affinity Search Technique
ER model Erdös-Rényi random graph model
EU Euclidean Distance
expM expression matrix
GoI gene of interest
GUI Graphical User Interface
HCCA Heuristic Cluster Chiseling Algorithm
I/O system Input/Output System
KE Kendall’s tau Coefficient
meanCC mean cluster coefficient
meanPath mean path length
MA Manhattan Distance (City Block Distance)
MI Mutual Information
NVN Node Vicinity Network
PE Pearson’s Correlation Coefficient
PEPC phosphoenolpyruvate carboxylase
PPI protein-protein interaction
Q-Q plot quantile-quantile plot
regNet regulatory network
RMA Robust Multi-Array Average
RNA-seq next generation sequencing
RUBISCO ribulose-1, 5-bisphosphate carboxylase/oxygenase
SP Spearman’s rho Correlation Coefficient
SPC Stable Putative Cluster
TFs transcription Factors
TOM Topological Overlap Matrix
V-ATPase vacuolar ATPase
VN (one-neighbor) vicinity networks
WGCNA Weighted Gene Co-expression Analysis
WUE water-use efficiency
NP non-deterministic polynomial time
G mathematical representation of a graph object
R all real numbers, i.e., (−∞,∞)
A(i, j)
adjacency matrix with i representing row/gene, and j
representing column/experimental measurement
d(vi, vj)
distance between vectors vi and vj as define by
function d
R2 coefficient of determination
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Appendix C
petal is compiled into an R-library accessible via GitHub. The permanent link to
the library’s source file is https://github.com/julipetal/petalNet. Besides the
source file, the repository also includes a standard R-library documentation file and
sample input files.
