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The determination of the basin of attraction of a periodic orbit can be achieved using
a Lyapunov function. A Lyapunov function can be constructed by approximation of a ﬁrst-
order linear PDE for the orbital derivative via meshless collocation. However, if the
periodic orbit is only accessible numerically, a different method has to be used near the
periodic orbit. Borg’s criterion provides a method to obtain information about the basin of
attraction by measuring whether adjacent solutions approach each other with respect to
a Riemannian metric. Using a numerical approximation of the periodic orbit and its ﬁrst
variation equation, a suitable Riemannian metric is constructed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider a system of smooth autonomous ordinary differential equations, namely x˙ = f (x) where x ∈ Rn . We are
interested in the determination of the basin of attraction of an asymptotically stable periodic orbit Ω ⊂ Rn , however, we do
not assume that the periodic orbit is known analytically.
A common method to determine the basin of attraction is the method of a Lyapunov function L ∈ C1(Rn,R). A (strict)
Lyapunov function is characterised by the following two conditions: (i) L attains a local minimum on the periodic orbit Ω ,
i.e. L(x) c in a neighbourhood of Ω and L(x) = c if and only if x ∈ Ω , and (ii) the orbital derivative of L, i.e. the derivative
along solutions of the differential equation, is strictly negative in a neighbourhood U of Ω . Then each sublevel set of L in U
is a subset of the basin of attraction.
While the existence of Lyapunov functions has been established, the explicit construction of a Lyapunov function remains
a diﬃcult problem. Recently, several methods have been proposed to construct a Lyapunov function for an equilibrium,
cf. [4,7], etc. In the case of a periodic orbit, however, the function V has to attain a local minimum on the periodic orbit.
Thus, one has to know the exact position of the periodic orbit in order to construct a Lyapunov function.
Since the periodic orbit is assumed to be asymptotically stable, the periodic orbit can easily be approximated numerically.
The solution of the ﬁrst variation equation along the periodic orbit determines the stability and is also approximately
accessible by numerical methods; note that this information is only approximate and does not enable us to construct a
Lyapunov function in the above sense.
A method to determine the basin of attraction of a periodic orbit, which does not require information about the periodic
orbit, is Borg’s criterion, cf. [1,8]. Let M be a Riemannian metric, i.e. M ∈ C1(Rn,Rn×n) such that M(x) is a symmetric and
positive deﬁnite matrix for all x. The real-valued function LM(x) (for the formula cf. (2.1)) then describes whether solutions
adjacent to the solution through x approach each other with respect to the Riemannian metric M . If LM(x) is negative for
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in K .
While the existence of such a Riemannian metric has been established, cf. [2, Theorem 19], the explicit construction of
the Riemannian metric remains a diﬃcult problem – similarly to the construction of a Lyapunov function.
In the two-dimensional case, i.e. n = 2, there exists a Riemannian metric of the special form M(x) = e2W (x) I , where
W ∈ C1(R2,R) is a weight function. In this case the existence of a weight function satisfying a certain linear partial differ-
ential equation was shown and a suitable weight function can be constructed by approximating the solution of this PDE,
cf. [5]. In the higher-dimensional case, however, the existence of a Riemannian metric of this simple form is false in general,
cf. [2, Example 15] for a counterexample.
In this paper we seek to combine the two methods for the determination of the basin of attraction, a Lyapunov function
and Borg’s criterion. We split the problem into a local part near the periodic orbit and a global part far away; for the local
part we use Borg’s criterion and for the global part we construct a Lyapunov-like function.
The main idea is the following: we approximate the periodic orbit Ω and the solution of the ﬁrst variation equation
along the periodic orbit numerically. Then we use this approximate information to deﬁne a Riemannian metric M satisfying
LM(x) in a neighbourhood of the periodic orbit. Note that LM(x) is negative even if the information is only approximate.
We prove the existence of a Lyapunov-like function V satisfying V ′(x) = −c in the whole basin of attraction except for a
neighbourhood of Ω; here V ′ denotes the orbital derivative. Note that V , in contrast to a Lyapunov function, does not need
to attain a local minimum on Ω . We approximate the solution of the linear partial differential equation V ′(x) = −c by a
function v so that v ′(x) < 0 holds except for a neighbourhood of Ω . Finally we combine the Riemannian metric M contain-
ing the local information and the Lyapunov-like function v containing the global information. We show that a sublevel set
of v is a subset of the basin of attraction.
We overcome the problems of constructing a Lyapunov function near the periodic orbit by using Borg’s criterion. The
advantage is that for both Borg’s criterion near the periodic orbit and the Lyapunov-like function away from the periodic
orbit approximate information is suﬃcient.
Let us give an overview over the paper: in Section 2 we present Borg’s criterion and prove the existence of a special
Riemannian metric. Moreover, we discuss the three-dimensional case in particular. In Section 3 we consider Lyapunov-like
functions, prove their existence and show how to combine them with the Riemannian metric of Section 2. In Section 4 we
give an example.
2. Borg’s criterion
2.1. Deﬁnitions
In this paper we consider the autonomous ordinary differential equation
x˙ = f (x),
where x ∈ Rn , n 2 and f ∈ Cσ (Rn,Rn) with σ  1. We will later study the case n = 3 in more detail.
We denote the solution x(t) of the initial value problem x˙ = f (x), x(0) = ξ by Stξ := x(t). The distance of a point to a
compact set K ⊂ Rn is deﬁned by dist(x, K ) := miny∈K ‖x− y‖, where ‖ · ‖ denotes the Euclidean distance in Rn .
A periodic orbit is deﬁned by a solution x(t) which satisﬁes x(0) = x(T ) with T > 0; the minimal T > 0 with this
property, if it exists, is called period. The periodic orbit Ω is deﬁned by Ω = {x(t) ∈ Rn | t ∈ [0, T )}; note that Ω is a
compact set.
A periodic orbit is called asymptotically stable, if it is (i) stable, i.e. for all  > 0 there is a δ > 0 such that for all
ξ ∈ Rn with dist(ξ,Ω) < δ we have dist(Stξ,Ω) <  for all t  0, and if it is (ii) attractive, i.e. there is a δ′ > 0 such that
for all ξ ∈ Rn with dist(ξ,Ω) < δ′ we have limt→∞ dist(Stξ,Ω) = 0. If the rate of attraction is exponential, i.e. there are
δ′, ν > 0 such that for all ξ ∈ Rn with dist(ξ,Ω) < δ′ we have limt→∞ dist(Stξ,Ω)eνt = 0, then the periodic orbit is called
exponentially stable.
Let p ∈ Ω be a point of the periodic orbit. The ﬁrst variation equation along the periodic orbit is given by the linear,
T -periodic ordinary differential equation
ξ˙ = Df (St p)ξ.
Floquet theory shows that a fundamental matrix is given by P (t)eBt , where P is a T -periodic, matrix-valued function and
the matrix B is called Floquet matrix. The eigenvalues of B are called Floquet exponents. One (trivial) Floquet exponent is
always zero, and the periodic orbit is exponentially stable if and only if the real parts of all other Floquet exponents are
negative. The basin of attraction of a periodic orbit is deﬁned as A(Ω) := {ξ ∈ Rn | limt→∞ dist(Stξ,Ω) = 0}.
A matrix-valued function M ∈ C1(Rn,Rn×n) is called a Riemannian metric, if for each x ∈ Rn M(x) is a symmetric, positive
deﬁnite matrix. Note that 〈v,w〉 = vT M(x)w deﬁnes a scalar product for v,w ∈ Rn .
608 P. Giesl / J. Math. Anal. Appl. 354 (2009) 606–6182.2. Suﬃcient condition
Borg [1] gave a suﬃcient condition for a set to be a subset of the basin of attraction of a periodic orbit. A more general
condition cited in Theorem 2.1 using a Riemannian metric was given by Stenström [8]. Giesl [2] showed that this condition
is also necessary, i.e. given an exponentially asymptotically stable periodic there is a Riemannian metric satisfying the
conditions of Theorem 2.1.
Theorem 2.1. Consider x˙ = f (x) with f ∈ C1(Rn,Rn), n  2 and let M(x) be a Riemannian metric. Let ∅ 
= K ⊂ Rn be a compact,
connected and positively invariant set, which contains no equilibrium. Moreover assume maxx∈K LM(x) =: −ν < 0, where
LM(x) := max
vT M(x)v=1, vT M(x) f (x)=0
LM(x, v), (2.1)
LM(x, v) := vT
[
M(x)Df (x) + 1
2
M ′(x)
]
v. (2.2)
Here M ′(x) denotes thematrix with entries ai j =∑nl=1 ∂Mij(x)∂xl fl(x)which is the orbital derivative of M(x), i.e. M ′(x) = ddθ M(Sθ x)|θ=0 .
Then there exists one and only one periodic orbit Ω ⊂ K . The periodic orbit is exponentially stable, and the real parts of all Floquet
exponents – except the trivial one – are less or equal to −ν . Moreover, we have K ⊂ A(Ω).
In this paper we will again prove the necessity of these conditions, or in other words the existence of such a Riemannian
metric. We will construct a Riemannian metric M such that LM(x) < 0 holds locally in a neighbourhood of the periodic
orbit. We will use Floquet theory to construct a Riemannian metric, so that LM(x) is negative on the periodic orbit and
thus by continuity also in a neighbourhood. The proof is similar to [2], however, we will use the fact that the action of the
Riemannian metric in direction of the ﬂow is irrelevant and, hence, we will be able to prove the existence of a Riemannian
metric of a special type, cf. (2.3).
2.3. Existence of a special Riemannian metric
Theorem 2.3 shows the existence of a special Riemannian metric. Its calculation, however, needs information about the
position and the stability of the periodic orbit. We will describe in Appendix A.2 how to use the proof of this theorem to
calculate a Riemannian metric satisfying the conditions of Theorem 2.1.
To obtain a special form of the Riemannian metric, we use the fact that the action of the Riemannian metric in direction
of the ﬂow is irrelevant. To identify the direction of the ﬂow we use a moving orthonormal coordinate system around
the periodic orbit. The existence of a moving orthonormal coordinate system on the periodic orbit is guaranteed by the
following Theorem 2.2.
Theorem 2.2. (See [9, Theorem 5.1].) Suppose the autonomous system x˙ = f (x), where f ∈ Cσ (Rn,Rn), n 2, σ  1, has a periodic
solution St p with period T .
Then there is an orthonormal system { f (St p)‖ f (St p)‖ , ξ2(t), . . . , ξn(t)} with ξi(0) = ξi(T ) for all i = 2, . . . ,n. The vector-valued functions
ξ2(t), . . . , ξn(t) are Cσ with respect to t.
From now on we assume that an orthonormal coordinate system exists in a neighborhood of the periodic orbit. For
the explicit determination of ξ2, . . . , ξn , cf. Appendix A.3. We will now prove the following necessity result which improves
the result in [2]. Note that the matrix-valued function Q (x) of Theorem 2.3 can be calculated explicitly for x ∈ Ω using
the solution of the ﬁrst variation equation along the periodic orbit, i.e. in particular the Floquet exponents. To obtain
a Riemannian metric M such that LM is negative, it is suﬃcient to calculate Q approximately, so the information can
be obtained by a numerical approximation of the periodic orbit and of the solution of the ﬁrst variation equation, cf.
Appendix A.
Theorem 2.3. Let f ∈ Cσ (Rn,Rn) with σ  1 and n  2, let Ω be an exponentially stable periodic orbit with period T and let the
maximal real part of the Floquet exponents except the trivial one be −ν < 0.
Let { f (x)‖ f (x)‖ , ξ2(x), . . . , ξn(x)} be a system of orthonormal vectors for x in a neighborhood of Ω and Cσ with respect to x. Denote
F (x) = ( f (x)‖ f (x)‖ , ξ2(x), . . . , ξn(x)) ∈ Rn×n.
Then for all ν >  > 0 there exists an open neighbourhood U of Ω and a Riemannian metric M ∈ Cσ (U ,Rn×n) such that
M(x) = F (x)
(
1 0
0 Q (x)
)
F T (x) (2.3)
for x ∈ U , where Q ∈ Cσ (U ,R(n−1)×(n−1)) and Q (x) is symmetric and positive deﬁnite for all x ∈ U . Moreover,
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holds for all x ∈ U .
Proof. We will deﬁne M on the periodic orbit. First we map the phase space to its coordinates with respect to the mov-
ing orthonormal coordinate system. In this time-periodic system we will use Floquet theory and a special Jordan normal
form.
Fix p ∈ Ω . We use a result of [9], where the equations are expressed with respect to the moving orthonormal system
of Theorem 2.2. The map φ from x to the coordinates (t,ρ) = (t,ρ2, . . . , ρn) is deﬁned as the inverse of φ−1(t,ρ) =
St p +∑nk=2 ρkξk(St p), which exists in a neighborhood U of Ω (cf. [9, p. 48]). The equations then read
dρ
dt
= Ξ(t)ρ + h˜(t,ρ), (2.5)
where Ξkl(t) = ξ Tk (St p)Df (St p)ξl(St p) − ξ Tk (St p) ddt ξl(St p) for k, l = 2, . . . ,n or
F T (St p)Df (St p)F (St p) − F T (St p)F ′(St p) =
(∗ ∗
∗ Ξ(t)
)
, (2.6)
where h˜(t,ρ) = o(‖ρ‖) as ρ → 0 denotes the higher order terms with respect to ρ , cf. [9, (5.27) and (5.28)]; h˜ is a T -
periodic function. Note that t is not the time, but the parameterisation of the periodic orbit. We denote the original time
by θ . Then we have, cf. [9, (5.23)],
dθ
dt
= ‖ f (St p)‖
2 +∑nk=2 ρk f (St p)T ddt ξk(St p)
f (St p)T f (St p +∑nk=2 ρkξk(St p)) =: s(t,ρ).
Hence, we have⎧⎪⎪⎨
⎪⎪⎩
dt
dθ
= 1
s(t,ρ)
,
dρ
dθ
= 1
s(t,ρ)
Ξ(t)ρ + h(t,ρ)
(2.7)
with h(t, s) = 1s(t,ρ) h˜(t,ρ), which is a T -periodic function.
Consider again Eq. (2.5); note that Ξ(t) ∈ R(n−1)×(n−1) and Ξ(t) is T -periodic. Floquet theory ensures that a fundamental
matrix of the linearised, T -periodic system ddtρ = Ξ(t)ρ is given by P (t)eBt ; in other words, using ddt (P−1(t)P (t)) = 0
d
dt
P−1(t) = −P−1(t) d
dt
(
P (t)
)
P−1(t) = BP−1(t) − P−1(t)Ξ(t). (2.8)
Here P (t) is a T -periodic, matrix-valued Cσ -function with respect to t , and we can assume without loss of generality that
P (0) = I . The Floquet exponents of the periodic orbit are 0 and the eigenvalues of B .
Let T be the (n − 1) × (n − 1) matrix which transforms B into the real Jordan normal form with 2 on the secondary
diagonal, i.e. A = T−1BT and
max
‖u‖=1,u∈Rn−1
uT Au −ν + 
2
. (2.9)
Set
Q (St p) =
(
T−1P−1(t)
)T
T−1P−1(t)
i.e.
M(St p) = F (St p)
(
1 0
0 (T−1P−1(t))T T−1P−1(t)
)
F T (St p). (2.10)
Q (St p) is a symmetric and positive deﬁnite (n − 1) × (n − 1) matrix-valued Cσ -function for all t ∈ [0, T ], because T and
P (t) have full rank.
Now prolongate the function M such that M(t,ρ) = M(t,0) holds for all (t,ρ) ∈ U . We will show below that LM(p)
−ν + 2 holds for all p ∈ Ω . We make the neighbourhood U of Ω so small that the continuous function LM satisﬁes
LM(x)−ν +  for all x ∈ U , which proves the theorem.
Fix p ∈ Ω and let x = St p with t  0. We show LM(x)−ν + 2 . Let v ∈ Rn such that vT M(x)v = 1 and vT M(x) f (x) = 0.
Since M(x) f (x) = f (x), the last condition reads vT f (x) = 0. Thus we can write v = F (x)( 0
u
)
with u ∈ Rn−1 and then
vT M(x)v = uT Q (x)u. Hence, denoting the orbital derivative by ′ , we obtain using (2.1) and (2.2)
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u∈Rn−1,uT Q (x)u=1
(
0,uT
)
F T (x)
[
F (x)
(
1 0
0 Q (x)
)
F T (x)Df (x)
+ F (x)
(
1 0
0 Q (x)
)(
F T
)′
(x) + 1
2
F (x)
(
0 0
0 Q ′(x)
)
F T (x)
]
F (x)
(
0
u
)
= max
u∈Rn−1,uT Q (x)u=1
[(
0,uT Q (x)
)
F T (x)Df (x)F (x)
(
0
u
)
+ (0,uT Q (x))(F T )′(x)F (x)( 0
u
)
+ 1
2
uT Q ′(x)u
]
.
Note that by (2.8) we have for all u ∈ Rn−1
uT Q ′(x)u = 2uT (T−1P−1(t))T T−1 d
dt
P−1(t)u = 2uT (T−1P−1(t))T T−1(BT T−1P−1(t) − P−1(t)Ξ(t))u.
Hence,
1
2
uT Q ′(x)u = (T−1P−1(t)u)T AT−1P−1(t)u − uT Q (x)Ξ(t)u.
Thus, we have by (2.6) and (F T (St p)F (St p))′ = I ′ = 0 – recall that x = St p
LM(x) = max
u∈Rn−1,uT Q (x)u=1
[(
0,uT Q (x)
)
F T (x)Df (x)F (x)
(
0
u
)
+ (0,uT Q (x))(F T )′(x)F (x)( 0
u
)
+ (T−1P−1(t)u)T AT−1P−1(t)u − (0,uT Q (x))F T (x)Df (x)F (x)( 0
u
)
+ (0,uT Q (x))F T (x)F ′(x)( 0
u
)]
= max
u∈Rn−1,uT Q (x)u=1
[(
T−1P−1(t)u
)T
AT−1P−1(t)u
]
−ν + 
2
by (2.9) since ‖T−1P−1(t)u‖2 = uT Q (x)u = 1. 
Corollary 2.4. Under the assumptions of Theorem 2.3 there is an open neighbourhood U of Ω , where the function d ∈ C0(U ,R+0 ) is
deﬁned and satisﬁes d(x) = 0 if and only if x ∈ Ω . Moreover, d ∈ Cσ (U \ Ω,R+) and d has an orbital derivative in U , which satisﬁes
d′(x) (−ν + )d(x) (2.11)
for all x ∈ U .
Proof. Deﬁne the function d on U by d(t,ρ) := |T−1P−1(t)ρ|, where (t,ρ) denotes the coordinates with respect to the
moving orthonormal system, cf. the proof of Theorem 2.3. Then indeed d(t,ρ) = 0 if and only if ρ = 0, i.e. the point is on
the periodic orbit Ω . d is Cσ outside Ω and d is orbitally differentiable on Ω .
Since 1s(t,0) = 1, we can make the neighbourhood U of Theorem 2.3 smaller such that |1 − 1s(t,ρ) |  4ν holds for all
(t,ρ) ∈ U . By further reducing U we can ensure that ‖T−1P−1(t)h(t,ρ)‖  4‖T−1P−1(t)ρ‖ holds for all t ∈ [0, T ] and
ρ ∈ Rn , where h was deﬁned in (2.7). For the orbital derivative of d2 we have by (2.7)–(2.9)
1
2
d
dθ
d2(Sθ x) = 1
s(t,ρ)
(
T−1P−1(t)ρ
)T
T−1
(
d
dt
P−1(t)
)
ρ(t) + 1
s(t,ρ)
(
T−1P−1(t)ρ
)T
T−1P−1(t)Ξ(t)ρ(t)
+ (T−1P−1(t)ρ)T T−1P−1(t)h(t,ρ)
= 1
s(t,ρ)
(
T−1P−1(t)ρ
)T
T−1BP−1(t)ρ(t) − 1
s(t,ρ)
(
T−1P−1(t)ρ
)T
T−1P−1(t)Ξ(t)ρ(t)
+ 1
s(t,ρ)
(
T−1P−1(t)ρ
)T
T−1P−1(t)Ξ(t)ρ(t) + (T−1P−1(t)ρ)T T−1P−1(t)h(t,ρ)
= (T−1P−1(t)ρ)T AT−1P−1(t)ρ(t) +( 1
s(t,ρ)
− 1
)(
T−1P−1(t)ρ
)T
AT−1P−1(t)ρ(t)
+ (T−1P−1(t)ρ)T T−1P−1(t)h(t,ρ)

(
−ν + 
2
+ 
4ν
∣∣∣∣− ν + 2
∣∣∣∣+ 4
)
d2(Sθ x)
 (−ν + )d2(Sθ x)
which yields d′(x) (−ν + )d(x) for all x ∈ U . 
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theory. A numerical approximation of the periodic orbit and of the solution of the ﬁrst variation equation along the periodic
orbit is suﬃcient for an approximation of M near the periodic orbit. If the approximation is good enough, then LM(x) < 0
holds for all x ∈ K where K is a suitable neighbourhood of the periodic orbit. We describe the steps to calculate M in more
detail in Appendix A.
3. A Lyapunov-like function
In the preceding section we have described how to ﬁnd a Riemannian metric which satisﬁes the conditions of The-
orem 2.1 in a neighbourhood of the periodic orbit. In this section we seek to ﬁnd a positively invariant set K as in
Theorem 2.1 and, at the same time, to obtain a larger subset of the basin of attraction. To achieve these goals, we construct
a Lyapunov-like function. The difference to a Lyapunov function is that we do not claim that the Lyapunov-like function has
negative orbital derivative near the periodic orbit.
The following Theorem 3.1 combines Borg’s condition in a set K0 near the periodic orbit with the Lyapunov-like func-
tion V having a negative orbital derivative in K \ K˚0 to conclude that the sublevel set K of V is a subset of the basin of
attraction of a periodic orbit Ω .
Theorem 3.1. Let M ∈ C1(Rn,Rn×n) be a Riemannian metric. Let V ∈ C1(Rn,R) be a Lyapunov-like function, i.e. there is a compact
and connected set K0 ⊂ Rn and a compact set K ⊂ Rn with ∅ 
= K0 ⊂ K˚ ⊂ K ⊂ Rn and a neighbourhood B of K as well as constants
r < R such that
(1) V ′(x) < 0 holds for all x ∈ K \ K˚0 .
(2) K0 = {x ∈ B | V (x) r}.
(3) K = {x ∈ B | V (x) R}.
Moreover, let LM(x)−ν < 0 hold for all x ∈ K0 .
Then there exists one and only one periodic orbit Ω ⊂ K . The periodic orbit is exponentially stable, and the real parts of all Floquet
exponents – except the trivial one – are less or equal to −ν . Moreover, K ⊂ A(Ω) where A(Ω) denotes the basin of attraction.
Proof. First we show that K0 fulﬁlls the conditions of Theorem 2.1. We have to show that K0 is positively invariant. Assume
in contradiction that there is x ∈ K0 and a T  0 such that ST x /∈ K0. Denote by t∗  0 the maximal time such that Stx ∈ K0
for all t ∈ [0, t∗], then x∗ := St∗x ∈ ∂K0. Since V ′(x∗) < 0 and V is C1, we can choose t′ > 0 so small that V ′(Stx∗) < 0 and
Stx∗ ∈ K \ K˚0 holds for all t ∈ [0, t′]. Thus, r < V (St′x∗) =
∫ t′
0 V
′(Stx∗)dt + V (x∗) t′ maxt∈[0,t′] V ′(Stx∗) + r < r, which is a
contradiction. Hence, K0 and M satisfy the conditions of Theorem 2.1 and there is one and only one periodic orbit Ω ⊂ K0
which is exponentially stable and the real parts of all Floquet exponents – except the trivial one – are less or equal to −ν .
Moreover, K0 ⊂ A(Ω).
It rests to show that K ⊂ A(Ω); then we have also shown that there is no other periodic orbit in K than Ω . Let x ∈ K .
We distinguish between the two cases:
(1) there is a T0  0 such that ST0x ∈ K0 and
(2) the positive orbit O+(x) =⋃∞t=0 Stx ⊂ Rn \ K0.
In case (1), ST0x ∈ K0 ⊂ A(Ω) and hence x ∈ A(Ω). We will now show that case (2) does not occur: Assuming the opposite,
there is an x such that case (2) holds.
We will show that
⋃∞
t=0 Stx ∈ K \ K˚0. Indeed, in view of case (2), assuming the opposite of this statement means that
there is a t∗  0 such that x∗ := St∗x ∈ ∂K and a t′ > 0 such that St′x∗ /∈ K . By assumption, there is an open neighbourhood
U ⊂ B of x∗ such that V ′(y) < 0 holds for all y ∈ U and, without loss of generality, we assume Stx∗ ∈ U for all t ∈ [0, t′].
Then R < V (St′x∗) = V (x∗) +
∫ t′
0 V
′(Stx∗)dt < R , contradiction. Hence,
⋃∞
t=0 Stx ∈ K \ K˚0.
Since K \ K˚0 is non-empty and compact, ∅ 
= ω(x) ⊂ K \ K˚0 holds for the ω-limit set. By LaSalle’s principle we have
V ′(y) = 0 for all y ∈ ω(x). But by assumption V ′(z) < 0 holds for all z ∈ K \ K˚0, which is a contradiction. Hence, case (2)
does not occur and the theorem is proven. 
3.1. Existence of a Lyapunov-like function
In Theorem 3.2 we choose a set K0 as in Theorem 3.1 using the local information obtained by Floquet theory. Then we
prove the existence of a Lyapunov-like function V which satisﬁes
(1) V ′(x) = −c for all x ∈ A(Ω) \ K0;
(2) V (x) = C for all x ∈ ∂K0.
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Theorem 3.2. Assume f ∈ Cσ (Rn,Rn) with n  2 and σ  1. Let Ω be an exponentially stable periodic orbit and let the maximal
real part of the Floquet exponents except the trivial one be −ν < 0.
Let c > 0, C ∈ R and 0 <  < ν . Let M ∈ C1(Rn,Rn×n) be a Riemannian metric, such that LM(x)−ν +  for all x ∈ Ω .
Then there is a compact and connected neighbourhood K0 of Ω and a function V ∈ Cσ (A(Ω) \ Ω,R) such that
V ′(x) = −c for all x ∈ A(Ω) \ K0
and
V (x) = C for all x ∈ ∂K0.
Moreover, if f is bounded in A(Ω), then for any R > C the set
KR =
{
x ∈ A(Ω) \ Ω ∣∣ V (x) R}∪ Ω
is compact.
Proof. Consider the function d and the open neighbourhood U of Ω , cf. Corollary 2.4. There is a ρ > 0 such that K0 :=
{x ∈ U | d(x)  ρ} is connected and compact. Moreover, K0 is positively invariant by (2.11), and a neighbourhood of Ω by
construction.
For each x ∈ A(Ω) \ Ω there is a unique time T (x) ∈ R such that ST (x)x ∈ ∂K0. Indeed, since x ∈ A(Ω), there is a t ∈ R
such that Stx ∈ U and, d(Stx) > ρ . For all τ  t , d(Sτ x) decreases by (2.11) and thus there is a t∗ such that d(St∗x) = ρ , i.e.
St∗x ∈ ∂K0. Since d′ is strictly negative, this time is unique.
By the implicit function theorem, T (x) is a Cσ -function, and by deﬁnition T ′(x) = −1. Deﬁne V (x) := c · T (x) + C for all
x ∈ A(Ω) \ Ω . Then V ′(x) = −c holds for all x ∈ A(Ω) \ Ω and V (x) = C for all x ∈ ∂K0. Note that T (x)  C if and only if
x ∈ K0.
Now we show that the set KR ⊂ Rn is compact. First we prove that KR is bounded. More precisely, we show that
KR ⊂ K0 ∪ Br¯(0), where r¯ = maxξ∈∂K0 ‖ξ‖ + R−Cc supξ∈A(Ω) ‖ f (ξ)‖ < ∞. Let x ∈ KR \ K0, i.e. C < V (x) R . Then
x− ST (x)x = −
T (x)∫
0
f (Sτ x)dτ ,
‖x‖ ‖ST (x)x‖ +
∣∣T (x)∣∣ sup
ξ∈A(Ω)
∥∥ f (ξ)∥∥ max
ξ∈∂K0
‖ξ‖ + R − C
c
sup
ξ∈A(Ω)
∥∥ f (ξ)∥∥= r¯.
Now we show that KR is closed. We assume in contradiction to the assumption that there is a sequence xk ∈ KR , such
that limk→∞ xk = x∗ /∈ A(Ω). Denote T ∗ := R−Cc and choose δ > 0 such that (K0)δ ⊂ A(Ω). Note that the ﬂow ST ∗ξ mapping
ξ to the solution at time T ∗ of the initial value problem x˙ = f (x), x(0) = ξ is continuous. Hence, there is a δ > 0 such that
‖x∗ − y‖ < δ implies ‖ST ∗x∗ − ST ∗ y‖ < δ. Choose k so large that y = xk ∈ Bδ(x∗) and hence ‖ST ∗x∗ − ST ∗xk‖ < δ. We have
T (ST ∗xk) − T (xk) =
T ∗∫
0
T ′(Sτ xk)dτ ,
T (ST ∗xk) = V (xk) − Cc − T
∗  0.
Thus, ST ∗xk ∈ K0 and ST ∗x∗ ∈ (K0)δ ⊂ A(Ω) in contradiction to the assumption. 
3.2. Approximation of the Lyapunov-like function
The approximation of the periodic orbit Ω and a solution of its ﬁrst variation equation gives us the function d. Hence,
we choose a level set of d as the set ∂K0 =: Γ . Then we choose c > 0 and C ∈ R, and approximate the function V satisfying
the Cauchy problem
V ′(x) =
n∑
k=1
fk(x)
∂V
∂xk
(x) = −c for x ∈ A(Ω) \ Ω,
V (x) = C for x ∈ Γ.
We use radial basis functions to solve this Cauchy problem of a linear PDE and choose a grid of N points {x1, . . . , xN } ⊂
A(Ω) \ Ω and a grid of M points {xN+1, . . . , xN+M} ⊂ Γ .
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We ﬁx a radial basis function Ψ (x) = ψ(‖x‖). The approximation v(x) of V (x) is obtained by the ansatz
v(x) =
N∑
i=1
ci(δxi ◦ L)yΨ (x− y) +
N+M∑
i=N+1
ciΨ (x− xi),
where δxi denotes Dirac’s delta-operator and Lu(x) = u′(x) the linear operator of the orbital derivative. The superscript y
denotes the application of the operator with respect to y. The coeﬃcients ci ∈ R are determined by the equations
v ′(xi) = V ′(xi) for i = 1, . . . ,N,
v(xi) = V (xi) for i = N + 1, . . . ,N + M.
This is equivalent to a system of N + M linear equations for c. For details and error estimates, cf. [4,6,11].
4. Example
As an example we consider the three-dimensional dynamical system given by
x˙ = −x(x2 + y2 − 1)− y,
y˙ = −y(x2 + y2 − 1)+ x,
z˙ = −z.
The example has the periodic orbit Ω = {(x, y,0) | x2 + y2 = 1}.
We choose the vectors e0 = (0,0,1), e1 = (0,1,0) and e2 = (1,0,0) for the system of moving orthonormal vectors, cf.
Appendix A.3, and approximate the periodic orbit with a simple Euler method with equidistant time steps  = 0.05, cf.
Appendix A.2. We obtain 125 points and the approximation of the ﬁrst variation equation R˙ = Ξ(t)R with the same simple
Euler method yields the approximations −ν = −1.0342 and −μ = −2.6912 of the two Floquet exponents, for details cf.
Appendix A.2.
We interpolate the data with the radial basis function ψ4,2(2.5r), where Wendland’s function is given by ψ4,2(r) =
(1 − r)6[35r2 + 18r + 3] for r  1 and ψ4,2(r) = 0 for r > 1, cf. [10]. Thus, we deﬁne the Riemannian metric M(x) and
calculate the sign of LM(x). Fig. 1 shows the zero set of LM(x) as well as the approximated periodic orbit which is in the
area of negative sign of LM .
For the approximation of the Lyapunov-like functions we use the radial basis function ψ4,2(0.4r). We chose a grid
with M = 100 points on Γ , choosing four points around each ﬁfth point of the approximation of the periodic orbit with
d(x) = 0.3094, cf. Fig. 1, right. Moreover, we had N = 1598 points where the orbital derivative was given, cf. Fig. 3, left.
Hence, we calculate the function v approximating V (x) where V ′(x) = −1 and V (x) = −2 on ∂K0 = Γ . Setting r = −1.95
and R = −0.8 we deﬁne K˜0 = {x ∈ R3 | v(x) r} and K˜ = {x ∈ R3 | v(x) R}; the boundaries of these sets are green in the
ﬁgures.
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Fig. 3. Left: Approximation of the periodic orbit (red), the N = 1598 points where v ′ is prescribed and the set where v ′(x) = 0 (blue). Right: The set where
v ′(x) = 0 (blue) and the level set v(x) = −0.8 (green). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.)
All points of K˜0 = {x ∈ R3 | v(x)−1.95} fulﬁll LM(x) < 0, cf. Fig. 2, left and v ′(x) < 0 holds for all x ∈ K˜ \ ˚˜K 0, cf. Fig. 2,
right and Fig. 3, right. Hence, by Theorem 3.1 we have K˜ = {x ∈ R3 | −1.95 < v(x)−0.8} ⊂ A(Ω), cf. Fig. 4.
Appendix A. Three-dimensional systems
In this appendix we focus on the three-dimensional case. We give formulas for LM(x), discuss how to approximate the
metric M using radial basis functions, and give examples how to construct a moving orthonormal system.
A.1. Calculation of LM(x)
We assume that we have an orthogonal matrix F (x) = (v0(x), v1(x), v2(x)) at each point, where v0(x) = f (x)‖ f (x)‖ . We give
possible choices of v1(x) and v2(x) later, cf. Appendix A.3. We let
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M(x) = F (x)
(1 0 0
0 a(x) b(x)
0 b(x) d(x)
)
F T (x)
(cf. Theorem 2.3) where Q (x) = ( a(x) b(x)
b(x) d(x)
)
is positive deﬁnite, i.e. a > 0 and ad − b2 > 0. We drop the dependency on x.
Now we want to calculate the value LM(x) with the matrix M(x) deﬁned as above. Note that a > 0 since M is positive
deﬁnite. For given v ∈ R3 we set
( 1
1 − ba
1
)−1
F T v =:
( u0
u1
u2
)
. Then vT M(x) f (x) = vT f (x) = 0 if and only if u0 = 0. With
u0 = 0 we have vT M(x)v = 1 if and only if au21 + ad−b
2
a u
2
2 = 1. Hence, setting(∗ ∗ ∗
∗ α β
∗ γ δ
)
:= F T
[
MDf + 1
2
M ′
]
F (A.1)
we have
LM(x) = max
au21+ ad−b
2
a u
2
2=1
(u1 u2 )
(
α − baα + β
− baα + γ b
2
a2
α − ba (β + γ ) + δ
)(
u1
u2
)
.
In the following lemma we give a formula for this quantity.
Lemma A.1. Let c1, c2 > 0 and N :=
( d1 n1
n2 d2
)
. Then
max
c1w21+c2w22=1
wT Nw = 1
2
(
d1
c1
+ d2
c2
+
√
(c1d2 − c2d1)2 + c1c2(n1 + n2)2
c1c2
)
.
Proof. Set v1 = √c1w1 and v2 = √c2w2. Then
max
c1w21+c2w22=1
wT Nw = max
v21+v22=1
vT
(
c
− 12
1 0
0 c
− 12
2
)
N
(
c
− 12
1 0
0 c
− 12
2
)
v = max
v21+v22=1
vT
( d1
c1
n1√
c1c2
n2√
c1c2
d2
c2
)
v.
Set N˜ = ( d1/c1 n1/√c1c2
n2/
√
c1c2 d2/c2
)
. By [3, Corollary to Lemma 6.2],
max‖v‖=1 v
T N˜v = 1
2
[
d1
c1
+ d2
c2
+
√
(n1 + n2)2
c1c2
+ (d1c2 − d2c1)
2
c21c
2
2
]
which shows the lemma. 
Lemma A.2. Let F (x) be an orthogonal matrix which depends C1 on x and has the form F (x) := ( f (x)‖ f (x)‖ , v1(x), v2(x)). Let a,b,d be
C1-functions, such that a > 0 and ad − b2 > 0. Denote
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a′
2
− bv ′ T1 v2,
B = avT1Df v2 + dvT2Df v1 + b
(
vT1Df v1 + vT2Df v2
)+ b′ + (a − d)v ′ T1 v2,
D = bvT1Df v2 + dvT2Df v2 +
d′
2
+ bv ′ T1 v2.
Then the matrix
M(x) = F (x)
(1
a b
b d
)
F T (x)
is symmetric and positive deﬁnite and
LM(x) = Ad + Da − Bb
2(ad − b2) +
√
4b2AD − 2bB(aD + dA) + (aD − dA)2 + adB2
2(ad − b2) .
Proof. In order to calculate LM we have for the orbital derivative
M ′(x) = F ′(x)
(1
a b
b d
)
F T (x) + F (x)
(0
a′ b′
b′ d′
)
F T (x) + F (x)
(1
a b
b d
)
F ′ T (x).
We have v1(x)T v2(x) = 0 and ‖v1(x)‖ = ‖v2(x)‖ = 1 for all x, which implies
v ′ T1 v2 = −v ′ T2 v1,
v ′ T1 v1 = 0,
v ′ T2 v2 = 0.
Thus,
1
2
F T (x)M ′(x)F (x) =
⎛
⎝∗ ∗ ∗∗ a′2 − bv ′ T1 v2 b′+(a−d)v ′ T1 v22
∗ b′+(a−d)v ′ T1 v22 d
′
2 + bv ′ T1 v2
⎞
⎠ .
Hence, by (A.1)
A := α = avT1Df v1 + bvT2Df v1 +
a′
2
− bv ′ T1 v2,
β = avT1Df v2 + bvT2Df v2 +
b′
2
+ a − d
2
v ′ T1 v2,
γ = bvT1Df v1 + dvT2Df v1 +
b′
2
+ a − d
2
v ′ T1 v2,
B := β + γ = avT1Df v2 + dvT2Df v1 + b
(
vT1Df v1 + vT2Df v2
)+ b′ + (a − d)v ′ T1 v2,
D := δ = bvT1Df v2 + dvT2Df v2 +
d′
2
+ bv ′ T1 v2.
Applying Lemma A.1 with c1 = a > 0, c2 = ad−b2a > 0, d1 = A, d2 = b
2
a2
A − ba B + D and n1 + n2 = −2 ba A + B we obtain
LM(x) = 1
2a
[
A + b
2A − abB + a2D
ad − b2 +
√
(b2A − abB + a2D − (ad − b2)A)2 + (ad − b2)(aB − 2bA)2
ad − b2
]
and by expanding the expression under the root the formula for LM(x) follows. 
A.2. Approximation of the metric
In order to approximate the matrix M as in the proof of Theorem 2.3 we (i) approximate the periodic orbit by discrete
points x1 to xK at times tk , k = 1, . . . , K , and obtain an estimate of the period T . We also solve (ii) the ﬁrst varia-
tion equation and calculate the matrix-valued function R(tk) ∈ R2×2 solving R˙ = Ξ(t)R where Ξ is deﬁned by (2.6). In
the next step (iii) we calculate P (t): note that R(t) = P (t)exp(Bt) and thus D := R(0)−1R(T ) = P (0)−1P (T )exp(BT ) =
exp(BT ), since P is T -periodic. We assume that the Jordan Normal Form of D is diag(d1,d2) with d1 
= d2, where
d1,d2 > 0. Let S ∈ R2×2 be the matrix with the eigenvectors as columns so that S−1DS = diag(d1,d2). Deﬁning ν := − lnd1T
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S diag(exp(−νtk),exp(−μtk))S−1R−1(tk). Deﬁne M(tk) = (P−1(tk))T P−1(tk).
In the next step we seek to interpolate this data and obtain a matrix-valued function for all points. However, we have
to ensure that the matrix M(x) = F (x)
( 1 0 0
0 a(x) b(x)
0 b(x) d(x)
)
F T (x), or in other words
( a(x) b(x)
b(x) d(x)
)
is symmetric and positive deﬁnite
for all x. While this matrix is symmetric by deﬁnition, it would not necessarily be positive deﬁnite if one interpolates the
data a, b and d. Thus, we deﬁne Λ0,Λ1,Λ2 ∈ R, such that a := eΛ1 , d := eΛ2 . Since ad − b2 > 0, we obtain the condition
b ∈ (−√ad,√ad). Thus, we set b˜ := 2π arctanΛ0 ∈ (−1,1) and b := b˜
√
ad. Hence, we have a one-to-one correspondence
between the triple (Λ0,Λ1,Λ2) ∈ R3 and the set of all positive deﬁnite matrices
( a(x) b(x)
b(x) d(x)
)
.
In step (iv) we hence deﬁne Λi , i = 0,1,2 by
Λ1(xk) = lna(tk),
Λ2(xk) = lnd(tk),
Λ0(xk) = tan b(tk)π
2
√
a(tk)d(tk)
and interpolate them using radial basis functions which provides us with functions Λi(x) ∈ R, i = 0,1,2 and their orbital
derivatives Λ′i(x). In step (v) we thus obtain a(x) := eΛ1(x) , d(x) := eΛ2(x) and b(x) := 2π
√
a(x)d(x) arctanΛ0(x). The orbital
derivatives are as follows:
a′(x) = eΛ1(x)Λ′1(x),
d′(x) = eΛ2(x)Λ′2(x),
b′(x) = 1
π
e
Λ1(x)+Λ2(x)
2
(
2Λ′0(x)
1+ Λ20(x)
+ (Λ′1(x) + Λ′2(x)) arctanΛ0(x)
)
.
With Lemma A.2 we can now calculate LM(x).
Moreover, we also approximate the distance d(x). In order to ﬁnd points on ∂K0 = {x ∈ R3 | d(x) = r}, we choose
points x = xk + r F (tk)
( 0
P (tk)w
)
, where w = w1,2 =
(±1
0
)
or w = w3,4 =
( 0
±1
)
. Hence, around each approximation point xk
of the periodic orbit we have four points on ∂K0; we can also choose a subset of all k ∈ {1, . . . , K }. Indeed, the coordi-
nate of the point x in the moving coordinate system starting at p = x0 is given by (tk,ρ) where ρ = r P (tk)w since x =
xk + r F (tk)
( 0
P (tk)w
)= Stk x0 + ρ2v1(tk) + ρ3v2(tk) and thus d(x) = |P−1(tk)ρ| = r.
A.3. Special cases of moving orthonormal systems
If one of the following two assumptions is satisﬁed, then we can easily deﬁne a moving orthonormal system:
• There is a unit vector e0 such that in the relevant part of the phase space f (x)‖ f (x)‖ is never equal to −e0.
• In the relevant part of the phase space the curvature of the solutions is not zero, i.e., Df (x) f (x) × f (x) 
= 0. We also
have to require f ∈ C2 in this case.
In the ﬁrst case we can deﬁne an orthonormal system following [9]: choose e1 and e2 such that (e0, e1, e2) are a (constant)
orthonormal system of vectors. Now set
v0(x) = f (x)‖ f (x)‖ , (A.2)
v1(x) = e1 − 〈e1, v0(x)〉
1+ 〈e0, v0(x)〉
(
e0 + v0(x)
)
, (A.3)
v2(x) = e2 − 〈e2, v0(x)〉
1+ 〈e0, v0(x)〉
(
e0 + v0(x)
)
. (A.4)
This is used in the example, cf. Section 4, note that f (x)‖ f (x)‖ is only equal to −e0 = (0,0,−1)T for (x, y, z) = (0,0, z) where
z > 0.
In the second case we are given an orthonormal coordinate system by the Frénet trihedron. We deﬁne then
v0(x) = f (x)‖ f (x)‖ , (A.5)
v1(x) = ‖ f (x)‖
2Df (x) f (x) − 〈 f (x),Df (x) f (x)〉 f (x)
‖‖ f (x)‖2Df (x) f (x) − 〈 f (x),Df (x) f (x)〉 f (x)‖ , (A.6)
v2(x) = v0(x) × v1(x). (A.7)
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dicts the assumption.
In both cases let F (x) := (v0(x), v1(x), v2(x)). F is an orthogonal matrix, i.e., F−1 = F T . Now we consider these special
cases and calculate v ′ T1 v2.
Lemma A.3. Let
h1 =
∥∥ f (x)∥∥2Df (x) f (x) − 〈 f (x),Df (x) f (x)〉 f (x).
In the ﬁrst case (A.2)–(A.4) we have
v ′ T1 v2 = −
1
‖ f (x)‖3(1+ 〈e0, v0〉)
[〈e1,h1〉〈e0, v2〉 + 〈e1, v0〉〈h1, v2〉]
+ 1‖ f (x)‖3(1+ 〈e0, v0〉)2 〈e1, v0〉〈e0,h1〉〈e0, v2〉. (A.8)
In the second case (A.5)–(A.7) we assume f ∈ C2(R3,R3). We have
v ′ T1 v2 =
‖ f (x)‖2
‖h1‖
〈
f (x)T H(x) f (x) + Df (x)Df (x) f (x), v2
〉
, (A.9)
where vT Hw is the vector v˜ with entries v˜ i :=∑3j,k=1 ∂2 f i∂x j∂xk v jwk.
Proof. For the ﬁrst part note that by (A.2)–(A.4) we have
v ′0(x) =
Df (x) f (x)
‖ f (x)‖ −
〈 f (x),Df (x) f (x)〉 f (x)
‖ f (x)‖3 =
h1(x)
‖ f (x)‖3 ,
v ′1(x) =
(
− 〈e1, v
′
0(x)〉
1+ 〈e0, v0(x)〉 +
〈e1, v0(x)〉〈e0, v ′0(x)〉
(1+ 〈e0, v0(x)〉)2
)(
e0 + v0(x)
)− 〈e1, v0(x)〉
1+ 〈e0, v0(x)〉 v
′
0(x).
Since v2(x) ⊥ v0(x), we have
v ′ T1 (x)v2(x) =
(
− 〈e1, v
′
0(x)〉
1+ 〈e0, v0(x)〉 +
〈e1, v0(x)〉〈e0, v ′0(x)〉
(1+ 〈e0, v0(x)〉)2
)〈
e0, v2(x)
〉− 〈e1, v0(x)〉
1+ 〈e0, v0(x)〉
〈
v ′0(x), v2(x)
〉
.
For the second part note that due to (A.5)–(A.7) we have, setting
h1 =
∥∥ f (x)∥∥2Df (x) f (x) − 〈 f (x),Df (x) f (x)〉 f (x),
h2 = 2
〈
f (x),Df (x) f (x)
〉
Df (x) f (x) + ∥∥ f (x)∥∥2 f (x)T H(x) f (x) + ∥∥ f (x)∥∥2Df (x)Df (x) f (x) − ∥∥Df (x) f (x)∥∥2 f (x)
− 〈 f (x), f (x)T H(x) f (x)〉 f (x) − 〈 f (x),Df (x)Df (x) f (x)〉 f (x) − 〈 f (x),Df (x) f (x)〉Df (x) f (x)
the relation
v ′1 =
h2
‖h1‖ −
〈h1,h2〉
‖h1‖3 h1.
Since v2(x) = v0(x) × v1(x), v2(x) is both orthogonal on f (x) and Df (x) f (x). Also note that h1(x) and v1(x) are linearly
dependent. Hence,
v ′ T1 v2 =
〈h2, v2〉
‖h1‖ =
‖ f (x)‖2
‖h1‖
〈
f (x)T H(x) f (x) + Df (x)Df (x) f (x), v2
〉
. 
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