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1. Introduction 
1.1. Objective 
 
The objective of this project was to take the first steps in developing an advanced fuel 
performance platform, based on the FRAPCON code, with detailed materials input from 
databases of nuclear materials behavior determined from thermodynamic, atomic-level and 
electronic-level calculations and simulations.  
Fuel performance codes calculate steady state parameters such as fuel temperatures 
and stored energy, fuel rod internal pressures, irradiation growth, cladding oxidation, 
cladding stresses and strains, and the rod power needed to lead to a melt condition.  
Currently all fuel performance codes are based on correlations developed by fitting 
experimental data to the variables involved.  These variables include material composition, 
temperature, density, closed porosity, surface roughness, initial size of fuel grains, sintering 
temperature of the fuel, roughness of the fuel surface, and fractional cold work of the 
cladding.  The challenge is that these correlations do not work for operating conditions that 
exceed those experimental points that are serving as the basis for the correlation.  Moreover, 
the fuel performance codes cannot be used for materials for which no experimental 
correlations exist.  It is the objective of the UF team to see in what areas performance codes 
can be extended to new materials based on databases developed from the thermodynamic, 
atomistic and first principles calculations.  
The program consists of dissecting and then rebuilding the FRAPCON code into a 
form that can use materials databases developed from atomic-level, electronic-level and 
thermodynamic calculations and to use sensitivity analysis to identify the materials properties 
on which fuel performance is most dependent. 
The resulting code serves as a prototype for a new generation of advanced fuel 
performance codes with inputs from state-of-the-art electronic-structure, atomic and 
thermodynamic calculations. 
 The UF team consisted of four experts with complementary skills in nuclear fuels and 
materials issues.  As a result of support from this program three students will have received 
Ph.D., and two will have received M.S. degrees. These students will be well-positioned to 
become technical leaders in a wide variety of issues related to nuclear fuel problems. Indeed 
one of the M.S. students (Daniel Vega) is now a program officer with DOE-NE. 
Development of a fully "first principles" based code will allow fuel development 
programs to move from the costly and time consuming "Cook and Look" philosophy of testing 
each fuel type to a modeling, simulation, analysis, and selection process, that will require 
irradiations only in a confirmatory mode.   
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Figure 1-1. Schematic showing the four tasks in this project and the links between them. 
 
1.2. Executive Summary 
 
2005 
Notification of the award of this proposal was received in December 2004; the 
program began on April 15th 2005 and was completed October 15th 2008. The work has 
been executed by the UF team in close collaboration with colleagues at Los Alamos National 
Lab, Idaho National Lab, and Imperial College, London. 
 
The technical accomplishments under this program include: 
• Demonstrated that FRAPCON can be modified to accept data generated from 
first principles studies, and that the result obtained from the modified 
FRAPCON make sense in terms of the inputs 
• Determined the temperature dependence of the thermal conductivity of single 
crystal UO2 from atomistic simulation. 
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• Evaluated the temperature and grain-size dependence of the thermal 
conductivity of polycrystalline UO2 from atomistic simulation. Determination of 
the interfacial resistance for a typical UO2 grain boundary. 
• Determined the temperature and composition dependence of the thermal 
conductivity of hypo-and hyper-stoichiometric UO2 from atomistic simulation. 
Analysis of the thermal conductivity in terms of the thermal-transport behavior 
of amorphous systems 
• Developed new methodologies for the simulation of radiation damage in 
oxides. 
• Performed a thermodynamics analysis of the Ce-O system 
• Performed critical assessments of the thermodynamics phase diagrams of the 
U-Pu-O and U-Pu-N systems 
• Established the energetics associated with intrinsic defects in UO2 using a 
combination of state-of-the-art electronic structure calculations and a powerful 
thermodynamic analysis 
• Determined the solution and incorporation energies of key soluble and non-
soluble fission products. 
 
This program has enabled a significant amount of graduate student education, leading to 2 
M.S. degrees and 3 Ph.D. degrees:  
• Mr. Christian Acosta began the work on the FRAPCON code with Prof. Tulenko. He 
has since graduated with an M.S. degree. 
• Mr. Daniel A. Vega carried on the FRAPCON work, receiving an M. S. degree in 
Summer 2008 
• Mr. Taku Watanabe worked with Profs. Phillpot and Sinnott on the use of atomic-level 
simulation methods to determine the thermal transport properties of UO2. He 
received his Ph.D. in Spring 2008. 
• Mr. Pankaj Nerikar is working with Profs. Sinnott, Phillpot and Seifert. Initially, his 
work was on thermodynamic calculations of the U-Pu-O and U-Pu-N systems; in the 
latter part of the program he worked on using electronic-structure methods to 
characterize the defect behavior in UO2. He will receive his Ph.D. in Spring 2009 
• Mr. Dilpuneet Aidhy has worked with Dr. Phillpot on the simulation of radiation 
damage in UO2 and related oxides. He will receive his Ph.D. in Spring 2009. 
•  
Three of these students made extended research visits to our collaborators in national 
laboratories: 
• Taku Watanabe spent four months over the summer of 2006 in MST-8 at Los Alamos 
National Laboratory working with Drs. Blas Uberuaga, Marius Stan, Srini Srivilliputhur 
and Art Voter on cascade simulations in UO2 and on point defect calculations.  
• Dilpuneet Aidhy spend a year (2007-2008) working on radiation-damage simulations 
with Dr. Dieter Wolf in the Materials Sciences Division at Idaho National Laboratory.  
 7
• Pankaj Nerikar is spending a year working with Dr. Blas Uberuaga at LANL on point-
defect energetics in UO2. 
 
2. Integration of First Principles Methods into the FRAPCON Fuel-
Performance Code 
 
The two primary tasks of this part of the project were to rebuild the FRAPCON fuel 
performance code so that it can accept information from databases including first-principles 
results, and to produce databases of the U-Pu-O and U-Pu-N system properties.  The 
restructuring of the code involved performing a detailed review of the original code, 
performing a sensitivity analysis to determine the key physical variables, and implementing 
the use of database material within the code itself. The elements of the FRAPCON code that 
are important to temperature calculations were reviewed and the subroutines needed were 
modified in order to accomplish the rebuilding process to incorporate the first-principles data.  
Using the information presented in the FRAPCON review, the sensitivity analysis was 
completed in a timely fashion and is being published in the Journal of Nuclear Technology. 
 
2.1. FRAPCON Code 
 
FRAPCON-3 is a computer code for the calculation of a steady-state thermo-mechanical 
behavior of oxide fuel rods sponsored by the U.S. Nuclear Regulatory Commission (NRC) 
and maintained by Pacific Northwest National Laboratory (PNL).  When power and boundary 
conditions changes are sufficiently slow for “steady state” conditions to apply (such as 
constant power and slow power ramps), FRAPCON-3 uses a single rod analysis to calculate 
the variation over time of significant fuel rod variables, including fuel and cladding 
temperatures, cladding hoop strain, cladding oxidation, fuel irradiation swelling, fuel 
densification, fission gas release, and rod internal gas pressures.  This analysis is used to 
both produce a time-step profile of thermo-mechanical properties, and to generate initial 
conditions for transient analysis. 
The Nuclear Regulatory Commission Publication NUREG/CR-6534 describes 
specifics about the Thermo-Mechanical behavior of UO2 fuel rods modeled by FRAPCON.  
The unique heat transfer coefficient put forth by FRAPCON for the fuel section takes into 
account, not only the fuel’s thermal conductivity, but also the gap size and fuel-cladding 
interfacial pressure on the overall conductivity of the fuel, using what is called the FRACAS-I, 
or rigid-pellet model. 
FRAPCON-3, the latest release, uses the FRACAS-I1,2 mechanical model, and the 
ANS 5.41 fission gas release model, as well as a MATPRO3 materials properties package, 
modified to include high-burnup properties (see Fig. 2-1).  These models are created from 
the analysis of spent fuel and will be discussed individually below. 
While it should be noted that, as with any code, inherent limitations exist, for 
FRAPCON these limitations are well documented, and are more related to cladding behavior 
than fuel behavior, and are not necessarily pertinent to the immediate scope of this project.   
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Figure 2-1.  Flowchart of the Fuel Temperature Solution Method (reproduced from 
FRAPCON manual) 
 
 
The main assumptions made in the FRAPCON code regarding the temperature distribution 
calculation are: 
• Heat conduction in the axial direction is considered negligible 
• Heat conduction in the azimuthal direction is negligible 
• Boundary conditions are constant during each step 
• Heat flow is steady state 
2.2. The FRACAS-I Model 
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The FRACAS-I model is designed to handle fuel and cladding mechanical deformation in 
order to better simulate the effects of burn-up and temperature on the fuel pin.  FRACAS can 
model two situations. The first is when the fuel and cladding are not in contact. This “open 
gap” situation has cladding with internal and external pressures that must be solved.  The 
second situation is when the fuel has expanded enough to be in contact with the cladding.  
This “closed gap” situation has the fuel driving the cladding outwards.  Overall, the 
calculations take into account the effects of fuel thermal expansion, fuel swelling, fuel 
densification, fuel relocation, cladding thermal expansion, cladding creep, cladding plasticity, 
and fission gas/external coolant pressures.  For the purposes of this project, the main effect 
of the FRACAS-I model is to determine the gap thickness.  . 
 
2.3. FRAPCON Modules 
 
As with most codes, FRAPCON runs a series of subroutines during its execution loops.  Most 
of the subroutines did not need to be edited, and ran correctly when the code was edited.  
Those that were edited were tested for continued functionality, and continued to work 
properly.   
FRAPCON has been rebuilt into a functioning workspace.  The individual modules 
are directly accessible, and test calculations were performed.  Sensitivity analysis at a basic 
level has also been performed -- specifically by recording the average fuel temperature, 
fission-gas release, burnup, heat transfer responses for variable and manually set 
conductivity values in the new module. 
In its original state, as indicated above, the heat conduction coefficient for the fuel 
heat transfer is calculated using a five-factor formula: 
 
ok k FD FP FM FR= ∗ ∗ ∗ ∗      (2-1) 
 
ko is thermal conductivity of un-irradiated urania 
FD is the dissolved fission product factor 
FP is the precipitated fission product factor 
FM is the effect of porosity 
FR is the radiation effect  
 
The code was modified to permit an additional flag to be used to enter an additional 
module created specifically for this project. “fthcon.f” is the existing module used to calculate 
thermal conductivity.  A newly created module is called from “fthcon.f”and returns heat 
conduction data to “fthcon.f, so that the returned heat conduction coefficient value is entered 
and used like any other conductivity value, and passed through the rest of the code normally. 
  The new module is a mirror of the existing algorithms used to compute the five-factor 
formula.  Having been isolated from the rest of the code, however, this new module was 
ready to be modified for the current project.   
The  modifications to the fthcon subroutine are shown below in bold face. 
 
*deck fthcon 
      subroutine fthcon (ftemp,fraden,fotmtl,con,burnup 
     + ,gadoln,imox) 
c 
c   fthcon calculates the fuel thermal conductivity and its 
c   derivative with respect to temperature as a function of 
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c   temperature, density, composition and burnup. 
c 
c   UO2 Fuel (IMOX = 0) 
c 
c   The equation used in this subroutine is that proposed by  
c   staff at NFI, Japan, at the May 1997 ANS Topical Meeting on 
c   Light Water Reactor Fuel performance in Portland, OR: (Ohira, 
c   K., and N.Itagaki, 1997.  "Thermal Conductivity Measurements  
c   of High Burnup UO2 Pellet and a Benchmark Calculation of Fuel 
c   Center Temperature", proceedings pp. 541-549. Applies to UO2. 
c 
c   MOX: 
c 
c   Option number 1 (IMOX = 1) 
c 
c   The 100% dense solid MOX fuel thermal conductivity formulation is based 
c   on a combination of the Duriez stoichiometry-dependent correlation,  
c   derived from diffusivity measurements on unirradiated fuel pellets 
c   (C.Duriez, et al, J.Nuclear Materials 277, 143-158 2000) and the burnup 
c   degradation contained in a modified version of the NFI fuel thermal 
c   conductivity model 
c 
c   Option number 2 (IMOX = 2) 
c 
c   The MOX fuel thermal conductivity formulation is based 
c   on the OECD Halden Reactor Project report "Thermal Performance of  
c   of High Burnup Fuel  In-pile Temperature Data and Analysis"   
c   W.Wiesnack, T. Tverberg, Proceedings of the 2000 International 
c   Topical Meeting on LWR Fuel Performance 
c 
c 
c   burnup = current local burnup (MWd/MTU) 
c   con    = output fuel thermal conductivity (W/(m*K)) 
c   ftemp  = current fuel ring temperature (K) 
c   fraden = input fuel density (ratio of actual density to 
c            theoretical density) 
c   fotmtl = input oxygen to metal ratio of fuel (atoms oxygen/ 
c            atoms metal) 
c   gadoln = input weight fraction of gadolinia in the fuel 
c 
c   the following inputs are by common block 
c   comp   = input puo2 content of fuel (percent puo2 
c            in total fuel weight) 
c   bu     = input burnup (mw-s/kg-u) 
c   emflag(12) = input switch for evaluation model. if this 
c   variable is equal to 1.0, the matpro model for 
c   fuel thermal conductivity is replaced by the 
c   subcode emfton 
c 
  
       common  / phypro / ftmelt,fhefus,ctmelt,chefus,ctranb, 
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     +                     ctrane,ctranz,fdelta,bu,comp,deloxy 
c 
      include 'lacmdl.h' 
      data      on       / 1 /, 
     +          off      / 2 /, 
     +          locidx   /  12     / 
c 
c   find constants 
c 
      frpu = comp/100. 
      t = ftemp 
c 
c  Burnup in GWd/MTU 
c 
      bug = burnup/1000.0 
c 
      if(imox.eq.0) then 
c 
c    NFI formula (Ohira & Itagaki, ANS LWR Fuel perf. Topical mtg. 1997) 
c     MODIFIED in January 2002 to raise low-burnup thermal conductivity 
c     at low temperature and lower thermal conductivity at very high temp. 
c 
        h = 1/(1.0+396.0*exp(-6380.0/t)) 
        rphonon= 1.0/(0.0452+0.000246*t + 1.0*0.00187*bug+1.1599*gadoln 
     &  + (1.0-0.9*exp(-0.04*bug))*0.038*bug**0.28*h) 
        elect = (3.50e9/t**2)*exp(-16361/t) 
        base = rphonon + elect 
c 
c   fm is the Lucuta porosity correction factor(applied to 100% TD fuel) 
c 
        fm  = fraden/(1.0 + 0.5*(1.0-fraden))    
c         
c  NFI base equation is for 95% TD fuel, so multiply by 1.079 to 
c   raise to 100% TD fuel conductivity, then multiply by fm  
c        
        con = base*fm*1.079 
c 
      else if(imox.eq.1) then 
c 
c  Using the Duriez/NFI Mod correlation combination 
c 
c     base term for MOX 
c     where X = deviation from stoichiometry (2-O/M) 
      fm = 1.0789*fraden/(1.0+0.5*(1.0-fraden)) 
c fm is multiplied by 1.0789 to account for 95% TD 
c Porosity correction is Lucuta correction, not Maxwell-Euken 
c as proposed by Duriez et al. 
      x = 2.0-fotmtl 
      ax=2.85*x+0.035 
      cx=(2.86-7.15*x)*1.0e-4 
c 
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      h = 1/(1.0+396.0*exp(-6380.0/t)) 
      rphonon = 1.0/(ax + cx*t + 0.00187*bug+1.1599*gadoln 
     &+ (1.0-0.9*exp(-0.04*bug))*0.038*bug**0.28*h) 
      elect = (1.50e9/t**2)*exp(-13520/t) 
      base = rphonon + elect 
      con = base*fm  
c 
      else if(imox.eq.2) then 
c 
c Using the Halden correlation 
c 
      tc=t-273.15 
      tco=min(1650.0,tc) 
      buguo2=bug*0.8815 
      fm = 1.0789*fraden/(1.0+0.5*(1.0-fraden)) 
      base=0.92/(0.1148+0.004*buguo2+1.1599*gadoln+ 
     &    2.475e-4*(1.0-0.00333*buguo2)*tco)+ 
     &    0.0132*exp(0.00188*tc) 
      con=base*fm 
c 
c 
      else if(imox.eq.3) then 
 call newmod(ftemp,fraden,fotmtl,con,burnup,gadoln) 
c 
c 
c   If IMOX.ne.0,1,2,3 then stop the calculations 
      else 
      stop 'fthcon - IMOX not within bounds' 
      end if 
 
c      
c   find uncertainty 
      if(imox.eq.0) then 
        if(t.lt.ftmelt) then 
          ucon = 0.2*(1.0+abs(2.0-fotmtl)*10.) 
        else 
          ucon = con/2.0 
        endif 
      else 
        if(t.le.1800.0) then 
          ucon = 0.07*con 
        else 
          frac=(t-1800.0)/(3100.0-1800.0)*(0.20-0.07)+0.07 
          ucon=frac*con 
        endif 
      endif 
      if (emflag(locidx).eq.on) call emfton (ftemp,fraden,ftmelt,con) 
      return 
      end 
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2.3.1. Additions to FRAPCON Module 
 
The “fthcon.f” subroutine is fed information on the fuel temperature, fuel density, oxygen-to -
metal ratio, burnup, gadolinia weight fraction, and a flag called imox.  This imox flag can now 
have 1, 2, or 3 as its value.  This third value acts as a trigger that activates the new external 
module in which the new, first-principles derived, thermal conductivity data are included. The 
following examples assume that the new thermal conductivity values are not for MOX fuel. 
In order to demonstrate the method by which new conductivity data is passed into the 
new module, a sample of the proposed model is given below: 
 
2.3.2. Newly Written Module 
 
include ‘newmodule.h' 
 
 
*deck newmodule 
         subroutine newmodule (ftemp,fraden,fotmtl,con,burnup,gadoln) 
         real temp1,con1,temp2,con2 
         open (u, FILE='contable.txt', STATUS='OLD') 
 
c   in the open statement “u” is an identifier that needs to be given as a number between 0  
c   99 and must be unique. 
 
         read(5,*) temp1,con1 
90     read(5,*) temp2,con2 
 
c   this reads the first two values from the input stream in logical unit 5 and assigns them  
c   to variables temp1 and con1.  Assuming variables are entered in the order they appear  
c   in the subroutine call, temp1 is the fuel temperature and con1 is the thermal                  
c   conductivity.  This process is repeated for the next temperature entry in the table. 
 
         if(temp1.GE.ftemp) go to 100 
 
c   this checks to see if our fuel temperature is less than the smallest temperature in the      
c   table.  In this case, the smallest temperature thermal conductivity is returned. 
 
         if(temp2.GE.ftemp) go to 110 
 
c   this checks to see if the fuel temperature is less than the next temperature entry in the     
c   table.  If it is, that means it lies between the first and second entries.  The program than    
c   interpolates linearly and returns a thermal conductivity. 
 
         temp1 = temp2 
         con1 = con2 
         go to 90 
 
c   assuming the other conditions failed, we need to advance in the table.  This sets the      
c   second point as the first point and repeats the loop from the beginning. 
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100   con = con1 
         go to 120 
110   con = (ftemp-temp1)/(temp2-temp1)*(con2-con1)+con1 
120   return 
         end 
 
2.4. FRAPCON code Modifications  
2.4.1. Thermal Conductivity 
   
The “base case” system from the unmodified FRAPCON was characterized and archived.  
The base case serves as the basis for comparison of individual thermo-mechanical behavior, 
as well as overall fuel performance characterization.  It consists of a standard fuel element 
from Oconee Nuclear Station near Greenville, SC.   
The MD model (Section 3) has generated atomic level thermo-mechanical data and 
independent relationships to describe the thermal conductivity as a function of temperature 
for a fresh, beginning of life (BOL) fuel element as given below: 
 
⎟⎠
⎞⎜⎝
⎛−×++=
⋅= −
TTT
k
Tk
16361exp1050.3
000246.00452.0
1
59848
2
9
291.1
:MATPRO
:MD
 (2-2) 
  
Using these correlations, FRAPCON and the MD models exhibited showed very good 
agreement for the beginning of life temperature profile through the pellet, as shown in Figure. 
2-2.   
 
Figure 2-2. Radial Temperature Profile of Fuel Pellet 
 
2.4.2. Thermal Expansion 
 
The fuel deformation analysis in FRAPCON includes the effects of fuel thermal expansion, 
swelling, densification, and relocation. The base case modeling regime includes an elastic-
plastic uni-axial stress/strain analysis given by the following equation: 
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1 dij ij ij ij ijij T dE E
ν νε σ δ σ α ε ε+ ⎛ ⎞= − − + +⎜ ⎟⎝ ⎠∫  (2-3) 
 
FRAPCON thermal expansion modes have been isolated within the code, and 
several versions have been created to compare beginning of life (BOL) thermal expansion 
data. These versions consist of Fink’s Model (an empirical fit to experimental data), the 
results from the MD simulations described in Section 3, and the empirical fit used as a base 
in FRAPCON. As a measure of thermal expansion, the fuel pellet surface displacement and 
surface axial strain were compared for the models.  Table 2-1 provides a list of the surface 
displacement at BOL. 
 
 
Table 2-1. Axial node 4/12, 800K,  0 Burnup 
 
Model Pellet Surface Displacement (mils) Thermal Expansion (mils) 
MD 3.192 1.648 
MATPRO 2.945 1.401 
 
 
The current models are summarized below: 
 
( )
( )TkTT
TT
TTTT
B/109.6exp100.4100.1100.3)(
467.5110835.8)(
10757.110330.110930.610828.9)(
12253
6
317212106
−−−−
−
−−−−
××+×+×−=
+×=
×−×+×−×=
α
α
α
:MATPRO
:MD
:Fink
 
(2-4) 
 
The resulting strain curves are given in Figure. 2-3. 
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Figure 2-3.  FRACAS and MD/AM Temperature-dependent strain plot 
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The relatively poor predictions for the thermal expansion are primarily a result of the 
rather less than optimal materials fidelity of the interatomic potential used in the AM/MD 
simulations. 
AM/MD simulations show that the predicted thermal expansion (and associated 
thermal strain) does not change to any great extent for systems with point defects or 
polycrystalline microstructures. This is consistent with the FRACAS assumption of the 
independence of the thermal expansion on microstructure, and with experimental results on 
a wide range of materials. These FRACPON and AM/MD models for the thermal strain of 
unirradiated (BOL) UO2 are compared in Figure. 3.  This plot shows that the two models 
exhibit similar behavior, but are not in quantitative agreement.  This disagreement 
notwithstanding, it is useful to carry out a preliminary analysis of the effect of the thermal 
expansion model on the evolution of the system during burnup.  The results of a FRAPCON 
calculation of the surface displacement due to thermal and burnup effects over time are 
given in Figure 2-5. 
 As is evident in Figure. 2-4, the first 100 days are very nearly identical in the FRACAS 
and AM/MD models. After the first 100 days, the AM model significantly underestimates the 
fuel pellet dilatation, but still exhibits a similar shape.  After approximately 1000 days, the AM 
and FRACAS models converge. This agreement arises from the closing of the gap between 
the fuel and the cladding, thereby inhibiting the thermal expansion. As a result the details of 
the thermal-expansion model become unimportant.  
 
 
Figure 2-4.  Lifetime Surface Displacement for Time-dependent Phenomena 
 
2.5. Section Conclusions 
 
In summary, this part of the program has been successful in providing a proof-of-principle 
that a fuel performance code can be adapted to accept input from atomistic model 
simulations. A very significant amount of further research is, however, required before 
atomistic models can reliably supplement, let alone overtake accuracy obtained by detailed 
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experiments. The direct comparisons with base FRAPCON results show current AM/MD 
models cannot yet always provide inputs of sufficient materials fidelity to be quantitatively 
predictive.  Such materials fidelity is only achievable by continued research in improvement 
of interatomic potentials. 
The two properties addressed in this investigation are likely the most simple to 
integrate into a fuel performance code, but are in addition the most important. The sizable 
challenge faced in developing an atomistically informed fuel-performance code is that of 
incorporating the complexities associated with the changing chemistry associated with such 
effects as fuel swelling, fuel densification, fuel relocation, cladding thermal expansion, 
cladding creep, cladding plasticity, and fission gas release. 
 
2.6. FRAPCON code modifications 
a. frapcon.inp 
 
***************************************************************************** 
*        frapcon3, steady-state fuel rod analysis code, version 1           *                   
*----------------------------------------------------------------------     * 
*         CASE DESCRIPTION: Test Case Oconee Rod 15309                      * 
*                                                                           * 
*UNIT     FILE DESCRIPTION                                                  * 
*----     -----------------------------------------------Output:            * 
*         Output :                                                          * 
*    6        STANDARD PRINTER OUTPUT                                       * 
*                                                                           * 
*         Scratch:                                                          * 
*    5        SCRATCH INPUT FILE FROM ECH01                                 * 
*                                                                           * 
*  Input:   FRAPCON2 INPUT FILE (UNIT 55)                                   * 
*                                                                           * 
***************************************************************************** 
* GOESINS: 
FILE05='nullfile', STATUS='scratch', FORM='FORMATTED', 
         CARRIAGE CONTROL='LIST' 
* 
* GOESOUTS: 
FILE06='test.out',    STATUS='UNKNOWN', CARRIAGE CONTROL='LIST' *test 
FILE66='test.plot',    STATUS='UNKNOWN', CARRIAGE CONTROL='LIST' 
/**************************************************************************** 
         Oconee rod 15309 
 $frpcn 
 im=34, na=12, 
 ngasr = 15, 
 $end 
 $frpcon 
 cpl = 10.5, crdt = 0.2, crdtr = 0.0, thkcld = 0.0265, 
 dco = 0.430, pitch = 0.56,  
 den = 95., thkgap=0.0050, dishsd = 0.050,dspg = 0.37, 
 dspgw = 0.055, enrch = 3., fa= 1.0, fgpav = 480, 
 hplt = 0.70, hdish = 0.014, icm = 4, 
 icor = 0, idxgas = 1, imox = 0, iplant =-2, iq = 0, jdlpr = 0, 
 totl = 11.75, jn = 13,13,13,13,13, jst = 7*1,10*2,2*3,5*4,10*5 
 rc = 0.0, roughc = 1.97e-5, nplot = 1, 
 roughf = 2.36e-5, vs = 20.0, 
 nunits = 1, rsntr = 150., 
 qf(1)=0.2,1.0,1.2,1.25,1.25,1.22,1.2,1.16,1.14,1.06,.78,.3,.15, 
 qf(14)=0.2,1.08,1.18,1.12,1.04,0.97,0.97,1.00,1.03,1.05,1.10,0.97,0.2, 
 qf(27)=0.2,0.82,1.02,1.11,1.13,1.08,1.04,1.05,1.14,1.19,1.13,0.9,0.2, 
 qf(40)=0.2,0.95,1.05,1.03,1.03,1.08,1.12,1.12,1.1,1.05,1.0,0.81,0.4, 
 qf(53)=0.45,0.94,1.02,1.05,1.07,1.10,1.12,1.11,1.10,1.06,1.02,0.95,0.5 
 x(1)=0,1,2,3,4,5,6,7,8,9,10,11,11.75 
 x(14)=0,1,2,3,4,5,6,7,8,9,10,11,11.75 
 x(27)=0,1,2,3,4,5,6,7,8,9,10,11,11.75 
 x(40)=0,1,2,3,4,5,6,7,8,9,10,11,11.75 
 x(53)=0,1,2,3,4,5,6,7,8,9,10,11,11.75 
 flux = 13*0.25e17, p2(1) = 2200.0, tw(1) = 555.0, go(1) = 2.6e6, 
 ProblemTime= 0.1,65,125,185,210,235,295, 
 325,350,360,370,500,510,535,540,560,600, 
 615,850, 
 890,905, 920,1130,1150, 
 1160,1205,1220,1240,1400,1445,1490,1510,1535,1550, 
 qmpy = 5.8,5.8,7.9,7.5,7.3,6.8,6.6, 
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 7.9,7.6,7.4,6.9,6.6,6.1,6.7,6.0,6.6,6.1, 
 4.1, 5.4, 
 5.1,4.7,5.4,5.0,4.5, 
 4.3,4.4,4.3,4.4,4.5,4.55,4.6,4.65,4.7,3.6, 
 slim = .05, 
 $e 
 
3. Molecular-Dynamics Simulations 
 
Molecular dynamics (MD) is particularly useful in the study of nonequilibrium dynamic 
processes at the atomic level.  MD treats atoms as point particles with no internal structure. 
For each atom, mass and charge are assigned.  All atoms are treated classically and their 
dynamics are obtained by solving the Newton’s equation of motion. For that, the only 
physical input required by the MD simulation is the interatomic potential.  
3.1. Potential models 
The interatomic interactions consist of a long-range electrostatic component and short-range 
interactions which describe the materials specific largely-repulsive component.  In this work, 
the results obtained from two short-range interaction models: those due to Yamada4  and the 
Busker5,6  The Busker potential is a traditional Buckingham potential, which is the most 
commonly used interaction model for ionic materials: 
6)/exp()(
ij
ij
ijijijij r
c
rAr −−= ρφ
 
(3-1) 
Here rij is the interatomic distance between atom i and j.  Aij, ρij, and cij are the fitting 
parameters between each atomic species.  The values of the parameters are given in Table 
3-1.   
 
Table 3-1. Parameters of interatomic potentials 
 
  Busker Yamada 
  U-U O-O U-O U-U O-O U-O 
Aij [eV] 0 9547.96 1761.775 442.208 2346.149 1018.571 
ρij [Å] 0 0.2192 0.35643 0.32 0.32 0.32 
Cij [eV·Å6] 0 32 0 0 4.1462 0 
Dij [eV] - - - 0 0 0.7810 
βij [1/Å] - - - 0 0 1.25 
R*ij [Å] - - - 0 0 2.369 
        
ZU [e] +4 +2.4 
ZO [e] -2 -1.2 
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One of the advantages of the Busker model is the transferability of the potential between a 
variety of elements – it also has parameters for U3+ and  U5+, thereby allowing the effects of 
off-stoichiometry to be studied (see below). By contrast, the Yamada model is a Bushing-Ida 
type potential7  given by4: 
( )( ) ( )( )[ ]*exp2*2exp)/exp()( 6 rrrrDr
c
rAr ijijijij
ij
ij
ijijij −−−−−+−−= ββρφ (3-2) 
The first two terms are the Buckingham potential terms and the last two terms are the Morse 
terms, which provide a “covalent” component.  Due to the assumption of partial covalency, 
the charges of the ions are given by non-formal values intended to represent the partial 
charge transfer between ions (see Table 3-1).   
To avoid the prohibitive computational expense associated with the calculation of the 
electrostatic interaction using the Ewald method, the electrostatic interactions are calculated 
using the direct summation method8.  The direct summation technique involves truncation of 
the electrostatic force at a fixed cutoff radius, with charge compensation on the surface of the 
truncation sphere. The method has been demonstrated to be accurate and successfully 
applied to a number of materials8,9.  It is also computationally very efficient, straightforward to 
implement, and has a computational load that scales linearly with system size.  
Table 3-2 summarizes the structural parameters and elastic properties determined 
using the two potentials. By construction, both give good values for the lattice parameters.  
The General Utility Lattice Program (GULP)10,11 is used to determine the elastic properties at 
300 K. GULP uses a static method based on the quasi-harmonic approximation and thus 
provides slightly lower estimated values for C11 than direct MD simulation, which includes the 
dynamical motion of the ions.  We can see that while the Busker potential reproduces the 
value of C12 rather well, it overestimates C11 and C44. By contrast, the Yamada potential gives 
good estimates of C11 and C44, but severely underestimates C12.  As a result one 
overestimates and the other underestimates the bulk modulus B= (C11+2C12)/3.  
 
Table 3-2. Lattice parameter and elastic constants at 300 K. 
 
  GULP MD 
  Busker Yamada Busker Yamada
Experiment13-17 
a [Å] 5.481 5.482 5.479 5.481 5.478 
C11 [GPa] 526 409 547 418 389-396 
C12 [GPa] 118 55.0   119-121 
C44 [GPa] 118 53.4   59.7-64.1 
B [GPa] 257 174   209-213 
 
There are numerous other interatomic potentials for UO2 in the literature. Recently, Govers et 
al.12 undertook an extensive comparison of a number of empirical potentials for UO2, 
including the two used in this study. Their assessment included both rigid-ion and shell 
models, and they calculated cohesive energy, lattice parameter, elastic constants, dielectric 
constants, Γ-point phonon frequencies, and defect formation energies.  While some 
potentials seemed to give a better physical description than others, their results show that no 
single potential faithfully reproduces all of the physical properties of UO2.  The two potentials 
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used in here are thus representative of other UO2 potentials with regards to their materials 
fidelity. 
 
3.2. Simulation of Thermal Expansion  
The thermal expansion can be determined in simulation in a way directly analogous 
to the experimental approach. That is, the material is heated at zero pressure, and the 
temperature dependence of the lattice parameter is determined. 
The actual simulation process consisted of a series of simulations on a relatively 
small simulation cell (6x6x6 unit cells). At every temperature, the system was allowed to 
equilibrate at zero pressure for 20,000 MD steps; values for the zero-pressure lattice 
parameter were then accumulated for 50,000 MD steps.  (One single time step corresponds 
to 0.25 femto-sec; therefore, 50,000 steps are equivalent to 12.5 peco-sec.)  Over the range 
of temperature we have examined (from 0 to 2000K), the uranium dioxide remains in the 
cubic fluorite structure.  The lattice expansion is thus calculated by averaging the expansion 
in all three directions.  The mean lattice expansion and the estimated uncertainty in the value 
were then determined from the last 30,000 data points.  
The temperature dependence of the lattice parameter from the Busker and Yamada 
potentials are shown in Figure. 3-1. As we expect, the lattice parameter is an approximately 
linear function of the temperature, which means that the thermal expansion is only weakly 
temperature dependent.  In the same figure, a polynomial fit by Fink to numerous 
experimental data is shown.13 The fits consist of two distinct regions of temperature; below 
and above 923K.  The lattice parameter obtained from the Busker potential shows a 
maximum deviation of 0.5% at 1500K from the experimental value.  The Yamada potential 
clearly gives a better fit to the experimental results. Linear fits to the Fink’s compilation, 
Busker and Yamada potential give the thermal expansion coefficients of 11.9×10-6K-1, 
7.02×10-6K-1 and 9.65×10-6K-1, respectively.  These values of thermal expansion are used as 
inputs to the modified FRAPCON codes, as discussed in Sec. 2. 
 21
0.995
1.000
1.005
1.010
1.015
1.020
1.025
1.030
0 500 1000 1500 2000
T  [K]
a(
T)
/a
(0
) [
Å
]
Experiment
Busker
Yamada
 
Figure 3-1. Mean lattice parameter of a 6x6x6 simulation cell at 300 K. 
 
3.3. Anharmonicity Analysis 
 
The thermal expansion coefficient is a result of the anharmonicity of the interactions in the 
material. This is encapsulated in the Grüneisen relation:  
B
cv
3
γα =
 
(3-3) 
where cv and B are the specific heat and bulk modulus respectively, and γ is the Grüneisen 
parameter, which measures the dependence of the phonon frequencies on system volume, 
and is thus the system’s anharmonicity14.  If the interatomic interactions were purely 
harmonic, then the Grüneisen parameter would be zero and there would be no thermal 
expansion.  Thus the higher thermal expansion of the Yamada model can be interpreted as a 
result of higher anharmonicity in the potential compared to the Busker potential.   
The lattice thermal conductivity of any material is finite because of the anharmonicity 
of the interatomic interactions that couple the harmonic phonons to each other. 
Anharmonicity results in phonon scattering events, with the Umklapp processes producing a 
dissipation mechanism for energy transport.14,15   
An estimate of the lattice thermal conductivity in terms of the Grüneisen parameter 
was first given by Leibfried and Schloemann16 and refined by Klemens17,  
T
Mv
h
kB
33
2
4
10
24~ θγκ ⎟⎠
⎞⎜⎝
⎛
. 
(3-4) 
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Here kB is the Boltzmann constant, h is the Planck constant, v and M are the volume and the 
mass per atom respectively.  The only two materials constants that enter into Eq. (3-4) are θ, 
the Debye temperature, and γ the frequency-averaged Grüneisen parameter.  From this 
relation, it is clear that the thermal conductivity decreases with increasing anharmonicity.   
Through their dependences on the Grüneisen parameter, we can use Eqs. (3-3) and 
(3-4) to derive a simple relationship between the thermal conductivity and thermal expansion, 
in terms of the Debye temperature, the bulk modulus and the specific heat: 
B
cv
23
2 θχκα =
. 
(3-5) 
The constant χ subsumes all of the non-materials constants in Eq. (3-3) and (3-4). In 
classical simulations at temperatures above the Debye temperature (370K for UO2), the 
specific heat is essentially equal to the Dulong-Petit value of 3kB. Also the Debye 
temperatures for the two potentials are assumed to be the same. Hence we find: 
B2
'
α
χκ =
, 
(3-6) 
where χ’ = χθ3cv2. 
Using the values of κ and B determined above for the two potentials, we then predict: 
αBusker ~ 8 ×10-5χ’ 
αYamada ~ 10 ×10-5χ’ 
(3-7) 
This simple analysis would thus predict that the Yamada potential would give a ~25% larger 
thermal conductivity than the Busker potential.  
Using the experimental values of B and α, Eq. 3-6 gives κExpt ~3.4 ×10-2χ’, which is 
considerably smaller than the predictions for the Busker and Yamada potentials. Thus, based 
on this very naïve analysis, we expect the direct simulations with the two potentials to give 
thermal conductivities for the Busker and Yamada potentials that are 3.0 and 2.4 times larger 
respectively than the experimental values; as we shall see in the next sub-section, these 
estimates are quite accurate.  
 
3.4. Thermal Conductivity of Single Crystal 
 
In principle, the simulation of the thermal conductivity is also closely analogous to a simple 
experimental approach. We follow the method of Jund and Julien1824, modified by Schelling 
and Phillpot.19,20 Figure 3-2 shows a side view of the simulation cell. It has a small cross 
section in the x-y plane (at least 4x4 unit cells for uranium dioxide) and is relatively much 
longer in the z direction (typically 48 unit cells). Periodic boundary conditions are imposed in 
all three spatial directions; thus the material does not have any surfaces. To create a thermal 
current along the length of the simulation, heat is added in slab of material of width δ=2 unit 
cells located at z=0, and heat is removed from an identical slab at z=Lz/2. This is actually 
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performed by rescaling the particle velocities at each MD time step in two thin slabs. By 
removing kinetic energy ∆ε at from the ‘cold’ slab at each MD time step and adding it to the 
‘hot’ slab, the total energy of the system is conserved. Due to the periodic boundary 
conditions in z, this heating and cooling sets up two identical thermal currents in the systems 
and produces temperature gradients.  
In general, the thermal conductivity, κ, is determined by Fourier’s Law: 
z
dTJ
dz
κ= − ⋅ .      (3-8) 
In terms of the variables of the simulation itself, the thermal conductivity is given by: 
Fig. 3-3. Total energy (left) and kinetic energy (right) per stoichiometric 
unit of UO2.from the simulation of 4x4x48 unit cell system with heat source 
and heat sink.  It shows good energy conservation and small fluctuations 
of kinetic energy, a measure of the temperature fluctuations intrinsic to 
these microcanonical ensemble simulations. 
z = Lz/2 z = Lz z = 0 
Jz Jz 
δ δ 
Fig. 3-2. Schematic of three-dimensional periodic simulation cell for direct 
simulation of κ Simulation cell has length, Lz. There is slab of thickness δ at z 
=0, into which energy Δε is added at each MD step. Likewise, in slab at z = 
Lz/2, energy Δε is removed at each step. The resulting thermal currents are Jz. 
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2
dT
A dt dz
εκ Δ= − ⋅⋅ ,     (3-9) 
where dt is the MD time step, Δε is the heat added and removed at each time step, A is the 
cross sectional area, and /dT dz is the temperature gradient set up in the system.  
Although the simulation approach for determining the thermal conductivity is quite 
simple, actual implementation is a little more complex. First, a large simulation cell is 
required, necessitating the use of a parallel simulation code. Moreover, it takes an extremely 
long simulation time (in excess of 1 million MD time steps) for the temperature gradient in the 
simulation cell to reach steady state. The reliable determination of the temperature gradient 
itself takes a further ~1 million steps. All of the thermal-conductivity simulations are 
performed at fixed volume with the lattice corresponding to zero pressure for the simulation 
temperature, as determined from the previously described thermal-expansion simulations. A 
typical run to obtain the thermal conductivity of one composition at one temperature takes 3-
5 days on 12 CPUs.  
Before the actual thermal conductivity calculation is done, several tests were performed to 
check the code.  After the implementation of the Busker and Yamada potentials in the 
parallel code, the behavior of the energies has been analyzed to make sure the code is 
running properly.  Figure 3-3 shows the kinetic, and total energies of the system using 
Yamada potential.  The unit of energy is in eV per stoichiometric unit of UO2.  The simulation 
was run for 50000 MD steps, corresponding to 12.5 psec.  Initially the simulation was started 
with constant temperature constant volume for the equilibration.  At step 5000, the heat 
source and heat sink were turned on but there was no energy input/output.  This part of the 
simulation was performed in the microcanonical ensemble, i.e., at constant volume and 
constant energy.  Therefore the average temperature (i.e. kinetic energy) in the system 
should fluctuate around a fixed value and the energy should stay constant.  As Figure. 3-3 
shows the energies are behaving as expected.   
With a finite input energy (0.001eV), behavior of the temperature between the heat 
source and sink are monitored.  Figure 3-4 shows the temperature at the location equal 
distance from heat source and heat sink.  The temperature is calculated from the kinetic 
energy averaged over the slice of simulation cell with a unit cell thick and over every 200 MD 
steps.  The simulation was run for 1 million MD steps at mean temperature of 1000 K.  The 
temperature is fluctuating around 1000 K and indicates no sign of drift.   
Fig. 3-4. Temperature at z=-Lz/4 of a 4x4x48 simulation cell at 1000K.
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Figure 3-5 shows the temperature gradient obtained in a thermal conductivity 
simulation using the Busker potential with a 4x4x48 simulation cell at 300 K.  The heat 
source and sink are located at the z = 0 and 13 nm.  The simulation was run for 1.5 million 
MD steps, equivalent to 375 psec.   From the linear regions (approximately 8 nm) of this 
temperature profile, the data is fitted to a straight line and the temperature gradient is 
calculated.  In this case, the temperature gradients are 3.36 and 3.57 K/nm.  Using the 
relation given in the previous section, the thermal conductivity has turned out to be 19.4 
W/mK. (Figure. 3-5)  This value is almost twice as high as experimental value.21  At 1000 K, 
the value turned out to be 8.55 W/mK.   
It is known that the thermal conductivity depends weakly on the cross sectional 
area.20  Therefore the cross-section area is set to the 4×4 unit cells, which is the smallest 
size that can be simulated with the cutoff values used in these potentials of Rc=1.98a, where 
a is the lattice parameter.  
 
 
The thermal conductivity of single crystal UO2 between 300 K and 2000 K is determined as a 
function of system length.  The results for the two potentials are shown in Figure. 3-6 as 1/κ 
vs. 1/LZ plots. The results for the two potentials are similar at all temperatures and system 
sizes.   
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Fig. 3-5. Temperature profile of a 4x4x48 simulation cell at 300K.
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Figure 3-6.  Size dependence of thermal conductivity for both the Busker (left) and Yamada 
(right) potentials. 
 
The thermal conductivity for infinite system size is determined by the linear fits to the data in 
Figure 3-6. The relation between the thermal conductivity and system size is given by a 
simple kinetic theory of phonon gas: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +=
∞ zvc LlvcN
a 411 3
κ  (3-10) 
Nc is the number of atoms in the unit cell.  V is the mean sound velocity in the solid.  These 
infinite size limit thermal conductivities, which are the best estimates of the intrinsic thermal 
conductivity of UO2 described by these potentials, are shown for the two potentials in Figure 
3-7(a) as a function of temperature.  Although the error bars overlap, it does appear that the 
Yamada potential gives a somewhat higher estimated thermal conductivity at low T than 
does the Busker potential, but has a somewhat stronger temperature dependence. This 
result is reasonably consistent with the only small difference in thermal conductivity predicted 
by the simple anharmonic analysis performed above 
As Figure 3-7(a) indicates, both potentials give significantly higher thermal 
conductivities at low temperatures than the experimental values.  Moreover, the factor of 3-4 
difference is in at least qualitative agreement with the factor of 2.5 – 3.5 predicted in our 
simple analysis. It thus attributes the majority of the difference between the experimental and 
simulation values as arising from the differences in the bulk modulus, which measures the 
harmonic properties of the system, and the thermal expansion, which measures the 
anharmonic properties of the system. The thermal conductivity corrected according to the 
anharmonicity analysis, Figure. 3-7(b), is in much better agreement with the experimental 
values. This demonstrates the efficacy of the process of performing an anharmonic 
correction analysis 
The anharmonic Umklapp processes lead to the temperature dependence of the 
thermal conductivity. Debye showed that α ~ T-α, with α ~ 1-2 29.  Figure 3-7 (c) is a log-log 
plot of the data in Figure. 3-7 (a). In each case, the thermal conductivity shows power-law 
behavior with temperature. The experimental results are fitted by αExpt~0.79, while the 
simulations yield αYamada~1.14 and αBusker~1.30 respectively, which are consistent with the 
Debye analysis.  
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Figure 3-7.  (a) Thermal conductivity of UO2 from the compilation of experimental data by 
Fink and simulations using the Busker and Yamada potentials. (b) When corrected according 
to the anharmonicity analysis, the predicted thermal conductivity is in much better agreement 
with the experimental values.  (c) A log-log plot of the same data shows the expected power-
law temperature dependence. 
 
3.5. Thermal Conductivity of Polycrystalline UO2 
 
Grain boundaries offer a significant obstacle to the transport of heat in phonon 
conductors. In this section, we determine the thermal conductivity of a model fine-grained 
polycrystal of UO2, from which we make predictions for the grain-size dependence of its 
thermal conductivity. 
 
3.5.1. Structure of Model Polycrystal 
Experimental grain sizes of the range of tens or hundred of microns are not 
accessible to MD simulation, since each grain would contain ~1013 – 1016 ions. We simulate 
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considerably smaller systems with grain sizes from 3.8 – 6.5 nm; these small sizes maximize 
the area of the grain boundary in the system, thereby amplifying the interfacial effects.  
The polycrystalline structures used in the simulations consisted of 24 hexagonal 
columnar grains.  When constructing the polycrystalline structure, identical close-packed 
hexagons are arranged to form a completely periodic structure.  Each hexagon is filled with 
single-crystal UO2 oriented with [001] along the columnar direction. The in-plane orientations 
are chosen in such a way that the grain boundaries (GBs) between the grains are high 
energy tilt GBs, which ensures that the microstructure is stable against coarsening during the 
simulation. Because of the way each grain is constructed, initially there are always a small 
number of atoms in the GBs which are extremely close to each other. To address this issue, 
if any two ions are closer than 1.5 Å (66% of the nearest neighbor distance between U4+ and 
O2-, 2.29 Å), one of the atoms is removed.  This removal of atoms is carried out with care to 
ensure the charge neutrality of the entire system. Once the structure is created, it is 
quenched at 0 K to equilibrate all of the atom positions and to eliminate any in-plane stress 
on the system. It was found that no ions have anomalously high energies, indicating that the 
bonding in the system is physically reasonable. The system was then annealed with a 
constant-pressure, constant-temperature simulation at 2000 K and slowly relaxed to 0 K to 
ensure that the structure is equilibrated. Figure 3-8 shows the final relaxed polycrystalline 
UO2 structure for a grain size of 3.8 nm.  
The columnar microstructure used here allows the simulation cell to be thin along the 
columnar direction. The cutoff to the potentials is 10.4 Å, which would allow the thickness to 
be as small as 4 unit cells: in our simulations, we use 5 unit cells thick so as minimize any 
effects of the system size in that direction.   
Since all the grains are equiaxial and equal size, it is easy to calculate the grain 
boundary area and volume fraction.  For a grain size of 3.8 nm, the area of the GB is 439.10 
nm2.  If we assume a unit cell for the thickness of the grain boundary, the volume which the 
grain boundary region occupies is approximately 30 % of the entire volume in both models.  
The structural disorder at the GBs led to a total volume expansion of 5.5 % and 5.3 % for 
Busker and Yamada potentials respectively.  The corresponding GB energies are 2.73 J/m2 
and 1.89 J/m2, which are consistent with the GB energies of other ceramic materials.22,23 
After the preparation of the equilibrated structure, the thermal expansion of this 
polycrystalline UO2 was determined at 300 K.  The values obtained were 7.57×10-6 K-1 with 
Busker potential and 8.92×10-6 K-1 for Yamada potential, which are almost  indistinguishable 
from the corresponding bulk single crystal values of 7.50×10-6 K-1 and 8.83×10-6 K-1.   
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3.5.2. Thermal Conductivity 
The thermal conductivity of polycrystalline UO2 is calculated using the direct method 
described above.  The thermal conductivity of the polycrystal has been scaled according to 
the anharmonic analysis.  In this step, we have assumed that the thermal expansion and bulk 
modulus are essentially microstructure independent.  We are aware that this is not strictly 
true.  However, within the approximation made in separating the contributions in the 
polycrystal thermal conductivity from that of grain interior and GB, the accuracy may not be 
sufficient to consider more detailed analysis.  Fig. 3-9(a) shows the temperature dependence 
of κ for a polycrystal with a grain size of 3.8 nm.  These calculated thermal conductivities are 
considerably lower than those from the perfect crystal calculations, attesting to the significant 
resistance of GB to the flow of heat through the system. Unlike single crystalline UO2, finite 
size effects are small in polycrystals because the grain boundary scattering dominates over 
the phonon-phonon scattering.  Elsewhere, we have characterized the effect of system size 
on polycrystalline MgO24, and shown that the system size dependence is weak.  Since UO2 
has significantly lower thermal conductivity than MgO, the effect is expected to be even less 
important.   
The thermal conductivity for the polycrystal described is considerably higher for the 
Busker potential than for the Yamada potential. Since the GB energy is a measure of the 
structural disorder at the interfaces, we expect that the higher the energy associated with the 
GBs, the higher the interfacial thermal resistance, and the lower the thermal conductivity of 
the polycrystal. We recall that the GB energies obtained from the Busker and Yamada are 
2.73 J/m2 and 1.89 J/m2, which appears to be inconsistent with this argument. However, the 
Busker potential is a full charge model, while the Yamada potential is a partial charge model, 
resulting in cohesive energies of -104.482 eV/UO2  and -45.54 eV/UO2 respectively. Thus, 
when normalized to the bulk cohesive energies, the GB energies are 0.0026Å-2 and 0.0016 
Å-2 for Yamada and Busker, respectively. That is, when described by the Busker potential, 
the GBs actually offer less of an obstacle to heat transport than for the Yamada potential, 
which is consistent with the higher thermal conductivity for the Busker potential than for the 
Yamada potential.  
Figure 3-8. Polycrystalline structure of UO2.  Red is oxygen and blue is uranium.  
The grain size is 3.8 nm and the structure consists of 24 columnar grains.   
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The ensemble-averaged interfacial (Kapitza) resistance of the grain boundaries in the 
polycrystal can be extracted from the thermal conductivity using a simple model. There are 
several models proposed, including those of Nan and Birringer25, Yang et al.26, and Amrit27.  
For this analysis, we adopt the model by Yang et al.26 in which the polycrystal is assumed to 
consist of perfect crystal grains, with conductivities of the perfect crystal, separated by GBs, 
all of which have the same thermal properties. The interfacial conductance, GK, is then given 
by:  
κκ
κκ
−= 0
01
d
GK , 
(3-11) 
where d  is the grain size, κ0 is the single crystal thermal conductivity, and κ is the thermal 
conductivity of polycrystalline UO2.    
The resulting values of GK are given in Figure 3-9(b).  Both potentials show moderate 
increase of interfacial conductance with temperature. This temperature increase is consistent 
with simulation of other interfacial systems28 and, more importantly, with trends in 
experimental data for various systems29. The physical origin of the increase in conductance 
with temperature can be understood in terms of the properties of the grain boundaries. As 
the temperature increases, the anharmonicity of the interactions among the atoms is probed 
more strongly. While in the perfect crystal, the resulting scattering lowers the thermal 
conductivity, this anharmonic scattering more strongly couples modes across the interfaces, 
leading to better interfacial thermal transport. 
The interfacial conductance can be recast in terms of the Kapitza length, lκ = κ0/GK, 
where κ0 is thermal conductivity of infinite size single crystal UO2. The Kapitza length is the 
thickness of perfect crystal that would offer the same thermal resistance as the interface; 
thus a long Kapitza length corresponds to a high interfacial resistance. As shown in Figure 3-
9(c), the Kapitza length decreases strongly with increasing temperature; this is a result of the 
decrease in the thermal conductivity and the increase in the interfacial conductance with 
temperature.  
We note that for both potentials, the Kapitza length is significantly larger than the 
grain diameter particularly in the low temperature region.  This is an indication that the 
thermal transport in our model system is dominated by the GBs. It also suggests that the 
fundamental assumption of separable and grain-size bulk and interfacial thermal properties 
used for the analysis may be violated at these small grain sizes.   
We have also investigated the effects of grain size on thermal conductivity, for grain 
sizes up to 6.5 nm grains. The inset to Figure 3-10  shows the expected increase in thermal 
conductivity with increasing grain size, the result of the decrease in the relative volume of 
grain boundaries in the system.  Our data for polycrystals simulated with the Yamada 
potential are fit to the model of Yang et al., thereby allowing the thermal conductivity for large 
grain sizes to be estimated.  Taking the bulk single crystal conductivity of 15.2 W/mK at 300 
K, the fit gives the Kapitza conductance of 0.15 GW/m2K, which is close to the value 
previously determined for the 3.8 nm polycrystal (see Figure 3-10). 
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Figure  3-9.  (a) Thermal conductivity of 3.8 nm grain polycrystalline UO2 from our 
simulations. (b) Thermal conductance grain boundaries from 3.8 nm grain polycrystalline UO2 
simulations. (c) Kapitza length from 3.8 nm grain polycrystalline UO2 simulations. 
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Figure 3-10.  Grain size dependence of the thermal conductivity of polycrystalline UO2 using 
Yamada’s potential.  The solid line is the fit of the model by Yang et al. 34.  Inset is the same 
plot for nano-meter scale indicating the fit with our data. 
 
3.5.3. Discussion 
Although finite-size effects are rather significant in single crystal UO2, they seem to be less of 
an issue in the simulation of the polycrystals, particularly at these small grain sizes, 
presumably because the phonon mean free path is limited by the grain boundaries, rather 
than by anharmonic phonon interactions. The analysis of the polycrystal to obtain the 
interfacial conductance is not unambiguous, since the calculated Kaptiza lengths are larger 
than the grain sizes. However, the fact that the calculated thermal conductivities of 
polycrystals of different grains sizes, albeit over the narrow range of 3.8 – 6.5 nm, can be fit 
to the Yang et al. model, strongly suggest that its use is not unreasonable. Moreover, since 
the same analysis is used throughout, the trends of interfacial conductance with temperature 
is reasonable. 
Neither potential can quantitatively match the experimental thermal conductivity. Based on 
the analysis of Govers et al.12, the two potentials used in the study are of a similar level of 
materials fidelity as others in the literature. The simple relationship, Eq. (3-6), relating the 
elastic properties, thermal expansion and elastic constants, suggests that a potential with 
correct elastic properties and thermal expansion, should well reproduce the thermal-transport 
properties. A truly general purpose potential would also need to well reproduce the point 
defect properties. Govers et al.12 showed that none of the twenty-one potentials they 
examined could satisfactorily reproduce the formation and migration energies. There is thus 
considerable need for potentials which better describe UO2. 
3.6.  Effects of Off-Stoichiometry on Thermal Conductivity  
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Just as grain boundaries do, point defects also reduce the thermal conductivity of solids.  It is 
well known that the UO2 is prone to oxidation and easily form the hyperstoichiometric 
phases.  Formation of UO2-x is also possible although it is limited to very high temperature or 
in the case of accident condition.  Effect of the deviation from the stoichiometry to the thermal 
transport was investigated.  
3.6.1. Thermal Transport in Disordered Solid 
In crystalline solids, the thermal transport is limited either by phonon-phonon scattering 
above the Debye temperature, or phonon-defect (point defects, dislocations, grain 
boundaries, surfaces) scattering below the Debye temperature.  In a highly disordered solid, 
the thermal transport mechanism is fundamentally different from that in crystalline solids.  
Thermal conductivity of a crystalline solid is a function of T3 below the Debye temperature14.  
In a disordered solid, the temperature dependence is, in general, 
nT −∝ 3κ , (3-12) 
where n is an integer.  In the case of amorphous material, n is close to unity and the 
temperature dependence is therefore T2 30,31.  Specific heat in this case is almost linear in 
temperature15.  These dependence of thermal conductivity and specific heat can be 
explained in terms of scattering of acoustic phonons from two level states31.  Above the 
Debye temperature, κ increases slowly with T and eventually becomes almost temperature 
independent.  This temperature independent regime can be described in terms of a bounded 
phonon mean free path32,33.  Slack33 calculated the thermal conductivity of the Debye solid, 
assuming that the mean free path of the phonon is half of its wavelength for each mode.  
With these assumptions, he defined the minimum thermal conductivity of glasses.  Cahill and 
Pohl34 made the same assumption and gave the minimum thermal conductivity in terms of 
the Debye integral.  Although these models give reasonable description of highly disordered 
solid, the physical basis of thermal transport using phonon gas model is questionable.  The 
main issue is that the phonon mean free path in these materials is so short (order of 
interatomic distance) that the idea of phonons itself seem inappropriate.   
Allen et al.35,36 took a different approach to this problem, and developed a model for 
the thermal conductivity of amorphous materials at high temperatures.  Their model is based 
on the harmonic approximation to analyze the vibrational modes.  They demonstrated that 
the majority of the thermal energy is transferred through diffusive modes termed “diffusons”.  
In amorphous Si, roughly 93 % of the vibrational modes correspond to the diffuson modes.  
Other modes in the higher frequency bands are called “locons” due to the fact that they are 
truly localized.  In the other extreme of the phonon spectrum, the low frequency modes are 
similar to phonons, having well defined wave vectors and polarization vectors.  They are 
called “propagons” and consist only about ~3 % of the entire vibrational modes.  Although the 
propagons are very efficient in transferring thermal energy, their contribution to thermal 
conductivity is minimal because of their small population.  Within this approach, the 
temperature dependence of thermal conductivity mostly comes from the temperature 
dependence of specific heat.  This in turn agrees with the temperature independent behavior 
at high temperature.  This approach developed by Allen et al. is useful not only in amorphous 
solid, but also in heavily doped materials9. 
3.6.2. Thermal Transport in UO2 with Point Defects 
In UO2, the predominant point defects are anti-Frenkel pairs13,37,38,39.  The defect formation 
energies of anti-Frenkel, Frenkel and Schottky defects are approximately 4 eV, 10 eV, and 6 
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eV.  Although the Schottky trio formation energy is higher than anti-Frenkel pair, they play 
important role at high temperature13,38.   
There is also a recent MD simulation study performed by Yamasaki et al.40 on the 
thermal conductivity of UO2+x.  They employed the Green-Kubo method to calculate the 
thermal conductivity by an equilibrium MD simulation.  They have shown that their predicted 
thermal conductivity gives good agreement with experimentally observed conductivity data.  
Their data show a decrease of conductivity with increasing concentration of defects. 
Although their data show the trend observed in the experiments and expected from the 
phonon-defect scattering, their data do not show any error bars which are at least 
comparable to the difference between their conductivity data.   
3.6.3. Preparation of the Structures 
In order to perform MD simulations with oxygen defects, interatomic potentials must be 
modified.  The modifications are simply to include U3+ and U+5 in the interatomic potential.  
This is necessary to retain the charge neutrality of the whole system.  The potential 
parameters are given in Table 3-3.  These parameters were provided by Prof. Robin Grimes 
of Imperial College London, as part of our ongoing collaboration   
 
Table 3-3. Potential parameters for the short-range U5+-O2- and U3+-O2- interactions. 
 
  U5+-O2- U3+-O2- 
Aij [eV] 2386.42 1165.65 
ρij [Å] 0.3411 0.3786 
Cij [eV·Å6] 0 0 
 
The defect structures are prepared in the following fashion.  First the single crystalline UO2 
structure is prepared in the desired size.  Then a number of excess oxygen atoms 
corresponding to desired concentration are inserted in randomly selected octahedral sites.  
In addition, randomly selected U4+ atoms are replaced with U5+ atoms such that overall 
charge neutrality is maintained.  Once the structure is created, an MD simulation is 
performed at 3000 K for 10 psec to ensure the complete equilibration.  After equilibration, the 
system is slowly cooled to 0 K in a step wise fashion.  A similar procedure is performed to 
create oxygen deficient structures.  From the single crystal UO2, an appropriate number of 
the randomly selected oxygen atoms are removed to create a desired concentration of 
oxygen vacancies.  At same time, randomly selected U4+ atoms are replaced with U3+ atoms 
for charge neutrality.  After the structure is created, the structural equilibration process is 
performed. 
These off-stoichiometric structures are characterized by the pair distribution function 
analysis.  Figures 3-11 and 3-12 show the pair distribution functions between U5+ and O2-, 
and U3+ and O2-.  In both cases, there is no difference between the pair distribution functions 
of U3+, U4+, U5+ and O2- since all the cations are at identical sites.  Before the relaxation, all 
the peaks corresponding to oxygen ions at tetrahedral sites in FCC are quite prominent.  In 
the UO2+x structure, there are small peaks just by the tetrahedral oxygen peaks arising from 
the interstitial atoms.  After annealing and quenching to 0 K, the difference in the pdf 
between U4+-O2- and U5+-O2- in UO2+x can be seen. The peaks are broadened and the height 
decreased.  Furthermore, the first peak of the pdf of U5+-O2- is shifted inward compared to the 
U4+-O2- by ~0.2 Å.  This shift occurs because of the stronger electrostatic attraction of U5+-O2- 
than U4+-O2-.  Other peaks are also shifted, but the differences are so small that they cannot 
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be seen in the figure.  In the anion deficient material, the pdf is again broadened after the 
equilibration, but the peak positions did not move at all.   
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Figure 3-11.  Pair distribution function between U-O in UO1.25.  Blue curve is the U-O pdf for 
both U4+-O and U5+-O.  There is no difference before relaxation. 
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Figure 3-12.  Pair distribution function between U-O in UO1.80.  Blue curve is the U-O pdf for 
both U4+-O and U3+-O. 
 
Figure 3-13 shows the composition dependence of the lattice parameter of UO2+x at 0 K after 
relaxation (normalized by the lattice parameter of stoichiometric UO2).  The lattice parameter 
of UO2+x decreases with increasing concentration of oxygen interstitials due to the increased 
electrostatic attractions by the U5+ atoms introduced in the system for the charge neutrality 
requirement.  Figure 3-14 shows the corresponding plot of the normalized lattice parameter 
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of for UO2-x.  Here the lattice parameter increases with increasing concentration of oxygen 
vacancies due to the reduced electrostatic interaction by the introduction of U3+ in the 
system.  Another notable difference from UO2+x is that the linearity of the data.  This is not 
surprising considering the much lower range of concentration of the defects in UO2-x than in 
UO2+x.  
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Figure 3-13.  Chemical expansion of UO2+x. The lattice parameters are determined for 0 K 
after relaxation. 
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Figure 3-14. Chemical expansion of UO2-x. The lattice parameters are determined for 0 K 
after relaxation. 
 
3.6.4. Thermal Expansions of UO2±x 
Figures 3-15 and 3-16 show the thermal expansion of UO2+x and UO2-x respectively. For 
UO2+x, the thermal expansion actually decreases with increasing concentrations for the same 
reason that the chemical expansion decreases (the increased strength of electrostatic 
interactions). No concentration effect is apparent in UO2-x due to the only small range of off-
stoichiometry.  
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Figure 3-15.  Thermal expansion of UO2+x. Lattice parameters are normalized by the 0 K 
lattice parameter for the corresponding composition. 
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Figure 3-16.  Thermal expansion of UO2-x. Lattice parameters are normalized by the 0 K 
lattice parameter for the corresponding composition. 
 
3.6.5. Thermal conductivity of UO2±x 
Using the technique described above, UO2+x structures of 4×4 unit cells cross sections are 
prepared with the simulation cell length Lz=48, 64, 80, and 96 unit cells.  The range of 
stoichiometry investigated was between x=0 and 0.25.  This range is chosen based on the 
thermodynamic stability range of UO2+x between 800 and 1600 K, and is beyond the range of 
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off-stoichiometry in any of the previous experimental and simulation studies.  The thermal 
conductivity simulations were run at 800 and 1600 K, which correspond to the surface and 
centerline temperature of the fuel pellet in operating condition.  A series of runs were 
performed over the range of stoichiometry and simulation cell length.  The results are shown 
Figure 3-17.  The data points are obtained from the linear fit to the thermal conductivity data 
from all the simulation cell length.  For the low concentration of defects (x≤0.075), the data 
fits quite well.  However, at the higher concentrations of defects (x≥0.0125), the data points 
do not follow the linear fit as well as the lower concentration.  At the highest defect 
concentration (x=0.250), the fit is out of the trend.  Similar fit is done on the data set at 1600 
K also.   
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Figure 3-17. Thermal conductivity of UO2+x at 800 K as a function of system length. 
 
From the linear fit to the data, the thermal conductivity of an infinitely large system is 
obtained by the extrapolation to 1/Lz.  These results, which are our best estimate of the true 
thermal conductivity, are shown in Figure. 3-18.  The data show smooth monotonic decrease 
of the conductivity with increasing concentration of oxygen interstitials at 800 K. The 
conductivity value eventually plateaus at ~3.8 W/m·K for x≥0.125.  This value compares well 
with the minimum thermal conductivities of~ 2 W/m·K of yttria-stabilized zirconia (YSZ) and 
lanthanum-doped CaF2 measured by Cahill et al.41 and  ~ 3 W/m·K determined by the MD 
simulations of  YSZ by Schelling et al.9  At 1600 K, the data is rather noisy as expected by 
the significant phonon-phonon scattering.   
Within the context of the Callaway’s model,42 phonon-defect scattering rate is 
proportional to the defect concentration originally given by Klemens42,43: 
in∝−1τ , (3-13) 
where ni is the concentration of defect species i.  Since the thermal conductivity is 
proportional to the relaxation time, this relation implies that the thermal conductivity is 
inversely proportional to the defect concentration. Figure 3-19 shows the same MD 
simulation data on a log-log scale.  The data appears to be fit well with a straight line for 800 
K data indicating that the power law relation of κ~x-α is reasonable.  However, the data from 
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1600 K simulations are quite noisy.  From the fit exponent α is determined to be ~0.32 at 800 
K and ~0.15 at 1600 K.   
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Figure 3-18. Thermal conductivity of UO2+x at 800 and 1600 K. 
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Figure 3-19.  Log-log plot of the thermal conductivity as a function of defect concentration at 
800 and 1600 K. 
 
3.7. Radiation Damage Simulation 
 
UO2 is under constant irradiation by neutrons and by α, β, and γ radiations.  The high energy 
radiation by α particles or the recoil of the fission products are known to cause structural 
damage to the crystal and change the properties of the materials.  The structural change will 
be particularly detrimental to the thermal transport properties since heat is carried by the 
atomic vibrations of the lattice. The work focused on validating the every piece of the 
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subroutines that are essential for the radiation damage simulation; namely, ZBL potential, 
variable times step, and thermostat routines.   
 
3.7.1. Code Development 
The idea of a radiation damage simulation is to give an excess kinetic energy to an atom in 
the system, and let it collide with the atoms in its path and study the evolution of the cascade 
produced.  In order to perform this type of simulations, some new capabilities had to be 
implemented into the molecular-dynamics simulation code we use.  These capabilities are 
the ZBL potential, a variable time step, and thermostat around the structure.   
When atoms collide with very high energy, they get too close to each other.  The 
conventional empirical interatomic potentials for MD simulation are not suitable for such a 
very short-range interactions.  A solution to this problem is to use the universal interatomic 
potential by Ziegler, Biersack, and Littmark (ZBL).44  This phenomenological model prevents 
the Coulomb catastrophe, and prevents atoms from collapsing upon collision.  The ZBL 
potential is given by,  
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Here, q1 and q2, and Z1 and Z2 are the charges and atomic number of the two interacting 
atoms.  a0 is the Bohr radius, r is the distance between the two atoms. In our MD code, this 
potential is smoothly connected to the Busker’s or Yamada’s potentials through exponential 
of a 5th order polynomial: 
 ( ) ( )5544332210exp rfrfrfrfrffrVSpline +++++= ,    (3-14) 
 
where fi are the fitting parameters.  Figure 3-20 shows the U-O interaction potential using 
Busker model as an example.  U-U and O-O also have their own spline and ZBL potentials.  
The potential energy surface of the short range interaction is divided in 3 sections according 
to the radial distance: 
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rSR, rSP, and rZBL are the cutoff radii of the short-range interaction, spline, and ZBL potential.   
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When atoms come very close to each other, the forces on them become very high. If the time 
step is kept in the conventional time scale, those atoms will fly apart in a single time step in 
an unrealistic manner. If the time step is kept extremely short to find realistic trajectory, the 
simulation becomes very inefficient and takes an extremely long time to complete.  A time 
step that can dynamically vary resolves these issues.  In our MD simulation code, first the 
accelerations of all the atoms are checked at certain time interval.  According to the 
acceleration, a trial time step is calculated.  Using the trial time step, the next position of the 
atom with the highest acceleration is predicted with one whole step and two small time step.  
By comparing the results from these steps, we can obtain the error in the calculation.  If this 
error is below user defined tolerance level, the time step is accepted.  If not, the same step is 
repeated taking the half step time size as the new trial time step.  The process continues until 
the error reaches below the user defined error tolerance.  Variable time step improves the 
efficiency significantly if the error tolerance is chosen appropriately.  
  Finally the velocity rescaling thermostat is applied around the simulation cell.  
Thickness of the thermostat region is set to half of the unit cell.  All the other atoms move 
naturally according to the equation of motion.  One thing to investigate in the future is the 
effect of thermostat on the system temperature and the cascade created by the radiation 
damage.   
3.7.2. Simulation 
The first radiation damage simulation in single crystal UO2 is undertaken using 20x20x20 unit 
cells cubic system with 96000 atoms.  An atom near the center of the simulation is usually 
chosen to be the primary knock-on atom (PKA).  A kinetic energy of 1 keV is imparted to the 
PKA, with initial velocities along <100>, <110>, and <111> directions.  Three simulations 
Figure 3-20. U-O interaction energy contributions from ZBL (green), spline 
(pink) and Grimes’ Buckingham potentials.  The potentials are smoothly 
connected at the connection points shown by the dotted lines. 
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were performed in each family of directions to assess the statistical variation in the 
trajectories.  The excess heat generated during the simulation was removed by the 
thermostat atoms surrounding the simulation cell.  The thermostat was kept at 300 K 
throughout the simulation   
Figures 3-21 and 3-22 show the evolution of the number of O and U vacancy 
produced by U and O PKAs.  In general, Yamada’s model shows significantly larger number 
of defects than Busker’s model. This is not surprising considering that the ionic charges of U 
and O ions are much smaller than those of Busker’s: suppressing the long range electrostatic 
interactions.  In Busker’s model, the number of O vacancies does not depend on the U PKA 
directions but Yamada’s does.  The numbers of U vacancies produced in both models are so 
low that there is not enough statistics to draw anything conclusive.    
 
 
 
 
There is also a significant difference in the structure of the defect cascade from the two 
models.  Figure 3-23 shows the final defect structure after 9 psec. Busker model leaves very 
few defects after 1 or 2 psec, and the defect is sparse and isolated.  Yamada model, on the 
other hand, generates clusters of defects.  Experimentally no amorphization is observed in 
irradiated UO245.  From the result of 1 keV PKA result, it is not clear that the Yamada’s model 
will not produce amorphous structure of UO2.   
Figure 3-22.  Comparison of the number of uranium vacancies produced by 1 keV 
PKA from Busker’s (left) and Yamada’s (right) model.  Both model show very small 
numbers of vacancies.
Figure 3-21.  Comparison of the number of oxygen vacancies produced by 1 keV PKA 
from Busker’s (left) and Yamada’s (right) model.  Yamada’s model showed significant 
difference in the anisotropic production of oxygen vacancies, but Busker’s model did not. 
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In order to better understand the origin of the differences in defect behavior in the radiation 
damage simulations, we calculated defect formation energy using our MD code.  For this 
calculation, the same 20x20x20 unit cells structure from the radiation damage simulation was 
used.  In each simulation, we generated a Frenkel pair (FP) with the atoms are separated by 
as far as possible (~10 nm apart) within the simulation cell along the body diagonal. The 
structure is then relaxed at 300 K and slowly cooled to 0 K and quenched.   
Table 3-4 shows the result compared to the experimental value.  Calculation of the 
Frenkel pair (FP) formation energies using our MD simulation code indicates significant 
difference in the uranium FP formation energies between the two models although the O FP 
formations energies are almost identical.  
We can understand the smaller number of point defects produced in the radiation 
damage simulation with the Busker potential as arising from the much larger U Frenkel 
defect formation energy. Notably, however, while the O Frenkel defect formation energies for 
the two potentials are rather similar, they are both twice as large as the experimental values. 
We are currently working on identifying a potential with more realistic defect formation 
energies. 
 
 
TABLE 3-4.  Comparison of the Frenkel pair formation energies by Busker and 
Yamada models.  All values are given in eV.  U FP formation energies differ by a 
factor of 2 between the two models although the O FP formation energies are 
virtually identical. 
 Experiment Busker Yamada 
U Frenkel 9.5 24.8 12.0 
O Frenkel 3.5 7.1 7.4 
Figure. 3-23.  Comparison of the defect structures produced by 1 keV PKA in 
[100] from Busker (left) and Yamada’s (right) model.  Light and dark blue are the 
uranium interstitials and vacancies, respectively.  Light and dark orange are the 
oxygen interstitials and vacancies. The Busker model produced isolated defects 
but Yamada’s showed clusters of defects. 
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The objective of this task is to use systematic atomic-level simulations to elucidate the 
fundamental thermo-mechanical properties of UO2 and MOX, and to provide simulation 
results to the modified FRAPCON code. 
The focus of this year’s work has been three-fold (i) to investigate the effects of 
microstructures on the thermal transport properties of UO2 described by two representative 
interatomic potentials; (ii) to characterize the effects of off-stoichiometry on thermal transport; 
and (iii) to validate our simulation approach to the simulation of irradiation damage in UO2.   
3.7.3. ZBL potential 
We have performed a simple simulation to show the ZBL potential at work.  This 
simulation was performed on a 10x10x10 unit cells single crystal UO2.  A Uranium PKA was 
given kinetic energy of 1 keV in [100] direction and the system average potential and kinetic 
energies were monitored.  Figure 3-24 is the results of this toy model simulation.  Since this 
is a single crystal UO2, the U PKA continued to collide with other U in its path.   This process 
appears as peaks and cusps in the potential and kinetic energy plots.  The entire simulation 
was performed with constant energy constant volume ensemble, and therefore the total 
energy remained at -15.0905 eV/atom for the 50 fs.  Comparing between with and without 
the ZBL potential, the effect is rather clear.  The ZBL potential acts like a hard steep potential 
causing the potential energy curve to change very rapidly upon collision.    
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Figure 3-24. Potential and kinetic energies of collision simulations with and without ZBL 
potential. 
 
3.7.4. Variable time step 
Even when the interatomic interaction is correct, the interatomic forces can be extremely 
large.  If a normal MD time step of ~1fs is used, such a large force on an atom can cause the 
atom to move a very large distance, leading to stability problems in the code.  One solution to 
this to that simulation is performed with extremely short time step size, but it will take 
unreasonably long time to complete the simulation.  A better method to resolve this problem 
is to allow the time step to change during the course of the simulation.  When some atoms 
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are energetic, the time step is automatically adjusted to small size, and then once the energy 
dissipates, the time step size gets increased.   
The variable time step algorithm that we have developed is based on the accuracy of 
the calculation of the trajectory of the energetic atoms.  First the most energetic atom in the 
system is identified by the predictor step, which is nothing but a calculation of the trajectory 
using the Taylor expansion: 
...)(
2
1)()()( 2 +++=+ dttadttvtxdttx rrrr , (3-16) 
Where x(t), v(t), a(t) are the position, velocity, acceleration of the atom at time t.  The most 
energetic atom has the largest predicted displacement.  Now the Gear predictor-corrector 
step is performed to calculate the position of the most energetic atom.  It must be noted that 
the predictor step must be performed on all the atoms within the neighborhood of the most 
energetic atom in order to obtain the correct force on the energetic atom.  Once the new 
position of the atom is determined, the code performs the same calculation but with two half 
steps.  These results should agree to the accuracy of the integration scheme.  The two small 
steps are expected to be more accurate than the one large step.  Therefore, if the difference 
in the two trajectories is larger than a user defined value, the code will perform the same 
calculation with smaller time step size until the tolerance level is reached.   
In order to establish the validity of the variable time step scheme, a fixed time step 
simulation with a small time step must be done as a base case scenario.  Figure 3-25 shows 
the potential, kinetic, and total energies of as functions of time, and each color corresponds 
to a specific time step size indicated in the legend.  This simulation was done in 22x22x22 
unit cells (20x20x20 unit cells active atoms) with 1 keV U PKA, which is a typical radiation 
damage simulation setup.  Surprisingly, the variation in these energies is rather small 
between all the cases.  It means that the time step size does not make significant difference 
in the energetics of the radiation damage simulation.  However, the number of defects 
produced turns out to be quite different (see Fig. 3-26).  Both the numbers of uranium and 
oxygen vacancies produced in the beginning are almost identical even though the time step 
size varies from 0.50 to 0.01 fs.  However, during the defect annihilation process, the results 
start to vary.  In particular, the number of oxygen vacancies produced show almost 30% 
difference between the highest and lowest at 3 ps.  Unfortunately this time step size range 
was not wide enough to determine the maximum time step size which our result converges to 
a unique data.  Currently the simulation with smaller time step size is in progress.   
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Figure 3-25.  Potential (top), kinetic (middle), and total (bottom) energies per atom from a 
radiation damage simulation with 1 keV U PKA in [100]. 
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Figure 3-26.  Number of uranium (top) and oxygen (bottom) vacancies produced during the 
radiation damage simulation. 
 
A comparison of the fixed and variable time step runs are shown in Figure. 3-27.  The fixed 
time step simulation data is the same data as the one for dt=0.01 fs shown in Figure. 3-25.  
The variable time step run was performed with the exactly the same configuration except the 
time step was controlled with the user defined accuracy of 5x10-5.  This accuracy was 
determined simply by trial and error on the same system for short simulations.  The variable 
time step run actually terminated before 3 ps simply because the ending simulation time 
cannot be know a priori.   
All the energies show good consistency between the fixed and variable time step 
simulations.  The inset of the top panel of Figure. 3-27 shows the potential energy change 
over the first 200 fs.  This is the most violent period of the entire simulation and requires very 
small time step size.  The agreement between the fixed and variable time step runs is 
excellent.  Once the base case scenario with the fixed time step simulation is established, 
the run will be used to compare with the variable time step data. The number of simulation 
steps needed, and thus the actual computer time required, was considerably smaller for the 
variable time-step simulation, since during extended periods of the simulation, quite long time 
steps are acceptable.  
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Figure 3-27.  Potential (top), kinetic (middle), and total (bottom) energy comparison between 
the fixed time step with dt=0.01 fs and variable time step with error=5x10-5.  In-set in the top 
figure shows the potential energies over the first 200 fs. 
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3.7.5. Thermostat 
During the radiation damage, large amount energy is converted from the ballistic energy of 
the PKA to the thermal energy of the entire system.  This thermal energy can be 
overwhelming in the small simulation cell if the heat generated is not appropriately treated.  
In our simulation cell, a thermostat is applied around the active region of the UO2.  Currently 
the velocity rescaling thermostat is used to control the temperature of the thermostat region.  
The minimum volume of active and thermostat region must be determined to achieve the 
maximum efficiency without disturbing the evolution of the cascade. The Langevin thermostat 
is a stochastic approach to control the system temperature by the use of random forces and 
damping46,47:   
)()()()( tRtvtFtam
rrrr +−= β . (3-17) 
This is called the Langevin equation of motion. a(t) is the acceleration, F(t) is the force, β is 
the frictional coefficient, v(t) is the velocity, R(t) is the Gaussian random force of zero mean.  
The parameters are given by 
t
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h . (3-18) 
Here TD is the Debye temperature, kB is the Boltzmann constant, h  is the Planck constant, σ2 
is the variance of the random force R(t), m is the mass, Δt is the time step size.  Langevin 
thermostat is known to correctly sample the canonical ensemble and works well for the 
radiation damage simulation48.   
Simulations to equilibrate a single crystal have been performed on 10x10x10 unit 
cells single crystal UO2 by choosing all the atoms as thermostat.  The simulation was run for 
500 fsec with 0.1 fs time step size.  Figure 3-28 presents the effect of the target temperature.  
The Debye temperature was set to 300 K. Starting from 0 K, the system successfully 
converges to the target temperature.  At the highest temperature, the fluctuation is rather 
large and the temperature slightly overshoots. Figure 3-29 shows the effect of the Debye 
temperature on the equilibrating the structure. As the Debye temperature increases it takes 
longer to reach the target temperature because the frictional term contribution becomes 
stronger.  Further test are needed to use this thermostat in the radiation damage simulation, 
once the appropriate time step size is determined from the base case study.      
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Figure 3-28.  Effect of the target temperature in the Langevin thermostat. 
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Figure 3-29.  Effect of the Debye temperature on the Langevin thermostat. 
 
4. Phase Behavior 
4.1. Introduction 
The work on phase diagrams and thermodynamic optimization of systems relevant for 
nuclear materials included the research on the system Ce-O. A thermodynamic computer 
dataset was developed which can be used for calculating thermodynamic functions and 
heterogeneous equilibria. The results were published in the International Journal of Materials 
Research. Additionally, the experimental and theoretical data for the ternary systems O-Pu-
U, Fe-O-U, O-Pu-Zr and N-Pu-U were critically assessed. Two system reports were 
published for the phase diagrams and crystal chemistry data in the Landolt-Börnstein 
handbook series.  
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4.2. Results and Discussion 
 
4.2.1. Thermodynamic Optimization of the Ce-O System 
 
In this project the thermodynamic properties and coupled phase diagram of the Ce-O system 
were investigated by computational thermodynamics using the CALPHAD (CALculation of 
PHAse Diagrams) method.49 Cerium oxide is frequently used as a model material (surrogate) 
for plutonium oxide. In reducing atmospheres at high temperatures both compounds lose 
oxygen in a very similar way. The resulting Ce- and Pu-compounds show a distinct range of 
stoichiometry and are structurally and thermodynamically closely related. 
In the course of the thermodynamic optimization, the solution phases are 
thermodynamically modeled according to their crystallography and crystal chemistry. The 
model parameters are adjusted to experimental data, or results from first principle 
calculations or estimates. A scheme is shown in Figure. 4-1.50 Sublattice models are used 
taking into account the crystallographic site occupancies of the solution phases. Guidelines 
for the solution phase modeling, the thermodynamic optimization and thermodynamic 
applications as developed in a series of international workshops51 were applied. As shown in 
Figure. 4-1 the thermodynamic data are stored in computer databases and then can be used 
for the calculation of phase equilibria and reactions in the multi-component, multiphase 
systems. The thermodynamic calculations allow taking into account the specific compositions 
of nuclear materials and environmental conditions of operation. Predictive calculations 
(“thermodynamic simulations”) for compositions and temperature ranges of a system 
previously not investigated by experiments can be made. The system Ce-O was optimized 
and calculated using the software packages Thermo-Calc/Parrot52,53 and the Lukas Programs 
(BINGSS, BINFKT, TERGSS, TERFKT).54 
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Numerous experimental data for the Ce-O phase diagram and related thermodynamic 
properties have already been published. Therefore, models and computer datasets with 
Gibbs free energy descriptions for the Ce-O system phases developed from the CALPHAD 
approach could be comprehensively tested and compared with available experimental data.  
Some results of the optimization are compared to experimental values from literature in 
Figures 4-2 to 4-4. The calculated partial phase diagram of the Ce-O system is shown in 
Figure. 4-2. This figure refers to the central part of the Ce-O system from 60 to 67 mol % O 
and up to 2000 K. This kind of calculation required the phase description of all the reported 
solid phases including the non-stoichiometric CeO2-x phase and the five intermediate phases. 
The description was in terms of the temperature dependence of Gibbs free energy for each 
phase.  Figure 4-3 shows the heat capacities of CeO2 and Ce2O3 between 250 K and 1250 
K. The optimization results reflect the experimental data to an extent. The enthalpy increment 
of CeO2 is compared to the experimentally measured values] in Figure 4-4. As can be seen, 
this data is very well reproduced by the optimization 
 
Figure. 4-1. Scheme of the thermodynamic optimization and equilibrium calculations50 
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Figure 4-2. Calculated partial phase diagram for the system Ce-O in the compositions range 
60 – 67 mol% O. 
 
 
 
Figure 4-3.  Calculated heat capacities of CeO2 and Ce2O3 
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Figure 4-4.  Calculated enthalpy increment of CeO2 
 
 
4.2.2. Critical assessments (evaluations) of nuclear materials systems  
 
Critical assessments for three nuclear systems were provided: (1) U-Pu-O, (2) Fe-O-U and 
(3) O-Pu-Zr. Two of these evaluations (Fe-O-U, O-Pu-Zr) were published in the handbook 
series Landolt-Bornstein New Series IV/11C4: 
The cited volume in the New Series of Landolt-Börnstein provides critically evaluated 
data on phase diagrams, crystallographic and thermodynamic data of ternary alloy systems. 
In volume IV/11C, Part 4 selected nuclear materials and engineering systems were 
considered. The phase diagrams provide materials scientists and engineers with basic 
information important for fundamental research, development and optimization of materials. 
The evaluation reports published have undergone a thorough review process in which we 
had access to all the original publications. The data for each ternary system is provided in a 
standard format which includes text, tables and diagrams. The topics presented are literature 
data, binary systems, solid phases, pseudobinary systems, invariant equilibria, liquidus, 
solidus, and solvus surfaces, isothermal sections, temperature-composition sections, 
thermodynamics, materials properties and applications, and miscellaneous. Finally, a 
detailed bibliography of all cited references is provided.  
As an example for a result of the evaluation, Figure. 4-5 shows an evaluated UOx-
FeOx section in the Fe-O-U system as given in the system report. 
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Figure 4-5 Isobaric section under 1173 Pa of oxygen. 
 
4.2.3. Experimental literature data for the U-Pu-O system 
Phase diagram data 
The pseudo-binary UO2-PuO2 system was investigated by Lyon and Bailey (1967).55 Only 
limited information is available on the phase diagram data for the ternary U-Pu-O system. 
Just one partial ternary phase diagram indicating equilibria for temperatures of 400, 600 and 
800 °C was published56 and is shown in Figure. 4-6.  
 
Enthalpy data and heat capacities 
Measurements of enthalpy increments ( 0298
0 HHT − ) and heat capacities ( pC ) are documented in 
the literature for uranium-plutonium mixed oxides containing 20at.% and 25at.% 
PuO2.57,58,59,60,61,62,63,64,65. There is agreement among the different sets of data for the 
enthalpy, just the datasets of Leibowitz et al.63,64 deviate significantly. Fink13, Cordfunke and 
Konings66, “MATPRO”67 and Carbajo et al.68 have correlated enthalpies and heat capacities 
for uranium-plutonium mixed oxides. Carbajo et al.68 recommended to use the Neumann-
Kopp molar-additivity rule to calculate the enthalpy and heat capacity because of the ideal 
behavior of the solid solutions. To prove this assumption for solid solutions with plutonium 
oxide content higher than 25at. %, Kandan et al.62 recently measured the enthalpy 
increments of U1-yPuyO2 solid solutions with y = 0.21, 0.28 and 0.4 using a high-temperature 
differential calorimeter in the temperature range 1000-1780 K. From these data, the heat 
capacity, entropy and the Gibbs energy functions were derived. It was concluded that the 
enthalpies of (U, Pu)O2 solid solutions in fact obey the Neumann-Kopp molar-additivity rule. 
New relations of density / compressibility, density / temperature, thermal expansion / 
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temperature and isothermal compressibility / temperature were proposed for (U,Pu)O2 with 
yPu ≤0.25 by Breitung and Reil.69 The ranges of validity are 1400 to 3600 kJ/kg and 3120 to 
7600 K, respectively. From these results it was concluded that the critical temperature of 
(U,Pu)O2 is well above 8000 K. 
 
Vaporization studies 
Mass spectrometric studies of the vaporization of the U1-yPuyOz system were conducted by 
Ohse and Olson70 (y = 0.15, z = 1.94 to 2.0; T = 1800-2350 K) and by Battles et al.71 (y = 0.2 
and z = 1.92 to 2.0; T = 1905 to 2411 K). Vapor pressures with a Knudsen effusion cell were 
measured by Dean et al.72 using 239Pu and 233U (y = 0.5, z = 1.90 to 2.10; T = 1814 K). From 
these data oxygen potentials can be derived. Investigations of the oxygen potentials were 
also provided by Chilton and Kirkham,73 Chilton and Edwards,74 Woodley75,76,77 and Woodley 
and Adamson.78  
 
  
 
 
Fig. 4-6. Partial ternary phase equilibria in the U-Pu-O system.56 
 
Calculations of the oxygen potentials were performed by Rand and Markin79 (y = 0.15, z = 
1.95 to 2.10; T = 2100 K) by Tetenbaum80 (y = 0.20, z = 1.92 to 1.96; T = 2150 - 2550 K) and 
Green et al.81 (y = 0 – 0.3; z = 1.9 – 2.00; T = 2500 – 6000 K). Recently, also Viswanathan 
and Krishnaiah82 calculated the vaporization of hypo-stoichiometric uranium plutonium di-
oxide as a function of the O/M (M=U+Pu) ratio and plutonium content (y = 0.10, 0.15, 0.20, 
0.25, 0.30, 0.35, 0.40 and 0.50, z = 1.88 to 2.00; T = 2000 K). It was concluded that the 
deviation from ideality in the UO2-PuO2 pseudo-binary system is negligible.  
With respect to the thermodynamic calculations of the U-Pu-O system, we have 
focused on performing a detailed assessment of existing thermodynamic data in the U-Pu-O. 
Thermodynamic datasets for the binary oxide systems U-O83, Pu-O84 and Pu-U85 are 
available from literature. Based on these binary systems a dataset for the ternary U-Pu-O 
system was developed by Yamanaka et al.86 This dataset can be used to calculate 
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thermodynamic functions (heat capacities, enthalpies etc) and phase equilibria for nuclear 
fuel candidate materials in the ternary U-Pu-O system. Besides the fluorite-type solid solution 
PuO2-x-UO2±x (MOX, Mixed Oxide Fuel) the following phases were taken into account: α-Pu, 
β-Pu, γ-Pu, δ-Pu, δ’-Pu, ε-Pu, γ-U, α-U, β-U, ζ, η, Pu2O3, PuO1.52, α-PuO1.61, U4O9, U3O8, 
UO3, liquid phase and gas phase. Based on the available Gibbs free energy data for all these 
phases, the reactions of nuclear materials in the U-Pu-O system under various 
physicochemical conditions can be calculated. 
However, recently, Labroche et al.87,88 published new critical assessments of 
experimental data for the U-O system and three research groups, Chevalier et al.89 and 
Guéneau et al.,90 and Lewis et al.,91 independently published new optimized thermodynamic 
descriptions for the U-O system. None of these three binary U-O datasets was used to 
update the thermodynamic description for the U-Pu-O system. Yamanaka et al.86 also did not 
take into account all of the published experimental data for the optimization of the 
thermodynamic functions and the coupled phase diagram.  
  We have prepared a report on the U-Pu-O ternary system. This report requires the 
collection of all the available literature for this system regarding thermodynamics, structure 
and other studies carried out (Table 4-1). Our critical assessment allowed us to present 
isothermal sections in the ternary phase diagram as presented in Fig. 4-7. The report 
includes data about the isothermal sections, quasi binary systems, invariant equilibria, and 
solidus surfaces. The final part is the assessment of thermodynamic data to develop a 
computer dataset for calculations. The assessment has been done under the international 
guidelines set by MSIT (Materials Science International Team and Landolt-Bornstein 
Handbook series) Ternary Evaluation Program.  
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Figure 4-7. Optimized O-Pu-U Isothermal Section at 1000oC, determined from our critical 
assessment of the literature. 
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Table 4-1: Investigations of the O-Pu-U Phase Relations, Structures and Thermodynamics 
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4.2.4. Assessment of the U-Pu-N System 
 
In relation to the assessment of the U-Pu-N system, progress has been made on the binary 
U-Pu sub system. Experimental data for this system is in the form of thermodynamic 
properties for individual phases. This data is used to model the system using CALPHAD 
taking into account the interaction between phases and the calculated properties can be 
compared to the experimentally available ones. The first step was to prepare a system report 
describing the important phase relations and existing thermodynamic data similar to the N-
Pu-U system (Table 4-2). This work is continued.  
 
Table 4-2: Investigations of the N-Pu-U Phase Relations, Structures and Thermodynamics 
 
 
 
Our critical assessment determined that the calculated phase diagram of U-Pu (Figure. 4-8) 
is the best fit to the reliable experimental data. 
 
 
Figure 4-8: The optimal U-Pu binary phase diagram [Kurata, M., “Thermodynamic 
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Assessment of the Pu-U, Pu-Zr and Pu-U-Zr systems”, CALPHAD, 23, 305-337 (1999) ] 
 
5. Point Defect Behavior 
 
5.1. Methodology Overview 
In this area, we have explored the effect of charge on the point defect formation 
energies in UO2. We have used the SP-GGA+U92 method as implemented in Vienna Ab-Initio 
Simulation Package (VASP) as it predicts the correct insulating ground state of UO2 and 
allows us to consider charged defects. It is usual to think of point defects in metal oxides as 
being charged rather than neutral. However, most calculations of the formation energies of 
point defects treat them as neutral. For example, for an n-type defect the Fermi level will be 
near the conduction band, while for a p-type defect it will be near the valence band. The most 
stable defect is that for which the defect energy is lowest for a specific Fermi level. The 
formation energy of a defect as a function of temperature, partial pressure, defect species α, 
and charge state q is given as93:  
 
           (5-1) 
  
Here Etotal (α, q) is the optimized energy of the supercell containing the defect α of charged 
state q; Etotal (perfect) is the optimized energy of the perfect supercell. Both these values are 
obtained directly from the DFT calculations. In Eq. (5-1), ni represents the number of atoms 
of species i added to (ni> 0) or subtracted from (ni < 0) the system; μi is the chemical 
potential of species i. The last term is as an electronic chemical potential that represents the 
change in energy associated with charged defects. In this term, EF is the Fermi level in the 
bulk with reference to the valence band maximum and EV is the energy of the bulk valence 
band maximum. The Fermi energy is treated as a variable in this approach and is dependent 
upon the charge associated with the cumulative effect of defects and dopants in the system. 
A physically meaningful range around the Fermi energy of pristine UO2 is considered.   
 The energies of all the individual point defects considered are shown in Figure. 5-1 as 
a function of the position of the Fermi energy. When considering only the vacancy defects, 
the +2 charged oxygen vacancy is predicted to be the most stable defect near the valence 
band. This, in turn, predicts that even in the presence of a uranium vacancy, which is a p-
type defect, the system will still donate electrons. However, as the Fermi level approaches 
the conduction band, the -4 charged uranium vacancy becomes increasingly favorable and 
remains the dominant defect over the range from 0.3 to 2.0 eV. When considering only 
differently charged uranium vacancies, the -4 charged vacancy is the most favorable. The 
formation energy of this charged vacancy is significantly lower than that of the neutral 
vacancy. We also examined the effect of charge on the oxygen interstitial (see Figure. 5-1). 
We did not consider the effect of charge on uranium interstitials because the formation 
energy of the Frenkel pair is so high. Finally, we observe that the -2 charged oxygen 
interstitial (Oi’’) dominates over the entire range of the Fermi energies considered, but 
increases in stability as the Fermi energy approaches the conduction band.  
ΔGf (α,q,T ,P)= Etotal(α,q)− Etotal(perfect)− Σniμ i(T ,P)+ q[EF +EV +ΔV ]
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Fig 5-1. Calculated defect formation energies for variously charged oxygen and uranium 
point defects. The empty symbols denote uranium while the filled symbols are oxygen. 
 
This analysis of the relative stabilities and behavior of individual point defects is 
informative. However, point defects do not occur in isolation but rather in combinations, such 
as Frenkel, anti-Frenkel and Schottky complexes. We therefore now compare the energies 
associated with complexes that consist of either a combination of neutral or charged defects. 
Because the complexes are charge neutral, the position of the Fermi level does not enter the 
calculations, even though the energy of the individual charged defects varies with the Fermi 
level. The formation energy of the anti-Frenkel complex is given in Figure. 5-2. It is clear that 
the charges on the individual defects that make up the complex influence its overall formation 
energy. Specifically, the combination of an oxygen anti-Frenkel pair of charged defects 
( ••OV + O
’’
i) has lower formation energy than the corresponding combination of neutral point 
defects ( XOV + Oi
x). The combination of charged components yields a formation energy that is 
considerably lower than the experimental value.  
 
Figure 5-2. Calculated formation energy of the anti-Frenkel defect as a function of the Fermi 
level; the formation energies of the neutral complexes are compared to charged individual 
defects. 
5.2. Fission Product Behavior 
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In this section, the stabilities in UO2 of selected fission products, Xe, Cs, and Sr, are 
investigated as a function of non-stoichiometry. In particular, the incorporation and solution 
energies of these fission products in UO2±x are calculated at the anion and cation vacancy 
sites, at the divacancy and at the bound Schottky defect sites. Fission products can form 
bubbles which lead to considerable swelling of the fuel and severely degrades mechanical 
properties, cause corrosion of cladding materials and lead to formation of secondary phases 
within the fuel. In these calculations, we have used the SP-GGA+U and the non-spin 
polarized GGA approach as implemented in VASP.  
In order to investigate the stabilities of fission products in UO2, it is important to 
understand some definitions. The first is the incorporation energy. It is the energy required to 
take a fission product from infinity and place it at an existing trap site. The incorporation 
energy of a fission product at defect species α is defined as94:  
 
i
totaltotal
.inc E)defect(E)(EE −−α=           (5-2) 
 
Here E total (α) is the total energy of the cell with the fission product at a particular defect site, 
Etotal (defect) is the total energy of the cell with a particular defect, Εi is the energy of a single 
isolated fission product. This energy does not account for the formation of the trap site and 
assumes that there is always an excess of available sites.  
The incorporation energy of Xe, Cs and Sr is reported in Table 1 using SP-GGA+U 
and GGA, and is compared to empirical potential data.94 There is overall general agreement 
between all three methods. First considering the inert fission gas (Xe), all the methods 
predict the bound Schottky defect to be the most stable incorporation site. The trend can be 
related to the relative size of the incorporation sites. The bound Schottky defect has the 
largest size compared to other defects even though it has high formation energy. However, 
the incorporation energy, by definition, does not account for the formation of a defect.  
When considering the incorporation of cesium, there is an apparent discrepancy 
between SP-GGA+U and GGA. The SP-GGA+U method predicts the uranium vacancy to be 
the most stable incorporation site while GGA predicts it to be the bound Schottky defect. The 
SP-GGA+U results are in agreement with empirical potential results. The apparent 
discrepancy can be understood by taking Coulombic effects into account. The Cs+ ion would 
prefer to stay on a uranium vacancy (U4+) since the Coulombic forces are stronger.  Since 
GGA does not predict an ionic or insulating ground state for UO2, it only partially captures 
these Coulombic effects. These effects are even stronger in the case of a strontium (Sr2+) ion 
and hence all the methods predict the uranium vacancy to be the most stable incorporation 
site.    
 
Table 5-1. Incorporation energies of xenon, cesium and strontium calculated using SP-
GGA+U and GGA and compared to previous empirical potential results. For each of the 
fission product, the lowest incorporation energy is shown in bold. 
 
  SP-GGA+U GGA Busker94 
Xe       
Interstitial 11.11 12.8 17.23
Oxygen vacancy 9.5 9.71 13.34
Uranium vacancy 2.5 6.04 4.99
Divacancy 2.45 3.29 2.84
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Schottky 1.38 2.12 1.16
Cs       
Interstitial 10 10.1 9.93
Oxygen vacancy 8.4 8.1 9.1
Uranium vacancy -3.4 0.75 -6.08
Divacancy -1.99 0.23 -5.63
Schottky -0.8 -0.38 -5.47
Sr       
Interstitial 4.68 4.3 -11.04
Oxygen vacancy 7.18 5.3 -8.87
Uranium vacancy -9.66 -5.4 -27.09
Divacancy -7.53 -4.97 -25.31
Schottky -4.55 -4.74 -23.36
 
Solid fission products such as cesium and strontium can react with oxygen in the fuel 
and form separate oxides. Any oxide (for example strontium oxide) before solution into the 
UO2 matrix will decompose into the fission product and oxygen by the following reaction: 
 )g(OSr)s(SrO +⎯→⎯  (5-3) 
Therefore, a second definition of energy is required, which is defined as:  
 ESrO
solution = ESrsolution + EOsolution − ESrOformation                      (5-4) 
The first term on the right hand side of the equation is the solution energy of the particular 
fission product at the most stable trap site based on stoichiometry; the second term is the 
solution energy of the oxygen from the fission product oxide into any vacant oxygen site in 
the UO2 matrix. This vacant site also depends on stoichiometry. In UO2-x, the oxygen will be 
soluble in an oxygen vacancy site, while in UO2+x, it will be present as an oxygen interstitial 
site, and in UO2, the most stable solution site will be a mixture of vacancy and interstitial 
sites. The third term is the formation energy of the oxide. If the fission product oxide solution 
energy is negative, it means that it is energetically favorable for the oxide to be soluble in the 
fuel. This in turn means that the fission product will not form a stable second phase. Solution 
energies of oxides of cesium and strontium calculated using SP-GGA+U and GGA and 
compared to previous empirical potential results. A positive energy implies insolubility in the 
fuel matrix phase. 
 
Table 5-2 Solution energies of oxides of cesium and strontium calculated using SP-GGA+U 
and GGA and compared to previous empirical potential results. A positive energy implies 
insolubility in the fuel matrix phase. 
 
  SP-GGA+U     Busker94     
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Oxide 
UO2-x 
(UO1.9) UO2 
UO2+x 
(UO2.1) UO2-x UO2 UO2+x 
SrO -0.85 -1.3 -3.09 2.43 0.48 -2.93
Cs2O 2.07 2.23 0.73 10.58 8.98 -1.25
 
The oxygen solution energies are reported in Table 5-2. A positive value corresponds 
to the oxide being insoluble in the fuel and forming a second stable phase. The first thing to 
observe is that oxides with higher oxygen-to-metal ratio are more soluble in the fuel. This can 
be understood on the basis of their ability to donate oxygen to the lattice. The solubility also 
increases as the hyperstoichiometry of the UO2 increases. Considering individual oxides, 
Cs2O is predicted to be stable at all stoichiometries, though in UO2+x, it is on the borderline of 
stability. With regard to UO2+x, it is also observed experimentally95 that the solubility of Cs 
increases as we go from hypostoichiometric to hyperstoichiometric fuels. Our calculations 
support this argument. This can again be related to the argument that the more oxygen an 
oxide donates to the fuel matrix, the more soluble it is.  
The maximum solubility of SrO in UO2 was experimentally95 found to be much higher 
in UO2 than in UO2-x, which mirrors our calculated trend. This can be explained on the fact 
that the solution of strontium becomes increasingly favorable as one approaches 
hyperstoichiometric conditions owing to the strong Coulombic interactions. The higher 
charged uranium vacancy (4+) is the most stable solution site in UO2 as compared to the 
divacancy (2+) site in UO2-x and hence has a strong preference for charged cations. These 
studies can be extended to include other fission products and microstructural features such 
as grain boundaries and can lead to a fundamental understanding of nuclear fuel 
phenomena.  
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