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attributed to the impact of skill-biased technological change (SBTC), founded upon the notion that employer's demand for more skilled workers has been brought about by the extensive spread of information technologies (IT) at the workplace. The idea is that IT increase productivity, but that only some employees possess the necessary skills to use them. Employees who use IT at the workplace then receive a wage payoff for their higher productivity owing to the use of IT.
The exercise of estimating the wage effect of IT use is one of the classical problems of selection bias. Employers choose employees to use IT or employees themselves choose to use IT, hence, the assignment of persons to treatment is non-random. It is not clear whether differences in measured wages among employees are due to IT use or due to other factors that result in employees earning different wages even if there were no causal effect of IT use.
In this study, I primarily use two methods: regression based matching and matching on the propensity score. Both approaches rest upon the assumption that, conditional on a set of covariates, the difference in wages for IT users and IT non-users is attributable on average to the use of IT. The data set backs this assumption because it is particularly rich in variables that have been identified as important determinants in the IT use-wage relationship.
I find a robust positive relationship between wages and computer usage in West Germany in 1998/99. Given the extensive and rapid changes that have occurred in the workplace in recent decades, IT users would be worse off had they not started to work with computers. In addition to the methodological issues, this study contributes more recent evidence on the computer wage differential to literature.
Introduction
The widening wage structure in most industrialized countries in the 1980s has often been attributed to the impact of skill-biased technological change (SBTC), founded upon the notion that employer's demand for more skilled workers has been brought about by the extensive spread of information technologies (IT) at the workplace.
1 The idea is that IT increase productivity, but that only some employees possess the necessary skills to use them. Employees who use IT at the workplace then receive a wage payoff for their higher productivity owing to the use of IT.
The empirical evidence with respect to the relationship between the use of IT and wages on the individual level strongly depends on methodological issues. Cross-sectional analyses typically find significant positive wage markups for IT users. However, these rewards are strongly reduced in studies using panel data methods. As a result, most studies favor the argument that the observed positive correlations are spurious, that is, attributable to unobserved heterogeneity.
The exercise of estimating the wage effect of IT use is one of the classical problems of selection bias, a special case of the more general problem of causal inference from non-experimental data.
2 Employers choose employees to use IT or employees themselves choose to use IT, hence, the assignment of persons to treatment is non-random. It is not clear whether differences in measured wages among employees are due to IT use or due to other factors that result in employees earning different wages even if there were no causal effect of IT use. In the absence of genuine experimental data, some assumptions must be made to account for the problem of selection bias. The choice of assumptions must be justified in an economically convincing way depending on the context and the availability of data.
In this study, I primarily use two methods: regression based matching and matching on the propensity score. Both approaches rest upon the assumption that, conditional on a set of covariates, the difference in wages for IT users and IT non-users is attributable on average to the use of IT.
3 The particular feature of the data set used in this study backs this assumption. It has several advantages over other individual-level data sets:
1. It includes a large number of control variables that have been identified as important determinants of IT usage and wages in previous analysis. In contrast to other individual-level data sets that are usually limited to information about employees, it includes information on employers. This information is important since employers may differ in a way that systematically influences both individual wages and IT 1 use. It is, for example, very likely that an IT user would be employed at another employer in the counterfactual situation. The data set allows me to take various company characteristics into account, such as company size, industry affiliation, innovation strategy and company performance.
2. It is a sample of West German employees that includes both IT non-users, the potential comparison group, and IT users, the treatment group. They answered identical questionnaires. Wages and all other characteristics are therefore measured in the same way for both groups.
3. As the data set includes information on the regional affiliation of employees and employer characteristics such as company size and company performance, IT users and IT non-users operating in a common economic environment can be compared.
The most interesting parameter is the average treatment effect for the treated (AT T ), that is, the expected benefit of IT usage on the users themselves, as opposed to the average treatment effect (AT E), the expected benefit of IT use on a person drawn randomly from the work force. It is often argued in literature that the latter is not a very useful concept in the case of IT use because computers are productive only in certain occupations (for example, for financial market analysts but not for ballet dancers). I additionally argue that it is important to allow for the possibility that treatment effects differ between individuals. How much IT increases the productivity of employees crucially depends on the tasks they have to perform, their qualification and the characteristics of the company. The results of Entorf and Kramarz (1998) , for example, suggest that the increase in productivity is related to the experience employees have with new technologies.
In spite of the above arguments, I will also estimate the AT E. It provides a benchmark for assessing how important the arguments actually are. In addition, it allows me to compare my results with those found in other studies.
As in most cross-section studies, I find a robust positive relationship between wages and computer usage in West Germany in 1998/99. In addition to the methodological issues, this study contributes more recent evidence on the computer wage differential to literature. I do not interpret the result as causal in the sense that it suffices to give a computer to randomly drawn people of the working population for their wages to rise. Instead, I argue that given the extensive and rapid changes that have occurred in the workplace in recent decades, IT users would be worse off had they not started to work with computers.
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This interpretation is in the spirit of Entorf, Gollac and Kramarz (1999) , who found that computer users in France are less vulnerable to job losses.
This paper is organized in 6 sections. In the next section, I introduce the estimation problem at hand in a slightly more formal way following the program evaluation literature. I also discuss previous empirical results and present the empirical strategy of this study. After a general introduction, I discuss the regression based matching approach and matching on the propensity score. Regression based matching aims at purging the regression specification from potential correlation between unobservables and IT use. The purpose of matching, on the other hand, is to re-establish the condition of an experiment when no such data are available. The differences in assumptions and interpretation of both methods are also discussed. In Section 3, I present the data set and the variables of interest. Section 4 presents and discusses the estimation results. Section 5 concludes. This study focuses on the problem of estimating the wage impact of IT usage. To state this more formally, I designate wages Y . Wages are assumed to be determined by a set of exogenous variables X, and by a dummy variable D, such that D i = 1 indicates that employee i uses IT on the job, and D i = 0 that employee i does not. Assuming, for the ease of illustration, that the decision to use IT was made in period s, so that, in each period t,
where α i measures the heterogeneous impact of IT usage on wages. If α i is constant across individuals, the impact is homogeneous. The set of parameters β defines the relationship between the observable variables X and the outcome Y , and U it is an error term of mean zero and is assumed to be uncorrelated with X.
Most of the discussions on the wage effects of IT use evolve because the group of IT users is most probably not random. This situation arises because the decision of individual i or, more likely, the decision of an employer e to choose individual i to use IT is based on personal characteristics P , workplace characteristics W and employer characteristics E that may also affect wages Y . If this is the case, and the set of observable variables X is only a subset of characteristics P , W or E, then the error term U and the IT use variable D are very likely to be correlated. Hence, as a consequence of such a nonrandom assignment, IT use (D i = 1) would be correlated with the error term U it in the wage equation, which results in the standard econometric approach that regresses Y on X and D, producing biased results.
The decision rule may be described in a very stylized form as a latent single index function IN e (i), which specifies the gain in profitability of employer e if employee i (working at e) uses IT. IN e (i) thus represents the difference between the productivity increases of employer e owing to the implementation of IT and the higher wages employer e has to pay to employee i for the IT usage. IN e (i) is a function of observable variables X and unobservable variables V : IN e (i) = Xγ + V . The entire set of characteristics I, which are relevant to the decision about IT usage and wages, are then the combination of variables X and V , I = (X, V ). Employer e decides that employee i uses IT on the job if IN e (i) > 0, in which case (D i = 1) is observed. A simple behavioral model is one in which employers select employees into IT usage based on a comparison of the present value of expected profits with and without employee i using IT: IN e (i) = P V e (1) − P V e (0), where P V (1) is the present value of expected profits if employee i uses IT on the job and P V (0) without IT usage.
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Previous empirical studies have addressed the issue of non-random assignment of computers in one form or another. All of these studies consider observed differences between computer users and non-users, though there is a large difference with respect to the number of available observables. The methods used to account for unobserved heterogeneity range from including proxies for individual ability into the regression specification to applying panel data methods. Krueger (1993) , who was the first to address the question of whether workers who use computers at work are paid more as a result of their computer skills, uses four empirical strategies to take into account unobserved heterogeneity in cross-section data. First, he considers computer use at home because computer use at home may reveal unobserved characteristics on the basis of which employers may select workers to use computers at work. Including computer usage at home in the regression specification then captures at least some of the unobserved heterogeneity that is associated with computer usage at work. Second, he restricts the sample to narrowly defined occupational groups, for example, secretaries. Third, he includes test score results and parental education in the specification. These variables are commonly used as proxies for individual ability. Fourth, he analyzes the relationship between changes in the proportion of computer users and changes in hourly earnings on the occupational level. The successive inclusion of additional controls attenuates the raw logarithmic wage differential for computer use of more than 30 percent to around 10 percent in the 1980s. However, none of the specifications alters the main result of a significant positive relationship between computer use and wages.
In subsequent years, various studies have presented empirical evidence suggesting that Krueger's results are driven by unobserved heterogeneity. DiNardo and Pischke (1997) make their point by showing that there is also a wage premium for workers using a pencil, calculator or telephone at work or who work while sitting. Entorf and Kramarz (1997) and Entorf, Gollac and Kramarz (1999) use French data and estimate fixed-effects models. They do not find a wage premium for computer usage once they control for time-invariant unobserved individual and company heterogeneity, while the corresponding cross-section results lead to a computer-wage differential of around 16 percent -a common figure in cross-section analyses of the early 1990s. The results indicate that it is the increased productivity owing to the experience employees gain with new technologies that leads to the wage premium rather than the effect of merely using new technologies. Bell (1996) , on the other hand, finds that 60 percent of the cross-sectional computer wage premium still remains in first-difference regressions using UK data.
The panel methods hinge crucially on the assumption of time-invariant unobserved heterogeneity. In the presence of changing returns on unobserved skills, differencing the data will not remove the wage effect of unobservables that might be correlated with computer use. As DiNardo and Pischke (1997) already emphasized, this factor may be a plausible explanation for the differing results of the two studies because the wage structure has widened in the UK since the early 1980s but not in France. In addition, Dolton and Makepeace (2004) 
Estimation Methods
The empirical strategy in this study is to use methods most often applied in the active labor market program evaluation literature. In the tradition of this literature, I interpret IT usage as a treatment D i , that is, estimating the coefficient of IT usage translates into a problem of estimating an average treatment effect (AT E). 6 The AT E is usually estimated using a counterfactual framework (Rubin, 1974) , where each individual i has an outcome with (D i = 1) and without (D i = 0) treatment (conventionally denoted as Y 1i and Y 0i respectively). Since both states are never observed for one person simultaneously, different methods have been developed in literature to overcome this "omitted variable" problem depending on the specific circumstances of the question of interest.
The observed outcome may be expressed as:
This body of literature distinguishes between the average treatment effect (AT E), E(Y 1i − Y 0i ), that is, the expected effect of treatment on a person drawn randomly from the population, and the average treatment effect on the treated
, that is, the expected effect of treatment of those who actually have been treated. Since E(Y 1i |D i = 1) is directly identifiable from the sample, the problem of estimating the AT T is equivalent to the problem of estimating the counterfactual average, E(Y 0i |D i = 1). Thus, in order to be able to estimate the average non-treatment outcome for treated employees based on the outcomes for non-treated, identifying assumptions are needed. Estimating the AT E, on the other hand, involves estimating both counterfactual averages,
6 AT E is an average partial effect in the case of a binary variable.
5 E(Y 0i |D i = 1) for the non-treated workers in the sample and E(Y 1i |D i = 0) for the treated workers in the sample. In the case of IT usage, the effect on the subpopulation of treated employees (AT T ) is probably of more interest than the effect on the overall population (AT E). As already discussed earlier in this paper, one of the reasons is that computers are of value only in certain jobs, for example, for computer scientists but not for artistic painters. The overall focus of the analysis will therefore be on the AT T . However, for ease of comparison with previous analyses and for the purpose of having a benchmark, I will also estimate the AT E.
The observed difference in outcomes between those treated and those untreated equals E(Y 1i − Y 0i |D i = 1) plus a bias term:
If IT use were randomly assigned to employees, that is, if the treatment and control group had the same distribution of both observed and unobserved characteristics, this would be an easy task: the AT E and AT T would be the difference in sample average of those using IT and those not using IT at the workplace.
7 However, this scenario is very unlikely, in particular as recent empirical studies document that IT users differ systematically from IT non-users, for example, with respect to their education. Table 9 shows the nonrandomness of IT usage based on the data set at hand. The major differences are in the distribution of formal education between IT users and IT non-users. In contrast to IT being randomly assigned, employers select employees with specific favorable traits for treatment. The decision about who uses IT on the job is related to the question of how much an employer's profitability increases from IT use and, hence, to the outcomes Y 1i and Y 0i .
Since data from a social experiment or instrumental variables that allow purging of the regression from the presence of a possible omitted variable bias are not available for this research project, my strategy is based on the assumption of "strict ignorability" of treatment conditional on a set of controls (Rosenbaum and Rubin, 1983) 
referred to as the conditional mean independence assumption (CIA) in literature. That is, conditional on X, the non-treatment outcome for the treated and non-treated are comparable in expectation. For the estimators used in this study it suffices that this weaker assumption holds.
The intuition behind this assumption is that systematic differences in wages between IT users and IT non-users with the same values for the covariates X are attributable to the use of IT. Since the moments of the distribution of Y 1i for the treated can be estimated directly, it suffices for the assumption E(Y 0i ) ⊥ ⊥ D i |X to hold in order to be able to estimate the AT T .
The present data set is particularly suited for this strategy because it contains a large number of observables that have been identified as important determinants of the IT usewage relationship in earlier studies. In spite of this merit, one must keep in mind that the CIA is a strong assumption and that, stricly speaking, the estimation strategy accounts solely for selection on observables. Differences between IT users and IT non-users in the distribution of unobserved attributes such as ability are not considered. Heckman, Ichimura, Smith and Todd (1998b) decompose the bias term of equation 3 into three components:
The first two components, B 1 and B 2 , arise due to differences in the distribution of observed characteristics X whereas the last component, B 3 , refers to the "classical" selection bias resulting from selection on unobservable attributes. B 1 corresponds to the bias due to differences in the support of regressors between IT users and IT non-users. B 2 corresponds to the bias owing to differences in the shape of distributions of regressors in the two groups in the region of common support.
I use two methods to overcome the bias due to B 2 , regression based matching and matching on the propensity score. The two approaches differ in how they deal with the bias due to B 1 , which I will discuss in Section 2.3. None of them is able to resolve problems due to the presence of B 3 . However, Heckman, Ichimura and Todd (1997) and Heckman, Ichimura, Smith and Todd (1998b) find that the selection bias part, B 3 , is the smallest of the three components of bias in their application. How important the different bias components are depends, of course, on the application. However, the richness of the data set in the present study largely reduces the scope for a potential bias owing to unobservables.
Both approaches have already been widely discussed in literature (see, for example, Heckman and Robb, 1985 , Heckman, Ichimura and Todd, 1997 and 1998a , or Wooldridge, 2002 ). I will review the basic concepts in order to demonstrate their usefulness for the estimation problem at hand.
Regression Based Matching
The aim of regression based matching (RBM) is to purge the outcome equation from potential correlation between the error term U it and D i (see equation 1). The basic logic of the RBM is analogous to the proxy solution to the omitted variable problem.
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To illustrate this approach it is useful to decompose the counterfactual outcomes for IT user Y 1i and IT non-user Y 0i into their means and a stochastic part:
where µ j = E(Y ji ), j = 0, 1. As in the previous part of the paper, i refers to individuals and j to the treatment status. For the case of linear regressions µ j = Xβ j . Inserting these into equation (2) of observed outcomes gives:
Under the CIA assumption and assuming that E(U 1i |X) = E(U 0i |X) it follows that standard regression methods can be used to estimate ATE. This is because equation (8) may be rewritten as:
where
is an example of a control function and its purpose is to provide an approximation for E(U 0i |X). When inserted into equation (9) and therefore implicitly subtracted from U 0i , it purges the equation from the covariance between D i and U 0i . The idea is that the purged disturbance term
all variables on the right-hand side of the equation. If the assumptions hold, the control function accounts for a possible self-selection bias.
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The previous specification rests upon the assumption that there are on average no personspecific gains conditional on X, E(U 1i − U 0i |X) = 0. Relaxing this assumption implies that AT E and AT T are no longer identical. However, a regression specification can still be used:
where α = AT E, g 0 (X) ≡ E(U 0i |X) and g 1 (X) ≡ E(U 1i |X). g 0 (X) and g 1 (x) are both operationalized by replacing them with a parametric function of X. The intuition is analogous to the approach in equation (11).
Assuming that these functions are both linear in X, equation (12) can be written as
where β 0 and δ are unknown parameters (the intermediate steps are shown in the appendix to this chapter). As can be seen, the control function then involves both the level effect of X and the interactions of X (which have been previously demeaned by E(X), approximated with the sample averages) with the treatment indicator. Based on theÂT E, the AT T is estimated using
I take account of the fact that the demeaned variables are generated regressors by applying a bootstrap method to construct the standard errors of the estimated coefficients. All bootstrap results are based on 100 resamples.
Propensity Score Matching
The CIA assumption, introduced in Section 2.2, is the basis of the matching technique. The traditional matching approach estimates the expected non-treatment outcome for an IT user i with observable characteristics X by the fitted value of a nonparametric regression in the sample of IT non-users with identical X. This can be represented by the following formula:
where N 1 is the number of IT users and N 0 is the number of IT non-users. w N 0 is a weight function that weights the observations of an IT non-user according to its similarity with respect to X to IT user i. The literature discusses different matching estimators, which differ with respect to the weight function. I will discuss the estimators used in this study at the end of this section. Beforehand, I shortly refer to the so-called "curse-ofdimensionality" problem that arises when the vector of observable characteristics X is high-dimensional (as it is the case in this study). As the dimension of the data increases and, hence, the information content increases, the complexity of the estimation problem increases exponentially. The "curse-of-dimensionality" arises because in high-dimensional settings, the data requirements needed to find counterfactuals that are similar along every dimension of X increase exponentially in the dimension of X. Rosenbaum and Rubin (1983) introduced the propensity score as a means to overcome the dimensionality problem that arises when the set of conditioning variables X is large. They showed that when outcomes Y 0 are independent of the treatment conditional on variables X (CIA assumption), then outcomes Y 0 are also independent of the treatment conditional on the propensity score p(X), defined as P (D i = 1|X), with 0 < P (D i = 1|X) < 1. As can be seen from this formula, the propensity score is the probability of treatment given the covariates X. In conditional independence notation, this is (
This property allows it to use the one-dimensional propensity score P (D i = 1|X) instead of the high-dimensional vector X in the matching approach. P (D i = 1|X) instead of X now determines the similarity of treated and non-treated employees. Wahba (1999, 2002) , among others, have drawn attention to this class of estimators because their analyses suggest that propensity score matching is a powerful tool to resolve the selection bias problem inherent in non-experimental data.
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To implement this estimator, one first needs an estimate for the propensity score. I choose a flexible probit model that includes various covariates (described below), their quadratics and interactions. However, logit models as proposed by Rosenbaum and Rubin (1983) or non-parametric models may also be used (Powell, 1994, Heckman, Ichimura and Todd, 1997) . I take account of the sampling variability in the estimated propensity scores by applying a bootstrap method to estimate the standard errors of the estimated treatment effects. The bootstrap results are based on 100 resamples.
Matching estimators differ with respect to the weights they attach to members of the nontreated group. The traditional pairwise matching method, nearest neighbor matching, weights the nearest non-treated employee with 1 and all others with 0, that is, only the closest member of the comparison group is used as the comparison level for the treated employee i. In order to guarantee that the "closest" neighbor is not too far away in terms of the propensity score, one usually sets a caliper. In the nearest neighbor matching estimations in this study the caliper is set to 0.001.
Extensions to this method are, for example, kernel or local linear matching estimators Todd, 1997 and Heckman, Ichimura, Smith and Todd, 1998) , which have the advantage of reducing the asymptotic mean squared error. In this study, I present results using an Epanechnikov kernel.
Discussion of Methods
In this paper, I present two different approaches for estimating the AT E and AT T . They both rely on the CIA, but each of them uses different additional assumptions to overcome the omitted variable problem associated with the counterfactual framework. This has implications for the economic interpretation of estimated coefficients. Both methods are, however, similar with respect to the fact that they impute the missing potential outcomes. The data set is particularly suited for these approaches because it includes a large number of potential controls.
None of the approaches considers an instrument variable Z as a source of exogenous variation to approximate random assignment to IT use. This is the case because I did not find convincing candidates that are correlated with IT use but do not simultaneously determine wages. Therefore, selection models, which are otherwise powerful tools, cannot be applied in this study (see Heckman, 1979 , and Heckman and Robb, 1985 , 1986 .
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However, having an instrument at hand would have been helpful only in the case of homogeneous treatment effects (see, for example, Heckman and Robb, 1985 , Blundell and Costa Dias, 2000 , or Blundell, Dearden and Sianesi, 2003 .
14 Assuming a homogeneous impact of treatment is always restrictive, but seems to be particularly cumbersome for the question of interest in this study, as previous research suggests that the effects of IT use do vary across individuals (see, for example, Entorf and Kramarz, 1997 , 1998 , Dolton and Makepeace, 2004 . The fact that the productivity of IT depends on the occupational circumstances favors the argument that the effects of IT usage are heterogenous across individuals. Employers select those employees into IT usage from which they expect the largest increases in profitability. These expectations rely on workplace characteristics, individual characteristics and company characteristics. Employees share in the gains of IT usage in terms of higher wages.
In the case of heterogeneous treatment effects, the composite error term is given by U i +D i (α i −ᾱ). To see this consider the outcome equation 1 (for t > s): Y i = β +D i α i +U i (abstracting from other regressors), where α i is the treatment impact of individual i. Defineᾱ as the population mean impact (E(α i ) =ᾱ = AT E), i as worker i's deviation from the population impact, and then α i =ᾱ + i . The outcome equation may then be written as:
is the composite error term. Even if the instrument Z is uncorrelated with U i , it is, by assumption, not uncorrelated with
Regression assumes a functional form that is linear in parameters. It imputes the missing potential outcome using the estimated regression function. For example, if D i = 1, then Y 1i is observed and Y 0i is missing. The regression approach imputes Y 0i with a consistent estimatorμ 0 (X) for the conditional expectation. Simple OLS hinges crucially on the assumption E(U 1i − U 0i |X) = 0 (see equation 9). The resulting estimate will not in general recover the AT T . The additional regression specification used in this study, which includes interactions between the observable variables X and the treatment dummy recovers the AT T . In addition, the interaction terms provide evidence of the presence and extent of heterogeneous effects, firstly, through the statistical significance of the estimated coefficients and, secondly, through the quantitative magnitude of effects for various subgroups that might be of particular interest.
Matching, on the other hand, does not assume that the functional form is linear in parameters. It is a non-parametric approach in which a comparison group among the non-treated is chosen, such that the selected group is as similar as possible to the treated group in terms of their observable characteristics. It is a very attractive approach in this study because the main interest lies on the average treatment effect for the treated (ATT) 15 and the data set has properties that have been identified as being favorable in the context of the evaluation of active labor market programs (Heckman, Ichimura and Todd, 1997) . Matching estimators impute the potential outcome using only the outcome of the nearest neighbor of the opposite treatment group. However, various studies point to the importance of the choice of the matching variables (for example, Blundell, Dearden and Sianesi, 2003) .
Both matching and OLS produce weighted averages of the treatment effects E(Y 1i − Y 0i |X). Matching recovers the AT T by weighting the heterogeneous effects according to 15 It is also possible to recover the AT E with the matching approach. This requires the estimation of the average treatment effect for the non-treated in addition to the average treatment effect on the treated. The AT E can then be calculated as a weighted average of the effect on the treated and the effect on the non-treated. the proportion of treated at each value of X (that is, proportionally to the propensity score at X). OLS, in contrast, weights the heterogeneous effects proportionally to the variance of treatment status at X (Angrist, 1998).
One issue is whether the support of the observable variables overlaps for the treated and the non-treated group (bias B 1 in equation 5). This problem is particularly evident for matching. If there are regions where the support does not overlap, it is not possible to find a sufficiently comparable observation in the other group. Then matching is often performed only over the common support region. 16 The estimated effect must then be redefined as the mean treatment effect for those treated falling within the common support region, which, in the heterogeneous treatment case, might be quite different from the average treatment effect on the treated. This problem is less severe in the regression approach, because the parametric model can in general be used to predict the expected outcome even in regions outside the common support. However, the reliability of the estimated coefficients then hinges crucially on the ability of the model to predict outside its common support. Regression is not a transparent tool in this respect. Researchers are often not aware of the fact that the observables do not overlap much. The advantage of matching is that it quickly reveals the extent to which treated and non-treated groups overlap in terms of pre-treatment variables.
Neither approach overcomes the potential bias due to unobservables (B 3 in equation 5). If IT use and wages are still positively correlated with some unobserved individual traits, such as ability, both AT T and AT E are upward biased. This situation is equivalent to arguing that the CIA does not hold in the present estimation problem. Given the large set of controls that are taken into account in the analysis, it is hard to imagine exactly what the remaining unobservables might be. For example, the specifications control for individual education, which takes into account that high ability persons choose higher levels of education. I therefore argue that the informational richness of the data set justifies the CIA.
Data and Empirical Framework
The analysis is based on the "Qualification and Career Survey", which is a survey of employees carried out by the German Federal Institute for Vocational Training (Bundesinstitut für Berufsbildung, BIBB) and the Research Institute of the Federal Employment Service (Institut für Arbeitsmarkt-und Berufsforschung, IAB). I use the most recent cross-section, launched in 1998/99, in this study. It covers more than 30,000 individuals (men and women).
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In addition to the main variable of interest, IT use, three types of variables are considered in the analyses: individual characteristics, company characteristics and workplace characteristics. I include variables reflecting individual characteristics in order to account for the fact that employees may systematically differ with respect to characteristics that may affect both computer use and wages. As more highly educated workers are more likely to use computers at work and earn higher wages, I control for the level of formal education of employees, work experience and tenure with the current employer. As wages of civil servants are determined in a process that differs from the process for wages of employees in private companies, a dummy variable for civil servants is also included in the regressions.
One drawback of most estimates on individual-level data is that they generally do not provide information on the employers. Employer information may however be important if it determines systematic effects on wages and IT use. The data set used in this study allows me to take various company characteristics into account such as company size, industry affiliation, innovation strategy and company performance. This ability is a substantial improvement over other studies in this area. Based on previous empirical research, I expect, for example, that larger companies and innovative companies pay higher wages and that they are more likely to use IT intensively.
Another feature that distinguishes this data set from others is that it includes information on the task composition of occupations.
18 These tasks describe the occupational context in which IT is introduced. In addition, this information on occupational skill requirements allows me to further reduce unobserved heterogeneity.
The variables used in the estimates are constructed as follows (Summary statistics can be found in Table 1 ):
Hourly Wages: The survey contains information on monthly earnings, according to 18 categories. A midpoint is assigned for each category. These midpoints are then divided by the number of hours an individual usually spends at work.
19 Compared to other data sets that are usually used in comparable analyses such as the CPS for the U.S. or the IAB-S for Germany, this data set has the advantage that earnings of highly paid workers are not censored from above. In all estimates, the logarithm of wages is used as dependent variable. On average, employees in West Germany earned about 27 German Marks in 1998/99 (Table 1) .
IT equipment: The data set includes detailed information on the tools and machines used by the employees in the workplace. The "IT use" variable is a dummy that takes the value 1 if the employee uses a computer, terminal or electronic data processing device on the job. As shown in Table 1 , 57 percent of employees have used one or more of the above devices on the job in West Germany in 1998/99.
Individual characteristics: I distinguish three levels of formal education attained by employees. Employees with a low level of education are those with no vocational training. Employees with medium levels of education have a vocational qualification either from an apprenticeship or they have graduated from a vocational college. Employees holding a degree from a university or a technical college are classified as having a high level of education. As shown in Table 1 , the majority of the survey participants, 70 percent, has a medium qualification level, whereas 17 percent are highly qualified and only 12 percent have a low education level. The survey participants also indicate their first year of work. Based on these answers, I calculate the years of (potential) work experience (1999 -first year of work). In addition, employees indicate the year when they started to work for the current employer. This information is used to calculate tenure (1999 -first year with current employer).
The data set includes information about previous unemployment spells (dummy variable: "Have you ever been unemployed before?"), marital status, gender and whether survey participants were born in East Germany. It also contains information about whether an employee is working as a civil servant. In addition, I constructed a dummy variable indicating whether employees live in a city (place of residence is larger than 100,000 inhabitants).
Workplace Characteristics: The analyses by Autor, Levy and Murnane (2003) and Spitz (2004) document how IT has changed the content of work towards analytical and interactive activities and away from manual and cognitive routine activities. The data set at hand is a cross-section, thus changes in the task composition of occupations cannot be taken into account. However, the data set allows me to consider task levels, capturing the content of jobs, and therefore, it gives a description of the context in which IT is used. Survey participants are asked what kind of activities they perform at the workplace. Based on these activities five categories are constructed, which classify the occupational skill requirements: analytic tasks, interactive tasks, repetitive cognitive tasks, repetitive manual tasks and non-repetitive manual tasks. Table 2 shows the list of activities that employees were asked for in the questionnaire and how the activities are classified in the five task categories. On the individual-level i, the task measures (T ask ik ) are defined as:
T ask ik = number of activities in category k performed by i in 1998/99 total number of activities in category k in 1998/99 * 100 (16) where
1 : non-routine analytic tasks 2 : non-routine interactive tasks 3 : routine cognitive tasks 4 : routine manual tasks 5 : non-routine manual tasks.
For example, if the analytical task category includes 4 activities and employee i performs 2 of them, the analytical task measure for employee i is 50.
The data set also contains information about the current occupation of the employees. Occupations are grouped according to the (2-digit) classification of occupational titles by the Federal Employment Bureau in 1999, leading to 78 occupational groups.
Company characteristics: Company size has been identified as an important component of wage determination in previous studies, finding that larger companies pay higher wages to employees with similar characteristics (see, for example, Brown and Medoff, 1989, Schmidt and Zimmermann, 1991) . In addition, IT usage increases in company size (see Table 3 ). Company size measured as the number of employees is captured by 7 size classes. Companies with one to four employees are classified to belong to the first size bracket and companies with more than 1,000 employees to the last one. Based on these size classes, 7 dummy variables are formed. Most of the survey participants, 28 percent, belong to companies with a size class from 10 up to 49 employees, followed by the size class from 100 up to 499 employees. Companies with more than 1000 employees are represented by 12 percent of the survey participants. About 20 percent of the interviewed employees belong to small companies with less than ten employees.
The data set also includes information about the performance of companies. The survey participants were asked whether the company was doing very good, good, rather bad or bad. For each of these categories, I constructed a dummy variable. Table 1 shows that 18 percent of employees report to work in companies that are doing very well and 65 percent work in companies that are doing well. 17 percent of employees work in companies that are either doing rather bad or bad.
Companies are classified according to 48 detailed industry codes. Based on these codes I group companies into three sectors: manufacturing, trade, and services. 20 The inclusion of these variables accounts for inter-industry wage differentials that are not already captured by the observed individual and company characteristics (see, for example, Krueger and Summers, 1987 , Dickens and Katz, 1987 , Gibbons and Katz, 1992 and Abowd, Kramarz and Margolis, 1999 . Columns (1)- (5) show the results of specifications that are successively extended with additional controls. Including individual characteristics such as the level of formal education, work experience, tenure, gender, marital status or residence in a city reduces the coefficient of IT use by more than 30 percent (column 1). The coefficients of the controls have the expected sign, therefore I will not discuss them in detail. In column (2), workplace characteristics are included in the specification. The higher the measure is for non-routine cognitive activities, both analytical and interactive, the higher the wages are. By contrast, wages decrease in the measure for non-routine manual activities. Including the workplace characteristics additionally reduces the IT coefficient by 30 percent (compared to the coefficient in column 1). In column (3), company characteristics such as company size and information about the innovation strategy of the company are included in order to control, for example, for company size effects in remuneration. Industry dummies are also included to account for cross-sectoral differences in pay. In addition, dummies indicating company performance are included. Most interestingly, the inclusion of the company characteristics hardly affect the IT coefficient. By contrast, the returns to education decreased and the dummy for employees born in East Germany as well as the dummy for employees living in the city now are insignificant. Column (4) includes 10 dummies for West German states that control for cross-state differences in wage levels owing to, for example, differing economic conditions. However, these variables neither affect the IT coefficient nor the coefficients of the other controls. The specification in column (5) includes 77 two-digit occupation dummies. The occupation dummies have a large impact on the estimated IT wage differential. From column (1) to column (5), the IT coefficient drops by more than 70 percent, indicating that the largest part of the raw logarithm wage differential for IT users has been due to observable differences that would have resulted in employees earning different wages even in the absence of IT. The results indicate that observable workplace characteristics such as workplace tasks and occupational affiliation account for the largest proportion of the bias in the raw logarithm wage differential. However, conditional on all the controls, the results still suggest that employees who use IT on the job earn around 8 percent higher wages.
Ideal control variables are only those that are attributes of the assignment to IT use and the earnings process but are unaffected by the treatment itself (for example, time-invariant individual characteristics such as gender and place of birth). Some of the controls used in this study, such as work experience or the incidence of previous periods of unemployment, might be affected by the treatment. IT users are, for example, less likely to become unemployed. Therefore, the treatment effect estimated here does not capture the indirect effects of IT use on wages (for example, through productivity).
Up to now, the coefficient of IT use has been constrained to be homogeneous on average conditional on the observable variables. I now extend the specification by adding a control function that includes interactions between all covariates X (previously demeaned using sample averages) and the IT use dummy D i . Although the above specifications already include a large number of controls, the remaining 8 percent wage markup for IT users may still be due to characteristics that are not observable in the data set at hand if these unobservables are positively correlated with both IT use and wages. The aim of control functions is to purge the specification from the remaining covariance between unobservables and IT use (see Section 2.2.1). The results in column (6) show that including the control function in the specification reduces the estimated coefficient of IT use to 6 percent (= AT E).
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The interaction terms are jointly significant (F (112,8666) = 8.34, p = 0.0000) and therefore provide evidence of the presence of heterogeneous effects. Table 5 shows the results for selected interaction terms. The empirical evidence suggests, for example, that IT users with a university degree benefit particularly in terms of wages. Differences in gender, work experience or workplace tasks, by contrast, do not have a significant effect on the gains from computer use.
The estimated AT T is 0.083, which is significantly different to the AT E. On average, treatment effect heterogeneity seems to be important. The result that the AT T is higher than the AT E suggests that there has been selection into treatment based on expected returns. If IT non-user had started to use IT instead of those who actually did, they would have enjoyed a substantial lower benefit than the group of actual IT users. -0.000 * * * -0.000 * * * -0.000 * * * -0.000 * * * -0.000 * * * -0.000 (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) tenure 0.009 * * * 0.008 * * * 0.006 * * * 0.006 * * * 0.005 * * * 0.005 * * * (0.000) (0.000) (0.000) (0.000) (0.000) (0.001) woman -0.092 * * * -0.083 * * * -0.098 * * * -0.098 * * * -0.088 * * * -0.110 * * * (0.009) (0.010) (0.013) (0.014) (0.014) (0.037) married 0.105 * * * 0.097 * * * 0.088 * * * 0.088 * * * 0.083 * * * 0.082 * * * (0.008) (0.008) (0.010) (0.010) (0.010) (0.020) woman*married -0.120 * * * -0.107 * * * -0.104 * * * -0.103 * * * -0.105 * * * -0.120 * * * (0.011) (0.012) (0.012) (0.016) (0.015) (0.032) ever unemployed -0.022 * * * -0.024 * * * -0.037 * * * -0.037 * * * -0.036 * * * -0.008 (0.006) (0.007) (0.008) (0.008) (0.008) (0.020) born in East Germany -0.045 * * * -0.031 * * -0. Employees with low levels of education working in large companies in the services sector are the base category. Heteroscedasticity-consistent standard errors are in parentheses in column (1)- (5). Column (6): IT * [x − E(x)] means that the specification includes interaction terms between IT use and all the level variables X, where all the X had previously been demeaned by the sample averages. Bootstrapped standard errors using 100 resamples. ***, **, *-indicate significance at the 1, 5, 10 percent level. One of the most powerful criticisms of the "returns on computer use" literature comes from DiNardo and Pischke (1997) who show that there is also a considerable wage effect of the use of pencils (and other "white-collar" tools) in their cross-section estimates. They convincingly argue that if we don't believe that pencils changed the wage structure, why should we believe that computers did. Hence, they attribute the estimated wage differentials for IT use to unobserved skills.
One part of their analysis deserves special attention. Table 6 reports parts of their Ta These results suggest that the changes in computer technology over time has also altered its role in the workplace. Computer technology has decreased the costs of accessing and processing information in the 1980s and early 1990s, whereas in the late 1990s it additionally reduced the costs of communication. The convergence of information technology and communication technology, once two distinct technological areas, has been the central feature of technological change in the 1990s.
I take up the DiNardo and Pischke (1997) idea and estimate regressions that include dummies indicating the use of various workplace tools instead of the computer dummy. The results are shown exemplarily for pencils in Table 7 . Unreported results show that the first-order relationship between pencil use and wages is 5.7 percent (significant at the 1-percent level). Similar to the specifications in Table 4 , I successively augment the specifications with additional controls. In contrast to the IT effect, the estimated pencil effect disappears as soon as controls for individual and workplace characteristics are included in the specification (column 2). The variables that have had only attenuating effects on the coefficient of IT use, now result in the pencil effect to disappear. Column (2) shows the results of the regression specification including the minimum number of controls that are necessary to eliminate the wage effect of pencil use. It is interesting to notice that the coefficient in the comparable IT equation (Table 4 , column 2) still is about 12 percent. This result also suggests that changes in computer technology over time altered its function in the workplace. Employees with low levels of education working in large companies in the services sector are the base category. Heteroscedasticity-consistent standard errors are in parentheses. ***, **, *-indicate significance at the 1, 5, 10 percent level. (1) shows the ATT of IT use using nearest neighbor matching (random draw version, bootstrapped standard errors using 100 replications). (2) shows the ATT using kernel matching (Epanechnikov kernel, bootstrapped standard errors using 100 replications). (3) shows the ATT of IT use using nearest neighbor matching (random draw version, bootstrapped standard errors using 100 replications) with the additional restriction that treated and controls have the same level of education. (4) shows the ATT using kernel matching (Epanechnikov kernel, bootstrapped standard errors using 100 replications) with the additional restriction that treated and controls have the same level of education. Only observations that are on the common support are used. The caliper is set to 0.001. The propensity score is estimated using the level of formal education, age, age 2 , work experience, work experience 2 , interaction between work experience and education, workplace tasks, born in East Germany, ever unemployed, living in a city, woman, married, married woman, 8 company size dummies, 39 industry dummies, 3 dummies reflecting company performance, 79 occupation dummies, 10 dummies for West German states and a constant as regressors. Table 8 displays the results of the matching estimations. Column (1) shows that, using nearest neighbor matching, the average wage effect of IT use for employees who use IT is 7.8 percent. The coefficient is significant on the 1-percent level. In the matching, 3,461 controls are used to estimate the potential missing outcome of IT users had they not adopted computer technology. 22 Owing to the restriction that only observations within the region of common support are used, there are 400 IT users who are not considered in the analysis. Column (2) shows the results when an Epanechnikov kernel is used in the matching process. This barely changes the magnitude of the ATT, but increases the precision of the estimate. Table 9 , last column, shows the means of the main individual characteristics of the IT non-users that are used as controls in the matching approach. It is evident that, although there is a convergence between treated and controls with respect to most of the observable characteristics, the difference in educational level is still significant. Therefore, columns (3) and (4) of Table 8 show estimates that, in addition to having close propensity scores, restrict matches to be within groups of employees with equal levels of education. This extension increases the number of IT users that are off the common support to 703. The estimate of the nearest neighbor matching declines to 6.2 percent, whereas the coefficient of the estimate that uses an Epanechnikov kernel increases to 8.2 percent. Both estimates are highly significant.
As for the AT T , the estimate using RBM is very close to the one estimated by the propensity score matching procedure. This may be the case because (i) there is no common support problem, (ii) there is little heterogeneity in treatment effects or all the propensity scores are small, and (iii) there is no serious mis-specification in the no-treatment outcome (see Blundell, Dearden and Sianesi, 2003) . Figure 1 shows the kernel density estimates of the distribution of propensity scores for IT users and IT non-users. The two distributions greatly overlap. However, the results of the matching procedure reveal that 400 (703) of the 5,779 IT users are outside the region of common support. In this application imputing the values that are outside the common support by relying on a functional form assumption or discarding the IT users without similar counterfactuals from the analysis does not lead to different results.
The difference in the AT E and AT T in the RBM approach suggests that heterogenous treatment effects are important. This notion is also supported by the joint significance of the interaction terms in the RBM specification, although selected interaction terms only point to weak effects.
The propensity scores in the analysis assume values between 0 and 1. The mean is 0.64 and the median is 0.73. This information does not suggest that propensity scores are particularly clustered at certain points in the distribution. 
Conclusions
This paper deals with the question of whether IT users earn higher wages than employees who do not use IT on the job. In addition to the average treatment effect of IT use, which was the focus of previous studies, I estimate the average treatment effect for the treated. The AT T is particularly interesting for the question of IT wage differentials because the implementation of IT cannot be analyzed without considering the occupational context. Employers choose employees to use IT on the basis of expected profitability increases owing to the implementation of IT, which depends on occupational characteristics, individual characteristics and company characteristics. The prevailing circumstances greatly influence the impact of IT on productivity and thus individual wages.
The analysis rests upon the advantage of the data set that includes a large number of controls that have been identified as important determinants of the IT use-wage relationship in previous studies. This feature of the data set allows me to use methods that assume that, conditional on the controls, the differences in wages of IT users and IT non-users are attributable to the use of IT.
I find a robust average treatment effect for the treated of around 8 percent. This indicates that IT users would be worse off had they not started to use IT in the workplace. I also find evidence for the presence of heterogeneous treatment effects. A comparison of the AT E and AT T reveals that IT non-users would have witnessed lower benefits in terms of wages had they started to use IT instead of those who actually have. However, the difference in AT T and AT E is only about 2 percentage points.
An 8 percent wage markup appears to be small, in particular in comparison with the 10-15 percent that have typically been found in cross-section analyses in the 1990s. The size of the effect is rather similar to results previously found in panel analyses. The data set does not include unemployed. I therefore argue that the 8 percent wage markup for IT users represents a lower bound. Analyses of Entorf et al. (1999) , for example, suggest that people who do not use computers have a higher probability of becoming unemployed. Therefore, the IT non-users observed in my data set are probably already a positive selection. 
To be shown:
