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Resumen
En el presente trabajo demostramos, para 1 < p < (N + 2)/(N − 2), N ≥ 3, la exis-
tencia de infinitas soluciones radialmente sime´tricas al problema el´ıptico semilineal
{
∆v + |v|p−1v = 0 en B1(0),
v = 0 en ∂B1(0),
donde B1(0) es la bola abierta en RN de radio uno con centro en el origen y ∆ es el
operador de Laplace.
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Abstract
In this work, infinitelly many radial solutions for the semilinear elliptic problem
{
∆v + |v|p−1v = 0 in B1(0),
v = 0 on ∂B1(0),
are showed. Here, B1(0) denotes the unit ball in RN (N ≥ 3), 1 < p < (N+2)/(N−2)
and ∆ is the Laplace operator.
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Introduccio´n
Durante las u´ltimas de´cadas considerable progreso se ha hecho en el estudio de
ecuaciones el´ıpticas del tipo{
∆u+ g(u) = q(x), si x ∈ Ω,
u = 0, si x ∈ ∂Ω, (1)
donde Ω es un subconjunto abierto y acotado de RN (N ≥ 3), ∆ es el operador de
Laplace, g : R −→ R es una funcio´n continua, q ∈ L2(Ω), y
l´ım
|u|→∞
(g(u)/u) =∞. (2)
El objetivo principal ha sido identificar las condiciones en Ω, g y q, bajo las cuales el
problema (1) tiene infinitas soluciones. La mayor parte de los resultados se han obte-
nido usando te´cnicas variacionales, las cuales consisten en obtener soluciones de (1)
como puntos cr´ıticos de algu´n funcional J definido en un espacio funcional adecua-
do. Para regiones acotadas, si g es una funcio´n impar y satisface ciertas condiciones
de crecimiento, la existencia de infinitas soluciones se obtuvo al mismo tiempo y de
forma independiente por Bahri y Berestycki [8] y Struwe [9]. Estos resultados fueron
posteriormente generalizados por Rabinowitz [10] y por Bahri y Lions [11].
Castro y Kurepa estudiaron en [1] el problema (1) en el caso radialmente sime´tri-
co, es decir, so´lo consideraron soluciones v de clase C2(Ω) tales que si ‖x‖ = ‖y‖
entonces v(x) = v(y), para una no linealidad superlineal mucho ma´s general que la
que nosotros consideramos en este trabajo. [1] ha sido la fuente de inspiracio´n de los
desarrollos de la presente tesis, en la que se estudia el caso sime´trico del problema
(1) cuando Ω es la bola en RN , N ≥ 3, de radio uno con centro en el origen, q ≡ 0
y g(u) = |u|p−1u. Ma´s especificamente, demostraremos el siguiente resultado.
Teorema 1. Si 1 < p < N+2
N−2 entonces el problema superlineal{
∆v + |v|p−1v = 0 en B1(0),
v = 0 en ∂B1(0),
(3)
tiene infinitas soluciones radialmente sime´tricas.
El me´todo a utilizar para demostrar el Teorema 1 se basa en el ana´lisis de la energ´ıa
y del plano fase de la solucio´n de la ecuacio´n diferencial ordinaria asociada al pro-
blema (3). Estas te´cnicas sera´n introducidas ma´s adelante.
Este trabajo esta´ dividido en tres cap´ıtulos. El Cap´ıtulo 1 contiene dos secciones,
en la primera seccio´n se presenta una reduccio´n dimensional del problema (3), que
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muestra que e´ste es equivalente al problema de ecuaciones diferenciales ordinarias
u′′ + (N − 1)r−1u′ + |u|p−1u = 0 r ∈ (0, 1],
u(1) = 0,
u′(0) = 0.
(4)
En la segunda seccio´n se muestra una identidad tipo Pohozaev, que nos permi-
tira´ estudiar algunas propiedades de las soluciones del problema (4) en funcio´n del
exponente p. Adema´s, se presentan dos resultados del Ana´lisis Funcional, que sera´n
utilizados para demostrar la existencia local de una solucio´n del problema de valor
inicial 
u′′ + (N − 1)r−1u′ + |u|p−1u = 0,
u(0) = d,
u′(0) = 0,
(5)
donde d ∈ R. Obse´rvese que las soluciones radialmente sime´tricas del problema (3)
son soluciones del problema anterior que cumplen u(1) = 0.
En el Cap´ıtulo 2 se hara´ uso del Teorema del punto fijo de Banach para demostrar
que localmente el problema (5) tiene una u´nica solucio´n que depende continuamente
del dato inicial d. Tambie´n, con un ana´lisis de la ecuacio´n de energ´ıa se establecera´n
algunas propiedades cualitativas de la solucio´n y se extendera´ dicha solucio´n al
intervalo [0,∞).
En el Cap´ıtulo 3 se utilizara´ el me´todo del plano de fase para demostrar el Teorema
1.
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Cap´ıtulo 1
Preliminares
Este cap´ıtulo esta´ dividido en dos secciones. En la primera seccio´n se presenta
una reduccio´n dimensional del problema, en la cual se muestra que el problema de
ecuaciones diferenciales parciales (3) es equivalente a (4), que es un problema de
ecuaciones diferenciales ordinarias. En la segunda seccio´n presentamos una identi-
dad tipo Pohozaev y dos resultados de Ana´lisis Funcional, que se utilizara´n en las
demostraciones del Cap´ıtulo 2.
1.1. Reduccio´n del Problema
Denotaremos por x = (x1, . . . , xN) y ‖ · ‖ los puntos y la norma usual en RN
respectivamente. Obse´rvese que si v es una funcio´n radialmente sime´trica, es decir,
v(x) = v(y) para ‖x‖ = ‖y‖, entonces existe una funcio´n u tal que
v(x1, . . . , xN) = u(r), (1.1)
donde r = ‖x‖.
Adema´s, si v es de clase C2, por la regla de la cadena, para i = 1, . . . , N y x 6= 0,
se tiene que
vxi(x) = u
′(‖x‖) xi‖x‖ , (1.2)
vxixi(x) = u
′′(‖x‖) x
2
i
‖x‖2 +
u′(‖x‖)
‖x‖2
(
‖x‖ − x
2
i
‖x‖
)
, (1.3)
donde u′ denota la derivada de u respecto a r. Por lo tanto,
∆v + |v|p−1v = u′′(r)
(
x21 + · · ·+ x2N
r2
)
+
u′(r)
r2
[
Nr − (x
2
1 + · · ·+ x2N)
r
]
+|u(r)|p−1u(r)
= u′′(r) + u′(r)
(N − 1)
r
+ |u(r)|p−1u(r).
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Ahora, si llamamos n := N − 1, la ecuacio´n diferencial dada en (3) puede escribirse
como
u′′ + nr−1u′ + |u|p−1u = 0, 0 < r ≤ 1. (1.4)
Dado que estamos interesados en hallar soluciones radialmente sime´tricas de clase
C2([0, 1]) para el problema (3), debemos imponer a las funciones u que son soluciones
de la ecuacio´n (1.4) la siguiente condicio´n:
u′(0) = 0.
Por lo tanto, demostrar la existencia de soluciones radialmente sime´tricas para el
problema (3) implica resolver el problema
u′′ + nr−1u′ + |u|p−1u = 0 r ∈ (0, 1],
u(1) = 0,
u′(0) = 0.
(1.5)
Por otro lado, si u es solucio´n de (1.5) entonces si se define
v(x1, · · · , xN) := u((x21 + · · ·+ x2N)1/2)
se sigue que v es una funcio´n radialmente sime´trica que es solucio´n del problema
(3). De donde se concluye que resolver (1.5) es equivalente a demostrar la existencia
de soluciones radialmente sime´tricas del problema (3).
Para estudiar (1.5) consideraremos el problema de Cauchy
u′′ + nr−1u′ + |u|p−1u = 0 r ∈ (0, 1],
u(0) = d,
u′(0) = 0,
(1.6)
donde d ∈ R.
En el Cap´ıtulo 2 se demostrara´ mediante el Teorema del punto fijo de Banach,
que el problema (1.6) tiene una u´nica solucio´n, que denotaremos por u(t, d), definida
en el intervalo [0, 1], la cual depende continuamente del dato inicial d. La notacio´n de
la solucio´n u(t, d) tiene la finalidad de tener en cuenta la dependencia del para´metro
d que se esta´ utilizando.
Obse´rvese que en r = 0 la ecuacio´n diferencial que aparece (1.6) presenta una
singularidad. En el siguiente resultado se analiza la singularidad.
Lema 1.1. Si u es solucio´n de clase C2 de (1.6) entonces
l´ım
r→0+
u′(r)
r
= −|d|
p−1d
N
.
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Demostracio´n.
Al escribir la ecuacio´n diferencial en (1.6) en la variable s (en lugar de r), multiplicar
por sn e integrar entre 0 y r > 0, e´sta se transforma en
rnu′(r) = −
∫ r
0
sn|u|p−1u ds. (1.7)
Haciendo la sustitucio´n s = rz en la integral, se sigue
u′(r)
r
= −
∫ 1
0
|u(rz)|p−1u(rz)zn dz. (1.8)
As´ı,
l´ım
r→0+
u′(r)
r
= −
∫ 1
0
|u(0)|p−1u(0)zn dz
= −|d|
p−1d
N
.
De lo cual podemos concluir que la ecuacio´n diferencial en (1.6) tiene sentido en el
caso en que r sea igual a cero. 
1.2. Identidad de Pohozaev
Las identidades tipo Pohozaev son u´tiles para investigar las propiedades de las
soluciones de problemas el´ıpticos semilineales. Identidades de este tipo fueron prime-
ro descubiertas por Rellich en 1940 en el estudio de los valores propios del operador
de Laplace. Pohozaev [4] utilizo´ por primera vez esta herramienta en 1965 para mos-
trar la no existencia de soluciones positivas para la ecuacio´n ∆u + λf(u) = 0 en
ciertos dominios.
En el Lema 1.2 estableceremos una identidad tipo Pohozaev para estudiar algunas
propiedades de las soluciones del problema (4) en funcio´n del exponente p. Esta iden-
tidad sera´ de vital importancia para demostrar el Lema 2.3, que nos permitira´ definir
las coordenadas polares utilizadas en el ana´lisis del plano de fase desarrollado en el
Cap´ıtulo 3.
Para simplicidad en la escritura de la identidad de Pohozaev, que presentaremos a
continuacio´n, si u(r) es solucio´n de (1.5) se definen las siguientes dos funciones:
E(r) =
(u′(r))2
2
+
|u(r)|p+1
p+ 1
(1.9)
y
H(r) = rE(r) +
N − 2
2
u(r)u′(r). (1.10)
La funcio´n (1.9) se conoce con el nombre de funcio´n de energ´ıa de la solucio´n.
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Lema 1.2. (Identidad de Pohozaev)
Si u es una solucio´n de clase C2 del problema (1.5) en el intervalo [0, 1] entonces u
satisface la identidad
tnH(t) = snH(s) +
∫ t
s
rn
[
N
p+ 1
− N − 2
2
]
|u|p+1 dr, (1.11)
donde H(r) esta´ definida en (1.10).
Demostracio´n.
Multiplicando la ecuacio´n diferencial en (1.5) por rnu, se obtiene
(rnu′)′ u+ rn|u|p+1 = 0.
Integrando por partes en el intervalo [s, t] la ecuacio´n anterior, se tiene
tnu′u− snu′u−
∫ t
s
rn (u′)2 dr +
∫ t
s
rn|u|p+1 dr = 0. (1.12)
Un ca´lculo elemental muestra que∫ u
0
|r|p−1r dr = |u|
p+1
p+ 1
. (1.13)
Por el Teorema Fundamental del Ca´lculo se sigue que
d
dr
( |u(r)|p+1
p+ 1
)
= |u(r)|p−1u(r)u′(r). (1.14)
As´ı, multiplicando la ecuacio´n diferencial en (1.5) por rNu′ y teniendo en cuenta
(1.14) se obtiene
(rnu′)′ ru′ + rN
( |u|p+1
p+ 1
)′
= 0.
Integrando por partes la ecuacio´n anterior en [s, t] y usando el hecho que u es solucio´n
de (1.5), se tiene
tN(u′)2 − sN(u′)2 + tN |u|
p+1
p+ 1
− sN |u|
p+1
p+ 1
=
∫ t
s
rnu′(u′ + ru′′) dr +
∫ t
s
Nrn
|u|p+1
p+ 1
dr
=
∫ t
s
rnu′(u′ − nu′ − r|u|p−1u) dr
+
∫ t
s
Nrn
|u|p+1
p+ 1
dr. (1.15)
Dado que∫ t
s
rnu′(u′ − nu′ − r|u|p−1u) dr = (1− n)
∫ t
s
rn(u′)2 dr −
∫ t
s
rN |u|p−1uu′ dr,
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entonces reemplazando (1.12) en la anterior igualdad y teniendo presente que∫ t
s
rN |u|p−1uu′ dr =
∫ t
s
rN
( |u|p+1
p+ 1
)′
dr
= tN
|u|p+1
p+ 1
− sN |u|
p+1
p+ 1
−
∫ t
s
Nrn
|u|p+1
p+ 1
dr,
se tiene∫ t
s
rnu′(u′ − nu′ − r|u|p−1u) dr = (2−N)
[
tnu′u− snu′u+
∫ t
s
rn|u|p+1
]
−
[
tN
|u|p+1
p+ 1
− sN |u|
p+1
p+ 1
−
∫ t
s
Nrn
|u|p+1
p+ 1
dr
]
.
Sustituyendo la anterior igualdad en (1.15) y organizando los te´rminos se obtiene la
identidad de Pohozaev
tnH(t) = snH(s) +
∫ t
s
rn
[
N
p+ 1
− N − 2
2
]
|u|p+1 dr.

El siguiente resultado que presentaremos es una consecuencia inmediata de la
identidad de Pohozaev. Este resultado nos dice que para valores de p mayores o
iguales a (N + 2)/(N − 2) el problema (1.5) no tiene soluciones diferentes a la
solucio´n trivial.
Teorema 1.1. Si p ≥ N+2
N−2 entonces el problema (1.5) no tiene soluciones no
triviales.
Demostracio´n.
Sea p > N+2
N−2 . Supongamos que existe una solucio´n u no nula para el problema (1.5).
Reemplazando s = 0 y t = 1 en la identidad de Pohozaev, se tiene
0 ≤ (u
′(1))2
2
=
∫ 1
0
rn|u|p+1
[
N
p+ 1
− N − 2
2
]
dr. (1.16)
No´tese que
p >
N + 2
N − 2 ⇒
N
p+ 1
<
N − 2
2
.
Luego, si p > N+2
N−2 entonces la expresio´n en el lado derecho de la igualdad en (1.16)
tiene signo negativo, lo cual no es posible. Por lo tanto no existe una solucio´n no
nula del problema (1.5).
Por otro lado, si p = N+2
N−2 entonces de (1.16), se sigue que
u′(1) = 0. (1.17)
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Por lo tanto, u es solucio´n del siguiente problema de valor inicial
u′′ + nr−1u′ + |u|p−1u = 0 r ∈ (0, 1],
u(1) = 0,
u′(1) = 0.
(1.18)
Dado que los coeficientes nr−1 y |u|p−1 son continuos en (0, 1], entonces por Teorema
de existencia y unicidad para ecuaciones diferenciales ordinarias [12], el problema
(1.18) tiene solucio´n u´nica. Adema´s, es claro que el problema (1.18) tiene como una
solucio´n a la funcio´n nula. Por lo tanto, la u´nica solucio´n de (1.18) es la solucio´n
trivial. Se sigue que la solucio´n u del problema (1.5) es la trivial. 
A continuacio´n se enunciara´n dos resultados cla´sicos del Ana´lisis Funcional, los
cuales se utilizara´n para demostrar la existencia local, la unicidad y la dependencia
continua de la condicio´n inicial de la solucio´n del problema no lineal (1.6).
Teorema 1.2. (Teorema del punto fijo de Banach) Sean X un espacio me´trico
completo, 0 < k < 1 y S : X → X una aplicacio´n tal que
d(Sx, Sy) ≤ kd(x, y) ∀x, y ∈ X.
Entonces S tiene un punto fijo u´nico u = Su.
Demostracio´n. Ve´ase [5], pa´gina 83. 
Lema 1.3. Sean α y d dos nu´meros reales positivos. Sea (X, ‖ ‖∗) el espacio me´trico
de las funciones continuas y acotadas u definidas en [0, α) tales que ‖u − d‖∗ ≤ 1,
donde
‖u‖∗ = sup
t∈[0,α)
|u(t)| .
Entonces X es completo.
Demostracio´n.
Sea {um} una sucesio´n de Cauchy en X. Probemos que existe u ∈ X tal que um → u
en X.
En efecto, sea  > 0 dado. Existe k ∈ N tal que si m, j ≥ k entonces
‖um − uj‖∗ < .
Luego, para cada t ∈ [0, α) se tiene que
|um(t)− uj(t)| <  ∀m, j ≥ k.
Es decir, para cada t la sucesio´n {um(t)} es una sucesio´n de Cauchy en R.
Definamos
u(t) := l´ım
m→∞
um(t) para todo 0 ≤ t < α.
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Dado que para cada m ∈ N se tiene que ‖um − d‖∗ ≤ 1, entonces
|um(t)− d| ≤ 1 ∀m ∈ N, ∀t ∈ [0, α).
Ahora, si en la anterior desigualdad dejamos fijo a t y tomamos el l´ımite cuando
m→∞ , se sigue que
|u(t)− d| ≤ 1 para todo 0 ≤ t < α.
De donde se concluye que
‖u− d‖∗ = sup
t∈[0,α)
|u(t)− d| ≤ 1.
Probemos que u es continua en [0, α). En efecto, dado que las funciones um ∈ X
son continuas y acotadas en [0, α) entonces e´stas se pueden extender de manera
continua al intervalo cerrado [0, α]. Como el espacio C([0, α]) es completo con la
norma del ma´ximo, estas extensiones convergen uniformemente a una funcio´n con-
tinua u¯ definida en [0, α]. Por la unicidad del l´ımite u ≡ u¯ en [0, α). Por lo tanto,
u ∈ X. 
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Cap´ıtulo 2
Ana´lisis de Energ´ıa
De ahora en adelante supondremos que
1 < p < (N + 2)/(N − 2).
La condicio´n p > 1 se impone con el fin de garantizar que la funcio´n g(u) = |u|p−1u
sea localmente Lipchitz.
El resultado principal de este cap´ıtulo es el Teorema 2.2, el cual garantiza la existencia,
unicidad y dependencia continua de la condicio´n inicial de la solucio´n del problema
no lineal (1.6). Su demostracio´n esta´ basada en el principio de contraccio´n de Ba-
nach y en un ana´lisis de la funcio´n de energ´ıa de la solucio´n.
Veamos en primer lugar que resolver el problema (1.6) es equivalente a hallar un
punto fijo al operador
S(u(t), d)(t) = d−
∫ t
0
r−n
(∫ r
0
sn|u(s)|p−1u(s) ds
)
dr (2.1)
definido en el espacio C([0, 1]). Supongamos que u es solucio´n de (1.6). Observamos
inicialmente que al multiplicar la ecuacio´n diferencial dada en (1.6) por rn, e´sta se
transforma en
(rnu′)′ = −rn|u|p−1u.
Integrando de 0 a r la ecuacio´n anterior tenemos
rnu′(r) = −
∫ r
0
sn|u|p−1u ds. (2.2)
Ahora, de la Regla de L′Hoˆpital se sigue que
l´ım
r→0+
−r−n
∫ r
0
sn|u|p−1u ds = 0.
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Luego, integrando la ecuacio´n (2.2) desde 0 a t se tiene
u(t) = d−
∫ t
0
r−n
(∫ r
0
sn|u|p−1u ds
)
dr.
Por lo tanto, si u es solucio´n de (1.6) entonces u es un punto fijo del operador S
definido por la ecuacio´n integral (2.1).
Reciprocamente, supongamos que
u(t) = d−
∫ t
0
r−n
(∫ r
0
sn|u(s)|p−1u(s) ds
)
dr (2.3)
es una funcio´n continua en [0, 1]. Veamos que u es solucio´n del problema (1.6).
En efecto, al derivar respecto a t en la expresio´n integral para u se tiene
u′(t) = −t−n
∫ t
0
sn|u(s)|p−1u(s) ds (2.4)
para todo 0 < t ≤ 1. Veamos ahora que u es diferenciable en t = 0 y que u′(0) = 0.
De la expresio´n (2.3) se tiene que u(0) = d. Luego, de la Regla de L′Hoˆpital se sigue
que
l´ım
t→0+
u(t)− u(0)
t
= l´ım
t→0+
− ∫ t
0
r−n
(∫ r
0
sn|u(s)|p−1u(s) ds) dr
t
= l´ım
t→0+
− ∫ t
0
sn|u(s)|p−1u(s) ds
tn
= l´ım
t→0+
−t|u(t)|p−1u(t)
n
= 0.
Es decir, u′(0) existe y
u′(0) = 0. (2.5)
As´ı, de la Regla de L′Hoˆpital y las relaciones (2.4) y (2.5) se sigue que u′ existe y es
continua en [0, 1].
Veamos ahora que u′′(t) existe y es continua para toda t ∈ [0, 1]. Al derivar respecto
a t la ecuacio´n (2.4) se tiene que
u′′(t) = −|u(t)|p−1u(t) + nt−n−1
∫ t
0
sn|u(s)|p−1u(s) ds
= −|u(t)|p−1u(t)− nt−1u′(t).
Es decir,
u′′(t) + nt−1u′(t) + |u(t)|p−1u(t) = 0 (2.6)
para todo t ∈ (0, 1].
Adema´s, de la Regla de L′Hoˆpital se sigue que
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l´ım
t→0+
u′(t)− u′(0)
t
=
−|d|p−1d
n+ 1
. (2.7)
Es decir, u′′(0) existe y
u′′(0) =
−|d|p−1d
n+ 1
.
Adema´s, tomando l´ımite cuando t tiende cero en la expresio´n (2.6), se verifica que
u′′ es continua en [0, 1]. Por lo tanto, u es solucio´n del problema (1.6).
Teorema 2.1. Dado d0 ∈ R existe  > 0 tal que para cada d ∈ [d0 − 1/4, d0 + 1/4]
el problema 
u′′ + (N − 1)t−1u′ + |u|p−1u = 0,
u(0) = d,
u′(0) = 0,
(2.8)
tiene una u´nica solucio´n u(·, d) definida en [0, ). Adema´s, u(·, d) depende conti-
nuamente del dato inicial d en el espacio normado Cb([0, ),R), con norma,
‖u‖∗ = sup
t∈[0,)
|u(t)| .
Demostracio´n.
Sea d0 ∈ R. Dado que la funcio´n g(x) = |x|p−1x es localmente Lipschitz, existe
M > 0 tal que para todo x, y ∈ [d0 − 1, d0 + 1] se tiene que
||x|p−1x− |y|p−1y| ≤M |x− y|. (2.9)
Definamos
 := mı´n
{(
1/
√
M
)
, 1
}
, (2.10)
donde 1 es escogido de tal manera que
ma´x
x∈[d0−1,d0+1]
|x|p21 < n := N − 1. (2.11)
Sean (X, ‖ ‖∗) el espacio me´trico de las funciones continuas y acotadas definidas en
[0, ) tales que |u(t)−d0| ≤ 1 para todo t ∈ [0, ) y Y el intervalo [d0−1/4, d0 +1/4].
Consideremos a continuacio´n el operador S : X × Y → X definido mediante la
ecuacio´n (2.1).
Afirmacio´n: S esta´ bien definido, S es continuo en la segunda variable y para cada
d ∈ Y el operador S es una contraccio´n en u.
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En efecto, S esta´ bien definido, ya que
‖S(u, d)− d0‖∗ ≤ sup
t∈[0,)
∫ t
0
r−n
(∫ r
0
sn|u(s)|p ds
)
dr + |d− d0|
≤ ma´x
x∈[d0−1,d0+1]
|x|p sup
t∈[0,)
t2
2n+ 2
+ 1/2
≤ ma´x
x∈[d0−1,d0+1]
|x|p 
2
2n+ 2
+ 1/2
<
n
2n+ 2
+
1
2
< 1.
La continuidad del operador S en la segunda variable es clara.
Adema´s, para u1, u2 ∈ X se cumple que
‖S(u1, d)− S(u2, d)‖∗ = sup
t∈[0,)
|S(u1(t), d)− S(u2(t), d)|
≤ sup
t∈[0,)
∫ t
0
r−n
(∫ r
0
sn||u1|p−1u1 − |u2|p−1u2| ds
)
dr
≤ M
2
2n+ 2
‖u1 − u2‖∗ ≤ 1
2n+ 2
‖u1 − u2‖∗
<
1
2
‖u1 − u2‖∗.
Es decir, para cada d ∈ Y se tiene que S(·, d) es una contraccio´n en u. Por lo tanto,
dado que X es un espacio me´trico completo, entonces por el principio de contraccio´n
de Banach, para cada d existe una u´nica funcio´n u definida en [0, ) que denotamos
por u(·, d) tal que S(u, d) = u(·, d). Por lo tanto, para cada d el problema (1.6) tiene
una u´nica solucio´n definida en [0, ).
Veamos a continuacio´n que tal solucio´n depende continuamente del dato inicial d.
En efecto, sea {dm} ⊆ Y una sucesio´n de nu´meros reales tal que dm converge a d.
Probemos que
l´ım
m→∞
‖u(·, d)− u(·, dm)‖∗ = 0.
Dado que
‖u(·, d)− u(·, dm)‖∗ = ‖S(u(·, d), d)− S(u(·, dm), dm)‖∗
≤ ‖S(u(·, d), d)− S(u(·, d), dm)‖∗
+ ‖S(u(·, d), dm)− S(u(·, dm), dm)‖∗
≤ ‖S(u(·, d), d)− S(u(·, d), dm)‖∗ + 1
2
‖u(·, d)− u(·, dm)‖∗,
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entonces
‖u(·, d)− u(·, dm)‖∗ ≤ 2‖S(u(·, d), d)− S(u(·, d), dm)‖∗. (2.12)
Como S es una funcio´n continua en la segunda variable, de (2.12), se sigue que si
dm → d, entonces ‖u(·, d)− u(·, dm)‖∗ → 0. Por lo tanto, u(·, dm)→ u(·, d) siempre
que dm → d. Es decir, u es una funcio´n continua en d. 
Los siguientes dos lemas nos dan informacio´n cualitativa del comportamiento de
la solucio´n local del problema (2.8). En el primero se demuestra que la solucio´n y
su primera derivada esta´n acotadas y en el segundo se prueba que el intervalo en el
cual se encuentra definida la solucio´n puede ser extendido a la derecha.
Lema 2.1. Sea  > 0 dado. Si u(t, d) es la solucio´n de (2.8) en [0, ) entonces
l´ım
t→−
sup |u(t, d)| <∞ y l´ım
t→−
sup |u′(t, d)| <∞.
Demostracio´n.
Supongamos que existe una sucesio´n creciente de nu´meros reales {tm} tales que
tm → − cuando m→∞ y que
l´ım
m→∞
[
u2(tm, d) + (u
′(tm, d))2
]→∞. (2.13)
Analicemos a continuacio´n la energ´ıa de la solucio´n del problema (2.8),
E(t, d) =
(u′(t, d))2
2
+
|u(t, d)|p+1
p+ 1
. (2.14)
Obse´rvese que de (2.13), se tiene
l´ım
m→∞
E(tm, d)→∞. (2.15)
Por otro lado, derivando (2.14) respecto a t y teniendo en cuenta que u es solucio´n
de la ecuacio´n diferencial en (2.8) en [0, ), se sigue que
E ′(t, d) = u′(t, d)[u′′(t, d) + |u(t, d)|p−1u(t, d)]
= −n
t
(u′(t, d))2 ≤ 0.
Por lo tanto, la funcio´n E(·, d) es decreciente y E(t, d) ≤ E(0, d) para todo t ∈ [0, ).
Lo cual es una contradiccio´n con (2.15). 
Lema 2.2. Sea  > 0 dado. Si u(t, d) es la solucio´n de (2.8) en [0, ) entonces
existen ¯ > 0 y u¯ : [0,  + ¯) → R que satisface (2.8) en el intervalo [0,  + ¯) y tal
que u¯ ≡ u en [0, ).
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Demostracio´n.
Sea {tm} ⊂ [0, ) una sucesio´n creciente de nu´meros reales tal que tm →  cuando
m→∞.
Puesto que la funcio´n u es acotada en [0, ) y h(t) = |t|p es continua en R, existe
k > 0 tal que |u(t, d)|p ≤ k para todo t ∈ [0, ).
Ahora, si m > j, entonces
|u(tm, d)− u(tj, d)| ≤
∫ tm
tj
r−n
(∫ r
0
sn|u(s, d)|p ds
)
dr
≤ k
n+ 1
∫ tm
tj
r dr ≤ k
n+ 1
(tm − tj). (2.16)
Es decir, {u(tm, d)} es una sucesio´n de Cauchy en R. As´ı, tiene sentido definir
u() := l´ım
m→∞
u(tm, d).
Por otra parte, como {tnmu′(tm, d)} es de Cauchy en R, ya que la sucesio´n {tNm} es
de Cauchy en R y
|tnmu′(tm, d)− tnj u′(tj, d)| ≤
∫ tm
tj
rn|u(r, d)|p dr
≤ k
N
(tNm − tNj ), (2.17)
entonces la sucesio´n {tnmu′(tm, d)} es convergente. Puesto que tm →  > 0 cuando
m→∞, se sigue que {u′(tm, d)} es convergente. Luego, se puede definir
u′() := l´ım
m→∞
u′(tm, d).
No´tese que de las desigualdades (2.16) y (2.17), la definicio´n de u y u′ en el punto
 es independiente de la escogencia de la sucesio´n {tm}.
Similarmente a como se hizo en la demostracio´n del Teorema 2.1, se prueba que
existe ¯ > 0 y una u´nica solucio´n v para el problema{
v′′ + nt−1v′ + |v|p−1v = 0, t ∈ (0, ¯),
v(0) = u(), v′(0) = u′().
Por lo tanto, la funcio´n u1(t) := v(t− ) es la u´nica solucio´n del problema{
v′′ + nt−1v′ + |v|p−1v = 0, t ∈ [, + ¯),
v′() = u′(), v() = u().
Ahora, considerando la funcio´n u¯ : [0, + ¯)→ R definida por
u¯(t) =
{
u(t, d) si t ∈ [0, ),
u1(t) si t ∈ [, + ¯),
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se sigue que u¯ es solucio´n del problema (2.8) en [0, + ¯) y u¯ ≡ u en [0, ). 
A continuacio´n presentamos el resultado principal de este cap´ıtulo. Para su de-
mostracio´n basta realizar una extensio´n de la solucio´n local del problema (2.8) a
todo el intervalo [0,∞).
Teorema 2.2. Dado d ∈ R, el problema (1.6)
u′′ + nr−1u′ + |u|p−1u = 0, r ∈ (0, 1],
u(0) = d,
u′(0) = 0,
tiene una u´nica solucio´n que depende continuamente del dato inicial d.
Demostracio´n.
Del Teorema 2.1 sabemos que existe  > 0 y una u´nica funcio´n u definida en el
intervalo [0, ) que es solucio´n del problema (2.8). Demostremos que esta solucio´n se
puede extender al intervalo [0,∞), para ello basta probar que el conjunto
A := {α >  : existe u˜ : [0, α)→ R extensio´n deu y u´nica solucio´n de (2.8) en [0, α)}
no esta´ acotado superiormente.
Obse´rvese que si A no esta´ acotado superiormente, el problema (2.8) tiene una u´nica
solucio´n definida en [0,∞). En particular, si se restringe esta solucio´n al conjunto
[0, 1], se sigue el resultado.
Afirmacio´n: A 6= φ y A no esta´ acotado superiormente.
Demostracio´n de la Afirmacio´n:
El hecho que A 6= φ se sigue del Lema 2.2.
Veamos a continuacio´n que el conjunto A no esta´ acotado superiormente. En efecto,
supongamos que supA := a ∈ R. Luego, existe una sucesio´n creciente de nu´meros
reales {m} ⊂ A tales que m → a cuando m → ∞. Adema´s, para cada m ∈ N,
existe una funcio´n um, tal que um : [0, m)→ R es solucio´n del problema (2.8) en el
intervalo [0, m) y um es una extensio´n de las funciones u y um−1.
Consideremos la funcio´n ua : [0, a)→ R definida por:
ua(t) := l´ım
m→∞
um(t) ∀t ∈ [0, a).
Dado que la funcio´n ua es solucio´n del problema (2.8) en [0, m) para todo m ∈ N
y m → a, se sigue que ua es solucio´n del problema (2.8) en [0, a). Es decir, a ∈ A.
Ahora, aplicando el Lema 2.2 con  = a y u = ua, se sigue que existe a˜ > supA tal
que a˜ ∈ A. Lo cual es una contradiccio´n. Por lo tanto, el conjunto A no puede ser
acotado superiormente. 
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A continuacio´n se presenta un resultado que nos da informacio´n sobre el com-
portamiento de la energ´ıa de la solucio´n del problema (1.6) al variar el para´metro
d. Ma´s concretamente, se prueba que para valores de d suficientemente grandes, la
energ´ıa de la solucio´n es tambie´n grande. Su demostracio´n esta´ basada en la identi-
dad de Pohozaev (1.11).
Sea u(t, d) la solucio´n del problema (1.6) y sea E(t, d) definida por (1.9).
Lema 2.3. E(t, d)→∞ uniformemente para todo t ∈ [0, 1] cuando d→∞.
Demostracio´n.
Demostremos inicialmente que si d > 0 entonces u(t, d) ≤ d para todo t ∈ [0, 1].
En efecto, supongamos que existe t˜ ∈ [0, 1] tal que u(t˜, d) > d. Luego,
E(t˜, d) >
(u′(t˜, d))2
2
+
dp+1
p+ 1
≥ E(0, d).
Lo cual contradice el hecho de que la funcio´n de energ´ıa de la solucio´n es decreciente.
Demostremos a continuacio´n el siguiente resultado.
Afirmacio´n: Si dp−1 ≥ 2pN entonces existe t0 = t0(d) ∈ (0, 1] tal que
d
2
< u(t, d) ≤ d para todo t ∈ [0, t0) y u(t0, d) = d
2
. (2.18)
Razonemos por contradiccio´n. Supongamos que
u(t, d) >
d
2
para toda t ∈ [0, 1]. (2.19)
Dado que
u′(t, d) = −t−n
∫ t
0
sn|u|p−1u ds < −
(
d
2
)p
t
N
,
entonces integrando sobre [0, 1] se tiene
u(1, d) < −d
[
dp−1
2pN
− 1
]
< 0,
lo cual contradice (2.19).
A continuacio´n hallemos estimativos para t0. En efecto, de las desigualdades en
(2.18) y de la expresio´n para u′(·, d) se sigue que
−dp
N
t ≤ u′(t, d) ≤ −d
p
2pN
t
para todo t ∈ [0, t0]. Por lo tanto, integrando en [0, t0] y despejando t0, se tiene el
siguiente estimativo (
N
dp−1
)1/2
≤ t0 ≤
(
2pN
dp−1
)1/2
≤ 1. (2.20)
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Estimemos ahora la funcio´n E(·, d).
Sea
C0 :=
[
N
p+ 1
− N − 2
2
]
.
Reemplazando en la Identidad de Pohozaev (1.11) s = 0 y t =  con t0 ≤  ≤ 1 y
teniendo en cuenta la desigualdad (2.20), se obtiene
NE(, d) +
N − 2
2
nu′()u() = C0
∫ 
0
rn|u(r)|p+1 dr
≥ C0
∫ t0
0
rn|u(r)|p+1 dr
≥ C0
(
d
2
)p+1
tN0
N
≥ C1dp+1−(p−1)N2 ,
donde
C1 = C02
−p−1NN/2.
Ahora, como 0 <  < 1 y las funciones u y u′ son acotadas en [0, 1],
E(, d) ≥ C1dp+1−(p−1)N2 −M, (2.21)
para alguna constante positiva M.
Obse´rvese que (p+ 1)− (p− 1)N/2 > 0, ya que 1 < p < (N + 2)/(N − 2). As´ı, de
la desigualdad (2.21), se tiene que
l´ım
d→∞
E(t, d) =∞
uniformemente para todo t ∈ [t0, 1]. Pero, dado que la funcio´n E(t, d) es mono´tona
decreciente, la afirmacio´n anterior es va´lida para todo t en [0, 1]. 
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Cap´ıtulo 3
Ana´lisis del Plano de Fase
En este cap´ıtulo se demostrara´, con ayuda del me´todo del plano de fase, el
Teorema 1, que demuestra que si 1 < p < N+2
N−2 entonces el problema superlineal{
∆v + |v|p−1v = 0 en B1(0),
v = 0 en ∂B1(0),
(3.1)
tiene infinitas soluciones radialmente sime´tricas.
En el Cap´ıtulo 1 se demostro´ que para solucionar el problema (3.1) basta resolver
el siguiente problema
u′′ + nt−1u′ + |u|p−1u = 0 t ∈ (0, 1]
u(1) = 0,
u′(0) = 0,
(3.2)
donde n := N − 1.
Por resultados vistos en el Cap´ıtulo 2 sabemos que existe una u´nica solucio´n u(t, d)
al problema de valor inicial
u′′ + nt−1u′ + |u|p−1u = 0 t ∈ (0, 1]
u(0) = d,
u′(0) = 0,
(3.3)
donde d es un nu´mero arbitrario. Obse´rvese que las soluciones radialmente sime´tricas
del problema (3.1) son soluciones del PVI anterior que cumplen u(1, d) = 0.
En el Cap´ıtulo 2 tambie´n se probo´ que la energ´ıa de la solucio´n del problema (3.3)
E(t, d) :=
(u′(t, d))2
2
+
|u(t, d)|p+1
p+ 1
→ +∞
uniformemente para t ∈ [0, 1] cuando d→∞ y por lo tanto
r2(t, d) := u2(t, d) + (u′(t, d))2 → +∞
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uniformemente en t cuando d→∞.
Se sigue que existe d˜ > 0 tal que si d ≥ d˜ entonces (u(t, d), u′(t, d)) 6= (0, 0); por
lo tanto podemos definir para d ≥ d˜ una funcio´n continua θ(t, d) (0 ≤ t ≤ 1), que
llamaremos la funcio´n argumento, de la siguiente manera
θ(t¯, d) =

k(t¯, d)pi + arctan
(
−u′(t¯,d)
u(t¯,d)
)
si u(t¯, d) 6= 0,
(2k(t¯, d) + 1)pi/2 si u(t¯, d) = 0,
0 si t¯ = 0,
donde
arctan
(
−u
′(t¯, d)
u(t¯, d)
)
es un a´ngulo entre −pi/2 y pi/2 y k(t¯, d) es el nu´mero de ceros de u(·, d) en el intervalo
(0, t¯).
Obse´rvese que, por el Teorema de existencia y unicidad de ecuaciones diferenciales
ordinarias, los ceros de u(·, d) son simples y no se acumulan. Luego, el te´rmino k(t¯, d)
esta´ bien definido. Adema´s, con esta definicio´n de θ se verifica
u(t, d) = r(t, d) cos θ(t, d),
u′(t, d) = −r(t, d) sin θ(t, d), (3.4)
θ(0, d) = 0.
Por el Teorema de la Funcio´n Inversa, se sigue que la funcio´n argumento θ(t, d) es
diferenciable, ya que
∂(u(t, d), u′(t, d))
∂(r(t, d), θ(t, d))
= −r(t, d) 6= 0.
Encontremos ahora una expresio´n para la derivada de θ(t, d).
Derivando respecto a t en la expresio´n para la funcio´n argumento y teniendo en
cuenta que u(·, d) es solucio´n del problema (3.3), se tiene
θ′(t, d) =
[u′(t, d)]2 − u(t, d)u′′(t, d)
[u′(t, d)]2 + u2(t, d)
=
[u′(t, d)]2 + u(t, d)
(|u(t, d)|p−1u(t, d) + n
t
u′(t, d)
)
r2(t, d)
.
Reemplazando en la anterior ecuacio´n la expresio´n para u′ dada en (3.4) se sigue
que
θ′(t, d) = sin2 θ(t, d) +
[|u(t, d)|p+1 + n
t
u′(t, d)u(t, d)
]
r2(t, d)
. (3.5)
A continuacio´n presentamos un primer resultado, que nos prueba que
l´ım
d→∞
θ(1, d) = +∞. (3.6)
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Lema 3.1. Para todo K ∈ N existe d0 tal que si d ≥ d0 entonces θ(1, d) > Kpi.
Demostracio´n.
Sea K ∈ N.
Sean
δ ∈ (0, 1/64Kn) (3.7)
y w(r0, δ) := r
p−1
0 (sin δ)
p+1, donde r0 > 0 es escogido de tal manera que
16δ +
2pi
w(r0, δ)
<
3
4K
, (3.8)
w(r0, δ) > 8n. (3.9)
No´tese que 1/16n < pi/4.
Sea d0 > d˜ (ve´ase pa´gina 18) tal que si d ≥ d0 entonces r(t, d) ≥ r0 para todo
t ∈ [0, 1].
Afirmacio´n 1. θ(t, d) es creciente para 1/4 ≤ t ≤ 1.
Prueba. En efecto, sea j un entero impar positivo. Basta considerar dos casos:
Caso 1: Supongamos que θ(t, d) 6= jpi/2 esta´ en algu´n intervalo de la forma
[(jpi/2)− δ, (jpi/2) + δ].
De la expresio´n (3.5), se sigue que
θ′(t, d) ≥ sin2 θ(t, d)− n
t
|u(t, d)u′(t, d)|
r2(t, d)
≥ sin2 θ(t, d)− 4n| sin θ(t, d) cos θ(t, d)|. (3.10)
Sea δ˜(t, d) ∈ [0, δ] tal que θ(t, d) = jpi/2± δ˜(t, d).
Luego,
| sin θ(t, d)| = cos δ˜(t, d),
| cos θ(t, d)| = sin δ˜(t, d).
Reemplazando las dos expresiones anteriores en (3.10) se tiene
θ′(t, d) ≥ cos2 δ˜(t, d)− 4n sin δ˜(t, d) cos δ˜(t, d).
Como cos δ˜(t, d) ≤ 1 entonces
θ′(t, d) ≥ cos2 δ˜(t, d)− 4n sin δ˜(t, d). (3.11)
Ahora, dado que sin δ˜(t, d) ≤ δ˜(t, d), 0 ≤ δ˜(t, d) ≤ δ < 1/16n < pi/4 y la funcio´n
coseno es decreciente en el intervalo [0, pi/4], se tiene que
cos2 δ˜(t, d) ≥ 1/2 y sin δ˜(t, d) < 1/16n. (3.12)
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Reemplazando (3.12) en (3.11) se obtiene
θ′(t, d) ≥ 1
2
− 1
4
=
1
4
. (3.13)
Caso 2: Supongamos que θ(t, d) esta´ en un intervalo de la forma
[(jpi/2) + δ, (j + 2)(pi/2)− δ].
De (3.5), se sigue que
θ′(t, d) ≥ |u(t, d)|
p+1
r2(t, d)
− 4n|u
′(t, d)u(t, d)|
r2(t, d)
.
Reemplazando (3.4) y teniendo en cuenta que | sin θ(t, d) cos θ(t, d)| ≤ 1 se tiene que
θ′(t, d) ≥ (r(t, d))p−1| cos θ(t, d)|p+1 − 4n.
Dado que r(t, d) > r0 y teniendo en cuenta que | cos θ(t, d)| ≥ sin δ, de la anterior
desigualdad se sigue
θ′(t, d) ≥ rp−10 (sin δ)p+1 − 4n.
Por u´ltimo, utilizando (3.9), se concluye que
θ′(t, d) ≥ w(r0, δ)/2 > 0. (3.14)
Por lo tanto, por (3.13) y (3.14) se sigue que θ(t, d) es una funcio´n creciente en el
intervalo t ∈ [1/4, 1], lo que concluye la prueba de la Afirmacio´n 1.
Estimemos ahora θ(1, d).
Afirmacio´n 2. Si |θ(1/4, d)− (jpi/2)| < δ o´ |θ(1/4, d)− (jpi/2)| ≥ δ, donde j es un
entero impar positivo, entonces
θ(1, d) ≥ Kpi. (3.15)
Prueba. Supongamos inicialmente que
|θ(1/4, d)− (jpi/2)| < δ. (3.16)
En primer lugar observamos que de (3.8) se sigue que
16δ +
2pi
w(r0, δ)
− 4δ
w(r0, δ)
< 16δ +
2pi
w(r0, δ)
<
3
4K
.
Por lo tanto,
1/4 +K[16δ + 2(pi − 2δ)/w(r0, δ)] ≤ 1. (3.17)
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La desigualdad (3.17) sera´ de vital importancia en los estimativos que haremos en
los siguientes pasos para probar (3.15).
Paso 1: Demostremos en primer lugar que si para todo 1/4 ≤ t ≤ 1 se cumple que
θ(t, d) ∈ ((jpi/2)− δ, (jpi/2) + δ), (3.18)
entonces existe t1 ∈ [0, 1] tal que
1/4 < t1 ≤ 1/4 + 8δ, (3.19)
θ(t1, d) = jpi/2 + δ. (3.20)
En efecto, si para todo 1/4 ≤ t ≤ 1 se cumple que (3.18) entonces integrando sobre
[1/4, t] en la expresio´n (3.13) se tiene que
θ(t, d) ≥ 1/4 (t− 1/4) + θ(1/4, d)
> 1/4 (t− 1/4) + jpi/2− δ.
En particular, para t˜ = 1/4 + 8δ < 1 (por (3.17)), se obtiene que θ(t˜, d) > jpi/2 + δ,
lo cual es una contradiccio´n con (3.18). Es decir, existe t1 ∈ [0, 1] tal que satisface
(3.19) y (3.20).
Paso 2: No´tese que si para toda t ∈ [t1, 1] se cumple que
θ(t, d) ∈ [(jpi/2) + δ, (j + 2)pi/2− δ), (3.21)
entonces de la desigualdad (3.14), se sigue que
θ(t, d) ≥ w(r0, δ)(t− t1)/2 + (jpi/2) + δ.
En particular, para t˜ = t1 +2(pi−2δ)/w(r0, δ) < 1 (por (3.17) y (3.19)), se tiene que
θ(t˜, d) ≥ (j + 2)pi/2− δ, lo cual contradice a (3.21). Por lo tanto, existe t2 tal que
t1 < t2 ≤ t1 + 2(pi − 2δ)/w(r0, δ), (3.22)
θ(t2, d) = (j + 2)pi/2− δ. (3.23)
Imitando el argumento usado en el primer paso, pero considerando ahora el intervalo
[(j + 2)pi/2− δ, (j + 2)pi/2 + δ), se tiene que existe t3 tal que
t2 < t3 ≤ t2 + 8δ, (3.24)
θ(t3, d) = jpi/2 + pi + δ. (3.25)
No´tese que de las expresiones (3.19),(3.22) y (3.24) se sigue
1/4 < t3 ≤ 1/4 + 16δ + 2(pi − 2δ)/w(r0, δ). (3.26)
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Adema´s,
θ(t3, d)− θ(t1, d) ≥ pi.
Paso 3: Repitiendo el razonamiento hecho en el paso 2, se tiene que existen t4 y t5
tales que
t3 < t4 ≤ [1/4 + 16δ + 2(pi − 2δ)/w(r0, δ)] + 2(pi − 2δ)/w(r0, δ), (3.27)
θ(t4, d) = jpi/2 + 2pi − δ, (3.28)
t4 < t5 ≤ [1/4 + 16δ + 2(pi − 2δ)/w(r0, δ)] + [2(pi − 2δ)/w(r0, δ) + 8δ]
≤ 1/4 + 2[16δ + 2(pi − 2δ)/w(r0, δ)] ≤ 1
y θ(t5, d) = jpi/2 + 2pi + δ.
Adema´s,
θ(t5, d)− θ(t1, d) ≥ 2pi.
Obse´rvese que al continuar repitiendo el Paso 2, (K − 2) veces ma´s, encontramos
que existen puntos t2K y t2K+1 tales que
t2K < t2K+1 ≤ [1/4 + 16δ + 2(pi − 2δ)/w(r0, δ)]
+(K − 1)[2(pi − 2δ)/w(r0, δ) + 8δ]
≤ 1/4 +K[16δ + 2(pi − 2δ)/w(r0, δ)],
y θ(t2K+1, d) = jpi/2 + kpi + δ.
No´tese que de (3.17) y del hecho de que 1/4 ≤ t1, se sigue que 1/4 < t2K+1 ≤ 1.
Adema´s, dado que la funcio´n θ(·, d) es creciente en [1/4,1] entonces
θ(t, d)− θ(t1, d) ≥ θ(t2K+1, d)− θ(t1, d) = Kpi para todo t ∈ [t2K+1, 1].
De lo cual se sigue que
θ(t, d) ≥ Kpi + θ(t1, d) ≥ Kpi para todo t ∈ [t2K+1, 1], (3.29)
pues θ(t1, d) > θ(1/4, d) > 0.
En particular, hemos demostrado que
θ(1, d) ≥ Kpi.
En el otro caso, si |θ(1/4, d)− (jpi/2)| ≥ δ, con un razonamiento ana´logo al anterior,
se prueba que existe t˜ ∈ [1/4, 1/4+K(8δ+4(pi−2δ)/w(r0, δ))] tal que θ(t˜, d) ≥ Kpi.
De donde se sigue que
θ(1, d) ≥ Kpi.

A continuacio´n presentamos el resultado principal de este cap´ıtulo. En e´l se
demuestra que el problema (3.2) tiene infinitas soluciones.
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Teorema 3.1. El problema
u′′ + nt−1u′ + |u|p−1u = 0, t ∈ (0, 1],
u(1) = 0,
u′(0) = 0,
tiene infinitas soluciones.
Demostracio´n.
Demostremos en primer lugar que la funcio´n
θ(1, d), d ∈ [d˜,∞). (3.30)
es continua.
En efecto, sea d ≥ d˜, donde d˜ es tal que (u(t, d), u′(t, d)) 6= (0, 0) (ve´ase pa´gina 18).
Sea {dm} una sucesio´n de nu´meros reales tal que dm → d cuando m→∞. Sabemos
que
θ(1, d) = k(1, d)pi + arctan
(
−u
′(1, d)
u(1, d)
)
, (3.31)
donde k(1, d) es el nu´mero de ceros de u(·, d) en el intervalo (0, 1) y arctan (−u′(1, d)/u(1, d))
es un a´ngulo entre −pi/2 y pi/2.
Recordemos que si u(t, d) es solucio´n del problema (3.3) entonces u(t, d) satisface
u′(t, d) = −t−n
∫ t
0
sn|u(s, d)|p−1u(s, d) ds. (3.32)
Como ‖u(·, d)− u(·, dm)‖C([0,1]) → 0, existe m0 ∈ N tal que si m ≥ m0 entonces
‖u(·, dm)‖C([0,1]) ≤ 1 +B,
donde B := ‖u(·, d)‖C([0,1]).
Ahora, dado que g(u) = |u|p−1u es localmente Lipchitz, existe M˜ tal que
||u|p−1u− |v|p−1v| ≤ M˜ |u− v|
para todo u, v ∈ [−1−B, 1 +B]. Por lo tanto,
‖u′(·, d)− u′(·, dm)‖C([0,1]) ≤ ma´x
t∈[0,1]
t−n
∫ t
0
sn||u(s, d)|p−1u(s, d)− |u(s, dm)|p−1u(s, dm)| ds
≤ M˜‖u(·, d)− u(·, dm)‖C([0,1]) 1
N
.
De la anterior desigualdad, se sigue que ‖u′(·, d)− u′(·, dm)‖C([0,1]) → 0.
As´ı, tenemos que
l´ım
m→∞
u(1, dm) = u(1, d), (3.33)
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l´ım
m→∞
u′(1, dm) = u′(1, d). (3.34)
Veamos ahora que
l´ım
m→∞
k(1, dm) = k(1, d) (3.35)
Sea k el nu´mero de ceros de de la solucio´n u(t, d) en [0, 1]. Sabemos que los ceros de
u(t, d) son simples. Sin pe´rdida de generalidad, sean
0 < a1 < · · · < ak−1 < ak = 1
los ceros de u(t, d) en [0, 1].
Afirmacio´n: Para m suficientemente grande, u(·, dm) tiene exactamente (k − 1)
ceros simples en (0, 1).
Prueba de la Afirmacio´n:
Sean
b1 = ma´x
[0,a1]
u(t, d), b2 = mı´n
[a1,a2]
u(t, d), b3 = ma´x
[a2,a3]
u(t, d), · · · (3.36)
Sean b := mı´n{|bi| : 1 ≤ i ≤ k} y 0 < b/2.
Sea C = {c1, c2, · · · , ck} el conjunto de puntos cr´ıticos de u(·, d).
Como u(·, dm)→ u(·, d) cuando dm → d, para m suficientemente grande u(ci, dm) y
u(ci, d) (1 ≤ i ≤ k) tienen el mismo signo. Es decir,
u(ci, dm)u(ci, d) > 0 (1 ≤ i ≤ k).
Si aplicamos el Teorema del Valor Intermedio a la funcio´n u(·, dm) en el intervalo
[ci, ci+1] (1 ≤ i ≤ k − 1) se sigue que existe αi ∈ (ci, ci+1) tal que u(αi, dm) = 0
(1 ≤ i ≤ k− 1) y por lo tanto u(·, dm) tiene por lo menos (k− 1) ceros en (0, 1), que
son simples.
Probemos que u(·, dm) no tiene ma´s ceros en (0, 1). En efecto, como u(·, d) ∈
C1([0, 1]) existen constantes positivas δ, 1 y 2 suficientemente pequen˜as tales que
|u′(t, d)| ≥ 1 ∀t ∈ A := [a1 − δ, a1 + δ] ∪ [a2 − δ, a2 + δ] ∪ · · · ∪ [1− δ, 1], (3.37)
|u(t, d)| ≥ 2 ∀t ∈ B := [0, 1]− A. (3.38)
Sea  > 0 fijo tal que
 < mı´n
{1
2
,
2
2
, 0
}
. (3.39)
Ahora si t ∈ B, por (3.38), para m suficientemente grande se tiene
|u(t, dm)| ≥ |u(t, d)| − |u(t, d)− u(t, dm)| (3.40)
≥ 2 −  ≥ 2 − 2/2 = 2/2 > 0. (3.41)
Por lo tanto u(·, dm) no tiene ceros en B. Se sigue que los ceros de u(·, dm) esta´n en
A. Ahora, si existiera otro cero de u(·, dm) distinto de los αi, digamos s¯, existir´ıa un
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j, 1 ≤ j ≤ k tal que s¯ ∈ [aj − δ, aj + δ] y por el Teorema del Valor Medio existir´ıa
un c entre aj y s¯ tal que u
′(c, dm) = 0. Por lo tanto para m suficientemente grande
|u′(c, d)| = |u′(c, dm)− u′(c, d)| <  < 1
2
. (3.42)
Pero, por (3.37) 1 ≤ |u′(c, d)|. Lo cual es una contradiccio´n.
Por lo tanto u(·, dm) tiene exactamente (k − 1) ceros en (0,1), se concluye as´ı la
prueba de la afirmacio´n.
De la afirmacio´n anterior se sigue que para m suficientemente grande
k(1, dm) = k(1, d).
Es decir
l´ım
m→∞
k(1, dm) = k(1, d).
De la continuidad de la funcio´n tangente inversa y las relaciones (3.33),(3.34) y
(3.35) se sigue la continuidad de la funcio´n θ(1, d) (d˜ ≤ d <∞.)
Sea k0 el menor entero positivo tal que θ(1, d˜) < (2k0 + 1)pi/2.
Por el Lema 3.1 se tiene que
l´ım
d→∞
θ(1, d) =∞.
Por lo tanto, dado que θ(1, d) es continua en [d˜,∞), por el Teorema del Valor
Intermedio existe d˜1 ∈ [d˜,∞) tal que
θ(1, d˜1) = [2(k0 + 1) + 1]pi/2.
Realizando un razonamiento similar al anterior, pero ahora en el intervalo [d˜1,∞),
se tiene que existe d˜2 ∈ [d˜1,∞) tal que
θ(1, d˜2) = [2(k0 + 2) + 1]pi/2.
Continuando con este proceso sucesivamente se tiene que existe una sucesio´n de
nu´meros positivos {d˜m} tal que para todo m ∈ N
θ(1, d˜m) = [2(k0 +m) + 1]pi/2.
No´tese que para cada m ∈ N se tiene que
u(1, d˜m) = r(1, d˜m) cos θ(1, d˜m)
= r(1, d˜m) cos ([2(k0 +m) + 1]pi/2) = 0,
donde u(·, d˜m) es la solucio´n del problema{
u′′ + nt−1u′ + |u|p−1u = 0, t ∈ (0, 1],
u′(0) = 0, u(0) = d˜m.
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Luego, para cada m ∈ N se tiene que u(·, dm) es solucio´n del problema
u′′ + nt−1u′ + |u|p−1u = 0, t ∈ (0, 1],
u(1) = 0,
u′(0) = 0.

Por el Teorema anterior se sigue que (3.1) tiene infinitas soluciones radialmente
sime´tricas, con lo cual queda demostrado el siguiente resultado.
Teorema 1. Si 1 < p < N+2
N−2 entonces el problema superlineal{
∆v + |v|p−1v = 0 en B1(0),
v = 0 en ∂B1(0),
tiene infinitas soluciones radialmente sime´tricas.
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