, linear prediction [20, 36] , spectral estimation [22, 24] , system identification [26, 27, 30] [13, 43, 48, 49] . Toeplitz solvers based on (1.4) are intimately connected with the classical work of Schur [39, 31] , and they are called Schur-type methods.
Algorithms in this second class were proposed by Bareiss [2] , Rissanen [38] , and others; we refer the reader to [31] and the references given there. [10, 22, 24] .
It is well known that the Levinson algorithm and the Schur-type Toeplitz solvers can be extended to handle exactly singular leading principal submatrices, and numerous algorithms were proposed [11, 17, 20, 23, 40, 47] . Finally, in Section 9, we make some concluding remarks.
Preliminaries
In this section, we introduce some notation, and we give a formal definition of FBOPs associated with general bilinear forms. respectively.
Notation
Here U E C ("*+1)×0+1) is a matrix whose ith column just contains the coefficients of the polynomial q0i, i = 0, 1,. Next, we list some properties of (.,.). For the monomials qo(A) _= Aj and _b(A) -A', we obtain (Ai, Aj) = ti-j, i, j = 0, 1,..., (3.2) and hence the elements of {ti}_=__ are just the moments associated with (-, .) . From (3.2) and the bilinearity relations (2.10), it readily follows that (A¢,A_) = (_,_) for all _, ¢ E "P. Similarly, one can show (3.5).
In view of (2.11), (3.1), and (1.1), a polynomial 
tl].
As an immediate consequence of (3.6) and (3.7), we have the following result.
Lemma 3.1
The following conditions are equivalent:
(i) A regular right FBOP q_n of degree n exists.
(ii) A regular left FBOP ¢, of degree n exists.
(iii) The matrix T,,-1 is nonsingular.
(3.7)
4
Recurrence Relations for FBOPs
In general, regular FBOPs q_,_ and ¢,_ need not exist for every n. We denote by
the sequence of all integers n for which regular FBOPs of degree n exist.
Here, either J = or, if there are only finitely many regular FBOPs, J is an integer. We remark that, for n = 0, the conditions (3.6) and (3.7) are void, and thus qo0(A) -1, ¢0(A) -1 are regular FBOPs of degree 0. Hence no = 0 is always included in (4.1). Note that, in view of Lemma 3.1, the sequence {nj}]= 1 just consists of all integers n _> 1 for which T,-a is nonsingular.
In this section, we derive recurrence relations for generating regular FBOPs corresponding to arbitrary subsequences of (4.1).
The Classical Szeg5 Recursions
If nj _--j and thus regular FBOPs of degree n exist for every n, then they can be generated by means of the celebrated Szeg5 recursions [19, 3, 32] . For n = O, 1,..., do:
1) Compute p,_ = (1, A_p,,), r,_ = (A¢,,, 1).
2) Set
3) Set B. = r./6., ¢.+1 = _¢. -¢.B.. 
General
Recursions for FBOPs
Let {njk}_=0 C_ g {nj}j= 0 be an arbitrary, but fixed, subsequence of (4.1). Here either K --cc or K is an integer. For simplicity, we set nk := njk. Moreover, in view of (4.1), we can assume that, without loss of generality, no = 0 is included in the subsequence. Therefore,
For all0_k<K, weset 0, if hk = 1, (4.6)
hk:=nk+l--nk and 2"k:= {nlnk<n<nk+l}, ifhk>l.
If K < ecz, then we set nK+a := oo and ZK := {n I n > nK}.
The goal then is to give recurrences for generating the regular FBOPs = 0 for all qo e 7_.k-1.
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Next we introduce some further notation.
If K < oc, then we also define infinite row vectors of polynomials
Moreover, for all 0 _< k < K, we set
For all 0 _< k < K, we define blocks of "'" _,_k+l-a].
(4.10) and we set
We remark that, with (4.11), the biorthogonality conditions (2.11) and (2.12) for the regular FBOPs (4.7) and the relaxed biorthogonality relations (4.9) for quasi-FBOPs can be summarized as follows: the polynomials _,_, ¢,_, n = 0, 1,..., are required to satisfy
Note that F (k) and G (k) defined in (4.12) are hk × hk matrices, with hk from (4.6). We will need the fact that these matrices are nonsingular. Clearly, _o is a monic polynomial of degree nk+l, and since the polynomials in the block (I)(k) are linearly independent,
we have _o ¢ _o_k+1. Using (4.13)-(4.15), we deduce that
Hence _o is a regular right FBOP of degree nk+a, and this contradicts the uniqueness of regular FBOPs. Similarly, one shows that G (k) is nonsingular.
[3 For the formulation of our recurrence relations, we will also need the following quantities.
If hk > 1, we define and, if hk = 1, we set fk = gk "-0. We remark that fk and gk just consist of the first hk -1 elements of the last columns of F (k) and (G(k)) T, respectively. Thus we have
where the elements * in the lower right corners in (4.17) are 1 x 1.
After these preparations, we can now state our recurrence relations for generating the regular FBOPs (4.7) corresponding to the prescribed indices (4.5), together with inner polynomials (4.8) satisfying the relaxed biorthogonality conditions (4.9). First, we set _-1 = ¢-a = A-1 and (I)(-1)
Then, for all -1 _< k < K and nk+ 1 < n+l < nk+2, we set:
Here, in (4.18) and (4.20), _}'_), _) E C are coefficients that can be chosen arbitrarily. In particular, the polynomials I( K regular FBOPs corresponding to the prescribed indices (4.5).
Proof.
We show (4.13) by induction on n. For n = 0, by (4.5), k(0) = 0, and the conditions (4.13) are void. Now let n _> 0, and assume that (4.13) holds for all polynomials _0, c21,-..,_ and ¢0, _-'1,--., G_. We need to show that _,_+1 and _b,_+l satisfy (AJ,qon+l) = 0 for all j = 0, 1,...,nk+l -1, ( 4.22) and
respectively.
Here k is the integer defined by nk+l _< n + 1 < nk+2. To simplify notation, we set h' := h_ -1 and n' := nk+l -1. Moreover, in the following, we always assume that j e {0,1,...,n'}. 
For the case that n + 1 = nk+l, it remains to prove (4.22) for all j in the range nk _< j _< n'.
Here we use (4.29), (4.28), (4.25), (4.12), and the definition of #,_ in (4.19) to verify that
This concludes the proof of (4.22).
To show (4.23) we proceed similarly. First, using (3.4) and (4.13), one verifies the relations
With ( 
For n=0,1,..., do:
1) Compute p, = (1,AV,,) and r, = (M.,,_,I).
( 5.4) 2) Decide whether to construct qon+l and ¢,+1 as regular FBOPs or as inner polynomials and go to 3) or 4), respectively. 
Note that the description of Algorithm 5.1 is still incomplete, since no criteria for the decision in step 2) are given. We defer a discussion of this so-called look-ahead strategy to Section 6.3.
Here, we only remark that, Using (5.13) and the definition of (.,.} in (3.1), we can rewrite the relations (5.11) and (5.12) in the following matrix formulation:
VTT,_U,_ = D,,, 
In particular, hk = 1 for all k if only regular steps 3) are performed in Algorithm 5.1. In the sequel, the construction of a true block of size hk > 1 will be referred to as a look-ahead step, and hk will be called the length of the look-ahead step. Finally, we remark that, by (5.13), the blocks ¢(k) and _(k) have the following representations: 
Further Properties
In this subsection, we collect some further properties of Algorithm 5.1 that will be needed later on.
Formally
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Using (5.20), (4.13), (5.3), and the definition of (','/in (3.1), one readily verifies that
Next, we partition the matrices U (0 and V (0 in the form
Note that _(t) and Q(l) are unit upper triangular matrices, and in particular, they are nonsingular.
With ( Furthermore, it will be convenient to set Proof.
First we show part a).
Here the polynomials _b,,+l and q_,,+a are given by (5.6) and ( Now we turn to part b). Since the proofs of (5.30) and (5.31) are complete analogous, we will only show (5.30). We assume that q0,,+l is constructed as an inner polynomial; note that _,+1 is given by (5.7), where, by (5.25), _}_) = 0 for alli. Let nt _< m+l < n+l. If m + 1 > n_, then (5.37) is just the desired relation (5.30). If m + 1 = n_, then, by (4. 13) and since n _> n, > m, we have (_b,,,, _,_) = 0, and thus (5.37) reduces to (5.30 In particular, in recurrences for _P,+l and ¢,+1 in (5.5) and (5.6) reduce to ¢2n+1 = A_, -¢"_c_,_ and _Dn+1 "--)_-)n --_n]_n, U,_and V,_in the factorization(5.14)-(5.17) of T_. We callu_ and v_ regular vectors ifthey are the coefficient vectors of regular FBOPs _ and Cn, and we referto un and v_ as inner vectors ifthey correspond to a pair of inner polynomials.
In the following,we denote by sn, r,_E C '_+Ithe vectors defined by the partitioning Recall that T,_ is guaranteed to be nonsingular for n = nk -1, k = 1,2,... ,l, and we only update the solution x,_ of (6.7) for these values of n. To this end, we simply need to insert the following procedure at the beginning of each regular step 3) in Algorithm 6.1:
Set n' = nt -1, and partition U (0, bn, and T,, as follows :
where 0 (t) and a just contain the last n -n' rows of U (0 and bn, respectively. We need to show that x, given by (6.10) and (6.9) is the solution of (6.7). Indeed, by means of (6.8)-(6.10) and the first relation in ( We now consider steps 1)-5) of Algorithm 6.1 in more detail.
Compute y by solving
Step 1) involves the computation of two inner products of vectors of length n + 1. It turns out that these are the only two inner products that are required during the nth iteration. This is exactly the same as in the classical Levinson algorithm for strongly regular matrices.
The look-ahead strategy for the decision in step 2) will be described in Section 6.3. As we will see there, it only involves negligible work.
Next we turn to step 3). Note that (G(O) T and F (0 are hi x hi matrices, and, if ht > 1, we use Gaussian elimination to solve the four linear systems in (6.5). Recall from (4.17) that ft and g_ are given as part of the last columns of F (0 and (G(O) T. If hi = 1, then, by (5.40), #n = un = 0, and the two updates in (6.6) require two SAXPYs 2 with vectors of length n + 1.
If ht > 1, then we first compute the two vectors JV(Oal 1) and JU(O_ 1), (6.11) which costs 2h_ SAXPYs. The two updates in (6.6) then require 2(h_+l) additional SAXPYs.
Step 4) always requires two SAXPYs. This is obvious if hi-1 = 1. If hi-1 > 1, we use the vectors (6.11) (with l replaced by 1 -1), which were already computed in the course of the last regular step.
In step 5), we need to update the matrices F(0 and G (0. To this end, we first update D (0 using Lemma 5.2, and then we compute F (0 and G (l) by means of (5.24). Note that, by (5.23), the triangular matrices/)(0 and 1)'(0 in (5.24) are given as part of U (0 and V (0.
Consequently, step 5) only involves negligible work.
Finally, we turn to the procedure for updating solutions of Toeplitz systems (6.7). To compute the right-hand side of (6.9), we need to generate R x', which involves ht = n -n' inner products. The computation of the vector x, in (6.10) requires another ht SAXPYs.
Note that x, is only updated once within each cycle of ht steps. Thus, in the average, the update procedure requires one inner product and one SAXPY per nth step.
In Table 1 , we summarize the operation counts for one step of Algorithm 6.1, and for the updating procedure for solutions of general Toeplitz systems (6.7).
:A SAXPY operation is z = x + ay, where z and y are vectors and a is a scalar, see, e.g., [16] . is of size > 1. Then, by combining (6.17) and (6.18), we arrive at _(T,,) S : _(r(') ). 
In view of (7.2), the matrices (4.12) are now connected by F (k)= (G(k))H. (7.5) respectively, and set ttn+ 1
Set nl+l = n + l, l = l + l, U (0 = 0, and go to 5).
Finally, using (7.3)-(7.5) and setting Figure  1 . First, we use the classical Levinson algorithm, and in Figure  2 , we show--in the form of a histogram--the relative errors for the 100 test matrices. We see that the relative errors are rather poor. In Figure 3 , we plot the relative errors for the look-ahead Algorithm 6.1 (with hm_, = 2). We see a substantial improvement of the relative errors. The matrices were generated as in Example 1. In Figure 4 and Figure  5 , we plot the histograms of the relative errors for the classical Levinson algorithm and the look-ahead Algorithm 6.1 (with hm_x = 2), respectively. In Table 6 , and its condition number profile is shown in can be found in [15] . We stress that the Hankel case is fundamentally different from the 
