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I. Introduction 
A. Motivations behind research 
What are the motivations behind studying magnetic and thermal properties of materials at 
very low temperature or high fields? Our research endeavors are aimed at probing spin 
dynamics. From a practical standpoint, a better understanding of spin dynamics can lead to the 
development of very useful applications such as quantum computing or high density data 
storage. In order to get there, we need an accurate and precise understanding of the underlying 
physical mechanisms that cause a particle’s spin orientation to change. That is, what in the 
environment—whether it be other interacting particles, temperature, or magnetic fields—can 
change spin direction? Before we can even try to find answers, we have to fully understand the 
question. The next few sections in this introduction will set up a foundational understanding of 
magnetism in order to define spin and to explain how spins react in magnetic fields. The rest of 
this section will a look at a particular system, LiHoxY1-xF4, and in which magnetic holmium ions, 
as spin particles, are affected by crystal field and Zeeman effects. From here, we will see what 
µSR as an experimental technique can tell us about the local environment. 
B. Understanding spin behavior and applying it to a real system 
i. Magnetism, magnetic moments, and spin 
Electric fields are caused by positively and negatively charged particles such as protons 
and electrons. An electric dipole is made up a positive charge and a negative charge separated by 
a small distance. Can magnetism be understood analogously? Intuitively we think of magnetism 
in terms of north and south poles, because our earliest experiences were based on them. We think 
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of a bar magnet as having a North and South Pole and that “opposites attract”. But the reality is 
that a magnet cannot be broken into two separate poles! (As of today, the search for magnetic 
monopoles has so far been unsuccessful.) For example, a simple bar magnet, when broken in 
half, will produce two magnets. This is because magnetism is due to moving electric charges, not 
monopoles. In the simplest case, a loop of steady current, i, with radius, R, will produce a 
magnetic field 
 2/322
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where z is the distance from the center of the loop along the symmetry axis. A magnetic moment, 
µ, can be introduced  
 LRiiA γpiµ ==≡ 2  (2) 
It can be more convenient to express the magnetic moment in terms of angular momentum rather 
than current, and the proportionality constant, γ, is called the gyromagnetic ratio. We are all 
familiar with orbital angular momentum, but there exists another type of angular momentum 
called spin. 
Quantum mechanically elementary particles are known to precess. Spin is an intrinsic 
magnetic property and can be thought of as an intrinsic angular momentum, as if an electron is 
literally spinning to create a spin momentum. (This classical image of an electron spinning is not 
a real physical phenomenon, only an analogy to help understand spin.) Therefore, there is also a 
spin magnetic moment: 
 S
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When both spin and angular momentum are present, as for example, an electron orbiting an 
atom, J is represented by the vector sum of the two:  
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J is called the total angular momentum. Quantum mechanics tells us that the z-projections of spin 
and angular momentum are quantized and can only take on certain integer or half integer values 
of ħ.  
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For example, a spin ½ particle such as an electron can have Sz = ±½ ħ, typically called the spin 
up and spin down states. If the electron has an angular momentum of l = 1, then j = 1/2 or 3/2. 
ii. Energy splitting (Zeeman effect) 
The electronic states are degenerate states; States with different mj values have the same 
energy. Is this still true in field? We already know that spins experience a torque in field, so its 
lowest energy state should be when the spin is aligned with the field. In the weak field limit 
(where the state is described by the quantum number mj), the field raises or lowers the energy of 
the electronic state by  
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where g is the Landé g factor and µB is the Bohr magneton. The energy splitting, called the 
Zeeman effect, is proportional to the magnetic field, B. In the simple case of a spin ½ particle 
with no angular momentum, j = ½ and mj = ms = ±½, and the corresponding Zeeman diagram is 
shown in Figure 1. 
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Figure 1. Zeeman energy splitting for a spin ½ particle[1]. 
 
iii. Uniaxial spin anisotropy (Crystal field effect) 
Anisotropy in crystals can also create energy differences that depend on a particle’s spin 
orientation. One simple example is uniaxial anisotropy where a spin orientation along the z-axis 
has the lowest energy and a spin orientation perpendicular to the z-axis has the highest energy. It 
is actually easier to illustrate this using a high spin state because the diagram seems more 
continuous with more Sz states (whereas a spin ½ particle would only have the two states along 
the z-axis.) Figure 2 shows the energy diagram for a simple model to describe uniaxial 
anisotropy with an S = 10 particle. 
 
Figure 2. An example of a simple model for uniaxial anisotropy with a S=10 
particle in the absence of an applied magnetic field[2]. 
 
At zero field, the doubly degenerate ground states (Sz = ±10, E = -10) are obviously at the same 
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energy, but that does not imply that one eigen-state can transition to another eigen-state 
spontaneously. There is an energy barrier for spin reversal. Just as if there’s a wall between you 
and your destination, you cannot get to the other side unless you have the energy to get over the 
wall. It is also possible to quantum mechanically tunnel through an energy barrier when the 
thermal energy is less than the energy barrier, although the probability of this occurring is small 
depending on the barrier height and width. If the thermal energy is greater than the energy barrier 
of 10K then the spin direction can flip from Sz = -10 to Sz = +10 via thermal excitations (Figure 
3). If the thermal energy is lower than the energy barrier, quantum tunneling allows for this 
transition to occur but it is very unlikely to happen because of the large barrier width. Tunneling 
is more likely to occur if it is thermally activated. Here, tunneling occurs between intermediate 
spin states with a smaller barrier height and width. 
 
Figure 3. Spin flip from Sz = -10 to Sz = +10 by tunneling or thermally assisted 
tunneling through intermediate spin states[2]. 
 
iv. Crystal field and Zeeman effects applied to a real system: Holmium Doped LiYF4 
Now that we have a foundational understanding of spin and what happens to a spin 
particle in magnetic field and a crystal field, we are in a better position to extend what we know 
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to a real (and of course, more complicated) system: LiHoxY1-xF4. Let us first consider the crystal 
field effects and then see how the energy diagram changes in field.  
LiYF4 acts as a host material for rare-earth ions such as holmium or terbium. The 
paramagnetic rare earth ions replace nonmagnetic yttrium in the lattice. The presence of Ho 
atoms does not seem to distort the crystal structure. If it did, the crystal field effects (not to 
mention other consequences) may be further complicated by the holmium concentration. LiYF4 
forms a Scheelite structure with parameters a = b = 5.175Å and c = 10.75Å[3].  
 
 
Figure 4. Scheelite crystal structure of LiYF4[4]. 
 
Ho3+ has a J=8 electronic ground state, but perturbations due to crystal field effects will 
spread out the 17 degenerate electronic states as shown in Figure 5a[3]. Note that some of these 
Jz states fall on a parabola, as described in the simple uniaxial anisotropy model introduced in the 
previous section, but there are deviations (particularly the Jz = 0 states) because the crystal field 
effects are much more complicated than those for the simple model.  
c-axis 
Y 
Li 
F 
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Figure 5. a) Energy levels as a function of Jz with zero applied field. b) Low 
energy diagram with Zeeman splitting[3]. 
 
In the very low temperature limit, the energy diagram in Figure 5b resembles that for a 
spin ½ particle with Zeeman splitting. At high energy, the energy diagram for the holmium in 
LiHoxY1-xF4 is much more complicated than that for a spin ½ particle. Is there any way to 
simplify the system? That is, can we make the holmium ions into an effective spin ½ particle?  
v. Holmium at low temperatures and spin flips 
How low is “low”? A closer inspection of the energy diagram shows that there is an 
energy difference of 10K between the doubly degenerate ground state (corresponding to Jz = ±6 
in Figure 5) and the first excited non-magnetic state (corresponding to Jz = 0). The next energy 
barrier, between the first excited and the second excited non-magnetic states is 25K (Figure 6).  
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Figure 6. Very low energy diagram of Ho3+ with crystal field effects and 
Zeeman splitting[2]. 
 
Below 25K, holmium cannot reach the second excited state and is confined to the lower energy 
states. Below 10K, the only accessible states are the doubly degenerate ground states. This is the 
temperature range in which holmium acts as an effective spin ½ particle. Figure 5a shows an 
energy barrier of 300K for spin reversal via thermal excitations. At temperatures on the order of 
10K, spin reversal occurs not through the high energy state at the top of the parabola, but rather 
through the first excited state. At temperatures below 10K, the Jz = -6 state can tunnel to the Jz = 
0 state and then relax into the Jz = +6 state. This is more likely to occur than a direct spin reversal 
from Jz = -6 to 6, which is improbable due to the large barrier width. But how do we know that 
such a spin flip occurs? Recall that magnetic moments produce magnetic fields. A change in spin 
orientation can cause a change in local magnetic fields produced by that spin. How can we 
observe dynamical phenomena such as this? 
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II. µSR study of LiHoxY1-xF4 
C. Introduction to µ+SR 
i. The muon as a local magnetic probe 
In order to probe local magnetic fields, we need a test particle with its own magnetic 
moment. What happens to a magnetic moment in a field? It will experience a torque. 
 B
rrr
×= µτ  (7) 
A spinning top that has an initial angular momentum, when subject to a gravitational torque, will 
precess. Similarly a magnetic moment with an initial angular momentum will precess in the 
presence of a static magnetic field. 
 
Figure 7. Muon precession under a static field B at an angle θ from its spin 
magnetic moment[5]. 
 
The precession frequency, ωL, called the Larmor frequency, is proportional to the strength of the 
magnetic field. Recall that the gyromagnetic ratio, γ, is related to the magnetic moment, µ, and 
the angular momentum, L. 
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If the magnetic field is known then the precession frequency can be easily calculated. But 
what if local magnetic fields are unknown? Can we measure the precession frequency (or how 
the spin orientation changes with time) to extract the behavior of local magnetic fields? This can 
be done with an experimental technique called muon spin relaxation\rotation\resonance (µSR) 
which uses the muon as a local magnetic probe. 
But one might ask: why use a muon? What’s special about the muon that allows us to 
observe local physical phenomena such as fluctuating magnetic fields? What makes this 
technique “work”? As mentioned in the previous section, in order to investigate magnetic fields, 
a magnetic test particle is needed. The muon is a spin ½ particle and thus has an associated 
magnetic moment. If we’re interested in how its spin changes with time, we need to know its 
initial spin direction. Otherwise, you can’t say anything about how it changes! We need some 
way of measuring the time dependence of the spin direction experimentally and to be able to 
repeat this procedure many times. What is it about muons that allow us to extract its spin 
polarization? 
ii. Starting from the beginning: Pions, muons, and parity violation 
Muons are produced naturally as cosmic ray radiation. Many are probably hitting you 
right now, but at unacceptably slow rates for an experiment. How are high fluxes of muons 
produced for an experiment? A high energy proton beam is aimed at a stationary carbon target 
(or sometimes another light element such as beryllium). This collision produces a pion, which is 
an unstable particle that will decay into a muon and a muon neutrino with an average lifetime of 
26ns. It turns out that the muon’s spin direction is anti-parallel to its momentum—hence, the spin 
is nearly 100% polarized. This is unusual because most physical phenomena obey parity 
conservation: If the spatial coordinates of a process are reversed from (x, y, and z) to (-x, -y, -z), 
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this reversed process should be equally possible. In two dimensions, this is like looking at a 
process reflected in the mirror. What you see in the mirror should be as likely to happen as what 
you see in front of the mirror. In the case of pion decay, you expect that the spin direction should 
be equally likely to be parallel or anti-parallel to its momentum. But this is not so! This is an 
example of parity violation in pion decay. It turns out that parity is violated yet again in muon 
decay. A muon is not stable and will decay into a positron with an average lifetime of 2.19µs. 
During the decay, the positron is emitted preferentially in the direction of the muon’s spin[6]. 
The spatial distribution can be modeled by 
 )cos(1)( θθ aW +=  (9) 
where a is an asymmetry parameter that depends on the energy of the positron. The upper bound 
is unity for highly energized positrons.  
 
Figure 8. Spatial distribution of positron decay[7]. 
 
Parity violation in pion decay allows us to polarize the spin direction of a beam of muons. Parity 
violation in muon decay allows us to determine the direction of the muon’s spin at the time of 
decay via the direction of the emitted positron.  
iii. Experimental Setup: Reconstructing the time evolution of the muon’s spin direction 
µSR exploits parity violation to reconstruct how the muon’s spin polarization changes 
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with time. We know the initial polarization and the spin direction at the time of decay. But how 
do we fill in everything in between? The average lifetime of a muon may be 2.19µs but any 
individual muon can have a lifetime that is less than or greater than that. By looking at many 
millions of events, a time histogram gives a more complete picture of the time dependence of the 
spin polarization. How is the spin direction observed? The experimental setup of longitudinal 
field µSR is shown in Figure 9. 
 
 
Figure 9. Setup of muSR longitudinal field experiment[7]. 
 
Muons are artificially created as byproducts from cyclotron sources. A pulsed or continuous 
beam (depending on the µSR facility) of spin-polarized muons is aimed at the specimen of 
interest. These low energy muons do not have enough energy to pass through the host material. 
Instead, they stop within the sample at particular interstitial locations. There, muons interact with 
local magnetic fields (which include the effects of an applied transverse or longitudinal field in 
addition to local effects), that can cause changes in their spin polarization. After some time, the 
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muon will decay and emit a positron that will hit either the front or the back detector. The 
observable in this experiment is the detector signal asymmetry 
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 (10) 
where Nb is the number of positrons that hit the back detector and Nf is the number positrons that 
hit the forward detector. After many independent events (~20 million) have passed, a time 
histogram of the asymmetry reconstructs the average spin polarization as a function of time, G(t). 
Typical asymmetry curves are shown in Figure 10. 
 
 
Figure 10. Typical asymmetry fits with stretched exponential fit functions. 
 
The asymmetry curves show depolarization but what are the causes for depolarization? What are 
the mechanisms that cause the muon’s spin to change direction?  
D. Static and dynamic depolarization and corresponding relaxation functions 
i. Muons in fields 
Recall that muons will precess around local magnetic fields with precession frequency 
A
sy
m
m
et
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ωL. Internal fields are caused by dipolar interactions with nuclear or electronic spins in the host 
material, and in LiHoxY1-xF4., these would be holmium spins. If the internal fields do not vary in 
size or direction, then there is only one resulting Larmor frequency and no changes occur in the 
polarization. The asymmetry function will be constant in this case. Depolarization occurs when 
there are variations in the magnitude or direction of the internal fields, and these can be static or 
dynamic in nature. 
ii. Static Effects: Disorder, Dephasing, and static field Kubo-Toyabe relaxation 
 Given a certain distribution of randomly oriented, but non-fluctuating fields, muons with 
multiple stopping locations will each “feel” a different field. Even though these fields are static, 
the muon experiences differences by sampling the field at the various stopping locations. A 
famous example of relaxation due to disordered static fields comes from the derivation of the 
famous Kubo-Toyabe relaxation function. The probability distribution of the x, y, and z 
components and the magnitude of the internal fields are Gaussian with width ∆[8]. (Note that a 
similar approach can be used to derive the Lorentzian Kubo-Toyable polarization function with a 
half width at half maximum  = a/γµ..) 
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Figure 11. Distribution of direction and magnitude of internal magnetic 
fields[8].  
 
Each muon will interact with a slightly different local field from another, so the individual 
polarization functions are sinusoidal with slightly different Larmor frequencies (Figure 12a). If 
the muon is initially polarized along the z-direction, the polarization along z, Gz(t) is 1 at t = 0.  
 
Figure 12. a) Individual muon polarizations with different frequencies due to 
differences in local magnetic field strengths. b) The net polarization from 
averaging over (a) will yield the static Kubo-Toyabe Gaussian relaxation 
function that dips and recovers to 1/3 of its initial value[5]. 
 
At long times, the different frequencies result in a dephasing effect such that the average 
polarization dips and recovers to 1/3 (Figure 12b). This result is known as the static field Kubo-
Toyabe relaxation function where the superscripts G and L correspond to Gaussian and 
Lorentzian static field distributions. 
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The recovery to 1/3 in the relaxation function is because 1/3 of the muons will stay along z (on 
average 1/3 of the fields are parallel to z). In general, the polarization function can be fitted to 
what can be called a power Kubo-Toyabe[9]. 
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Here, the fitting parameters are λ, the spin-lattice relaxation rate, and β. The static Lorentzian 
and Gaussian Kubo-Toyabe functions in (12) are recovered for β=1 and β=2 respectively. 
Intermediate values for β can suggest distributions that are in between purely Lorentzian and 
purely Gaussian distributions. This parameter can be fixed or allowed to float (be varied) with 
temperature if the nature of the underlying distribution changes with it. 
If the distribution of field directions is no longer equally likely in each direction and is 
instead skewed toward the z-direction, then more muons will stay along z and result in a higher 
polarization (hence, a weaker depolarization). The application of a longitudinal field, BL, along 
the direction of the muon’s spin, can accomplish this by ordering the fields along z. The Kubo-
Toyabe function with an externally applied field is 
 20 
 
τττω
ω
ω
ω
ω
ω
ω
γωτστω
ω
σ
σω
ω
σ
ω
µ
dajaa
attjaattjatG
Bdt
tttG
L
t
L
L
L
L
L
L
L
z
extL
t
L
L
L
L
L
G
z
)exp()(1                  
]1)exp()([)exp()(1),(
with           ,)
2
1
exp()sin(2                  
 ))
2
1
exp()cos(1(21),(
0
0
2
0
2
1
0
22
3
4
22
2
2
−














+−
−−





−−−=
=−+
−−−=
∫
∫
 (14) 
where j0 and j1 denote spherical Bessel functions. If we assume that the applied field does not 
reorient the internal fields, the muon will react to a superposition of these two that will be less 
random or disordered than before. Figure 13 shows how increased longitudinal field strength 
results in a weaker depolarization.  
 
Figure 13. c) Increased strength of longitudinal field strength suppresses 
depolarization due to disorder[5]. 
 
As long as the applied field strength is much greater than the magnitude of the internal fields, 
disorder effects are suppressed. Longitudinal field µSR allows us to suppress depolarization from 
disorder so we can focus on the more interesting dynamical effects. 
iii. Dynamic Effects: Fluctuating fields and dynamical Kubo-Toyabe relaxation 
In addition to polarization from static fields, muons can also depolarize from dynamically 
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fluctuating internal fields. Field fluctuations can be accounted for in the dynamical Kubo-Toyabe 
relaxation function. In its derivation, it is assumed that the probability of a field to change its 
direction at time t is exponential. 
 ) exp()( ttP ν−=  (15) 
The field after the change is randomly chosen from a probability distribution, P(Bi), such as the 
Gaussian distribution introduced earlier. Any individual muon can either feel no change, one, or 
more field fluctuations. The sum of these will give the average polarization, Gz(t,ν). The 
derivation is a bit complicated and its calculation involves numerical integration[8], but some 
approximations can be made in the fast fluctuation limit (ν >>ωL)[10]. In this regime, the 
relaxation function at each site in zero applied field becomes: 
 )/2exp()( 2 νttG Gz ∆−=  (16) 
In an applied longitudinal field, BL: 
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Note that the dynamical Kubo-Toyabe does not depend on the strength of the external field 
(which is proportional to ωL) in the fast fluctuation limit, whereas it does for static Kubo-
Toyabe. Longitudinal field dependence of the polarization can also serve as another way of 
differentiating static effects from dynamic effects in the fast fluctuation limit. 
a) Special case: Dilute spin glass 
In LiHoxY1-xF4, the holmium spin flips may correspond to dynamic field changes. 
Uemura assumed that fluctuating magnetic moments in dilute spin glasses are responsible for 
dynamic field fluctuations[10]. The muons stop at interstitial locations in the lattice. In the 
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previous discussion of Kubo-Toyabe relaxation, these expressions are derived for each muon site 
with field distribution with Gaussian width ∆. The widths of the field distributions can vary from 
site to site depending on the muon’s proximity to magnetic moments. As shown in Figure 14, 
when the muon site is closer, the field will be modulated with a larger range.  
 
Figure 14. Schematic view of different variable ranges of random local fields at 
different muon sites (stars). When magnetic moments fluctuate, the local field at 
the muon sites closer to the magnetic ions (black circles) will be modulated in a 
wider range[10].  
 
Uemura derived the probability for finding a muon site with width ∆ 
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Spatial averaging of the possible muon sites leads to the square root exponential 
 ))(exp())/4(exp()( 2/12/12 ttatGz λν −=−=  (19) 
b) General case: Stretched exponential 
If there is a broad distribution of muon relaxation rates, P(λ), then the relaxation function 
can be modeled by a stretched exponential. 
  ))(exp()( βλttGz −=  (20) 
As shown in the case of dilute magnetic alloys, β = 1/2 corresponds to a single relaxation rate. 
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As the distribution P(λ) becomes more broad, β approaches 1/3 asymptotically. This is the form 
that will be used in the analysis of our µSR studies of LiHoxY1-xF4. 
E. µSR Experiment: Temperature and field dependent spin lattice relaxation rate 
i. Temperature, field, concentration dependent spin lattice relaxation rate 
We conducted longitudinal and transverse field µSR studies of LiHoxY1-xF4 at ISIS, a 
muon facility at Rutherford Appleton Laboratory (RAL). Previous experiments have also been 
performed at the Paul Scherrer Institute (PSI). Our motivation behind conducting µSR studies of 
LiHoxY1-xF4 is to have a better understanding of holmium spin dynamics and how it affects muon 
spin depolarization. In the previous section, we explored different underlying physical 
mechanisms and their corresponding relaxation functions. The observable in a µSR experiment is 
the asymmetry, which is proportional to the muon’s spin polarization. The asymmetry was fitted 
to a stretched exponential relaxation function 
 
))exp(()( 0 βλtAtA −=
 (21) 
where λ is called the longitudinal spin-lattice relaxation rate and the exponent, β, is roughly 0.5 
in all the cases we have studied. Curve fitting was done with Wimda, a program developed at 
ISIS for muon data analysis. In all of the fits, the χ2 values were below 1.02 per degree of 
freedom. 
We conducted longitudinal field µSR to suppresses depolarization from static field effects 
so we can explore dynamical effects. The dynamic behavior can depend on a variety of variables: 
temperature, concentration of holmium, crystalline orientation, etc.  
The rate of fluctuation can depend on the temperature, especially as it increases from 
below the energy barrier to above the barrier where the underlying mechanism for spin reversal 
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changes from quantum enabled to thermally activated transitions. We investigated the 
temperature dependence of λ between 2K and 20K at fixed transverse and longitudinal field 
strengths of 230G, 600G, and 1200G. We also investigated the field dependence of the spin-
lattice relaxation rate, λ, up to 2500G at three fixed temperatures: 1.8K, 10K, 16K. 
We are interested in the dilute limit with nominal holmium concentrations of x = 0.002, 
0.01, 0.05, and 0.10. (Note: x = 0.002 data was taken at PSI.) At what concentrations are the 
spins behaving independently? As the concentration increases does the assumption of 
independence break down? The holmium ions may start interacting with one another and begin 
to exhibit correlated spin dynamics.  
Crystal field anisotropy can cause the holmium’s spin directions to prefer one orientation 
over another, so dynamic behavior can also depend on the orientation of the crystal. This effect 
can be explored by comparing samples with the c-axis parallel to the muon beam direction to 
those that are perpendicular. The samples are rectangular 3x8x30mm3 cuts of single crystal 
LiHoxY1-xF4 with two crystalline orientations (with the c-axis parallel to either the 3mm edge or 
the 8mm edge which correspond to B⊥c and B//c respectively ). 
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Results 
 
 Temperature Dependence Field Dependence 
x = 0.01 
 
Figure 15. Temperature dependence up to 
20K (with fixed fields of 230 and 600G) of 
relaxation rate, λ, for x=0.01 with B ⊥ c-axis. 
Figure 16. Field dependence up to 2500G (with 
fixed temperatures of 1.8K, 10K, and 16K) of 
relaxation rate, λ, for x=0.01 with B ⊥ c-axis. 
 
x = 0.05 
 
Figure 17. Temperature dependence up to 
20K (with fixed fields of 230 and 600G) of 
relaxation rate, λ, for x=0.05 with B ⊥ c-axis. 
 
Figure 18. Field dependence up to 2500G (with 
fixed temperatures of 1.8K, 10K, and 16K) of 
relaxation rate, λ, for x=0.05 with B ⊥ c-axis. 
x = 0.10 
 
Figure 19. Temperature dependence up to 
20K (with fixed fields of 230, 600, and 
1200G) of relaxation rate, λ, for x=0.10 with 
B ⊥ c-axis. 
 
Figure 20. Field dependence up to 2500G (with 
fixed temperatures of 1.8K, 10K, and 16K) of 
relaxation rate, λ, for x=0.10 with B ⊥ c-axis. 
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Figure 21.  Comparing the temperature dependent relaxation rates with x=0.10 
for B // c-axis and B ⊥ c-axis. The relaxation rates for temperature or field 
dependent data for any of the concentrations studied does not seem to depend on 
crystalline orientation. 
 
To reduce redundancy, data with B // c-axis have been omitted because crystalline 
orientation does not seem to qualitatively change the temperature or field dependence of λ, for 
any of the concentrations. Figure 21 shows two comparable sets of temperature dependent data 
with B//c and B⊥c. This also applies for field dependent data. 
For low concentrations, λLF(T) has a characteristic peak around 10K, corresponding to the 
energy barrier for spin reversal. This peak becomes saturated for x = 0.05 and x = 0.10 at low 
temperature and field but is partially recovered when the strength of the field is increased. The 
peak temperature seems to shift slightly to the right with increased field strength. 
For all concentrations, at T=16K, the relaxation rate shows no field dependence. For low 
concentrations, the field dependent relaxation rate is highest for T=10K but there is a crossing at 
higher concentrations where T=1.8K yields a higher relaxation rate at low fields. This crossing is 
around ~400G for x=0.05 and ~1000G for x=0.10.  
 27 
ii. Holmium damping: Kubo Toyabe or stretched exponential? 
With the concentration, temperature, and field dependence of the spin lattice relaxation 
rate, we can see how these results compare with the theoretical predictions that led to the 
dynamical Kubo Toyabe or the square root exponential for dilute spin glasses. Once the form of 
the relaxation function is established, we can extract physically relevant parameters such as the 
field distribution width and field fluctuation frequency.  
The results from Luke, et al, on LiHo0.045Y0.955F4 saw a “kink” in their zero field 
asymmetry curves which means that there is a fast and a slow contribution to the relaxation 
rate[11]. In Figure 22, there is a fast drop in the asymmetry and then a slow gradual 
depolarization at long times. They concluded that the fast depolarization was due to static effects 
and the slow depolarization was due to dynamical effects. A longitudinal field between 0 and 
0.05T (or 500G) was sufficient in decoupling the static and dynamic contribution as the fast drop 
is no longer present at 0.05T. A field of 1T was needed to suppress the dynamical depolarization. 
They fitted the asymmetry to a Lorentzian Kubo Toyabe and extracted ∆ and ν. 
 
Figure 22. Decoupling the static and dynamical depolarization at 20mK[11]. 
 
There is an alternative explanation for the “kink” at low temperature, low field, and low 
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concentration. At high temperatures, the muon interacts with a pair of fluorine atoms and the 
resulting polarization is dominated by FµF oscillations. The FµF signal is only lightly damped at 
high temperatures. Figure 23 shows how these oscillations become highly damped at low 
temperatures.  
 
Figure 23. Zero field FµF oscillation at T = 50K[2]. 
 
The alternative explanation by Graf is that the “kink” can be explained by FµF oscillations in 
field damped by magnetic holmium. Both explanation will agree that there is a dynamical 
damping mechanism, but they differ on what form it should take. We believe that holmium 
contribution to the damping is something more typical of dilute magnetic systems, a stretched 
exponential with β near ½. The previous figures were shown for 5% holmium and show no 
oscillations at low temperature but our studies of 0.2% holmium do. The “wiggles” that are 
characteristic of FµF oscillations are more prominent at low concentrations where the holmium 
contribution is weaker (Figure 24). At higher concentrations, the oscillations can be washed out 
so only a kink remains.  
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Figure 24. Superimposed asymmetry curves for LiY0.998Ho0.002F4 from zero 
applied field (bottom in red) to 80G in 20G increments at 1.6K. 
 
Currently, we are trying to back up this alternative explanation using a muon spin 
simulation program developed by J.S.Lord called Quantum[12,13]. This program simulates 
dipolar, hyperfine, quadrupolar, and Zeeman interactions and can include relaxation processes 
such as random fields. The program requires lattice locations of magnetic species. Zero field 
µSR studies of LiY0.998Ho0.002F4 have shown F-muon-F coupling[14]. This has been used to find 
muon stopping sites: the four locations between two close 19F atoms in the unit cell. The 
following simulation included the four possible muon stopping locations with the fluorine 
located in their unperturbed lattice positions and the muon centered between them. (The presence 
of the muon perturbs their separation distance from 2.60Å to 2.39Å in the lattice.)  
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  x y z 
muon -1.292 0.000 1.341 
F -1.735 -1.127 0.875 
F -0.848 1.126 1.808 
muon 0.000 -1.292 -1.341 
F -1.126 -0.848 -1.808 
F 1.127 -1.735 -0.875 
muon 1.292 0.000 1.341 
F 1.735 1.127 0.875 
F 0.848 -1.126 1.808 
muon 0.000 1.292 -1.341 
F -1.127 1.735 -0.875 
F 1.126 0.848 -1.808 
Table 1. Fluorine positions in unperturbed LiYF4 lattice and muon stopping 
locations between a pair of close fluorine ions in angstroms.  
 
Then polarization as a function of field from 0G to 80G was simulated to replicate Figure 24. A 
random field of 30G was added as a damping mechanism. 
 
Figure 25. Muon spin simulation using the Quantum program showing FµF 
oscillations as a function of field with random fields of 30G. 
 
The simulation results show many qualitative similarities. The predicted peak and “kink” occur 
near t = 2µs as shown in the experimental data and the position of the peak shifts to the left as the 
longitudinal field strength is increased. The exact position of the peak does not quite match but 
this may be due to the perturbed positioning of the fluorine atoms. The depolarization becomes 
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weaker with a higher applied field for both the simulation and the experimental results. These 
simulations can be improved upon by using Quantum in conjunction with Wimda, the 
asymmetry fitting program at ISIS. Quantum can extract simulation parameters such as the 
random field strength or spin fluctuation rates from experimental data. The random field of 30G 
was chosen arbitrarily just to provide a damping mechanism for comparison, but if future 
simulations can extract this parameter from actual data, we may be able to reproduce polarization 
curves more closely and have concrete evidence to back up our alternative interpretation.  
iii. Single ion theory (Malkin) 
Our collaborator, Boris Malkin, has been working on a single ion model that will 
reproduce our experimental results. His simulation includes thermal field fluctuations due to a 
single holmium ion. Inherent in this model is the assumption that muons only interact with the 
nearest neighbor holmium and they do not interact with one another. The number of muon sites 
is treated as a fitting parameter, since we only have nominal concentrations. 
 
Figure 26. Comparing experimental polarization curves and the theoretical 
results from Malkin’s single ion theory with the number of muon sites as a fit 
parameter 
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The model works well to reproduce polarization decay curves at 10K for all four 
concentrations (Figure 26). This theory also succeeded in reproducing the temperature 
dependence of the spin relaxation rate for low concentrations (x = 0.002 and x = 0.01) but could 
not be extended to higher concentrations.  
 
 
Figure 27. Experimental (points) and theoretical (thick, colored lines) fits from 
a single ion theory of temperature dependence of longitudinal field spin lattice 
relaxation rate for x=0.01 for two field strengths of 230G and 600G 
 
The single ion theory is sufficient in describing temperature dependent spin dynamics at 
low concentrations. However, when we try to extend the model to higher concentrations, it fails. 
What part of the theory breaks down at higher concentrations?  
Recall that longitudinal fields suppress static field effects (disorder) as long as they are 
much stronger than the strength of the internal fields. It’s possible that at 230G, this external 
field strength is sufficient in suppressing internal fields in samples with low concentrations of 
holmium (as shown with x = 0.002 in Figure 24), but becomes too weak to suppress disorder 
with stronger internal fields at higher concentrations of holmium. We conducted the experiment 
with LF fields of 600G and 1200G to make up for this increase, but it is still possible that even 
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these field strengths are not strong enough to suppress disorder at higher concentrations. 
However, results from Luke, et al, concluded that a field of 500G is sufficient in decoupling 
static field effects from dynamic effects for x = 0.045[11]. If disorder effects are indeed not 
present, we need another explanation for why the model fails at higher concentrations. 
One possibility is the emergence of an additional dynamical effect—something other than 
thermally excited holmium spin flips that are already included. At higher concentrations, as the 
holmium ions get closer together, they are more likely to influence one another. The model 
assumes independent spin flips but Ho-Ho interactions may cause their spins to correlate. 
Magnetic correlation might play a more important role at higher concentrations. 
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III. Specific Heat measurements on LiTb0.40Y0.60F4 
Another major overarching project was to ultimately measure the low temperature 
specific heat of a spherical single crystal of LiTb0.40Y0.60F4 in field using ac-heating. The full 
context and motivation behind this measurement is beyond the scope of this thesis. However, 
many smaller (but not necessarily easy), side projects have to be completed in order to perform 
this kind of measurement. 
 Low temperature experiments are conducted in a 3He or a dilution refrigerator in order to 
reach temperatures below 1K. A new calorimeter1 had to be designed and constructed; however, 
the design of the calorimeter depends on what kind of specific heat experiment it is intended for. 
There are generally three different methods of measuring specific: adiabatic, semi-adiabatic, and 
the ac method. The calorimeter was designed for both semi-adiabatic measurements and ac 
measurement. Preparations for the in field experiment included setting up the 8T solenoid 
magnet with the dilution refrigerator, constructing a cold finger to extend the calorimeter to field 
center2, and re-orienting the sphere along the crystalline c-axis. Concurrently, a zero field ac 
experiment was attempted on a sample of LiTb0.40Y0.60F4 with unknown crystalline orientation 
and was followed by another specific heat experiment using the semi-adiabatic method. 
A. Introduction to Specific Heat 
i. Specific heat, thermal conductivity, and heat flow 
Specific heat capacity, C, is a measure of the heat or thermal energy needed to raise the 
temperature of a substance by 1K. 
                                                 
1
 Details and design plans for the calorimeter are included in the appendix 
2
 Design plans for the copper extension are also in the appendix.  
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dT
dQC =  (22) 
Heat capacity is an extensive property because it depends on quantity (size or shape of a 
substance). Heat capacity when normalized by mass becomes specific heat, c, an intensive 
quantity. Why would one want to measure this thermal property? One reason is that magnetic 
transitions are revealed in discontinuities in the temperature dependence of specific heat. Figure 
28 shows one such discontinuity in the heat capacity of LiTbF4 showing a ferromagnetic 
transition at Tc = 2.885 K[15]. The temperature at which ferromagnets lose their ferromagnetic 
properties is called the Curie temperature.  
 
Figure 28. Specific heat of LiTbF4 as a function of the reduced temperature. A 
ferromagnetic transition occurs at Tc = 2.885K[15]. 
 
LiTbxY1-xF4 has a ferromagnetic transition at Tc that scales with the percentage of terbium. With 
40% Tb, the Curie temperature is expected to be at 0.9K[16]. If the specific heat measurement of 
the sample shows this characteristic transition, the measured Curie temperature will serve as a 
check that the concentration is indeed 40%. 
Specific heat is a thermal property, but how is it measured? How does heat flow? 
Consider a rectangular slab of area A and thickness ∆x with a temperature difference, ∆T, 
between the two faces of the slab. Fourier’s law of heat conduction describes how heat flows 
from “hot” to “cold.” 
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where σ is the thermal conductivity, a measure of heat conduction. Thermal conductivity is an 
intrinsic property whereas thermal conductance, K, is an extrinsic property.  
 
x
AK σ=  (24) 
Heat flow occurs when there is a temperature gradient, but heat can also be generated. This is 
usually done by passing a current, i, through a resistive heater with resistance R. 
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 (25) 
B. Measuring specific heat: Three methods 
The general strategy for measuring specific heat is to apply a known amount of heat and 
then measure the temperature response. Three techniques for measuring specific heat are detailed 
in the following sections. The conceptually simplest method is the adiabatic method in which 
heat is added to a sample in thermal isolation. In the semi-adiabatic technique, a thermal link 
connects the sample and the bath and the specific heat is extracted by measuring the thermal 
conductance of the thermal link and the relaxation time constant. The AC method gives a fast 
and continuous measurement of specific heat if it is conducted in an appropriate frequency range. 
We will revisit the relative merits and challenges particular to these techniques after each has 
been explained. 
i. Adiabatic 
Adiabatic means that there is no exchange of thermal energy between the sample and its 
environment, so a straightforward application of Equation 22 can be used to find the specific 
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heat. Heat is supplied in a short burst and the corresponding change in temperature is measured. 
The temperature dependence of specific heat is measured by repeating this procedure and the 
heat pulses will create steps in the temperature response. Although this is conceptually very 
simple, there are practical challenges in conducting a true adiabatic experiment. How can the 
sample be thermally isolated and at the same time, allow for heat from an external source to be 
added? Or to put it another way, how can heat flow be turned on and off? 
Resistive heating requires electrical connections, but the wires will conduct heat. One 
way of getting around this is to use superconducting wires for the electrical connections. When 
the temperature is below its superconducting transition, the thermal conductivity becomes 
negligible. (This is a property of superconductors.) For example, aluminum superconducts 
between 1 and 2K, but if the temperature range for the experiment is above that, then these wires 
will transfer heat above 2K. Also, cooling the sample below its transition temperature can be 
slow when the thermal conductivity is weak. 
There must be a thermal link connecting the sample to the heater/bath in order to 
heat/cool the sample, but this must be removed during the experiment when thermal isolation is 
necessary. A mechanical switch can designed to attach and detach the heater/bath from the 
sample but this can be challenging when experiments are conducted inside a vacuum sealed 
refrigerator. An alternative to a mechanical switch is to use an exchange gas (typically helium) . 
The gas can be added to thermally link the sample to its surroundings and can be pumped away 
to thermally isolate the sample. This process of adding and removing exchange gas can be quite 
tedious and slow. It is more practical to use a variation called the semi-adiabatic method. 
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ii. Semi Adiabatic 
In the semi-adiabatic method, the sample is connected to the bath by a thermal 
conductance, Kb. Let Ts(t) be the temperature of the sample as a function of time and Tb be the 
temperature of the bath. At time t = 0, the sample and bath temperature are in thermal 
equilibrium. A constant power is supplied such that the heat flow equation becomes 
 
dT
dQCQTtTK
dt
dQ
appliedbsb =+−−=          ,))(( &  (26) 
To solve the differential equation for Ts(t) 
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When the heater is on, as time goes to infinity, the temperature difference goes to ∆T∞. This 
maximum difference is typically taken after waiting for five or six time constants, τ. Specific 
heat is temperature dependent, but in the process of measurement, the temperature is not truly 
constant. To make up for this, the maximum temperature difference must be small (usually only 
a few percent of the base temperature). ∆T∞ can be adjusted by increasing or decreasing the 
current through the heater. When ∆T∞ is large, the small fluctuations in the temperature are less 
noticeable and these produce “cleaner” relaxation curves. If ∆T∞ is too small, error becomes a 
problem. ∆T∞ must be carefully adjusted to be big enough to produce clean curves without small 
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temperature fluctuations, yet be small enough that the measurement can be considered to be at a 
constant temperature. Data averaging can be done with this method by repeatedly turning the 
heater on and off (after the temperature has essentially reached ∆T∞) to produce pairs of 
relaxation curves.  
To solve for Ts when the heater is turned off and let Ts(t = 0) = ∆T∞ + Tb. 
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The specific heat is simply 
 bKC ⋅= τ  (29) 
Kb can be measured from applying equation 27 
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Here, a resistive wire with current i and resistance R generates heat. If the resistance drifts with 
temperature, the power can be expressed as the product of the applied current and the measured 
voltage across the heater. 
For both the warm up and cool down portions of the exponential curve, the time constant 
can be extracted by plotting ln(∆T) vs time and fitting it to a straight line curve. The intercept is 
the temperature difference at t = 0 and the negative reciprocal of the slope is τ. 
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In practice, the fit gets messy at long times and the cut off point is chosen to be where ∆T drops 
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to 1/e of its initial value (corresponding to the first time constant, or where ln(∆T) changes by 1). 
Data past this cut off point is not used in the linear fit. An example is shown in Figure 29.. Note 
that ln(∆T) changes from -4.4 to -5.4. 
 
Figure 29. Linear fit to semi-adiabatic relaxation curves to extract the time 
constant. 
 
So far, this analysis only takes into account the thermal link between the sample and the 
bath. What happens if there is a finite conductance between the sample and the thermometer? Or 
a conductance It is also possible that there is a fast and a slow component in the relaxation curves 
that correspond to a slow bath relaxation time constant, τ and a fast internal time constant, τ2. 
The presence of a second, fast time constant results in a fast drop and then a slow relaxation in 
the sample temperature and corrections due to this “τ2 effect” must be made to C. ∆T∞ is now the 
sum of the temperature difference due to a fast drop and then the slow relaxation, corresponding 
to ∆T1 and ∆T2 in Figure 30. 
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Figure 30. A typical semi-adiabatic relaxation curve showing the τ2 effect. 
 
In the linear fit of ln(∆T), after removing the first few points that are caused by the τ2 
effect, the intercept gives the corrected ∆T∞ and the negative reciprocal gives τ. If the τ2 effect is 
significant, τ from the warm up and the cool down portions of the curve may differ if the 
temperature difference is large. 
Since the semi-adiabatic method requires a waiting time of at least 5 time constants for 
each portion of the curve, the thermal link is chosen to give convenient relaxation times. With an 
order of magnitude estimate of the heat capacity from literature, the thermal link can be chosen 
and adjusted so that its physical dimensions will result in a time constant between 20s and 2 
minutes to ensure that there are sufficient data points in the linear fit for τ and to minimize 
waiting time. 
A Labview/Matlab program was written for automated data acquisition and data analysis, 
and is described in detail in the appendix. 
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iii. AC 
Sullivan and Seidel outlined a method to measure specific heat using AC heating in their 
paper, Steady-State ac-Temperature Calorimetry[17]. They calculated the heat flow equations 
for a sample of infinite thermal conductivity first, and then made corrections when there is a 
finite thermal conductivity. The setup is similar to that in the semi-adiabatic technique, where a 
sample is thermally connected to a thermal bath at temperature Tb, thermometer, and heater by 
thermal conductances Kb, Kθ, and Kh. The sample, thermometer, and heater have heat capacities 
Cs, Cθ, and Ch and are at temperatures Ts, Tθ, and Th respectively.  
 
 
Figure 31. Diagram of a sample coupled to a bath, thermometer, and heater[17]. 
 
Let heat be generated at the rate )cos(* 210 tQQ ω&& = in the heater. The heat flow equations are 
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Solving for the measured temperature 
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The heat capacities of the sample, thermometer, and heater are grouped together in 
θCCCC hs ++= and the time constants are defined as 
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Now consider a sample of finite conductance Ks. A correction factor is introduced so that the 
amplitude of the ac temperature oscillation becomes 
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Where internal time constants are lumped together so that τ2 = τθ + τh + τint where τint is the 
internal time constant of the sample and τ1 is τs as defined previously. If the heat capacities of the 
thermometer and heater are small compared to that of the sample, then C can be treated as the 
heat capacity of the sample. To simplify equation (13), the frequency can be tuned such that 
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This window is found by measuring the frequency dependence of Tac and plotting y = ωT versus 
ω. The range over which y is constant corresponds to the frequencies that are appropriate in 
using ac-calorimetry3.  
iv. Comparing the three specific heat techniques 
The adiabatic method requires a heat switch but in practice, mechanical switches are 
difficult to make. As mentioned earlier, alternatives such as using superconducting wires and 
                                                 
3
 One thing to note is that power outlets typically generate AC currents at 60Hz. A lock-in amplifier is used to 
isolate the signal at a frequency of ω but if it is too close to a multiple of 60Hz, then it cannot separate signal from 
noise. 
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helium exchange gas have their own limitations and disadvantages. The semi-adiabatic method 
removes some of the practical difficulties with the adiabatic method by using a permanent 
thermal link, but the bath temperature must be very stable. Small fluctuations or temperature 
drifts in the base temperature can distort the relaxation curves. However, temperature stability is 
still a less demanding requirement than thermal isolation.  
Also, the adiabatic method does not lend itself to data averaging while the semi-adiabatic 
method is repeatable, although possibly more time consuming. If the time constant is long, each 
data point can take an hour or more due to long relaxation and equilibration times. The AC 
method has a great advantage over these two techniques because it gives a continuous readout of 
the specific heat and the equilibration time is only limited by the electronics. This is especially 
useful for in field measurements, where one can sweep the field instead of fixing it at each 
temperature. The actual measurement itself is not as difficult as its setup. The challenge lies in 
being able to find the appropriate frequency window, if it even exists at all. This means that the 
thermometer to sample equilibration time must be very small compared to the sample to bath 
relaxation time, and this may require thin film thermometers. It might turn out that the relaxation 
times for a given setup does not create a window ac-calorimetry. If this happens, then the semi-
adiabatic method can be used.  
It is important to note that ac calorimetry is precise but not as accurate as the semi-
adiabatic method. If the heat does not equilibrate throughout the entire sample, then the response 
is only due to a small portion of the sample. As a check, the semi-adiabatic method is used to 
verify the accuracy of ac data. 
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C. Specific Heat Experiment in Zero Field 
We have several single crystals of LiTbxY1-xF4 of various concentrations, some of which 
have been polished into a spherical shape for magnetic measurements. Our ultimate goal was to 
conduct field dependent AC specific heat measurements on the nominally x = 0.40 spherical 
sample with the crystalline c-axis parallel or perpendicular to the field. Although the spherical 
shape is convenient for magnetic measurements, that is not the case of specific heat 
measurements that require samples to have small internal relaxation constants (which require 
large, flat surface areas and a small thickness). One compromise is to cut the sphere in half, but 
only after the crystal is re-oriented. The next section describes the challenges involved with 
reorienting the sphere using x-ray diffraction (XRD). Meanwhile, a preliminary zero field ac-
specific heat experiment was attempted, but an appropriate frequency window could not be 
found and so we switched to the semi-adiabatic technique for the rest of the experimental run. 
We were unable to find the ferromagnetic transition to verify the terbium concentration in the 
temperature range of 1.4K -1.8K and so we conducted another set of measurements at lower 
temperatures. 
i. X-Ray diffraction for reorientation  
With the help of Dezhi Wang, we attempted to use X-Ray diffraction (XRD) at Boston 
College to re-orient the LiTb0.40Y0.60F4 sphere and find the c-axis. Diffraction peak data for a 
powdered sample of LiTb0.70Y0.30F4 was used to find corresponding crystalline planes. If a 
convenient plane could be found, then we can find an orientation that is parallel or perpendicular 
to the c-axis and proceed with the in field measurement. 
Typically samples are held in place by vacuum, but due to the size and spherical shape of 
this sample, a glass slide was used as an intermediary mounting plate while wax held the sample 
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in place. The sphere was polished on one side to serve as a frame of reference and also on the 
parallel side so the x-ray would diffract on a single plane rather than on different planes on the 
surface of the sphere. A laser is turned on before the experiment to help position the x-ray beam 
but it was difficult to see because our sample was almost transparent. Our first try did not yield 
any diffraction peaks because the beam missed the sample entirely! A small square of lens paper 
of the same size as the sphere is placed on its top to make the laser more easily visible. A 
miniscule amount of vacuum grease was used to keep the lens paper in place until the beam was 
positioned. When that was finished, the paper was easily removed with tweezers. 
XRD revealed that the polished planes corresponded to the (114) plane, in miller index 
notation. This is not the most convenient starting point as this plane crosses each unit vector at an 
angle. Later, we were able to locate the (004) plane, but we were forced to stop due to time 
restrictions. 
ii. 15Feb10: Attempted AC measurement and preliminary semi-adiabatic results 
We wanted to try an AC measurement in zero field, partly to make sure that it was 
feasible and partly to verify the percentage of terbium in the sample. We did not know the 
concentration of the sample due to poor penmanship. It was either 40% Tb or 60% Tb. The 
expected Curie temperatures for these concentrations were 0.9K and 1.6K respectively[16]. If we 
observed a ferromagnetic transition at one of these temperatures, then we can confirm the 
terbium concentration of the sample. 
Ahlers measured the specific heat of LiTbF4 near its Curie temperature of Tc = 
2.885K[15] . This provided us with an order of magnitude estimate for the heat capacity of 
LiTb0.40Y0.60F4. The sample was an irregularly shaped single crystal of LiTb0.40Y0.60F4 with a 
mass of 0.01409g. A thin film nichrome heater was deposited directly on a sapphire plate with a 
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room temperature resistance of approximately 700Ohms. The thermometer and thermal links 
(and also electrical connections) were attached with silver epoxy and silver paste onto the 
sapphire plate. The sample was attached to the other side of the plate with silver paste. The T0 
thermometer was a calibrated Lakeshore thermometer (serial number U02401). The four thermal 
links are brass wires about half a centimeter in length each and 0.003 inches in diameter. 
The electronic setup goes as follows: An HP3325 function generator created a signal 
across the sample heater at frequency, f, and peak to peak voltage Vfg. A fixed current, Ibias, was 
applied across the sample thermometer and the RMS voltage was read by a lock-in amplifier by 
Stanford Research. The lock-in read the in and out of phase component of the signal at the 
second harmonic given by the reference signal from the function generator. In terms of the input 
parameters in the equipment, equation 36 can be expressed as: 
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 (37) 
As explained before, if ωTac is plotted against ω, and a portion of the line is constant 
(flat), then within this region, the negative square root expression is independent of 
ω. Equivalently, the ωVlock-in versus the function generator frequency, f, will reveal an 
appropriate operation window for ac-calorimetry. Figure 32 shows the frequency sweep from 
1Hz to 130Hz, with no flat window in the total signal. (Note: the discontinuity in the out of phase 
signal around 40Hz may be due to turning the filter off at higher frequencies.) 
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Figure 32. Frequency sweep to determine operational frequency range for ac-
calorimetry on LiTb0.40Y0.60F4. There does not appear to be a frequency window 
under these conditions. 
 
At this point, without this frequency window, we had to resort to a semi-adiabatic measurement 
for specific heat. We expected the transition to be around 1.6K if the concentration was 60%Tb 
so we focused our search between 1.4K and 1.9K and took two low temperature points around 
0.6K. There was no obvious sign of a transition.  
The curves showed a very noticeable τ2 effect and so the heat capacity calculation 
includes ∆T corrections (Figure 33). The first five points in each warm up and cooldown portion 
of the curve was removed for each run and the intercept was used as ∆T, rather than the 
maximum sample temperature minus the minimum temperature. The temperature for each point 
is taken to be the average of the minimum and maximum sample temperatures. The heater 
current was chosen such that temperature difference was less than 5% of the mean temperature. 
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Figure 33. Specific heat of LiTb0.40Y0.60F4 and addenda with τ2 effect 
corrections for ∆T. 
 
As a check, the conductance is expected to be linear and should pass the origin (the conductance 
should go to zero as the absolute temperature goes to zero.) The temperature dependence of the 
conductance is shown in Figure 34. 
 
Figure 34. Conductance versus temperature with a linear fit.  
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This experiment did not show a transition at 1.6K but we needed to fill in the gap between 0.6K 
and 1.4K.  
iii. 28Apr10: Semi-adiabatic measurement near Tc = 0.8K 
In April, we setup for another specific heat experiment on the identical sample and 
platform as before to find the ferromagnetic transition. If the concentration was 40% Tb then the 
transition would occur at 0.9K. Results with the ∆T corrections due to the τ2 effect are shown in 
Figure 35. 
 
Figure 35. Specific heat (J/K) vs temperature (K) for a 0.01409g sample of 
LiTb0.40Y0.60F4 with addenda. A ferromagnetic transition occurs at 0.8K.  
 
We were able to find a transition at 0.8K which corresponds to a concentration of 40% Tb. The 
low temperature points (T=0.6K, C=0.0007J/K) in the previous experiment match up with the 
ones in this experiment. The time constant and conductance as a function of temperature are 
shown in Figure 36 and Figure 37. 
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Figure 36. Sample to bath time constant (s) vs temperature (K) 
 
 
Figure 37. Thermal conductance vs temperature (K) 
 
If the specific heat capacity is normalized by moles of Tb, then the high temperature specific 
heat is around 50J/K/mol and the peak corresponds to 160J/K/mol Tb. This scale is quite 
different from what was reported by Ahlers[15], where the specific heat ranged from roughly 2-
20 J/K/mol, for LiTbF4. 
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D. Discussion: Future Work 
Background subtraction has not been included in these calculations. The specific heat 
data shows raw heat capacities of the sample and addenda. In order to compare our data with 
other measurements, we need to subtract the background and normalize it. One way of separating 
the contribution from the addenda is to measure the specific heat of the empty platform (with the 
thermometer, heater, and wires, but no sample) and simply subtract this from the other 
measurement. 
With the semi-adiabatic data, measurements of τ1 and τ2 can give an estimate of the 
frequency window in the ac-method. The sample to bath relaxation time constant, τ1, changes by 
an order of magnitude (20s at 1.8K and 300s at 0.5K). But the internal time constant is roughly 
1s. Figure 38 shows upper and lower limits for the time constants at temperatures 0.5K and 1.8K.  
 
Figure 38. Internal (τ2) and sample to bath (τ1) relaxation time constants at 0.5K 
and 1.8K.  
 
The frequency would have to satisfy 
 HzfHz 51.3352.0 <<<<  (38) 
It is not all that surprising that we couldn’t find the frequency window for ac-calorimetry, when 
there is only one order of magnitude difference between the upper and lower bounds. In order to 
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try ac-calorimetry again, the sample can be polished flat to lower the internal time constant, thus 
increasing the upper bound. A thin film thermometer can be used instead of a bare chip 
thermometer to further lower the internal equilibration times. Changing the thermal link to 
increase the sample to bath relaxation time can decrease the lower bound but operating at 
frequencies below 1Hz can be slow.  
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IV. Appendix 
i. Calorimeter Design and Construction  
The design of the calorimeter is dependent upon which of the specific heat measurement 
techniques is used. At the same time, a good calorimeter is versatile enough that it can be easily 
altered for different samples or experimental conditions. The calorimeter should allow for the 
thermal links to be changed according to different experimental demands.  
 
Figure 39. Diagram of the specific heat calorimeter.  
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Part Function 
a) Mounting Plate Connects calorimeter to fridge; T = Tbase 
b) T0 Plate Intermediate reservoir/bath temperature for experiment; T = T0 
c) Sample Platform Holds sample, thermometer, and heater; supported 
d) Strong Thermal Link Brass/Copper/G-10 posts, fridge base to T0 bath thermal link 
e) Weak Thermal Link Thin wires, sample to bath thermal link 
f) Radiation Shield Protects sample from radiation, thermally anchored to T0 plate 
g) T0 Thermometer Measures temperature of T0 plate 
h) T0 Heater Heats the T0 plate, adjusts T0 temperature 
 
The temperature of the refrigerator, Tb, can be changed but the process can be slow 
and/or tedious. It is easier to have an intermediary copper plate, called the T0 plate, which can be 
set to a reservoir temperature, T0. The sample, at temperature Ts, is connected to the bath with a 
thermal link that can be changed from experiment to experiment. This is called the weak thermal 
link. The thermal link between the refrigerator mounting plate and the T0 plate is called the 
strong thermal link. The terms “weak” and “strong” refer to their relative thermal conductivities, 
not that one must be a “weak” conductor and the other a “strong” or good thermal conductor. 
The strong thermal link is usually a thick brass rod but can be exchanged for G-10 and copper 
rods of the same dimensions to fit the experiment. The weak thermal links are typically thin 
wires (usually copper, brass, or superconducting aluminum of thickness less than 0.003” in 
diameter.) which also serve as electrical connections. They are connected to four brass posts that 
are electrically isolated from the T0 plate. At the other end of the plate, the connections are 
thermally anchored by wrapping the wires around a copper rod (secured by GE varnish) attached 
to the T0 plate. 
The sample is enclosed in a copper radiation shield to prevent extraneous heat from 
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reaching the sample. Although the radiation shield is meant to enclose the sample, there must be 
some small holes so that the space can be pumped to create a vacuum. Without a good vacuum, 
the air molecules can transfer thermal energy from the surrounding radiation shield to the 
sample. This shield is thermally anchored to the T0 plate. An electrically insulated manganin 
wire was wrapped around the shield so that resistive heating can be used to raise the temperature. 
The number of turns in one direction is equal to the number of turns in the other direction to 
prevent Eddy current heating. Cigarette paper was lined between the manganin wire and the 
copper shield so prevent electrical shorts. Stycast epoxy, which does not electrically conduct, 
held the wires in place. (This epoxy and a thin lining of cigarette paper were also used for the 
brass posts that run through the T0 plate.) Finally, a calibrated thermometer sits on top of the 
radiation shield and measures the T0 temperature. This is the only location big enough for the 
thermometer. 
Another thermometer is located on the sample (or on a sapphire plate used as a sample 
platform if the sample is small). The sample thermometer is usually a store bought un-calibrated 
thermometer from Lakeshore, but for very good thermal contact with the sample (and hence, 
short equilibration time with the sample), thin film thermometers can be directly evaporated onto 
the sample itself or on the sapphire plate. The heater is usually a thin film resistive pattern of 
nichrome with a resistance of 0.5-1kOhm that does not vary with temperature. Thin film heaters 
and thermometers were fabricated in the clean room using photolithography and thermal 
evaporation. 
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ii. Design plans for calorimeter 
These images were made with Paint Shop Pro 7 (although not recommended). 
 
Copper Radiation Shield 
 
Figure 40. Radiation Shield. The four straight larger holes are clearance for tops 
of screws. The smaller four holes were originally meant for clearance for 0-80 
screws but the screws that are used now are slightly bigger and are stainless 
steel. The top has four holes to pump out air inside the radiation chamber. They 
have been enlarged. An additional clearance hole for 4-40 screw to attach the T0 
thermometer has been altered as shown in the next figure. 
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Figure 41. Adjustment to radiation shield. A clearance hole for a 4-40 screw to 
attach the T0 thermometer.  
 
T0 Plate 
 
Figure 42. T0 plate. The four inner holes are clearance for brass posts that 
function as electrical connections to the other side of the plate. These brass posts 
are held in place with Stycast epoxy (black), which is not electrically 
conducting. Gold wires are soldered to the ends of the brass posts. The outer 
four holes are clearance for 0-80 screws that will attach to the strong thermal 
links and the thermal anchor. 
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Dilution Refrigerator Mounting Plate 
 
Figure 43. Calorimeter-Dilution refrigerator mounting plate. The four central 
threaded holes attach to the strong thermal links on the calorimeter. This was 
done by eye rather than referring to the plans included with the Kelvinox 
(Dilution Refrigerator) manual. Ryan Johnson made another mounting plate for 
the dilution refrigerator that will work with this calorimeter and one for the 3He 
fridge. 
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iii. Design plans for copper cold finger/extension to field center in dilution refrigerator  
These images were made with Google Sketchup. 
 
 
Figure 44. This piece is directly mounted onto the dilution refrigerator and a 
copper extension rod is screwed into the middle like a light bulb. The bottom 
image is looking from the top down (bird’s eye). 
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Figure 45. Copper part to attach the calorimeter to the end of the copper 
extension. There’s a typo. The middle screw is for a 4-40 screw. 
 
Copper extension: Not shown but one end is threaded to fit into the mounting plate and the 
other end has a threaded hole for a 4-40 screw. 
 
Field Center: Field center is marked by the line on the 8T magnet. It is located 354mm from the 
bottom of the fridge, equivalently 310mm below the lambda plate. 
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iv. SA_Relaxation_Wait: Semi-adiabatic specific heat Labview/Matlab program for data 
acquisition 
This Labview program is located in C:\Documents and Settings\grafslab\My 
Documents\Karen\Karen's Programs\SA_Relaxation_Wait.vi on the Graflab02 analysis 
computer and in C:\Program Files\National Instruments\LabVIEW 8.0\vi.lib\MJG.lib\Karen's 
Programs\SA_Relaxation_Wait.vi on the Graflab01 data taking computer. This program is for 
automated data acquisition of semi-adiabatic relaxation curves for specific heat measurements. 
 
The front panel is broken up into three parts: Setup, Fridge/Sample Temperature, Experiment, 
and Notes. 
 
 
Figure 46. Setup tab of SA_Relaxation_Wait.vi. 
 
User Instructions 
1) In the setup tab, enter the data folder where the text files will be saved to. Example: C:\ 
(Don’t forget the \ at the end) 
2) Enter the date in the usual DDMonthYY format. Example: 28Apr10 
3) Enter notes to include in the heater such as sample information, Voffset, resistance of 
heater, thermal link info 
4) Enter the GPIB addresses for the AVS bridge (16), DC heater (12), LR700 Bridge (18), 
and Keithley 2182 Voltmeter (9) 
5) Enter the first and last runs, initial setpoint and dc current, and final setpoint and final dc 
current. Remember that ∆T is proportional to the dc current squared. The current will 
need to be increased to make ∆T bigger at high temperatures. The setpoint will set the 
TS530 temperature controller at the specified resistance values. Each run will increase 
the setpoint and current linearly. 
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6) Data will be taken for the first 30 seconds when the heater is still off and then the heater 
will be turned on for 6 time constants. The heater will then be turned off again so the total 
acquisition time is 13 time constants. τ can be defined by the user by Set Tau, and this 
can be changed in between runs.  
7) There is also another option for the program to analyze the data from the previous run to 
calculate the time constant and to use that as the new τ. This option should only be used 
from low to high temperature, so that the time constant estimate is an overestimate rather 
than an underestimate. If this is the first run, it will use the Set Tau time constant and then 
estimate from the previous runs after that. Note: The first 5 points will be discarded in 
case the tau 2 effect is present. 
 
 
Figure 47. Fridge/Sample Temperature tab during equilibration time. 
 
8) In the Fridge/Sample Temperature tab, there is a numeric control for the equilibration 
time. After each run, the program will go to the next setpoint and then wait for the 
equilibration time. Another option is to turn on manual equilibration. If this button is 
green, the program will NOT proceed until the take data button is also clicked on and 
green. (Note: remember to unclick the take data button otherwise the next data set will 
not wait at all and begin to take again). The equilibration time can be adjusted between 
runs and you can switch back and forth between manual equilibration and waiting 
automatically after the set time. 
9) Change the temperature calibration vi’s within the block diagram as necessary. 
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10) The two switches will determine if temperature or resistance of the thermometers should 
be plotted. If the sample thermometer is turned off, the program will record resistances in 
two columns in the text file. If the sample thermometer is turned on, the text file will 
record temperature. The program will always record the temperature of the calibrated 
thermometer. 
11) The Experiment tab will show the sample and T0 temperature as data is being recorded. 
Green lights indicate when the heater is turned on and off. At the bottom, the time in 
seconds at which the heater is turned on, off, and when the run will be ended is shown in 
the numeric indicators. The current run number is also shown.  
12) If you want to stop the program after this current run, click on the Stop after this run 
button. It will wait for the curve to finish and then stop at the end time. 
 
 
Figure 48. Experiment tab of SA_Relaxation_Wait.vi. 
 
13) The program will print out a text file with a header like 
4/29/2010 7:35:28 PM 
K220 current = 6.000000E-6 
Notes go here 
0.000000E+0 1.206157E-6 6.930717E-1 3.751400E+0 7.416439E-1  
 The columns are time, V, sample temperature, sample resistance, T0 temperature 
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v. SA_Analyze: Semi-adiabatic specific heat Labview/Matlab program for data analysis 
This Labview program is located in C:\Documents and Settings\grafslab\My 
Documents\Karen\Karen's Programs\SA_Analyze.vi on the Graflab02 analysis computer. This 
program is for analyzing semi-adiabatic relaxation curves for specific heat measurements. 
 
 
Figure 49. Labview Interface of SA_Analyze.vi. 
 
User instructions: 
1) Input the date, data folder, and analysis folder. Be sure to put \ at the end of the data and 
analysis folder. 
2) Input the number of points to toss due to the τ2 effect. (Usually 3-5) 
3) Find the current in the header of the text file which should say something like "K220 
current = 1.300000E-5". If this occurs in the first line in the header, put 1 as the current 
line. If second, input 2, and so on. 
4) Input the starting data run and the last data run. If you only want to analyze one run, put 
the same number for both. For numbers less than 10 do not put a zero in front. 
5) Input the coefficients in the calibration function. 
T=1/(m1+m2*ln(R)+m3*ln(R)^2+m4*ln(R)^3+m5*ln(R)^4) 
 
Summary of this program: 
1) Loads one text file at a time. It assumes that each text file includes a full warm up and a 
full cool down curves. This program may not work with only one part.  
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2) Breaks each curve into two parts: when the sample is warming up and when it is cooling, 
which is determined by the voltage across the heater. 
3) Calculates ln(∆T) vs time and data corresponding to the first time constant is fitted to a 
straight line (the cut off is where ln(∆T) changes by 1) 
ln(∆T) = m2 + m1*t 
m1 = -1/τ  exp(m2) can represent ∆T  
The points cut off due to the tau 2 effect are NOT included in the linear fit. 
Note: log in matlab is natural logarithm. 
4) Prints out a text file with the adjusted time and ln(∆T) for the warmup and the cooldown 
parts. 
5) Calculates and prints a summary text file named Analysis.txt with 
Run - number of the run 
Temperature - Tbase + 1/2 ∆T 
Current - taken from the header of each run's text file 
- averaged from the warmup and cooldown linear fits 
m2 - averaged from the warmup and cooldown linear fits 
∆T - change in temperature, taken to be the temperature at the last 20 points before the 
cooldown starts and last 20 points of the data set where the temperature is presumably at 
base again. 
Conductance = IV/∆T 
C = tau * conductance 
Warning: The analysis.txt file will overwrite previous files. If your runs are not 
continuous, rename the analysis.txt file. 
 
Note: These programs were created by Karen Chen (Class of 2010) and last updated in May 
2010. If absolutely necessary, you can email chenkj10@gmail.com for additional help. 
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