We consider the appointment scheduling problem, which determines the job allowance over the planning horizon. In particular, we study a simple but effective scheduling policy -the so-called plateau policy, which allocates a constant job allowance for each appointment. Prior studies on appointment scheduling suggests a "dome" shape structure for the optimal job allowance over the planning horizon. This implies that job allowance does not vary significantly in the middle of the schedule sequence, but varies at the beginning and also at the end of the optimal schedule. Using a dynamic programming formulation, we derive an explicit performance gap between the plateau policy and the optimal schedule, and examine how this gap behaves as the number of appointments increases. We show that a plateau policy is asymptotically optimal when the number of appointments increases. We extend this result to a more general setting with multiple service types. Numerical experiments show that the plateau policy is near optimal even for a small number of appointments, which complements the theoretical results that we derived. Our result provides a justification and strong support for the plateau policy, which is commonly used in practice. Moreover, with minor modifications, the plateau policy can be adapted to more general scenarios with patient no-shows or heterogeneous appointment types.
one may observe that the differences of the job allowances become smaller in the middle of the scheduling period. In fact, it is reported that the "dome"-shaped curve may become more flattened in the middle when the number of appointments increases (Klassen and Yoogalingam 2009), or when the unit waiting cost is relatively larger compared to the unit idle cost (Hassin and Mendel 2008) . Inspired by this observation, Klassen and Yoogalingam (2009) propose a simple policy, i.e., a "plateau-dome" policy, where the job allowances in the middle of a day are constrained to all be equal. They show that the "plateau-dome" policy performs robustly in various parametric settings.
This motivates us to consider an even simpler policy, i.e., the "plateau" policy (or a constant job-allowance policy), which simply allocates the same job allowance to every appointment. Here, a natural question may be how well the "plateau" policy performs in comparison to more sophisticated policies, particularly, to the optimal schedule. This paper answers this question by deriving a closed-form upper bound for the optimality gap of the "plateau" policy. This upper bound that can be used to show the asymptotical optimality of the "plateau" policy. To the best of our knowledge, this is the first theoretical performance bound derived for this classic problem. In fact, the existing studies on the properties of the optimal schedule, e.g., the "dome"-shape characterization, are all based on numerical analyses.
The "plateau" policy is used widely in practice. We interviewed the clinic directors of both the Shanghai General Hospital as well as British Columbia Children's Hospital, and found that the "plateau" policy had been used in most of their departments. One reason for the plateau policy
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being so commonly used, according to the directors, is that this policy treats every patient equally by assigning equal service times. Our research work provides both the theoretical analysis and numerical examination for this important policy.
Our theoretical framework of analyzing the plateau policy can be adapted to variants of model assumptions. Specifically, the same approach can be used to derive the theoretical bound for the plateau policy with patient no-shows, given the sequence of the services. We also extend this framework to cover the case when the service time distributions differ in varying time blocks of a day. We propose a piecewise-plateau policy in which patients in the same time block (thus with the same service time distributions) are assigned with the same job allowance. We derive theoretical upper bounds for the optimality gap of this piecewise-plateau policy and show that asymptotic optimality can be achieved by a certain plateau policy.
Our main contribution is three-folds as follows.
• First, under the assumption of i.i.d. service durations, we show the asymptotic optimality of the plateau policy, providing a theoretical basis for the implementation of such a simple policy in practice. Our numerical study further shows that even for a small number of appointments (e.g., n = 16), the gap between the plateau policy and the optimal policy is within 4%. Thus, both the theoretical and numerical results support the consideration of using such a simple scheduling policy in practice.
• Second, the theoretical bound we derive in Section 4 for the plateau policy validates several findings previously reported in the literature. For example, the upper bound for the optimality gap becomes smaller when the unit waiting cost is larger compared to the unit idling cost. This is consistent with the numerical results reported by Hassin and Mendel (2008) that the "dome" tends to be more like a plateau when the ratio between waiting cost and idling cost is larger. The upper bound is also closer to zero when the number of appointments is larger. This is consistent with the numerical findings reported by the literature on optimal schedule patterns (Klassen and Yoogalingam 2009). These observations answer the question of when using the plateau policy is mostly desirable.
• Third, we are able to extend the analytical framework to establish asymptotic optimality of the plateau policy to more general settings, including an appointment system with patient noshows, or heterogeneous service time distributions. This shows the robustness of our theoretical characterization of the plateau policy. The analysis of the piecewise plateau policy takes the first step in studying the optimal scheduling policy when service time distributions are not i.i.d.
The remainder of this paper is organized as follows. Section 2 is the literature review. Section 3 presents the description of the problem and the model setting. Section 4 presents the main theoretical result -an upper bound for the optimality gap of the plateau policy and its asymptotical optimality, as well as a formal proof for this result. We also extend the asymptotic optimality result to incorporating patient no-shows in Section 4. Section 5 extends the result for i.i.d. service duration to the case of piecewise i.i.d. service durations, and show in this case that a piece-wise plateau scheduling policy is asymptotically optimal. Section 6 presents a numerical study, where the optimal policy is approximately computed using the sample average approximation (SAA) method and compared to the optimal plateau policy. Section 7 concludes the paper and discusses future research.
Literature Review
The literature on appointment scheduling has been growing rapidly in recent years, especially in the healthcare services. Most of the literature models the appointment scheduling problem by focusing on making two types of decisions: (1) determining the number of patients scheduled in time blocks, or (2) the start time for each appointment. In the models for the first type of decision (Kaandorp and Koole 2007, LaGanga and Lawrence 2012) , it is often assumed that a working day is divided into multiple time blocks and each time block can accommodate multiple appointment slots. The actual consultation time of each appointment is often assumed to have deterministic length. Some literature (Robinson and Chen 2010 , Zacharias and Pinedo 2014 , 2017 also considers patient no-shows in the models.
In models for the second type of decision, some of the literature considers the sequence of appointments as well as the job allowance for each appointment as the decisions (Mak et al. Article submitted to ; manuscript no. (Please, provide the mansucript number!)
2014b, Robinson 2014, Mancilla and Storer 2012) . However, most of the existing research assumes that the sequence of the appointments are given and only the job allowance for each appointment is to be determined. These types of models have been studied by a rich set of literature for different service time distributions, e.g., uniform distribution (Ho and Lau 1992, Denton and Gupta 2003) , normal distribution (Denton and Gupta 2003) , log-normal distribution (Cayirli et al. 2008 , Chen and Robinson 2014 ), exponential distribution (Ho and Lau 1992 , Kaandorp and Koole 2007 , Hassin and Mendel 2008 , Zeng et al. 2010 , and gamma distribution (Bailey 1952 , Soriano 1966 , Denton and Gupta 2003 . In contrast, our analysis does not impose any assumption on the service time distribution.
When a system manager makes the appointment decisions, three types of costs have to be considered: the patients' waiting cost, the service provider's idling cost, and the service provider's overtime cost. A common optimization objective in the appointment scheduling literature is to minimize the weighted expected value of the three costs, given the corresponding cost rates (Denton and Gupta 2003 , Kaandorp and Koole 2007 , Robinson and Chen 2010 , De Vuyst et al. 2014 ).
Since the total waiting time, the idle time, and the overtime satisfy a linear equality due to the conservation law, the total cost can be expressed as a function of two of these costs. Therefore, some of the literature models the objective as a function of waiting cost and overtime cost only (Hassin and Mendel 2008 , Kong et al. 2013 , Mak et al. 2014a ) while other literature, including this work, focuses on minimizing the total costs of waiting (the customers) and idling (the servers) (Weiss 1990 , Lau and Lau 2000 , Mak et al. 2014b , Kuiper et al. 2015 .
When there is uncertainty surrounding the parameters, the appointment scheduling problem is usually formulated as a stochastic programming problem. However, there are no efficient methods to solve stochastic programming problems in general. The most popular method, the sample average approximation (SAA) method (Begen et al. 2012) , is computationally expensive and is unable to solve the model to optimality if the problem size is large. Being aware of the computational challenge in obtaining the optimal schedule, researchers turn to simple yet effective scheduling 7 policies. For example, Bailey (1952) propose to schedule two customers at the beginning of each time block and the third one at the 2/3 mark of the time block. Researchers also investigate other scheduling policies/rules, e.g., the Yang's rule (Yang et al. 1998 ) and multiple block rule (Soriano 1966) . For a summary of the schedule policies, we refer the reader to a survey paper by Cayirli and Veral (2003) . Although these policies perform quite well in numerical experiments, and some of them also prevail in practice, there is no theoretical analysis, in particular with regards to the performance bounds for the rules, reported in the literature.
While it is challenging to compute the optimal schedule, it is desirable to identify the structural properties of the optimal schedule. In the presence of patient no-shows, Robinson and Chen (2010) prove that the optimal schedule exhibits a "no hole" structure when the scheduler's decision is the number of appointments scheduled in each time block. When the decision variables are the job allowances, numerical experiments suggest that the optimal schedule is likely to take a "dome" shape for i.i.d. service durations (Denton and Gupta 2003 , Kaandorp and Koole 2007 , Hassin and Mendel 2008 , Klassen and Yoogalingam 2009 . However, there is scant theoretical evidence to support these findings. In this work, the plateau schedule policy with i.i.d. service durations is analyzed and the asymptotic optimality is then proved.
For the "dome"-shape scheduling policy, it is reported that the shape of the "dome" is more flattened as the ratio of the idle time penalty parameter to the waiting time cost parameter decreases for the i.i.d. uniform service durations (Denton and Gupta 2003) . This flattening of the "dome"-shape is also illustrated with the i.i.d. exponential service durations (Hassin and Mendel 2008) .
The underlying intuition of the impact of the unit idle time cost parameter is that when this parameter is high, the total cost related to idling is high, providing an incentive to reduce total idle time by scheduling the first few customers to arrive very closely or even together. Furthermore, at the end of the planning horizon, the last few patients are scheduled to arrive closer to each other to avoid the server from idling because only a few patients arrive. Our theoretical results also explain the impact of the relative costs associated with server idling and customer waiting.
The performance of an appointment scheduling policy depends on the probability of no-shows (Gupta and Denton 2008 , Cayirli et al. 2006 . It is reported that the "dome"-shape is more pronounced as the show-up probability decreases (Kaandorp and Koole 2007, Hassin and Mendel 2008) . This means that high show-up probability may result in a more flattened optimal scheduling pattern, and our theoretical analysis supports this claim. During the past decade, patients' noshows have been studied extensively in the literature such as Muthuraman and Lawley (2008) , Robinson and Chen (2010) , Cayirli et al. (2012) , Luo et al. (2012) , Zacharias and Pinedo (2014) , Pinedo (2017), and Kong et al. (2016) . A well-known strategy to offset the impact of no-shows is overbooking, i.e., booking more customers in a certain time slot than the service capacity. For example, Muthuraman and Lawley (2008) develop a stochastic overbooking policy to compensate for patients with no-shows in an outpatient clinic. LaGanga and Lawrence (2012) derive analytical bounds for the optimal number of patients to be scheduled in each time block
with customers' no-shows. In addition to overbooking, other approaches can be used to mitigate the detrimental effects of patient no-shows; for example, Cayirli et al. (2012) propose a universal appointment rule to reduce the disruptive impact of no-shows. However, the theoretical analysis for appointment scheduling with patient no-shows is not considered and is usually quite challenging.
Problem Formulation
Consider a generic clinic session with a single doctor and n + 1 appointments to be scheduled in a finite time horizon (e.g., a day). The service times of those appointments are independent and 
where [x] + max{x, 0} and [x] − = max{−x, 0} denote the positive and negative part of x, respectively.
Following the literature (Weiss 1990 , Lau and Lau 2000 , Mak et al. 2014b , Kuiper et al. 2015 , we assume that the scheduler aims at minimizing the expected total cost, which consists of expected waiting cost and idle cost and has the following expression,
The parameters c W and c I in the above equation stand for the unit waiting time cost and idle time cost, respectively. We use the notations W t+1 (s) and I t+1 (s) to highlight their dependence on the job allowance vector s.
It is usually difficult to solve the above problem in large sizes (e.g., n > 50) to optimality in real time. Heuristic methods have been proposed in the literature to obtain near-optimal and easy-toimplement policies. In this paper, we provide a theoretical justification of the plateau policy by proving its asymptotic optimality for the above problem, under the assumption that the random service durations {A t } are i.i.d. Later, we derive asymptotic results by relaxing the i.i.d. assumption
and allowing the service durations to have different distributions in each sub-interval.
The Plateau Policy
Throughout this section, we assume that the service durations {A t }, t = 1, 2, . . . , n, are i.i.d. with the common probability density function f and cumulative distribution function F . Let µ and σ represent the mean and standard deviation of A t , respectively. In this section, we show under certain conditions that there exists a plateau policy which is asymptotically optimal when the total number of appointments n grows large.
We first consider the case with n = 1. In this case, there are only two appointments, and this appointment scheduling problem is equivalent to a Newsvendor problem (Weiss 1990) . The first assignment is at time 0, and the second appointment is at time s 1 , which is the only decision variable here. The objective function given in (3) can be written as:
where the last equality holds since (1) and (2) 
Note that the above minimization problem faces uncertainty arising only from the service duration A. In the problem with an arbitrary number of appointments, the job allowance for the t th patient needs to consider not only the service duration A t+1 for the next patient but also possibly delay in starting the service for the t th patient. With this additional uncertainty, it can be shown that s is a lower bound on the job allowance for the t th patient under the optimal policy, denoted by s * t . Similarly, g is a lower bound on the cost associated with the (t + 1) th patient given by
Statement of Theorem 1 and Discussion
To formally state the main result of this section, Theorem 1, we need to introduce several notations.
Recall that c W and c I are the per-unit cost parameters associated with the patient's waiting and the server's idling. Also, F is the cumulative distribution function of the service time A. Furthermore, d is an upper bound imposed on the choice of each s t , i.e., s t ≤ d for t = 1, . . . , n. Let ζ denote the skewness of the random service time A and define τ to be a function of ζ and two cost parameters c W and c I :
For fixed r, we let random variable η r ∞ denote the hitting time of the maximum of a random walk. In the random walk that we consider, the increment quantity in each epoch i is A i − r. Define, for each t ∈ {0, 1, 2, . . .}, the following random variable:
Since the summation in the above equation represents a random walk, an explicit, but still complicated, expression for the probability distribution of η r t is given in Theorem 1 of Andersen (1955) .
Also, by substituting t = +∞, we let η r ∞ follow the limiting distribution of η r t as t → ∞. This distribution is well defined provided r > µ (Spitzer 1956 ). Then, for each n ≥ 1, define
Also, for r > µ, define
These quantities are used in the statement of Theorem 1. In particular, n will be used to provide a bound on the performance of the plateau policy, and ϕ r is used in an upper bound for n .
Consider an optimal policy, and let s * t denote the job allowance of the t th appointment under this policy. Let
13 denote the average job allowance under the optimal policy. We consider a plateau policy r, in which all job allowances are set to the constant value r. We use ν(r) and ν * to denote the expected total cost under the plateau policy r and the optimal (possibly non-plateau) policy, respectively. Theorem 1. Suppose at least one of the following conditions hold:
• Condition 2: n ≥ max{2τ, 6τ
Let n ≥ 1. Then, we have r > µ, and
Furthermore,
While the formal proof of this theorem is provided in Section 4.2, we make several comments regarding the statement of the theorem.
The relationship in (11) can be written as 0 ≤ ν(r)/ν * − 1 ≤ n . We refer to the ratio ν(r)/ν * − 1 as the relative optimality gap for the plateau policy r. Theorem 1 provides two upper bounds for the relative optimality gap: one is the expression of n on the right-hand-side of (8) and the other in (12). The first upper bound can be computed only when A t follows certain distributions, for example, a normal distribution. The second upper bound is weaker than the first one, but it has better analytic properties, providing qualitative insights. For example, the second upper bound monotonically decreases with n, suggesting that the plateau policy has a better performance guarantee when the time horizon is longer. The limiting property in (12) shows that a simple plateau policy r is asymptotically optimal.
Theorem 1 is about near-optimality of the plateau policy r, with r being the average job allowance of the optimal schedule. While plateau policies are simple in general, implementing this plateau policy however essentially requires solving the optimal schedule to obtain the value of r. This can be challenging for problems of large scale. Alternatively, we can find the optimal plateau policy, i.e.,
Article submitted to ; manuscript no. (Please, provide the mansucript number!) the plateau policy with the best constant job allowance, by a one-dimensional search. The expected total cost can be evaluated by the sample average approximation. Since the optimal plateau policy performs at least as well as the plateau policy r, the upper bound of Theorem 1 applies. The details of the numerical algorithm for computing the optimal plateau policy is given in Section 6.
We now elaborate on η r t and explore its connection to the waiting time. Let W r t+1 denote the waiting time of the (t + 1) th patient under this plateau policy r. Using the Lindley's recursion and the recursive definition of W t given in (1), we have
From the i.i.d. assumption of A i 's, the rightmost expression above has the same distribution as
, which in turn has the same distribution as W r t+1 , i.e.,
We have defined η r t in (7) to be a random variable representing the index corresponding to the maximum of the random walk used in the right-side of (13), where ties are broken in favor of the smaller index.
We comment on Conditions 1 and 2 used in Theorem 1. Each of them provides a sufficient condition for the value of r = (s * 1 + · · · + s * n )/n given in (10) to satisfy r > µ. This ensures that r is sufficiently high so that the random walk used in (13) has a negative drift, implying that η r ∞ has a finite expectation.
Lemma 2. If at least one of the two conditions in Theorem 1 holds, then r > µ.
While a rigorous proof for the above lemma is provided in Appendix A.2, we provide below some key ideas in the proof. The main part of Condition 1,
An implication of Condition 1 is that when the ratio c W /c I is sufficiently large, c W /(c W + c I ) is close to 1, satisfying Condition 1. Then, for any value of n ≥ 1, the bound in (11) is valid and the asymptotic optimality holds. This is consistent with the numerical studies in Denton and Gupta (2003) and Hassin and Mendel (2008) , which show that the "dome" shape becomes more flattened when the ratio c W /c I is larger.
When Condition 1 fails, the unit waiting cost c W is relatively small compared to the doctor idling cost parameter c I . In this case, the scheduler would rather keep the patients waiting than making the doctor idle, and may choose the job allowances to be small, possibly smaller than µ. This reasoning is valid when the total number of appointments, n, is small. However, when n is large and approaches infinity, the job allowances under the optimal policy s
large enough so that their average, r, should be at least µ; otherwise, the policy would result in very high waiting time by queuing theory, failing to be optimal. Condition 2 spells the a sufficient condition on how large n should be.
Finally, we elaborate on the role of this property, r > µ. Note that n is an upper bound on the relative optimality gap. According to classic random walk theory (see e.g., Karlin 2014), η r ∞ , used in the definition of n given in (8), has finite first and second moments if and only if r > µ. Thus,
< +∞ is finite if and only if r > µ. This property, r > µ, is sufficient and necessary condition for the convergence of n to 0.
Proof of Theorem 1
Now we prove Theorem 1. To prove an upper bound for (ν(r) − ν * )/ν * , we first derive an alternative expression for ν(r) − ν * , and provide an upper bound for the above difference. Then, by lower bounding ν * , we derive an upper bound for (ν(r) − ν * )/ν * .
The following lemma derives an alternative expression for ν(s), originally defined in (3). A proof for this lemma is in Appendix A.3.
Lemma 3. For any given schedule s,
According to Lemma 3, for any plateau policy with the constant job allowance r , we have
where W r t and W * t represent the waiting time under a plateau policy r and the optimal policy, respectively. Below we upper bound each of the three terms on the right side of the above equation.
We consider a plateau policy with r = r, where r = (s * 1 + · · · + s * n )/n. Then, the second term above becomes 0.
To upper bound the first term, consider an alternative expression for E[W r t+1 ] using (13), and the definition of η r t given in (7):
Now, we obtain the following lower bound for W * t , we use an argument similar to (13):
where the inequality holds since we have used η r t instead of the true maximizer, and the second equality holds since
Thus, we have
where the second inequality holds provided that the following lemma 4 holds. The proof of the lemma below is in Appendix A.4.
Hence, with (16), the first term in (14) can be bound as follows
To upper bound the third term in (14) (1962)).
We now state a lemma that provides an analytic upper bound for
Lemma 5. Consider a D/G/1 queue with a deterministic inter-arrival time r and random service time A, with mean µ and standard deviation σ. If ρ = µ/r < 1, then ψ r > 0 holds, and the steady-state waiting distribution W ∞ has the following upper bounds on the first and second moments:
The first part of the lemma, ψ r > 0, is due to Kingman (1962) , and the bound for the first moment appears in Marshall (1968) . The bound for the second moment comes from Theorem 6 of Kingman (1962) .
An implication of the above lemma is an upper bound on the third term in (14). Since r > µ holds by Lemma 2, we can apply Lemma 5 to obtain
Based on the above argument, we are now ready to establish an upper bound on (14), when r = r. From (17) and (20), we can bound ν(r) − ν(s * ) in (14) as follows:
where the last equality follows from the definition of n in (8). This establishes (11), the first result in the statement of Theorem 1. Now, we provide an analytical upper bound for n , by deriving a bound on
Consider the discrete-time random walk defined by
. . , t}, and let N t denote the number of times when this random walk has a positive value. By Andersen (1955) and Bingham (2001) , the index η r t defined in (7) has the same distribution as the random number N t for each t = 0, 1, . . . , +∞. Let N ∞ denote the limiting random variable for N t as t → ∞, which is well-defined (Spitzer 1956) 
By the Chernoff's inequality, for any ψ > 0, we have
where the last equality follows from the definition of φ r (ψ) = E[exp(ψ(A − r))] in (9). Since the above inequality holds for any ψ > 0, it follows from (9) that we have from the definition of φ r (ψ) in (9). Also, φ r (ψ) is right differentiable at 0 in which the derivative equals to E[A] − r = µ − r < 0. Since φ r (ψ) < 0 for all ψ > 0, φ r (ψ) has to keep decreasing since 0.
Therefore, φ r (ψ) < φ r (0) = 1 for all ψ > 0.) Therefore,
where the last inequality directly from the basic manipulation of the geometric series (ϕ r ) k . By substituting the above inequality to the definition of n given in (8), we obtain
which is the inequality in (12) in the statement of Theorem 1. It is easy to show that the rightmost expression above converges to 0 as n → ∞. This completes the proof of the theorem.
We make a few comments on the proof of Theorem 1. The structure of our proof follows the same framework as Goldberg et al. (2016) and Xin and Goldberg (2016) . These two papers have studied a constant order quantity policy for a lost sales inventory control problem. However, an adaptation of their idea to the appointment scheduling setting requires additional work for two reasons. First, the recursive formulae of the waiting time and a corresponding quantity in inventory papers are different: as the relative performance gap becomes close to 0. In Xin and Goldberg (2016) , they use the asymptotic regime where T → ∞ while L is fixed. Thus, in both of these papers, it is assumed that T /L → ∞ holds, implying that the planning horizon contains infinitely many information updates.
In contrast, in our paper, we have no information updates, which is essentially equivalent to L = T , which is not covered by Goldberg et al. (2016) and Xin and Goldberg (2016) .
When Patients Have No-Shows
An underlying assumption in Theorem 1 is that all the patients would show up. We now discuss briefly how Theorem 1 can be extended to cover the case with the possibility of patient no-shows.
To model no-shows, we introduce a random binary variable Z t ∈ {0, 1} to indicate whether the t th patient in the sequence shows up for her appointment (Z t = 1) or not (Z t = 0). We assume Z t 's are i.i.d. and have an average show-up probability p, i.e., E[Z t ] = p.
The key idea in our approach is that we treat no-show patients as regular patients who show up, but consider the service times of these patients to be 0. More precisely, let (Ǎ 1 ,Ǎ 2 , · · · ,Ǎ n ) denote the service duration vector in the presence of no-shows. Then, for each t ∈ {1, 2, · · · , n}, we havě A t = Z t A t , where (A 1 , . . . , A n ) is the service duration vector without no-shows studied previously.
On this basis, the waiting times and idling times account for no-shows, which we now denote by {W t } and {Ǐ t }, respectively, can be adapted from (1) and (2) as follows: for t ∈ {1, . . . , n},
When we count the waiting cost, we only need to count the waiting time of those who actually show up. Thus, the total cost for a given schedule s can be formulated as, similar to (3),
Since Z t+1 is independent of (Z 1 , Z 2 , · · · , Z t ), it must be independent of W t+1 . 
whereč W = c W p. Thus, with the modified service durationsǍ t and modified unit waiting costč W , we can apply Theorem 1 and derive analogous results.
Multiple Types of Appointments: The Piecewise Plateau Policy
In this section, we relax the i.i.d service duration assumption in the basic model (Sections 3 and 4), and show that a generalization of the plateau policy achieves asymptotic optimality.
We model the service duration to be piecewisely i.i.d., that is, there can be M ≥ 2 different types of appointments, and within each type, service duration distributions are identical. Furthermore, we assume that all the appointments of any given type are sequenced consecutively, forming a block in the schedule. In other words, the entire appointment sequence contains M blocks, each consisting of appointments of the same type. We let
denote the number of appointments of type m, where n denotes the total number of patients of all types, and q m denotes the proportion of the type-m appointments. Let F m (·) be the cumulative distribution function of the service duration of the type-m appointments, and we denote its mean and standard deviation by µ m , and σ m , respectively. We use the superscript m and subscript t to index the blocks and the position in that block, respectively; for example, A m t stands for the random service duration of the t th patient in the m th block. All service durations are independent, as before.
The policy that we consider, called the piecewise plateau policy, schedules the same job allowance for all appointments of the same type. We show that, under the above assumptions, this policy is asymptotically optimal. Let s m * t denote the optimal job allowance of the t th patient in the m th block under the optimal schedule. Let
denote the average job allowance of type-m appointments under the optimal schedule. We consider a piecewise plateau policy r = (r 1 , r 2 , · · · , r m ), where r is bolded to signify that it is a vector representing a piecewise plateau policy. Consistent with the previous section, we also use ν(r) and ν * to denote the expected total cost under the piecewise plateau policy r and the optimal schedule, respectively.
Statement of Theorem 2 and Discussion
We present our result in Theorem 2 below, which provides an approximation ratio for the piecewise plateau policy. Most of the notations used in Theorem 2 follow the same definition and interpretation that we introduced in Section 4 for Theorem 1, by adapting to a system which consists of only one type of patients.
For m ∈ {1, . . . , M }, we define s m and g m in the exact same way as s and g given in (4) and (5),
i.e., the minimizer and minimum value of a Newsvendor function:
where A m denotes the i.i.d. service duration for type m. Similar to (6), define τ m to be the skewness of A m and define ζ m as a function of τ m : 
Thus,r m > µ m .
We also define η 
Finally, instead of the definition of n given in (8), we define
Theorem 2. Suppose at least one of the following conditions hold for each m ∈ {1, . . . , M }:
Let n m ≥ 1 hold for each m ∈ {1, . . . , M }. Then, we have r m > µ m for each m ∈ {1, . . . , M }, and
Similar to Theorem 1, Theorem 2 provides two upper bounds for the relative optimality gap ν(r)/ν * − 1. The first upper bound, which is n itself given in (28), can be computed only when the inter-arrival times {A m t } follow certain distributions, e.g., a normal distribution. The second bound, given in (29), is an upper bound on n , and it converges to zero when n → ∞, proving the asymptotic optimality of the piecewise plateau policy r. 
Earlier in Section 4, recall from (18) that we used the steady-state distribution to bound the distribution of waiting time for any t. Such a bound is valid if the system is initially empty. Thus, in applying this result to our setting, such a bound is valid for the first block of patients, i.e., for m = 1. In fact, if there is only one block, i.e., M = 1, then the definition of n in (28) is equivalent to the corresponding definition in (8) of Section 4, and the bound in (29) simplifies to (12).
However, for subsequent blocks (m ≥ 2), some patients from the previous subsequence need to be seen before the patients from this block can be served. In other words, the waiting time of the first patient in the current subsequence is not necessarily 0. As a result, we can neither consider the M blocks as M separate systems, nor apply the upper bound of Theorem 1 to each block.
Instead, we need to derive an upper bound for a new system with nonzero initial stocks which are unfinished appointments from the previous block. A careful analysis of this treatment is required in the proof that appears in the appendix, accounting for the extra Ω m term included in the upper bounds in (28) and (29) Denton et al. (2007) , in which they show that sequencing appointments in the decreasing order of their variances performs well, better than the other two heuristic sequencing algorithms studied in their paper.
Proof of Theorem 2
The proof of Theorem 2 follows the same high-level structure as the proof of Theorem 1 consisting of these three steps: we first derive an alternative expression for ν(r) − ν * , then find an upper bound for that difference by choosing a particular piecewise plateau policy r, and finally derive a lower bound for ν * , leading to an upper bound for the relative optimality gap ν(r)/ν * − 1. However, there is a notable difference between the homogeneous service model of Section 4 and the multiple type of appointments considered in this section -the queue may not be empty at the beginning of each block, except for the first one. This requires a different approach in finding an upper bound on the difference ν(r) − ν * . For the first step of finding an upper bound for ν(r) − ν * , we derive an alternative expression for this quantity, similar to (14).
Lemma 6.
A formal proof of Lemma 6 is attached in Appendix B. to the average job allowance of type-m appointments in the optimal schedule. Thus, we find each of the two terms on the right side of (31).
In the proof of Theorem 1, we exploit the property of the D/G/1 queue and derived an upper bound for the waiting-time difference between the plateau policy r and the optimal policy for a single type of patients, which is given in (15). To bound the first term in (31), it may be tempting to apply the same method to each block m to obtain an upper bound for
Unfortunately, this approach does not work out easily due to a key difference between the models in Section 4 and Section 5 -that in the m th block, W To this end, we consider an alternate queuing system. A key idea in this alternate system is that it is a priority queue where the patients from a later block (i.e., larger m) is given priority over the patients from an earlier block (i.e., smaller m). Patients within the same block are served in 27 the order of scheduled arrival times (i.e., smaller t index). Thus, the first patient in any block is served starting from the appointment time without any waiting delay. Furthermore, the alternate system allows preemption. Figure 3 illustrates both the original system (under "System 1") and the alternate system (under "System 2").
Figure 3 An Alternative System that Holds the Jobs from the Previous Subsequence tills the Server Is Idle
It is easy to verify that the server is busy in the original system if and only if the server is busy in the alternate system. Since W i.e., ∆ m (ω) is the smallest integer such that w plus the total of t − 1 service durations is at most the total job allowance of t − 1 patients:
Recall that W 
To find an upper bound on the first term of (31), the property given in (33) will be used, along with the following lemma on the expected value of ∆ m (w). The parametersK m andφ were defined in (27). The proof of this lemma appears in Appendix B.2.
Lemma 7. For any w > 0,
Since W m * t+1 denoting the waiting time under the optimal policy would have been the same or smaller if the initial buffer was empty, we can use the results from Section 4 to bound the first term on the right side above using (16):
To bound the second term on the right side of (34), we use Lemma 7 to obtain
We proceed to find upper bounds for E[(W 
By repeatedly applying the above inequality, we obtain
As we argued in the proof of Theorem 1,
Also using (37) and a similar argument, we can obtain a bound for
where the second inequality follows from Cauchy's inequality, i.e., (
, and the last inequality follows from (30).
Putting together, we have
Above, the first inequality follows from (34), the second inequality follows from (35) and (36), the third inequality follows from (39) and (38), and the final equality follows from the definition of Ω m in (26). Thus, the first term in (31) is bounded above as follows:
Finally, the second term in (31) satisfies
where the last inequality follows from (38). Therefore, from Lemma 6, we conclude
This establishes an upper bound for ν(r) − ν * . Now, since the expected total cost associated with each appointment in each block m is bounded below by g m defined in (23) from Lemma 1, it follows
Therefore,
where the equality follows from the definition of n in (28). Furthermore, since (21) implies
we obtain the inequality in (29). The convergence result in (29) holds since the numerator in the bound is independent of n and the denominator increases to become arbitrarily large as n → ∞.
This completes the proof of Theorem 2.
Computational Results: Performance of the Plateau and Piecewise Plateau Policies
In this section, we report on our computational investigation of the performance of the plateau policy and the piecewise plateau policy. We study how much the restriction imposed by these simple policies increases the overall cost compared to a more general policy.
We use the sample average approximation approach (Kleywegt et al. 2002) in our computation.
Specifically, we randomly generate K i.i.d. scenarios with a given distribution of service time and 31 then solve the resulting linear program that optimizes the schedule for these sample service times. If the job allowance is allowed to be different for each job, the resulting solution, denoted by s SAA , is a proxy for the optimal schedule. If the linear program constrains the job allowance to be the same, the resulting solution, denoted by r SAA , is the best plateau policy for the generated sample service times. Note that the theoretical results in Sections 4 and 5 have used a specific plateau policy, namely one with the average job allowance under the optimal policy, which requires knowing the optimal schedule. Instead, by using a linear program, we search for the best constant job allowance among all plateau policies.
We let ν(s SAA ) and ν(r SAA ) denote the expected cost associated with the "optimal' policy and the best plateau policy, respectively, using sample average approximation. We let the ratio (ν(r SAA ) − ν(s SAA ))/ν(s SAA ) represent an estimation of the relative optimality gap of the best plateau policy. We normalize the waiting time cost parameter to be 1, i.e, c W = 1, and vary the unit idling time cost parameter c I , which then corresponds to the ratio c I /c W . We consider the case with i.i.d. service durations in Section 6.1, and discuss the case with piecewise i.i.d. service durations in Section 6.2.
Homogeneous Customers: I.I.D. Service Durations
The numerical study aims to complement the theoretical results in two aspects. First, our theoretical bound in Theorem 1 shows that the plateau policy is near optimal either if c I /c W is sufficiently small (Condition 1), or if the number of appointments, n, is sufficiently large (Condition 2). Our computation focuses on the cases not covered by the theorem, namely when n is small and c I /c W is large. Second, while the theoretical convergence rate identified in Theorem 1 is O(1/n), we learn the actual convergence rate computationally.
To test the performance of the plateau policy for small n, we fix n = 16, and choose various test, we randomly generate K = 2000 scenarios, solve the sample average approximation linear program to determine the optimal schedule or the best plateau policy. Then, we generate another K = 2000 scenarios to calculate ν(s SAA ) and ν(r SAA ) to compute the relative optimality gap, (ν(r SAA ) − ν(s SAA ))/ν(s SAA ). The ratios are summarized in Table 1 . Table 1 provides several insights. First, the plateau policy performs well in general under various combinations of c I /c W and service duration distributions. The relative optimality gap under the worst combination is less than 4%. Hence, even for small-size problems (n = 16), the plateau policy is able to achieve near-optimal performance. Second, the plateau policy achieves the best performance when the service duration has a normal distribution with small standard deviation and has the worst performance for exponential distribution. It appears that the plateau policy works well when the service duration has a small coefficient of variation, σ/µ. This is not surprising since the constant job allowance is optimal if all service times are deterministic. Third, for each type of service duration distribution, the relative optimality gap exhibits a clear decreasing trend approaching 0 as c I /c W becomes smaller. This observation is consistent with what has been reported in Denton and Gupta (2003) , Hassin and Mendel (2008) -the curve of the job allowance under the optimal schedule, despite still having a dome shape, is more flattened when the unit idling cost is relatively small. problem sizes), n, to understand how the relative optimality gap converges. Since the technical difficulty with a large n is that it is very slow to solve the sample average approximation linear program to obtain s SAA , we use a smaller K = 400 for problems when n ≥ 100. Then, the standard error has an order of 0.01, and thus at least the first digit after the decimal is of reliable accuracy.
We fix c I = 3, and calculate the relative optimality gap for n = 25, 50, 100, 200, respectively. The results are summarized in Table 2 . It shows that the relative optimality gap decreases as n increases, as expected. The speed that the gap converges to zero actually depends on the type of service duration distribution. While the actual convergence rates are difficult to estimate with limited n values, it appears that the convergence rate is faster than O(1/n) in all three types of service type distributions. We next study the performance of the piecewise plateau policy when the service durations are piecewise i.i.d. We consider a system with M = 2 types of patients, with an equal proportion, i.e., q 1 = q 2 = 0.5. For each type patients, we assume its service duration can take one of the four service duration distributions. The first three distributions are the same as those used previously in Section 6.1, and the fourth distribution that we added is an exponential distribution with mean 4. Six combinations of these distributions were tested. Similar to the setting used in Table 1 , we
use a small problem size with n = 16, with 8 patients for each type, and set K = K = 2000. The results are summarized in Table 3 . From Table 3 , we observe that the relative optimality gap of the piecewise plateau policy is less than 9% for all combinations. We also observe that the piecewise plateau policy performs better when the ratio c I /c W is smaller, similar to the i.i.d. service duration case.
More interestingly, when we compare the last two rows of the table, both using the same set of service distributions, it turns out that the performance gap is smaller when the normal distribution with standard deviation 4 is used for the first block of patients and the exponential distribution with standard deviation 20 is used for the second block of patients. It suggests that it is better to schedule the patient block with a smaller standard deviation first. A similar observation can be made from the third and fourth rows of the table (with two exponential 
Conclusion
Prior studies on appointment scheduling report that the optimal schedule has a "dome" pattern for the i. show that the plateau policy performs well in various parameters and distributions combinations.
Most importantly, we prove that the plateau policy is asymptotically optimal for homogeneous patients, and we extend the asymptotic optimality result to heterogeneous patient types.
We make several contributions in this paper. We make a novel analysis of the easy-to-implement policy for the traditional appointment scheduling problem, which is robust over a range of settings such as i.i.d. service duration distributions and the possibility of no-shows. The numerical experiments show that the plateau policy and the piecewise plateau policy perform well, providing support to the implementation of these scheduling polices in practice.
We also establish the explicit relative optimality gap bounds between the plateau policy or its extension and the optimal schedule. Further, we prove the asymptotic optimality of our policy, once again advocating for its use in practice. Also, to the best of our knowledge, this is the first proven result to be within 1 + of the optimal schedule, from theoretical aspect. Furthermore, we have identified several managerial insights -some of which are new and affirm observations made in the literature.
Furthermore, our approach of attaining asymptotic optimality results can be extended to other optimization problems that makes a tradeoff between two types of costs. For example, in a slot queue staffing assignment problem, the number of servers scheduled in a slot directly impacts the staffing cost and customer goodwill with respect to waiting.
However, for a more general type of service duration distributions beyond the piecewise i.i.d.
service duration structure, the optimality structure is still unknown and remains open. The case when patients may arrive later than their scheduled times is a possibility for future research. Even though some policies have been shown to be numerically effective in the literature, no theoretical performance bounds have yet been derived for such patient behavior under consideration. These considerations are beyond the scope of this paper and potential for future research. From the definition given in (3),
where the second equality follows from (1) and (2). Recall that each W t is nonnegative and it is independent of A t .
For fixed t ∈ {1, . . . , n}, we consider the impact of s t , on the above objective function. The job allowance for the t th patient does not impact the cost for patients in {1, 2, . . . , t − 1}. For patients in {t + 1, . . . , n}, the choice of s t has an impact on the cost through waiting time distributions {W t+1 , . . . , W n }; more specifically, the summation of costs from t + 1 to n decreases in s t . This implies that the optimal value of s t should be bounded below by the optimizer of the myopic cost (cost in period t) given by
Note that this is a well-known Newsvendor function, which is a convex function of s t , and the derivative of C t with respect to s t is given by
This derivative depends on the distribution of W t and can be made the smallest when W t = 0, i.e., the above expression is bounded below by
, which turns out to be the function inside the minimization operator in (4) used for the definition of s. Thus, we conclude that s is a lower bound for the optimizer of (A.2), which in turn is a lower bound for the optimal value of s t , denoted by s ii Article submitted to ; manuscript no. (Please, provide the mansucript number!) Now, since s ≥ 0, it follows from the definition of g in (5),
where the second inequality follows since
− is a convex function of s Landsberger and Meilijson 1993) . Since it is shown that g is a lower bound for any C t , it follows that g ≤ C * t also holds.
A.2. Proof of Lemma 2
Suppose Condition 1 holds, i.e., 
2 holds, i.e., n ≥ max{2τ, 6τ
While this condition was inspired by Goldberg et al.
(2016), it requires a modified analysis because of the way the recursive equation W t is defined, as discussed in the end of Section 4.2. Recall, from definition, τ = {8(3ζ
Suppose h satisfies 1 ≤ h ≤ n.
For t satisfying 1 ≤ h ≤ t ≤ n, define
S. Zhou: Asymptotic Optimality of Constant Job-Allowance Policies for Appointment Scheduling Article submitted to ; manuscript no. (Please, provide the mansucript number!)
iii For the waiting time of (t + 1) th patient under the optimal schedule, we have
, where the last two equalities follow from algebraic manipulation. Then, we can find the lower bound for the rightmost expression using Theorem 3 of Goldberg et al. (2016) and Chen and Shao (2005) , and we have
where N denotes a standard normal random variable. Now, we can bound the cost of the optimal schedule using a feasible schedule given by s t =r for each t ∈ {1, . . . , n}, wherer = µ + c W /(2c I )σ. Since we have
where the last equality follows from Lemma 3, and a similar equation holds for the feasible policy given by s t =r for each t, it follows . Now, we find a lower bound for the left-side expression above using an expression involving r. This completes the proof.
A.4. Proof of Lemma 4
Recall from (7) Intuitively, since η r t represents the index of the random walk that achieves its maximum, the probability that the random walk attains its maximum with index k is lower with a larger value of t since it would increase the set from which the maximum operator is applied. More formally, to prove (A.7), fix k and t such that 1 ≤ k ≤ t, and define
(A i − r) for each j∈ {0, 1, . . . , k − 1}
(A i − r) for each j∈ {k + 1, . . . , t}
(A i − r) for each j∈ {t + 1, t + 2, . . .} .
Then, the event [η Summing over all t ∈ {1, . . . , n}, By applying claim (A.7), we obtain Thus, we conclude 
