Given a graph G = (V; E), a weight function w : E ! R + and a parameter k, we consider the problem of nding a subset U V of size k that maximizes :
Introduction
Given a graph G = (V; E) with V = fv 1 : : : v n g, a weight function w : E ! R + , and a parameter k the Max-Vertex Cover k (Max-VC k ) problem is the problem of nding a subset U V of size k such that the weight of edges incident to U is maximal. The Max-VC k problem is NP hard to solve exactly, hence we consider algorithms that yield approximate solutions. An approximation algorithm for NP-hard maximization problems is an algorithm that for every instance produces a solution whose value is guaranteed to be within a ratio of at least from the value of the optimal solution. The parameter 0 1 is known as the approximation ratio of the algorithm, and the larger is, the better.
A simple approximation algorithm for Max-VC k which uniformly picks a random subset U V of size k has an expected approximation ratio of at least 1 ? (1 ? k=n) 2 . A greedy algorithm which iteratively constructs the set U by adding vertices that increase the weight of edges incident to U by most, has an approximation ratio of at least 1?1=e Hoc95]. An algorithm based on a linear program relaxation of Max-VC k is shown in AS99] to have an approximation ratio of at least 3=4 (for every k). In the following work we consider an algorithm based on a semide nite program relaxation for the Max-VC k problem.
Semide nite programming is the problem of maximizing (or minimizing) a linear objective function subject to a set of linear constraints (as in linear programming) with the additional constraint that the variables involved in such a program form the entries of a symmetric positive semide nite matrix. Semide nite programming has become a common tool in the approximation of combinatorial optimization problems, much due to the work of Goemans and Williamson GW95] in which an approximation algorithm for the Max-Cut problem based on semide nite programming was presented.
In our work we use a semide nite program relaxation of the Max-VC k problem in the design of an approximation algorithm with an approximation ratio greater than that achieved by the algorithm suggested in AS99]. In general our algorithm combines ideas and techniques used in several previous works based on semide nite programming GW95, FJ97, FG95] . In addition to the Max-VC k problem, we consider three other maximization problems related to covering edges when a set of k vertices are selected in a graph. Given an instance G = (V; E), k, and w, instead of nding a subset U of size k incident to the maximal weight of edges as in the Max-VC k problem, one can seek to maximize :
Max-Dense Subgraph k : the weight of edges in the subgraph induced by U. Max-Cut k : the weight of edges cut by the partition (U; V n U).
Max-Uncut k
: the weight of edges not cut by the partition (U; V n U). As in the Max-VC k problem, it is not hard to verify that the additional three optimization problems are NP-hard. We present approximation algorithms for these problems based on semide nite programming, and improve the approximation ratios previously published.
Our algorithms are all BPP-algorithms, that is they are randomized, run in polynomial time, and succeed with overwhelming probability. The basic techniques used on all four problems are similar, and are based on the work of Frieze and Jerrum FJ97] on the Max-Cut n 2 problem (better known as the Max-Bisection problem). Roughly speaking, given an instance G = (V; E), k, and w, we solve a semide nite relaxation to obtain a set of n unit vectors in R n corresponding to the n vertices of G. We then round this vector con guration using the random hyperplane rounding technique presented in GW95] or variations of the technique, to obtain a subset U V . Recall that we are interested in a subset U of size k. The subset of vertices U obtained in this process is not necessarily of size k, thus an additional step is added to our algorithm in which we x the size of U to be exactly k.
A recurrent theme in our work is that algorithms based on semide nite programming have approximation ratios that are strictly better than those known to be achievable using linear programming. A new aspect in our work (applicable at the moment only to Max-VC k and Max-Cut k ) is our ability to handle arbitrary values of k, and not just values of k close to n=2.
This requires techniques beyond those used in earlier related work (such as FJ97]).
Previous work and our results
Our results, as well as previous work, are discussed below and summarized in Table 1 .
Max-Vertex Cover k : Max-VC k is a maximization version of the well known Vertex Cover minimization problem (Min-VC). Whereas in Min-VC we must cover all edges using as few vertices as possible, in Max-VC k we must use exactly k vertices and cover as many edges as possible.
A generalization of Max-VC k is the Max-k-Coverage problem. Given a set system S over the universe U, a parameter k, and a weight function w : U ! R + the Max-k-Coverage problem is the problem of nding k sets such that the total weight of elements in their union is maximized. By associating with every vertex v i in V the set of edges incident with v i , the Max-VC k problem can be viewed as a special case of the Max-k-Coverage problem.
Several algorithms approximate Min-VC within a ratio of 2, and it is a long standing open problem whether an approximation ratio of 2 ? for some xed > 0 can be achieved in polynomial time.
For Max-VC k we are not yet in a position to formulate a conjecture about the best possible approximation ratio. ). An algorithm based on linear programming was shown in AS99] to have an approximation ratio of 3=4.
We present an algorithm based on semide nite programming that has an approximation ratio of at least 3=4+" for some universal constant " > 0 and all values of k. When k n=2, or when k is at least the size of the minimum vertex cover in the input graph, we achieve an approximation ratio above 0.8. Our algorithm and its analysis use ideas from NT75, GW95, FG95, FJ97].
Max-Dense Subgraph k : The simple algorithm that uniformly picks a random subset of k vertices has an expected approximation ratio of k(k?1) n(n?1) . ratio of at least max (k=2n; n "?1=3 ) for all k and some constant " > 0. An algorithm based on linear programming (attributed to Goemans) achieves the ratio of (1?") k n for all values of k and any constant " > 0. Though these ratios are constant when k is linear in n, it is not known if for all k there exists a polynomial algorithm able to approximate the Max-DS k problem beyond a ratio of r for some constant r > 0. Furthermore, the above ratios are all strictly less than k n when k is linear in n. Srivastav and Wolf SW98] use analysis based on ideas of GW95, FJ97] and claim that for some values of k, a certain semide nite program approximates Max-DS k within a ratio better than k=n. In Section 3.1 we demonstrate that their claim is incorrect. We also present a semide nite program di erent than the one used in SW98], and for it obtain an approximation ratio slightly above k=n when k is close to n=2. For example we achieve the ratio of SDP = 0:517 and SDP = 0:3502 for k = n=2 and k = n=3 respectively.
Max-Cut k : The general Max-Cut problem, of nding a subset U V of arbitrary size that maximizes the weight of edges cut by the partition (U; V n U), is studied by Goemans and Williamson GW95] who achieve an approximation ratio above 0:8785 for this problem. Frieze and Jerrum FJ97], using techniques introduced in GW95], study the Max-Cut k problem for k half the size of the given vertex set V (denoted as the Max-Bisection problem), and achieve an approximation ratio of 0.6511 for such k. Using linear programming AS99] show that for all values of k an approximation ratio of 1=2 can be achieved.
We use semide nite programming to achieve the ratio of at least 1=2 + " for all k and some universal constant " > 0. In particular for k = n=2 we slightly improve the ratio stated in FJ97] and obtain a ratio of SDP = 0:6514 and for k = n=3 we obtain the ratio of SDP = 0:58.
Max-Uncut k : Little is known about the Max-UC k problem. A closely related minimization problem is the Min-Bisection problem of nding a subset U V of size n=2 such that the minimum weight of edges are cut by the partition (U; V n U). Much research has been done regarding the Min-Bisection problem. As in the Max-DS k problem, the existence of a polynomial approximation algorithm for the Min-Bisection problem with a constant approximation ratio remains open.
The straightforward use of linear programming on the Max-UC k problem does not help us achieve an approximation ratio better than that achieved by picking a random subset U V of size k. Such a random process yields the approximation ratio of 1 ?
2k(n?k) n(n?1) . We improve this trivial ratio when k is close to n/2 using semide nite programming and achieve the ratio of SDP = 0:5417 for k = n=2.
Structure
In Sections 2 through 5 we concentrate on the four maximization problems, one problem per section. Note that as we use related algorithmic ideas in all four of our problems, later sections build upon analysis and intuition given in previous ones. In the Appendix we present some results regarding the integrality gaps of the semide nite relaxations we use throughout our work, and ll in some technical parts of our proofs.
2 Max-Vertex Cover k Throughout this section we denote an instance of the Max-VC k problem by G = (V; E), w and k, where V = fv 1 : : : v n g and each edge e ij 2 E is of weight w ij . We de ne Opt(G) to be the maximal weight of edges covered by (i.e. incident to) a set of k vertices in G, and Z to be the optimal value of various relaxations of the Max-VC k problem that will be stated later. We also de ne U V to be the vertex set generated by our algorithms with U = fu 1 : : : u k g, and w(U) to be the total weight covered by U.
The Max-VC k problem is clearly NP-Hard which can be seen by a reduction from the Min-VC problem. It has been shown in Pet94] that for some k it is NP-Hard to approximate Max-VC k beyond some xed constant less than one (using hardness results on the Min-VC problem restricted to graphs of bounded degree PY91]). This in fact holds for a wide range of values of k (see Lan98], for example).
Proposition 2.1 For every constant " > 0 there is some constant c < 1 such that for every n " < k < (1 ? ")n it is NP-Hard to approximate the Max-VC k problem within ratio c.
Our algorithm for Max-VC k is based on combining semide nite programming with a greedy algorithm and a linear program. We review the latter approaches rst.
A greedy algorithm
Consider the following algorithm A Greedy :
1. Start with a set U which is empty. 2. Identify a vertex v 2 V n U that maximizes the weight of edges covered by U fvg, and add v to U. 3. Repeat the above until U is of size k. In Hoc95] it is shown that algorithm A Greedy has an approximation ratio of at least (1 ?1=e). In Lemma B.1 of the appendix we show that A Greedy will return a set U with w(U) ( x i 2 f0; 1g; z ij 2 f0; 1g for 1 i n and e ij 2 E By choosing the vertex v i to be in the cover U if and only if x i = 1, the integer program (IP-VC) corresponds to the Max-VC k problem on G and the optimal integer solution Z IP?V C is exactly Opt(G). As it is NP-Hard to solve such a program in polynomial time, we consider a relaxation of (IP-VC) by allowing x i (and z ij ) to receive values in the interval 0; 1]. We denote the relaxed linear program by (LP-VC). Clearly Z LP?V C Z IP?V C = Opt(G).
Given an optimal fractional solution (x 1 : : : x n ) to (LP-VC) we wish to obtain a valid integer solution to (IP-VC 
x i 2 f?1; 1g for 1 i n Notice that for each edge e ij the objective function is zero if both x i and x j are equal to -1 and w ij otherwise. Furthermore, constraint (1) guarantees that exactly k variables will be of value 1. Thus by choosing the vertex v i 2 V to be in the cover U if and only if x i = 1, the quadratic program (QI-VC) corresponds to the Max-VC k problem on G. As in the case of linear integer programming we consider a relaxation of (QI-VC) that is known to be solvable (up to an arbitrarily small additive error) in polynomial time.
The semide nite relaxation :
Consider the following relaxation for the Max-VC k problem : (SDP-VC) Maximize P e ij 2E w ij u(i; j) subject to: . We now choose a random hyperplane passing through the origin and set the vertex v i to be in the cover U if and only if the corresponding vectorṽ i is on the same side of the hyperplane as the vectorṽ 0 . This is done by choosing a vector r uniformly distributed in the unit sphere S n and de ning U to be the vertex set fv i j sgn(ṽ i r) = sgn(ṽ 0 r)g :
Recall that our objective, after the rounding scheme, is to obtain a subset U of small size and large weight (i.e. the size of U is to be at most k and the weight covered by U is to be as close to the optimal cover as possible). Unfortunately the set U obtained by this rounding technique may be of arbitrary size, but using computer assisted analysis, FG95] have bounded from above the probability that a vertex v i is chosen to be in the cover U, and from below the probability that an edge e ij is covered.
Pr(e ij is covered by U) 2 u(i; j) with 1 = 0:976, and 2 = 0:931. These bounds are used in order to analyze the following algorithm.
Algorithm A SDP?V C :
1. Solve the relaxation (SDP-VC), corresponding to a given graph G = (V; E), to obtain an optimal set fv 0 ; : : : v n g of vectors in S n .
2. Round the optimal set of vectors using the technique described above to obtain a subset U of V .
3. Repeat step two above a polynomial number of times and setŨ to be the best solution found. (The best solution will be de ned shortly using a new random variable Z.) 4. Greedily x the size ofŨ to be exactly k. This is done by iteratively removing or adding vertices from/toŨ. If jŨj > k, iteratively remove the vertex which is adjacent to the least weight of edges in the cut (Ũ; V nŨ). If Intuitively we would like the total weight covered by U to be large, while the size of U remains smaller than k. Thus it is reasonable to nd a set U that maximizes Z which is a weighed and normalized sum of w(U) and (n ? jUj). We start by analyzing the expectation of Z. Furthermore, by constraint (1) of (SDP-VC) we have that
Which gives us the desired result.
We now show for any " = 1=poly(n) that with non-negligible probability our rounding scheme returns a set U with a corresponding Z of value at least (1 ? ")E Z]. Using results stated in Section 2.1 (the greedy algorithm) we have that
Hence from the fact that w(U) is less than w(V ) and jUj is non-negative we conclude that Z is On the other hand, if the size ofŨ is less than k (i.e. < 1=c) we must add k ? jŨj vertices toŨ to obtain a subset U k of size exactly k. Recall the greedy algorithm reviewed in Section 2.1. Using this algorithm on the subgraph induced by V nŨ we are able to obtain a subsetÛ V nŨ of size k ? jŨj that covers the weight of at least (1 ? and w(V ) ?w(Ũ) is the weight of edges in the subgraph induced by V nŨ. Setting U k to be the union of the original setŨ and the setÛ above, we conclude that U k is of size exactly k and covers the weight of at least : All in all, with high probability algorithm A SDP?V C returns a set U k of weight at least Z SDP with = min( ? ; + ). By computing the exact value of for k = n c with c 2 (1; 2], our lemma is proven (detailed analysis is given in Lemma B.2 of the appendix). For c = 1 (i.e. k = n) our algorithm trivially returns the optimal vertex set V .
The second part of Theorem 2.2 deals with the special case of Max-VC k in which k is greater than or equal to the minimum vertex cover of a given graph G. 
x i + x j 1 for all e ij 2 E (2) 0 x i 1 for 1 i n For a given graph G = (V; E) one can e ciently nd an optimal fractional solution to the above linear relaxation such that x i 2 f0; 1=2; 1g for all 1 i n NT75]. Furthermore, NT75] show that there exists some minimum vertex cover in G that agrees with this half integral solution on its integer values (i.e. there exists some minimum vertex cover U such that if x i is equal to 1 then the corresponding vertex v i is in U and if x i is equal to 0 then the corresponding vertex v i in not in U). Given an optimal half integral solution to (Min-VC), these two facts are used to partition the graph G into three parts. The set U 1 of all vertices v i with corresponding fractional values x i that are equal to 1, the set R with vertices of fractional value 0, and the remaining set Q with vertices of fractional value 1/2. It is not hard to see that the following properties hold for the above partition :
1. At least one optimal vertex cover of G contains all vertices in U 1 . 2. Each vertex in R has all its neighbored vertices in U 1 . 3. The minimum vertex cover of the subgraph H Q = (Q; E Q ), induced by the vertices in Q, is of size at least jQj=2. Thus if G = (V; E), w and k is an instance of the Max-VC k problem with k greater than or equal to the size of the minimum vertex cover in G, we partition G as above and use algorithm A SDP?V C on the subgraph H Q . As described below this procedure assures us the desired results.
Set k Q to be k ? jU 1 j. We assume that k Q is less than jQj otherwise we trivially take U 1 Q as our desired cover. In addition jU 1 j is at most the size of the minimum vertex cover in G thus k Q is non-negative. From the above we conclude that the induced subgraph H Q has a vertex cover of size k Q with k Q jQj=2. Using algorithm A SDP?V C on H Q , we nd a subset U 2 in Q of size k Q with weight at least w(E Q ), where is the approximation ratio of algorithm A SDP?V C for k Q and w(E Q ) is the weight of edges in the induced subgraph H Q . From Theorem 2.2(a) and the fact that k Q jQj=2 we conclude that is at least 0:8. Hence setting U to be U 1 U 2 we receive a subset of V with size exactly k and weight at least w(V ) = Opt(G) (recall that there are no edges from R to Q).
Combining SDP and linear programming : We now show how part (a) of Theorem 2.2 can be used in order to obtain an approximation ratio better than 3/4 for all values of k. Let G = (V; E), w and k be an instance of the Max-VC k problem. Given a valid vector con guration fv 0 : : : v n g to our semide nite relaxation (SDP-VC) of value Z , we are able to construct a valid fractional solution (x; z) to the previous linear relaxation (LP-VC) of value at least Z . This is done by setting x i to be equal to 1+v i v 0 2 for i = 1 : : : n and z ij to be min(1; x i + x j ) for all e ij 2 E. Due to the fact that v i v 0 2 ?1; 1] we have that x i 2 0; 1]. We also conclude using As mentioned earlier, if for each edge e ij one of the values x i or x j di er from 1/2, an approximation ratio greater than 3=4 can be achieved. This fact and the fact that our semide nite algorithm A SDP?V C has an advantage over the approximation ratio of 3/4 when k is of size approximately n=2 results in the following algorithm.
Given an instance G = (V; E), w and k of the Max-VC k problem, solve the semide nite relaxation (SDP-VC) to obtain an optimal set of vectors fv 0 : : : v n g of total value Z . Compute the corresponding fractional solution (x ; z ), to relaxation (LP-VC), as above. De ne an edge e ij to be good if at least one of the values x i or x j di er from 1/2 by at least some small constant value. Now assume that the contribution of these good edges to the value Z is non-negligible (i.e. some constant factor of Z is achieved by these edges). Thus rounding our vector solution fv 1 : : : v n g using (x ; z ) computed above and the rounding technique from AS99], we achieve an approximation ratio strictly greater than 3/4 on the set of good edges and an approximation ratio of at least 3=4 on the remaining edges. As the contribution of the good edges is non-negligible we obtain, in this case, an approximation ratio slightly above 3/4.
Otherwise the contribution of the good edges to the value Z is negligible and we may ignore them. Thus we concentrate on the subgraph H = (V h ; E h ) of G, induced by the remaining bad edges. Recall that for each bad edge e ij both x i and x j are close to 1/2, hence the sum of x i for all vertices v i in the graph H is approximately half the size of the vertex set V h . We now nd ourselves in the exact case dealt with by part (a) of Theorem 2.2. Thus we conclude that ignoring all good edges and rounding the remaining vector con guration using the rounding technique described in algorithm A SDP?V C , we obtain a subset U k of size exactly k that covers the weight of approximately 0:8Z .
All in all, when the above ideas are analyzed carefully we achieve part (c) of Theorem 2.2 stated below (detailed proof of the above is given in Lemma B.3 of the appendix).
Theorem 2.2(c) There exists a BPP algorithm based on semide nite programming that approximates the Max-VC k problem within the ratio of 3=4 + " for all k and some universal constant " > 0.
3 Max-Dense Subgraph k Srivastav and Wolf SW98] have studied an approximation algorithm based on semide nite programming and claim to achieve an approximation ratio slightly above k=n on Max-DS k for various values of k. We show that this claim is incorrect for their particular semide nite program, and that it is correct for a modi ed semide nite program.
As before we denote an instance of the Max-DS k problem by G = (V; E), w and k. We de ne Opt(G) to be the maximal weight of edges induced by a subgraph of k vertices in G, and Z to be the optimal value of relaxations stated later. We also de ne U V to be the vertex set generated by our algorithms with U = fu 1 : : : u k g, and w(U) to be the total weight of edges in the subgraph induced by U.
3.1 An approximation algorithm based on semide nite programming Using ideas from GW95, FJ97, FS97, SW98] we analyze a semide nite relaxation to the Max-DS k problem, and achieve an approximation algorithm with a ratio that beats the target of k=n when k is close to n=2. In particular, using the following theorem we prove that for k = n=2 we obtain an approximation ratio of at least 0:517. x i 2 f?1; 1g for 1 i n Given a vertex set U of size k, by setting x i to be of value 1 if and only if the corresponding vertex v i is in U, we obtain a valid integer solution to (QI-DS). In this solution an edge e ij in the subgraph induced by U contributes the weight of w ij to the objective function, while the remaining edges contribute nothing. In SW98] the following semide nite relaxation of (QI-DS) is suggested. ? n) . Namely, the vectors satisfying constraints (1) and (2) of (SDP-DS2) are spread out in a symmetric manner around the vector v 0 . In our future discussion we will see that the generalized constraint (1) of (SDP-DS2) is crucial to the success of our algorithm. Furthermore, its absence in relaxation (SDP-DS1) enables us to contradict results stated in SW98]. = 1 if the edge e ij is in the subgraph induced by U and 0 otherwise. This, in addition to the fact that any valid vector con guration of (SDP-DS2) is a valid vector con guration of (SDP-DS1), implies that Opt(G) Z SDP?DS2 Z SDP?DS1 where Z R is the optimal value of relaxation R. Solving (SDP-DS2) we obtain an optimal vector solution fv 0 : : : v n g. This solution is rounded into a subset U V by the random hyperplane rounding technique suggested in GW95]. Choose a random hyperplane passing through the origin and set the vertex v i to be in the set U if and only if the corresponding vector v i is on the same side of the hyperplane as the vector v 0 . This is done by choosing a vector r uniformly distributed in the unit sphere S n and de ning U to be the vertex set fv i j sgn(v i r) = sgn(v 0 r)g :
Recall, as in the previous section, that our objective after the rounding procedure is to obtain a subset U of small size with a heavy induced subgraph. The analysis of the random hyperplane rounding technique in GW95] provides the following inequalities that are useful in establishing these properties (with high probability). Algorithm A SDP?DS 1. Solve the relaxation (SDP-DS2), corresponding to a given graph G = (V; E), to obtain an optimal set fv 0 ; : : : v n g of vectors in S n .
2. Round the optimal set of vectors using the random hyperplane rounding technique to obtain a subset U of V .
3. Repeat step two above a polynomial number of times and setŨ to be the solution that maximizes the random variable Z that will be de ned shortly. 4. If jŨj > k, greedily x the size ofŨ to be exactly k. The greedy procedure and its analysis are given in Lemma C.1 of the appendix (the xing lemma). Otherwise, add k?jŨj vertices toŨ. This addition is not arbitrary and is described in Lemma C.2 of the appendix. Denote the resulting set by U k . Let Z SDP be the optimal value and fv 0 : : : v n g be the optimal vector solution obtained by solving the relaxation where 1 and 2 are non-negative xed constants.
The rst and second components of the random variable Z are identical to those used previously in Section 2.3. The third component of Z adds extra complications in the analysis, but without it one cannot prove an approximation ratio better than k=n (at least not using techniques similar to those used in Section 2.3). This can be seen as follows. The rst two components relate only to the expected weight and size of U. Consider for example the complete graph on n vertices, in which we seek a dense subgraph on k vertices. Clearly, such a subgraph has k(k ? 1)=2 edges. Assume now that the only information that we are using about U is that it has expected size k and expected weight (number of edges) W. How large might W be? If U is the whole graph with probability k=n and the empty set with probability 1 ? k=n, then indeed its expected size is k, and moreover, its expected weight is k n ? n 2 = k(n ?1)=2. Hence the ratio between the optimal weight and the expected weight is (k ? 1)=(n ? 1). We want to prove better approximation ratios. Hence we add the third term to Z, which in a sense controls the variance of jUj. ( The last equality is derived from constraint (1) of (SDP-DS2) which implies From the fact that Z is bounded we conclude that for any constant " > 0, repeating our rounding scheme a polynomial number of times we obtain a subset U such that its corresponding Z is of value at least (1 ? ")E Z]. Using a proof technique similar to that of Lemma 2.4, we prove our Theorem 3.1. Detailed analysis for the case k = n=2 is given in Lemma C.1 (the xing lemma) and Lemma C.2 of the appendix. Z SDP?DS1 (i.e. relaxation (SDP-DS1) on K n has an integrality gap of at least 2 when k = n=2). We conclude that our analysis, guaranteeing an approximation ratio above 1/2, fails in the above example. Speci cally we have that E jUj(2k ? jUj)] equals zero in contrast to the positive lower bound stated in Lemma 3.2. 4 Max-Cut k Our third problem is the Max-Cut k problem. Similar to Section 2 we review an algorithm based on linear programming suggested by AS99] and show how combining it with semidefinite programming improves the approximation ratio of 1/2. We denote an instance of the Max-Cut k problem by G = (V; E), w and k. We de ne Z ; U as before and w(U) to be the weight of edges cut by the partition (U; V n U). In this case we x Opt(G) to be the maximal weight of edges cut by a partition (U; V n U) when U is of size k. Since the value w(U) is equal to the value w(V n U) we only consider the case of k n=2. A simple reduction from Max-Cut (adding a su ciently large independent set) establishes the following proposition. It can be seen that for x i and x j in 0; 1] we have x i (1 ? x j ) + x j (1 ? x i ) 1 2 z ij with equality when x i = x j = 1=2. These results imply an approximation algorithm with a ratio of 1/2 for the Max-Cut k problem. As in the case of Max-VC k it can be seen that these results are tight due to the integrality gap of relaxation (LP-Cut). With a few slight changes we are able to use algorithm A SDP?DS from the previous section and the analysis given in Theorem 3.1 to achieve our assertion (we sketch the proof in Lemma D.1 (the xing lemma) and Lemma D.2 of the appendix). In particular an approximation ratio of 0.6514 (a bit better than the ratio of 0.6511 presented in FJ97]) can be achieved for k equal to n=2 and an approximation ratio of 0.5856 can be achieved for k = n=3. Given a valid vector con guration fv 0 : : : v n g to our semide nite relaxation (SDP-Cut) of value Z , we construct a valid fractional solution (x; z) to the previous linear relaxation (LP-Cut) of value at least Z by xing x i to be Given an instance G = (V; E), w and k of the Max-Cut k problem, solve the semide nite relaxation (SDP-Cut) to obtain an optimal set of vectors fv 0 : : : v n g of total value Z . Compute the corresponding fractional solution (x ; z ) to relaxation (LP-Cut) as above. De ne an edge e ij to be good if at least one of the values x i or x j di ers from 1/2 by at least some small constant value. Now assume that the contribution of these good edges to the value Z is nonnegligible (i.e. some constant factor of Z is achieved by these edges). Thus rounding our vector solution fv 1 : : : v n g using (x ; z ) computed above and the rounding technique suggested by AS99], we achieve an approximation ratio strictly greater than 1/2 on the set of good edges and an approximation ratio of at least 1=2 on the remaining edges. As the contribution of the good edges is non-negligible we obtain, in this case, an approximation ratio slightly above 1/2.
Approximation algorithms based on semide nite programming
Otherwise the contribution of the good edges to the value Z is negligible and we may ignore them. Thus we concentrate on the subgraph H = (V h ; E h ) of G, induced by the remaining bad edges, and the subset of optimal vectors fv i j v i 2 V h g corresponding to the vertices of V h .
Using the random-hyperplane rounding technique analyzed in GW95] we round this subset of optimal vectors achieving a partition (U h ; V h n U h ) of weight greater than 0:8785Z h , where Z h is equal to X e ij 2E h 1 ? v i v j 2 which is approximately Z by our assumption. Without loss of generality we may assume that the size of U h is less than or equal to half the size of the vertex set V h . Recall that for each bad edge e ij both x i and x j are close to 1/2, hence the size of V h is at most a bit above 2k, and the size of U h is at most a bit above k. Note that as k n 3:1 , at least k vertices do not belong to V h . These leftover vertices can be added to either side of the partition (U h ; V h n U h ) without decreasing its weight. If jU h j is above k we greedily x the size of U h using Lemma D.1 (from the appendix) and add all leftover vertices to the right hand side of the partition (U h ; V h n U h ). Otherwise we add k ?jU h j arbitrary leftover vertices to U h and the rest to V h nU h . In both cases we obtain a subset U V of size k such that the weight of edges cut by the partition (U; V n U) is close to 0:8785Z h 0:8785Z . We allow ourselves to omit the exact proof as it is similar to that of Theorem 2.2(c).
5 Max-Uncut k Our last problem is the Max-UC k problem. It can be seen that the Max-UC k problem is NPHard by a trivial reduction from the Min-Bisection problem shown to be NP-Hard in GJS76].
Recall that Min-Bisection is the problem of nding a partition (U; V n U) in which U is half the size of V and the minimal weight of edges are cut. It is not known whether Min-Bisection can be approximated within a factor arbitrarily close to one in polynomial time. This is a long standing open problem. Note that if Min-Bisection can be approximated within a factor arbitrarily close to one than so can Max-UC k when k = n=2.
Let G = (V; E), w and k be an instance of the Max-UC k problem. De ne the weight w(U) of a vertex set U to be the weight of edges not cut by the partition (U; V n U). As in the Max-Cut k problem we have that w(U) is equal to w(V n U) thus we only consider values of k less than or equal to n=2.
The simple random algorithm of picking a subset U in V of size k at random yields the approximation ratio of 1 ? 2k(n?k) n(n?1) . Using semide nite programming we improve this ratio when k is close to n=2. Consider the following quadratic integer program.
(QI-UC) Maximize P e ij 2E w ij 1+x i x j 2 subject to:
x i 2 f?1; 1g for 1 i n Given a vertex set U of size k, by setting x i to be of value 1 if and only if the corresponding vertex v i is in U, we obtain a valid integer solution to (QI-UC). In this solution an edge e ij not cut by the partition (U; V n U) contributes the weight of w ij to the objective function, while the remaining edges contribute nothing. We relax (QI-UC) by the following semide nite relaxation similar to the relaxations presented earlier. v i 2 S n for 0 i n We are now able to use a slight variant of algorithm A SDP?DS from Section 3 and the analysis given in Theorem 3.1 to achieve an approximation ratio above 1/2 for k close to n=2. In particular we achieve a ratio of 0.54 when k is equal to n=2 (we sketch the proof for k = n=2 in Lemma E.1 (the xing lemma) and Lemma E.2 of the appendix).
Summary and concluding remarks
In this paper we have analyzed various algorithmic techniques used in the approximation of four NP-Hard maximization problems arising on a given graph G = (V; E) when considering a subset U V of restricted size k. In general we have seen, for various values of k, that using semide nite programming one can obtain an approximation ratio strictly higher than that obtained using linear programming, which in turn improves the trivial ratio achieved by picking a subset U of size k at random. Table 1 summarizes the approximation ratios achieved on our four maximization problems using the algorithmic techniques discussed in our work.
We still do not fully understand how to exploit semide nite programs as approximation algorithms. The actual numerical bounds that are presented in this paper are not meant to be best possible, but just an indication of the results one can achieve. For none of the four problems could we nd examples of problem instances for which the integrality gap of their semide nite relaxation matches (or nearly matches) the approximation ratio we achieve. In Section A of the appendix the integrality gaps of the semide nite relaxations used throughout our work are analyzed with and without the addition of triangle inequalities. (The triangle inequalities were used as constraint number (3) in the relaxations of Max-VC k and Max-Cut k , but were not used for the other two problems.)
For the Max-VC k and Max-Cut k problems, we present some universal constant " > 0 such that our algorithms based on semide nite programming achieve approximation ratios that are at least an additive factor of " higher than those using linear programming, for all values of k. For Max-DS k and Max-UC k we show such results when k is roughly n=2, and leave open the question whether these results can be extended to arbitrary small values of k. Possibly, the use of triangle inequalities for these problems can help in obtaining a positive answer.
In some cases, details not appearing in the current paper can be found in Lan98]. We remark that at the time this work was rst done, the results of AS99] were not yet available, and previous versions of this manuscript used the conventional randomized rounding technique to round linear programs, rather than the cleaner rounding technique of AS99]. This has no e ect on the main results of this paper. Techniques developed more recently Zwi99, Ye99, HZ01, FL01] provide improved numerical values for the approximation ratios of the problems studied in this paper (with minor modi cations to the algorithms).
Appendix

A Integrality gaps
In the following section we present some results regarding the integrality gaps of the relaxations used throughout our work. We denote the constraints v i v j + v k v i + v k v j ?1 and v i v j ? v k v i ? v k v j ?1 (where i; j; k 2 f0 : : : ng) as triangle constraints, and study the integrality gap of our relaxations with and without the addition of these constraints. We present detailed proof for the relaxations (SDP-VC) and (SDP-DS2), and sketch our results regarding the relaxations (SDP-Cut) and (SDP-UC) as they are achieved using similar techniques. Proof : Consider the complete bipartite graph (A; B; E) in which each side is of size n=2 (i.e. jAj = jBj = n=2). It is not hard to see that the optimal cover with k vertices consists of an independent set of size k thus having the weight of nk 2 . On the other hand, a valid vector con guration can be achieved by setting all vectors corresponding to vertices of one of the sides, to be equal to a single vector w 1 , and setting the remaining vectors to be equal to a di erent vector w 2 where w 1 ; w 2 ; v 0 all lie on the same plane and We now prove by induction that for every :
I.G. of (SDP-
It is not hard to see that this inequality is true for = 1. For general we have : Proof : Let G = (V; E), w and k be an instance of the Max-VC k problem. Let Z be the optimal value and fv 0 : : : v n g be the optimal vector solution obtained by solving the semide nite relaxation (SDP-VC). Finally let (x ; z ) be the corresponding valid fractional solution to (LP-VC) derived from our optimal vector solution, and E bad be the set of edges e ij for which both end point values x i and x j are in the range 0:435; 0:565]. Denote by W bad the total weight that these bad edges contribute to the value Z . Assume that W bad is less than 0:99Z (i.e. the good edges contribute some non-negligible portion of Z ). It can be shown directly from analysis given in GW94], that if e ij is a good edge then 1 ? (1 ? x i )(1 ? x j ) is of value at least 0:754z ij . Thus using AS99]'s rounding technique on the valid fractional solution (x ; z ), we obtain with high probability a set U k of size exactly k that covers the weight of . Adding a vertex v i toŨ with probability p, independently for every v i 6 2Ũ gives us a new setÛ. In this process an edge that is not in the subgraph induced byŨ will be in the subgraph induced byÛ with probability at least p 2 , hence the expected weight of edges in the subgraph induced byÛ is at least w(Ũ) + (w(V ) ?w(Ũ))p 2 . The same result (up to an arbitrarily small error) can also be achieved by picking at random a vertex set of size exactly k ? jŨj from V nŨ, where each vertex set has identical probability.
Using the method of conditional expectation over this sample space, we are able to obtain a set ( n?k jUj jUj n ? k k n?jUj jUj n ? k Sketch of proof : Given a partition (U; V nU) we consider the following three cases. The size of U is less than k, the size of U is between k and n ? k, and the size of U is larger than n ? k. In the rst case we x the size of U to be k by greedily adding vertices to U. In the second case we use the fact that w(U) is equal to w(V n U) and x the size of U to be k or n ? k depending on which causes the least damage. Finally in the last case we x U to be of size n ? k. Detailed proof of the xing lemma is omitted. Sketch of Proof : Using notations from Sections 3.1, 4.2 de ne the following algorithm A SDP?Cut . Solve the relaxation (SDP-Cut) obtaining an optimal set fv 0 ; : : : v n g of vectors in S n . Round the optimal set of vectors using the random hyperplane rounding technique to obtain a subset U of V . Repeat the above rounding procedure a polynomial number of times and setŨ to be the subset U with the highest corresponding variable Z, where Z is de ned as in Thus using the method of conditional expectation we are able to obtain a set U k U of size exactly k and weight at least 1 W.
Lemma E.2 There exists a BPP algorithm based on semide nite programming that approximates the Max-UC k problem within the ratio of SDP 0:54 when k = n=2.
Sketch of Proof : Using notations from Sections 3.1, 5 de ne the following algorithm A SDP?UC . Solve the relaxation (SDP-UC) obtaining an optimal set fv 0 ; : : : v n g of vectors in S n . Round the optimal set of vectors using the random hyperplane rounding technique to obtain a subset U of V . Repeat the above rounding procedure a polynomial number of times and set U to be the subset U with the highest corresponding variable Z, where Z is de ned as Z = w(U) Z SDP + 1 jUj(2k ? jUj) n 2 :
Finally x the size ofŨ to be exactly k by the xing lemma (Lemma E.1). From analysis given in Section 3.1 we have for = 0:8785 and c = 2 that E Z] = + 1 =4 and that with high probability the subsetŨ has a corresponding variable Z of value at least (1 ? Fixing 1 to be 4.4, we conclude using basic calculus that the resulting approximation ratio is at least 0.5417.
