As the air-conditioning control system has the nonlinearity, large 
Introduction
The VAV Air conditioning system is a kind of all air system with remarkable energy-saving effect. At present the method of traditional PID control is used mostly [1] .
However, because the air-conditioning system has the nonlinearity, large time delay and time variation , so it is very difficult to set so the parameters of PID and to determine the model of the air -conditioning system,therefore, the function of the PID controller to adjust the parameters automatically is requested [2] .
In this paper, the dynamic and steady states performance of this system can be increased and the air conditioning system can be controlled effectively through adjusting the PID parameters online based on the modified Elman neural network [3] .
The working principle of the VAV air conditioning system
VAV air conditioning system mainly consisted of an Air Handling Units ( AHU), supply air system and return air system, terminal device and some automatic control system. As shown in Fig.1 ,it is a typical VAV system.
In the VAV air conditioning system, the actual temperature detected through the temperature sensor to compared the setting temperature in the room , [4] and the controller of the VAV system adjust the air-valve according to setting temperature of the room to vary air flow rates through the terminal device to make the temperature of the room in the setting range. 
Control structure of VAV system
As shown in Fig.2 , the input of the structure is expected value of temperature for a VAV system, and the output of the system is the actual temperature of the control system, also the output feedback to the input through the detection device.
The controlled object is predicted by Elman neural network, and the prediction results regulate the three parameters of PID controller directly.
The error   e k of the expected output and the actual output is the input of PID controller, and the controlled object can be adjusted by the PID controller.
The inputs of the Elman neural network are the output of PID controller   u k , the actual temperature value of the controlled room   y k , and the error of actual output and the predictive output of neural network   e k .
The outputs of neural network are the three parameters of PID controller p k , i k , d k , and then to accomplish the on-line adjustment [5] .
In this way, the control precision will be improved and the predictive time will be reduced through this control structure. The system will has fast response speed and strong robustness, and it will not get the local minimum. 
3.1Structure of modified Elman neural network
At present, Bp neural network is widely used in the VAV air conditioning control field, And Bp neural network has the drawbacks of the slow convergence speed and easily getting into local minimum. Elman neural network has the ability to adapt to the time-varying, and it could not only have fast learning speed but also not easily get into local minimum.
In addition to the input layer, hidden layer and output layer, Elman network has also a unique structural unit which is used for memory of hidden-layer output at previous time, and it can be thought as a step time-delay matrix. [6] In order to handle the high order problems, the basic Elman network structure can be improved by adding a self-feedback connection of a fixed-gain    .As shown in 
x k is the output of structural unit and
is the output of hidden layer, and α is a self-feedback gain factor. It can simulate the high order system. When    is zero, the network will degenerate into the basic Elman network.
The nonlinear state space expression described by the modified Elman neural network is 
Improved algorithm of Elman neural network
The number of input and output nodes in the network can be determined by the actual problem, [7] and it has nothing to do with network performance. A key step before training network is to determine the number of hidden layer nodes   L , and the initial value of   L can be defined as follows: Where m is the number of input nodes and n is the number of output nodes. Due to the self-feedback connections of structural unit, the high order dynamic system can be identified by modified Elman network through standard BP learning algorithm [8] . Be similar to Standard BP learning algorithm of basic Elman network, the learning algorithm of modified Elman neural network can be easily got as follows:
The total error function is and expected output respectively [9] .
is the weight linking hidden neurons and output neurons [10] .  can be ignored in the modified Elman neural network [12] . Hence
Then the learning algorithm will degenerate into the following standard BP learning algorithm [13] :  can be ignored [14] .
The modified Elman network can achieve the effect of basic Elman network through the standard BP algorithm, and higher order dynamic system can be identified effectively [15] .
Incremental algorithm used in the PID controller
Simulation and conclusions
According to the actual conditions, let   The results of simulation through MATLAB are shown below [16] . The adjustment time of Elman neural network s t =1200s, Maximum overshoot is %  =2.71%, steady-state error   e  =0.05 [17] .
The conclusions can be drawn from the results of simulation apparently:
The overshoot of traditional PID is larger than PID control based on Elman neural network, and the traditional PID control has longer adjusting time when there is interference [18] .
Neural network is combined with PID control in this paper and then it has better control effect . When PID control based on Elman neural network is used [19] ,we get these characteristic of higher convergent speed and adaptability, higher prediction precision, and a stronger learning ability.
It can overcome the steady-state error, and it will has stronger ability of self-adjusting to the environment.
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