In Bento et al. [Phys. Rev. E 91, 039901 (2015)] we develop a method to verify if an arbitrary generalized statistics does or does not obey the third law of thermodynamics. As examples, we address two important formulations, Kaniadakis and Tsallis. In their Comment on the paper, Bagci and Oikonomou suggest that our examination of the Tsallis statistics is valid only for q 1, using arguments like there is no distribution maximizing the Tsallis entropy for the interval q < 0 (in which the third law is not verified) compatible with the problem energy expression. In this Reply, we first (and most importantly) show that the Comment misses the point. In our original work we have considered the now already standard construction of the Tsallis statistics. So, if indeed such statistics lacks a maximization principle (a fact irrelevant in our protocol), this is an inherent feature of the statistics itself and not a problem with our analysis. Second, some arguments used by Bagci and Oikonomou (for 0 < q < 1) reflect a misunderstanding of our explicit calculations. These arguments are then clarified under our approach and illustrated through a simple two-level system. Among other results, we show in Ref.
Among other results, we show in Ref. [1] that the converse of the third law of thermodynamics is observed (violated) for the Tsallis entropy when q 1 (q < 1). In a Comment, Bagci and Oikonomou suggest that our analysis is not valid for q < 1, concretely dividing their discussion into the cases q 0 and 0 < q < 1. We respectfully disagree for the reasons described below.
But before considering each one of these two situations, for the former we shall observe the following. Besides 0 < q < 1 and q 1, for completeness we also have addressed in Ref. [1] the case q 0. However, we have made clear in our original article that there are problems for nonpositive q due to breakdown of convexity [see the paragraph after Eq. (17) in Ref. [1] ]. Thus, irrespective of the third law, q 0 is already a pathological interval for the Tsallis statistics parameter q.
Bagci and Oikonomou maintain that the probability distribution commonly used in the Tsallis statistics does not maximize the entropy for q 0 [first line, after their Eq. (2)]. We point out that this claim, even if true, is irrelevant to our results. The failure of entropy maximization does not, in any way, change or affect our findings, which are correct for the chosen standard construction of this generalized statistics. The reason for assuming this U is that the traditional (e.g., in the BoltzmannGibbs formulation) expression λ p λ E λ gives rise to many mathematical and physical problems [2] (see also Refs. [3, 4] ).
In Ref. [1] we show that if one takes the above mentioned formulas for S and U without no further restrictions, as found in most (although not all [5] ) of the recent literature in the Tsallis entropy, then (the converse of) the third law of thermodynamics does not hold true for q < 1.
As previously mentioned, Bagci and Oikonomou state that because of failure of entropy maximization with the escort U (when q 0), the standard Tsallis probability set {p λ } "cannot be used as an equilibrium distribution for q 0." Then, in terms of compatibility with thermodynamics, such a failure would only make a bad problem even worse. It was not our initial intention to discuss whether the Tsallis formulation for the energy U is correct or not. If the (usually assumed in equilibrium) distribution of {p λ } is not able to maximize the entropy for q 0, this is an inherent feature of the Tsallis statistics itself. But the expression we have considered is in fact the accepted way that energy is defined in the Tsallis framework. Our result thus provides further evidence that the q 0 case may present difficulties if the aim is to describe actual thermodynamical phenomena.
Next, consider the range 0 < q < 1. Bagci and Oikonomou claim that the {p λ } distribution is also not in equilibrium (does not maximize the entropy) if the β n 's go to infinity. Recall that in our article we show that the condition to satisfy the (converse of the) third law of thermodynamics is β n → ∞. Let us assume for the sake of argument that the authors of the Comment are correct on this point. So, the exact same answer we give above (for q 0) again applies. In fact, if this was the case, one even should further ask: how can the third law be satisfied if there is no equilibrium? In Ref. [1] we have shown that the third law is indeed violated.
Nevertheless, it is still worth discussing whether the Comment is correct about equilibrium for 0 < q < 1. The argument used by the authors is actually not clear to us. The necessary condition for entropy maximization in their Eq. (2), namely, −q(p λ ) q−2 < 0, seems always to be true for 0 < q < 1, irrespective of the exact value of p λ in Eq. (1) of the Comment [here, of course, we suppose that the authors assume for the set of probabilities {p λ } that 0 p λ 1 (any λ) and λ p λ = 1, otherwise it would not be a probability distribution]. But they argue differently, hence there seems to be an inconsistency in their reasoning.
Finally, according to Eq. (1) in the Comment, for 0 < q < 1 a certain cutoff [6] for the probability p λ should be introduced, so that in certain instances p λ can vanish due to it. The authors of the Comment seem to claim that such a cutoff may prevent our results from being valid for the interval 0 < q < 1. First, the use of cutoffs is not, as far as we know, a very common practice for the Tsallis statistics. Therefore, we have not assumed it. But even if a cutoff is considered, the authors are jumping into conclusions. To see why, we refer readers to Sec. IV of our original article, where we discuss the application of nonstandard ensembles to two-level systems. In this case, there are only two probabilities, and the issue of cutoffs can be treated exactly, so readers can easily check whether or not the authors of the Comment are correct.
Specifically, the probabilities are normalized, i.e., p 0 + p 1 = 1. Thus, an arbitrary cutoff for one of the probabilities might be (in some contexts) inconsistent with this normalization if there is no physical reason for the other probability to be one. For example, when p 1 goes to zero (so U = E 0 if q > 0), we do not have β 1 diverging. One the contrary, we find
(17) in Ref. [1] ], which is totally consistent with the inequality β 1 (E 1 − E 0 ) 1/(1 − q) demanded in the Comment if p 1 = 0 (and p 0 = 1). The authors of the Comment apparently believe (if we understood correctly) that if the above consistent condition were to fail (which is not the case), then the cutoff would invalidate our results. In their words: "one can choose p 0 as one and all the other p n as zero thereby making the whole entropy equal to zero without guaranteeing the condition β n → +∞ in a unique manner as required by the third law of thermodynamics." Note that for the two-level system β n (here β 1 ) does not go to +∞ independently of whether the cutoff is considered implicitly or explicitly. Moreover, the analysis of the two-level system (Fig. 2 of our article) is already complete, and there is no need for any additional cutoffs. The most important point to realize is that the cutoff argument cannot invalidate the results shown in Fig. 2 , which clearly demonstrates that the third law is violated when 0 < q < 1.
In summary, we disagree with Bagci and Oikonomou regarding both intervals: q 0 and 0 < q < 1. The case 0 < q < 1 can be easily checked by the reader from the nonstandard ensemble of two-level systems discussed in Sec. IV of Ref. [1] , which leaves no room for doubt. The case q 0 is an unnecessary straw-man criticism.
