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Thermal management of data centers remains a challenge because of their ever-
increasing power densities and decreasing server footprints. Current lack of dynamic 
control over global provisioning and local distribution of cooling resources often result in 
wasteful overcooling. These trends motivate this thesis research, which focuses on the 
development of a reliable and energy-efficient framework for allocating cooling resources 
to meet thermal management requirements, while minimizing energy consumption and 
adverse environmental impacts.  
A key component of energy-efficient thermal management is real-time accurate 
prediction of temperature distribution in data centers. This first section of this dissertation 
focuses on development and comparison of four Data Driven Modeling (DDM) methods, 
namely Artificial Neural Networks (ANN), Support Vector Regression (SVR), Gaussian 
Process Regression (GPR) and Proper Orthogonal Decomposition (POD).  These DDM 
methods were trained on datasets generated from offline Computational Fluid 
Dynamics/Heat Transfer (CFD/HT) simulations for real-time prediction of temperature 
and airflow distributions in a data center. Using CFD simulation results to train DDMs 
transfers computational complexity from model execution (in CFD) to model setup and 
development. To generate the training data, a physics-based and experimentally validated 
room-level CFD/HT model was developed using the commercial software Future Facilities 
6Sigma Room.  
xv 
 
Another key component of the overall framework is a model to estimate the cooling 
power consumed by a data center. This research developed a model based on 
thermodynamic analyses of data center cooling equipment, as described here. 
Finally, development and implementation of a Genetic Algorithm (GA) based 
optimization framework in a data center lab is presented. The optimization framework 
employs an ANN based model to predict rack inlet air temperatures and a thermodynamic 
model to optimize cooling energy consumption.  Results from a test run of 7.5 hours in the 
Data Center Laboratory indicate that implementing this optimization framework for 
dynamic provisioning of cooling resources reduces cooling power consumption by 20% 
compared with baseline operation without this optimization.   
Reference: J. Athavale, Y. Joshi, and M. Yoda, "Thermal Modeling of Data Centers," in 




CHAPTER 1. INTRODUCTION 
Data centers are large facilities that host computing and networking equipment for 
the purposes of collecting, storing, processing, distributing and accessing large volumes of 
data. Most enterprise operations depend on data centers and as such there were more than 
8.5 million data centers worldwide in 2017 [1]. Typically, data centers have three basic 
components:  1) Information Technology (IT) Equipment, i.e., the functional unit of data 
center operation, 2) Cooling Infrastructure, which cools the IT equipment and prevents 
thermal runaway, and lastly 3) Power Distribution Unit (PDU), which provides power to 
both the IT equipment and Cooling Infrastructure.  
Figure 1 shows a side view of a data center room employing the most common 
cooling configuration for air-cooled data centers, namely underfloor supply and overhead 
return. The IT equipment is stored in racks arranged in a configuration with alternating hot 
and cold aisles, while the Computer Room Air Conditioning (CRAC) units are sited around 
the periphery of the room. The CRAC units pump cold air into the under-floor plenum, 
which enters the cold aisle through perforated tiles. This cold air is then drawn into the 
racks by server fans and exhausted to the hot aisle after passing over, and being heated by, 
the IT equipment. Finally, the heated air returns to the CRAC unit via the overhead return 
plenum, and the CRAC unit rejects this heat to cold water supplied by a chiller via an air-
water heat exchanger. The ultimate rejection to the ambient is usually accomplished via 




Figure 1- Common Data Center Cooling Scheme 
1.1 Thermal Guidelines for Data Centers 
The American Society of Heating Refrigeration and Air-Conditioning Engineers 
(ASHRAE) has developed and maintained environmental control guidelines for data 
centers. In 2004, ASHRAE TC 9.9 was compiled to provide a set of guidelines for air 
entering computing equipment [2]. This first version outlined conservative protocols and 
temperature thresholds (20 °C−25 °C), with the primary concern to ensure reliable 
operation of IT equipment; energy costs were a secondary concern for these guidelines. 
More recently in 2011, in view of growing concerns regarding cooling energy consumption 
of data centers, these guidelines have evolved to support energy reduction practices (higher 
temperature set-points) and technologies (free cooling and economization). 
Data centers are divided into six classes:  A1-A4, B and C based on equipment type, 
overall reliability needs and level of control as dictated by equipment and business 
specifications. Most data centers, including enterprise and volume servers and storage 
devices, as well as personal computers and workstations that require very stable 
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temperatures, fall in the A1 or A2 categories. Figure 2 and Table 1 provide details about 
these classifications and associated guidelines.  
 
Figure 2 - ASHRAE Thermal Guidelines for Data Centers 
In Fig. 2, the recommended envelope describes the limits for most reliable 
operation of the IT equipment while still achieving reasonable energy efficiency for a data 
center. The allowable envelope represents the maximum limits under which IT equipment 
can be operated for short periods while maintaining functionality. 
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Table 1 - ASHRAE Thermal Guidelines for Data Centers 
Class 
Equipment Environmental Specifications for Air Cooling 





















Recommended (Suitable for all 4 classes) 
A1 to 
A4 
18 to 27 




A1  15 to 32 
12ᵒC DP & 8% RH to 
17ᵒC DP and 80% RH 
17 3050 20 5 to 45 8 to 80 
A2 10 to 35 
12ᵒC DP & 8% RH to 
17ᵒC DP and 80% RH 
21 3050 20 5 to 45 8 to 80 
A3 5 to 40 
12ᵒC DP & 8% RH to 
17ᵒC DP and 80% RH 
24 3050 20 5 to 45 8 to 80 
A4 5 to 45 
12ᵒC DP & 8% RH to 
17ᵒC DP and 80% RH 
24 3050 20 5 to 45 8 to 80 
B 5 to 35 
 8% to 28ᵒC DP and 80% 
RH 
28 3050 NA 5 to 45 8 to 80 
Class 5 to 40 
 8% to 28ᵒC DP and 80% 
RH 
28 3050 NA 5 to 45 8 to 80 
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1.2 Heat Transfer in Data Centers 
Heat transfer in data centers occurs over a wide range of spatial and temporal scales 
(Fig. 3(a) and 3(b) [3]), making accurate design of efficient cooling schemes challenging. 
The chip and server are the components providing the core functionality of a data center, 
while the rack and data center room are part of the supporting infrastructure (mechanical, 
electrical and cooling) that ensure robust and reliable operation. Heat is primarily generated 
at the chip level, then dissipated to the air in the data center.  The cooling hardware is 
primarily controlled at the data center, or room, level. Further adjustments are possible at 
local levels to achieve sufficient cooling at the server and chip levels.  The cooling demands 
of the IT equipment in a data center are both spatially and temporally non-uniform due to 
random workload distributions and the time-varying nature of the workload itself. In order 
to meet the aforementioned thermal guidelines and ensure reliable operation of the IT 
equipment, dynamic actuation and control of cooling infrastructure is essential. 
Furthermore, implementation of real-time control makes it possible to use higher 
temperature set-points without the risk of server over-heating, and can therefore reduce 
cooling energy consumption. A survey in 2013 indicated that 90% of data centers operate 
at temperatures under the set-point of 24 °C, suggesting that they are overcooled and 





Figure 3(a) - Varying Spatial Scales and Modes of Heat Transfer in Data Centers (b) 
- Varying Temporal Scales and Evolution of Typical Transient Scenarios [2] 
1.3 Energy Scenario and Need for Dynamic Control 
Data centers are mission-critical facilities.  As such, the primary design objective 
for the cooling infrastructure is to provide an acceptable thermal environment at all times, 
and minimize or, if possible, eliminate cooling failure-linked downtime. A national Survey 
on Data Center Outages conducted by the Ponemon Institute in 2013 indicated that 95% of 





outages was $8000/min [5].  Root-cause analysis indicated that heat-related 
issues/computer room air conditioner (CRAC) failure were among the top seven causes of 
these outages.   
In 2014, data centers in the U.S. consumed an estimated 70 billion kWh, 
representing about 2% of total U.S. electricity consumption, and this consumption is 
estimated to increase to 75 billion kWh by 2020 [1]. Benchmarking studies [4] reveal that 
cooling infrastructure accounts for 30-50% of the total power consumed in a data center; 
in the worst-case scenarios, facility- side power consumption exceeds that for the IT 
equipment (Fig. 4).  
 
Figure 4 - Energy Consumption Breakdown in Data Centers [3] 
The energy consumed by data centers for cooling purposes can be broadly divided 
into two parts:  1) energy consumed by chiller, which runs on a refrigeration cycle, and 2) 
energy consumed by fluid (air, water or refrigerant) transport components like CRAC 
blowers, refrigerant and chilled water pumps and server fans. Figure 5 shows the cooling 
energy breakdown for a typical air-cooled data center facility [6].  As can be seen, chiller 
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energy use is the biggest fraction of the total cooling energy used and is also reported to 
have the lowest efficiency, followed by CRAC energy use [6]. 
 
Figure 5 - Cooling Energy Breakdown 
1.3.1 Metrics for Energy Efficiency in Data Centers 
The Power Usage Effectiveness (PUE) can be used to characterize the energy 
efficiency of data centers.  This metric represents the ratio of the energy consumed by 
infrastructure (cooling equipment, uninterrupted power supplies, lighting etc.,) to that 
consumed by IT equipment: 
 Total Facility Energy
IT Equipment Energy
PUE   (1.1) 
A PUE value near one indicates energy-efficient operation for a data center. Figure 6 shows 





Figure 6 - PUE Values Reported in Uptime Institute Data 
With concerns about the carbon footprint and greenhouse emission of data centers 
and their effect on the environment increasing, characterizing the “greenness” of data 
centers has become important. A number of metrics to evaluate sustainability of data 
centers have been defined and are presented below in Table 2 [7-9]. 
Table 2 - Sustainability Metrics for Data Centers 






2Total CO emissions caused by 
total data center energy usage
IT Equipment Energy  





IT Equipment Energy  




Annual Site Water Usage
IT Equipment Energy  





Annual Source Energy Water Usage
 + Annual Site Water Usage
IT Equipment Energy  




Recent studies have shown that despite the wide range of PUE values across data 
centers, the average value reported for 2014 was 1.8, only a modest improvement over the 
average of 2.0 reported in 2007 [10]. A PUE of 1.8 indicates that energy consumed by 
supporting infrastructure (e.g. for cooling) is 80% of that consumed by the IT equipment.  
One of the reasons for the slow rate of improvement in PUE is the “life cycle mismatch” 
between the IT equipment and cooling equipment, where the turnover in a data center’s 
infrastructure is much slower than that of the servers.  Although current data center 
infrastructure and cooling equipment are built and designed to allow for flexibility and 
retrofitting, reliability concerns and lack of high-fidelity control frameworks lead to using 
static conservative cooling set-points based on maximum IT capacity.  Most data centers 
at present are hence significantly overcooled.  
These trends, when coupled with increasing energy costs and associated 
environmental impacts, have shifted the emphasis of research in this area from thermal 
management alone to energy optimization and thermal management schemes that can 
reduce energy consumption without compromising server reliability. A Lawrence Berkeley 
National Laboratory study, for example, estimates that adoption of energy-efficient 
operations by data centers could lead to annual savings of up to 33 billion kWh by 2020, 
or a 45% reduction in electricity demand, further motivating this research [10].  
1.3.2 Typical Components of Dynamic Control Framework in Data Centers  
A framework for a dynamic control system designed to meet temperature thresholds 
in data centers consists of three major components:  a data collection platform (including 
11 
 
additionally installed as well as onboard server sensors), a model for temperature prediction 
and a trained control algorithm, as shown in Fig. 7.  
 
Figure 7 - Dynamic Control Framework for Cooling Control in Data Center 
 
The data collection platform is used to aggregate information such as cooling set-
points, rack inlet temperature and CPU utilization, for a given data center operating state.  
The data center model then uses the input data to predict temperature and/or airflow 
distributions for a particular operating state. Finally, the control algorithm determines the 
control action for cooling infrastructure based on these predictions and the desired 
temperature distribution.  In addition to these three components, a model to estimate 
cooling energy consumption is required when energy optimization is also of interest (block 
in dashed line).  
In air-cooled data centers, accurate predictions of the temperature field are a 
challenge because of the airflows in these complex geometries, as well as the coupling of 
flow with the heat transfer within the servers. Yet such predictions are required to provision 
and efficiently distribute the cold air to ensure that each and every server functions within 
12 
 
its thermal thresholds, while at the same time minimizing the associated energy 
consumption. The following section (section 1.4) provides a high-level discussion of 
different data center thermal and flow modeling approaches and their suitability for a 
dynamic optimization framework. Sections 1.5 and 1.6 review previous studies on dynamic 
control and optimization. 
1.4 Modeling Approaches for Data Centers 
A number of different approaches have been considered for modeling the airflow 
and thermal transport in data centers.  These techniques can be broadly classified into three 
categories:  1) Simplified/ lumped-capacitance modeling approaches, 2) CFD/Heat 
Transfer (HT)-based numerical modeling approaches, and 3) data driven reduced-order 
modeling approaches. Figure 8 compares these three approaches in terms of their accuracy, 





Figure 8 - Comparison of Modeling Frameworks 
1.4.1 Simplified/Lumped Capacitance Modeling 
Thermodynamics-based simplified models have shorter execution times compared 
with CFD/HT-based methods and are therefore useful for parametric studies and rapid 
prediction of temperature and airflow distribution. At the server level, Resistor-Capacitor 
(RC) thermal models were developed in [11, 12] to simulate the transient behavior of server 
components. Thermodynamics-based models, employing either energy [13, 14] or exergy 
[15] analyses of data center facilities have been developed for the most part assuming a 
uniform temperature over  each spatial zone. Ref [16] explores a flow-network modeling 
technique for characterizing airflow in data centers as a function of the pressure difference 
across perforated tiles. Typically, the lumped-capacitance/simplified models lose many of 
the degrees of freedom characteristic of convective heat transfer due to assumptions 
inherent to the modeling framework. Hence, while capable of rapid temperature 
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predictions, reduced-order models in most cases are unable to provide the finer-scale 
predictions required for optimization frameworks to ensure reliable operation of each 
server. 
1.4.2 Computational Fluid Dynamics Modeling 
CFD/HT has been extensively used to model thermal transport and airflow in data 
centers. Table 3 summarizes many of the modeling efforts employing such framework. 
Table 3 - Representative CFD/HT Studies for Data Centers 
Author Year Scope Ref 
Kang et. al 2000 Plenum design [17] 
Schmidt et al. 
2001,2002
,2007 
Plenum design, Tile design, Experimental 
Benchmarking, Design decision, 
Experimental Validation 
[18-20] 
Karki et. al 2003 
Plenum design, flow through perforated 
tiles 
[21] 
Rambo et al. 2003 Multi-scale room level modeling [22] 
Bhopte et. al 2006 
Effect of model complexity on predictions, 
Effect of underfloor blockage 
[23, 24] 
Iyengar et al., 





Modeling and experimental validation of a 
small test cell, Comparison of turbulence 
models for data center modeling 
[25-27] 
Radmehr et. al, 
Erden et. al, 
Arghode et. al 
2007,2013
,2014 
Rack level modeling, Rapid modeling 
(modified body force model) of airflow 
through tiles 
[28-30] 
VanGilder et. al 2007 
Partially decoupled aisle based CFD 
modeling 
[31] 
Nelson et. al, 




Server level modeling [32-34] 





Room level modeling [36, 37] 
Ibrahim et. al, 
Gondipalli et, al 
2010,2010 
Transient modeling, Effect of time-
dependent boundary conditions 
[38, 39] 
Almoli. A 2013 Hot and cold aisle containment [40] 
Cruz et. al 2015 Coupled inviscid-viscous solution method [41] 
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Even after significant simplification of various components, CFD/HT modeling 
involves discretizing transient, non-linear (convection terms), three-dimensional, second-
order (diffusion term) coupled partial differential equations (namely, the three components 
of the momentum equation and the energy equation) and the three-dimensional continuity 
equation [42]. These equations are solved iteratively, so the required computational 
resources scale with the cube of the product of the number of spatial grid points and time 
steps. For most data centers modular configurations may repeat, the number of spatial grid 
points is of the order of millions, while the number of time steps is typically of the order 
of thousands, depending on the type of transient problem studied. Hence a CFD/HT 
modeling framework, while being accurate and offering high information density, is too 
time-intensive for a dynamic optimization framework. A more detailed review of CFD/HT 
based modeling efforts is presented in [43-45]. 
1.4.3 Reduced Order/Compact Modeling 
Reduced-order models offer an acceptable tradeoff between the two approaches 
discussed previously in that that they can preserve the granularity and accuracy of CFD/HT 
type frameworks while achieving execution speeds comparable to simplified models, as 
indicated in Fig. 8. Compact models typically employ statistical or regression-based tools, 
in combination with physics-based modeling and/or experimental data for system 
identification and characterization, to predict system behavior. Development of compact 
models for data centers can involve geometry-based (e.g. fixed equipment layout), 
configuration-based (e.g. fixed recirculation pattern), or physics-based (e.g. uniform heat 
generation in servers) assumptions to achieve the desired reduction in modeling effort.  
These models are suitable for dynamic optimization frameworks, and can also be used to 
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improve the parametric granularity of data set, obtained either by experiments or 
simulations. Such compact models can be classified in four distinct categories, based upon 
the problem formulation, required data inputs and solution methodology: 
1. Physics Based Models  
2. Heuristic Models  
3. Data Driven Models  
4. Hybrid/Combination type Models  
These classifications do not distinguish per se based on the physical domain of the model, 
so each category comprises of both component- or room-level models. A detailed review 
of data driven compact models is presented in Chapter 3 due to their relevance to this thesis. 
However, a high level review of studies employing alternate compact modeling approaches 
(listed above) in data centers that can provide predictions in (nearly) real-time for dynamic 
control of thermal management hardware is included in table 4 with more detailed 
discussion in [46]. 
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Table 4 - Overview of Reduced Order Modeling of Data Centers 














  Flow Modeling 
Thermal 
Modeling 
   
Cruz et al., 
2009 and 
2013 
Inviscid CFD Model 
Energy 
Equation 
84m2 area with 
single rack, one 
CRAC and 3 tiles 
less than 100s 








84m2 area with 
single rack, one 
















21 ft. x26 ft. room 
with 17 racks 
~12 s 
Average error in 
temperature 
prediction of 5.0ᵒC 
with high local 





Potential flow based model 
with Rankine Vortex 





21 ft. x26 ft. room 
with 17 racks 
~23 s 
Average error in 
temperature 
prediction of 2.4ᵒC 
with high local 











Space 238m3 in 
volume with 15 
racks and 2 CRAC 
units 
~30s 
Absolute error for 







2007 Partially decoupled aisle method to predict rack 
CI 
Single cluster with 
12 racks and 4 local 
coolers 
10-30 s 
RMSE 5.5% with 
maximum error 





Song et al., 2013 
Zonal Modeling Approach with mass and 
energy balance equations and ideal gas law 
assumption 
1 m3 volume with 
single rack divided 
into 27 zones 
2s 
Average relative error 
for temperature 
prediction 10% 
Song et al., 2014 
Zonal modeling with determination of inter-
zonal boundary conditions using full scale CFD 
11m x 8.4 m room 
area with 4 rows of 
15 racks rack 
50% enhancement 
as compared to full 
scale CFD (3.6 
hours) 
Average relative error 
of 9.7% with 
maximum localized 
error over 20% 
Heuristic 
Methods 
Tang et al., 2006 
State Space model, cross-interference pattern 
for recirculation characteristics obtained using 
CFD simulations 




Jonas et al., 2012 
State Space model, cross-interference pattern 
for recirculation characteristics obtained using 
CFD simulations 
Two rows of 4 











Three rack section 
in larger data center 
room 
~real time for 5 
minute look ahead 
window 
 





1) Single rack test 
bed, 15 servers , 30 





~real-time for 4 
minute look ahead 
window 
Average error in rack 
inlet temperature 










POD model for  temperature 
prediction for different CRAC 
velocities and heat load; 




in area with 32 
racks and 4 
CRAC units 
runs 150 times 
faster than full scale 









POD model for  temperature 
prediction for different CRAC 




facility with 15 









Ghosh et al., 2011 
POD model for transient 
temperature prediction; 




eight racks and 
1 CRAC unit 
~4s   
Ghosh et al., 2014 
POD model for  transient 
temperature prediction for 
different IT loads; training 
data gathered via 
experimental measurements 
6.4mx 8.5m 
test facility - 
only 1 rack and 










Song et al., 2013 
POD model for  transient flow 
prediction with varying 
CRAC operating conditions; 
training data gathered via 
CFD simulations 
6.4mx 8.75m 
test facility - 
only 1 rack and 




in order of seconds 
Relative error of 2% 





Song et al., 2014 
POD and NLPCA model for  
transient flow  and 
temperature prediction with 
varying CRAC operating 
conditions; training data 
gathered via CFD simulations 
6.4mx 8.75m 
test facility - 
only 1 rack and 






error in temperature 
prediction -10% for 
POD based model 







ANN based model for 
workload placement 






error <1ᵒC for 90% 
of instances 
 
Gao, J. 2014 
ANN based model for Power 
Usage Effectiveness (PUE) 
prediction and sensitivity 
analysis; training data 
obtained from monitored 
senor data 
 (-) 







ANN based model for 
Capture Index (CI) prediction 
for cooling clusters; training 
data obtained from PDA-CFD 
simulations 
14ft long 




Relative error in CI 
prediction <10% for 




Song et al., 2014 
ANN model to parametrically 
study effect of plenum 
characteristics on tile flow 
rate and rack inlet 
temperature; training data 
obtained via CFD simulations 
Room 
11mx4.2m 
with one cold 













ANN model for tile flow rate, 
rack inlet temperature and 
CRAC flow rates and 
temperature; training data 
obtained from experimentally 
validated CFD model 
6.2m x 8.7m 
room with 12 




<0.6ᵒC for rack inlet 
temperature 
prediction; relative 
error of 0.7% for 





1.5 Data Center Thermal Management 
Table 5 reviews various studies of dynamic control for cooling infrastructure in 
data centers both on the component and room-level. Most of these studies control rack inlet 
temperature, as advised by the ASHRAE Technical Committee 9.9, which deals with 
mission critical facilities. It should be noted that all the studies mentioned have thermal 
management as their sole objective; any additional gains in energy efficiency are a 








































































Adaptive Vent Tiles 







airflow supplied by 
CRAC unit and that 
required by IT 
equipment 
CRAC blower speed (-) 
[60] 





Data center thermal management challenges have steadily increased over the last 
few years due to an increase in rack-level power densities, combined with largely static 
cooling set-points. To overcome these challenges Boucher et al. [61] conducted a study to 
test the viability of dynamic cooling control in data centers. Experiments were conducted 
by varying parameters such as the CRAC supply temperature, blower speed, and tile vent 
opening to determine their effects on rack inlet temperature and Supply Heat Index (SHI).  
Their results demonstrated that CRAC supply temperature and tile vent openings have a 
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predictable effect on rack inlet temperature and hence are ideal as control variables. 
Furthermore, the results also indicated that a combination of CRAC supply temperature 
and blower speed could be employed in energy optimization studies for data centers.  
A conceptualized design for a “Smart Data Center”, consisting of distributed 
sensing, flexible actuators and control policies for different components of data center was 
presented by Patel el al. [54, 55]. The study proposes implementing coordinated control at 
the chip, system and complete data center levels for globally efficient operation. In [56], 
Bash et al. explored dynamically and locally allocating cooling resources, as required by 
modulating the set-points for the CRAC units based on local data gathered from the 
corresponding regions of influence for the CRACs, thereby reducing energy consumption. 
Thermal models for the control system or “plant function” were identified by conducting 
basic system identification experiments to determine the regions of influence for the CRAC 
units, and a cascaded PID control for CRAC supply temperature and airflow rate was 
implemented. This control architecture could efficiently allocate cooling resources for 
individual sub-sections of the data center, and results for a test case showed a reduction of 
more than 25% in energy consumption compared to conventional operation (constant 
CRAC blower speed of 95% and return air temperature control). However, the architecture 
was found to be inefficient at smaller, i.e., individual rack or server scales, because that 
required controlling air delivery at these scales. Also, as no explicit thermal model is 
included in the framework, the control action is heuristic and based purely on tuning 




Wang et al. [57, 58] proposed a layered controller that coordinated local vent tile 
tuning and CRAC blower control to achieve thermal management in data centers. The test 
bed consisted of two rows of racks with a total of 17 racks and two CRAC units with a cold 
aisle populated with 20 Adaptive Vent Tiles (AVT). Control over rack inlet temperatures 
was exerted by actuating the AVT, while plenum pressure was maintained constant by 
manipulating CRAC blower speed using Variable Frequency Drives [57].  A model 
predictive controller was implemented for the AVT with the model parameters identified 
online while a Proportional Integral (PI) controller was implemented to tune CRAC blower 
speed. A limitation of this approach, as mentioned in regards to [49] as well, is that the 
rack inlet temperature at next instant is assumed to depend solely on its current value and 
vent tile opening (and therefore mass flow rate of air being supplied locally), neglecting 
the effect of CRAC settings and workloads. This translates to approximating non-linear 
correlations between rack inlet temperature and vent tile openings using linear Auto-
Regressive Moving Average (ARMA) models, which would be valid only for certain 
regions of operation. 
A mismatch between the airflow supplied by the CRAC unit and that required by 
the IT equipment results in undesirable airflow patterns like bypass, leakage and 
recirculation, decreasing the overall efficiency of the cooling configuration. Room-level 
control targeted at minimizing this mismatch was developed by Ahuja et al. [59] which 
involved dynamically matching the airflow supplied by the facility fans with aggregate 
airflow required by the servers.  A linear relationship between volumetric airflow through 
a server and the server fan speeds was obtained by characterizing various servers using 
wind tunnel measurements. Additionally, the thermal sensor control for the CRAC unit 
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was moved from the return to supply side, bringing it closer to server inlet temperature, 
where the thermal management criterion is assessed. This enabled use of higher 
temperature set-points. The performance of the control framework was evaluated using 
simulations for a 1 MW facility. A reduction of 77% in the energy consumption of CRAC 
units is reported, as compared to conventional operation (no CRAC flow control, and return 
air temperature set-point for CRAC unit). It should be noted, however, that while going 
from return air temperature control to supply air temperature control for the CRAC units, 
the set-point temperature was kept the same (=21 °C), which would indicate that the data 
center room was being grossly over-cooled in the original design and hence the actual 
energy savings in another case may be much lower. 
Zhang, et al. [60] investigated and compared room-level CRAC supply air 
temperature control based on feedback from sensors located at two different locations:  1) 
sensor located on the ceiling in middle of cold aisle; and 2) On-board inlet temperature 
sensors for the servers. The control strategies were tested using a CFD model of single cold 
aisle data center room with eight racks on each side of the cold aisle. Constructing a control 
system employing feedback from server inlet temperatures resulted in 3 °C increase in 
supply temperature set-point, which directly translates to a decrease in chiller energy 
consumption.  Also, as the control action directly tracks the server inlet temperature, it is 
acceptable to decrease safety margins, further increasing the potential for energy savings. 
Energy calculations demonstrated a reduction in annual PUE from 1.31 to 1.21 between 




1.6 Data Center Thermal Management with Energy Optimization 
Optimization studies that simultaneously consider thermal management and 
cooling energy optimization can be divided into two categories, Static Optimization and 
Dynamic Optimization, depending on whether the optimization framework runs in real-, 
or nearly real-time.  Results from static optimization studies generally inform data center 
design decisions and involve optimizing data center layout, arrangement and number of 
aisle in a data center and number of racks in different aisles [62, 63]. The framework can 
also be implemented to predict the “ideal range” for some data center operation parameters 
(e.g., target temperature rise across servers and across CRAC units) with consideration of 
efficient operation of data centers and cooling infrastructure[64-68].  
Dynamic optimization frameworks run in real time and dictate either changes to 
cooling set-points, IT load allocation and/or migration or both to ensure reliable operation 
of data centers within temperature thresholds and minimum possible energy consumption. 
These frameworks are also distinguished by their use of active control. 
1.6.1 Static/Configuration based Optimization 
Exergy-based static optimizations have been explored in [64-68] wherein the total 
exergy destruction in a data center room is assumed to be the sum of the exergy destruction 
in CRAC, racks and the air space. The CRAC unit is modeled as simple air-conditioning 
unit (open system) and corresponding exergy loss is estimated based on flow exergy for 
inlet and outlet streams of air and electricity consumed (work done) by the CRAC unit. 
Racks are modeled as single computed unit dissipating heat at a uniform temperature 
wherein the predominant exergy loss is attributed to the conversion of high-quality 
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electrical energy to low-quality thermal energy. Finally, exergy loss in the airspace is 
estimated by dividing the physical volume into a mesh of smaller volumes and calculating 
exergy loss for each cell. This approach assumes constant and fixed recirculation patterns 
in data center room, and fixed heat dissipation and exergy destruction in racks [64]. Studies 
to predict optimal CRAC supply temperature and flow rate for CRAC unit(s) that minimize 
exergy destruction for a single CRAC system [65] and multi-CRAC systems [66, 67] were 
conducted. The objective for optimization framework was to maximize the second-law 
efficiency for a data center room with respect to the temperature and flow set-points for the 
CRAC units for a given data center physical and IT load configuration. Experimental 
validations indicated that the model for prediction of room-level exergy destruction was 
accurate for low heat loads, but had errors as great as 25% at high heat loads. It should be 
noted that the framework inherently assumes that optimization of exergy loss in 
conjunction with appropriate provisioning of cooling resources will suffice for both 
thermal management as well as energy efficiency considerations and thus excludes explicit 
monitoring or modeling of rack inlet temperature for validation, which could potentially 
pose reliability concerns for data center operation. 
Li et al. have considered design optimization for an enclosed data center cabinet 
using Multi-Objective Genetic Algorithms (MOGA) [69]. The two design objectives for 
the problem are: 1) minimizing the maximum chip temperature, and 2) maximizing the 
sum of total heat generation rates, are correlated and conflict with a constraint on maximum 
chip temperature. A POD-based reduced-order model of the data center cabinet is used to 
predict chip temperatures as required by the objective and constraint function. Appropriate 
values and bounds were obtained for the heat generation rate and chip temperature using 
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the optimization framework. It should be noted that this study is a rack-level design 
optimization, and only considers thermal management; minimization of cooling cost is not 
considered. 
Optimization of room cluster layout based on parameters like rack capture index 
(CI) and room Total Escaped Power (TEP) was considered by Shrivastava et al. [62]. The 
cluster layouts employ local in-row cooling for removal of heat dissipated by the IT racks. 
CI, defined for each rack, is the fraction of air exhausted by the particular rack that is 
captured by local extracts (in-row coolers) while TEP assesses the overall performance of 
the entire cluster and is defined as fraction of heat dissipated by the cluster that is captured 
by in-row coolers. Lower values CI for individual racks in a cluster and subsequently high 
TEP is indicative of inefficient operation with increased recirculation and hotspots. An 
ANN model [70] relating cluster layout details (input) to CI and TEP values (predicted 
output) is developed and employed in conjunction with Genetic Algorithm(GA)-based 
optimization for generating and evaluating cluster layout alternatives for different 
objectives, including finding the best layout for fixed population of equipment, or finding 
the best location for additional heat load.  
A method for design optimization for data center using Compromise Decision 
Support Problem (cDSP) framework has been presented in [71]. The conceptual basis of 
cDSP is to minimize the difference between what is desired, the target, and what can be 
achieved, the optima. A data center room with ten racks and one CRAC unit is considered 
with the total IT load in the room increasing from 10% to 100% of full load capacity 
uniformly in ten steps (over ten years). For each instance (year), the optimization 
framework informs distribution of IT load among the ten racks (for a given total IT load 
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for that year) and CRAC blower speed such that cooling energy consumption and deviation 
in rack inlet temperature from reference value is minimized. It should be noted that the 
CRAC supply temperature is not calculated by the optimization framework but by 
assuming a linear relationship between CRAC supply temperature and rack inlet 
temperature. To gauge energy savings for each year, the cooling energy consumption for 
optimized design is compared with cooling energy consumed for a baseline case wherein 
IT loads are randomly distributed and the CRAC flow rate is calculated using overall 
energy balance. It was found that the optimized configuration resulted in energy savings of 
1145% for each year. 
1.6.2 Dynamic Optimization 
One approach to energy management and dynamic optimization in data centers 
employs dynamic IT workload migration or placement to minimize energy consumption 
while maintaining the same level of performance [112-116]. This approach in most cases 
does not manipulate or account for facility-side parameters, so while such approaches have 
successfully minimized energy costs relating to IT workload assignment and processing, 
they do not include a significant portion of total energy consumption (cooling cost). As 
such, review of these studies is not included here; please see [117] for more details. 
A thermally aware, power optimization framework is explored in [119] at both the 
server (involving a trade-off between fan power and circuit leakage power), as well as the 
data center (with a trade-off between server fan power and HVAC power consumption) 
levels. The cooling infrastructure and server power consumption are estimated using 
thermodynamics-based models and empirical curve-fitting, respectively. It is assumed that 
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all the servers are of the same design (IBM Power 750) and have the same utilization level. 
Energy savings are demonstrated by simulating a simple test case of implementing a binary 
control method that chooses between two thermal set-points according to the utilization 
level and cooling energy consumption in the data center. Tests for a single rack 
demonstrated a reduction in power consumption by as much as 12.4−17%. It should be 
noted that the rack inlet temperature is not explicitly modeled in this study, and compliance 
with temperature thresholds is only verified in case of change in server utilization levels or 
cooling set-points. 
Model Predictive Control (MPC) based thermal management with cooling cost 
minimization for data center energy management have been explored by Zhou et al. [120, 
121]. Temperature prediction at the rack inlet is obtained via a state-space linear model 
relating rack inlet temperature at the next instance to the current rack inlet temperature, 
CRAC supply temperature, and blower speed. Inherent assumptions in the formulation 
include uniform rack inlet temperatures for any given rack (single temperature point), and 
fixed airflow and recirculation patterns for the room configuration, which may not be true 
for different IT load distributions, and therefore server fan speed settings. The objective 
function for optimization is comprised of CRAC blower power consumption and chiller 
power consumption (assumed to be linear) and is minimized using a constrained 
minimization approach. In an effort to achieve control over local distribution of cooling 
resources, Adaptive Vent Tiles (AVT) were included in the optimization framework as an 
extension to previous studies. Depending on the scale of the implementation, AVTs are 
manipulated individually or as a group when populating a given cold aisle. The 
manipulated variables in the different studies include CRAC blower speed, CRAC supply 
32 
 
temperature and a combination of the three. The framework employing all three 
manipulated variables is implemented in an experimental area populated by 17 racks, and 
energy savings as great as 36% were demonstrated over a variety of test scenarios.  
Chen, et al. [124] developed a Predictive Thermal and Energy Control (PTEC) 
system for data centers employing real-time temperature prediction algorithm [60].  
Empirically developed correlations were used to estimate the power consumption of the air 
conditioning (AC) unit as a function of set-point temperature, blower speed and return air 
temperature, as well as the power consumption of the server fans as a function of server 
fan speed. The framework uses a Constrained Simulated Annealing (CSA) algorithm to 
search for cooling set-points (from among six set-point temperature and blower speed 
combinations) that minimize cooling power consumption while maintaining thermal safety 
requirements. CSA is a non-gradient based, sequential optimization search technique for 
solving constrained global optimization problems. The performance of the developed 
framework is evaluated on a test bed consisting of 15 1U servers in a single rack 
experimentally and on a data center model consisting of single cold aisle (total 229 servers) 
using CFD simulations. Estimated power consumption when PTEC is employed is 
compared with power consumed in a baseline case (static set-points resulting in 
overcooling) resulting in approximately 34% reduction in cooling power consumption. An 
important assumption for the temperature prediction model is that all the servers in the data 





1.7 Scope of Dissertation 
The aim of this doctoral research is the development of a framework for allocation 
of cooling resources in a data center to ensure reliable operation while minimizing cooling 
energy consumption. This framework consists of several components and is illustrated in 
Fig. 9. 
 
Figure 9 - Developed Framework 
The first section of this dissertation (Chapters 2, −4) focuses on modeling of data 
centers. Specifically, the objective was development of models for rapid prediction of 
temperature distribution and flow rates in data centers which could potentially be employed 
in dynamic control framework. Data driven modeling frameworks were explored for this 
purpose. The training data for the data driven models were obtained by conducting 
simulations using numerical model for the data center room under consideration. Chapter 
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2 presents details of room-level CFD/HT model developed using software Future Facilities 
6SigmaRoom. The CFD/HT model developed is validated using experimental 
measurements. Chapters 3 and 4 present details of rapid models developed using four 
different data driven modeling frameworks: ANN, Support Vector Regression (SVR), 
Gaussian Process Regression (GPR) and POD. To the best of our knowledge, this is the 
first application of SVR and GPR techniques to thermal modeling and temperature 
prediction in data centers.  Chapter 4 presents a comparison of performance of the four 
models, to provide guidance on selecting an appropriate data driven modeling approach.   
Development of thermodynamics and heat transfer based cooling energy 
consumption model for data centers (involving modeling of CRAC and chiller system) is 
presented in Chapter 5. The form of the model developed is such that it can directly be 
integrated with the overall optimization framework.   Chapter 6 presents development of a 
GA based optimization framework for cooling energy minimization while ensuring that 
rack inlet temperatures are maintained within prescribed thresholds. Two case studies 
implementing this framework were conducted and results are presented.  Finally, future 
work, recommendations and conclusions are outlined in Chapter 7.
Reference: J. Athavale, Y. Joshi, and M. Yoda, "Experimentally Validated Computational 
Fluid Dynamics Model for Data Center with Active Tiles," ASME Journal of Electronic 




CHAPTER 2. ROOM LEVEL COMPUTATIONAL FLUID 
DYNAMICS MODELING OF DATA CENTERS 
This chapter presents an experimentally validated room-level CFD/HT model for 
raised-floor data center configurations based on the commercial software package Future 
Facilities 6SigmaDCX [72]. As indicated in Chapter 1, CFD/HT modeling is extensively 
used to model thermal transport and air flow in data centers. Length scales in a data center 
can range from tens of meter for the entire room to tens of nanometer for individual 
transistors in processor chips; It is therefore difficult and prohibitively expensive in terms 
of computational cost to construct room-level models that include details of all components 
in a typical data center. Several CFD models have been developed for smaller test cells 
(e.g. the plenum, individual racks.) or individual components (e.g. individual servers, 
cooling and power components) to obtain detailed results at appropriate length scales (see 
Table 3).  The results from these models are then usually used in turn to construct “reduced-
order” models of the individual components that can be incorporated into room-level 
models to achieve good accuracy at reasonable computational cost. In [73], a method to 
determine a simplified server model (SSM) from detailed server modeling is illustrated. 
This simplified model, which consists of imposing appropriate boundary conditions at the 
server inlet and exit to accurately determine heat and flow parameters, was then utilized in 
a computationally efficient room-level model. Zhang et al. [74] studied the level of detail 
needed in rack modeling by comparing results from three models with increasing levels of 
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detail. They concluded that there is no significant difference between the results for the 
three models, and hence recommended using a computationally efficient “black box” 
approach for room-level modeling.  
Additionally, as an extension to the baseline data center room configuration, which 
employs only passive tiles, a numerical model employing active tiles was also developed. 
Active tiles are perforated floor tiles with integrated fans (see Fig. 13(a)), which increase 
the local volume flowrate by redistributing the cold air supplied by the CRAC unit to the 
under-floor plenum. In a previous study, [1], steady-state and transient experiments were 
conducted using active tiles to characterize their effect on temperature and flow distribution 
in a data center room. The authors also explored how active tiles affected local flow 
conditions and could be used as actuators to dynamically modulate the cold air distribution 
from the plenum. They reported that active tiles, as the actuators closest to the racks, can 
significantly and quickly impact the local distribution of cooling resources. They could 
therefore be used in an appropriate control framework to rapidly mitigate hot spots, and 
maintain local conditions in an energy-efficient manner. 
2.1 Data Center Lab Description 
The Data Center Laboratory at the Georgia Institute of Technology is divided into 
two 56 m2 “halves” as shown in Fig. 10. This study only considers the highlighted 
experimental zone on the left. This zone houses three CRAC units sited around the 
periphery, one PDU, and 12 racks, which are arranged on both sides of a single cold aisle. 
Of the 12 cabinets, nine are fully populated with servers of varying configurations and 
power densities as in a typical data center.  Two have servers in approximately half the 
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slots, while blanking panels cover the remaining height of the rack at the inlet, and one is 
a server simulator containing heater banks. Details of all the IT and cooling equipment in 
the data center room can be found in Table A.1 in Appendix A. The plenum is 0.91 m deep, 
and facilitates uniform flow through the perforated tiles. 
 
Figure 10-Data Center Experimental Facility 
Figure 11 shows the naming scheme used to identify specific racks and tiles in this 
study, the pressure sensors, and the status of CRAC units. The plenum pressure sensor was 
located in the mid-plane of the cold aisle, and 0.4 m below the tiles, whereas the reference 
pressure is measured at the top of rack. For the experiments and simulations, the cold air 




Figure 11 - Experimental Set-Up 
2.2 Numerical Modeling 
Computational fluid dynamics (CFD) analysis was carried out using the 
commercial package 6SigmaRoom [72], which is specifically designed for room-level data 
center simulations. The details for the numerical solver being employed can be found in 
[75]. The baseline model considers a configuration with all passive tiles.  Experimental 
data for this configuration were used to calibrate plenum leakage and resistances for the 
model. Subsequently, a CFD model incorporating active tiles was developed for two 
configurations: (a) a single active tile and nine passive tiles in the cold aisle; and (b) an 
aisle populated with ten (i.e., all) active tiles. Details for modeling different components in 




2.2.1 Baseline Model 
Figure 12 shows isometric (a) and plan (b) views for the baseline model for the data 
center room. In the previous study, it was experimentally determined that the active tiles 
under consideration have an effective porosity of 27% [53]. Hence, all the passive tiles are 
modeled to have a porosity of 27%. For all racks, except for the server simulator, 
characteristics of particular server designs have been included in the model, along with the 
control logic and fan curves for server fans to accurately model flow through racks, in 
response to rack air inlet temperature and pressure, respectively. For the sever simulator, 
specific fixed flow rate can be set, based on experimental conditions for different studies. 
Appropriate resistances in the plenum were estimated by comparing results from baseline 
model with experimental data, and these have been included in the model in the form of 
porous obstructions.  
All three CRAC units in the room were modeled. However as only one CRAC unit 
was operational for all simulations, the return and supply openings for the other two units 
were blocked using solid obstructions to prevent air being passively introduced into the 
room or plenum space through these openings, mimicking the experimental set-up.  Blower 
curves were used to model the relation between pressure and flow rate for the CRAC 
blowers. The operational CRAC unit is a Liebert FH740 [76], which has three blowers and 
a maximum airflow rate of 19,917 CFM when the blowers are running at 100% blower 
speed (1520 RPM) and back pressure of 0 Pa. A pressure sensor point for relative plenum 
pressure measurement was introduced in the numerical model at the same location as the 
experimental set-up for comparison with experimental results. The PDU is cooled using 
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air from the plenum and is modeled to have the same inflow and outflow area for cold air 
as in the actual facility.  
 
Figure 12 - (a) Baseline Model – Isometric View (b) Baseline Model – Plan View 
2.2.2 Model with Single Active Tile 
This configuration models the flow and temperature distribution in an aisle with 





tiles are used to mitigate isolated hot spots.  Figure 13(a) shows an active tile with eight 
integrated fans, each with a maximum flow rate of 171 CFM, at rated rpm of 3,600. In the 
numerical model, the active tile consisted of eight fan elements below a perforated grill 
having a porosity of 56%, as specified by the manufacturer [77]. Solid obstructions were 
used to model the central region and the four corners, as shown in Fig. 13(b). The different 
elements were arranged to closely mimic the actual active tile shown in Fig. 13(b).  
Although the tile fans operated at a fixed speed for a given simulation, fan curves for 
different fan speeds were incorporated in the model to capture the effect of plenum pressure 
on flow rate through the tile.  Fig. 14 shows the CFD model with a single active tile, at 
location A3 in front, and at the base, of the server simulator. 
 






Figure 14 - Model with Single Active Tile 
2.2.3 Model with Aisle of Active Tiles 
Figure 15 shows the numerical model of the configuration with an aisle of active 
tiles, modeled as described before. 
 




2.2.4 Computational Set-Up 
The domain is discretized using a globally uniform structured grid of hexagonal 
elements. Inflation layers of five grid cells were created on top and bottom of solid objects 
to more accurately simulate the heat transfer between the solid and air. A grid independence 
study was conducted for each configuration of the model. The total flow rate through all 
the tiles and average rack inlet temperature for select racks were compared over 12 
successively finer grids, with the total number of elements varied over two orders of 
magnitude, from 0.3106 to 30106. Table 6 gives the number of grid elements used to 
model each configuration, chosen so that the maximum discrepancy in total flow rate 
through the tiles and average rack inlet temperature for rack A3, between the grid used and 
the grid with 30106 elements was less than 0.2% and 1.6%, respectively.  
Table 6 - Grid Selected for Different Models 
Numerical  Model Configuration 
Number of grid 
elements 
Baseline Model (All Passive Tiles) 2.26 × 106 
Model with Single Active Tile 2.75 × 106 
Model with Aisle of Active Tiles 4.14 × 106 
Data center rooms are characterized for the most part by turbulent flow conditions, 
and the standard k-  model was used to model the turbulence by solving the additional 
equations for turbulent kinetic energy and dissipation rate.  6SigmaRoom uses the finite-
volume method to discretize the Reynolds-averaged Navier-Stokes equations, along with 
the energy equation. The velocity and temperature fields are solved in the flow domain and 
on the fluid-solid interfaces; the solid structures like servers and CRAC units are not 
simulated. The solution is assumed to be converged when the residuals of the variables 
between consecutive iterations is less than 10 ppm. 
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2.3 Results and Discussion 
2.3.1 Experimental Validation 
2.3.1.1 Baseline Model 
The baseline model consists of a complete aisle populated only with passive tiles. 
Figure 16 compares the experimentally measured and numerically predicted tile flow rates 
as a function of tile location for a CRAC supply temperature and blower speed of 15.5 ℃ 
and 80%, respectively, and uniform rack heat load of 10 kW for each rack. 
The tile flow rate was measured using a grid of thermal anemometers, as shown in 
Fig. A.1 in Appendix A [78], and detailed in [53]. The air velocity measurements have a 
manufacturer-specified uncertainty of 5%, which was confirmed using a handheld 
anemometer. The maximum relative discrepancy between the CFD and experimental 
results is 5.2%, and the tile flow rate predicted by the model is generally less than the 
experimentally measured value (except for tile A3). The simulation results over a range of 
blower speeds show that the maximum discrepancy usually occurs for either tiles A2 or 
A3. The data center room has a sparse honeycomb flow straightener located in the plenum 
at a depth of 0.3 m below the floor at this location (below A2 and A3), which was not 
included in the numerical model. We suspect that this explains the larger discrepancies for 









Figure 17(a) - Comparison of Measured and Predicted Relative Plenum Pressure for 
Different CRAC Blower Speeds (b) - Comparison of Measured and Predicted Total 
Tile Flow Rate for Different CRAC 
Figure 17 compares the total flow rate through all the tiles (a) and relative plenum 
pressure (b) as a function of CRAC blower speed. The pressure was measured by an Alnor 





detailed in [53]. The numerical predictions and experimental measurements of relative 
plenum pressure, and consequently total flow rate through the perforated tiles are in very 
good agreement. The simulations show that the total flow rate through the cold aisle is a 
strong function of relative plenum pressure, and accurate prediction of plenum pressure 
will therefore give an accurate prediction of total tile flow rate, despite discrepancies in 
individual tile flow rates. Although the plenum pressure is based on a value at a single 
location in the experiment and the simulations, the pressure is quite uniform over the 
plenum, as shown in numerical predictions of the pressure field over a horizontal plane 
0.4 m below the floor grill (= depth of the pressure sensor) for a CRAC blower speed of 
60% shown in Fig. 18.  
 
Figure 18 - Plenum Pressure contour for CRAC Blower Speed of 60% 
2.3.1.2 Model with Single Active Tile 
Figure 19 compares the measured and modeled tile flow rates at tile A3, as a 
function of active tile fan speed, for a CRAC blower speed of 60%, supply temperature of 
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15.5 ℃ and rack heat load of 10KW for each rack. In this figure, an active tile fan speed 
of 0% corresponds to the baseline case of passive tiles. The maximum relative discrepancy 
between the measured and modeled values is 4.6%. 
 
Figure 19 - Comparison of Measured and Predicted Tile Flow Rate for Different 
Active Tile Fan Speeds 
 
Simulations were also performed to compare the measured and predicted rack inlet 
temperature profiles for different active tile fan speeds at a CRAC blower speed of 60%. 
The temperature profiles in the experiments were obtained using a grid of 108 T-type 
thermocouples (TC) (see Fig. A.3 in Appendix A) with a measurement uncertainty of 
±0.5 ℃, and bilinear interpolation between the measurement points [53]. The results at the 
108 TC locations were directly compared with numerical results at the same locations. 
Rack A3 (server simulator) is set to have a heat load of 10 kW, while drawing air at a 
constant flow rate of 0.63 m3/s.  Two different scenarios were considered, corresponding 
to whether the server simulator is under- or correctly provisioned, using a single active tile, 
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and the results were compared to the baseline case with passive tiles at the same CRAC 












Figure 20 – (a) - Comparison of Measured and Predicted Rack Inlet Temperature 
Contour for Baseline Case (b) - Comparison of Measured and Predicted Rack Inlet 
Temperature Contour for Under-Provisioned Case (c) - Comparison of Measured 
and Predicted Rack Inlet Temperature Contour for Exactly-Provisioned Case 
Figure 20 shows the experimentally measured temperature field, the numerical 
predictions, and the difference between the two for the three scenarios considered. The x 
and y axes mark the locations of the temperature sensors used for measurement. For the 




speed of 40%, (b), the numerical model successfully captures most of the qualitative 
temperature trends, with a modest discrepancy in actual temperatures. For the case with 
passive tiles, the simulations give a conservative prediction of rack inlet temperatures. The 
average inlet temperature for all cases, is also given in the Fig. 20. 
2.3.1.3 Model with Aisle of Active Tiles 
This section compares experimental and numerical results for entire aisle of active 
tiles where the fan speed is the same for all the fans for all the tiles. Figure 21 shows the 
individual tile flow rate for a CRAC blower speed of 80% and active tile fan speed of 77%. 
For most tile locations, the numerically predicted flow rate is greater than the 
experimentally measured value. 
 
Figure 21 - Comparison of Measured and Predicted Tile Flow Rate for an Aisle of 
Active Tiles 
Figure 22 compares the relative plenum pressure (a) and total flow rate (b) as a 
function of tile fan speed at a CRAC blower speed of 80%. Because the active tile fans are 
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in series with the CRAC blower, there is a decrease in the pressure between the two, which 
leads to a decrease in the relative plenum pressure as the active tile fan speed increases—
a trend captured by the numerical model in Fig. 22(a). The maximum relative discrepancy 
in total tile flow rate between the simulations and experiments is 4.4%, while that in relative 
plenum pressure is 3.4 Pa. Table 7 gives the average discrepancies in flow rate, 
temperature, and pressure measurement between the three numerical models and 
experiments. 











Baseline Model 3.4 5.2 1.6 
Model with Single Active Tile 3.8 - 1.6 




Figure 22 - (a) Comparison of Measured and Predicted Relative Plenum Pressure 
for different Active Tile Fan Speeds (b) - Comparison of Measured and Predicted 
Total Tile Flow Rate for different Active Tile Fan Speeds 
 
2.3.2 Numerical Model Results 
The experimentally validated models are then used to study the temperature and 





results with finer spatial resolution than experimental measurements, and can also be used 
to analyze cooling failure scenarios, which cannot be experimentally studied without 
risking damage to the IT and/or cooling infrastructure. The following sections illustrate 
some case studies that were simulated with the models.  
2.3.2.1 Pressure and Velocity Contours 
Pressure and velocity contours for planes very close (0.07 m below) to the tiles in 
the plenum space are presented in Figs. 23 and 24 for the baseline model and the model 
with an aisle of active tiles, respectively for a CRAC blower speed of 80%, and active tile 
fan speed of 100%. As mentioned previously, for the same CRAC blower speed, replacing 
passive tiles by active tiles decreases the pressure in the plenum (Fig. 23). It is noted that 
the low-pressure areas formed below each of the active tile fans in Fig. 23(b) correspond 
to a high-velocity region in Fig 24(b). Simulations show that the vertical component of air 





Figure 23(a) - Pressure Contour for Baseline Configuration (b) - Pressure Contour 







Figure 24(a) - Velocity Contour for Baseline Configuration (b) - Velocity Contour for 
Configuration of Aisle of Active Tiles 
 
2.3.2.2 Effect of Active Tiles on Plenum Pressure 
An ideal-case scenario in data center operation would be to have a small, but 
positive, relative plenum pressure, since this would minimize air leakage from the plenum 
to the data center room. For a given CRAC blower speed, relative plenum pressure 





resulting in less (undesirable) air leakage from the plenum to the data center room, and 
most of the air exiting through the perforated tile. Figure 25, which plots the fraction (in 
percent) of the total air supplied by the CRAC that translates to air leakage as a function of 
active tile fan speeds for different CRAC blower speeds, illustrates this phenomenon. At a 
low CRAC blower speed of 40%, a high active tile fan speed (77% or 100%) leads to a 
negative relative pressure in the plenum, resulting in room air being drawn into the plenum, 
a phenomenon also observed in the experimental study [53].  A validated CFD model can 
predict such undesirable situations, and determine where to locate active tiles to avoid this. 
 
Figure 25 - Percentage Leakage through Raised Floor as a Function of CRAC 
Blower Speed and Active Tile Fan Speed 
2.3.2.3 Failure Scenario 
Data centers are classified as mission-critical facilities and as such, it is important 
to ensure that their operating conditions are in accordance with ASHRAE 
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recommendations at all times. A cooling failure in a data center can occur due to a power, 
or mechanical component, failure. During a cooling disruption, maximizing the time period 
before the IT equipment exceeds ASHRAE recommended temperature threshold and is at 
risk of failure or damage due to overheating, the ride-through period, is desirable because 
it gives data center operators more time to implement corrective measures.  
In this study, two distinct failure scenarios were considered for both the baseline 
configuration, and the configuration with an aisle of active tiles. Scenario (A) represents 
the case where the cooling coil fails (chilled water pump failure), while (B) represents the 
case when CRAC blower fails. The objective of this study was to determine if employing 
active tiles would provide any advantage over passive tiles in terms of increasing the ride-
through period for a cooling disruption. The simulations were first used to predict steady-
state results in the absence of any failure, and then the failure of either the chilled water 
pump (A) or the CRAC blower (B) was simulated at time t = 0 s. For the steady-state 
simulations, the CRAC blower speed, CRAC supply temperature and active tile fan speed 
were 80%, 15 C and 100%, respectively. Table 8 gives the ride-through times based on 
the simulations for any of the IT equipment to reach a maximum rack inlet temperature 
exceeding 32 C, which violates the ASHRAE prescribed recommended temperature 
threshold for the different scenarios. 
Table 8 shows that active tiles increase the ride-through time for both failure 
scenarios. This may be due to an increase in thermal mass available in the room due to the 
tiles, and/or circulation of air by the active tile fans. For passive tiles, the critical inlet 
temperature occurs earlier for scenario B when the CRAC blower fails than for A, when 
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cooling coil (chilled water pump) fails. This is expected because when the cooling coil 
fails, the CRAC blowers will still circulate the reservoir of cool air available in the plenum, 
keeping the IT equipment cooler for a longer period of time. However, if the fans fail, there 
is almost no active motion of air to carry the heat from the IT equipment and dissipate it to 
the cooling coil, even though the air is still being cooled. 
Table 8 - Ride Through Time for Failure Scenario (A) and (B) 





CRAC Blower Failure 
Configuration ↓ 
Baseline 118 109 
Aisle of Active Tiles 145 158 
Conversely, the configuration with active tiles has a longer ride-through time for 
scenario B (CRAC blower failure) than A (cooling coil failure).  In B, the active tile fans 
are still running and there is some recirculation of air which can absorb heat from the IT 
equipment and exchange it with the chilled water heat exchanger. This results in a longer 
ride-through time than A, because there is no cooling available to dissipate heat, even if 
the CRAC blowers are still functioning.  In essence, this shows that a combination of air 







Table 9 - Maximum CRAC Inlet and Exit Temperature for Failure Scenario (A) 
and (B) at t = 300s 
 Failure Scenario (A) Cooling Failure 
 
Configuration ↓ 
Maximum temperature at 
CRAC inlet (℃) at t=300s 
Maximum temperature at 
CRAC outlet (℃) at t=300s 
Baseline 32.7 32.6 
Aisle of Active Tiles 31.3 31.2 
 Failure Scenario (B) CRAC Blower Failure 
 
Configuration ↓ 
Maximum temperature at 
CRAC inlet (℃)at t=300s 
Maximum temperature at 
CRAC outlet (℃) at t=300s 
Baseline 34.1 15 
Aisle of Active Tiles 32.4 18.3 
Table 9 compares the maximum temperature of air entering and exiting the CRAC 
unit 300 s after failure for both scenarios.  The CRAC inlet temperature at time t = 300s is 
lower for configuration with active tiles, than the baseline configuration for both failure 
scenarios. However, it is interesting to note the temperatures at the CRAC exit for B, the 
scenario of CRAC blower failure. For passive tiles, there is no increase in temperature from 
t= 0 s to 300 s. Because the blower fails, almost no air flows through the CRAC from the 
inlet, through the chilled water cooling coil, to the exit, and hence this temperature is that 
of the stagnant air at the inlet. However, for active tiles, the low pressure created by the 
running active tile fans actually draws some air through the CRAC internal system, and 
this air exchanges heat with the chilled-water loop, reducing the temperature from 32.4 C 
to 18.3 C.  
Figure 26 shows the air flow rate through the CRAC unit over time for scenario B. 
The flow rate for both configurations drops to zero at t = 0 s, when the CRAC blowers fail, 
and then become stable at a constant value which is much lower for the baseline 
configuration compared to the active tiles configuration. For the baseline case the flowrate 
is not exactly zero as the server fans would be operational and would cause circulation of 
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small quantity of air. This supports the previous discussion of the trends in CRAC exit 
temperature for failure scenario (B).  
 
Figure 26 - CRAC Flow Rate as a Function of Time for Baseline Case and an Aisle 
of Active Tiles 
 
As the air flow driven by the active tiles contributes directly to increasing ride-
through time, this increase cannot be due to an increase in thermal mass alone.  Thus, in 
either cooling failure scenario, active tiles increase ride-through time compared with 
passive tiles, and the increase is greater for the case of CRAC blower (vs. chilled water 
pump) failure.  
2.4 Summary 
An experimentally validated CFD model was developed using the commercial 
software package 6Sigma Room for three configurations of a data center room:  a baseline 
case with all passive tiles, a configuration with a single active tile in cold aisle, and lastly 
a configuration with all active tiles in the cold aisle. The average overall discrepancy 
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between the numerical predictions and experimental measurements is found to be less than 
4% for total tile flow rate and less than 1.7 C for rack inlet temperature. Moreover, the 
CFD model captures, to a large degree, the qualitative trends in rack inlet temperature 
distribution. Parametric simulations conducted using his physics-based numerical models 
can be further used to generate training datasets for data driven modeling framework. 
Furthermore, room-level CFD model using active tiles can be used to optimize the 
number and placement of active tiles to prevent hotspots without overcooling the entire 
data center. The results from selected case studies indicate that active tiles can have a 
significant effect on plenum pressure, which affects the total flow rate delivered to the cold 
aisle, as well as the percentage leakage from plenum to the room space. For a given CRAC 
blower speed, an increase in active tile fan speed increases the total tile air flow rate, and 
decreases the leakage of cold air in the plenum. 
Transient simulations were run to investigate data center room response to CRAC 
failure scenarios when employing active, vs. passive, tiles. For failure of either the chilled-
water pump or the CRAC blower, active tiles (compared with passive tiles) give a greater 
ride-through time for the IT equipment before critical temperatures are reached. For the 
case of CRAC blower failure, active tiles can maintain air circulation in the data center 
room, further lengthening ride-through time. 
Reference: J. Athavale, Y. Joshi, and M. Yoda, "Artificial Neural Network Based 
Prediction of Temperature and Flow Profile in Data Centers," in 2018 17th IEEE 
Intersociety Conference on Thermal and Thermomechanical Phenomena in Electronic 




CHAPTER 3. ARTIFICIAL NEURAL NETWORK BASED 
PREDICTION OF TEMPERATURE AND FLOW PROFILE IN 
DATA CENTERS 
In air-cooled data centers, predicting the temperature field and estimating and/or 
anticipating server cooling needs are both challenging due to the complex and non-
isothermal air flows within the data center.  Yet such accurate predictions are required to 
efficiently provision and distribute the cold air to ensure that each and every server 
functions within their temperature thresholds, while at the same time minimizing their 
energy consumption.  Optimization of dynamic allocation of cooling resources in a data 
center requires model-based real-time thermal control [80], and this is presently unfeasible 
because we lack efficient and rapid modeling approaches. As mentioned in Chapter 1, the 
data driven modeling framework can potentially be employed to develop data center 
models with rapid predictive capabilities. The following section presents a detailed review 
of data driven compact models for thermal modeling of data centers. 
3.1 Data Driven Modeling 
Data Driven Modeling is based on analyzing the data about a system, in particular 
finding connections between the system state variables (input, internal and output 
variables) without explicit knowledge of the physical behavior [81]. Essentially, this 
approach represents a shift from “knowledge-based,” to “knowledge-learnt,” modeling. 
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DDMs are particularly suitable for modeling data centers, given the non-linear nature of 
thermal transport, complexity of system operations and large number of associated metrics. 
3.1.1 Proper Orthogonal Decomposition Based Modeling 
Proper orthogonal decomposition (POD), a data driven statistical modeling 
framework, has been employed in a number of studies for rapid temperature prediction in 
data centers [82-87]. Also known as Karhunen-Loeve transform, POD involves expanding 
a set of data in terms of empirically determined basis functions for modal decomposition. 
Equation 3.1 describes the relationship between temperature field (T), POD coefficients 
( )
i









   (3.1) 




Figure 27 - POD Methodology 
Figure 27 illustrates the POD framework. A large number of observations obtained 
from parametric CFD/HT simulations and/or detailed experimental measurements are used 
to determine the POD modes ( )i of a thermal system. The key step wherein POD can be 
used to predict thermal profile as a function of system design variables is determination of 
POD coefficients ( )ib  for a new test case, which is generally achieved by the Galerkin 
projection method, interpolation or flux matching process [82].  An important attribute of 
POD modeling that makes it well-suited for modeling temperature and airflow in data 
centers is that it captures more of the dominant dynamics within a given number of modes 
than any other linear decomposition [83, 85]. 
The scope of previous efforts employing POD for airflow and thermal modeling in 
data centers includes single parameter models, two parameter models, steady-state as well 
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as transient scenarios, and models developed from either experimental or computational 
data [82-87]. Samadiani et al., [83, 85] constructed a POD model with rack heat load and 
CRAC airflow rate as parameters for a small section of data center housing eight racks and 
one CRAC unit using results from CFD simulations. The simulation time reported was ~48 
s and average prediction error for rack inlet temperature was found to be less than 1.5°C  
with maximum local errors as great as 2.5 °C. Ghosh et al., found that POD is accurate 
enough for interpolative prediction but has poor accuracy in extrapolations, i.e., making 
predictions beyond the input parameter space [84]. Prediction using POD models do not 
require real-time measurements of pressure, air velocity or temperature, so POD models 
overcome one of the limitations posed by physics-based reduced-order models, as well as 
heuristic models. However, predictions for every new interrogation point in the input space 
require re-calculation of the corresponding POD coefficients, which is complex and time-
consuming for an input parameter space of two or more dimensions. 
As an extension to the traditional POD, Non-Linear Principal Component Analysis 
(NLPCA) methodology was used to model flow in a data center by Song et al. [88]. NLPCA 
is the nonlinear equivalent of standard PCA, and reduces the observed variables to a 
number of uncorrelated principal components. The method is used for data analysis and 
reduction and is capable of handling non-linear relationships between variables. Both POD 
and NLPCA models were developed using data (generated outcomes/results) from CFD 
simulations to predict velocity at three sensor locations for a data center with ten racks and 
one CRAC unit. The results indicated that the POD-based model could capture the flow 
field more accurately than the NLPCA model. It should however be noted that the previous 
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conclusion was based on comparison with CFD results for the same instances as the 
training data set, and hence is not a true indication of the prediction accuracy of the models.  
3.1.2 Machine Learning Based Modeling 
The second class of data driven models employ a machine learning/artificial 
intelligence framework for model development. Machine-learning models are ideal for 
systems which have multiple operational states based on interactions between the myriad 
electrical, mechanical and control parameters typical of data centers. From the perspective 
of IT equipment and resources, fuzzy logic-based models have been used to determine the 
relationship between the workload and resource needs of virtual containers and to guide 
resource allocation based on online measurements [89]. ANN models can be trained using 
either data from experimental measurements or CFD simulations. The ANN modeling 
framework can effectively transfer the computational complexity from model execution to 
model set-up and development, making it suitable for real-time prediction and 
optimization. 
ANN models for thermal-aware scheduling and data center workload monitoring 
and analysis have been developed by Moore et al. [90-92]. The model developed was used 
to evaluate PUE sensitivity to data center operational parameters like server IT load, 
number of chillers running, etc., and to explore ways to improve energy efficiency in data 
centers. Shrivastava et al. [70] developed an ANN model to predict rack Capture Index 
(CI) using results from CFD simulations. Capture Index (CI) is a metric used to quantify 
rack cooling performance and is defined as the fraction of air ingested by a rack which 
originates from local cooling sources (perforated tile). The data center configuration under 
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consideration was that of a hard floor room with in-row coolers providing required cooling. 
The authors reported average root mean square errors of 3.8% and a maximum error of 
27.4% for CI prediction. Finally, there have been a few studies on constructing neural 
network-based models capable of predicting complete temperature profile and tile flow 
rates (corresponding to a large number of neurons in the output layer) [93, 94].  Song et al. 
developed an ANN model to undertake a parametric analysis to study the effect of plenum 
characteristics on tile flow rate and temperature for a data center configuration with one 
cold aisle having 15 racks on each side and one CRAC unit [93]. An ANN-based model 
has also been constructed for prediction of PUE by Gao [95] using operational data 
collected over two years at one of Google’s Data Centers. 
3.2 Objective 
The focus of this chapter is development of (ANN)-based (both steady-state and 
transient) models trained on datasets generated from offline CFD/HT simulations for rapid 
prediction of temperature and flow distributions in a data center (see Fig. 28). Using CFD 
simulation results to train ANN transfers computational complexity from model execution 
(in CFD) to model set-up and development. Multiple offline parametric simulations were 
conducted using the CFD/HT model developed in Chapter 2, and the corresponding results 
were then used to train the ANN model. The ANN model is then tested for its accuracy, 




Figure 28-Proposed Framework 
3.3 Artificial Neural Network (ANN) Modeling 
ANN models are suitable for thermal modeling of data centers as they are capable 





T , flow rate ( )CRACN   and rack IT load  ( )IT roomQ  and output data (thermal 
and flow profiles), and produce outputs that fall in a continuous paradigm [96, 97]. 
Using CFD simulations for training the ANN transfers the computational 
complexity from model execution (as in CFD) to model set-up and development.  Using a 
framework that requires a time-consuming one-time set-up (in training), but can then be 
rapidly executed multiple times, is required for real-time optimization and control. Another 
advantage of employing ANN is that the model can be later updated to a broader input 




Figure 29 – Typical Neural Network Topology 
The typical structure of a neural network, shown in Fig. 29, consists of an input 
layer, hidden layers and an output layer, each having multiple neurons. Each neuron in a 
given layer is linked to (i.e., dependent on) every neuron in the preceding layer; this 
dependence is characterized by the weights of these links. Equation 3.2 represents the 
output of a neuron ( )
j
y  in a layer where in   is the number of neurons in the preceding 
layer, i  is the index for neurons in the preceding layer, f   is the non-linear activation 
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Backpropagation [98] is the most widely used class of algorithms for calculating 
these weights. Weights are determined by minimizing an associated cost function, which 
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   (3.3) 
3.4 Case Study I – Steady State Modeling: 
A neural-network model was developed to predict steady-state rack inlet 
temperatures, tile flow rates, plenum pressure and CRAC supply temperature as a function 
of CRAC blower speed ( )CRACN  , CRAC return air temperature set-point ,( )a retT   and IT 
load factor for row A and row B, rowALF   and rowBLF  , respectively,  for the data center room, 
where the IT load factor, 






  (3.4) 
3.4.1 Generating Training Data 
Neural networks are an empirical modeling technique wherein the non-linear and 
complex relationship between the independent and the dependent (predicted) variables are 
“learned” by presenting a large number of training examples to the modeling framework. 
The multi-dimensional parameter space for the independent variable should be space-
filling and non-collapsing [99]. Computational simulations are deterministic in nature and 
are not prone to the uncertainties inherent in experimental methods; hence, it is critical that 
the input parameter space is determined using a random sampling technique to avoid any 
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bias and introduce required variability in the training data for neural networks. Latin 
hypercube sampling (LHS) [100], a statistical method for generating a near-random sample 
of parameter values from a multidimensional distribution, ensures that the ensemble of 
random numbers are representative of the real variability. The LHS method was used to 
generate a random sample of 500 combinations of input parameters; corresponding 
parametric CFD simulations were used to generate the training dataset. Table 10 gives the 
independent variables (parameters) and their corresponding bounds and constraints.  
Table 10- Input Parameter Space Definition for Neural Network Training Data 
Independent Variable Bound Constraints 
CRAC Blower Speed  
( )
CRAC
N   
30%-100% 
Constrained to be a multiple of 5 
i.e. (30%, 35%, 40%,…100%) 





T   
18℃ to 30℃ Rounded off to be an integer value 
IT load factor for row A  
( )
rowA
LF   
0-1 
Rounded off to first digit after the 
decimal point 
IT load factor for row B  
rowB
LF   
0-1 
Rounded off to first digit after the 
decimal point 
As mentioned previously, all the racks in the room have different capacities 
depending on the IT equipment and the number of occupied slots in the rack. Figure 12(b) 
(in Chapter 2) shows the maximum load capacity for each rack. Though all the racks in a 
given row have the same IT load factor, they have different absolute heat loads depending 
on their maximum load capacity. Table 11 gives the dependent (predicted) variables and 
fixed parameters for this study and Fig. 30 gives the location for the four temperature 




Table 11-Predicted variables and Fixed Parameters for Neural Network Training 
Data 
 
Figure 30 – Location of Temperature Sensors 
3.4.2 Model Selection 
Two three-layer (12-27-36) and (12-13- 14) ANN consisting of one hidden layer, 
one input layer and one output layer were selected as the model architectures for rack inlet 
Dependent Variable Description 
Rack Inlet Temperature 4 temperature sensors per rack (Fig. 30); total 36 points 
Tile Flow Rate 1 for each perforated tile; total 10 points 
Plenum pressure 1 point 
CRAC Parameters 
Mean supply temperature, mean return temperature 
(measured) and cooling air flow; total 3 points 
Fixed Parameters: 
Room layout and IT and cooling equipment configuration, 
tile porosity (see section B.2) 
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temperature prediction and prediction of flow variables, respectively.  Many empirical 
relations are available in the literature to determine the appropriate number of nodes for 
the hidden layer based on the number of number of nodes in the input and output layers 
[101-104]. Several configurations with varying number of nodes in the hidden layer were 
considered; the configuration which gave the lowest error (and therefore the highest 
2R  
value) for both training and testing data was chosen for further refinement (see Fig. 31). 
 
Figure 31 - Comparison of Network Performance for Networks with varying 





The tan(gent) sigmoid function, given in equation 3.4, was the non-linear activation 












Figure 32 - Representation of Tangent Sigmoid Function 
Given that the output of the ANN will be in the range [-1:1], because of the choice of 
activation function, the training dataset is first normalized such that it falls within the same 
range. A linear activation function was incorporated in the output layer. 
While constructing data driven models, collection/generation of sufficient data to 
train a high-fidelity model is a time-intensive step. It is therefore desirable to determine an 
optimum size for the training dataset to minimize the time and computational resources 
required for model development without adversely affecting model accuracy. A number of 
ANN models were constructed by varying the number of samples used for training from 
50 to 500. Figure 33 shows the training, validation and testing errors for the ANN models 
as a function of the number of training samples used for model development. The testing 
error decreases monotonically as the number of samples used for training increases until 
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~300 samples; for more than 300 samples, the decrease in the error is negligible. Hence, 
300 samples were used to train the ANN model. 
 
 
Figure 33 - Comparison of Network Performance for Networks with varying 
Number of Sample in Training Data Set 
3.4.3 Model Training 
Training the network involves determination of the weight coefficients that 
minimize the prediction error associated with the network. The training samples available 
were randomly divided into three sets—for training (70%), validating (15%) and testing 
(15%)—the network. The validation set helps to further refine the developed model, while 
the testing set helps to estimate prediction error bounds for the network developed.  
The Levenberg-Marquardt backpropagation algorithm (LMA) [106], which 
provides a numerical framework to minimize non-linear functions, was used to train the 
network. LMA overcomes the flaws of both the gradient-descent (slow convergence) and 
the Gauss–Newton (prone to divergence) methods for neural-networks training by blending 
78 
 
the two algorithms and implementing each when appropriate during error minimization. 
The computational complexity associated with LMA is that of calculating a Jacobian 
matrix of partial derivatives of network error with respect to weights and biases, and is 
very efficient for training small- to medium-sized networks. LMA traverses the entire data 
set multiple times (epochs) minimizing the associated error and the training concludes 
when MSE is below a predefined threshold or if there is no further decrease in MSE for a 
certain number of consecutive epochs. 
Figures 34 and 35 depict the training statistics for the ANN model developed here, 
with predicted values indicating ANN model-based predictions while actual values 
indicating results from CFD simulations used for training. Regression plots both for 
predicted rack inlet temperature and tile flow rate indicate that ANN model fits the data 
reasonably well with  
2R  = 0.99, as shown in Fig. 34. There is greater variation around the 
perfect fit line (at an angle of 45°) for the predicted temperature values compared to that 
for the predicted tile flowrate values. This is expected because there is a more direct 
relationship between tile flow rate and input parameters (especially CRACN  ), which can be 
more easily captured than the indirect relation between rack inlet temperature and the input 
parameters. Error histograms for all the training instances for rack inlet temperature and 
tile flow rates (Figs. 35(a) and 35(b), respectively) show that most of the errors are centered 





Figure 34 - Regression Plots for Predicted Vs. Actual Rack Inlet Temperature and 






Figure 35 (a) - Error Histogram for Rack Inlet Temperature Prediction (b) Error 









3.4.4 Model Testing 
The predictive capabilities of this ANN are then tested using a fresh set of 33 
CFD/HT simulation, which are derived from the same multi-dimensional input parameter 
space, and are hence interpolative in nature.  
 
Figure 36(a) Prediction Error for Rack Inlet Temperature (b) Prediction Error for 





Figure 36(a) shows the prediction error associated with each of the 36 rack inlet 
temperature points averaged over 33 simulations. The average discrepancy between the 
predicted and actual temperatures for the 33 simulations is 0.6 °C, while the average 
relative error with respect to the actual temperature (given in °C) is 2.7%. Figure 36(b) 
gives the relative error in the predicted tile flowrates at each of the ten locations averaged 
over 33 simulations. It should be noted that all the error values in this case were below the 
experimental measurement uncertainty of 5%.  We therefore conclude that the ANN 
model developed is capable of predicting rack inlet temperature and flow variables with 
high accuracy. 
3.5 Case Study II – Transient Modeling 
A neural network model was also developed to predict temperature evolution in a 
data center for a transient scenario. The transient scenario considered here is a cooling 
failure scenario, where the chilled-water pump (CWP) fails while the CRAC blowers (CB) 
remain active to recirculate the air present in the data center room.  Data centers are 
classified as mission-critical facilities and as such, it is important to ensure that their 
operating conditions are in accordance with ASHRAE recommendations at all times. 
Developing accurate predictive models for failure scenarios can provide valuable insights 
into temperature evolution and ride-through times in data centers to guide implementation 






3.5.1 Generating Training Data 




T  and 
 IT room
Q   are fixed parameters, while time ‘t’ is the input parameter. The 
rack inlet temperatures at the 36 sensor points shown previously are monitored as the 
output variable in transient CFD simulation used for generating training data. As shown, 
the first 200 s of data (at 10 s intervals) were used for training the ANN and testing the 
interpolative predictive capability of the model, while the next 300 s of data were used to 
test for extrapolative predictive capability.  
 
Figure 37 - Transient Scenario 
 
3.5.2 Model Selection 
A three-layer (12-27-36) ANN consisting of one hidden layer, one input layer and 




3.5.3 POD Method 
As mentioned before, Proper Orthogonal Decomposition (POD) has been used in a 
number of studies to rapidly model and predict data center parameters. Figure 27 illustrates 
the POD framework; further details can be found in [83]. 
A POD model for the same transient scenario was developed and results for the 
ANN and POD-based models were compared in terms of predictive accuracies and 
computational times. Figure 38 gives the energy captured by the POD modes; the POD 
model selected here retained all 20 POD modes.  Energy captured by a particular POD 
mode is indicative of temperature variability explained by that mode. 
 
Figure 38 - Percentage Energy Captured with respect to Mode Number 
3.5.4 Model Testing and Comparison 
Figure 39 compares the absolute prediction error in the rack inlet temperature 
averaged over 20 interrogation instances (new prediction instances) for the ANN and POD 
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models. The interrogation instances are separate from the ones used for training but still 
within the 200 s interval over which the models are trained, and are therefore interpolative 
in nature. The prediction error for both modes is below measurement uncertainty in many 
cases, and < 0.9 °C in all cases. For most of the sensor points, the prediction error associated 
with ANN model is found to be lower than that associated with POD model. This indicates 
that the ANN model, which can capture non-linear relationships, can predict as well, if not 
better, than the POD model, which is the most optimal linear basis for a given problem. 
 
Figure 39 - Comparison of Interpolative Prediction Error in Rack Inlet 
Temperature for ANN and POD Model 
The extrapolative accuracy for the two models was also compared here. Figure 40 
gives the absolute prediction error averaged over all 36 sensor points over time. Note that 
the model is trained on data with 10 s intervals, while predictions are made every second.  
We suspect that the oscillations in the trend line are due to the mismatch in the training and 
prediction timesteps. Nevertheless, the graph shows that both models have temperature 
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prediction errors that increase monotonically with time progressing from the end of the 
training data. However, the rate of increase in the prediction error is much greater for the 
POD model.  
 
Figure 40 - Comparison of Extrapolative Prediction Error in Rack Inlet 
Temperature for ANN and POD Model 
3.6 Comparison of Computational Time Requirements 
Figure 41 compares the computational times required for temperature and flow 
profile prediction by the ANN model, the POD model and the room-level CFD model. The 
ANN model can predict rack inlet temperatures within seconds, which suggests that this 
model can be used for real-time control and/or optimization. It should be noted that this 
ANN model has a much lower spatial resolution compared with the room-level CFD 
model. Since the primary objective of this study was rapid and accurate prediction of rack 
inlet temperature points for optimization studies, however, this reduction in spatial 




Figure 41 - Computational Times Required 
3.7 Summary 
A rapid ANN-based model for predicting temperature and velocity profiles in data 
centers was developed. The ANN model was trained using 300 experimentally validated 
CFD simulations using the CFD software Future Facilities 6Sigma Room. The resultant 
steady-state model reasonably accurate within generally applicable operational bounds 
typical in data centers for CRAC blower speed (based on equipment specifications), return 
air temperature set-point (based on ASHRAE specifications) and non-uniform IT load 
distribution. Verification tests suggest that there is good agreement between the ANN 
model and CFD simulations with an average error of < 0.6℃ for rack inlet temperature 
prediction and 0.7 % for tile flow rate prediction. 
An ANN model was also developed for a transient scenario; this model was tested 
and compared to a POD model developed using the same training data. Although the model 
seems to have low interpolative prediction errors, the extrapolative prediction errors are 
quite high, and appear to be directly proportional to the (here, temporal) distance of the 
interrogation point from the input parameter space. 
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The computational time required for prediction for a new set of input parameters is 
of the order of seconds for the ANN model, vs. hours for the CFD model. The rapid and 
accurate predictive capabilities of this ANN model suggest that such models can be used 
for real-time optimization and control.
Reference: Athavale, J. ,Yoda, M., and Joshi, Y., “Comparison of Data Driven Modeling 
for Temperature Prediction in Data Centers“, International Journal of Heat and Mass 




CHAPTER 4. COMPARISON OF DATA DRIVEN MODELING 
APPPOACHES FOR TEMPERATURE PREDICTION IN DATA 
CENTERS 
The cooling demands of IT equipment in data centers vary both temporally and 
spatially due to the unsteadiness of the workload and its random spatial distribution. This 
IT workload profile, coupled with lack of dynamic provisioning of cooling resources, leads 
to conservative set-points for the cooling infrastructure based on peak IT load demands. 
Various frameworks for dynamic allocation of cooling resources are being explored to 
reliably handle time-varying IT loads while minimizing cooling energy consumption.  
Implementation of real-time control makes it possible to use higher temperature set-points 
without the risk of server over-heating, and can therefore reduce energy consumption. As 
mentioned in Chapter 3, a key requirement for such a framework is the capability to rapidly 
and accurately predict the temperature field to efficiently provision and distribute the cold 
air while meeting server inlet air temperature limits. 
This study describes the development and implementation of two different DDMs, 
namely Support Vector Regression (SVR) and Gaussian Process Regression (GPR), for 
predicting air temperature fields in data centers. SVR and GPR are kernel-based machine 
learning techniques that, like ANN, are capable of capturing non-linear relationships 
between inputs and outputs. To the best of our knowledge, this is the first application of 
these techniques to thermal modeling and temperature prediction in data centers.  This 
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study also compares the performance of all the four DDMs (ANN, SVR, GPR and POD) 
developed, to provide guidance on selecting an appropriate data driven modeling approach. 
It should be noted that the data center room configuration is as in Figs. 12(a) and 
12(b) (in Chapter 2), and the dataset used for training the steady state models was generated 
using method described in section 3.4.1 (Chapter 3). 
4.1 Description of Data Driven Modeling Methods Tested 
Data driven modeling is a modeling paradigm which enables learning from a set of 
observations. It is especially suitable for modeling data centers characterized by non-linear 
thermal transport, complex system operations and large number of associated metrics. The 
following section gives a brief description of two (SVR and GPR) of the four data driven 
modeling techniques used in this study. ANN and POD based modeling frameworks have 
been detailed in Chapter 3.  Table 12 provides a qualitative comparison of some of the 
distinctive features of the four techniques. Equations 4.1 and 4.2 give the general forms of 
the steady-state and transient models, respectively, obtained using the four data driven 
models. Here, the location co-ordinates of the temperature points being monitored (x, y, z) 
are constant. 
 
 ,( , , , | , , )rack inlet CRAC a ret A BT f N T LF LF x y z  (4.1) 
 
 ,( | , , , , , , )rack inlet CRAC a ret A BT f t N T LF LF x y z  (4.2) 




4.1.1 Support Vector Regression (SVR) Modeling 
SVR analysis is a machine learning tool first developed by Vapnik in 1992 [107]. 
SVR is capable of encoding non-linear relationships between input-output pairs in a given 
input data set by mapping the data in a high dimensional feature space, where the number 
of dimensions corresponds to the number of inputs, and performing linear regression in 
that space. The mapping function employed is called the “kernel function”. Consider a set 
of data ( , )n nx y  where nx  is the vector of independent variables; ny  is the value of the 
dependent variable and the integer n = 1,2, ... N, where N is the total number of data pairs. 
The goal of SVR is to find a function, g(x), such that ( )n ng x y .The function ( )g x  can 
be written as [108]: 
 
1




g x w x b

   (4.3) 
where, 1{ ( )}
N
n nx   is a function representing the input parameters, and nw  b are coefficients 
determined by minimizing the following loss function: 
 2
1










   (4.4) 
Here, 
2
2w   is the flatness term, and C is the error penalty or regularization parameter, 
which determines the trade-off between training error and model flatness (simplicity).  
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Different loss (or risk) functions can be formulated for different applications, each with a 
different error € value. One of the most common loss functions for SVR, Vapnik’s -
insensitive loss function  
 0       if ( )
( , ( ))










   
  
   
 (4.5) 
was used here, where  represents the error value that can be tolerated by the model. It can 








g x K x x b   

    (4.6) 
where n  and 
*
n   are Lagrangian multipliers such that 
* 0n n     and 
*, 0n n     ( , )nK x x  
is the kernel (mapping) function mentioned previously. Commonly used kernel functions 
in SVR include linear and polynomial (quadratic, cubic), the radial basis, and the sigmoid 
and Laplacian. The functional form of the kernel determines which vectors in the training 
set most strongly influence the regression and the form of the estimator [109, 110]. The 














was used in this study where 
, 2|| ||x x  represents the square of the Euclidian distance 
between the feature vectors and   is a free parameter.  For model development, 75% of 
the samples in the dataset were used for training while the remaining 25% were used to 
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perform hold-out validation according to the criterion given in [111].  Hold-out validation 
involves setting aside a subset (here, 25%) of the available data and using this subset to 
test the performance of the developed model. In terms of application, it is important to note 
that SVR in its standard form is designed to handle datasets with a single output value, vs. 
an output vector (e.g. 36 rack inlet temperature points for a complete temperature profile) 
corresponding to a given input parameter vector. Thus, to obtain the entire temperature 
profile, 36 SVR models corresponding to individual temperature points were trained, then 
combined. This increases the amount of effort to training the SVR model compared with 
ANN- or POD-based models. The SVR model in this study was developed using standard 
functions in Matlab R2018a commercial package. For a more extensive description of SVR 
technique, refer to [112]. 
4.1.2 Gaussian Process Regression (GPR) Modeling 
GPR is a kernel-based machine learning technique for non-linear regression 
problems, similar to SVR. A Gaussian Process (GP) is a set of random variables, such that 
any finite subset of these variables has a joint Gaussian distribution. If { ( ), }df x x R  is a 
GP, then given n observations 1 2( , , )nx x x , the joint distribution of the random variables 
1 2( ( ), ( ), ( ))nf x f x f x  is also Gaussian. As a distribution, a GP is characterized by a mean 
function ( )m x  and covariance function, ( , )k x x  [113].  Due to the Bayesian context of its 
formulation and interpretation, GPR is probabilistic in nature, and gives prediction 
intervals, instead of a specific prediction point, for new interrogation parameters and thus 




Given a set of input-output parameters ( , )n nx y , a standard linear regression model 
with Gaussian noise can be  represented as [115]: 
 ( ) T gprg x x w  (4.8) 
 ( ) gpry g x    (4.9) 
where x is the input vector, gprw  is a vector of weights of the linear model, g is the function 
value and y is the observed target value. It is assumed that observed target values y differ 
from the function values g(x) by additive noise (see equation 4.9), which is an independent 
Gaussian distribution with zero mean and variance 2
n : 
 2(0, )gpr nN   (4.10) 
For a more general case of non-linear regression, 
 '( ) ( ) ( )       , ( ) (0, ( , ))Tg x f x h x where f x GP k x x    (4.11) 
where ( )f x  is a zero mean GP with covariance matrix k.  Here, h(x) are fixed basis (kernel) 
functions that transform the original feature vector x to a higher dimensional parameter 
space (as in SVR), and  is the vector of basis function coefficients.  















   
 
  (4.12) 
was also implemented in this study.  Here, l is the length parameter and f is the function 
variance.  
Training a GPR model entails determination of basis function coefficients (),the 
free parameters of the covariance function (referred to together as hyperparameters 
{ , }f l  ), and the error noise variance ( )n .  Like SVR, GPR cannot accommodate 
multi-output predictions, and thus a separate model for each rack inlet temperature point 
prediction was developed. The training dataset was divided into two parts, with 75% of the 
data used again for training, while the remaining 25% was employed for hold-out 
validation. The GPR model in this study was developed using standard functions in Matlab 










Table 12 – Summary of DDM Methods Tested 
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Deterministic Deterministic Stochastic Deterministic 
* For SVR and GPR separate model for each temperature point was created and 
combined to obtain complete temperature profile 
** Kernel based methods require some prior knowledge about the system and input-
output relationship 
4.2 Results and Discussion 
The following sections titles Steady State Modeling as well as Transient Modeling 
present a comparative analysis of results for all the models developed in this study. It 
should be noted that ANN, SVR and GPR models were used to model the steady state, with 
a multi-dimensional input parameter space and the transient scenario, while POD was 
employed only for the transient scenario, with a 1D input parameter space). 
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4.2.1 Steady State Modeling 
A test dataset was generated using 30 new simulations to evaluate the accuracy of 
the three steady-state models.  The values of the input parameters for the test dataset were 
distinct from those of the training dataset but were obtained from the same multi-
dimensional input parameter space.  Hence, the results below are representative of the 
interpolative prediction error in rack inlet temperature.  
4.2.1.1 Interpolative Accuracy 
Figures 42(a) and 42(b) depict the absolute and relative prediction errors in rack 
inlet temperature, respectively, for the ANN, SVR and GPR models averaged over 30 test 
simulations and for each of the nine racks (averaged over the four temperature points 
associated with each rack). The relative error is obtained by normalizing the absolute error 
with respect to the corresponding actual rack inlet temperature in °C.  
The overall average discrepancy in predicted rack inlet temperatures is also shown, 
and found to be smallest, 0.6 °C (2.7%), for the GPR model; this error is 0.7 °C (3.2%) for 
both the ANN and SVR models. It should be noted that the prediction error is slightly 
greater than the actual measurement uncertainty in the temperatures of 0.5 °C. We 
therefore conclude that these three data driven models can predict rack inlet temperatures 





Figure 42(a) - Absolute Prediction Error for Rack Inlet Temperature (b) Percentage 







4.2.1.2 Relationship between Prediction Error and Temperature Measurement Location 
Figure 43(a) presents a more detailed distribution of the discrepancy in temperature 
predictions for every temperature sensor location. The plot shows that this prediction error 
increases with height from the perforated floor for all three models.  
Figure 43(b) shows instead the prediction error averaged over similar temperature 
sensor locations for these models. The prediction error at the top two sensors (3 and 4) is 
approximately twice that of the lower two sensors for all models. This larger error could 
be due to air recirculation effects, which are not accurately captured by the data driven 
models (and, in many cases, by CFD/HT models as well). Recirculation is an undesirable 
flow pattern that occurs in data centers due to a mismatch between the amount of cooling 
air supplied through a perforated tile at a given location, and that required by a rack at that 
location (see Fig. 44). Server fans at the top section of the rack can pull in hot air from 
behind the racks to compensate for the deficit in cooling air, leading to hot spots.  The 
extent of recirculation in underfloor supply air-cooled data centers depends on many 
parameters including location, computational load for given racks, server fan speeds, 
CRAC blower speed, type of perforated tiles, etc., and is difficult to estimate with even 
CFD/HT models. As recirculation mainly occurs near the top of the racks, the inability to 





Figure 43 (a) - Rack Inlet Prediction Error for Individual Sensor Locations for 








Figure 44 - Flow Path and Recirculation in Data Centers. 
 
4.2.1.3 Number of Samples Required 
When constructing data driven models, collecting/generating sufficient data to train 
a high-fidelity model is usually the most time-intensive step. It is therefore useful to 
determine the optimum size of the training dataset to minimize the time and computational 
resources required to develop the model without compromising the accuracy of the model. 
Moreover, there are many instances where only a limited amount of data is available, for 
example when modeling newly commissioned/built data centers.  In such cases, it is useful 
to determine how the prediction accuracy depends on as the size of the training dataset for 
different data driven modeling frameworks, and could guide selection of a suitable 




Figure 45 - Comparison of Modeling Framework Performance for Models with 
varying Number of Samples in Training Dataset 
Several models were constructed by varying the number of samples used for 
training from 50 to 500 using all three modeling frameworks (ANN, SVR and GPR). Figure 
45 shows the error in predicted temperature for ANN, SVR and GPR models as a function 
of the number of training samples used to develop the model. There is a monotonic decrease 
in the temperature error with increasing number of samples until ~300 samples; for training 
datasets with more than 300 samples, there is only a negligible decrease in the prediction 
error for rack inlet temperature. It should be noted that the prediction error for the models 
based on GPR framework is the smallest for a given number of samples in the training 
dataset; surprisingly, the prediction error is less than 1 °C even when there are only 50 
samples in the training dataset. This could be due to the stochastic nature of GPR modeling, 
which may give it the capability to handle, and account for uncertainty in, small noisy 
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datasets.  It therefore appears that the GPR framework is the best data driven model for 
smaller datasets. 
4.2.1.4 Adaptability of Modeling Framework to Configuration Change 
Given the rapid advances and changes in electronics and IT equipment, the 
computation and networking equipment in data centers have ever-shorter lifecycles and 
more rapid turnover. From the perspective of facility-side management, equipment refresh 
affects the power consumption of and heat distribution within data centers, and data centers 
must be designed so that they can accommodate these changes. From the modeling 
perspective, the challenge lies in developing a model that can adapt to successive 
configuration changes in data centers. Theoretically, such a model would require an infinite 
number of adjustable parameters (degrees of freedom), which is infeasible.  Room-level 
models are typically specific to a given data center configuration, and would in most cases 
require recalibration of air flow patterns and thermal resistances (for lumped-capacitance 
models), constructing a new numerical model and updating boundary conditions (for 
CFD/HT models), or retraining the models with measurements from, or numerical 
simulations of, the new configuration in the training dataset (for data driven models). 
In this section we study how data center re-configuration affects the prediction 
accuracy of the ANN, SVM and GPR data driven models developed here. Five scenarios, 
ranging from very slight to fairly drastic alterations to the data center room are considered 
(see Fig. 46).The first two scenarios have non-uniform load factor (LF) (see equation 3.4); 
rowALF Non uniform   for case 1 and both &rowA rowBLF LF Non uniform   for the 
second case. This is achieved by setting one and two racks, respectively, to a zero (0 kW) 
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load. Scenarios 3,4, and 5 involve physically removing a rack located at the end of an aisle, 
removing a rack located in middle of aisle, and removing two racks (one from aisle end 
and one from the middle), respectively. CFD/HT simulations were conducted to obtain 
results for all five modified configurations. The results from these simulations were 
compared with the predictions from the data driven models to evaluate their accuracy.  
 
Figure 46 - Data Center Re-Configurations Tested 
 
Figure 47(a) gives the overall average rack inlet temperature prediction discrepancy 
for ANN, SVR and GPR models for the five modified data center configurations. Figure 
47(b) gives the error for the ANN, SVR and GPR models for these altered configurations 
normalized by the overall average errors of these models for the original data center 
configuration. The vertical axis thus represents the increase in prediction error when the 
data driven models are employed to make predictions for the altered scenarios; a value of 
unity (1) corresponds to no increase in the prediction error for the altered configuration 
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compared with the unaltered configuration, i.e., the model can predict inlet rack 
temperatures for both configurations with the same accuracy. As seen in Fig. 47(a), the 
prediction error increases only slightly for non-uniform heat loads, remaining less than 
1 °C in all cases. However, the prediction error is quite large for the scenarios (4 and 5) 
involving physically removing a rack from the middle of a row. This is because physically 
removing a rack from the middle of a row affects the airflow patterns on either side of that 
rack much more than just a redistribution of heat-load or removing a rack located at the 
end of an aisle. Among the three DDMs, the SVR model has the smallest increase in 




Figure 47 -(a) Prediction Error for ANN, SVR and GPR Models for Modified Data 
Center Configuration (b) Relative Prediction Error for ANN, SVR and GPR Models 






4.2.2 Transient Modeling –Cooling Failure Scenario 
4.2.2.1 Generating Training Data Set 
The transient scenario considered here is a cooling failure scenario, where the 
chilled-water pump (CWP) fails while the CRAC blowers (CB) remain active, recirculating 
the air in the data center room (see Fig. 48). Here time ‘t’ is the independent variable, while 
CRAC
N  , 
,a ret
T  and 
 IT room
Q     are fixed parameters. The rack inlet temperatures at the 36 
sensor points shown previously are monitored as the output variable in transient CFD 
simulation used for generating training data. As shown, the first 200 s of data (20 samples 
spaced 10 s apart) were used for training the models and testing the interpolative predictive 
capability of the model, while the next 300 s of data were used to test the extrapolative 
predictive capability. 
 




4.2.2.2 Interpolative and Extrapolative Accuracy 
Figure 49(a) and 49(b) compare the absolute prediction error in and evolution of 
rack inlet temperature for the 500 s following cooling failure in the data center room for 
the ANN, POD, SVR and GPR models. As described earlier, the first 200 s of data were 
used for training the models and testing the interpolative accuracy, while the next 300 s of 
data were used to test the extrapolative accuracy. Every point on each of the curves 
represents overall error averaged over all 36 sensor locations. For testing the interpolative 
accuracy, the interrogation instances are separate from the ones used for training but still 
within the 200 s interval over which the models are trained, and are therefore interpolative 
in nature. The interpolative error associated with all the models is well below the 
measurement uncertainty of 0.5 °C. As can be seen in Fig. 49(b), the actual increase in the 
rack inlet air temperature is almost linear, and the models are able to capture this trend with 
very good accuracy.   
The extrapolative accuracy for the data driven frameworks employed is compared 
in Fig. 49(a). The graph shows that all the models have temperature prediction errors that 
increase with time, starting from the end of the training data. The rate of increase is much 
higher for the predictions of the GPR and SVM models compared with those of the POD 
and ANN models. Interestingly, the temperature evolution trends in Fig. 49(b) show that 
only the POD model follows the monotonically increasing linear trend during the training 
period, while the other models show trends that make no physical sense. The ANN model 
has a sudden increase in temperature from 200 s to 250 s and thereafter maintains a constant 
temperature value, while SVR and GPR models actually have a monotonic decrease in 
temperature. For SVR and GPR, the choice of kernel function determines their asymptotic 
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behavior (here in extrapolation) of the developed models. In making predictions, these 
models look for input values in the training data set that were closest to the input values 
for the new interrogation points. For the two kernels used here, namely the radial basis and 
Gaussian squared exponential kernels for SVR and GPR models respectively, the kernel 
function value tends to zero ( 0e  ; from equations 4.7 and 4.12)  as the distance between 
the input values in the training set and that of the new interrogation point increases. This 
translates to the model tending to the mean value of the training data (here, ~28 °C) as the 
model progresses beyond the training data. If a priori knowledge of temperature evolution 





Figure 49(a) - Comparison of Interpolative and Extrapolative Prediction Error in 
Rack Inlet Temperature for ANN, POD, SVR and GPR Models (b) - Comparison of 







4.3 Summary  
Two data driven models based on the SVR and GPR frameworks for predicting 
temperatures in data centers were developed in this work and results were compared to 
ANN and POD models developed in Chapter 3. The steady-state models were trained on 
the results from 300 experimentally validated CFD/HT simulations using the commercial 
CFD software Future Facilities 6Sigma Room. Verification tests indicated that the resultant 
three (ANN, SVR and GPR) steady-state models are reasonably accurate, with the GPR 
model having the lowest prediction error, 0.6 °C. For a given rack, the steady-state 
prediction error increases with height along the front face of rack; this may be due to the 
inability of the data driven models to capture recirculation effects. 
The accuracy of these three modeling frameworks was also determined as a 
function of number of samples in the training dataset.  The model based on the GPR 
framework had the lowest error for any given training dataset size, and was found to have 
surprisingly good accuracy, with a prediction error below 1 °C) for dataset containing only 
50 samples. 
Data driven models employing the ANN, POD, SVR and GPR framework were 
also developed for a transient scenario.  These models were trained and tested using results 
from transient CFD/HT model simulating a cooling failure scenario. All four models have 
very low interpolative prediction errors, which are below the measurement uncertainty of 
0.5 °C).  The extrapolative errors are high, however, and appear to increase with temporal 
distance from the end of the training data. For the transient scenario under consideration, 
only the POD model can even predict the qualitative trend of the temperature, namely its 
112 
 
increase with time, after the cooling failure.  It may be possible, however, to improve the 
extrapolation capabilities of SVR- and GPR-based models by selecting a kernel function if 
a priori qualitative knowledge of the trends in the evolution of the parameters are available
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CHAPTER 5. COOLING ENERGY MODELING OF DATA 
CENTERS 
5.1 Energy Usage for Data Center Cooling 
As indicated in Chapter 1, in 2014 approximately 1% of total electricity 
consumption in the U.S. was for cooling data centers. In an air-cooled data center facility, 
the cooling infrastructure has three major elements: the chiller plant (employing a vapor 
compression refrigeration cycle), cooling towers and data center floor air-conditioning 
units.  
Figure 50 shows the path for heat dissipation from a typical air-cooled data center 
to the surroundings. Cold air supplied by the CRAC blowers enters the data center room 
through perforated tiles, is drawn into the IT equipment by the server fans, then heated by 
the equipment, and returns to the CRAC unit. This warm air rejects heat to chilled water 
supplied by the building chiller via water-air heat exchangers in the CRAC unit. The 
condenser in the chiller unit ultimately rejects heat to the ambient via an air-cooled cooling 
tower. Variations of this cooling infrastructure design include replacing the water-cooled 
condenser and cooling towers with air-cooled condensers in the chiller vapor compression 
cycle that directly reject heat to the ambient, eliminating the chiller through use of direct 
expansion CRAC units. Recently, chiller-less data centers have been built which employ a 
combination of evaporative cooling and free cooling in regions where water and air are 





Figure 50 – Heat Flow in a Data Center 
5.2 Cooling Energy Modeling 
Optimization frameworks that consider cooling energy minimization in addition to 
thermal management constraints require modeling of the components of the cooling 
infrastructure and subsequent prediction of cooling energy consumption as indicated in 
Fig. 7 in Chapter 1. As such, many studies have focused on modeling components of the 
cooling infrastructure in data centers [6, 116-119]. These studies have provided accurate 
estimates of cooling energy consumption [6, 116], conducted parametric analyses to 
investigate the effect of varying component characteristics including chiller and CRAC on 
data center thermal and airflow profiles [117-119], and optimized the design of specific 
components [63]. The results from these studies have also informed decisions regarding 
the design and efficient operation of data centers. For cooling energy optimization, it is 
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essential that the cooling power be expressed as an explicit function of the 
control/manipulated variables, which are most commonly either CRAC blower speed 
( )CRACN , or CRAC return temperature set-point ,( )a retT , or both.  
Figure 51 shows the flow path for heat dissipated from within the data center at 





Figure 51 - Cooling Energy Modeling for Data Center Room 
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The portion of the energy consumed by data centers for cooling can be broadly 
divided into two parts: 1) energy consumed by chiller, which runs on a refrigeration cycle, 
and 2) energy consumed by fluid (air, water or refrigerant) transport components like 
CRAC blowers and server fans (equation 5.1). 
 
 cooling chiller blower server fansP P P P    (5.1) 
 
Note that the power from the liquid pumps, which is quite small, is not considered 
here. Also, energy consumed by the server fans 
 ( )server fansP is a function of server fan speed 
and implicitly depends on rack inlet temperature via the fan’s internal control logic. The 
contribution of server fans in cooling power consumption is accounted for in the energy 
modeling but the optimization framework does not directly target that segment. 
Under steady/quasi-steady-state conditions, the following energy balances apply: 
 Total heat load imposed on evaporator in the chiller: 
 
 eva IT room blowerQ Q P   (5.2) 
 For the CRAC unit air flow:  
 




 For the chilled water loop: 
 
, , sup, , , , , ,( - ) ( - )a p a ret a a w p w w CRAC out w CRAC inm C T T m C T T  (5.4) 
The water-air heat exchanger for the chilled water loop is a cross-flow heat 









    
 
  (5.5) 
The NTU value is estimated based on manufacturers specifications for thermal conductance 
for the heat exchanger and heat capacities in use [6]; Cr is the capacity rate ratio. The 
effectiveness can be re-written as:  
 
, ,sup , , , , ,
,
, , , , , , ,
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( )
a ret a w p w w CRAC out w CRAC in
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In equation 5.6, ,a retT is the temperature set-point, and ,supaT  is available from simulation 
results. Hence , ,w CRAC inT  can be determined if ,HEx a w  for the heat exchanger is known. At 
design conditions, the chiller unit is set to maintain a 5.6 °C , , , ,( )w CRAC out w CRAC inT T  
temperature drop across the evaporator,.  So all the required temperatures can be 
determined from the total heat load and heat exchanger specifications. 










chiller a ret CRAC
w CRAC in amb
Q
P f T N
COP T T
   (5.7) 
 The COP for a vapor-compression cycle is a function of evaporator and condenser 
temperatures, i.e., the chilled-water supply and ambient temperatures, respectively, for data 
center operation. Figure 52 shows how the chiller COP depends on the chilled water supply 
temperature and ambient temperature for the rotary chiller considered here [120]. 
 
Figure 52 - Variation of COP with Chilled Water Supply Temperature and Ambient 
Temperature 
 
Also, for a given chilled water-air heat exchanger in a CRAC unit, the higher the 
maximum allowed temperature for air supplied by the CRAC unit, the higher the maximum 
temperature for the chilled water supplied by chiller unit. Based on both of these trends, a 
higher CRAC supply temperature leads to a higher COP and therefore reduces the energy 
consumed by the chiller for a given data center room heat load. It has been estimated that 
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for every °F increase in chilled water temperature, the chiller COP improves by between 
1% and 2.5%, where the exact magnitude of the improvement depends on the type of 
chiller. [121] 
The second components of equation 5.1 ( )blowerP  is estimated from experimental 
measurements of the relationship between the blower/fan rotational speed and power 
consumed; the relation between the CRAC air flow rate ( )am  and blower speed is obtained 
from the blower curve supplied by the manufacturer.
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CHAPTER 6. GENETIC ALGORITHM BASED COOLING 
ENERGY OPYIMIZATION OF DATA CENETRS 
The primary function of the cooling infrastructure in data centers is to provide 
adequate cooling at all times and limit, if not eliminate, cooling failure-linked downtime. 
Concerns about reliability mean that the static, conservative set-points based on maximum 
IT capacity used at present lead to significant over-cooling of most data centers.  Yet the 
energy consumed by data centers keeps on increasing, and is projected to increase to 75 
billion kWh by 2020 [10]. As mentioned earlier, cooling infrastructure accounts for 30-
50% of the total energy consumed by data centers [4]. These alarming trends and associated 
environmental impact are of great concern and have led to a new focus on energy-efficient 
thermal management of data centers.   
This study presents the development and implementation of a Genetic Algorithm 
(GA)-based optimization framework, with the goal of minimizing the power required for 
data center cooling as a function of the optimization variables (cooling set-points), while 
ensuring that thermal management criteria (i.e., rack inlet temperature limits) are satisfied. 
GAs, which are search algorithms based on evolutionary ideas of natural selection, use a 
population-based iterative approach in which multiple solution candidates participate and 
evolve a new population in each generation. Key components of this framework include 
computationally efficient and accurate models for thermal transport and cooling energy 
estimation. The Artificial Neural Network(ANN)-based model detailed in Chapter 3, [122], 
which is capable of predicting rack inlet temperature in nearly real time, is employed here. 
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The thermodynamics model of the data center cooling equipment developed in Chapter 5 
is used to estimate cooling energy consumption. 
The static optimization problem considers IT load distributions and cooling set-
points in the data center room to simultaneously optimize two objectives:  1) minimize 
cooling power consumption, while 2) maximizing IT load. Three optimization scenarios, 
namely Room-Level IT Load, Row-Level IT Load Distribution and Rack-Level IT Load 
Distribution, employing IT load distributions at different spatial resolutions, are 
considered. Results for all three scenarios in the form of non-dominant solution series, i.e., 
the Pareto-Front (PF), are presented. Experimental tests were conducted to determine the 
minimum cooling power required for these three scenarios when the overall load is varied 
from 40 kW to 160 kW; these results were compared to those from the GA-based 
optimization.  
A quasi-static framework that aims to optimize cooling power consumption in the 
data center during operation is also developed. For a given IT workload distribution, the 
framework determines the most energy-efficient set-points for the cooling infrastructure, 
while the preventing the temperature from exceeding the recommended maximum. The 
framework was implemented for a test run of 7.5 h with a step change in room IT load 
every 30 min. The results are compared to two baseline operation cases where the CRAC 
set-points are kept constant with and without active CRAC return air temperature control. 
It should be noted that the data center room configuration is shown in Figs. 12(a) and 12(b) 




6.1 Genetic Algorithm based Optimization 
Genetic algorithms, which are a type of evolutionary optimization algorithm, are 
non-linear search and optimization techniques inspired by the biological processes of 
natural selection and survival of the fittest that are capable of handling single-, as well as 
multi-, objective optimization problems [123, 124]. GA-based optimization is a direct 
search procedure, and usually does not use gradient information in its search process. GAs 
have been used in a variety of heat transfer applications including optimization of 
absorption chiller designs [125], thermal comfort and energy consumption in buildings 
[126], and air distribution system design and operation [127]. An important aspect of GAs 
is that they can be used in conjunction with ANNs to solve the constrained multi-objective 
nonlinear optimization problems typical of data centers.  
The proposed GA optimization framework applied to data center operation is 
summarized in Fig. 53. The methodology follows an iterative process starting with random 
generation of multiple candidate solutions, which form the initial population. The 
population size for each generation is determined based on the number of optimization 
variables for a given problem [128]. A larger population size enables a more thorough 
search of the solution space; it, however, also increases the computational time required. 
The fitness of each candidate solution is assessed based on objective function values (here, 
cooling power) and the feasibility is assessed using the constraint function values (here, 
rack inlet air temperature) associated with respective candidate solution (cooling set-point). 
The candidates for subsequent generations are selected using stochastic selection operators. 
In this study “tournament selection” was used as the operator, wherein two randomly 
chosen solutions from the evaluated population are compared and the “better” solution (in 
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terms of objective function values) is chosen to become part of the parent pool [128]. 
Candidates from the parent pool are included in the next generation either directly 
(inheritance), or via binary operations like cross-over and mutation. The process terminates 
when the prescribed criterion for the objective function(s) and constraint tolerance(s) are 
met, or there is no significant improvement between consecutive generations.  Here, the 
optimum solution is a candidate (cooling set-points) with the minimum cooling power 
consumption possible without violating the constraints of rack inlet temperature for a given 
IT load distribution.   
 




6.1.1 Static Optimization 
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The two objective/cost functions for the static optimization in this study were 
minimizing cooling costs and maximizing the computational load for the given data center 
room. These two objectives conflict, which is typical for multi-objective optimization 
problems. The results of the static optimization are the ideal IT workload distribution 
among the racks and their corresponding cooling set-points to minimize cooling costs.  
6.1.1.1 Optimization Problem Formulation – Static Optimization 
 
Figure 54 - Static Optimization Problem Definition 
Fig. 54 shows the static optimization problem considered, wherein the optimization 
variables are the CRAC return air temperature 
,( )a retT , CRAC blower speed ( )CRACN   and 
IT load distribution in the room represented by a Load Factor ( )LF .  The Load Factor is 
that defined in Chapter 3 equation (3.4)   
The thermal management constraints were formulated as optimization constraints 
and the rack inlet temperature predictions are obtained using the ANN-based model [122]. 
This means that the problem being formulated is an optimization with non-linear 
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constraints.  Component restrictions and operational bounds for the CRAC unit have also 
been included in the formulation, as shown in Fig. 54. The maximum IT load for each rack 
in the data center room is indicated in Fig.12(b) (Chapter 2), and the total maximum room 
level IT load is ~164 kW. The optimization problem is formulated and solved using the 
commercial software package Matlab R2018.  
Three different scenarios with varying levels of control of IT load distributions are 
considered: 1) Room-Level IT load; 2) Row-Level IT load distribution; and 3) Rack-Level 
IT load distribution. The set of optimization variables for each of these three scenarios is 
given in Table 13. Note that a separate rack inlet air temperature prediction model was 








Table 13- Static Optimization Scenarios 









control over IT 
load distribution 
and all the racks 
have uniform 
load factor 





on IT load 
distribution and 
all racks in a 
given row (A or 
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load factor 





control of IT load 
distribution with 
each rack having 
a distinct load 
factor 
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6.1.1.2 Results – Static Optimization 
As mentioned previously, the static optimization problem represented in Fig. 54 is 
a multi-objective optimization problem resulting in a solution in the form of a Pareto Front 
(PF). A PF consists of a series of non-dominated candidate solutions, i.e., no single 
candidate solution in the PF is superior to another solution with respect to all the objectives. 
Fig. 55 shows PF solution for the three scenarios: (1) Room-Level IT Load, (2) Row-Level 
IT Load Distribution, and (3) Rack-Level IT Load Distribution. As indicated in the Figure, 
solution candidates at A1, A2 and A3 consume the least cooling power, but for the lowest 
computational load in their respective PFs. By moving from points A1, A2, and A3 to B1, 
B2 and B3, respectively along the PF, each solution candidate can accommodate a higher 
room IT load, up to the maximum of 160 kW, at the “cost” of higher cooling power. The 
infeasible region below and to the left the PF represents the solution candidates that violate 
the rack inlet air temperature constraint. For all three scenarios, the region above and to the 
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right of PF is comprised of sub-optimal solutions, i.e. solution candidates that satisfy all 
the constraints but consume more cooling power than the minimum required for a given 







Figure 55 - (a) Pareto Front for Static Optimization with Room Level IT Load (b) - 
Pareto Front for Static Optimization with Row Level IT Load Distribution (c) -





Table 14 shows the cooling costs associated with these three load distribution 
scenarios. The cooling power consumption is lowest for scenario 3 with rack-level IT load 
distribution, and highest for scenario 1 with room-level IT load for the same overall room-
level IT load of 160 kW. 
Table 14- Cooling Cost for Static Optimization Scenarios; Room IT Load =160kW 
Scenario Cooling Cost (kW) 
Total Room IT Load 
(kW) 
Room-Level IT Load 45 160 
Row-Level IT Load 
Distribution 
44.5 160 
Rack-Level IT Load 
Distribution 
39 160 
The optimization set-points determined using GA for the case when total room IT 
load is 160 kW and the rack-level IT load distribution is employed were implemented in 
the data center room to obtain the corresponding steady-state rack inlet air temperatures at 
all sensor locations (Fig. 56). The parameters implemented are - 
 , 2 3 4 5 1 2 3 4 5, , , , , , , , , , {90,26.6,1,1,1,0.9,1,1,1,1,1}CRAC a ret A A A A B B B B BN T LF LF LF LF LF LF LF LF LF  . The 




Figure 56 - Rack Inlet Air Temperature Distribution for Static Optimization based 
on Rack 
Multiple optimization runs were conducted where the room-level maximum 
required computational capacity was varied from 40 kW to 160 kW in steps of 20 kW for 
the three IT load distribution scenarios. Fig. 57 shows the cooling cost as a function of 
room-level IT load for all three load distribution scenarios. It can be seen that for any given 
room-level IT load, optimization involving rack-level IT load distribution gives the 
minimum cooling power consumption.  Moreover, the savings in cooling power 
consumption are especially significant when the IT load in the room is much lower than 
the full load capacity. Hence, controlling the distribution of IT loads at the individual rack 
level, namely scenario 3, provides greater flexibility and precision in accommodating the 
required computational load (without violating temperature constraints) compared to the 
other two IT load distribution scenarios. This level of granularity makes it possible to 
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distribute computational loads while accounting for spatial variations in temperature and 
airflow within the data center.  
It should be noted that optimization with rack-level IT load distribution involves a 
larger number of optimization variables and thus larger population sizes and longer 
computational times (see Table 15). However, the increase in computational time is non-
critical for static optimization because this type of optimization is static.  At the highest 
load of 160 kW, all the racks are running at full capacity (LF = 1), and as such static 
optimizations of any of the three IT load distribution scenarios yield almost the same values 
for cooling set-points.  
 
 
Figure 57 – Cooling Power Consumption as a Function of Room IT Load for 
Different IT-Load Distribution Schemes 
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Table 15 – Computational Time for Static Optimization Scenarios 
Scenario Average Computational Time Required (s) 
Room-Level IT Load 12.3 
Row-Level IT Load Distribution 23.2 
Rack-Level IT Load Distribution  60.2 
-The computational time reported for each scenario is an average over five 
optimization runs  
-All optimization is run on a machine with 32 Gb RAM and Intel© Xeon© CPU 
2.60GHz 
6.1.2 Quasi-static Optimization 
In reality, the IT workload in data centers varies over time. Static set-points for the 
cooling infrastructure based on the maximum room IT load capacity therefore lead to 
conservative operation and over-cooling.  A survey in 2013 indicated that 90% of data 
centers operate at temperatures under the set-point of 24 C, suggesting that they are 
overcooled and wasting energy [4].  Implementation of quasi-static actuation of cooling 
infrastructure based on results obtained from GA based optimization is described next.  
6.1.2.1 Optimization Problem Formulation – Quasi-Static Optimization 
Fig. 58 shows the quasi-static optimization case considered where ,a retT  and CRACN  
are the optimization variables. The objective of optimization framework in this study is to 
minimize the cooling power consumption of the data center room while the rack inlet 
temperature limits are the constraints. As in the case of static optimization, the ANN-based 
model is used to predict rack inlet air temperatures. The component restrictions and 
operational bounds for the CRAC unit are also been included in this formulation as shown 




Figure 58 – Quasi-Static Optimization Problem Formulation 
The quasi-static optimization framework was implemented in the data center for a 
duration of 7.5 h (= 450 min) where a step change in the IT load was applied every 30 min. 
Latin Hypercube Sampling (LHS), a statistical method for generating a near-random 
sample of parameter values, was employed to generate the room IT load profile depicted 
in Fig. 59. It should be noted that row-level IT load distribution was considered while 
generating the IT load profile so that all the racks in a given row have the same rowLF . The 
length of the control cycle was determined by conducting tests to determine “thermal time 
constant” for the Data Center Laboratory, i.e., the time required for rack inlet temperatures 




Figure 59 - Room IT Load Profile for Quasi-Static Optimization Test Case 
The CRAC unit employed in this study operates on return-air temperature control.  
Three different cases based on different methods for controlling the cooling set-
points were considered:  1) GA-Based Optimization of Cooling Set-Points; 2) Constant 
Cooling Set-Point with CRAC Return Air Temperature Control; and 3) Constant Cooling 
Set-Points with No CRAC Return Air Temperature Control. For cases 2 and 3 the cooling 
set-points ,( , )CRAC a retN T were determined on the basis of the maximum IT load capacity of 
the room (= 165 kW) for the room, and kept constant through-out the experiment.  The 
CRAC blower speed ( )CRACN  was determined so that ASHRAE (American Society of 
Heating Refrigeration and Air-Conditioning Engineers) specifications [2] for supplying 
125 CFM/kW of cooling air were satisfied, while the return air temperature set-point 
,( )a retT  was selected to satisfy rack inlet air temperature constraints.  For case 2, the built-
in return air temperature control for the CRAC unit was active, and controlled the CRAC 
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supply air temperature based on the room IT load and cooling airflow supplied. Case 3 
represents the scenario with no temperature control of the CRAC unit where both the 
CRAC return and supply temperature are held constant; the CRAC supply air temperature 
was determined by a thermal balance of the data center room. For the GA-based quasi-
static optimization framework developed here, the cooling set-points were determined and 
implemented at the beginning of every control cycle (i.e., every 30 min). Table 16 
summarizes these three cases and gives the constant cooling set-points for cases 2 and 3.  
Table 16 – Test Cases for Quasi-Static Optimization 
No. Case 
Cooling Set-Points 
,( , )CRAC ret aN T  
CRAC Supply 
Temperature 
sup,( )aT  
1. GA-Based Optimization 
of Cooling Set-Points 
-Different for each control 
cycle 
-Varying to maintain 
the return air 
temperature set-point 
2. Constant Cooling Set-
Point with CRAC 
Return Air Temperature 
Control 
-Constant for entire test 
duration 
,( 100%; 22 )CRAC ret aN T C     
-Varying to maintain 
the return air 
temperature set-point 
3. Constant Cooling Set-
Points with No CRAC 
Return Air Temperature 
Control 
Constant for entire test 
duration 
,( 100%; 22 )CRAC ret aN T C    
Constant for entire test 
duration 
sup,( 12 )aT C    
The test run implementing the load profile in Fig. 59 was conducted for two cases, 
namely GA-based optimization of cooling set-points and Constant Cooling Set-points with 
CRAC return air temperature control. The third case was not experimentally implemented 
due to constraints posed by the control system of the actual CRAC unit; the associated 





6.1.2.2 Results – Quasi-Static Optimization 
The rack inlet temperatures for all nine racks (four temperature points for each rack:  
cf.  Fig. 30, Chapter 3) were monitored throughout the experiment for both cases. Figure 
60 plots the maximum rack inlet temperature as a function of time. It can be seen that the 
maximum rack inlet temperature remains at or under the prescribed rack inlet temperature 
threshold of 30 C for both cases, i.e., when the cooling set-points are determined using 
developed GA-based optimization, and the case with constant cooling set-points and 
CRAC return air temperature control. The maximum rack inlet temperature when using 
constant cooling set-points is lower than that with GA-based cooling set points at all times 




Figure 60 - Maximum Rack Inlet Temperature as a Function of Time for Case 1 
(GA-Based Optimization) and Case 2 (Constant Cooling Set-Points with CRAC 
Return Air Temperature Control) 
 
The cooling power consumption for each of the three cases, estimated using the 
procedure detailed in Chapter 5, is presented in Fig. 61.  The cooling power consumption 
is lowest with GA-based optimization for each control cycle. The two factors contributing 
to this reduction in power consumption for the GA-based optimization framework (vs. 
using constant set-points with CRAC return control) are a lower CRAC blower speed (and 
therefore lower CRAC blower power consumption), and a higher return air temperature 
set-point (and therefore higher COP for chiller vapor compression cycle). It can be seen in 
Fig. 61 that the difference in cooling power consumption is not very high when the heat 
load in the room in very high. It was observed that the cooling set-points determined by 
the GA-based optimization depended on the two row-level load factors, namely 
A
LF  and 
B
LF , in addition to the overall room IT load. Specifically, for the same IT load, a higher 
load factor for row B, BLF , resulted in more conservative set-points to satisfy the 
temperature constraints.  So the GA-based optimization gives higher energy savings 
compared with case 2 when the load is distributed such that A BLF LF . The cooling 
power consumption for the case with constant cooling set-points and no return air control 
(case 3) is constant over the entire test run, as shown by the dashed line. It should be noted 
that case 3 essentially represents a situation with a constant CRAC supply temperature of 
11 C, a very conservative set-point. Table 17 compares the cooling energy consumption 
for all three cases for the test run lasting 7.5 h. For this test run, the cooling energy 
consumed by the GA-based optimization framework was half that of case with cooling set-
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points with no return temperature control (case 3) and 20% lower than the case with 
constant cooling set-points and return temperature control (case 2). 
 
Figure 61 - Cooling Power Consumption as a Function of Time for Case 1 (GA-
Based Optimization), Case 2 (Constant Cooling Set-Points with CRAC Return Air 
Temperature Control) and Case 3 (Constant Cooling Set-Points with No CRAC 
Return Air Temperature Control 
 
Table 17 – Comparison of Cooling Energy Consumption for Test of 7.5 hours 
No. 
Case 
Cooling Energy Consumption 
for test run of 7.5 hours (kWh)  
1. GA-Based Optimization of Cooling Set-Points 216 
2. Constant Cooling Set-Point with CRAC Return 
Air Temperature Control 
263 
3. Constant Cooling Set-Points with No CRAC 
Return Air Temperature Control 
457.5 
6.2 Summary 
This work developed both static and quasi-static GA-based frameworks for 
optimizing the cooling energy consumed by a data center.  Rapid predictions of rack inlet 
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temperatures and cooling power consumption, which are key components of the 
optimization framework, are obtained by employing an ANN-based data driven and 
thermodynamics-based models, respectively.  
The multi-objective, static GA-based optimization framework was developed to 
determine optimum IT load distributions and cooling set-points to minimize cooling power 
while maximizing the IT load in the room. Three levels of IT load distributions were 
considered:  Room-Level IT Load, Row-Level IT Load Distribution and Rack-Level IT 
Load Distribution.  The results show that Rack-Level IT Load Distribution, which offers 
the greatest flexibility and control, had the lowest cooling power consumption for any value 
of total IT load in the data center room. 
The objective of the quasi-static optimization framework was to minimize cooling 
power consumption for data center operation while staying within temperature limits. The 
framework was implemented for a test run of 7.5 h where the IT load was varied in a pre-
determined manner every 30 min and new cooling set-points determined by GA-based 
optimization were applied. The results were compared to cases where the cooling set-
points, determined based on the maximum IT load capacity of the room, are held constant 
either with or without CRAC return temperature control. The GA-based optimization 
approach reduces cooling energy consumption by 20% compared with the case of constant 
cooling set-point and active return air temperature control, and by 52% compared with the 
case of constant cooling set-point with no return air temperature control.  
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CHAPTER 7. CONCLUDING REMARKS 
As stated at the outset, the goal of this Ph.D. thesis was the development of an 
overall framework for cooling energy optimization in data centers (see Fig. 62). Different 
chapters of this dissertation have detailed development and implementation of key 
components of this overall framework.   
 
Figure 62 - Framework for Data Center Cooling Energy Optimization 
Chapter 2 presents development of an experimentally validated room-level CFD 
model for the Data Center Laboratory at Georgia Tech. The model was developed using 
the finite-volume software package Future Facilities 6SigmaDCX, employing a pressure-
based solver.  The average overall discrepancy between the numerical predictions and 
experimental measurements was found to be less than 4% for total tile flow rate and less 
than 1.7 C for rack inlet temperature. Parametric simulations conducted using this physics-
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based numerical models were further used to generate training datasets for data driven 
modeling frameworks explored in this thesis. 
Chapters 3 and 4 explore and compare the performance of four data driven 
modeling approaches capable of running in near real-time and therefore can be 
incorporated in the overall optimization framework. DDMs are particularly suitable for 
modeling data centers, given the non-linear nature of thermal transport, complexity of 
system operations and large number of associated metrics. Each of the four methods, 
namely Artificial Neural Networks (ANN), Support Vector Regression (SVR), Gaussian 
Process Regression (GPR) and Proper Orthogonal Decomposition (POD), possess 
distinctive features and attributes and were thus selected to gain a better understanding of 
the relative merits of each method as applied to data center thermal modelling. 
The data used for training and analysis were obtained by performing 300 offline 
numerical simulations using CFD model developed in Chapter 2. For steady-state 
modeling, the multidimensional input parameter space for the simulations consisted of the 
computer room air conditioner (CRAC) blower speed ( )CRACN , the CRAC return air 
temperature set-point ,( )a retT , and the information technology (IT) load distribution for the 
racks ( ; where, = )room room racksQ Q Q , while rack inlet air temperature rack inlet( )T was the 
predicted variable. The transient model, which considers a cooling failure scenario, 
predicts the rack inlet temperature rack inlet( )T  as a function of time (t), which is the only 
independent input parameter. 
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The performance of the four data driven models was evaluated based on the 
absolute mean error for interpolation and extrapolation, and the adaptability of the models 
to changes in the physical domain (data center room) configuration. For the steady-state 
case study, the predictions for ANN, SVR and GPR models were in good agreement with 
CFD/HT simulations, with the GPR model having the smallest overall average prediction 
error of 0.6 °C in rack inlet air temperature, corresponding to a relative error of 2.7% with 
respect to rack inlet temperature measured in °C.  Interestingly, the prediction error in rack 
inlet temperatures for all the models was found to increase with altitude, i.e., vertical 
distance from the floor. This was attributed to under-provisioning and recirculation effects 
that are not entirely captured by these models. For the transient case study, the interpolative 
prediction error for all the models is very low (< 0.3 °C); however, the extrapolative 
prediction errors were much greater, and appear to be directly proportional to the (here, 
temporal) “distance” from the interrogation point to the input parameter space. 
In data driven modeling, generating the training data set is the most time-consuming 
component.  It is therefore critical to determine the minimum size of the training data set 
required to develop a model with reasonable fidelity.  As such, the impact of the size of the 
training data set on prediction accuracy was also compared for the four models. The GPR 
model was found to have the best accuracy for smaller training data sets compared with 
the other models, with an average prediction error for rack inlet temperatures < 1 °C when 
trained on only 50 simulations.  
Another contribution of this dissertation is the development of a cooling energy 
estimation model as detailed in Chapter 5. Thermodynamic analysis of various components 
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was carried out to develop a relationship between the operational state of a data center and 
overall power consumed by cooling infrastructure corresponding to the operational state. 
Finally, Chapter 6 presents the development of a GA-based static and quasi-static 
optimization method and the integration of all the aforementioned components (DDM, 
cooling energy estimation model and optimization model) in one holistic framework. The 
static optimization problem considered informs IT load distribution and cooling set-points 
in the data center room to simultaneously optimize two objectives:  1) minimize cooling 
power consumption, and 2) maximize IT load. Three optimization scenarios, Room-Level 
IT Load, Row-Level IT Load Distribution and Rack-Level IT Load Distribution, that 
consider IT load distributions at different spatial resolutions, are considered. Results for all 
three scenarios in the form of non-dominant solution series, i.e., the Pareto-Front (PF), 
were presented. Tests were conducted to compare the minimum cooling power required 
corresponding to the three IT load distribution scenarios when the overall load in the data 
center is varied from 40 kW to 160 kW. For any given IT load, the results suggest that 
optimization employing rack-level IT load distribution minimizes cooling power. 
A quasi-static framework that aims to optimize cooling power consumption in the 
data center during operation was also developed. For a given IT workload distribution, the 
framework determines most energy efficient set-points for the cooling infrastructure while 
preventing temperature overshoots. The framework was implemented for a test run of 7.5 
hours with a step change in room IT load every 30 minutes. The results are compared to a 
baseline operation case where the CRAC set-points are kept fixed with active CRAC return 
air temperature control and a case where the set-points are constant with no active CRAC 
return air temperature control. The results indicate that the developed framework can 
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reduce cooling energy consumption by 18% compared to the case with constant cooling 
set-points with return air temperature control, and by 52% compared to the case with 
constant cooling set-points and no return air temperature control. For the Data Center 
Laboratory at Georgia Tech a reduction in cooling power consumption by 18% annually 
would translate to a saving of approximately $7000 in electricity cost per year. 
Depending on their physical size, data centers are classified into many categories 
ranging from closet level to hyperscale data centers [10]. Based on this classification, the 
Data Center Laboratory at Georgia Tech would be considered a ‘Server-Room’. Consider 
instead a mid-tier data center (size: 2000-19,999 ft2) with 100 racks, each with a power 
density of 12 kW, and thus a total IT power consumption of 1200 kW for the entire facility. 
According to The United States Data Center Energy Usage Report [10], the average 
cooling PUE (equation 7.1 ) mid-tier data centers PUEcooling = 0.9, where: 
 Cooling Energy Consumption
IT Equipment Energy
coolingPUE   (7.1) 
Assuming that the facility runs continuously with an average utilization of 70% the 
annual cooling energy consumption for this mid-tier data center would be ~6.7 million 
kWh. Implementing the developed optimization framework and assuming that only a 10% 
reduction in cooling power consumption can be realized, the saving in electricity costs for 
this facility would be $80,000 per annum. Note that the savings in electricity costs would 





7.1 Implications and Discussion 
This thesis presented an overall framework for cooling energy optimization in data 
centers (see Fig. 62) and demonstrated its application to the Data Center Laboratory at 
Georgia Tech. This framework, with some modifications, can be employed to optimize 
operation and minimize cooling energy consumption for other facilities. This section 
details how each component of the developed framework can be adapted when considering 
a new facility and factors that would need to be considered. 
7.1.1 Data Generation 
In this work training data for data driven modeling were generated by conducting 
parametric CFD simulations. Depending on the configuration of facility under 
consideration, the availability of external and on-board sensors in the data center and the 
number of input/output parameters considered for modeling, training data can be generated 
instead by conducting parametric experimental tests or a combination of CFD/HT 
simulations and experimental measurements. 
7.1.2 Data Driven Modeling (Thermal Model) 
This work compared the performance of four data driven models for steady state 
and transient prediction. As mentioned in Chapter 4, each of the modeling frameworks 
offer specific advantages and an appropriate model can be selected based on the data center 
size/configuration as well as the size of the available training dataset. 
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Another important aspect to be considered is the desired/acceptable accuracy of the 
data driven model developed. As indicated in static and quasi-static optimization 
formulations (Figs. 54 and 58), the average error in rack inlet temperature prediction 
(𝜀𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛) is accounted for when enforcing the prescribed temperature threshold as a 
constraint function. Thus, for a greater prediction error in rack inlet temperature, a more 
conservative cooling set-point will be determined by the optimization framework to satisfy 
the constraints. This reduces the energy savings that could potentially be achieved 
compared with the case when a thermal model with higher prediction accuracy is used. It 
has been estimated that for every 0.5 ℃ decrease in temperature set-point, the cooling 
power consumption increases by 1-2.5%. For the mid-tier data center facility (100 racks) 
described earlier, a conservative temperature set-point would thus increase electricity costs 
by $20,000 each year.  Moreover, this amount does not include the increase in the 
electricity consumed by the blower, which is proportional to the cube of the blower speed 
set-point.  These factors will both significantly increase the operation costs for a data center 
facility. 
One of the challenges that needs to be considered when employing data driven 
models for thermal modelling in data centers is the scalability of a developed model to a 
larger facility with a similar physical configuration. An approach to tackle this could be to 
construct an appropriate zonal model which acts as a building block. Multiple such zonal 
models could be “stitched” together to construct a model for a large facility.  An important 
aspect would be treatment of interfaces between adjacent zonal models. One possible 
option for interface treatment would be to experimentally measure boundary conditions at 




7.1.3 Cooling Power Consumption Model 
The cooling power consumption model presented in Chapter 5 takes into account 
specific details of cooling system at the Data Center Laboratory at Georgia Tech. However, 
models to estimate cooling power can be developed for any air-cooled facility by tracing 
heat flow from data center room (source) to the ambient (sink) and conducting 
thermodynamic analysis for the involved components. When available, experimental 
measurements for power consumed can be used to validate the model developed.  
7.1.4 Optimization Framework 
Formulation of optimization problem is closely linked to the objective function 
(here, cooling power consumption model) and constraint function (here, thermal model for 
rack inlet air temperature prediction). In case a data driven thermal model is employed, the 
number of optimization variables considered in a GA based optimization would be less 
than or equal to number of input parameters considered while training the model. The 
number of optimization variables in turn would dictate the ideal population size for every 
generation as well as the computation time required to solve the optimization problem.   
7.2 Recommendations and Future Work 
This thesis has demonstrated an overall framework for cooling energy optimization 
in data centers. This research has suggested a few complementary research areas as well as 
topics whose further study could enhance the impact of this work as described below: 
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 The quasi-static optimization framework in this research employed the 
return air temperature as a cooling set-point (and optimization variable), 
largely due to constraints posed by design of the CRAC units in the data 
center lab.  It may therefore be worth considering the CRAC supply air 
temperature or rack inlet temperature itself as a cooling set-point 
(optimization variable). This would require configuration changes, 
including replacing the feedback logic of the on-board controller (PID), for 
the CRAC unit.   
 The adaptability of data driven models to physical configuration changes is 
limited due to assumptions inherent to the modelling framework. This in 
turn limits the generalized applicability of a given model (in its original 
form) across data centers with different configurations. An approach which 
would include physical configuration attributes, e.g. the number of aisles in 
the data center, number of racks in an aisle, type of servers, relative position 
of cooling units etc., as input parameters for training the data driven models 
could potentially address this issue to a certain extent. Data can be collected 
from a large number of data centers with varying configurations and used 
to train data driven models. 
 The framework developed and presented in this dissertation aims at 
controlling cooling infrastructure to minimize cooling energy consumption 
in data center operation. Another approach to minimize energy usage is the 
development of “thermally-aware” frameworks for IT workload 
distribution and migration. Combining these two approaches into an 
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integrated optimization platform could further improve the energy 
efficiency of data centers. 
 Free air cooling /outside air economization should be considered and 
integrated with the developed framework to minimize cooling power 








APPENDIX A: DETAILS OF LAB EQUIPMENT AND 
MEASUREMENT TOOLS 
A.1 Lab Equipment Configuration: 
Table A1: Equipment Configuration 
Equipment Details 
PDU Liebert  PPA225C, Capacity-225kVA 
CRAC Liebert FH740C, Capacity- 60 Ton 
Rack Configuration -  
(a) A1 Networking Cabinet 
(b) A2 IBM Blade Center, Capacity – 30.9 kW 
(c) A3 Server Simulator, Capacity – 21 kW 
(d) A4 IBM xSeries 335, Capacity -  14.35kW 
(e) A5 HP Proliant 360, Capacity – 16.35 kW 
(f) B1 Dell PowerEdge 2850, Half filled (11 servers), Capacity – 
7.7kW 
(g) B2 IBM xSeries 335, Capacity – 14.35 kW 
(h) B3 IBM xSeries 335, Capacity – 14.35 kW 
(i) B4 HP Proliant 360, Capacity - 18.45 kW 




A.2   Experimental Measurement Tools 
A.2.1 Tile Airflow Rate Measurement Tool 
 




A.2.2 Rack Airflow Rate Measurement Tool 
 







A.2.3 Rack Inlet Air Temperature Measurement Tool 
 
Figure A3 - Rack Inlet Air Temperature Measurement 
 
Reference: J. Athavale, Y. Joshi, M. Yoda, and W. Phelps, "Impact of Active Tiles on Data 
Center Flow and Temperature Distribution," in 15th IEEE Intersociety Conference on 
Thermal and Thermomechanical Phenomena in Electronic Systems (ITherm), pp. 1162-
1171.(2016) 
APPENDIX B: IMPACT OF ACTIVE TILES ON DATA CENTER 
FLOW AND TEMPERATURE DISTRIBUTION 
 
Localized hot spots pose a major problem for data center thermal management. At 
present, most centers respond to hot spots by increasing the server fan speed to provide 
more cold air at the location of the hot spot.  In an attempt to make sure that each server 
operates under temperature thresholds many servers are over-cooled. Thus, ensuring that 
cold air is available everywhere at all times requires over-provisioning the data center.   
Conversely, a lack of cold air causes recirculation of warm room air, making the hot spot 
worse.  The desirable approach is instead to provide additional cold air only where and 
when required, and avoid overcooling the entire data center. 
Active tiles with integrated fans increase the local volume flowrate by redistributing 
the cold air supplied by the CRAC (computer room air conditioning) to the underfloor 
plenum. The objective of this work is to determine whether active tiles can be used to 
efficiently and economically eliminate hot spots in data centers. Experiments were 
conducted to determine air flow and temperature distributions, as a function of the CRAC 
unit blower and active tile fan speeds, for both a single tile/rack combination and a 
complete aisle populated with active tiles. The physical configuration of the data center 
room is described in Chapter 2 (Figs. 10 and 11). The results were compared with those for 
passive (generic) tiles with similar effective porosity. Cross-correlation factors 
representing the effect of active tile on adjacent tiles are presented, and the power 
consumed by the active tiles in terms of W/m3 air at the tile outlet is compared with that 
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for passive tiles. The results indicate that the power consumption per unit air flow can be 
reduced by using a full aisle of active tiles.  
Based on the experimental observations, a control framework that uses the active 
tile fan speed as a process variable to provide the air flowrate required to cool the hot spot, 
while reducing power consumption by the server fan, and hence the energy consumed by 
the data center can be designed. 
B.1 Introduction 
Thermal management of data centers remains a challenge because of ever-
increasing power density and ever-smaller server footprints.  These trends mean that the 
fraction of total power required to cool a data center and ensure that all the servers remain 
within the prescribed temperature limits, continues to increase. Indeed, as much as 50% of 
the total energy consumed by data centers at present is used for cooling. It is therefore 
essential to develop improved cooling schemes that can reduce energy consumption 
without compromising server reliability. 
Figure B1 illustrates the different cold air flow paths used to cool the IT equipment 
in the data center. The tile and server air flow rates are related to the different data center 
parameters as described in equations (B.1) and (B.2). 
 
( ,  ,  )tile CRACV f N Spatial Location Tile Configuration  
(B.1) 
 





Figure B1 – Data Center Operation 
An imbalance between these two flow rates leads to undesirable phenomena such 
as recirculation, bypass and leakage, as depicted in the Fig. B1. The global conditions of 
the data center can be altered by manipulating the CRAC set-point temperature, mass flow 
rate of cold air being supplied to the room, and overall heat load for the room. The local 
conditions in a particular section of the rack depend on the amount of cold air available at 
that location, corresponding server fan speed and power consumption for the particular 
server or group of servers. Controlling both the global and local conditions is required to 
ensure reliable operation, and hence the cooling strategy should be optimized and 
controlled at both levels. 
The idea of dynamically and locally allocating cooling resources as required was 
suggested and implemented by Patel et al. [55, 56]. They computed regions of influence 
for the CRAC units within a data center, and modulated the set-points for the units based 
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on local data gathered from the corresponding regions resulting in lower energy 
consumption and improved use of the critical data center space. Although this control 
architecture ensured that the cooling needs of smaller sections within a data center were 
sensed and met individually, it was inefficient at even smaller, i.e., the individual rack or 
server, scales.  
There are two requirements to optimally provision individual servers or a group of 
few servers with cold air: first, there must be enough cold air available, and second, this 
cold air delivered by the floor tiles must be drawn in by the server fans at the location of 
the servers. Traditionally, server fans have been designed so that they have a sharp step 
response in their rotation rate when the front face temperature exceeds a preset threshold 
value [2, 129]. Such a coarse discrete response is neither optimal in terms of energy 
efficiency nor providing adjustable cooling. Wang et al. [51] designed a multi input multi 
output MIMO controller to proactively tune the server fan speed based on server 
temperature. Their results indicate that using optimal control can give finer and more 
sensitive temperature control, while decreasing the server fan power consumption by 20% 
compared with standard server fan control.  
Ensuring that cold air is available when and where it is required without 
overcooling the whole data center space requires controlling the distribution and supply of 
cold air from the CRAC units. Boucher et al. [61] conducted experiments varying 
parameters such as the CRAC supply temperature, blower speed and tile vent opening to 
determine their effects on data center behavior. They reported that varying the opening and 
relative position of the tile vents had a predictable effect on the local rack inlet temperature 
and could therefore potentially be used for local cooling control. A control algorithm based 
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on modulating the vent tile openings was designed and implemented by Beitelman et al. 
[49]. An online model estimator and adaptive MIMO controller were used to estimate the 
rack inlet temperature, and change the vent openings to maintain the inlet temperature 
below a prescribed threshold. The results demonstrated that adaptive vent tiles could be 
used to fine tune the local temperature and optimize air flow distribution. 
Active floor tiles are porous, with integrated fans, as shown in Fig. B2 [77]. In order 
to understand how and whether they can be used to dynamically and locally allocate 
cooling in a data center, experiments were performed on a single active tile and rack, as 
well as a complete cold aisle populated by active tiles. Additional experiments to quantify 
cross-correlation factors for active tiles were also conducted and the results are presented 
below.   
 
Figure B2 – Active Tile 
B.2 Active Tile Porosity Characterization 
Before comparing our results with those for passive tiles of a similar porosity, 
experiments were conducted to determine the effective porosity of active tiles. For the 
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turbulent flows characteristic of data centers (𝑅𝑒 > 104), the pressure loss across a 
restriction is proportional to the specific kinetic energy of the air flow; the constant of 
proportionality is called the pressure loss factor (
2( / 2)p K V   ) [9, 10].The difference 
between the plenum and room pressures can then be written in terms of this loss coefficient 
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Assuming that the pressure difference between the plenum and the room pressures 


















where the subscripts p and a denote passive and active tiles, respectively. The flow rates 
through both types of tiles were obtained by consecutive measurements at the same location 
by switching tiles; the fans on the active tile fans were off during the measurement. We 
compute 
 coeff a
K using the manufacturer’s value for 
 coeff p
K  and measured tile flow rates in 
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 (B.5) 
These calculations gave an active tile porosity of 27%. This porosity was confirmed by 
several measurements obtained for a range of CRAC blower speeds and tile locations. 
 
 
Figure B3 - Tile Flow Rate Comparison for Active Tile and Passive Tile with 
Porosity =27% 
 
Figure B3 shows the tile flow rate for passive and unpowered active tiles having 
the same porosity and measurement location as a function of CRAC blower speed. The tile 
flow rate is approximately the same for both types of tiles. All the passive tiles considered 




B.3 Experimental Results and Discussion 
B.3.1 Results for Single Active Tile and Rack Configuration 
For the experiments in this section, only one (out of a total of ten) was an active 
tile, and the rest were passive tiles. A server simulator was used to model a rack next to the 
active tile since the server fan speed and thus the rack air flow rate should remain constant 
throughout the experiments. Figure B4 shows the relative location of the active tile and 
server simulator in the room.  
 
Figure B4 – Location of Server Simulator and Active Tile (A3) 
To non-intrusively control the speed of active tiles, the active tiles were 
programmed to respond to a voltage input provided by National Instruments NI-FP1601 
controller and a voltage power supply unit. The communication signals to the controller 
were sent via wireless network so that the active tile fan speed could be controlled from a 
location outside the data center room. The voltage output of the NI-FP1601 is connected 
to the SH-200 terminal which communicates directly with the active tiles. The active tile 
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speed varies from 10% to100% of the maximum rotational speed as the voltage signal 
varies from 1 to 10V. Only one CRAC unit was used in these experiments, as shown in 
Fig. B4. For these experiments CRAC supply temperature and server simulator heat load 
were kept constant at 15.5℃ and 8 kW respectively.  
Three different experiments were conducted to study the effect of a single active 
tile as follows: 
B.3.1.1 Tile Air Flow Rate Results 
In the first set of experiments, the tile flow rate was measured as a function of the 
CRAC blower speed and active tile fan speed, which were varied independently. A grid of 
16 thermal anemometers, as shown in Fig. A1 in Appendix A, was used to measure the air 
velocity. The air flow rate was then the product of the grid area and the average velocity 
over these 16 readings [78].The tool has an uncertainty of+-5% for air velocity 
measurement as specified by the manufacturer and confirmed using hand held anemometer. 
Figure B5 shows the flow rate data as a function of the active tile fan speed, where different 
curves correspond to different CRAC blower speeds. In this figure, an active tile fan speed 
of 0% corresponds to the case of passive tiles, which are used as the baseline to estimate 
the increase in tile flow rate. The tile flow rate increases monotonically with active tile fan 
speed, as well as with CRAC blower speed. However, the actual increase in the tile flow 
rate over the baseline case decreases as the CRAC speed is increased. Indeed, the curve at 
the lowest CRAC blower speed has the greatest increment in flow rate (along Y axis) as 
active tile speed goes from 0 to 100%. This behavior can be explained by the fact that it is 
difficult for the relatively small active fans to modify the high plenum pressures which 
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appear at high CRAC blower speeds. This suggests that active tiles will have the greatest 
effect in regions of low plenum pressure areas or at low CRAC blower speeds. 
 
Figure B5 - Tile Air Flow Rate vs. Active Tile Fan Speed for Different CRAC Blower 
Speed 
B.3.1.2 Rack Air Flow Rate Results 
As stated previously, the flow rate through a rack depends only on the server fan 
speed. This dependence was validated by measuring and comparing the flow rates through 
the rack for two cases:  1) Varying the active tile fan speed while keeping the server fan 
speed constant, thereby supplying increasing amounts of air; and 2) Increasing the server 
fan speed while keeping a constant active tile fan speed. The device used to measure the 
rack flow rate, shown in Fig. A2 [77] in Appendix A, consists of an array of 45 thermal 
anemometers perpendicular to the flow placed at the back of the rack, with a cloth shield 
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to direct the flow through the sensor array. The measurements of rack flow rate have an 
uncertainty of 10% which has been determined by making calorimetric measurements.  
As seen in Figs. B6 (a) and B6 (b)the rack flow rate is a function of server fan speed 
only and is independent of the active tile fan speed and therefore the amount of air supplied.  
So, for an under-provisioned data center the deficit in cold air would lead to the server fans 
drawing in hot air from the room. However, supplying additional cold air to maintain 
appropriate server temperatures will not be useful if the server fans do not run at a speed 
that would draw in this air. This demonstrates the importance of supplying exactly the 




Figure B6- (a) Rack Flow Rate vs. Active Tile Fan Speed for Server Fan Setting (b) 
Rack Flow Rate vs Server Fan Setting 
B.3.1.3 Rack Inlet Temperature 
The third set of experiments on the single active tile configuration measured the 





server simulator corresponded to an air flow rate from the data center room of 0.67m3/s. 
Three different scenarios were considered, corresponding to whether the server simulator 
is under, correctly, or over-provisioned using a single active tile.  The results were 
compared with a baseline case using only passive tiles, as summarized in Table B1. 
Table B1: Test Cases for Rack Inlet Temperature Study 
Case 
Number 






Active tile fan speed 
=40% 
 




Active tile fan speed 
=77% 
 
0.67 ~ required flow rate 
3. Over-
provisioned 
Active tile fan speed 
=100% 
0.85 25% more than 
required 
4. Baseline Passive 
 
0.33 - 
Figure B7 presents temperature distributions and area-averaged temperatures over 
the front face of the server simulator for these four cases. The temperature profiles were 
obtained using a grid of 108 T-type thermocouples with a measurement uncertainty of 
±0.5℃ and bilinear spatial interpolation between the measurement points. The average 
temperature over the front face decreases as the active tile fan speed increases. In the case 
with only passive tiles and the under-provisioned case there are high-temperature regions 
at the top of the rack that are absent in the cases when the server simulator is exactly and 
over provisioned using the active tile. From the tile flow rate measurements, the highest 
flow rate that can be obtained using passive tiles is 0.49 m3/s when the CRAC is running 
at 100% (see figure B5), which is a much lower flow rate than that required by the rack in 
this instance. Table B2 presents a comparison of power consumption for the cases 
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examined and the case using only passive tiles for the CRAC running at 100%. Note that 
total power consumption in case of active tile includes the power consumed by the tile in 
addition to the power consumed by the CRAC unit. 
 
Figure B7 - Front face and Area Average Temperature for Server Simulator 
















Active tile fan speed =77% 




Active tile fan speed =100% 










CRAC speed =100% 3,000 
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Although the power consumed in case 5 is much higher than that of the exactly-
provisioned case, the passive tiles still cannot provide the cold air flow rate required to cool 
the server This suggests that a rack with high heat load can be supplied with the required 
air flow rate much more efficiently using a combination of an active tile and CRAC unit.  
Since CRAC blowers supply air to the entire data center, increasing the blower speed would 
increase the flow rate at all the tile locations, instead of at the specific servers with high 
heat loads.  Increasing the blower speed will therefore likely over-cool the regions with 
lower heat loads, while under-cooling the regions with higher heat loads.   
B.3.2 Results for Complete Aisle of Active Tiles 
This section describes and compares experiments on an entire aisle of tiles, both 
active and passive. The data center space is the same as that for the previous set of 
experiments, except that all ten tiles are either active or passive. The tiles are numbered as 
shown in Fig. B4. Only one tile is directly connected to the controller; the remaining 9 are 
connected serially to control their fan speeds. The voltage control for changing the tile fan 
speed is implemented in pairs (e.g. Tiles (A1&B1), (A2&B2), etc.) to ensure that both the 
tiles in a pair will have the same fan speed independent of the other (pairs of) tiles. Only 
one CRAC unit was used in the following experiments, as shown in Fig. B4, and the CRAC 
supply temperature was set to 15.5℃. Three different studies were conducted for the entire 
aisle of tiles as follows. 
B.3.2.1 Tile Air Flow Rate and Plenum Pressure Measurements 
The flow rate through individual tiles was examined as a function of CRAC blower 
speed and the active tile fan speed. The tile flow rates, measured by the thermal 
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anemometer array (see Fig. A1) are presented in Fig. B8. Figure B8(a) shows tile flow rate 
as a function of tile location at different CRAC blower speeds for the case where the aisle 
is populated by passive tiles. Figure B8 (b) shows a similar plot for the case where the aisle 
is populated by all active tiles, except that the different curves now represent different 
active tile fan speeds and the CRAC blower speed is set at a constant 40% of maximum. 
The figures show that the tile flow is a unique function of the tile location in the data center 
space, and that the flow rate through a tile increases with CRAC blower speed, or the active 
tile fan speed. The flow rate through the active tiles is slightly higher than that for the 
passive tiles. 
Figure B9 shows the plenum static pressure compared with the data center room 
pressure. The measurements were made using an Alnor micro manometer AXD610 [79]  
with an accuracy of±1% as indicated by the manufacturer. The manometer was connected 
to the plenum pressure measurement location and reference location using 4.8 mm internal 
diameter PVC tubes. The plenum pressure was measured in the mid plane of the cold aisle, 
and 0.3 m (1 ft.) below the tiles.  To measure the room pressure, the tube was attached at 
the top of rack (see Fig. B4). The tubes are oriented facing upwards which is the direction 
of airflow in the plenum. From the graph it is seen that the relative plenum pressure 
increases with an increase in the CRAC blower speed, as more and more air is pumped into 
the plenum. For a given CRAC blower speed the relative plenum pressure decreases as the 
active tile fan speed is increased. This is expected since the active tile fans are connected 
in series with the CRAC blower, resulting in a decrease in the intermediate pressure 
between the two. The lower plenum pressure in case of using active tiles also suggests that 
there is minimal air leakage from the plenum to the data center room, with almost all the 
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cold air exiting through the perforated tiles. This is one of the primary reasons for overall 
increase in tile flow rate when using active tiles. The ideal case would be to have relative 
pressure to be positive but approaching zero since this would result in minimum air leakage 





Figure B8 - (a) Tile Flow Rate vs. Tile Location for Different CRAC Blower Speeds 







Figure B9 - Relative Plenum Pressure as a Function of CRAC Blower Speed and 
Active Tile Fan Speed 
 
B.3.2.2 Power Consumption Results 
Energy consumption is an important metric for evaluating the performance of data 
centers. Usually, the objective in data center operation is to minimize energy consumption 
subject to the constraints prescribed by the thermal management thresholds. It is therefore 
important to measure and reduce, if possible, the cooling power required to maintain the 
appropriate server temperatures. The total power consumption for the two tile 
configurations was measured here.  First, the CRAC speed, and hence the total flow rate is 
varied for the case where the aisle is populated by all passive tiles. Here, the total power 
consumption is taken to be the total power as reported by the CRAC unit.  The total flow 
rate is the sum of the flow rates through all ten tiles. Second, the active tile fan speed is 
varied to change the flow rate through the tiles for the case where the aisle is populated by 
all active tiles at a constant CRAC blower speed of 40% maximum. Although the total flow 
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rate is still the sum of flow through all ten tiles, the power consumption in this case includes 
both the power reported by the CRAC unit at 40% blower speed and the power 
consumption of the ten active tiles. The power consumption of the active tiles is measured 
using an electricity wattmeter–watts up 57777 [132]. 
The power consumption of CRAC as a function of the blower speed is shown in 
Fig. B10 (a). The blue solid curve in Fig. B10 (b) gives the power consumption of ten 
active tiles as a function of active tile fan speed, while the green dashed curve represents 
the total power consumption in the second case and is obtained by adding the CRAC power 
consumption at 40% to the blue curve.  From the figure it can be seen that the power 
consumption in the second case (combination of varying active tiles fan speed and CRAC 
blower speed fixed to 40%) is much lower than the first case (combination of passive tiles 




Figure B10 - (a) CRAC Power Consumption vs. CRAC Blower Speed (b) Total 
Power Consumption including 10 tiles and CRAC Power at 40% Blower Speed  
The total flow rate through the cold aisle in the two cases is presented in Fig. B11.  
Figure B11 (a) gives the total flow rate through the cold aisle as a function of the CRAC 





of the active tile fan speed when the CRAC blower speed is held constant at 40%. Putting 
these results in perspective, from Figs. B10 and B11 we can see that the highest flow rate 
that can be achieved by using CRAC only is 7.23m3/s, with an associated power 
consumption of 4550 W. However, the same flow rate can be achieved using a combination 
of active tiles and CRAC (run at 40%) with power consumption of only 1400 W—a 




Figure B11 - (a) Total Aisle Flow Rate for Passive Tiles vs. CRAC blower Speed (b) 
Total Aisle Flow Rate for Active Tiles vs. Active Tile Fan Speed 
The specific power consumption is usually defined as the power required to deliver 
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Figure B12 plots the specific power consumption for these two cases as a function 
of CRAC blower, or active tile fan, speeds, respectively. It can be observed from the figure 
that except for the one-point corresponding to 40% CRAC speed for case 1, the specific 
power consumption is always greater for case 1 (all passive tiles) as compared to case 2 
(all active tiles). An aisle of active tiles causes the plenum pressure to be much lower than 
in the case of passive tiles. This greatly reduces the amount of cold air leakage due to a 
high plenum pressure. Thus, in equation B.6 the denominator increases much more rapidly 
than the numerator, reducing the specific power consumption in case of active tiles. 
 






B.3.3 Cross-Correlation Experiments: 
Active tiles can be used to mitigate isolated hot spots in the data center by supplying 
additional cold air when and where required. However, it is important to determine how 
varying the fan speed of a single active tile affects the adjacent tiles when implementing 
such a localized cooling strategy. Experiments were therefore also conducted to understand 
the qualitative relation (cross-correlation factors) between tile air flow rate and rack front 
face temperature for a group of three racks next to and above three active tiles when the 
active tiles systematically undergo step changes in their fan speeds. The experimental 
region of interest for this study, namely the three racks and three active tiles is highlighted 
in Fig. B13. The other seven tiles in the cold aisle are passive tiles. Each rack has a heat 
load of 10 kW, and the CRAC supply temperature and blower speed are set to be 15℃ and 
80% respectively.  
 





B.3.3.1 Tile Flow Rate Cross-Correlation 
Figure B14 shows the air flow rate for the three tiles, as the fan speed for tile 2 is 
changed from 100% to 50% and then completely switched off. The fan speed is changed 
every 30 minutes to allow the conditions to achieve steady-state between these step changes 
in the fan speed. As the tile fan speed is decreased, the flow rate through tile 2 decreases 
rapidly. At the same time, the flow rate through the adjacent tiles also decreases slightly. 
This is because a step decrease in the active tile fan speed results in an increase in the 
relative plenum pressure (as the active tiles are extracting less cold air from the plenum). 
 
Figure B14 - Tile Flow Rate with Step Change in Active Tile Fan Speed 
 
B.3.3.2 Temperature Cross-Correlation 
In this study the fans for the three tiles were shut off in succession and the rack 
front face temperatures were monitored to gauge the effect of active tile fan speed on rack 
inlet temperature. Six T-type thermocouples were installed at the centerline of the rack 
front face along the height for each rack, so that the temperatures could be constantly and 
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simultaneously measured for all the three racks. A RFM SN802GRC-4M [133] transceiver 
module was used to wirelessly monitor temperatures. In the experiment, which lasted 120 
minutes, the active tile fans first ran at 100% for the first 30 min. Then tile A4 was turned 
off for 30 minutes, followed by tile A3, thenA2. Figure B15 shows the temperature changes 
of the three racks upon step changes of the three tiles below. The three temperatures 
readings correspond to sensors from the three racks located at the same height of 35cm 
from the top of the rack. Note that all six sensors for each rack were monitored but only 
one is reported per rack. The time series in Fig. B15 shows that there is a negative 
correlation between the active tile fan speed (switched on) and the rack inlet temperature 
for each tile-rack pair, i.e., the inlet temperature decreases when the active tile is switched 
on. For the first 30 minutes the temperatures at the three sensors are almost constant and 
their mean values nearly identical. At t=30 min when the fan for tile 3 is switched off, the 
temperature for rack 3 spikes up quickly and stays at this high value until the fans for tile 
3 are switched on again, after which the temperature quickly decreases to its earlier value. 
Qualitatively similar behaviors are observed when the tile 2 and tile 1 fans are switched 
off. Interestingly, shutting off the fans for tile 2 causes the temperatures of the racks 1 and 
3 to increase.  This behavior is not observed, however, for the other pairs. This may be 
related to the previous result wherein the flow rate through adjacent tiles decreased when 




Figure B15 - Rack Front Face Temperature with Step Change in Corresponding 
Active Tile Fan Speed 
Figure B15 demonstrates that the change in front face temperature for a rack when 
the fans of corresponding active tile is switched on is between 7 ℃ and 10 ℃ for the three 
tiles, occurring rapidly. This result suggests that active tiles are ideal candidates for 
implementing local cooling control in the data center where we need to rapidly mitigate 
hot spots at a particular location in an energy efficient manner. The following section 
proposes a potential control framework using active tiles. 
B.4 Summary 
This study examines the impact of active tiles on thermal and flow characteristics 
in a data center for two different configurations – single active tile and an aisle of active 
tiles. The results indicate that active tiles, as the actuators closest to the racks, can 
significantly and rapidly impact the local distribution of cooling resources. This achieves 
fine control of the tile supply flow rate and the rack inlet temperature and potentially lower 
energy consumption for the blowers. They could therefore be used in an appropriate control 
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framework to rapidly mitigate hot spots and maintain local conditions in an energy-
efficient manner. Also, specific power consumption is lower when operating with an aisle 
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