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Abstract
We determine a considerable class of nonlinear partial differential equa-
tion systems, related to a large class of fluid mechanical models, which
have global regular solutions. Uniqueness is not a direct general conse-
quence of this method. The solution scheme uses local-time represen-
tations in terms of probability densities and applies in strong function
spaces. We observe that strong Gaussian damping of scaled models can
offset possible growth of subhomogeneous nonlinear terms, where the spa-
tial scaling parameter r > 1 indicates the deviation from a strong semi-
group property in strong norms. The application to the Navier Stokes
equation is considered as an example of the scheme in detail. Although
this construction of global solution branches works for a large class of
models (and can be extended to models with variable viscosity terms and
even to models with highly degenerate diffusions), we remark that a direct
application to randomized models (for example average models or models
with white noise) is not possible in general, as energy can be transported
to higher frequencies caused by stochastic mixing. We also compare with
results obtained from singularity analysis and CKN theory, and consider
generalisations to models with variable diffusions or highly degenerate
diffusions.
2010 Mathematics Subject Classification. 35D35, 35Q35
1 Definition of a integrable class of nonlinear
partial differential equation systems
For a positive viscosity constant ν > 0 consider the Cauchy problem
vi,t − ν∆vi + fi(v,∇v) = 0, 1 ≤ i ≤ D, (1)
where v = (v1, · · · , vD)T and ∇v = (∇v1, · · · ,∇vD)T are defined on the domain
[0,∞)× RD with data
vi(0, .) = hi, 1 ≤ i ≤ D. (2)
Here, D ≥ 3 denotes the dimension of the problem and R denotes the field of
real numbers.
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Remark 1.1. The operators fi in (1) can be global operators, e.g. partial integro-
differential equation as in the case of the(Leray projection form of the) incom-
pressible Navier Stokes equation. We shall define a scheme where a solution is
bounded in a ball of finite radius C > 0 with respect to a regular norm, and
such that this bound is preserved in time, i.e., there is a finite constant C > 0
such that for m ≥ 2, all t0 ≥ 0 and some ∆ > 0 (independent of t0 ≥ 0) we have
max1≤i≤D
∣∣hi∣∣Hm∩Cm ≤ C, and
max1≤i≤D
∣∣vi(t0, .)∣∣Hm∩Cm ≤ C ⇒ max1≤i≤D ∣∣vi(t0 +∆, .)∣∣Hm∩Cm ≤ C.
(3)
In general our construction implies that C > max1≤i≤D
∣∣hi∣∣Hm∩Cm , and a spa-
tial scaling parameter indicates this deviation of a strong semigroup property.
Assume that the following conditions are satisfied.
a) For m ≥ 2 and 1 ≤ i ≤ D the data satisfy
hi ∈ Hm ∩ Cm. (4)
Here, Cm is the function space of continuous functions with continuous
multivariate derivatives up to order m, and Hm is the standard Sobolev
space of orderm, i.e., the space of functions with multivariate weak deriva-
tives in L2 up to order m. For m = 0 the function space C := C0 is the
set of continuous functions. We shall use the norm∣∣hi∣∣Hm∩Cm = ∑
0≤|α|≤m
∣∣Dαxhi∣∣L2∩C , (5)
where for a continuous and bounded function g : RD → R we define
∣∣g∣∣
L2∩C := max
{∣∣g∣∣
L2
, sup
x∈Rn
∣∣g(x)∣∣} . (6)
In some situations, it is possible to transform to problems on compact
domains. If Ω ⊂ Rn is compact, then
∣∣g∣∣
L2(Ω)∩C(Ω) denotes a local form
of this norm.
b) The nonlinear terms fi satisfy a sub-homogeneity condition in the sense
that for spatial scaling y = rx, r > 0 (where r is any given positive real
number), and for functions vi, 1 ≤ i ≤ D with vi(t, .) ∈ Hm∩Cm, m ≥ 2,
we have for all 1 ≤ i ≤ D, all t ≥ 0, and all y = rx ∈ RD
∣∣fi(v(t, x),∇v(t, x))∣∣ ≤ r∣∣∣fi(v(t, x), 1
r
∇v(t, x))
∣∣∣. (7)
Note that for the transformation vri (t, y) = vi(t, x) we have
rfi
(
v(t, x),
1
r
∇v(t, x)
)
= rfi(v
r(t, y),∇vr(t, y)), (8)
because vi,j = v
r
i,j
dyj
dxj
= vri,jr. Hence, the inequality in (9) may be also
rewritten such that for any given r > 0 and with vri (t, y) = vi(t, x) we
have ∣∣fi(v(t, x),∇v(t, x))∣∣ ≤ r∣∣∣fi(vr(t, y),∇vr(t, y))∣∣∣. (9)
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c) In the following for functions F ij we use the notation
F ij,j(v,∇v) :=
∂
∂xj
F ij (v(t, x),∇v(t, x)),
i.e., the notation refers to derivatives with respect to the argument xj of
the composition; some readers may prefer the notation
∂
∂xj
F ij (v(t, x),∇v(t, x)) =
(
F ij (v(t, x),∇v(t, x))
)
,j
,
which we avoid for simplicity of notation. Multivariate derivatives with
respect to the arguments of F ij may be denoted by D
γ
v,∇vF
i
j , where in
this case γ is a multiindex of length D + D2. Note that these are usual
multivariate derivatives. We assume that there exists a matrix of regular
functions (F ij )1≤i,j≤D such that for all 1 ≤ i ≤ D
D∑
j=1
F ij,j(v,∇v) = fi(v,∇v). (10)
Remark 1.2. The assumption of a matrix F ij with (10) implies that we have
classical local time representations in terms of the first spatial derivatives
of the Gaussian. Symmetries of the first order spatial derivatives of the
Gaussian can be exploited if the convoluted term in the local represen-
tation satisfies a Lipschitz condition. This structure together with the
scaling assumption of item b) ensure that local diffusion damping can
offset possible growth of the nonlinear terms for a spatially scaled model.
We assume that fi satisfies a local Lipschitz condition, i.e., for g =
(g1, · · · , gD), gi ∈ Cm ∩ Hm and for any finite constant C > 0 there
exists a finite constant L (depending on C) such that∣∣gi∣∣Hm∩Cm ≤ C ⇒ ∣∣fi(g,∇g)∣∣Hm−1∩Cm−1 ≤ L∣∣g∣∣Hm−1∩Cm−1 . (11)
Note the loss of one order of regularity in this stipulation. Further-
more, if F ij has a local interpretation then we assume that for all mul-
tiindices 0 ≤ |β| ≤ m the functions Dβv,∇vF ij : RD+D
2 → R are lo-
cally Lipschitz continuous (on any compact domain in D ⊂ RD and
with respect to all arguments). In any case we require that for any
g = (g1, · · · , gD) with
∣∣gi∣∣Hm∩Cm ≤ C < ∞ we have Lipschitz continuity
of y → DγxF ij (g(y),∇g(y)) with finite Lipschitz constants Liγj (dependent
on C) in the sense that for all 1 ≤ i, j ≤ D and all 0 ≤ |γ| ≤ m − 1 and
y, y′ ∈ RD ∣∣F ij (g(y),∇g(y))− F ij (g(y′),∇g(y′)) ∣∣ ≤ Li0j |y − y′|, (12)
and ∣∣DγxF ij,j (g(y),∇g(y))−DγxF ij,j (g(y′),∇g(y′)) ∣∣ ≤ Liγj |y − y′|. (13)
Here, Dγx denotes the multivariate spatial derivative with respect to the
multiindex γ = (γ1, · · · , γD) and with respect to the argument of g.
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d) The verification of the technical condition in c) can be simplified for spe-
cific models if we add a stronger assumption concerning the data. This
additional assumption is also useful, if generalisations of the diffusion term
or viscosity limits are considered, e.g., if we replace the Laplacian term
by a Ho¨rmander vector-field condition for highly degenerate operators of
second order. Let
hi ∈ Hm ∩ Cm ∩ Cm(D+1)pol,m , (14)
where for a given integer l ≥ 1
C
l
pol,m =
{
f : RD → R : ∃c > 0 ∀|x| ≥ 1 ∀0 ≤ |γ| ≤ m ∣∣Dγxf(x)∣∣ ≤ c1 + |x|l
}
.
(15)
Note that the latter function space has a multiplicative property, i.e.,
g, h ∈ Clpol,m implies that gh ∈ C2lpol,m. In addition to (15) we then require
a ’submultiplicative property of order k ∈ {0, · · · ,m(D + 1)− 1}’ , i.e.,
for g = (g1, · · · , gD) along with gi ∈ Cm(D+1)pol,m we require that for some
k ∈ {0, · · · ,m(D + 1)− 1} we have
gi ∈ Cm(D+1)pol,m , (∇gi)j ∈ Cm(D+1)pol,m implies DβxF ij (g,∇g) ∈ C2m(D+1)−kpol,m .
(16)
Even the latter condition is a sufficient for a class of operators which
includes some models of fluid mechanics. Especially, this ’multiplicative
property’ of the nonlinear term holds for the incompressible Navier-Stokes
equation operator. The number m(D + 1) in the upperscript of C
m(D+1)
pol,m
is not a sharp choice, but a choice which may be also sufficient for the
consideration of viscosity limits.
We have
Theorem 1.3. If the set of conditions a), b), c) or the stronger set of conditions
a), b), c) and d) are satisfied, then the Cauchy problem in (1), (2) has a global
classical solution vi ∈ C1 ([0,∞) , Hm ∩ Cm) , 1 ≤ i ≤ D.
Some remarks are in order.
Remark 1.4. We have described a quadratic system where a vector v with D
components solves D equations. This is not an essential restriction, and it is
convenient.
Remark 1.5. We do not claim uniqueness in (1.3) although in many special
situations standard arguments may lead to uniqueness. Note that in some situ-
ations the method described below may be applied in order to get global solution
branches of viscosity limits of the equations in (1), and then there are examples,
where determinism is lost and global regular solution branches exist next to
singular solutions.
Remark 1.6. We use Gaussian upper bound estimate. We cannot prove a strong
contractive semi-group property for a class of nonlinear operators which includes
the Navier Stokes equation operator. The deviation from a strong semigroup
property is indicated directly, if we estimate for vri , 1 ≤ i ≤ D with r > 1.
In any case estimates are obtained for multiples of a discrete time, and then
the upper bound for all time is constructed by a local time contraction result
in regular space, which gives an upper bound in regular space, and this upper
bound is larger than the data in the same regular space in general.
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Remark 1.7. Wemay reduce to a local Lipschitz continuity assumption in c) if we
add d) or the weaker assumption that for u = (u1, · · · , uD) with ui ∈ Hm ∩Cm
for m ≥ 2 we have that F ij (u,∇u) ∈ L2.
Example 1.8. In case of the incompressible Navier Stokes equation (cf. [1] for
the modeling) the incompressibility condition implies
D∑
j=1
∂(vivj)
∂xj
=
D∑
j=1
vj
∂vi
∂xj
+ vi
D∑
j=1
∂vj
∂xj
=
D∑
j=1
vj
∂vi
∂xj
. (17)
Therefore we may define
F ij = vjvi − δijKD ∗sp
D∑
l,m=1
vl,mvm,l, (18)
whereKD denotes the Laplacian kernel of dimensionD and δij is the Kronecker-
δ. Here ∗sp denotes the convolution with respect to the spatial variables. Note
that for y = rx, vri (t, y) = vi(t, x), and z = rw, and the first spatial derivative of
the Laplacian kernel x→ KD,i(x) = xi|x|D in the Leray projection term (written
as an operator on the Jacobian J(v) = (vl,m)1≤l,m≤D) satisfies
L(J(v)) =
∫
RD
xi−wi
|x−w|D
∑D
l,m=1 vl,m(t, w)vm,l(t, w)dw
=
∫
RD
yi−zi
r
|y−z|D
rD
∑D
l,m=1 rv
r
l,m(t, z)rv
r
m,l(t, z)
1
rD
dz
∫
RD
(yi−zi)rD−1
|y−z|D
∑D
l,m=1 rv
r
l,m(t, z)rv
r
m,l(t, z)
1
rD dz ∼ rL(J(vr)).
(19)
This linear spatial scaling of the Leray projection term can be observed also
from the linear scaling of the pressure gradient. The Poisson equation for the
scaled equation becomes r2
∑D
l,m=1 v
r
l,mv
r
m,l = r
2∆pr and is identical to the
pressure elimination equation in original coordinates as the factor r2 cancels.
More explicitly, for y = rx and pr(y) = p(x) we have the spatial derivative
transformation (∇)ip := p,i = ∂p∂xi =
∂pr
∂yi
dyi
dxi
= pr,ir, and the original Navier
Stokes equation transforms to
∂vri
∂t
− r2ν∆vri + r
D∑
j=1
vrj
∂vr
∂xj
= r(∇)ipr, (20)
and, applying the divergence operator and incompressibility, i.e., div v = 0,
leads indeed to
r2
D∑
l,m=1
vrl,mv
r
m,l = r
2∆pr ⇔
D∑
l,m=1
vrl,mv
r
m,l = ∆p
r. (21)
Hence, the Leray projection form of the scaled equation becomes
∂vri
∂τ
− r2ν∆vri + r
D∑
j=1
vrj
∂vr
∂xj
= r
∫
RD
KD,i(.− y)
D∑
l,m=1
vrl,mv
r
m,l(y)dy (22)
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If the additional assumption d) holds, then it is rather obvious that the technical
Lipschitz condition in c) holds, but it can also be verified under the weaker set
of assumptions a), b) and c). Assume that at time t0 ≥ 0 we have the upper
bound
max
1≤i≤D
∣∣vri (t0, .)∣∣Hm∩Cm ≤ C for some m ≥ 2, (23)
for some finite constant C > 0. Local time iteration schemes with respect strong
norms lead to local time representations
vri = v
r
i (t0, .) ∗sp Grν + r
∑D
j=1 v
r
j
∂vr
∂xj
∗Grν
+r
∫
RD
KD,i(.− y)
∑D
l,m=1 v
r
l,m(., y)v
r
m,l(., y)dy ∗Grν ,
(24)
on a short time interval [t0, t0 +∆] for small ∆ > 0, and where ∗ denotes
convolution with respect to space and time on this time interval. Here, Grν is
the fundamental solution of q,t − r2ν∆q = 0 (considered on the time interval
[t0, t0 +∆]). Similar local time representations hold for spatial derivatives of
velocity function. Indeed for multiindices β = (β1, · · · , βD) and γ = (γ1, · · · , γd)
and 1 ≤ |β| = 1 + |γ| ≤ m with βp = γp + 1 and βj = γj for p 6= j we have on
the time interval [t0, t0 +∆]
Dβxv
r
i = D
β
xv
r
i (t0, .) ∗sp Grν + rDγx
(∑D
j=1 v
r
j
∂vr
∂xj
)
∗Grν,p
+rDγx
(∫
RD
KD,i(y)
∑D
l,m=1 v
r
l,m(., x− y)vrm,l(., x− y)dy
)
∗Grν,p.
(25)
Local time contraction shows that
max
1≤i≤D
sup
t∈[t0,t0+∆]
∣∣vri (t, .)∣∣Hm∩Cm ≤ C + 1 (26)
such that we have the Leray projection estimate
r
∣∣∣ ((KD,i ∗sp∑Dl,k=1Dγx (vrl,kvrk,l)) ∗Grν,p) (t, .)∣∣∣
L2∩C
≤ rcDm(C + 1)maxDl=1max|δ|≤m−1
∣∣∣ ((KD,i ∗sp Dδxvrl ) ∗Grν,p) (t, .)∣∣∣
L2∩C
,
(27)
where cDm is a finite constant depending only on dimension D and the regularity
number m. Since for t ∈ [t0, t0 +∆] and 0 ≤ |δ| ≤ m− 1∣∣Dδxvrl (t, .)∣∣H1∩C1 ≤ C + 1 (28)
we have spatial Lipschitz continuity ofKD,i∗spDδxvrl (t, .) for multivariate spatial
derivatives of order |δ| ≤ m− 1 and in case of dimension D = 3. As in the main
theorem we then may use symmetry of the first order derivative of the Gaussian
(cf. below). Indeed, application of Theorem 1.3 implies the existence of a global
regular solution branch. In this special case uniqueness is implied.
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2 Proof Theorem 1.3
i) We rewrite the equation using the integrability of the nonlinear terms.
From (1) and assumption c) we have
vi,t − ν∆vi +
D∑
j=1
F ij,j(v,∇v) = 0, 1 ≤ i ≤ D. (29)
Recall the notation F ij,j(v,∇v) =
(
F ij (v,∇v)
)
,j
, where the derivative is
with respect to the jth spatial argument xj of the composition of F
i
j with
(v,∇v).
ii) Assume that data vi(t0, .), 1 ≤ i ≤ D are given. We have local time
contraction in spatial Hm ∩Cm space. More precisely, define a time local
iteration scheme vki , 1 ≤ i ≤ D, k ≥ 0 in a time interval [t0, t0+∆], where
t0 ≥ 0 and where for t ∈ [t0, t0 +∆] we define
v0i (t0, .) = vi(t0, .) ∗sp Grν , (n.b. v0i (0, .) = hi(.)). (30)
Furthermore, for k ≥ 1 vki is a solution of the linearized equation
vki,t − ν∆vki +
D∑
j=1
F ij,j(v
k−1,∇vk−1) = 0, 1 ≤ i ≤ D, (31)
where vki (t0, .) = vi(t0, .) for 1 ≤ i ≤ D. Note that
vki = vi(t0, .) ∗sp Grν +
D∑
j=1
F ij,j(v
k−1,∇vk−1) ∗Grν (32)
for 1 ≤ i ≤ D.
Lemma 2.1. Let t0 ≥ 0 and assume that for some m ≥ 2 and a finite
constant C0 > 0 we have ∣∣vi(t0, .)∣∣Hm∩Cm ≤ C0. (33)
Then there exists a ∆ > 0 dependent only on dimension and on the con-
stant
∣∣vi(t0, .)∣∣Hm∩Cm such that on the time interval [t0, t0 +∆] the func-
tional increments δvk+1j = v
k+1
j − vkj , 1 ≤ j ≤ D satisfy for k ≥ 1
sup
t∈[t0,t0+∆]
∣∣δvk+1j (t, .)∣∣Hm∩Cm ≤ 12 supt∈[t0,t0+∆]
∣∣δvkj (t, .)∣∣Hm∩Cm (34)
and
sup
τ∈[t0,t0+∆]
∣∣δv1i (t, .)∣∣Hm∩Cm ≤ 12 . (35)
The proof uses classical representations and the Lipschitz continuity of
(spatial derivatives of) F ij and is given in the appendix.
iii) The local time contraction result of item ii) implies that there exist regular
local time solutions vi ∈ C1 ([t0, t0 +∆] , Hm ∩ Cm) , 1 ≤ i ≤ D.
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Remark 2.2. If the fi satisfy the condition in d), then for the functional
increments δvk = vk − vk−1, k ≥ 1, we have
δvki ∈ C1
(
[t0, t0 +∆] , H
m ∩ Cm ∩ Cm(D+1)pol,m
)
, 1 ≤ i ≤ D,
and this holds also in the limit for vi, 1 ≤ i ≤ D. Here, note that
δvki =
D∑
j=1
F ij,j(v
k−1,∇vk−1) ∗Grν −
D∑
j=1
F ij,j(v
k−2,∇vk−2) ∗Grν (36)
for 1 ≤ i ≤ D, where the submuliplicative property of fi implies a preser-
vation of the order of the order of spatial polynomial decay (as k increases)
where it clearly offsets possible effects of decrease the order of spatial poly-
nomial decay caused by convolutions with a first order spatial derivative of
a Gaussian. For more complicated second order diffusions we have a con-
volution with a density which can cause a stronger decrease of polynomial
order decrease at spatial infinity, and we need a stronger submultiplicative
property (smaller k in assumption d)).
We consider local classical representations of solutions and use the convo-
lution rule in order to get for all t ∈ [t0, t0 +∆] and x ∈ RD
vi(t, x) = vi(t0, .) ∗sp Gν +
∑D
j=1 F
i
j,j (v,∇v) ∗Gν
= vi(t0, .) ∗sp Gν +
∑D
j=1 F
i
j (v,∇v) ∗Gν,j
(37)
Again remember that , j refers to derivative with respect to xj , where we
use the notation F ij,j (v,∇v) =
(
F ij,j (v,∇v)
)
,j
. Furthermore, the symbol
∗ denotes convolution with respect to space and time. In the last line the
nonlinear terms are convoluted with first order spatial derivatives of the
Gaussian, while the first term on the right side of (37) is a convolution
with the Gaussian, which behaves completely different. Here we may use
only one spatial scaling parameter r > 0 and exploit spatial effects of the
operator. We shall observe that small damping of the latter term offsets
possible growth caused by the former. Note that for spatial multivariate
derivatives of order |β| and for 0 ≤ |γ| + 1 = |β| ≤ m, βk = γk + 1, and
βl = γl for l 6= k we have time local representations of the form
Dβxvi(t, x) = D
β
xvi(t0, .) ∗sp Gν +
∑D
j=1D
γ
xF
i
j,j (v,∇v) ∗Gν,k. (38)
iv) Using Lipschitz estimates we get an upper bound of the nonlinear terms.
First note that first order spatial derivatives of the Gaussian Gν,j have a
symmetry which can be combined with Lipschitz continuity of the nonlin-
ear function terms. We have
Gν,j(t, y) =
−yj
2νt
1
√
4πνt
D
exp
(
−|y|
2
4νt
)
. (39)
Define yj,− = (yj,−1 , · · · , yj,−D ), where yj,−k = yk for k 6= j and yj,−j = −yj.
Assuming
∣∣vi(t0, .)∣∣Hm∩Cm = Ct0 < ∞ the local contraction results tells
us that for some ∆ > 0 and all time t ∈ [t0, t0 +∆] we have∣∣vi(t, .)∣∣Cm∩Hm ≤ Ct0 + 1. (40)
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Recall that functions F ij : R
D+D2 → R are Lipschitz on any finite ball,
especially on a ball of BCt0+1(0) of radius Ct0 + 1 around zero. It follows
that for all 1 ≤ i, j ≤ D∣∣∣ ∫
RD
F ij (v,∇v)(t, x − y)−yi2νt 1√4πνtD exp
(
− |y|24νt
)
dy
∣∣∣
=
∣∣∣ (∫
RD
(
F ij (v,∇v)(t, x − y)− F ij (v,∇v)(t, x − yj,−)
))×
× |yj|2νt 1√4πνtD exp
(
− |y|24νt
)
dy
∣∣∣
≤ 2Li0j
∣∣∣ ∫
RD
y2j√
4πνt
D exp
(
− |y|24νt
)
dy
∣∣∣,
(41)
where we use assumption c). Analogous estimates hold for spatial deriva-
tives with the related Lipschitz constants Liγj .
v) The nonlinear upper bound of item iv) has a scaling which is different
from a normal Gaussian. Moreover the linear and the nonlinear part of the
equation have scaling constraints due to the sub-homogeneity condition.
For t = τρ and rx = y, and vρ,ri (τ, y) = vi(t, x) we have vi,t = v
ρ,r
i,τ
dτ
dt =
v
ρ,r
i,τ
1
ρ , vi,j = v
ρ,r
i,j r, and vi,j,j = v
ρ,r
i,j,jr
2.
v
ρ,r
i,τ − ρr2ν∆vρ,ri + ρfi(vρ,r , r∇vρ,r) = 0, 1 ≤ i ≤ D. (42)
Now, ∣∣fi(vρ,r(t, y), r∇vρ,r(t, y))∣∣ = ∣∣fi(v(t, x),∇v(t, x))∣∣
≤ r
∣∣fi(v(t, x), 1r∇v(t, x))∣∣ = r∣∣fi(vr(t, y),∇vr(t, y))∣∣.
(43)
Hence,
v
ρ,r
i,τ − ρr2ν∆vρ,ri + ρ
D∑
j=1
F ij,j(v
ρ,r, r∇vρ,r) = 0, 1 ≤ i ≤ D, (44)
where ∣∣ρ∑Dj=1 F ij,j(vρ,r, r∇vρ,r)∣∣ = ∣∣ρfi(vρ,r, r∇vρ,r)∣∣
≤ ρr
∣∣fi(vρ,r,∇vρ,r)∣∣ = ρr∣∣∑Dj=1 F ij,j(vρ,r,∇vρ,r)∣∣.
(45)
The local contraction result transfers to the scaled situation. It follows
that on a time interval [t0, t0 +∆0] with ∆0 = ρ∆ we have
sup
t∈[t0,t0+∆0]
∣∣vi(t, .)∣∣Hm∩Cm∣∣vi(t0, .)∣∣Hm∩Cm + 1 := Ct0m + 1. (46)
Note that this holds for t0 = 0 especially.
For the scaled function we have the local representation
v
ρ,r
i (τ, x) = v
ρ,r
i (t0, .) ∗sp Gρ,rν + ρr
∑D
j=1 F
i
j,j (v
ρ,r,∇vρ,r) ∗Gρ,rν
= vρ,ri (t0, .) ∗sp Gρ,rν + ρr
∑D
j=1 F
i
j (v
ρ,r,∇vq,r) ∗Gρ,rν,j
(47)
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For the scaled Gaussian Gρ,rν,i (τ, x) := Gν(t, y) we have
∣∣Gρ,rν,i (τ, y)∣∣ = ∣∣∣ −2yi4πρr2ντ 1√4πρr2νtD exp
(
− |y|24ρr2ντ
) ∣∣∣
≤ 2
(4πνρr2τ)δ|y|
(|y|2)δ−D/2 ( |y|24πρr2ντ )D/2+1−δ exp(− |y|24ρr2ντ ) .
(48)
Hence we have for δ ∈ (0, 1) and all ρ, r > 0
∣∣Gρ,rν,i (τ, y)∣∣ ≤ C(4πρr2ντ)δ|y|D+1−2δ , (49)
where the upper bound constant
C = sup
|z|>0
(z)
D/2+1−δ
exp
(−z2) > 0
is sufficient and independent of ν > 0. We are interesting in the scaling
of convolutions of these Gaussians with (globally) Lipschitz continuous
functions y → l(y) with upper bound l0|y|. Now, as ν > 0 we may choose
the spatial parameter r to be large enough such that
4πρr2ν ≥ 1. (50)
Using the abbreviations στ = τ − σ, and B =
{
y
∣∣|y| ≤ 4πρr2ν}, we find
∫ τ
t0
∫
B l0|y|
∣∣Gρ,rν,i (στ , y)∣∣dydσ ≤
∫ τ
t0
∫
B
l0
(4πνρr2στ )δ
(|y|2)δ−D/2 ( |y|24πρr2νστ
)D/2+1−δ
exp
(
− |y|24ρr2νστ
)
dydσ
≤ ∫ τt0 ∫B l0(4πνρr2στ )δ (|y|2)δ−D/2 Cdydσ ≤ l0C∗(τ − t0)1−δ(4πνρr2)δ,
(51)
for any δ ∈ (0, 1) and for some finite constant C∗ which is independent
of the parameters ρ, r, ν (radial coordinates with measure rD−1dr may
be used for the latter observation). Note that for small time and/or
small parameters the corresponding integral on the complementary do-
main
∫ τ
t0
∫
RD\B · · · becomes small such that (51) is indeed the essential
estimate in the sense that it gives the whole upper bound up to an ’small
ǫ’. Now we can estimate the nonlinear term rephrasing (41) above and
including time. Using the sub- homogeneity property we have the upper
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bound∣∣∣∑Dj=1 ρr ∫ τt0 ∫RD F ij (vr,∇vr)(s, y − z)×
× −2zi4πν(τ−s) 1√4πν(τ−s)D exp
(
− |z|24νρr2(τ−s)
)
dzds
∣∣∣
=
∣∣∣∑Dj=1 ρr (∫ τt0 ∫RD (F ij (vr,∇vr)(s, y − z)− F ij (vr ,∇vr)(s, y − zj,−))
)
×
× |yj|2πνs 1√4πν(τ−s)D exp
(
− |y|24ρr2ν(τ−s)
)
dyds
∣∣∣
≤ ρr∑Dj=1 2Li0j ∣∣∣ ∫ τt0 ∫RD y2j√4πρr2ν(τ−s)D exp
(
− |y|24ρr2ν(τ−s)
)
dy
∣∣∣
≤ ρr∑Dj=1 2Li0j (4πρr2ν)δ(C∗(τ − t0)1−δ + ǫ),
(52)
where we have a finite constant C∗ with
C∗(τ − t0)1−δ + ǫ = 2D
∫ t0+∆
t0
∫
B1(0)
C
σδ|y|D+1−2δ dydσ
+
∑D
j=1
∫ τ
t0
∫
RD\B1(0) |yj ||G
ρ,r
ν,j (σ, y)|dσdy.
(53)
Here ǫ is defined by the second term on the right side of (53). The first
summand on the right side of (53) is independent of r, ρ, ν. The last
summand on the right side of (53) is relatively small (goes to zero with
exponential decay as ρr2ν or ∆0 go to zero). Hence ǫ is small compared
to any of the polynomials of lower order which determine the main part
of C∗. Summing up we have∣∣∣∑Dj=1 ρr ∫ τt0 ∫RD F ij (vr,∇vr)(s, y − z)−2zi4νs 1√4πν(τ−s)D exp
(
− |z|24νρr2(τ−s)
)
dz
∣∣∣
≤ ρrL0(4πρr2ν)δ((τ − t0)1−δ + ǫ),
(54)
where L0 := (
∑D
j=1 2L
i0
j ) and with an ǫ > 0 of exponential decay with
respect to νρr2∆0 as νρr
2∆0 becomes small. Analogous considerations
lead to an upper bound∣∣∣∑Dj=1 ρr ∫ τt0 ∫RD DβxF ij (vr,∇vr)(τ − s, y − z) −zi4πνs 1√4πνtD exp
(
− |z|24νρr2t
)
dz
∣∣∣
≤ ρrLm(4πρr2ν)δ((τ − t0)1−δC∗ + ǫ),
(55)
for some constant Lm which is independent of ρ, r and ν and which we
choose such that it serves for all spatial derivatives up to order m. We
may assume that Lm ≥ 0 such that we may use Lm for all these upper
bounds as a constant which is independent of specific multiindices less or
equal to m.
vi) We use small damping of the heat convolution on infinite space, if a thresh-
old is exceeded, i.e., we may assume that for the data we have for all
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0 ≤ |β| ≤ m
max
1≤i≤D
∣∣Dβxvi(t0, .)∣∣L2∩C ≥ 1. (56)
If the latter condition is not satisfied for some β then there is a ∆ > 0 such
that the respected norm is less or equal to 1 for some time t ∈ [t0, t0+∆],
and we need no damping estimate for this part of the Hm ∩ Cm-norm
in the interval [t0, t0 + ∆]. This way we construct an upper bound close
to a constant Cm, where Cm is max1≤i≤D
∣∣hi∣∣Hm∩Cm plus the number
of terms in the standard definition of the Hm ∩ Cm-norm. We consider
L2-estimates. We apply a Fourier transform with respect to the spatial
variables, i.e., the operation
F(u)(τ, ξ) =
∫
RD
exp (−2πixξ)u(τ, x)dx, (57)
in order to analyze the viscosity damping encoded in the first term on the
right side of (37) on a time interval [t0, t0 +∆0], where ∆0 = ρ∆. For
τ ∈ [t0, t0 +∆0] and parameters r, ρ > 0 we have
F (vρ,r,νi (t0, .) ∗sp Gρ,rν (τ − t0)) = F (vρ,r,νi (t0, .))F (Gρ,rν (τ − t0, .))
= F (vρ,r,νi (t0, .)) exp
(−4π2ρr2ν(τ − t0)(.)2) ,
(58)
where we use (let t0 = 0 for simplicity)
F (Gρ,rν (τ, .)) (τ, ξ) = F
(
1√
4πρr2ντ
D exp
(
− (.)24νρr2τ
))
(τ, ξ)
= exp
(−4π2ρr2ντ |ξ|2) .
(59)
In the following we let t0 = 0 and remark that the following estimates
hold for t0 > 0 if τ is replaced by τ − t0. For ∆ > 0 small enough (such
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that, say, 8π2ρr2ντ∆20 ≤ 1), and for τ ∈ [0,∆0] we get∣∣vρ,r,νi (t0, .) ∗sp Gρ,rν (τ, .)∣∣2L2
=
∫
RD
(
F (vρ,r,νi (t0, .)) (ξ) exp
(−4π2ρr2ντ |ξ|2))2 dξ
=
∫
RD
(
F (vρ,r,νi (t0, .))
2
(ξ) exp
(−8π2ρr2ντ |ξ|2)) dξ
=
∫
RD\{|ξj |≤∆,1≤j≤D}
(
F (vρ,r,νi (t0, .))
2
(ξ) exp
(−8π2ρr2ντ |ξ|2)) dξ
+
∫
{|ξj |≤∆, 1≤j≤D}
(
F (vρ,r,νi (t0, .))
2
(ξ) exp
(−8π2ρr2ντ |ξ|2)) dξ
≤ ∫
RD
(
F (vρ,r,νi (t0, .))
2
(ξ) exp
(−8π2r2ντ∆2)) dξ
+
∣∣∣ ∫{|ξj |≤∆, 1≤j≤D}
(
F (vρ,r,νi (t0, .))
2
(ξ)×
× (exp (−8π2ρr2ντ |ξ|2)− exp (−8π2ρr2ντ∆20)) )dξ∣∣∣
≤ ∣∣F(vρ,r,νi )(t0, .)∣∣2L2 exp (−8π2ρr2ντ∆20)+ c∆n (8Dπ2ρr2ντ∆2+D0 ) .
(60)
Here, we use the assumption that ∆0 > 0 is small enough such that the
upper bound estimate is a straightforward consequence of a Taylor formula
(we may choose ∆0 small and 8π
2ρr2ντ∆0 ≤ 1) and use the abbreviation
c∆n := sup
{|ξi|≤∆}
∣∣F (Dβxvρ,r,νi (t0, .))2 (ξ)∣∣. (61)
which is a finite constant (since
∣∣vνi (t0, .)∣∣H2∩C2 is finite).
If we take the square root we may use the asymptotics
√
1 + a = 1+ 12a+
O(a2).
For τ ∈ [0,∆0] and
0 < ∆0 ≤ max
{
1
8π2r2νmax{c∆n , 1}
,
1
2
}
(62)
we get (the generous) estimate∣∣vρ,r,νi (t0, .) ∗sp Gν(τ, .)∣∣L2 ≤ ∣∣F(vr,νi )(t0, .)∣∣L2 exp (−4π2νρr2τ∆20)
+c∆n
(
8Dπ2ρr2ντ∆1+D
)
≤ ∣∣vr,νi (t0, .)∣∣L2 exp (−4π2νρr2τ∆2)+ c∆n (8Dπ2ρr2ντ∆1+D0 ) .
(63)
If
∣∣vr,νi (t0, .)∣∣L2 becomes large or ∆ > 0 is small enough compared to∣∣vr,νi (t0, .)∣∣L2 , then the second summand on right side of (63) is small
compared to the first summand. Note that we may replace vr,νi (t0, .)
by multivariate spatial derivatives Dβxv
r,ν
i (t0, .) for 0 ≤ |β| ≤ m such
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that an analogous estimate holds for spatial derivatives
∣∣Dβxvr,νi (t, .)∣∣L2
for 0 ≤ |β| ≤ m. We shall observe below that this small damping after
discrete time (under the assumption that some |Dβxvr,νi (t0, .)|L2 exceeds
a certain level (say 1) is strong enough in order to offset possible growth
caused by the nonlinear terms.
vii) We compare the damping with the upper bound of the nonlinear term.
Remark 2.3. For analytical purposes the damping estimate ∼ νρr2∆30
(for a short time interval length ∆0) can even offset the growth of a rough
upper bound ∼ ρr∆0 (even the rougher upper bound ∼ ρr∆0) as an upper
bound for the possible growth cause by the nonlinear term as the factor
r is arbitrary large such that ρr2 can be chosen to be large compared
to ρr (especially such that for any given ∆0 ρr
2∆30 is large compared to
ρr∆0 or even compared to ρr). However, we use the finer estimates above,
where this may be also of computational interest. The offset of possible
growth caused by the nonlinear term becomes effectives as the time interval
∆0 > 0 is small enough and the spatial parameter r > 1 (indicating
deviation of the operator class from a strong semigroup property) is large
enough.
Summing up the preceding argument recall that we may replace τ by τ−t0
on order to have for given t0 ≥ 0 and τ ∈ [t0, t0 +∆0]∣∣Dβxvρ,r,νi (τ, x)∣∣ ≤ ∣∣Dβxvr,νi (t0, .)∣∣L2 exp (−4π2νρr2(τ − t0)∆20)
+c∆n
(
8Dπ2ρr2ν(τ − t0)∆1+D0
)
+ ρrLm(4πρr
2ν)δ
(
(τ − t0)1−δC∗ + ǫ
)
.
(64)
Recall from (63) and analogous estimates for spatial derivatives that we
have a damping estimate∣∣Dβxvρ,r,νi (t0, .) ∗sp Gν(τ, .)∣∣L2
≤ ∣∣Dβxvr,νi (t0, .)∣∣L2 exp (−4π2νρr2τ∆20)+ c∆n (8Dπ2ρr2ντ∆1+D0 ) .
(65)
These estimates become effective for small ∆0 > 0 if the norm of (some
spatial derivative) of the initial data exceeds a certain threshold, i.e., if
for some β we have
∣∣Dβxvr,νi (t0, .)∣∣L2 ≥ 1. If this threshold is realised for
some 0 ≤ |β| ≤ m, then the last upper bound term in (64) or in (65) is
relatively small for small ∆0 ≥ (τ − t0) . Note that this upper bound term
contains no spatial variables, i.e., it behaves like a constant with respect
to spatial norms. Define
c∆D := c
∆
n
(
8Dπ2ρr2ντ∆1+D0
)
(66)
For τ ∈ [t0, t0 +∆0] we have∣∣Dβxvρ,r,νi (t0 +∆0, .)∣∣L2 ≤ ∣∣vr,νi (t0, .)∣∣L2 exp (−4π2νρr2)(τ − t0)∆20)+ c∆D
+ρrLm(4π
2ρr2ν)δ
(
∆1−δ0 C
∗ + ǫ
)
.
(67)
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It is sufficient to consider the case t0 = 0 as the same following estimates
hold for t0 ≥ 0 if τ is replaced by τ − t0. In this case the relation on (67)
shows us that ∣∣Dβxvρ,r,νi (∆0, .)∣∣L2 ≤ ∣∣Dβxvρ,r,νi (0, .)∣∣L2 (68)
if ∣∣Dβxvρ,r,νi (0, .)∣∣L2 (exp (−4π2νρr2(τ − t0)∆20)− 1)+ c∆D
+ρrLm(4π
2ρr2ν)δ
(
∆1−δ0
)
C∗ + ǫ ≤ 0.
(69)
Note that the positive real number ǫ in (53) is of exponential decay on a
small time interval. More precisely,
ǫ ∼∑Dj=1 ∫ t0+∆t0 ∫RD\B |yj ||Gρ,rν,j (σ, y)|dσdy ↓ 0 as ∆ ↓ 0, (70)
hence ǫ is comparatively small as 4πρr2ν(τ − t0) ≤ 4πρr2ν∆0 becomes
small. Furthermore, as c∆D ↓ 0 as ∆0 ↓ 0 with ∆D+1, and the damping
factor
∣∣vρ,r,νi (0, .)∣∣L2 (1− exp (−4π2νρr2τ∆20)) is dominant for τ = ∆0
if
∣∣vρ,r,νi (0, .)∣∣L2 ≥ 1 such that c∆D is relatively small compared to the
modulus of the main part of this damping term∣∣vρ,r,νi (0, .)∣∣L2 (−4π2νρr2∆0∆20) . (71)
Next we consider the conditions such that the modulus of the main damp-
ing part is larger than the last term (67) (the last term with factor ǫ is
comparatively small and can be neglected). Here we observe the expo-
nents of the parameters ρ, r, ν and ∆0 in (71) compared to the exponents
of the parmeters ρ, r and ∆0 of the last term in (67). For τ = ∆0 for the
damping term in (71) we have the dependence
∼ νρr2∆30, (72)
which has to be compared with the last term in (67), where we have the
dependence
(ρ)1+δ(r)1+2δ(ν)δ
(
∆1−δ0
)
. (73)
The estimate of convolutions of a Lipschitz function with first order spatial
derivatives of the Gaussian forced us to assume νρr2 ≥ 1 which implies
large r > 1 in general. Hence we have to impose
δ <
1
2
such that r1+2δ < r2. (74)
Choosing a small step size parameter ρ, say ρ = ∆µ0 , we have
(ρ)1+δ(r)1+2δ∆1−δ0 = ∆
µ(1+δ)+1−δ
0 r
1+2δ (75)
which has to be compared with the damping term, where for ρ = ∆µ0 the
latter has the dependence
ρr2∆30 = ∆
µ+3
0 r
2. (76)
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For δ < 0.5 and small ∆0 (especially ∆0 < 1) we get the time step size
condition
µ(1 + δ) + 1− δ > µ+ 3 iff µ > 2 + δ
δ
(77)
which implies µ > 5 for δ < 0.5. Hence any choice with r as above,
δ ∈ (0, 0.5), and ρ as above with µ > 2+δδ implies a regular upper bound
for vri , 1 ≤ i ≤ D. Note that r > 1 is related to a deviation from a strong
semigroup contraction principle of the operator, and may be chosen large
such that νρr2 ≥ 1 holds for given ν > 0. Note that in any case the upper
bound constructed is at discrete times l∆0, l ∈ N, where N denotes the set
of natural numbers. However, using the local contraction result and the
semigroup property we get a regular upper bound for all time.
3 Appendix A): Proof of local time contraction
Again remember the notation discussed in assumption c) above. We consider
the local contraction Lemma 2.1 in more detail. It is sufficient to prove the
theorem for the functions vρi (τ, x) = vi(t, x), where vi,t(t, x) = v
ρ
i,τ (τ, x)
1
ρ for
ρτ = t. We then have
v
ρ,k
i = vi(t0, .) ∗sp Gρν + ρ
∑D
j=1 F
i
j (v
ρ,k−1,∇vρ,k−1) ∗Gρν,j
= vi(t0, .) ∗sp Gρν + ρ
∑D
j=1 F
i
j,j(v
ρ,k−1,∇vρ,k−1) ∗Gρν ,
(78)
where Gρν = G
ρ,1
ν in the notation above, i.e., r = 1. For 0 ≤ |γ| ≤ m − 1 and
related 1 ≤ |β| ≤ m, where βp = γp + 1 and βl = γl for l 6= p we have
Dβxv
ρ,k
i = D
β
xvi(t0, .) ∗sp Gρν + ρ
∑D
j=1D
γ
xF
i
j,j(v
ρ,k−1,∇vρ,k−1) ∗Gρν,p
= Dβxvi(t0, .) ∗sp Gρν + ρDγxf i(vρ,k−1,∇vρ,k−1) ∗Gρν,p.
(79)
According to our notation discussed in item c) above, we have
∑
j F
i
j,j = fi for
all 1 ≤ i ≤ D, so for fixed time τ ∈ [t0, t0 +∆0] from (78) we get∣∣vρ,ki (τ, .)− vρ,k−1i (τ, .)∣∣Hm∩Cm
=
∑
0≤|β|≤m
∣∣Dβxvρ,ki (τ, .)−Dβxvρ,k−1i (τ, .)∣∣L2∩C
≤ ρ
∣∣∣ (fi(vρ,k−1,∇vρ,k−1)− fi(vρ,k−1,∇vρ,k−2)) ∗Gρν ∣∣∣
L2∩C
+ρ
∣∣∣ (fi(vρ,k−1,∇vρ,k−2)− fi(vρ,k−2,∇vρ,k−2)) ∗Gρν ∣∣∣
L2∩C
+
∑
0≤|γ|≤m−1 ρ
∣∣∣ (Dγxfi(vρ,k−1,∇vρ,k−1)−Dγxfi(vρ,k−1,∇vρ,k−2)) ∗Gρν,p∣∣∣
L2∩C
+
∑
0≤|γ|≤m−1 ρ
∣∣∣ (Dγxfi(vρ,k−1,∇vρ,k−2)−Dγxfi(vρ,k−2,∇vρ,k−2)) ∗Gρν,p∣∣∣
L2∩C
.
(80)
If F ij has a local interpretation, then for all 0 ≤ |β| ≤ m DβxF ij is assumed to be
Lipschitz continuous with respect to all arguments on compact domains, hence
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Dγxf is also Lipschitz as a sum of Lipschitz functions. We may use an uniform
Lipschitz constant L which serves for all arguments and get∣∣vρ,ki (τ, .)− vρ,k−1i (τ, .)∣∣Hm∩Cm
≤ ρ
∣∣∣L∣∣vρ,k−1i,j (τ, .)− vρ,k−2i,j (τ, .)∣∣ ∗Gρν ∣∣∣
L2∩C
+ρ
∣∣∣L∣∣vρ,k−1i (τ, .)− vρ,k−2i (τ, .)∣∣ ∗Gρν∣∣∣
L2∩C
+
∑
0≤|γ|≤m−1 ρ
∣∣∣L∣∣Dγxvρ,k−1i,j (τ, .)−Dγxvρ,k−2i,j (τ, .)∣∣ ∗Gρν,p∣∣∣
L2∩C
+
∑
0≤|γ|≤m−1 ρ
∣∣∣L∣∣Dγxvρ,k−1i (τ, .)−Dγxvρ,k−2i (τ, .)∣∣ ∗Gρν,p∣∣∣
L2∩C
.
(81)
For a global operator F ij with Lipschitz continuity with respect to |.|L2∩C norm
a similar relation as in (81) holds. We have considered this elsewhere in the case
of the Navier Stokes operator, and may reconsider this in Appendix B below.
As an essential case we estimate a summand of the third term on the right side
of (81). We write
G
ρ
ν,j = 1BD1 (0)G
ρ
ν,j + 1(RD\BD1 (0))G
ρ
ν,j , (82)
where 1BD1 (0) is the characteristic function of the ball of radius 1 around 0.
It has the upper bound
ρ
∣∣∣L∣∣Dγxvρ,k−1i,j (τ, .)−Dγxvρ,k−2i,j (τ, .)∣∣ ∗ 1BD1 (0)Gρν,j
∣∣∣
L2∩C
+ρ
∣∣∣L∣∣Dγxvρ,k−1i,j (τ, .)−Dγxvρ,k−2i,j (τ, .)∣∣ ∗ 1(RD\BD1 (0))Gρν,j
∣∣∣
L2∩C
≤ ρLC1γ
∣∣Dγxvρ,k−1i,j (τ, .)−Dγxvρ,k−2i,j (τ, .)∣∣,
(83)
where
C1γ :=
∫
RD
∣∣1BD1 (0)Gρν,j(τ, x)∣∣dxdt+
∣∣∣F (1(RD\BD1 (0))Gρν,j
) ∣∣∣
L2∩C
. (84)
The convolutions with Gρν can be treated similarly. We may define
C0γ :=
∫
RD
∣∣1BD1 (0)Gρν(τ, x)∣∣dxdt+
∣∣∣F (1(RD\BD1 (0))Gρν
) ∣∣∣
L2∩C
. (85)
Hence∣∣vρ,ki (τ, .)− vρ,k−1i (τ, .)∣∣Hm∩Cm
+
∑
0≤|β|≤m ρL (C0γ + C1γ)
∣∣∣Dβxvρ,k−1i (τ, .)−Dβxvρ,k−2i (τ, .)∣∣∣
L2∩C
.
(86)
We may then choose ρ = 1
4L(
∑
0≤|β|≤m(C0β+C1β))
and get the desired contraction.
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4 Appendix B): Additional remarks concerning
local time contraction in case of the Navier
Stokes equation
We consider the local time contraction result in the special case of a global
operator, i.e., in the case of the incompressible Navier Stokes equation in its
Leray projection form. Here we may use that Lipschitz continuity of the Leray
projection term function
x→
∫
RD
KD,i(x− y)
D∑
l,m=1
gl,mgm,l(y)dy (87)
holds, if gl, 1 ≤ l ≤ D is located in a suitable strong function space, i.e., if
gl ∈ Hm ∩ Cm for m ≥ 2 for all 1 ≤ l ≤ D. For coordinates (τ, y) with y = rx
and ρτ = t the Leray projection form of the Navier Stokes equation is
∂v
ρ,r
i
∂t
− ρr2ν∆vρ,ri + ρr
D∑
j=1
v
ρ,r
j
∂vρ,r
∂xj
= ρr
∫
RD
KD,i(.− y)
D∑
l,m=1
v
ρ,r
l,mv
ρ,r
m,l(y)dy
(88)
Remember: if we use viscosity damping in order to get global regular upper
bounds, then we choose r > 1. This parameter can be used to measure the
deviation from a strong semigroup property with respect to some strong func-
tion space. A small parameter ρ > 0 is a useful tool in order to prove local
time contraction. Next we reformulate the local time contraction result in this
context. Assume that we have constructed a global regular upper bound for
the original equation up to time t0 ≥ 0. Now data vi(t0, .), 1 ≤ i ≤ D with
vi(t0, .) ∈ Hm ∩Cm for some m ≥ 2 are given. We define a time local iteration
scheme vρ,r,ki , 1 ≤ i ≤ D, k ≥ 0 in a time interval [t0, t0+∆], where t0 ≥ 0 and
v
ρ,r,0
i (t, .) = v
ρ,r
i (t0, .), t ∈ [t0, t0 +∆] (n.b. v0i (0, .) = hi(.)), (89)
and vρ,r,ki is a solution of the linearized equation
v
ρ,r,k
i,τ − ρr2ν∆vρ,r,ki + ρr
∑D
j=1 v
ρ,r,k−1
j
∂vρ,r,k−1
∂xj
= ρr
∫
RD
KD,i(.− y)
∑D
l,m=1 v
ρ,r,k−1
l,m v
ρ,r,k−1
m,l (y)dy,
(90)
where 1 ≤ i ≤ D. This is a variation of the scheme above, where the first member
at k = 0 was defined by a convolution with a Gaussian. For a contraction in
a Hm ∩ Cm-norm (with respect to spatial variables) this variation of a scheme
is sufficient (the result may be easily reformulated for the former scheme above
and is the adapted for even the stronger function spaces considered). For the
parametrized incompressible Navier Stokes equation the local contraction result
in (2.1) has the foollowing counterpart.
Lemma 4.1. Let t0 ≥ 0 and assume that for some m ≥ 2 and a finite constant
C0 > 0 we have ∣∣vρ,ri (t0, .)∣∣Hm∩Cm ≤ C0. (91)
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Then there exists a ∆ > 0 dependent only on dimension and on the constant∣∣vρ,ri (t0, .)∣∣Hm∩Cm such that on the time interval [t0, t0 + ∆] the functional in-
crements δvρ,r,k+1j = v
ρ,r,k+1
j − vρ,r,kj , 1 ≤ j ≤ D satisfy
sup
τ∈[t0,t0+∆]
∣∣δvρ,r,k+1j (τ, .)∣∣Hm∩Cm ≤ 12 supτ∈[t0,t0+∆]
∣∣δvρ,r,kj (τ, .)∣∣Hm∩Cm (92)
and
sup
τ∈[t0,t0+∆]
∣∣δvρ,r,1i (τ, .)∣∣Hm∩Cm ≤ 12 . (93)
In order to prove this lemma (as a footnote to Lemma 2.1 and its proof in
Appendix A) we first consider classical solution representations of the time local
iteration scheme. We have
v
ρ,r,k
i = v
ρ,r
i (t0, .) ∗sp Gρ,rν + ρr
(∑D
j=1 v
ρ,r,k−1
j
∂vρ,r,k−1
∂xj
)
∗Gρ,rν ,
+ρr
(∫
RD
KD,i(.− y)
∑D
l,m=1 v
ρ,r,k−1
l,m v
ρ,r,k−1
m,l (., y)dy
)
∗Gρ,rν .
(94)
where we recall that Gρ,rν is the fundamental solution of G
ρ,r
ν,τ − ρr2Gρ,rν = 0,
considered on the time interval τ ∈ [t0, t0+∆]. For 0 ≤ |γ| ≤ m− 1 and related
1 ≤ |β| ≤ m, where βp = γp + 1 and βl = γl for l 6= p we have
Dβxv
ρ,r,k
i = D
β
xv
ρ,r
i (t0, .) ∗sp Gρ,rν + ρrDγx
(∑D
j=1 v
ρ,r,k−1
j
∂vρ,r,k−1
∂xj
)
∗Gρ,rν,p,
+ρrDγx
(∫
RD
KD,i(.− y)
∑D
l,m=1 v
ρ,r,k−1
l,m v
ρ,r,k−1
m,l (., y)dy
)
∗Gρ,rν,p.
(95)
Note that for k = 1 we have
δv
ρ,r,1
i = v
ρ,r,1
i − vρ,r,0i = vρ,ri (t0, .) ∗sp Gρ,rν − vρ,ri (t0, .)
+ρr
(∑D
j=1 v
ρ,r
j (t0, .)
∂vρ,r
∂xj
(t0, .)
)
∗Gρ,rν ,
+ρr
(∫
RD
KD,i(.− y)
∑D
l,m=1 v
ρ,r
l,m(t0, y)v
ρ,r
m,l(t0, y)dy
)
∗Gρ,rν .
(96)
Similarly, for 0 ≤ |γ| ≤ m− 1 and related 1 ≤ |β| ≤ m, where βp = γp + 1 and
βl = γl for l 6= p we have
δDβxv
ρ,r,1
i = D
β
xv
ρ,r,1
i −Dβxvρ,r,0i
= Dβxv
ρ,r
i (t0, .) ∗sp Gρ,rν −Dβxvρ,r,0i
+ρrDγx
(∑D
j=1 v
ρ,r
j (t0, .)
∂vρ,r
∂xj
(t0, .)
)
∗Gρ,rν,p,
+ρrDγx
(∫
RD
KD,i(.− y)
∑D
l,m=1 v
ρ,r
l,m(t0, y)v
ρ,r
m,l(t0, y)dy
)
∗Gρ,rν,p.
(97)
As
∣∣Dβxvρ,rm (t0, .)∣∣L2∩C (recall definition of the main text) spitting intergals in
(96) and (97) in a local part and its complement and using Young inequalities
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and standard L2 estimates it is straightforward to prove that given ∆ > 0 and
r > 0 there is ρ > 0 such that
sup
τ∈[t0,t0+∆]
∣∣δvρ,r,1i (τ, .)∣∣ ≤ 12 . (98)
Next we may abbreviate
Dγxf
ns,ρ,r
i ≡ ρrDγxfnsi = ρrDγx
(∑D
j=1 v
ρ,r,k−1
j
∂vρ,r,k−1
∂xj
)
,
+ρrDγx
(∫
RD
KD,i(.− y)
∑D
l,m=1 v
ρ,r,k−1
l,m v
ρ,r,k−1
m,l (y)dy
)
,
(99)
and get∣∣vρ,r,ki (τ, .)− vρ,r,k−1i (τ, .)∣∣Hm∩Cm
=
∑
0≤|β|≤m
∣∣Dβxvρ,r,ki (τ, .)−Dβxvρ,r,k−1i (τ, .)∣∣L2∩C
≤ ρr
∣∣∣ (fnsi (vρ,k−1,∇vρ,k−1)− fnsi (vρ,k−2,∇vρ,k−2)) ∗Gρ,rν ∣∣∣
L2∩C
+
∑
0≤|γ|≤m−1 ρr
∣∣∣ (Dγxfnsi (vρ,k−1,∇vρ,k−1)−Dγxfnsi (vρ,k−2,∇vρ,k−2)) ∗Gρ,rν,j ∣∣∣
L2∩C
.
(100)
We estimate the last term in the latter equation (the estimation of the other
terms is similar). For each 0 ≤ |γ| ≤ m− 1 we have
ρr
∣∣∣ (Dγxfnsi (vρ,k−1,∇vρ,k−1)−Dγxfnsi (vρ,k−2,∇vρ,k−2)) ∗Gρ,rν,p∣∣∣
L2∩C
= ρr
∣∣∣Dγx (∑Dj=1 δvρ,r,k−1j ∂vρ,r,k−1∂xj
)
∗Gρ,rν,j +Dγx
(∑D
j=1 v
ρ,r,k−1
j
∂δvρ,r,k−1
∂xj
)
∗Gρ,rν,j ,
+2ρrDγx
(∫
RD
KD,i(.− y)
∑D
l,m=1 δv
ρ,r,k−1
l,m v
ρ,r,k−1
m,l (y)dy
)
∗Gρ,rν,p
∣∣∣
L2∩C
,
(101)
where - according to our previous notation- δvρ,r,ki = v
ρ,r,k
i −vρ,r,k−1i . Note that
for some m ≥ 2 we assumed∣∣vρ,r,0i (τ, .)∣∣Hm∩Cm = ∣∣vρ,ri (t0, .)∣∣Hm∩Cm ≤ C0 (102)
for some finite constant C0 > 0. Assuming for k ≥ 1
sup
τ∈[t0,t0+∆]
∣∣vρ,r,k−1i (τ, .)∣∣Hm∩Cm ≤ Ck−1 (103)
from (104) and (101) we get
supτ∈[t0,t0+∆]
∣∣δvρ,r,ki (τ, .)∣∣Hm∩Cm
≤ ρrcDmCGCKCk−1 supτ∈[t0,t0+∆]
∣∣δvρ,r,k−1i (τ, .)∣∣Hm∩Cm .
(104)
Here cDm is determined by the number of terms on the right side of (94) plus
the number of terms (of derivative expansions) of (95) for all 0 ≤ |β| ≤ m.
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This constant may be determined by elementary combinatorics for numerical
purposes (which is not our main interest here). Furthermore we may use local
integrability of the Gaussian and first order spatial derivatives of the Gaussian
on open time intervals (by standard Gaussian upper bounds, cf. main text
above) and choose
CG =
∣∣1BD1 (0)Gρ,rν ∣∣L1((0,∆)×RD) +∑nj=1 ∣∣1BD1 (0)Gρ,rν,j ∣∣L1((0,∆)×RD)
+
∑2
p=1
∣∣1
RD\BD1 (0)G
ρ,r
ν
∣∣
Lp((0,∆)×RD) +
∑n
j=1
∣∣1
RD\BD1 (0)G
ρ,r
ν,j
∣∣
Lp((0,∆)×RD).
(105)
As for the constant CK we may also use local intergability of the first order
derivatives of the Laplacian kernel and L2-integrability outside a ball and choose
CK = 1 +
∑D
i=1
∣∣1BD1 (0)KD,i∣∣L1((0,∆)×RD)
+
∑D
i=1
∣∣1
RD\BD1 (0)KD,i
∣∣
L2((0,∆)×RD).
(106)
Next note that
supτ∈[t0,t0+∆]
∣∣vρ,r,ki (τ, .)∣∣Hm∩Cm ≤ ∣∣vρ,r,0i (t0, .)∣∣Hm∩Cm
+
∑k
l=1 supτ∈[t0,t0+∆]
∣∣δvρ,r,1i (τ, .)∣∣Hm∩Cm ,
(107)
such that the choice
ρ ≤ 1
2rcDmCGCK(C0 + 1)
(108)
leads to
sup
τ∈[t0,t0+∆]
∣∣vρ,r,ki (τ, .)∣∣Hm∩Cm ≤ C0 + 1, (109)
or Ck−1 ≤ C0 + 1 for all k ≥ 1 in the induction hypothesis in (103) above.
5 Appendix C): Additional remarks concerning
randomized models (appearance of supercrit-
ical barriers) from the perspective of Trotter
product formulas
Finally, we remark that additional ideas are required if this method is to be
applied to randomized models, e.g., random averaged Navier Stokes equations
or Navier Stokes equations with stochastic white noise. The reason is that the
viscosity damping can only offset possible growth caused by the nonlinear terms
if the functional increments of the Burgers term and the Leray projection term
(considered over a small time interval [t0, t0 +∆] with ∆ > 0 arbitrary) live in
strong spaces. For example, if the problem is posed on a torus (periodic bound-
ary conditions), and regularity is measured by the order of decay of the modes
of a local solution function as frequencies become large, then the decay of the
functional increments of the Burgers and Leray terms is determined essentially
by the decay multiplication of infinite matrices of modes applied to the data
(with a diagonal weight for the first order derivative of the Laplace kernel in
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the case of the Leray projection term). If a noise term enters the equation or a
random averaged model is considered then a direct application of the iteration
scheme would lead to the effect that modes are mixed up and even properties
which may be preserved pathwise may not be preserved ’in expectation’. Depen-
dent on the model of course, supercritical barriers appear for strong solutions,
and stronger damping would be needed in order to establish global existence of
strong solutions. Let us consider this in more detail and consider the Navier
stokes equation problem posed on a torus TDl of dimension D and diameter l
(the diameter may be set to l = 1 of course).
Given a spatial scaling parameter value r > 0 and writing the velocity com-
ponent vri = v
r
i (t, y) for fixed t ≥ 0 in the analytic basis
{
exp
(
2πiαx
l
)
, α ∈ ZD}
vri (t, y) :=
∑
α∈ZD
viα(t) exp
(
2πiαx
l
)
, (110)
the spatially scaled equation in (20) and (22) becomes an infinite ODE equa-
tion for the infinite time dependent vector function of velocity modes vriα, α ∈
Z
D, 1 ≤ i ≤ D of the form
dvriα
dt =
∑D
j=1 νr
2
(
− 4π
2α2j
l2
)
vriα − r
∑D
j=1
∑
γ∈ZD
2πiγj
l v
r
j(α−γ)v
r
iγ
+r2πiαi1{α6=0}
∑D
j,k=1
∑
γ∈ZD
4π2γj(αk−γk)vrjγvrk(α−γ)∑
D
i=1 4π
2α2i
,
(111)
for all 1 ≤ i ≤ D and where for all α ∈ ZD we have vriα(0) = hiα along with
the α-modes hiα of hi. In a calculus with infinitesimals, we may describe the
solution by Trotter product formulas obtained form iterative infinitesimal Euler
steps. As an example consider nonstandard calculus (we do not enter techni-
cal peculiarities and describe ’internal sets’ and ’extension of a set-theoretical
universe’ as these specifications are rather trivial or well-known at least). For
arbitrary te > 0, a hyperfinite number N and an infinitesimal δt with Nδt = te
we may define a nonstandard scheme for time steps
mδt ∈ {0, δt, 2δt, · · · , (N − 1)δt,Nδt = te} .
We have the infinitesimal Euler scheme
vriα((m+ 1)δt) = v
r
iα(mδt) +
∑D
j=1 ν
(
− 4π
2r2α2j
l2
)
viα(mδt)δt
−∑Dj=1∑γ∈ZD 2πirγjl vrj(α−γ)(mδt)vriγ(mδt)δt
+2πiαi1{α6=0}r
∑D
j,k=1
∑
γ∈ZD
4π2γj(αk−γk)vrjγ (mδt)vrk(α−γ)(mδt)∑
D
i=1 4π
2α2i
δt,
(112)
or with the abbreviation
erijαγ(mdt) = −r 2πi(αj−γj)l vri(α−γ)(mδt)
+r2πiαi1{α6=0}4π2
∑D
k=1 γj(αk−γk)vrk(α−γ)(mδt)∑
D
i=1 4π
2α2i
,
(113)
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we have
vriα((m+ 1)δt) = v
r
iα(mδt) +
∑D
j=1 ν
(
− 4π
2r2α2j
l2
)
vriα(mδt)δt
+
∑D
j=1
∑
γ∈ZD e
r
ijαγ(mδt)v
r
jγ(mδt)δt.
(114)
In the case l = 1 we have a solution representation
v
r,F (te)
.
= ΠN−1m=0
(
δijαβ exp
(
−νr24π2∑Di=1 α2i δt))×
×
(
exp
(((
erijαβ
)
ijαβ
(mδt)
)
δt
))
h
F .
(115)
Here the symbol
.
=means that the identity holds up to an infinitesimal error, and
we denote vr,F = (vr,F1 , · · · vr,FD )T with D infinite vectors vr,Fi = (vriα)α∈ZD . The
entries in (δijαβ) are Kronecker-δs which describe the unit DZ
D×DZD-matrix.
(We note that internal counterparts of the letter sets should be considered in
order to draw global conclusions using the usual methods- again these extensions
are rather trivial). The formula in (115) is easily verified via formulas at each
time step m of the form(
δijαβ exp
(
−ν4π2r2
D∑
i=1
α2i δt
))(
exp
(((
erijαβ(mδt)
)
ijαβ
)
δt
))
v
r,F (mδt)
(116)
(as a representation for vF ((m+1)δt)). The use of explicit infinitesimals allows
us to have an effective use of first order equality
.
= for arbitrary finite time where
on an infinitesimal time level we have simplifications of the formula in (115) in
the sense that
v
r,F (te)
.
= ΠN−1m=0
(
δijαβ
(
1− ν4π2r2
D∑
i=1
α2i δt
))(
1 +
((
erijαβ
)
ijαβ
(mδt)
)
δt
)
h
F ,
(117)
is also valid up to order O(δt2) (if δt is infinitesimal). Similarly, at each time
step number m an infinitesimal Eulerstep (with error O(δt2)) is described by(
δijαβ exp
(
−ν4π2r2
D∑
i=1
α2i δt
))(
1 +
((
erijαβ(mδt)
)
ijαβ
)
δt
)
v
r,F (mδt).
(118)
We observe that at each time step all modes get an viscosity damping except
for the zero modes. However this zero modes can be controlled and are a minor
problem. We considered several ways do deal with this. Here we consider an
extended Trotter product formula where the zero modes are shifted to zero at
each time step and reappear in the drift of an equivalent related problem. This
is effectively a control function for the zero modes (we use a different notation
here than we did elsewhere).
Define vc,r,F = (vc,r,F1 , · · · vc,r,FD )T withD infinite vectors vc,r,Fi = (vc,riα )α∈ZD ,
where at all time steps m ≥ 0 we have vc,riα (mδt) = vriα(mδt) − ciα(mδt) where
ciα = 0 for α 6= 0 and ci0(mδt) = −vri0(mδt). We may plug in vriα(mδt) =
23
v
c,r
iα (mδt) + ciα(mδt) = v
r
iα(mδt) into the equation in (112) and get
dvc,riα
dt =
∑D
j=1 νr
2
(
− 4π
2α2j
l2
)
v
c,r
iα − r
∑D
j=1
∑
γ∈ZD
2πiγj
l
(
v
c,r
j(α−γ) + 1{α=γ}cj(α−γ)
)
v
c,r
iγ
+r2πiαi1{α6=0}
∑D
j,k=1
∑
γ∈ZD
4π2γj(αk−γk)vc,rjγ vc,rk(α−γ)∑
D
i=1 4π
2α2i
.
(119)
for all 1 ≤ i ≤ D and where for all α ∈ ZD, and where we have vc,riα (0) = hiα
for α 6= 0 and vc,ri0 (0) = 0 for all 1 ≤ i ≤ D. In the case l = 1 we have a solution
representation
v
c,r,F (te)
.
= ΠN−1m=0
(
δijαβ exp
(
−νr24π2∑Di=1 α2i δt))×
×
(
exp
(((
e
c,r
ijαβ
)
ijαβ
(mδt)
)
δt
))
h
c,F ,
(120)
where hc,F = vc,r,F (0) are obtained form the data hF by setting the zero modes
to zero. All related formulas for uncontrolled schemes above have their obvious
counterparts which are obtained by substitution of erijαβ by e
c,r
ijαβ etc.. Obviously
we have
e
c,r
ijαγ(mdt) = −r 2πi(αj−γj)l
(
v
c,r
i(α−γ)(mδt) + ck(α−γ)(mδt)
)
+r2πiαi1{α6=0}4π2
∑D
k=1 γj(αk−γk)vc,rk(α−γ)(mδt)∑
D
i=1 4π
2α2i
,
(121)
Now assume that the data hi are in a strong Sobolev space, lets say hi ∈
HD+2 in case of dimension D. The dual Sobolev norm
hi ∈ hm ≡ hm
(
Z
D
)
iff
∑
α∈ZD
|hiα|2(1 + |α|2m) <∞ (122)
tells us that there surely is a finite constant such that
∀α ∈ ZD : |hiα| ≤ C
1 + |α|D+2 <∞. (123)
v
c,r,F ((m+ 1)δt) =
(
δijαβ exp
(
−ν4π2r2∑Di=1 α2i δt))×
×
(
1 +
((
e
c,r
ijαβ(mδt)
)
ijαβ
)
δt
)
v
c,r,F (mδt).
(124)
Recall our notation: vc,r,F (mδt) = (vc,r1 (mδt), · · · , vc,rD (mδt)), where vc,rj (mδt) =(
v
c,r
jα (mδt)
)
α∈ZD
In the Euler scheme (one Euler step) the Euler terms can be estimated by
elliptic integrals, such that for some constant c (depending on dimension D) we
have
2π(D +D2)
∑
β∈ZD
|β|C
1 + |α− β|D+2
C
1 + |β|D+2 ≤
cC2
1 + |α|D+3 , (125)
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i.e. the order of polynomial decay is preserved (even more than preserved).
Further transformation to another time scale t = ρτ may be used together with
a strong damping parameter r > 1. The nonlinear terms then get the scaling ρr
while the viscosity coefficient (the coefficient of the Laplcacian) becomes ρr2ν.
For given ν > 0 the parameter ρ may be chosen (along with large r > 1) such
that this latter term ρr2ν may be large while ρr is small such that the scaled
upper bound variation of (125) becomes
ρr2π(D +D2)
∑
β∈ZD
|β|C
1 + |α− β|D+2
C
1 + |β|D+2 ≤
ρrcC2
1 + |α|D+3 , (126)
where ρrcC2 become small such that geometric series upper bounds for the sum
of functional increments can be constructed. We have discussed such niceties
elsewhere, and we do not need them if we want to construct an upper bound for
fixed T > 0. For the regularity of the data we assume that there is a constant
C > 0 such that for all 1 ≤ i ≤ D and all α ∈ ZD we have
∣∣hiα∣∣ ≤ C
1 + |α|D+2 . (127)
Given any T > 0 and data as in (127) we may choose (generously)
r >
1
ν
(
C + cC2(1 + T )
)
(128)
and get a finite constant C∗ =
(
C + cC2(1 + T )
)
such that for all 1 ≤ i ≤ D
we have a global regular upper bound∣∣vi(t, .)∣∣Hn+2 ≤ C∗(1 + t), t ∈ [0, T ]. (129)
This theory cannot be applied to stochastic versions of the Navier Stokes equa-
tion, however- due to the fact that elliptic integral relations as in (125) are
sensitive to such extensions. As an example consider a Navier Stokes equation
model with a stochastic force (white noise), i.e., an initial value problem of the
form
∂vi
∂t
− ν∆vi +
D∑
j=1
vj
∂vi
∂xj
= ∇ip+ dW
dt
, (130)
along with incompressibility
∑D
i=1 vi,i = 0 and data vi(0, .) = hi ∈ Hm ∩ Cm
for some m ≥ 2. Here the derivative of the Wiener process W may be defined
via the represention
W (t) =
∞∑
n=1
Nn
∫ t
0
kn(s)ds, (131)
where (Nn)
∞
n=1 is a family of independent, identical, standard Gaussian ran-
dom variables, and (kn)
∞
n=1 denotes a family of orthogonal functions define for
nonnegative time (this orthogonal family is orthonormal in the case of standard
white noise). We have
dW
dt
=
∞∑
n=1
Nnkn(t). (132)
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An extension of the Trotter formula scheme above (on an infinitesimal time
scale) leads to an additional source term
W (mδt)−W ((m− 1)δt) =
∞∑
n=1
Nn(kn(mδt)− kn((m− 1)δt)). (133)
For such a scheme energy can be transported from lower to higher frequencies,
and -depending on the family (kn) upper bound relations of the form (125)
may not hold for the solution. Similar consideration apply to stochastic average
models.
6 Appendix D): Extensions of the result to mod-
els with generalised diffusion term
The Gaussian damping estimate in item vi) can be generalised to models with
variable diffusion. Such generalisations are desirable as even hydrodynamic
limits of the Boltzmann equation around the Maxwell state lead to a viscosity
ν ∼ D∗
(
v ⊗ v − 1
3
|v|2I
)
. (134)
Here D∗ is the Legendre dual of the Dirichlet form of the collision term of the
Boltzmann equation linearized at the Maxwell equilibrium. For models with
uniform elliptic diffusion terms, i.e., terms of the form
D∑
j,k=1
aiij
∂2vi
∂xj∂xk
, (135)
where for some constants 0 < λ ≤ Λ <∞
∀(t, x) ∈ [0,∞)× RD : λ|ξ|2 ≤
D∑
j,k=1
aiij(t, x)ξiξj ≤ Λ|ξ|2, (136)
there are Gaussian upper bounds of the fundamental solution. The estimates
of item vi) can the be adapted to this situation straightforwardly using these
Gaussian upper bounds.
For generalisations to highly degenerate diffusions we have to recall Ho¨rman-
der’s result. Let us For positive natural numbers m,n a matrix-valued function
x→ (vji)n,m(x), 1 ≤ j ≤ n, 0 ≤ i ≤ m, (137)
on Rn, defines m+ 1 smooth vector fields
Vi =
n∑
j=1
vji(x)
∂
∂xj
, (138)
where 0 ≤ i ≤ m. Ho¨rmander provided a sufficient condition for the fundamen-
tal solution on [0,∞)× Rn of

∂p
∂t =
1
2
∑m
i=1 V
2
i p+ V0p
p(0, x; y) = δy(x),
(139)
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where δy(x) = δ(x− y) is the Dirac delta distribution with an argument shifted
by the vector y ∈ Rn. The condition is: for all x ∈ Rn assume that
Hx = R
n, (140)
where
Hx := span
{
Vi(x), [Vj , Vk] (x), [[Vj , Vk] , Vl] (x),
· · · |1 ≤ i ≤ m, 0 ≤ j, k, l, · · · ≤ m
}
,
(141)
and where [., .] denotes the Lie bracket of vector fields as usual. Assume that the
coefficients of the vector fields are smooth (i.e. C∞) and bounded with bounded
derivatives, i.e. vji ∈ C∞b (Rn) (sometimes linear growth for the functions vji
themselves is allowed ( vji ∈ C∞b,l (Rn) in symbols). Indeed this makes no real
difference. These strong regularity assumptions are due to the fact that i Then
a smooth density p exists and for each nonnegative natural number j, and
multiindices α, β there are increasing functions of time
Aj,α,β , Bj,α,β : [0, T ]→ R, (142)
and functions
nj,α,β,mj,α,β : N× Nd × Nd → N, (143)
such that ∣∣∣∣∣ ∂j∂tj ∂|α|∂xα ∂|β|∂yβ p(t, x, y)
∣∣∣∣∣
≤ Aj,α,β(t)(1+x)
mj,α,β
tnj,α,β
exp
(
−Bj,α,β(t) (x−y)
2
t
)
.
(144)
As the damping estimate is in discrete time at each time step of the scheme
above the local damping estimate above in item vi) can be adapted to this
situation. This is a first step in order to extend the construction scheme of
global regular solutions models of the form

∂vi
∂t =
1
2
∑m
i=1 V
2
i vi + V0vi + fi(v,∇v) = 0, 1 ≤ i ≤ D
vi(0, .) = hi.
(145)
A stronger form of condition d) is required in order to get an upper bound for
the functional increments
δvi(t, .) = vi(t, .)−
∫
RD
vi(t0, .)p(t, x; s, y)dy =
∫ t0+∆
t0
∫
RD
fi(v(s, y),∇v(s, y))p(t, x; s, y)dyds,
(146)
because we have to compensate for the factor (1+x)mj,α,β in the Ho¨rmander esti-
mate of the density p (which satisfies (145)). Note that some order of spatial de-
cay is lost in general as the (smoothed) initial data term
∫
RD
vi(t0, .)p(t, x; s, y)dy
shows. However this loss of spatial decay is not increased iteratively if the non-
linear term satisfies a strong submultiplicative property which compensates the
factor (1 + x)mj,α,β . Clearly, the loss of polynomial decay depends on the order
of regularity in terms of the constants mj , but such a loss is not iteratively
increased by the linear term as a Chapman Kolmogorov semi-group property
holds for the density p and since the functional increments preserve polynomial
decay for an appropriate strong submultiplicative property.
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7 Conclusion (and comparison with results form
CKN theory)
The preceding argument shows that there is a considerable class of partial dif-
ferential equations (subsuming the incompressible Navier Stokes equation) with
spatially subhomogeneous nonlinear terms which have global solution branches
in strong spaces for strong data. This conclusion contradicts the view of many
authors that global regular solution branches of the Navier Stokes equation
have to be due to the special structure of the equation (especially the Leray
project term) if there are any such solutions. A difficulty of the construction
of global regular solution branches for some members of some classes of equa-
tions arises if the equations are considered in weak function spaces, i.e., for data
which live in weak functions spaces, for equations with time-dependent external
forces, or for equations with stochastic force terms or stochastic average equa-
tions. Especially, in the latter cases the strong upper bounds of weakly elliptic
intergals or related multiplication rules of infinite mode matrices do not hold
anymore for iteration schemes in general. Energy can then be transported from
lower frequencies to higher frequencies and supercritical barriers may appear,
i.e. models with stronger viscosity damping terms may be necessary in order to
get global regular solution branches or, at least, to avoid the appearance of sin-
gularities. It is well known that in the case of the incompressible Navier Stokes
equation global regular solution branches are unique (this is a difference to the
Euler equation as we argued elsewhere). If a global regular solution branch
vi ∈ C0 ([0, T ], Hm ∩ Cm) , 1 ≤ i ≤ D for arbitrary T > 0 is given in the case
of the Navier Stokes equation, then a Cornwall inequality implies uniqueness,
i.e., if v˜i, 1 ≤ i ≤ D is another solution of the incompressible Navier Stokes
equation, then
∣∣v˜(t)− v(t)∣∣2
L2
≤ ∣∣v˜(0)− v(0)∣∣2
L2
exp
(
C
∫ t
0
(∣∣∣∣v(s)∣∣p
L4
+
∣∣∣∣v(s)∣∣2
L4
)
ds
)
(147)
for some p ≥ 4 which depends on the dimension (here p = 8 in case of dimension
D = 3 is sufficient), and where C > 0 is a constant which depends on the
dimension D and the viscosity. Here the function space Hm∩Cm is appropriate
for Cauchy problems on the whole domain, where these function spaces reduce
in the case of a torus, of course. Such a Cornwall inequality implies that a
solution branch is unique in sufficiently strong function spaces. However we
have no such inequality for the whole class considered here. The existence of
global regular solution branches depends on a local time contraction theorem in
strong spaces. Such local time contraction results in strong spaces can also be
used in order to obtain global regularity and existence results as a consequence
of the CKN result. In this case it is essential to show that a Leray-Hopf solution
is left continuous with respect to time and in strong function spaces with respect
to the spatial variables. If t0 × TD is a time slice where a potential singularity
of the Haussdorff set of singularities is located, then we have argued elsewhere
that a Leray Hopf solution vi, 1 ≤ i ≤ D, which is smooth on [t0 − ǫ, t0) is left
continuous at t0 such that
vi(t0, .) ∈ Hm ∩ Cm , 1 ≤ i ≤ D, for some m ≥ 2. (148)
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This is the essential step of course as we have local time contraction and can
combine the standard techniques of construction of a Leray Hopf solution with
local time contraction and the singularity analysis. Having obtained (148) we
may obtain a local regular solution on a time interval [t0, t0 +∆] by local time
contraction (cf. also Theorem 7.1 for an alternative local time result) (we may
then start with this local solution and extend it applying the standard techniques
of projection smoothing and the usual limit procedures. The resulting extended
solution has a thins set of possible singularities at some time sections tl×TD for
tl ∈ I in an index set I of Lebegues measure zero and tl > t0+∆. For the smallest
such tl we may consider a singularity analysis -as we have shown elsewehere-
and get a regular solution on a time interval [t0, tl] with vi(tl, .) ∈ Hm ∩ Cm
which is left continuous at tl. We may then apply the local contraction result
for the new data .by the semigroup property- and repeat the procedure). Here,
we can use the local time contraction results in Hm ∩ Cm norms (spatially).
Note however, that we can also use local time regularity results such as
Theorem 7.1. For some t0 > 0 assume that vi(t0, .) ∈ Lp , 1 ≤ i ≤ D, p > D,∑D
i=1 vi,i(t0, .) = 0. then there is ∆ > 0 and a unique short time solution
vi, 1 ≤ i ≤ D on the time interval [t0, t0 +∆] such that
vi ∈ C
(
[t0, t0 +∆] , L
p
(
T
D
)) ∩ C∞ ((t0, t0 +∆)× TD) (149)
for all 1 ≤ i ≤ D.
Hence it seems that global regularity results can be obtained for data Lp
(
T
D
)
and p > D if the problem is posed on the torus. Note that this also implies
that H1 regularity implies global smoothness. This is due to the well-known
embedding
Hp,s ⊂ Hq,t for q > p, s > t, and 1
p
− 1
q
=
1
D
(s− t) . (150)
Here Hp,s is the usual Lp analog of Hs. For example, in case D = 3, p = 2
and q = 4 we get H1 ∩ H4,0.25 ⊂ L4. Similarly for D = 3 and q = 3 + ǫ for
small epsilon we get an embedding in L3+ǫ. Hence it seems that even H1 data
are sufficient. This results certainly is stronger then the results of this paper,
but the CKN results cannot be transferred to the large class of equations which
is considered here. This class (and variations of it with a more general class of
viscosity terms) may be important also in a physical sense, as data imply that we
have to go beyond the simple Navier Stokes equation in order to describe fluids
appropriately. Furthermore the approach considered here is constructive and
the regular upper bounds constructed can be a guide for algorithmic solution
schemes. Finally we note that the existence of a (possible highly degenerate)
diffusion term is essential for the preceding argument. Viscosity limit arguments
(ν ↓ 0) require additional specific structure (such as vorticity forms in the case
of Navier Stokes and Euler equations), and even then limits are of restricted
regularity in general.
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