Scholars have been interested in the extent
must consider whether processes and relationships among variables at one level (e.g., the individual) are consistent with analogous processes and relationships at another level (e.g., the team). For instance, the increased popularity of work teams requires that selection programs consider similarities and differences among predictors such as cognitive ability and personality at multiple levels of analysis (Aguinis, Henle, & Ostroff, 2001; Klimoski & Zukin, 1999; Ployhart & Schneider, 2002; Schmitt & Chan, 1998 ), yet relatively little work has been conducted examining the relative utility of predictors across levels. Part of the reason why we know little about similarities and differences among construct relationships across levels is that there is a lack of theoretical frameworks and empirical procedures to systematically explore potential differences. In this article, we build on existing work and provide both a theoretical and empirical framework for systematically exploring similarities and differences among construct relationships across levels.
In considering multilevel applications of research findings, the prevailing theoretical framework addressing constructs such as efficacy beliefs (Lindsley, Brass, & Thomas, 1995) , empowerment (Kirkman & Rosen, 1999) , and creativity (Drazin, Glynn, & Kazanjian, 1999) has assumed that the constructs operate similarly across different levels of analysis. This theoretical framework assumes homology across levels-that is, similar relationships between parallel constructs across levels of analysis (Kozlowski & Klein, 2000) . Homologous models are consistent with Chan's (1998) notion of process compositional models, which specify parallel nomological networks among similar constructs across levels of analysis.
Homologous models provide a logical basis from which to start considering multilevel relationships. If researchers find that relationships are homologous across levels of analysis, it adds to the parsimony and breadth of theories. In contrast, should relationships prove not to be homologous across levels, it signals a boundary condition and a need to refine theories and to better understand how the processes operate at each distinct level. In either case, explicit tests of homology help to highlight domains where inferences of homology are warranted and domains where they are not (Chen, Mathieu, & Bliese, 2004; Kozlowski & Klein, 2000; Rousseau, 1985) .
Multilevel research that explicitly and directly tests homologous models of relationships has been sparse House, Rousseau, & Thomas-Hunt, 1995; Kozlowski & Klein, 2000) . The majority of the research to date has indirectly examined the generalizability of individual-level models to higher levels by employing single-level studies testing whether relationships obtained at the individual level also held at some higher level of analysis (e.g., group or organization levels). For instance, Prussia and Kinicki (1996) examined Bandura's (1997) social cognitive theory of self-regulation at the group level (a single-level study). In this work they concluded that "results support individual-level studies of social-cognitive theory and highlight the isomorphic character of social cognitive theory" (p. 194) and, moreover, that "groups set goals much like individuals-on the basis of efficacy perceptions" (p. 195) .
Although single-level research of this nature is valuable, it would be useful to add more systematic theoretical and empirical guidelines to tests of homology while also expanding this type of work to a multilevel framework. As noted previously, the two major impediments for conducting such research have been the lack of theoretical framework for delineating various types of homologous models and the need for userfriendly and flexible statistical methods that allow tests of homologous multilevel models. Accordingly, the primary purposes of this article are to (a) delineate a typology of multilevel theories of homology and (b) introduce accessible analytical procedures to guide the development and testing of homologous multilevel theoretical models. Our overarching goal is to facilitate the development of better articulated homologous multilevel models and guide a more systematic validation of them.
Underlying Assumptions of Homologous Models
Models that span multiple levels of analysis are implicitly concerned with the covariance of relationships within and between hierarchically nested units. There are two main assumptions underlying homologous models. The first is that the constructs in the models maintain theoretical similarity across levels of analysis (Bliese, 2000; Chen et al., 2004; Kozlowski & Klein, 2000; Rousseau, 1985) . For instance, in a test of homology across levels involving a construct such as efficacy, one must accept that self-efficacy (an individual construct) and collective efficacy (a group-level construct) maintain enough theoretical similarity across levels to make a contrast of their correlates meaningful (e.g., .
Several authors (e.g., Bliese, 2000; Chan, 1998; Chen et al., 2004; Kozlowski & Klein, 2000; Morgeson & Hofmann, 1999) have explicitly discussed the nature, structure, and validation of multilevel constructs across levels of analysis, and so we only comment briefly on these issues. We do, however, take the position that the coupling of construct meaning across levels is first and foremost a theoretical issue and that measures of the construct at different levels need not be psychometrically equivalent (i.e., they need not be isomorphic). For instance, individual personality and average group personality are almost certainly not isomorphic constructs across levels, because the structure (i.e., the process through which the construct develops) of individual and group personality differ. Individual personality is based on genetic makeup and developmental experiences, whereas group personality composition is largely based on social processes (e.g., attraction, selection, and attrition; Morgeson & Hofmann, 1999) . Despite this difference, the function of personality may be similar across level, in that the outputs or effects of personality may be comparable across levels. Thus, we maintain that tests of homology across levels involving correlates of constructs such as personality are clearly important and almost certainly likely to yield insight into understanding multilevel phenomena. Moreover, tests of homology are critical in establishing the validity of constructs across levels of analysis, as they provide an explicit comparison of constructs' nomological networks across level of analysis (Chan, 1998; Chen et al., 2004) .
Researchers can evaluate the extent to which variables at different levels maintain a sufficient level of conceptual similarity using expert judgments or content validation (see Chen et al., 2004) . This recommendation is in line with accepted meta-analysis practices (cf. Hunter & Schmidt, 1990) , by which researchers judge the extent to which different measures of construct "X" capture sufficiently similar conceptual meanings across different studies and samples. Moreover, compositional models and aggregation methods differ in the extent to which they are likely to maintain the level of conceptual similarity across levels of analysis (Chan, 1998; Chen et al., 2004; Kozlowski & Klein, 2000) . For instance, collective efficacy is more likely to be conceptually and functionally similar to self-efficacy when measured using referent-shift composition models, as opposed to additive composition models (Bandura, 1997; Gully, Incalcaterra, Joshi, & Beaubien, 2002) . Thus, researchers interested in testing homologous models should employ measures that best maintain the similarity of constructs across levels.
The second underlying assumption of homology models-and that to which we direct our attention-concerns whether X-Y relationships observed at one level of analysis are comparable to those obtained between similar variables at different level of analysis. Examples of theoretical homologous models include the threat-rigidity hypothesis (Staw, Sanderland, & Dutton, 1981) and the efficacy-performance spirals model (Lindsley et al., 1995) . In both cases, individual-level relationships are hypothesized to generalize to the group and organization levels. In essence, testing homologous models is analogous to testing the generalization of single-level results across samples (i.e., validity generalization), but the focus is on generalization across levels of analysis instead of across samples. Unfortunately, the assumption of homology is often made but rarely tested House et al., 1995; Kozlowski & Klein, 2000) . Tests of homology can and should play an integral role in the validation of multilevel constructs and theories (Chen et al., 2004) . Thus, the main contribution of the present article is the delineation of a theoretical typology and analytical framework for developing testing multilevel theories of homology.
A Typology of Homologous Multilevel Theories
All homologous theories assume the relationships between a set of constructs maintain some level of similarity across levels of analysis. However, what is meant by the term similarity may differ, depending on the type of homology theory. We submit that there are two related key dimensions along which of homology theories may differ. First, homology theories progress from exploratory (theory-building) phases to confirmatory (theory-testing) phases (cf. Gioia & Pitre, 1990) . That is, multilevel theories of homology may differ in the extent to which they are explicit or implicit about whether relationships between parallel constructs are similar across levels of analysis. Early on, homology theories may rely heavily on analogies or metaphors, but as the theories mature, the specific kind of, and rationale for, similarity of relationships across levels may become more clear. Note that multilevel theories of homology may still be confirmatory within each level of analysis yet differ in how explicit or loose they are regarding the similarity of relationships across levels. Specifically, researchers may provide very explicit rationale for expected relationships at each specific level of analysis (based on theory and/or previous research) and yet be less explicit with respect to the extent to which relationships remain similar or not across levels. Thus, in the context of our theoretical framework, we use of the words exploratory or confirmatory with respect to similarity of relationships across levels, not within levels.
Second, and related to the first dimension, theories of homology can differ in the precision of their prediction of similarity of relationships across levels. Although some theories predict that the magnitude and direction of the X-Y relationships are identical across levels, other theories may more loosely expect relationships to be merely similar (not necessarily identical) across levels. Theories that do not consider explicitly whether relationships across levels are identical tend to be more exploratory and less precise, whereas those that state more explicitly that relationships are identical across levels are more confirmatory and precise. Yet other theories may espouse similarity in terms of proportionality, stating that effects become stronger or weaker across levels (House et al., 1995) . Such "proportional" theories are somewhere in between confirmatory and exploratory theories, and have a medium level of precision, because although they do not predict identical level of similarity across levels, they explicitly consider the extent to which effects are similar across levels in terms of rankorder of effects across different predictors.
Building on the two dimensions of exploratory/confirmatory and imprecise/ precise, we can delineate three prototypical multilevel theories of homology-metaphoric, proportional, and identical (see Figure 1 ). In addition, we can identify a fourth type that combines two different types-hybrid. As we indicate below, different hybrid theories may be placed at various places along the continua of the exploratory/ confirmatory and imprecise/precise dimensions, and thus we did not include hybrid theories in Figure 1 . In subsequent sections, we discuss each of these types in more detail and provide examples drawn from organizational theory. Note that the most important defining element that separates the different theoretical forms of homology is the manner in which they specify the nature and strength of similarity in relationships across levels of analysis. That is, broadly defined, the theoretical forms of homology differ by how tightly they couple the X-Y relationship across levels.
Metaphoric Theories
Perhaps the majority of homologous multilevel theories rely on analogies and metaphors to describe the similarities between individual-level and higher level (e.g., organizational-or group-level) phenomena. Indeed, there is a long history of using biological, information-processing, and technological metaphors and analogies to delineate group and organizational phenomena based on lower level phenomena (Morgan, 1980 (Morgan, , 1986 Tsoukas, 1991) . Metaphors can help researchers describe phenomena residing at one level of analysis using terms characteristic of phenomena residing at different levels of analysis (e.g., describing an organizing as being altruistic or aggressive). Analogies are used further to extend process models from one level of analysis to another. For instance, using individual-level decision-making processes as an analogy for group decision making, Hinsz, Tindale, and Vollrath (1997) argued, "much like individuals, groups process relevant and available information to perform intellectual tasks" (p. 43). Likewise, researchers have suggested that team mental models are analogous to individual mental models in that they enable teams to respond more appropriately under stress (e.g., Mathieu, Heffner, Goodwin, Salas, & CannonBowers, 2000) . Thus, we define multilevel homology theories that rely on metaphors and analogies metaphoric theories. Such theories are usually at early stages of theory development and are thus more exploratory in nature with respect to the nature of similarity of relationships across levels of analysis. Most theories at the metaphoric stages assume similarity, but they are not very precise regarding the exact nature of similarity. An example of a metaphoric theory of homology is personality theory. Specifically, Stewart (2003) has proposed that individual personality traits are useful metaphors that can help describe work team characteristics and further used genes as an analogy for how personality traits develop and function in teams, arguing that individuals affect the development of team personality in much the same way genes affect the development of individual personality. Likewise, Hofmann and Jones (in press) have developed a theory of collective personality, according to which groups develop behavioral regularities (or climate) that are analogous to individual-level personality traits such as conscientiousness, openness, and so on. Although research has begun to examine how various combinations of individual personalities in teams (e.g., mean, variance, minimum, maximum) or collective personality affect team outcomes such as performance (Barrick, Stewart, Neubert, & Mount, 1998; Hofmann & Jones, in press) , it is still unclear whether the function of personality is identical, proportional, or different altogether across levels of analysis. Nonetheless, the genetic and individuallevel metaphors and analogies are useful in specifying how personality traits develop and exert their influences at the collective level of analysis.
Adaptation theory is also illustrative of a metaphoric theory. For instance, Kozlowski, Gully, Nason, and Smith (1999) have developed a theory of team adaptability that suggests team adaptation, reflected by appropriately shifting strategies to meet new situational demands, is functionally similar to how individuals adapt in complex environments. In addition, Huy (1999) highlighted the similarity between the individual-level emotional intelligence and the organizational-level emotional capability constructs and argued that emotional capability should affect radical change at the organizational level in analogous way to how emotional intelligence affects personal (individual-level) adaptation and change. However, we still know little about the extent to which these adaptation phenomena are comparable across levels.
Proportional Theories
To date, the majority of multilevel research has focused on delineating and testing metaphoric theories, which are fairly loose with respect to their definition of similarity across levels. However, as theories and models evolve over time, researchers move from wanting to know simply whether certain X-Y relationships "hold" (i.e., are significant or not) across levels to wanting to ascertain whether nomological networks of relationships are comparable across levels. In other words, tests of metaphoric theories of homology fundamentally rest on tests of whether relationships are consistently significant across levels. In contrast, tests of proportional theories take us further and consider whether the relationships between a set of three or more variables are proportionally stronger or weaker as the level of analysis changes. At a minimum, the set of variables must contain either (a) one predictor, one outcome, and a nonzero intercept; or (b) two predictors, one outcome, and a zero intercept. More specific details will be discussed at a latter point. What is important for this discussion is simply the concept of a set of at least three variables. Proportional theories differ from metaphoric theories in that they assume further that the strength of the phenomena of interest, and therefore the strength of magnitude of the relationships capturing the phenomena, is consistent across levels of analysis, whereas metaphoric theories simply imply that the same relationships will be significant across levels. An examination of the relative pattern and magnitudes of effects informs researchers and practitioners far more about the comparability of the complex relationships underlying theoretical frameworks. Relative to metaphoric theories, proportional theories are better developed and more precise regarding the nature of similarity across levels.
One example of proportional theories has been put forth by Ployhart and his colleagues (Ployhart, 2004; Ployhart & Schneider, 2002) . According to Ployhart, the set of knowledge, skills, abilities, and other individual attributes (KSAOs) have more direct effects at lower levels of analysis (individual) than at higher levels. That is, when aggregating such competencies to higher levels (particularly the group and organizational levels), the effects for the entire class of predictors becomes proportionally weaker and less direct, because extraneous factors (e.g., market competition, customer availability) exert stronger effects on group and organization performance. Supporting Ployhart's assertion, a recent study by Chen, Thomas, and Wallace (in press) found that the relative effects of task-related knowledge and skill on performance were stronger at the individual level than the team level. Thus, although staffing theories assume that KSAOs affect performance across levels, their effects tend to be proportionally weaker as the level of analysis increases.
Identical Theories
In contrast, identical theories of homology are even more restrictive, in that they more precisely predict that the phenomena of interest, and thus the magnitude and pattern of relationships manifesting the phenomena, remain highly consistent or even identical across levels of analysis. Identical theories are better developed and more confirmatory and precise than proportional theories. Specifically, proportional theories predict that the magnitude and direction of relationships are merely consistent across levels (i.e., systematically weaker or stronger, depending on the theory), whereas identical theories go a step further by predicting complete similarity in the magnitude and direction of effects across levels.
One might question whether the fields of industrial/organizational psychology, organizational behavior, and human resource management have evolved to the point where requiring such level of precision of prediction is really warranted. Certainly there are some domains where such comparisons are routinely conducted. For example, assessments of differential validity hinge on the ability to make point estimates of the impact of using particular tests for majority and minority candidates (Schmitt, Cortina, Ingerick, & Wiechmann, 2003) . Moreover, practitioners are interested in the accuracy of comparisons for gauging the relative utility of interventions or human resource practices. For example, knowing that pay for performance compensation programs yield the same order of magnitude effects (or not) is critical for decisions about which to adopt. Although we submit that at present, most homology theories are at the metaphoric level, nevertheless it is important to establish a framework and meth-ods for assessing more sophisticated homology inferences as the field continues to mature.
An example of identical theories of homology is social cognitive theory (Bandura, 1997) , according to which efficacy beliefs (i.e., beliefs about task-specific capabilities) are influenced by similar sources (e.g., previous performance) and affect similar outcomes (e.g., subsequent performance; also see Lindsley et al., 1995) . Indeed, metaanalyses have found that the "true" self-efficacy-performance correlation (ρ = .38; Stajkovic & Luthans, 1998 ) is highly similar to the "true" collective efficacy-group performance correlation (ρ = .39; Gully et al., 2002) . Similarly to social cognitive theory, goal-setting theory (Locke & Latham, 1990 ) has proposed and found that the magnitude of the relationship between goals and performance are similar and occur through similar mechanisms at both the individual and group levels (e.g., O'LearyKelly, Martocchio, & Frink, 1994; Weingart, 1992) .
Hybrid Theories
It is also possible to develop hybrid theories of homology, in which different types of homology theories are integrated. Hybrid theories could incorporate principles consistent with both identical and proportional theories, specifying that some predictors have identical effects across levels, whereas the effects of other predictors in the same model are systemically weaker or stronger at different levels. As an example, Chen et al. (in press) proposed and found that affective/motivational outcomes of training (efficacy beliefs) have identical effects on transfer performance at the individual and team levels, whereas the effects of cognitive and behavioral outcomes of training (knowledge and skill) become proportionally weaker at the team level relative to the individual level. Additionally, it is possible to develop theories in which certain predictors are homologous across levels (either in the identical or proportional sense), whereas other predictors are not homologous (i.e., are only meaningful at some but not other levels of analysis). For instance, collective-level predictors such as size or diversity would be relevant for group or organizational-level models but not for individuallevel models (Chen et al., 2004 ).
Yet other kinds of hybrid theories might specify identical or proportional relationships for some predictors and would be less clear regarding the plausible similarity of other predictors across levels. Such hybrid theories might be evident when researchers try to extend better established proportional or identical theories by incorporating new predictors in the existing model. For example, researchers might want to test whether new predictors, such as individual and team commitment, uniquely predict individual and team performance over and above well-established predictors, such as self-and team-efficacy beliefs. Such hybrid theories of homology could clearly extend the boundaries of generalization of various multilevel phenomena.
Finally, it is important to recognize that as metaphoric multilevel theories evolve, they may fit better into other types of homology theories, including proportional, identical, or hybrid. For instance, a study by DeShon, Kozlowski, Schmidt, Milner, and Weichmann (2004) relied mostly on analogies when delineating individual-and teamlevel relationships between efficacy, goals, regulatory processes, and performance. However, given their study and other similar studies (e.g., Chen et al., 2002, in press) have found that relationships between these constructs are nearly identical across the individual and team levels, now that there is sufficient rationale for treating models involving these constructs as identical theories of homology. Thus, recognizing the evolutionary nature of theories, a purpose of the conceptual framework illustrated in Figure 1 is to provide a flexible roadmap for continuously developing and extending multilevel theories of homology.
Existing Methods for Testing Homologous Models
There are a myriad of statistical techniques that can be applied to hierarchically nested data. Two in particular have been discussed as useful for testing homologous relationships: (a) WABA (within and between analysis; Dansereau, Alutto, & Yammarino, 1984; Dansereau & Yammarino, 2000) and (b) multigroup or multilevel SEM analysis (e.g., Muthén, 1994) . Each approach, however, is limited in the extent to which it is flexible and can accommodate variations in homology-related designs, as we discuss below.
WABA
WABA is a technique that examines whether hierarchically nested data exhibit variance primarily within or between units. It also considers whether such data demonstrate significant variance both within and between units or whether there is no systematic variance in the data. Unfortunately, WABA requires that all measures that it contrasts must be collected at the lowest level of analysis (e.g., individual level). In many cases, researchers use global measures (Kozlowski & Klein, 2000) to capture constructs at higher levels of analysis. For instance, the group consensus methodology, which yields a single score per team that cannot be disaggregated to lower levels of analysis, has been used to measure constructs such as group efficacy (Gibson, 1999) and empowerment (Kirkman, Tesluk, & Rosen, 2001 ). As we noted earlier, not all constructs would be assessed in the same way or necessarily at the lowest level of measurement. Because the nature of WABA is to partition observed variance within versus between units, it cannot handle instances where relationships involving lower level measures are compared to higher level relationships involving global measures.
In a related vein, to partition variance within and between units, WABA requires that measures used to represent a lower level manifestation of a construct (e.g., selfefficacy) be employed to represent the higher level analogue (e.g., collective efficacy). Stated differently, WABA requires that multilevel models be conceived of as additive or direct consensus composition models where the average of the lower level measures adequately represents the higher level construct (see Chan, 1998 , for further details). In some cases, however, researchers measure both individual-and team-level variables from individuals (e.g., self-efficacy and collective efficacy) but use referent-shift consensus measures (i.e., "We" vs. "I"-see Chan, 1998) to capture the group-focused variables targeted for aggregation to the higher level (cf., Gibson, Randel, & Earley, 1999) . Indeed, in a meta-analysis Gully, Joshi, and Incalaterra (2001) found that the average correlation between collective efficacy and group performance was higher than the average correlation between group composites of self-efficacy and group performance, particularly when teams perform highly interdependent tasks. Additionally, WABA cannot handle dispersion composition models (e.g., measures of diversity or climate strength; Chan, 1998) , because these models by definition cannot be disaggregated to lower levels of analysis. As noted by Chan (1998) , dispersion constructs may be included in many multilevel theories (as independent, dependent, or moderator variables). Finally, although WABA can be used to test whether lower level and higher level relationships are (a) statistically significant and (b) yield parameter estimates of the same magnitude, these are only two of three possible types of homology-related inferences. Moreover, this limiting factor means that WABA can only be used to test some metaphoric and identical, but not proportional, theories of homology. Therefore, we argue that WABA is precluded from testing a wide variety of homology designs.
Multilevel SEM
SEM analyses are quite useful when comparing whether measures and relationships between measures are invariant (i.e., similar, or homologous) across samples or groups (e.g., Jöreskog & Sörbom, 1993; Vandenberg & Lance, 2000) . There exist two strategies for analyzing multilevel data in SEM. First, one can employ a multisample approach whereby each lower level unit constitutes an independent sample. This framework is quite powerful and useful when there are relatively few, qualitatively distinct units (e.g., empowered vs. traditionally designed teams; U.S. vs. European organizations) under examination. However, as the number of higher level units grows it becomes unwieldy. Furthermore, higher level units are treated as qualitatively distinct (i.e., independent), which precludes explicit tests of homology. Muthén (1994) has developed a second SEM strategy that, in essence, first partitions variance within and between units into two matrices and then treats them as separate "groups" or "samples" in a multilevel design that is parallel to the way in which random coefficients models (RCM) operate. This second approach offers great promise for testing any type of homology theory and model. Unfortunately, there are several remaining challenges that limit the wide spread applicability of the approach.
The first limitation of the Muthén (1994) approach relates to the inherent instability of parameter estimates derived from small sample sizes for the higher level units. Whereas this is a challenge for any analytic strategy, SEM estimates are particularly susceptible. Second, whereas the SEM approach can provide proper estimates in balanced designs (i.e., when the n is equivalent across units), the "quasi-estimator" techniques that are currently employed for unbalanced designs remain to be fully tested (Heck & Thomas, 2000) . Third, methods of standardizing SEM variables within versus between units vary across statistical packages and are not fully understood. Fourth, to date the techniques have been developed to apply to additive or direct consensus methods whereby the indicators are assessed at the lower level and used to represent both the higher and lower order constructs. Although the identification of such models is extremely challenging (Heck & Thomas, 2000) , the implications of using different indicators for constructs at different levels of analysis is not at all well understood and would present tremendous specification and identification obstacles. Finally, as a simple practical matter, statistical packages for SEM multilevel are still evolving and employing such techniques is often a daunting task. Indeed, Heck and Thomas (2000) argued, "It must be emphasized, however, that at present it is not practically feasible to specify and test multi-level structural models that are relatively complicated" (p. 154). There is much development in this area, and many advances have been made (e.g., Bauer, 2003; Rovine & Molenaar, 2000) . However, although we believe that multi-level SEM techniques offer great promise for testing homology (and other multilevel relationships) in the future, we submit that the time is not yet ripe for their widespread use.
In sum, whereas WABA and multilevel SEM analytic techniques both have much to offer, we advance the technique outlined below to overcome some of their limitations and to provide a more accessible way to test the types of homology theories we discussed earlier.
A New Analytical Framework and Method for Testing Homologous Models
The analytical procedure we outline below is derived from the work of Widaman (2000), and describes how the general linear model (GLM) and RCM (which is also referred to as hierarchical linear modeling, or HLM) can be used to test various forms of comparability across levels. We next define three levels of similarity proposed by Widaman 1 that are consistent with the three types of homology theories, and then discuss how sequential model tests can be used to assess similarity across levels of analysis. Figure 2 is meant to facilitate the description of the three levels of similarity proposed by Widaman. Building on social cognitive theory (Bandura, 1997) , the lefthand side of the figure delineates individual-level models in which individual feedback (e.g., a discretionary positive feedback provided by a supervisor to a particular group member) and task-related experience of a particular team member (e.g., his or her previous work-related performance) are expected to positively predict selfefficacy of each individual team member. The right-hand side of the figure includes parallel (homologous) team-level models, in which team feedback (e.g., an ambient positive feedback directed at the team as a whole) and task-related team experience (e.g., previous team performance) are expected to positively account for collective efficacy.
Levels of Similarity
The first type of similarity discussed by Widaman (2000) is referred to as configural. This form of similarity is achieved when parameter estimates show similar patterns of significance across different samples or levels. For instance, consider the top two models in Figure 2 . The bolded parameter estimates above the arrows exhibit configural similarity, in that the two predictors are significant at both levels. In contrast, the italicized parameter estimates below the arrows demonstrate a lack of configural similarity, because the two individual-level estimates are statistically significant, whereas the two team-level estimates are nonsignificant. Interestingly, when focusing on the italicized estimates, the magnitude of effect for individual feedback (β = .25) is identical to the magnitude of effect for team feedback (β = .25), although the former is significant yet the latter is not. Given that configural similarity hinges on the consistency of significance levels for various effects, such cases fail to support homology.
A second level of similarity is called scalar similarity, which is achieved when parameter estimates in one level are a multiplicative function of the corresponding parameter estimates obtained in another level. In scalar similarity, the parameter estimates in one level may differ in magnitude from the corresponding estimates in another level, but a simple rescaling applied to all estimates would make the parameter estimates in both levels identical. At issue for scalar similarity is whether the pattern of effects is consistent across levels. The bolded estimates provided in the middle two models in Figure 2 provide an example of scalar similarity. Specifically, the individual-level estimates for the individual feedback (β = .25) and individual experience (β = .30) are about half as strong as the respective team-level estimates (βs = .49 and .57, respectively). Thus applying a rescaling factor of about .50 to the team-level estimates would make the parameter estimates at both levels about equal. In contrast, the italicized estimates provided in the two middle models exemplify a case where scalar similarity is not met, given the estimate for team feedback is almost two times larger than its respective individual-level estimate, whereas the estimate for team experience is almost two times smaller than its respective individual-level estimates. That is, no simple rescaling factor could serve to equate all the estimates in this case.
It is important to emphasize that scalar similarity tests enable multilevel researchers to evaluate the presence of aggregation effects. It is commonly understood that correlations between aggregated variables will often be larger than their lower level counterparts (e.g., Ostroff, 1993) . This occurs because aggregated variables are able to more reliably measure true group-level difference than are their lower level counterparts (Bliese, 1998) . The test of scalar similarity allows one to address whether aggregation effects uniformly increase aggregate-level relationships for an entire set of predictors, or whether only certain variables reflect reliable group differences and show increased correlations. Finally, the most restrictive level of similarity is metric similarity. This form of similarity is achieved when scalar similarity is present and when the rescaling factor is 1, or when the magnitudes of parameter estimates do not differ significantly across levels. The bolded estimates in the bottom pair of models in Figure 2 illustrate a perfect case of metric similarity, in that the individual-level and team-level parameter estimates are identical (i.e., the rescaling factor is 1). In contrast, the italicized estimates in these same two models do not exhibit metric similarity, because they are vastly different across levels.
Importantly, the three levels of similarity focus on different, and progressively precise, aspects of comparability of relationships across levels of analysis-configural similarity focuses on consistency of significance tests across levels, scalar similarity hinges on the consistency of the pattern of effect sizes across levels, and metric similarity focuses on the consistency of the magnitudes of the parameter estimates across levels. Compare, for instance, the bolded estimates of the individual and team feedback in the top two models (i.e., βs = .25 and .55, respectively) and the middle pair of models (i.e., βs = .25 and .49, respectively). In both cases, scalar similarity would be supported, because the team-level estimates are about twice as large as their individuallevel counterparts. However, configural similarity is only supported in the top model pair, because both estimates are statistically significant. Additionally, when considering the bolded estimates in the top two models, configural similarity is supported even though the feedback estimate is stronger at the team-level than the individual level, whereas the experience estimate is stronger at the individual-level estimate than the team level.
Statistical Procedures for Testing Similarity Across Levels
Testing for configural similarity. To assess configural similarity, researchers simply need to test the significance levels of parameter estimates at each relevant level of analysis and compare the relative "hit rate." Configural similarity is supported to the extent that the patterns of significance test results are consistent across levels of analysis. In multilevel research, there are three important issues to consider when calculating and testing significance of parameter estimates. First, in many cases, lower level data will be collected from individuals nested within groups. If this is the case, then the lower level parameter estimates should be estimated in models that account for potential nonindependence due to groups to avoid bias (Bliese & Hanges, 2004; Kreft & De Leeuw, 1998) . One reasonable solution is to use RCM, which provides unbiased and efficient lower level (i.e., within-units) parameter estimates in multilevel (i.e., nested) contexts (Bryk & Raudenbush, 1992; Hofmann, 1997; Hofmann, Griffin, & Gavin, 2000; Kreft & De Leeuw, 1998) . For user-friendly introductions to conducting RCM tests using various statistical packages (e.g., R and S-Plus, PROC-MIXED in SAS, HLM), see Bliese (2002) and Hofmann et al. (2000) .
The second concern for evaluating configural similarity stems from the typical case that higher level (i.e., between-units) analyses have less power than lower level analyses because individual sample sizes must be larger than group sample sizes. This suggests that one might wish to adjust alpha (i.e., the p value) across levels such that the likelihood of rejecting the null hypothesis for a given effect size is equated. Specifically, one may wish to relax the alpha associated with the group-level results. The third concern stems from the fact that analyses of higher level relationships (i.e., between units) may be biased due to differences in unit size. That is, group-level parameter estimates may be biased when groups of different sizes are weighted equally. Given that larger groups provide more reliable estimates of aggregated summary variables such as group means than do smaller groups (Bliese, 1998; Bryk & Raudenbush, 1992) , arguably more weight should be afforded to them when calculating group-level parameter estimates. Many analytic packages have options for conducting ordinary least squares (OLS) regression analyses directly at the higher level of analysis while applying weight functions that correct for differential group-mean reliabilities associated with different group sizes.
Testing for scalar similarity. Testing for scalar similarity requires comparison of the actual magnitude of parameter estimates across levels, rather than simple comparisons of significance levels of parameters at each level. To test for scalar similarity, researchers first need to obtain unbiased parameter estimates from each level of analysis, as described in the previous section. Next, following a procedure described by Widaman (2000) , it is possible to utilize GLM principles to estimate the extent to which applying a rescaling factor can be used to equate parameters from different levels of analysis. This procedure is analogous to testing the cross-validation of parameters across samples. In essence, this procedure involves comparison of two nested models: (a) a model in which parameters are freely estimated and (b) a nested model in which the parameter estimates are constrained to be a multiplicative function of parameter estimates from another level of analysis.
The first step in scalar similarity is to estimate the parameters from the theoretical model of interest. In the multilevel homology context, these parameters will typically be the coefficients from the lower level RCM model (i.e., individual level, or Level 1 in RCM terms). For example, the following RCM model (termed M 1 ) estimates whether two Level 1 predictors (X 1 and X 2 ) are related to the dependent variable (Y) after adjusting for group-level nested effects:
The parameter estimates (i.e., a, b 1 , and b 2 ) are Level 1 (e.g., individual-level) estimates obtained using RCM and are similar in interpretive meaning to OLS regression coefficients. Finally, u captures the Level 2 (i.e., unit-level) residual, and e captures the Level 1 residual.
To evaluate M 1 , one typically compares the fit of M 1 (the freely estimated model in Equation 1 ) to a null model, where no predictors are included (i.e., an "intercept-only" model). Although researchers are generally comfortable with using the intercept only model as the comparison model in RCM and OLS designs, other baseline models are possible (Widaman, 2000 
where b 1 is the individual-level parameter estimate for X 1 , b 2 is the individual-level parameter estimate for X 2 , and c is a rescaling factor that estimates the magnitude of the multiplicative function equating the individual-level and group-level parameter estimates, or the extent to which the group-level estimates are proportionally different (stronger or weaker) than their respective individual-level estimates (for simplicity, we assume equal group sizes in Equation 2). More specifically, the c estimate indicates the rescaling factor by which group-level estimates need to be multiplied by to be equated to the respective individual-level estimates.
We are now faced with the task of evaluating the fit of the OLS model M 2 . Rather than compare M 2 to an intercept only model we test whether M 2 (with its restrictions on b 1 and b 2 ) fits the data as well as the unrestricted group-level model where b 1 and b 2 are freely estimated (designed at M 3 ). M 3 is represented by Equation 3:
If M 2 and M 3 yield sufficiently similar SS error values (i.e., do not differ significantly), then we can conclude that scalar similarity exists. Given M 2 is a more restricted version of M 3 (i.e., M 2 is nested within M 3 ), the extent to which M 3 fit the data significantly better than M 2 can be evaluated using the following F test: Similarly to SEM (cf. MacCallum, Browne, & Sugawara, 1996) , it is prudent to ensure there is sufficient power to reject models in which estimates are sufficiently inconsistent (i.e., nonproportional) across levels. In addition to ensuring high power, researchers may also adopt a liberal p value (e.g., p < .20) when conducting scalar tests. Indeed, if one adopts a very stringent p value (e.g., p < .0001), then the F test will almost always be "nonsignificant" and scalar similarity will be supported. Finally, when using different measures with different metrics across levels, it may be impossible to compare unstandardized estimates across levels. To overcome this problem, researchers can standardize the variables within their respective levels. Within-level standardization also means the parameter estimates obtained in tests of configural similarity and compared in tests of scalar similarity are standardized parameter estimates (i.e., β coefficients), and that the individual-level and group-level intercepts are set at 0.
2 Given multilevel theories rarely focus on intercept differences, it might be useful to employ within-level standardization even when the same measurement metrics are used across levels.
Testing for metric similarity. To test for metric similarity, researchers need to estimate a new model (M 4 ), in which the rescaling factor (i.e., the c parameter) in Equation 2 (M 2 ) is set to 1. This new model forces estimates from one level (e.g., group level) to be exactly identical to estimates in another level (e.g., individual level). Note that M 4 (i.e., the metric similarity model) is nested in M 2 (i.e., the scalar similarity model), and thus metric similarity can be tested by adapting Equation 4 to examine whether M 4 fits the data equally well as does M 2 . The F test comparing M 2 and M 4 has (k M2 -k M4 ) numerator and (N -k M2 ) denominator degrees of freedom (which, when considering two homologous predictors, yields 1 and N -1 degrees of freedom). Metric similarity is supported if the F test is nonsignificant, which suggests the rescaling factor does not differ significantly from 1 (i.e., that the parameter estimates are not significantly different across the two levels of analysis). Similarly to tests of scalar similarity, it is prudent to ensure there is sufficient power and/or to adopt a liberal p value (e.g., p < .20) when conducting metric similarity tests.
Omnibus and Specific Homology Tests
In addition to testing whether the full model of predictors exhibits homology across levels, it is also possible to test whether specific predictors or certain subsets of predictors are invariant across levels. For instance, going back to the example in Figure 2 , it is possible to examine whether feedback, but not experience, exhibits similarity across levels (or vice versa). Testing whether the full model and specific predictors within the model exhibit metric similarity is tantamount to the practice of using an omnibus test along with more specific follow-up tests or model comparisons in ANOVA, MANOVA, or SEM.
When focusing on configural similarity, specific follow-up tests are straightforward, as they involve examination of whether the significance level of each specific parameter holds across levels. However, one cannot test scalar similarity in the context of a single parameter estimate (as would be the case when conducting specific follow up tests), because scalar similarity tests consider the comparability of the pattern of relationships across levels. As for testing for metric similarity, both omnibus and focused contrasts can be informative, but for different purposes. The omnibus test reveals whether the set of predictors, as a whole, is invariant across levels. In cases where omnibus metric similarity is rejected (as might be the case when testing some hybrid theories of homology), however, it is important to use specific tests to determine which predictor or predictors are responsible for the similarity across levels.
The basic logic behind conducting specific tests of metric similarity is to create a new dependent variable. This new dependent variable represents the expected residual if metric similarity was supported for each variable and is created by subtracting M 4 (the full metric invariant model) from the group-level outcome. This residual is then regressed on each of the group-level predictors. The resulting model provides the difference between the individual-and group-level coefficients for each term. A nonsignificant term in the resulting model indicates all of the variance associated with the term was explained when the term was multiplied by the individual-level coefficient. This, in turn, provides evidence of metric similarity for the specific term. In contrast, a significant term indicates that the predictive power of the variable differs between the two samples and provides evidence that the terms are nonequivalent.
Summary
Clearly the three levels of statistical similarity can be used to test different theories of homology, as summarized in Tables 1 and 2 . In particular, Table 1 summarizes the recommended steps involved in testing multilevel theories of homology. This table highlights the importance of integrating among the theoretical models of interest and the appropriate measurement, research design and statistical methods used to test theories of homology (cf. Klein, Dansereau, & Hall, 1994) . Table 2 further provides a summary of the various multilevel similarity tests with respect to the empirical and theoretical purposes served by each, as well as the key methodological issues that must be considered when employing these tests.
Empirical Demonstration
To empirically demonstrate the analytical framework delineated above, we simulated individual and group level data. The simulation examined four predictors of performance: (a) efficacy beliefs, (b) goals, (c) knowledge, and (d) ability. The data were simulated by populating individual-and group-level correlation matrices using results from published studies (where available). Because this is an illustrative example, we also allowed for specific modifications to cells to enhance the demonstrative value of the simulation. Specifically, we modified the relationships between efficacy, goals, and performance to illustrate an identical multilevel example-that is, a model where the predictive power of efficacy and goals on performance remained constant across levels. In contrast, we modified the relationships between knowledge, ability, and performance to illustrate a proportional multilevel model-a model where knowledge and ability were stronger predictors of performance for individuals than for groups. Table 3 shows the final correlation matrices used to generate the simulated data. Specific cells were populated using results from Bell and Kozlowski (2002) ; ; Chen, Gully, Whiteman, and Kilcullen (2000) ; Chen et al. (2002, in press ), Durham, Knight, and Locke (1997) , Gully et al. (2002) , Phillips and Gully (1997) , Schmidt and Hunter (1998) , and Stajkovic and Luthans (1998) .
In the simulations, the individual and group-level correlation matrices were used to generate samples of random numbers. Because these generated observations were Chen et al. / HOMOLOGOUS MODELS 393 created using the correlation matrices, the simulated data contained the complex interrelationships identified in the correlation matrices. For the group-level data, we generated a data set containing 100 observations representing 100 groups. For the individual-level data, we generated a data set containing 250 observations representing 250 individuals. Differences in sample sizes were simulated to reflect the fact group-level samples have fewer observations than do individual-level samples. The final correlation matrices used in the demonstration have slightly different values than those given above because a random process was used to generate the samples.
To demonstrate the various tests of homology, we analyzed the simulated individual-and group-level data using OLS regression in SPSS. However, as previously noted, in applied settings, OLS regression may or may not be appropriate depending upon the characteristics of the data. Specifically, if individual-level variables are collected from employees nested within work groups, then appropriate techniques such as RCM should be used to account for the grouping structure. Likewise, in applied settings one might consider using weighted OLS techniques to adjust for the fact that group sizes differ, and larger groups often provide highly reliable measures of group-level phenomenon (see Bliese, 1998; Bryk & Raudenbush, 1992) . Note that the simulation produces variables with a mean of 0 and a standard deviation of 1, so implicitly full standardization of variables has been performed.
Below we summarize the results from the empirical demonstration of the various homology tests. The appendix provides more detailed information regarding how each particular homology test is conducted. Another purpose of the appendix is to provide a clear, step-by-step guide for conducting homology tests with any data.
Tests of Metaphoric Theory
If we assume that individual knowledge and ability provide a good analogy for how shared knowledge and average ability lead to group performance, then we may simply be interested in conducting a configural test of similarity. Table 4 contains the results of the configural test of similarity for knowledge and ability. In the top part of Table 4 , individual performance is regressed on individual knowledge and individual ability. In the lower part of Table 4 , group performance is regressed upon group knowledge and group ability. In both the individual-and group-level models, notice that knowledge and ability are significant predictors of performance. Thus, knowledge and ability show configural similarity across levels. The tests of configural similarity for goals and efficacy are presented in Table 5 . Notice that efficacy and goals are significant predictors of performance in both the top model (individual data) and bottom model (group data). Thus, the effects of efficacy and goals on performance also show configural similarity across levels. Note that in our case, all parameter estimates were p < .05 for both levels. However, researchers should consider employing different alpha levels when assessing configural similarity to balance the relative power of the analyses conducted across levels. For example, for a moderate effects size (e.g., r = .30) and a 90% power level, one should employ approximately a p = .035 at the group level (N = 100) to roughly equate it with a p = .001 at the individual level (N = 250). If one adopts an 80% power level, then the corresponding alphas should be approximately p = .015 and p = .001, respectively.
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Tests of Proportional and Identical Theories
Analytically, proportional and identical theories are tested using scalar and metric similarity tests. Proportional theories require demonstrating scalar similarity, while failing to demonstrate metric similarity. Metric similarity is supported when demonstrating both scalar and metric similarity. Scalar similarity. Scalar similarity tests constrain the group-level parameter estimates to be equal to the best possible multiplicative function of the parallel individuallevel estimates (see Equation 2 ). This is accomplished by using the group-level data to estimate a regression model containing only one predictor and no intercept. The predictor is created by adding the individual intercept to the sum of the individual slope parameters times their respective group-level predictors. The new group-level variable represents a predicted group-level performance value based on individual coefficient estimates. The test for scalar similarity involves regressing group performance on the new predictor in a model without an estimated intercept term. After the new variable is regressed on the group outcome, the tests of scalar similarity involve two related steps. First is the test of whether the model with the new variable fits the data as well as does an unconstrained model where the intercepts and slopes are freely estimated. The test of the constrained and unconstrained models is accomplished using Equation 4. If both models fit the data equally well, the second step is to examine the parameter estimate from the constrained model and interpret this value. In contrast, if the unconstrained model fits the data significantly better than the constrained model, scalar simi- larity is rejected, for it suggests that no single term can be applied to the group-level parameter estimates to make the individual-and group-level parameters equivalent.
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In our example, we are testing the theory that knowledge and ability are proportionally larger predictors of performance for individuals as compared to groups. The proportionality theory is supported in that the F test for the difference between the constrained and unconstrained models containing the predictors of knowledge and ability was nonsignificant (F = 0.24, ns). This indicates one could constrain the parameter estimates in the group-level model to be equal to those in the individual-level model without significantly impacting model fit. For contrast, we also provide the F test for the difference between the constrained and unconstrained models containing the predictors of efficacy and goals. Recall that in the simulation these two predictors are assumed to be identical across levels. Efficacy and goals also show scalar similarity across levels as the F test for scalar similarity was nonsignificant (F = 0.08, ns). Table 6 provides the scalar similarity results associated with regressing group performance on the single constrained predictor. Notice that the single predictor is significant for both sets of predictors. In other words, there is a constant term that can be equally applied to all of the group-level parameters to make them similar to the individual parameter estimates. This constant term is the parameter estimate. Specifically, the scalar factor for knowledge and ability is 0.637. This value indicates that, overall, the group-level parameters are 0.637 the size of the individual parameters (0.364 × 0.637 = 0.23; 0.313 × 0.637 = 0.20). In contrast, the scalar factor for efficacy and goals is 1.006. The final test for both proportional theories and identical theories revolves around these two values. For the proportional theory (knowledge and ability) we want to demonstrate that the scalar factor of 0.637 is different from 1. In contrast, for identical theories (efficacy and goals), we want to demonstrate that the scalar factor is not different from 1. This is accomplished via tests of metric similarity.
Metric similarity. To test for metric similarity, we compare the scalar model to a model where the group-level and individual-level parameter estimates are set to be identical (i.e., M 4 ). As previously noted, the metric similarity test examines whether the rescaling factor is significantly different from 1. In metric similarity tests, one creates a group-level variable using the intercept and betas from the individual model and the data from the group-level model as was done in the scalar model. In testing for metric similarity, however, the SS error(M4) must be explicitly calculated using (a) the vector of predicted responses and (b) the vector of observed responses. Specifically, the formula for the SS error is ∑(Predicted Response -Actual Response) 2 .
In our example, the SS error for the full metric similarity model involving knowledge and ability is 104.35. The SS error for the corresponding scalar model is 101.012 (note this SS term is called the residual SS in SPSS and is part of the regression output). Applying Equation 4 yielded an F value of 3.27 (p = .07). The fact that this value is nonsignificant (using an alpha value of .05) indicates that the scalar and metric similarity models fit the data equally well, which supports full metric similarity. That is, the model suggests the scalar parameter of 0.637 is not significantly different from 1. It is important to reemphasize that the test of metric similarity is supported if the two models do not differ significantly. With 1 and 99 degrees of freedom, the F test only has approximately 70% power to detect a significant moderate effect size. Adopting more appropriate power levels, such as 80% or 90%, suggests that one should employ alpha levels of .10 or .20, respectively. Consequently, we conclude that knowledge and ability fail to demonstrate (p < .10) full metric similarity across levels. This final step provides the evidence supporting the argument that ability and knowledge are only proportionally equivalent across levels (support a proportional multilevel theory).
In our simulation, we expected efficacy and goals to demonstrate identical relationships with performance across levels. In support of this, the SS error for the full metric similarity model was 76.530. The SS error for the scalar model was 76.527, resulting in an F value of .004 (p = .95). The large p value clearly suggests that both the full metric similarity model (restricting the scalar factor to 1) and the scalar model (allowing the scalar factor to freely vary) fit the data equally well. This provides strong evidence that the scalar parameter of 1.006 (see Table 6 ) does not differ from 1.0. In this latter case, full metric similarity is supported.
Tests of Hybrid Theory
Hybrid theories allow a single multilevel model to contain elements of metaphoric and identical theories on individual predictors. Proportional theories cannot be directly tested within this framework because proportional theories require a scalar factor being applied to two or more predictors simultaneously. Tests of hybrid theories require examining the significance of predictors across levels (configural similarity), followed by specific tests of metric similarity for individual predictors. An example of Chen et al. / HOMOLOGOUS MODELS 397 a hybrid theoretical model would include the cognitive predictors (ability and knowledge) together with the motivational predictors (efficacy and goals)-the motivational predictors are expected to be identical across levels, whereas the cognitive predictors are expected to be proportional but not identical across levels. Table 7 provides the simulation results for the model in which performance was regressed simultaneously on all four predictors. The upper portion of the table contains the individual results, and the lower portion contains the group-level results. Note that when all four variables are included, the overall configural model test fits at 75% (i.e., three of the four parameters have the same significance conclusion). The exception is ability, which is significant in the individual model but not in the group model. Nonetheless, we conduct specific test of metric similarity for single items as a demonstration.
Recall that tests of metric similarity for specific variables are conducted by (a) creating a new variable comprised of the predicted higher level outcome based on obtained lower level parameter estimates, (b) subtracting this new variable from the actual higher level dependent variable, and (c) estimating a model regressing this new variable on all predictors. In this case, our new group-level variable is where performance, knowledge, ability, efficacy, and goals are group-level variables. Regressing this variable on the four predictors produces the results shown in Table 8 . Notice that the parameter estimates in Table 8 represent the difference between the group-and individual-level values (plus rounding error). For example, the parameter estimate for goals is the difference between the group-level parameter estimate of .445 and the individual-level parameter estimate of .309 (cf. Table 7 ). Table 8 reveals that the only variable that significantly differs across models is ability. Ability is positively related to performance among individuals but negatively related in this simulated group model. In summary, in this example, we would fail to find evidence of a hybrid theory if we had proposed a model where knowledge and ability demonstrate metaphoric or proportional multilevel relationships, while efficacy and goals demonstrate identical multilevel relationships. The specific tests of metric similarity, however, allow us to identify where the differences exist. 
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Discussion
Despite the burgeoning of multilevel theory, research, and practice, methodological tools supporting this line of research have lagged behind. One notable exception is the utilization of RCM for modeling cross-level and mixed-level relationships (see Bliese, 2002; Hofmann, 1997; Hofmann et al., 2000) . Utilization of RCM has helped advance theory in several organizational domains, including research on safety climate (e.g., Hofmann & Stetzer, 1996; Zohar, 2000) , efficacy beliefs (e.g., Jex & Bliese, 1999) , and leadership (e.g., Kark, Shamir, & Chen, 2003) . Our hope is that the theoretical and analytical frameworks and tools developed in this article will help advance our field forward by enabling researchers to explicitly test a specific, yet pervasive, type of multilevel inference-homologous multilevel models. As we discussed in the beginning of the article, homologous multilevel models have often been conceptualized in organizational research, yet with few exceptions (e.g., Chen et al., 2002, in press; DeShon et al., 2004; Gibson, 2001 ), such models have not been tested explicitly.
We hope the framework and tools we delineated will help redress the paucity of homology research and thus advance our understanding of multilevel organizational and psychological phenomena. Chan's (1998) notion of process composition is essentially a type of homology model. He recommended that construct validation of process validation proceeds via testing of parallel nomological networks among similar constructs across levels of analysis. The typology of homology theories we propose here extends Chan's work by providing a systematic way of helping researchers think explicitly about the comparability level of relationships across levels, to continuously test and adjust their theories, and to appropriately test their theories of homology. The major advantages of the new analytical framework include its flexibility and simplicity. The simplicity of this framework stems from its GLM roots, with which most organizational researchers are highly familiar. Specifically, similar to hierarchical multiple regression, this framework relies on sequential testing of nested models of relationships (Widaman, 2000) . Moreover, this framework can accommodate a varity of popular multilevel constructs and aggregation techniques (e.g., global, referent-shift, dispersion; cf. Chan, 1998; Kozlowski & Klein, 2000) and can be tested using various existing statistical packages.
In light of the simplicity and applicability of the conceptual and methodological frameworks provided in this article to numerous multilevel research domains, we must consider the implications of failing to test explicitly for similarity of relationships across levels, as well as failing to have a clear conceptual framework of homology theories. First, researchers who do not explicitly test whether relationships generalize across levels of analysis stand the risk of overgeneralizing theoretical models across levels (i.e., committing a cross-level fallacy; Rousseau, 1985) . Moreover, it is difficult to argue that relationships actually co-occur across distinct levels of analysis unless researchers actually test homologous models at two or more levels simultaneously. For instance, individual-level relationships may differ when moving from individualistic to interdependent team settings, and therefore it is important to test, using a multilevel design, whether individual-level and parallel team-level relationships are actually homologous in teams.
In addition, without testing for similarity across levels, it is difficult to determine the extent to which models are actually generalizable across levels. In that regard, our conceptual framework provides researchers with a useful roadmap according to which they could develop theories of homology. Consider, for instance, Huy's (1999) metaphoric theory of individual emotional intelligence and organizational emotional capability. As a first step, researchers testing this homologous theory might simply explore whether the proposed similarity in relationships between emotional intelligence and individual adaptation and between emotional capability and organizational adaptation is even tenable. They might do so with different measures of emotional intelligence/ capability and adaptation and in different organizational settings. Next, through continuous measurement development, empirical research, and theory refinement (e.g., adding various mediators and moderators), this theory may evolve into a proportional, identical, or hybrid theory of homology. Thus, our conceptual and analytical frameworks can help develop more sophisticated theories of homology and generalize theoretical models that were traditionally examined only at one level of analysis to new levels.
Possible Extensions and Uses of Framework
Beyond simplicity and flexibility, the new analytical framework could be extended in several important ways. First, it can be used to model longitudinal phenomena across levels of analysis by adapting the longitudinal RCM approach described in Bliese and Ployhart (2002) to multiple levels of analysis. This could help answer questions pertaining to similarity in growth over time across multiple levels of analysis (e.g., whether rate of skill acquisition differs across the individual, team, and organizational levels of analysis). In addition, this framework could be extended to accommodate more complex multivariate models of relationships, as well as homologous models that span over three or more levels of analysis (cf. Widaman, 2000) . For instance, the framework we delineated could be used to test whether antecedents of the four empowerment dimensions outlined by Kirkman and Rosen (1999) are homologous across the individual, team, and department levels of analysis. Furthermore, it is possible to use this framework to test whether cross-level interactions are homologous across multiple levels of analysis. For example, this framework could be used to test whether team size moderates the impact of self-efficacy on individual performance similarly to how organizational size might moderate the impact of collective efficacy on group performance. Such extensions would clearly help advance multilevel theories in numerous areas of research.
The new analytical framework can also help advance several key organizational practices. First, it can be used to validate selection predictors across multiple levels of analysis and at multiple organizational levels (cf. Ployhart, 2004; Ployhart & Schneider, 2002) . For instance, it is possible that certain predictors (e.g., members' general cognitive ability) would similarly predict performance of individuals and teams, whereas other predictors (e.g., members' specific abilities) would predict individual performance but not team performance. Still other variables (e.g., members' team generic skills) might well predict team performance yet not individual task performance. It is also possible that some human resource techniques or interventions might positively predict individual performance (e.g., competitive compensation programs) but negatively predict team performance, or vice versa (e.g., team-based bonuses; see DeNisi, 2000) . Furthermore, this framework could help identify training principles, interventions, and boundary conditions that lead to better learning and transfer of training across different organizational levels and levels of analysis (cf. Kozlowski & Salas, 1997) . Identifying predictors and human resource interventions that help to optimally manage performance across levels would likely result in greater organizational effectiveness.
Limitations and Caveats of Analytical Framework
Despite its advantages, the new analytical framework has several limitations and caveats that should be addressed in future research. First, due to the nature of multilevel research, within-unit sample sizes are usually substantially larger than betweenunit sample sizes. This means that the power to detect within-unit effects is larger than the power to detect between-unit effects, which would impact significance tests at each level of analysis. Notably, the imbalance is often reversed in longitudinal applications where the number of lower level observations (i.e., repeated measures) is usually lower than the number of units (i.e., individuals, groups, organizations) sampled. Although these power issues clearly affect configural similarity inferences, it is possible to adjust the alpha levels to compensate for the differences. However, power issues can also affect scalar and metric similarity inferences, because, all else being equal, power to reject scalar and metric similarity would likely increase as sample size at the higher levels of analysis increases. Not unlike SEM tests, researchers should make sure they have sufficient power to reject (or fail to support) scalar and metric similarity when parameters in the true population models are sufficiently disproportional across levels (cf. MacCallum et al., 1996) . To ensure sufficient power to reject disproportional or nonidentical models across levels, a power analysis can be conducted by using the difference in degrees of freedom between the two nested model (i.e., M 2 vs. M 3 or M 4 ), much the same way researchers estimate the power of tests of hierarchical regression models (see Cohen, 1988, chap. 9) . Thus, sufficiently large sample sizes at higher levels of analyses (e.g., sufficiently large number of groups, departments, or organizations) can help ensure sufficient power exists to reject poor scalar and metric similarity models. Alternatively, researchers can relax the alpha levels for tests of scalar and metric similarity (e.g., p < .20), as we have shown in our empirical demonstration.
An additional caveat of this methodology involves sampling. For instance, sampling group-level data from larger number of organizations or organizational units would likely increase between-group differences relative to within-group differences (James, Demaree, and Wolf, 1984) , which would affect covariation of variables within and between groups (Bliese, 2000) . Another possible limitation involves the possibility that the reliability of measures would differ across levels of analysis, because of the potential use of different types of measures for which different sources (e.g., item, rater) affect measurement error (cf. Kirkman et al., 2001) .
Also, given that the procedure relies on data collected from a single sample, parameter estimates involving the same constructs could exhibit nonindependence across levels (cf. Blalock, 1984) . Researchers should be forewarned that this possible nonindependence would lead estimates to be more similar across levels and, thus, to erroneously support scalar and metric similarity. Researchers should lower dependency in the estimates across levels by using different measures of the variables across levels (e.g., global and referent-shift measures could be used to capture group-level predictors and outcomes; cf. Chen et al., 2002, in press ). When using different mea-sures across levels, researchers can standardize all variables in the model within their respective levels to ensure comparable metrics across levels.
Finally, it is important to note that the distinction between scalar similarity and metric similarity becomes moot when focusing on models that estimate a single parameter at each level of analysis. There are two cases where this becomes an issue. The first case concerns contrasts of models across levels with a single predictor and the full standardization of variables, and the second case concerns hybrid tests of similarity involving a single parameter in models with numerous predictors. In the first case involving one-predictor models and standardization, we note that with nonstandardized variables, a simple model with one predictor results in two estimated parameters, namely, (a) the intercept and (b) the slope associated with the predictor. With unstandardized variables, tests for scalar similarity are feasible because, for instance, the intercept and slope could both be twice as large in the group sample as in the individual sample (a scalar factor of 2). In cases where both the predictor and outcome are standardized, however, the intercept estimate becomes zero, thereby effectively producing a single parameter estimate-the slope estimate associated with the predictor. Consequently, a scalar test in this case is merely a test of whether the predictor slope is equal across levels. Scalar similarity is thus only meaningful when testing homologous models involving multiple parameters, where similarity in the pattern of two or more estimated parameters across levels can be examined.
In closing, note that these limitations, dealing with measurement, power, sampling, and reliability issues, are also likely to affect inferences drawn from other methods for testing homology. Thus, these caveats are clearly fruitful areas for future research. In the meantime, we hope the new theoretical and analytical frameworks proposed here will stimulate the development and testing of homologous models, leading to better articulated multilevel models of organizational and psychological phenomena, as well as to the development and implementation of more powerful human resources interventions that promote effectiveness at multiple levels of analysis.
APPENDIX A Steps Involved in the Testing of Homologous Models
Testing for Configural Similarity:
1. Analyze lower level (e.g., individual-level) data using random coefficient modeling (RCM) a. RCM provides the correct, unbiased and efficient, parameter estimates and significance tests, given lower level data are nested under the higher level units and thus are nonindependent b. RCM analyses can be conducted using various programs and applications, such as hierarchical linear modeling (HLM), nlme in R and S-PLUS (Bliese, 2002) , or PROC-MIXED in SAS, among others
• In our empirical demonstration, the result from this step are summarized in Tables 4, 5 , and 7. 2. Analyze higher level (e.g., group-level) data using ordinary least squares (OLS) regression a. Use unit size as a weighting variable if there is a need to adjust for differences in unit size
• Testing for Specific Metric Similarity:
As in
Step 1a in the omnibus metric similarity test, calculate another new higher level variable by multiplying the squared difference between the predicted higher level outcome based on lower level estimates and the observed dependent variable-that is, ∑(Predicted Response -Actual Response) 2 2. Regress the new variable simultaneously on the higher level predictors-the parameter estimates obtained in this analysis reflect the difference between the estimates of the higher level and lower level predictors, where significant estimates in the model indicate significant differences in the estimates obtained across levels 3. Specific metric similarity is supported when estimates differ (or do not differ) across levels as expected
• In our empirical demonstration, the results of specific metric similarity are summarized in Table 8 .
Notes
1. Note that Widaman (2000) used the term invariance, rather than similarity, to describe the extent to which relationships are different or similar across samples, groups, or levels. The term invariance has also been used to describe similarity in measurement structure across samples, groups, or levels (e.g., Vandenberg & Lance, 2000) . To avoid confusing between measurement and relationship similarity, we use the term similarity, rather than invariance, throughout the article.
2. The issue of standardization is an important one when contrasting findings across samples, time, or levels of analysis. Normally researchers utilized unstandardized coefficients when contrasting relationships across samples so as to not potentially confound differences in relations versus variances across samples (Bollen, 1989) . This certainly would be the preferred option if one is working with additively combined individual variables to represent aggregate variables. However, in far more cases, multilevel constructs are not necessarily manifest in the same manner across levels. One option for these instances would be to recalibrate items (Aiken, 1987) or to use the elasticities of measures (i.e., to make them "dimensionless"-see Bollen, 1989, p. 124) to render them fairly comparable across samples. In instances where this is not possible, such as when markedly different methods of measurement are employed for different levels, perhaps the best strategy is to simply standardize scores within levels (Felson, 1974; Hargens, 1976) . Clearly, this is a topic for future research.
