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Abstract We present a general framework allowing to carry out explicit
calculation of the moment generating function of random matrix products
Πn “ MnMn´1 ¨ ¨ ¨M1, where Mi’s are i.i.d.. Following Tutubalin [Theor.
Probab. Appl. 10, 15 (1965)], the calculation of the generating function is
reduced to finding the largest eigenvalue of a certain transfer operator associ-
ated with a family of representations of the group. The formalism is illustrated
by considering products of random matrices from the group SLp2,Rq where
explicit calculations are possible. For concreteness, we study in detail transfer
matrix products for the one-dimensional Schro¨dinger equation where the ran-
dom potential is a Le´vy noise (derivative of a Le´vy process). In this case, we
obtain a general formula for the variance of ln ||Πn|| and for the variance of
ln |ψpxq|, where ψpxq is the wavefunction, in terms of a single integral involving
the Fourier transform of the invariant density of the matrix product.
Finally we discuss the continuum limit of random matrix products (matri-
ces close to the identity ). In particular, we investigate a simple case where the
spectral problem providing the generalised Lyapunov exponent can be solved
exactly.
Keywords Random matrices ¨ Generalised Lyapunov exponent ¨ Disordered
one-dimensional systems ¨ Anderson localisation
1 Introduction
The study of random matrix products was initiated by Bellman in 1954 [1]
and was later developed by Furstenberg and Kesten [2,3], Guivarc’h and Raugi
[4], Le Page [5] and others [6] (see the monograph [7] or the recent one [8]).
Among the vast mathematical literature on this topic, one of the key problems
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2is the derivation of sufficient conditions for the central limit theorem to hold.
In most of these works, the emphasis is not placed on concrete calculations
of the moments of the distribution of the random matrix product. Exception
is Ref. [9], where a method for the calculation of the largest Lyapunov ex-
ponent is proposed. Some analytic results can also be obtained by making
further assumptions on the matrices. In Ref. [10], Newman has derived the
spectrum of Lyapunov exponents for real Ginibre random matrices (strictly
speaking, this paper has considered a N -dimensional stochastic linear dynami-
cal system, corresponding to the continuum limit of random matrix products).
In the Physics literature, transport properties of disordered waveguides have
been studied within transfer matrix approach. Some analytical results were
obtained by making some isotropy assumption, i.e. studying phenomenolog-
ical rather than microscopic models [11,12,13] (see the review [14]). In this
spirit, a classification of the possible Lyapunov spectra for the various sym-
metry classes of disordered systems can be found in Ref. [15]. In the context
of disordered waveguides, fluctuations of the random matrix product is re-
lated to the question of the distribution of the transmission probability. The
few analytical results are based on similar isotropic assumptions (see [16,17]
for the one-dimensional case and the review [14] for the multichannel case).
Other cases of product of random matrices belonging to invariant ensembles
were analysed in Refs. [18,19] where both the Lyapunov spectra and related
variances were derived (see Ref. [20] for a review).
The main purpose of the present article is to derive explicit formulae for
the variance of the logarithm of random matrix product when the matrices
are 2 ˆ 2 and real, drawn from an arbitrary distribution. Consider a set of
independent and identically distributed (i.i.d.) random matrices M1, ¨ ¨ ¨ ,Mn
belonging to a group G, we denote their product
Πn “MnMn´1 ¨ ¨ ¨M1 . (1.1)
Given a probability measure µpdMq over the group, one important question,
which has been largely addressed both in the mathematical and the physical
literature, is the determination of the (largest) Lyapunov exponent
λ1 “ lim
nÑ8
xln ||Πnx0||y
n
where ||x0|| “ 1 , (1.2)
controlling the growth rate of the matrix product. x0 is an initial vector on
which the sequence of matrices acts and ||x0|| its norm. Strictly speaking, the
averaging x¨ ¨ ¨y with respect to µpdMq is not needed as the logarithm is self
averaging, however it is useful to keep it for comparison with the generalised
Lyapunov exponent (below). In earlier work, we have discussed several solvable
cases involving matrices from the group SLp2,Rq [21,22]. Furthermore, when
matrices are close to the identity matrix (i.e. in the “continuum limit”), a
general classification of solutions for the Lyapunov exponent was obtained in
Ref. [23]. The case of larger matrices remains a difficult problem in general,
out of the scope of the methods developed in these papers. Apart from the
3question of the average growth rate of the matrix product, one can also consider
the fluctuations of random matrix products, which can be characterised by
considering the generalised Lyapunov exponent (GLE)
rΛpqq def“ lim
nÑ8
ln x||Πnx0||qy
n
. (1.3)
It corresponds to the cumulant generating function of ln ||Πnx0||. We will
determine the GLE under the form of an expansion in powers of q, written for
later convenience as
e´ rΛpqq “ λpqq “ 8ÿ
n“0
λn
n!
p´qqn with λ0 “ 1 . (1.4)
Let us now mention few motivations from Physics for studying the GLE.
The concept of random matrix is relevant in dynamical systems, turbulence,
statistical physics, propagation of waves in random media, etc (see the mono-
graphs [24,25]). In dynamical systems, the study of fluctuations has been ad-
dressed by several authors [26,27,28,29,30], in connection with the multifrac-
tal analysis [31,32]. Spin chain models can be studied with transfer matrix
method : this provides a convenient framework to analyse the effect of disor-
der and lead to consider random matrix products. In this case ln ||Πnx|| is
related to the free energy [33,34,35,25,36,37], which naturally raises the ques-
tion of its fluctuations (cf. chapter 4 of [25]). Products of 2ˆ2 random matrices
are also relevant for two-dimensional Ising spins with columnar disorder [38,
39,40].
Random matrix products provides a suitable framework for quantum lo-
calisation in one-dimension [41,7,24,25,42] (see also the review article [22]),
which has raised many different questions. Although the localisation proper-
ties were mostly discussed by studying the Lyapunov exponent, i.e. the mean
value of the logarithm of the wave function, the question of the fluctuations
was also considered in several works, mainly from the perspective of the re-
flection [16,17,43] or transmission [44] statistics. The scaling approach has
raised the question of the number of the relevant parameters (one or two) [45,
46] (this question was rediscussed more recently [47,48,49,50]). Analysis of
the wave function statistics has allowed to characterize local density of states
[51] or Wigner time delay statistics [52]. 1 As emphasized in Refs. [55,56], the
characterization of the fluctuations becomes essential when the Lyapunov ex-
ponent vanishes, which can occur for the Dirac equation with random mass ;
the question was later studied in [57]. 2 Anomalous localisation (super- or sub-
localisation) also requires some detailed study of fluctuations [60,61]. More
recently, the concept of GLE has allowed to unveil a connection between An-
derson localisation and the problem of counting equilibria of a directed polymer
in a random medium [62]. The relation between random matrix products of
SLp2,Rq and the Schro¨dinger equation with generalized point-like scatterers
1. For a broader perspective on eigenfunction statistics, beyond 1D, cf. [53,54].
2. The vanishing of Lyapunov exponents can also occur in multichannel models [58,59].
4was discussed in Refs. [21,22]. In the present paper, although this will not be
the only case considered, some emphasis will be put on matrices of the form
Mn “
ˆ
cos θn ´ sin θn
sin θn cos θn
˙ ˆ
1 un
0 1
˙
(1.5)
and
Mn “
ˆ
cosh θn sinh θn
sinh θn cosh θn
˙ ˆ
1 un
0 1
˙
, (1.6)
known as transfer matrices for the Schro¨dinger equation with δ-potentials
´ ψ2pxq ` V pxqψpxq “ E ψpxq where V pxq “
ÿ
n
vn δpx´ xnq (1.7)
The impurity positions are ordered, x1 ă x2 ă ¨ ¨ ¨ ă xn ă ¨ ¨ ¨ . The mapping
between the quantum model and the problem of matrix product can be un-
derstood as follows : consider the vector pψ1pxq , k ψpxqq, where ψpxq solves
(1.7) for E “ `k2. In the free interval sxn, xn`1r, the phase of the wave func-
tion performs a rotation of angle θn “ k`n ą 0, where `n “ xn`1 ´ xn. The
matching of the wave function around the impurity n reads ψ1pxn` q´ψ1pxn´ q “
vn ψpxnq. Gathering the two observations, we conclude that the evolution of
the vector
`
ψ1pxq , kψpxq˘ in the interval rxn, xn`1r is described by the trans-
fer matrix (1.5) for θn “ k`n and un “ vn{k [63,24,22]. For negative energy,
E “ ´k2, the transfer matrices take the form (1.6). Randomness can be in-
troduced in different manners : either in the weights vn’s or in the positions
xn’s, or both [43]. The first case, considered in Subsection 8.2, corresponds to
the generalized Kronig-Penney model (or random alloy model) describing a
regular lattice of impurities with random weights [64,41,48]. When impurity
positions are random variables, a natural choice is to consider uncorrelated
impurities with a uniform mean density ρ, corresponding to i.i.d. distances
`n exponentially distributed Probat`n ą `u “ e´ρ` : this is the Frisch-Lloyd
model (or liquid metal model) [63,65,41,66]. Finally, both sets of variables
can be taken as random (liquid alloy model), which allows to identify some
solvable cases [66,21,22] ; this will be assumed in Sections 6 and 7.
These remarks show that the GLE is also the generating function for the
moments of the wave function, i.e. Eq. (1.3) can be rewritten as
rΛpqq “ lim
nÑ8
ln x|ψpxn´ q|qy
n
, (1.8)
where xn is the position of the n-th impurity. On the other hand, in the context
of localisation theory, it is more natural to define the GLE as
Λpqq def“ lim
xÑ8
ln x|ψpxq|qy
x
“
8ÿ
n“1
γn
n!
qn , (1.9)
where γnx is the large x behaviour of the cumulant of order n of ln |ψpxq|.
When impurities form a regular lattice, `n “ 1{ρ, the two definitions coincide,
5Λpqq “ ρ rΛpqq, however, within the Frisch-Lloyd model the fluctuations of the
impurity positions make them different, Λpqq ‰ ρ rΛpqq.
The analytical determination of the GLE is an extremely difficult problem
in general. The present article aims to elaborate on several ideas introduced by
Tutubalin [67] : making use of the theory of group representation, Tutubalin
has reformulated the determination of the GLE in terms of a spectral problem
defined from an averaged representation. Here, we apply these general ideas to
the case of the group SLp2,Rq. Previous analysis of the variance were limited to
specific cases in [28,57,40], corresponding all to the continuum limit of random
matrix products. In contrast, we develop here a general method which can be
applied to an arbitrary product of random matrices belonging to SLp2,Rq. As
a result we obtain some explicit expressions for the variance rΛ2p0q or Λ2p0q in
several cases.
At this step, it is useful to underline some analogy with the study of
functionals of continuous stochastic processes, for which some general results
are available in the mathematical literature [68] (few general references from
Physics literature are [69,70,71]). Consider the stationary random process
zpxq, with infinitesimal generator Gz. The study of the statistical properties
of the functional Arzptqs “ şx
0
dt φpzptqq can be achieved by introducing the
moment generating function
Qxpz0; qq “
@
exp
 
q
ż x
0
dt φpzptqq( ˇˇ zp0q “ z0D , (1.10)
which obeys the backward equation BxQxpz; qq “
“
Gz ` q φpzq
‰Qxpz; qq. Sta-
tionarity and short range correlations imply Qxpz0; qq „ exp
 
xΛpqq( for
x Ñ 8, where Λpqq, which generates the cumulants of the functional, is the
largest eigenvalue of the operator Gz` q φpzq. Denoting by fpzq the stationary
distribution of the process, solving G :z fpzq “ 0, we can derive a formula for the
variance γ2 of the functional. We write Λpqq “ γ1 q`γ2q2{2`Opq3q and solve
the spectral problem by a perturbative method in q : we get γ1 “
ş
dz φpzq fpzq
and [68]
γ2 “ 2
ż
dz L1pzqφpzq fpzq where GzL1pzq “ γ1 ´ φpzq , (1.11)
where L1 fulfills the condition
ş
dz L1pzqfpzq “ 0. As a very simple illustration,
we consider the functional Arzptqs “ şx
0
dt zptq2 for the Ornstein-Uhlenbeck
process Btzptq “ ´2κ zptq`
?
2 ηptq, where ηptq is a normalised Gaussian white
noise. The generator is Gz “ B2z ´ 2κ z Bz, thus fpzq “
a
κ{pi expt´κ z2u and
γ1 “ 1{p2κq. It is easy to get L1pzq “ z2{p4κq´1{p8κ2q and thus 3 γ2 “ 1{p4κ3q.
The determination of the variance rΛ2p0q of ln ||Πnx0|| will follow the same
strategy. One will have to identify the appropriate random process and the
suitable functional, which will require to introduce more sophisticated tools.
3. In this very simple case, it is also possible to obtain the GLE Λpqq “ κ ´aκ2 ´ q
and the large deviation function Φ controlling the distribution of the functional PxpAq „
exp
 ´ xΦpA{xq( for xÑ8. We get Φpξq “ min
q
 
q ξ ´ Λpqq( “ pκ2{ξq“ξ ´ 1{p2κq‰2.
62 Main results
In this article, most of the discussion will be based on the Iwasawa de-
composition of the group SLp2,Rq, corresponding to decompose each matrix
as
M “ KpθqApwqNpuq “
ˆ
cos θ ´ sin θ
sin θ cos θ
˙ˆ
ew 0
0 e´w
˙ˆ
1 u
0 1
˙
(2.1)
The calculation of the generalised Lyapunov exponent (GLE) is formulated in
terms of a spectral problem based on a family of representations of the group
acting on functions defined on the projective space and parametrised by a
number q. In this representation, an element of the group takes the form
TM pqq “ eθDKpqq ewDApqq euDN pqq ,
where Dipqq’s are differential operators which form a representation of the Lie
algebra. The GLE rΛpqq “ ´ lnλpqq is given by solving a spectral problem“
T pqqΦR‰pzq “ 1
λpqq Φ
Rpzq , (2.2)
where
T pqq def“ xTM pqqyM
is the averaged transfer operator, x¨ ¨ ¨yM denoting averaging over the group, i.e.
over the set of parameters pθ, w, uq, and where 1{λpqq is the largest eigenvalue
of the operator T pqq and ΦRpzq the corresponding right eigenvector. The
study of this spectral problem will be illustrated with several specific cases.
We use a perturbative approach to solve the spectral problem and get the first
coefficients of the expansion (1.4).
We first consider matrices of the form (1.5) or (1.6) when angles are ex-
ponentially distributed, Probatθn ą θu “ e´pρ{kqθ, and with arbitrary dis-
tribution ppvq for the weights vn “ k un. Introducing the Le´vy exponent
Lpsq “ ρ “1 ´ pˆpsq‰, where pˆpsq is the Fourier transform of the weight dis-
tribution, we show that the coefficients λn’s of the expansion (1.4) can be
expressed in terms of the recessive solution of the differential equation
´fˆ2psq `
„
E ´ Lpsq
is

fˆpsq “ 0 , with fˆp0q “ 1 and fˆpsq ÝÑ
sÑ`8 0 ,
for s ě 0. We set E “ `k2 for matrices (1.5) and E “ ´k2 for matrices (1.6).
We recover a known expression of the Lyapunov exponent λ1 “ ´λ1p0q “
´ρ´1 Imrfˆ 1p0`qs and derive an integral representation for
λ2 “ ´
ż 8
0
ds
s
Re
„ˆ
2λ1pˆpsq ´ i
ρ
d
ds
˙
fˆpsq2

.
λ2 characterizes the fluctuations of the wave function at the n-th impurity
rΛ2p0q “ lim
nÑ8
Var
`
ln ||Πnx0||
˘
n
“ lim
nÑ8
Var
`
ln |ψpxn´ q|
˘
n
“ λ21 ´ λ2 .
7We also study the GLE (1.9) for the same model, matrices (1.5) or (1.6).
Considering its second derivative
Λ2p0q “ lim
xÑ8
Var
`
ln |ψpxq|˘
x
“ γ2 ,
we get the integral representation
γ2 “
ż 8
0
ds
s
Re
„ˆ
2γ1 ´ i d
ds
˙
fˆpsq2

(although Λpqq ‰ ρ rΛpqq, the first derivatives coincide, γ1 “ Λ1p0q “ ρ rΛ1p0q “
ρ λ1). Le´vy exponent of the form Lpsq “ ρ
“
1 ´ pˆpsq‰ corresponds to the case
where
şx
0
dt V ptq is a compound Poisson process. Because any Le´vy process can
be obtained by taking some appropriate limit of compound Poisson processes,
these formulae apply to the case where
şx
0
dt V ptq is any Le´vy process.
A by-product of this compact formula allows us to rediscuss the criterion for
“single parameter scaling” (SPS) proposed by Deych, Lisyansky and Altshuler
[47,48]. We show that the Frisch-Lloyd model offers a counter-example where
Deych et al.’s criterion fails to identify the boundary of the SPS regime.
Finally we analyze the continuum limit of random matrix products, i.e.
when the matrices are close to the identity matrix M Ñ 12. This corresponds
to study the random walk over the group on large scales so that it can be
described as a Brownian motion. For the Iwasawa decomposition, matrices are
labelled by three parameters pθ, w, uq. Denoting by µ “ pθ, w, uq the vector
of mean values and by σ2 the covariance matrix of the three parameters, the
continuum limit is achieved by taking the limit where the nine parameters go
to zero, all scaling in the same way (as well as the GLE). The spectral problem
(2.2) then involves a differential operator"
1
2
Dpqq ¨ σ2 ¨Dpqq ` 1
2
c ¨
´
Dpqq ˆDpqq
¯
` µ ¨Dpqq
*
ΦRpzq “ rΛpqqΦRpzq .
(2.3)
The vector Dpqq “ `DKpqq , DApqq , DN pqq˘ collects the three infinitesimal
generators introduced above and the vector c is built from the correlations of
the three parameters. This will be illustrated on few examples. One of these
cases corresponds to matrices in a two-parameter subgroup of SLp2,Rq, for
which the spectral problem (2.3) can be solved exactly.
2.1 Outline
In Section 3, we introduce several useful representations of the group
SLp2,Rq. Using these ideas, we show in Section 4 that the determination of
the generalised Lyapunov exponent (GLE) amounts to solving a spectral prob-
lem. In Section 5, we show how integral transforms can simplify the resolution
of the spectral problem. Section 6 presents a perturbative approach for the
first terms of the GLE’s Taylor expansion in powers of q. In Section 7, we
8describe a modified version of the problem, when the number of matrices is
also a fluctuating quantity, which is more appropriate for quantum localisation
problems. Finally, we discuss the continuum limit of random matrix products
in Section 8.
3 Several representations of the group SLp2,Rq
3.1 Matrix representation
The elements of the group SLp2,Rq are represented by 2ˆ 2 real matrices
M “
ˆ
a b
c d
˙
with ad´ bc “ 1 . (3.1)
Each element can be parametrised by three real parameters, depending on
a choice of decomposition. In [21,22], we have emphasized the role of the
Iwasawa decomposition (2.1), where the three matrices Kpθq, Apwq and Npuq
belong to the compact, Abelian and nilpotent subgroups, denoted K, A and
N, respectively. For each subgroup, we introduce an infinitesimal generator.
For the rotations, we have
ΓK
def“ lim
θÑ0
Kpθq ´Kp0q
θ
i.e. Kpθq “ eθΓK , (3.2)
and similar relations for the two other subgroups. Hence, the three generators
related to the Iwasawa decomposition are
ΓK “
ˆ
0 ´1
1 0
˙
, ΓA “
ˆ
1 0
0 ´1
˙
, ΓN “
ˆ
0 1
0 0
˙
(3.3)
and the Lie algebra takes the form
rΓK , ΓAs “ 2ΓK ` 4ΓN , rΓA, ΓN s “ 2ΓN , and rΓN , ΓKs “ ΓA . (3.4)
It follows that the only two-parameter subgroup is generated by ΓA and ΓN .
For concreteness, we mostly focus on the Iwasawa decomposition in the
article, although the ideas are general and apply to any other choice. In general,
we write the Lie algebra
rΓi , Γjs “
3ÿ
k“1
cijk Γk (3.5)
in terms of the structure constants cijk “ ´cjik of the group. For the Iwasawa
decomposition, we see from (3.4) that c121 “ ´c211 “ 2, c123 “ ´c213 “ 4,
c233 “ ´c323 “ 2 and c312 “ ´c132 “ 1 and all other coefficients equal to zero.
9Another decomposition used in the paper.— As we have seen in Section 1, the
subgroup rK of matrices
rKpθq “ ˆcosh θ sinh θ
sinh θ cosh θ
˙
(3.6)
plays a role for the quantum models. The subgroup is characterised by the
infinitesimal generator
ΓĂK “
ˆ
0 1
1 0
˙
. (3.7)
An alternative useful decomposition replacing (2.1) is
M “ rKpθqApwqNpuq , (3.8)
where the Lie algebra of SLp2,Rq now takes a different form :
rΓĂK , ΓAs “ 2ΓĂK ´ 4ΓN , rΓA, ΓN s “ 2ΓN , and rΓN , ΓĂKs “ ΓA . (3.9)
3.2 Group action on R : Mo¨bius transformations
Our analysis of the random matrix products involves several representa-
tions, or more precisely group actions, introduced in the remaining part of the
section. Let us first recall the definition of a group action : given a group G
and a space X, a group action over X is a map pG,Xq FÝÑ X such that, for
x P X and M P G, the map pM,xq ÞÑ FM pxq satisfies
F1pxq “ x and FM1 pFM2pxqq “ FM1M2pxq , (3.10)
where 1 is the identity and M1, M2 are two elements of G.
The first useful group action involves Mo¨bius transformations, and arises
as follows. The matrix product Πn “ Mn ¨ ¨ ¨M2M1 can be thought of as a
random walk in the group, or a random walk in the vector space on which the
matrices act, if one considers the sequence of vectors
tx0, x1, ¨ ¨ ¨ , xn, ¨ ¨ ¨ u with xn “Mnxn´1 . (3.11)
We can also map this sequence onto a random walk in the projective space.
For 2ˆ 2 matrices acting on x “ px, yq P R2, the projective space is the space
of directions, z “ x{y P R “ RY t8u. The projective line R plays the role of
the space X and each matrix (3.1) is represented by a Mo¨bius transformation :
z ÞÑ z1 “Mpzq “ a z ` b
c z ` d . (3.12)
The analysis of the random sequence of vectors is replaced by that of the
Markov chain
tz0, z1, ¨ ¨ ¨ , zn, ¨ ¨ ¨ u with zn “Mnpzn´1q . (3.13)
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The infinitesimal generators and the Lie algebra.— Accordingly, we can in-
troduce new expressions of the infinitesimal generators. Consider a subgroup
tMpαqu (for example K, A or N), related to the set of Mo¨bius transformations
tMαu. We define the generator as
gpzq def“ ´ lim
αÑ0
Mαpzq ´M0pzq
α
, i.e. Mαpzq »
αÑ0 z ´ α gpzq . (3.14)
For example, consider Kpθq P K :
Kθpzq “ z cos θ ´ sin θ
z sin θ ` cos θ »θÑ0 z ´ θ p1` z
2q (3.15)
hence gKpzq “ 1` z2. Repeating the exercice for the subgroups A and N, we
deduce
gKpzq “ 1` z2 , gApzq “ ´2z , gN pzq “ ´1 (3.16)
(cf. Table 3.1).
Combining two Mo¨bius transformations close to the identity, here θ Ñ 0
and w Ñ 0, we have Kθ
`Awpzq˘ ´ Aw`Kθpzq˘ » ´θ wWrgK , gAs , where
Wrf, gs def“ fg1 ´ f 1g denotes the Wronskian of two functions. This shows that
the Lie algebra (3.4) is realized as follows
WrgK , gAs “ 2gKpzq`4gN pzq, WrgA, gN s “ 2gN pzq and WrgN , gKs “ gApzq,
(3.17)
that can be written in general under the form
Wrgipzq, gjpzqs “
3ÿ
k“1
cijk gkpzq , (3.18)
in terms of the structure constants cijk defined by Eq. (3.5).
3.3 Group action on functions defined on the projective line
The study of the Lyapunov exponent in Ref. [23] has led us to introduce a
second representation (group action). In this case the space X is identified with
the space of functions defined on the projective line R. For each M P SLp2,Rq
and for a function fpzq, we define
rTMf s pzq def“ dM
´1pzq
dz
f
`M´1pzq˘ (3.19)
where
M´1pzq “ d z ´ b´c z ` a (3.20)
is the inverse transformation. Strictly speaking, according to the discussion of
the next subsection, this representation involves the multiplier
dM´1pzq
dz
“ 1p´c z ` aq2 . (3.21)
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The operators (3.13) expresses conveniently the evolution of the density fnpzq “
xδpz ´ znqy under Mo¨bius transformations :
fnpzq “ xrTMfn´1s pzqyM , (3.22)
where x¨ ¨ ¨yM is an average over the group. In the limit nÑ8, the distribution
is expected to reach a limit law fpzq [3,7], solution of the Furstenberg integral
equation
fpzq “ xrTMf s pzqyM . (3.23)
In the Physics literature, this equation is known as the Dyson-Schmidt equa-
tion [43,24].
Let us now derive the infinitesimal generators associated with the represen-
tation (3.19). We consider an element Mpαq of a one-parameter subgroup (K,
A or N for instance), associated with the Mo¨bius transform Mαpzq » 1´α gpzq
for αÑ 0. We expand
“
TMpαqf
‰pzq “ d
dz
żM´1α pzq
dt fptq “ d
dz
ˆ
1` α gpzq d
dz
`Opα2q
˙ż z
dt fptq
“ fpzq ` α d
dz
rgpzq fpzqs `Opα2q (3.24)
Identification with the form
rTMf s pzq “ fpzq ` pθDK ` wDA ` uDN q fpzq ` ¨ ¨ ¨ (3.25)
finally gives
Di “ d
dz
gipzq for i P tK, A, Nu . (3.26)
The notation must be understood as Difpzq “ ddz rgipzqfpzqs.
3.3.1 The invariant measure for a one-parameter subgroup
Consider a subgroup tMpαqu (K, A or N, for instance), characterised by
the generator gpzq (in the projective space R). The measure invariant under
the action of the elements of the subgroup is
ρpzqdz “ dz
gpzq . (3.27)
Using the representation TMpαq “ exp
 
α ddz gpzq
(
, it is pretty obvious that the
density ρpzq “ 1{gpzq is invariant under such transformations : TMpαqρpzq “
ρpzq @α.
Apart this simple case of one-parameter subgroup, the determination of the
invariant measure, solution of the Furstenberg equation (3.23), in the general
case is an extremely difficult problem.
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3.4 Jacobians
Jacobians turn out to be central in order to introduce a group action useful
for the determination of the GLE. Given a certain measure ρpzqdz on the
projective space, for each element M P SLp2,Rq and its associated Mo¨bius
transform M, we define the Jacobian by
JpM, zq “ ρpz
1qdz1
ρpzqdz for z
1 “Mpzq . (3.28)
It satisfies the two following properties
(i) Jpe, zq “ 1 where e is the identity of the group.
(ii) The chain property : JpM2M1, zq “ JpM2,M1pzqq JpM1, zq.
We also introduce the additive cocycle [2,67,7]
σpM, zq “ ln JpM, zq . (3.29)
3.4.1 Three specific cases
Let us introduce three natural choices of Jacobian to which we will refer
later.
1. For the flat measure ρN pzqdz “ dz{|gN pzq| “ dz, i.e. the measure invariant
under the action of the subgroup N. The Jacobian related to the matrix
(3.1) takes the form
JN pM, zq “ dMpzq
dz
“ 1pc z ` dq2 . (3.30)
where Mpzq is the Mo¨bius transformation (3.12) related to (3.1).
2. We now consider the measure ρApzqdz “ dz{|gApzq| “ dz{|2z| invariant
under the Abelian subgroup A. We have
JApM, zq “ ρApMpzqq
ρApzq JN pM, zq “
z
pa z ` bqpc z ` dq . (3.31)
3. Finally we consider the measure ρKpzqdz “ dz{gKpzq “ dz{p1 ` z2q in-
variant under the action of the compact subgroup K. Thus
JKpM, zq “ ρKpMpzqq
ρKpzq JN pM, zq “
1` z2
pa z ` bq2 ` pc z ` dq2 . (3.32)
A key observation for the following is that, given the vector
x “ 1?
1` z2
ˆ
z
1
˙
, (3.33)
we have
||Mx|| “
apa z ` bq2 ` pc z ` dq2?
1` z2 “ J
´1{2
K pM, zq . (3.34)
This remark will be central in order to express the norm ||ΠNx|| involved in
the definition of the GLE, Eq. (1.3).
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3.4.2 A simple application : a formula for the Lyapunov exponent
As a simple application of the concept of Jacobian and cocycle, we deduce
a formula for the Lyapunov exponent λ1 of the RMP. We start from the
Furstenberg formula [3,7]
λ1 “
ż
dz fpzq
B
ln
∥∥∥∥M ˆz1
˙∥∥∥∥∥∥∥∥ˆz1
˙∥∥∥∥
F
M
“ ´1
2
ż
dz fpzq xln JKpM, zqyM (3.35)
where the average is taken over the matrix M . As a result we can rewrite the
Lyapunov exponent as an average of the cocycle (3.29)
λ1 “ ´1
2
ż
dz fpzq xσpM, zqyM . (3.36)
We stress that this formula is not restricted to choosing JK , but is valid for
any choice of Jacobian, asż
dz fpzq xln JpM, zqyM “
ż
dz fpzq
B
ln
„
ρpMpzqq
ρpzq JN pM, zq
F
M
“
ż
dz fpzq xln JN pM, zqyM , (3.37)
where the last equality follows from the Furstenberg equation (3.23). This
leads to
ş
dz fpzq xln ρpMpzqqyM “
ş
dz fpzq ln ρpzq. Qed.
In particular for J “ JN , the expression of the cocycle is simple, cf. (3.30) :
λ1 “
ż
dz fpzq xln |c z ` d|yM “
ż
dz fpzq @ln ˇˇpz ` uqew sin θ ` e´w cos θqˇˇD
M
.
(3.38)
3.5 A family of representations with multipliers
Our aim is to study the generalised Lyapunov exponent (1.3). For this
purpose, the remark (3.34) suggests to weight the transfer operator (3.19) by
the Jacobian to the power q. This leads to introduce a family of representations
(or more precisely of “group actions”) parametrised by q :
rTM pqqf s pzq def“ Jq{2pM´1, zq dM
´1pzq
dz
f
`M´1pzq˘ (3.39)
In the paper, we will choose q P R. The operator (3.39) for q “ 0 coincides with
(3.19). We remark that this new representation involves two different types of
Jacobians :
rTM pqqf s pzq “ Jq{2pM´1, zq JN pM´1, zq f
`M´1pzq˘ . (3.40)
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In Appendix A, we discuss the relation with another choice of representation,
Eq. (A.4), involving only one type of Jacobian, but which we have found less
convenient for the subsequent analysis. Below, we do not indicate explicitly
the choice made for the Jacobian in the notation for the transfer operator in
order to lighten notations.
We will show in the next section how (3.39) occurs in the calculation of
the GLE. Let us first discuss in detail some properties of this family of repre-
sentations indexed by q.
3.5.1 Infinitesimal generators
The new representation defines a set of q-dependent infinitesimal generators
Dipqq. We proceed in a similar way as above : for M Ñ 12, i.e. θ Ñ 0, w Ñ 0
and u Ñ 0 in the Iwasawa representation, we define three functions hK , hA
and hN by
JpM, zq “ 1´ 2θ hKpzq ´ 2w hApzq ´ 2uhN pzq ` ¨ ¨ ¨ . (3.41)
We stress that the function hipzq does not only depend on the subgroup i P
tK, A, Nu, but also on the choice of Jacobian J . With these functions, we
deduce the expressions of the infinitesimal generators for the representation
(3.39), defined by
TM pqq “ eθDKpqq ewDApqq euDN pqq . (3.42)
Expansion of (3.39) for θ Ñ 0, w Ñ 0 and uÑ 0 gives
rTM pqqf s pzq “ fpzq`θDKpqqfpzq`wDApqqfpzq`uDN pqqfpzq`¨ ¨ ¨ (3.43)
with
Dipqq “ d
dz
gipzq ` q hipzq for i P tK, A, Nu . (3.44)
Choosing the Jacobian JN : A specific choice which will play an important role
is J “ JN . We denote by tMpαqu the elements of a one parameter subgroup
with Mαpzq » z ´ α gpzq for α Ñ 0, where gpzq represents the associated
generator. We have
JN pMpαq, zq “ dMαpzq
dz
»
αÑ0 1´ α g
1pzq . (3.45)
Thus, comparison with (3.41) gives
h
pNq
i pzq “
1
2
g1ipzq for i P tK, A, Nu (3.46)
(cf. Table 3.1). The corresponding infinitesimal generators can be written as
D
pNq
i pqq “
d
dz
gipzq ` q
2
g1ipzq . (3.47)
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Choosing an arbitrary Jacobian J : Instead of considering the flat measure
ρN pzqdz “ dz associated with JN , we now consider an arbitrary measure
ρpzqdz with
JpM, zq “ JN pM, zq ρ pMpzqq
ρpzq . (3.48)
Inserting M´1α pzq » z ` α gpzq for αÑ 0, we find
JpMpαq´1, zq » 1` α
ˆ
g1pzq ` gpzq ρ
1pzq
ρpzq
˙
. (3.49)
Thus, going from the flat measure ρN pzqdz “ dz to an arbitrary measure
ρpzqdz, the functions hipzq’s controlling the infinitesimal generators are trans-
formed as
hipzq “ hpNqi pzq `
1
2
gipzq ρ
1pzq
ρpzq (3.50)
or more explicitly
hipzq “ 1
2
ˆ
g1ipzq ` gipzq d ln ρpzqdz
˙
(3.51)
The corresponding transformation of the generators can be written as
Dipqq “ ρpzq´q{2D pNqi pqq ρpzqq{2 . (3.52)
and accordingly, the transfer operators as
TM pqq “ ρpzq´q{2T pNqM pqq ρpzqq{2 (3.53)
This is an equivalence relation connecting different realizations of the same
representation.
The transformation (3.50) is convenient to construct the different sets
of functions involved in the infinitesimal generators. For example, we have
h
pNq
K pzq “ z and hpNqA pzq “ ´1 hence hpAqK “ z ´ 12 p1` z2q{z “ pz2 ´ 1q{p2zq
and h
pAq
A “ ´1` 12 2z{z “ 0, etc. Table 3.1 summarizes all possible functions
in relation with the cases discussed in the paper.
Representation of the Lie algebra : As an interesting exercice we can check
that the operators (3.44) provide a representation of the Lie algebra (3.4,3.5).
For this purpose we remark that the commutator can be expressed as
rDipqq , Djpqqs “ d
dz
Wrgipzq, gjpzqs ` q
`
gipzqh1jpzq ´ h1ipzqgjpzq
˘
. (3.54)
From (3.51), we get
gipzqh1jpzq´h1ipzqgjpzq “ 12
ˆ
dWrgi, gjs
dz
`Wrgi, gjs d ln ρpzq
dz
˙
“
ÿ
k
cijk hkpzq
(3.55)
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choice of measure
subgroup generator JN JA JK JĂK JN´rK gĂKpzq “ ´1` z2 hĂKpzq: z z2`12z 2zz2`1 0 1z
K gKpzq “ 1` z2 hKpzq: z z2´12z 0 2z1´z2 ´ 1z
A gApzq “ ´2z hApzq: ´1 0 z2´1z2`1 z
2`1
z2´1 1
N gN pzq “ ´1 hN pzq: 0 12z zz2`1 zz2´1 1z
N´ gN´ pzq “ ´z2 hN´ pzq: ´z ´ z2 ´ zz2`1 zz2´1 0
Table 3.1 The functions gipzq and hipzq involved in the infinitesimal generators (3.44) of
the family of representations introduced in § 3.5. The last line corresponds to the subgroup
of matrices of the form N´puq “ NpuqT also considered in Ref. [21].
where we have used (3.18). We have thus recovered the Lie algebra
rDipqq , Djpqqs “
ÿ
k
cijk Dkpqq , (3.56)
which is equivalent to say that (3.39) is a representation of the group.
3.5.2 Adjoint operator
For q P R, the adjoint of (3.39)“
T :M pqqf
‰pzq “ J´q{2pM, zq fpMpzqq (3.57)
is defined with respect to the following inner product
xψ |f y def“
ż
dz ψpzq˚ fpzq . (3.58)
Let us verify the relation between the two operators (3.39,3.57) :
xψ |TM pqqf y “
ż
dz ψpzq˚ Jq{2pM´1, zq dM
´1pzq
dz
f
`M´1pzq˘ (3.59)
Performing the change of variable z “Mpyq we obtainż
dy ψ pMpyqq˚ Jq{2pM´1,Mpyqq fpyq “
ż
dz J´q{2pM, zqψ pMpzqq˚ fpzq
“ xT :M pqqψ |f y (3.60)
The last step makes use of the property JpM´1,Mpzqq JpM, zq “ JpM´1M, zq “
1, i.e.
JpM´1,Mpzqq “ 1{JpM, zq . (3.61)
Qed.
The adjoint operator can be expressed in terms of adjoints of the infinites-
imal generators
T :M pqq “ euD
:
N pqq ewD
:
Apqq eθD
:
Kpqq , (3.62)
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by expanding (3.57) as TM pqq, we get the expressions of the adjoints of the
generators (3.44)
D:i pqq “ ´gipzq
d
dz
` q hipzq for i P tK, A, Nu . (3.63)
It is also straightforward to check that xψ |Dipqqf y “ xD:i pqqψ |f y.
Finally, we stress that the operators (3.63) do not provide a representation
of the group since T :M1pqqT :M2pqq “ T :M2M1pqq.
4 The generating function and the spectral problem
Having all the tools in place, we can tackle the main problem, namely
study the product of random matrices (1.1). Our aim is to analyse the moment
generating function
Qnpz0; qq def“ x||Πnx0||qyM1,¨¨¨ ,Mn where x0 “
1a
1` z20
ˆ
z0
1
˙
, (4.1)
x¨ ¨ ¨yM denoting the average over the group. We now show that its large n
behaviour is controlled by the largest eigenvalue of a certain linear operator.
4.1 The moment generating function
Using the relation (3.34) and the chain rule, we can rewrite the norm of
the product as
||Πnx0|| “ J´1{2K pΠn, z0q “
nź
i“1
J
´1{2
K pMi, zi´1q where zi “Mipzi´1q .
(4.2)
Thus
Qnpz0; qq “
C
nź
i“1
J
´q{2
K pMi, zi´1q
G
M1,¨¨¨ ,Mn
. (4.3)
For convenience, we prefer to express the product in terms of the Jacobian
JN . We use
JKpM, zq “ ρKpMpzqq
ρKpzq JN pM, zq (4.4)
where ρKpzqdz “ dz{p1` z2q is the measure introduced above. We end with
the convenient form
Qnpz0; qq “ ρKpz0qq{2
C
ρKpznq´q{2
nź
i“1
J
´q{2
N pMi, zi´1q
G
M1,¨¨¨ ,Mn
. (4.5)
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4.2 Forward evolution
We introduce the “propagator”
Pnpz|z0; qq def“
C
δpz ´ znq
nź
i“1
J
´q{2
N pMi, zi´1q
G
M1,¨¨¨ ,Mn
(4.6)
which is related to the generating function (4.5) by
Qnpz0; qq “ ρKpz0qq{2
ż
dz ρKpzq´q{2 Pnpz|z0; qq . (4.7)
We now derive a recursion for the propagator. Splitting the product as
nź
i“1
J´q{2pMi, zn´1q “ J´q{2pMn, zn´1q
n´1ź
i“1
J´q{2pMi, zi´1q (4.8)
we obtain
Pnpz|z0; qq “
B
J
q{2
N pM´1, zq
dM´1pzq
dz
Pn´1
`M´1pzq|z0; q˘F
M
(4.9)
“
A
J
1`q{2
N pM´1, zqPn´1
`M´1pzq|z0; q˘E
M
(4.10)
We recognize the action of the operator TM pqq introduced above, for J “ JN .
For q “ 0, the propagator
Pnpz|z0; 0q “ xδpz ´ znqy “ fnpzq (4.11)
coincides with the distribution of zn, and thus we recover Eq. (3.22), as it
should.
Proof of Eq. (4.9) : We use
δpz ´ znq “ δ pz ´Mnpzn´1qq “ dM
´1
n pzq
dz
δ
`
zn´1 ´M´1n pzq
˘
. (4.12)
ThusC
δpz ´ znq
nź
i“1
J´q{2pMi, zi´1q
G
M1,¨¨¨ ,Mn
“
C
dM´1n pzq
dz
δ
`
zn´1 ´M´1n pzq
˘
J´q{2pMn,M´1n pzqq
n´1ź
i“1
J´q{2pMi, zi´1q
G
.
(4.13)
Now inserting (3.61) in (4.13), completes the proof.
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4.3 Backward evolution
In the study of functionals of stochastic processes, the use of backward
equations is often more convenient, see for instance Ref. [70] (the study of
Brownian functionals is usually performed with the backward equations in the
mathematical literature [72,73]). Let us follow here also the same strategy and
define a backward evolution for Qnpz0; qq.
The backward evolution can be used to generate the product of Jacobians.
We apply the adjoint operator (3.57) on the flat function 1pzq ” 1 :“
T :Mnpqq1
‰pzn´1q “ J´q{2pMn, zn´1q (4.14)“
T :Mn´1pqqT :Mnpqq1
‰pzn´2q “ J´q{2pMn´1, zn´2q J´q{2pMn,Mn´1pzn´2qloooooomoooooon
”zn´1
q
...
...
...“
T :M1pqq ¨ ¨ ¨T :Mn´1pqqT :Mnpqq1
‰pz0q “ nź
i“1
J´q{2pMi, zi´1q . (4.15)
with zi “Mi
`
zi´1
˘ “Mi` ¨ ¨ ¨M2`M1`z0˘˘ ¨ ¨ ¨ ˘.
This allows to write the generating function in a convenient form
Qnpz0; qq “
A“
T :M1pqq ¨ ¨ ¨T :Mn´1pqqT :Mnpqq1
‰pz0qE for J “ JK . (4.16)
This avoids the introduction of the propagator.
4.4 The averaged representation and the spectral problem
The forward evolution (4.9) can be rewritten more formally and iterated
as
Pnpz|z0; qq “ xrTMnpqqPn´1s pz|z0; qqyMn (4.17)
“ xrTMnpqq ¨ ¨ ¨TM1pqqP0s pz|z0; qqyM1,¨¨¨ ,Mn (4.18)
for J “ JN . Making use of the statistical independence of the matrices we
have
xTMnpqq ¨ ¨ ¨TM1pqqyM1,¨¨¨ ,Mn “
“
T pqq‰n where T pqq def“ xTM pqqyM .
(4.19)
At this stage it is useful to rewrite the propagator with notations similar to
those of quantum mechanics :
Pnpz|z0; qq “ xz |T pqqn|z0 y for J “ JN , (4.20)
which makes clear that the large n behaviour of the propagator is controlled by
largest eigenvalue of the average operator T pqq, denoted for later convenience
1{λpqq.
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On the other hand, (4.16) leads us to introduce the average of the adjoint
operator
T
:pqq def“ @T :M pqqDM , (4.21)
hence
Qnpz0; qq “
”
T
:pqqn 1
ı
pz0q for J “ JK . (4.22)
The fact that the generating function involves different representations for
two choices of Jacobian JN or JK can be understood from the relation (3.53).
Averaging of this latter equation gives
ρpzq´q{2T pNqpqq ρpzqq{2 “ T pqq (4.23)
and shows that the spectrum of eigenvalues of the tranfer operator is inde-
pendent of the choice of Jacobian J . This is a crucial observation, which will
be used below in order to simplify the spectral problem. We will consider the
spectral problem for arbitrary choice of Jacobian J :
“
T pqqΦRq
‰ pzq “ 1
λpqqΦ
R
q pzq and
”
T
:pqqΦLq
ı
pzq “ 1
λpqqΦ
L
q pzq (4.24)
where ΦRq pzq and ΦLq pzq are the two related right and left eigenvectors satisfyingş
dz ΦLq pzqΦRq pzq “ 1. The spectral problem is fully specified by some boundary
conditions. Using basic properties of representation theory [74], it is possible
to show (Appendix B) that the invariant subspaces of functions defined on the
projective line consist of functions such that
lim
zÑ´8p´zq
η ΦRq pzq and lim
zÑ`8 z
η ΦRq pzq exist and are equal. (4.25)
The exponent η, called the “degree” of the representation, depends on q and on
the choice of Jacobian J . In particular, we show in Appendix B that η “ 2` q
for J “ JN . The statement (4.25) is equivalent to say that the eigenvector
behaves as ΦRq pzq » Aq |z|´η at infinity, the crucial point being that the power
law decays at z Ñ `8 and z Ñ ´8 are controlled by the same coefficient
Aq (which may vanish). For J ‰ JN , this observation further relies on the
asumption that the density ρpzq entering the definition of the Jacobian J is
a symmetry function. Note that the left eigenvector presents the asymptotic
behaviour ΦLq pzq „ |z|η´2. For more details, cf. the discussion in Appendix B
where the exponent η is related to the properties of the representation.
A second important remark is that Eq. (4.24) defines a discrete spectrum,
a consequence of the fact that the projective space is a compact space. As a
consequence the largest eigenvalue 1{λpqq is isolated.
From this last remark, we can write
Pnpz|z0; qq »
nÑ8 λpqq
´n ΦRq pzqΦLq pz0q (4.26)
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where ΦRq pzq and ΦLq pzq solve the spectral problem for J “ JN . Thus, the
n-dependence of the generating function is
Qnpz0; qq „
nÑ8 λpqq
´n (4.27)
anf the GLE (1.3) can be deduced from the solution of the spectral problem
(4.24) : rΛpqq “ ´ lnλpqq (4.28)
The main problem is to determine the eigenvalue 1{λpqq.
4.5 A symmetry of the GLE
We now discuss a remarkable symmetry of the GLE [75], which relies on the
symplectic nature of the group. A group of 2mˆ2m real matrices is symplectic
if matrices satisfy
MT J M “ J (4.29)
where J “ iσ2b1m. It follows that the 2m eigenvalues come by pairs SpecpMq “
tλ1, ¨ ¨ ¨ , λm, λ´11 , ¨ ¨ ¨ , λ´1m u. A first consequence of this property is that prod-
ucts of i.i.d. matrices Mi and M
´1
i have the same GLE : indeed, because the
product Πn “ Mn ¨ ¨ ¨M2M1 is also symplectic, Πn and Π´1n have the same
eigenvalues, hence, using that the matrices are i.i.d., we can write
rΛpqq “ lim
nÑ8
ln x||Mn ¨ ¨ ¨M2M1x0||qy
n
“ lim
nÑ8
ln
@||M´1n ¨ ¨ ¨M´12 M´11 x0||qD
n
.
(4.30)
For the case of SLp2,Rq of interest in the paper, we can use that the group is
identical to the symplectic group Spp2,Rq. Thus, we may rewrite the equation
(4.24) for the right eigenvector under the form
xTM pqqyΦRq pzq “ xTM´1pqqyΦRq pzq “ 1λpqqΦ
R
q pzq (4.31)
We remark that the transfer operator for the inverse matrix can be related to
the adjoint operator. For simplicity, we choose the Jacobian J “ JN so that
(3.39,3.57) are “
TM pqqf
‰pzq “ J1`q{2N pM´1, zq f`M´1pzq˘ (4.32)“
T :M pqqf
‰pzq “ J´q{2N pM, zq fpMpzqq , (4.33)
hence
TM´1p´q ´ 2q “ T :M pqq . (4.34)
Making use of this relation in the equation (4.24) for the left eigenvector we
get
xTM´1p´q ´ 2qyΦLq pzq “ xT :M pqqyΦLq pzq “
1
λpqqΦ
L
q pzq (4.35)
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Comparing (4.31) and (4.35), we deduce
ΦRq pzq “ ΦL´q´2pzq and λpqq “ λp´q ´ 2q . (4.36)
For arbitrary Jacobian J , the relation between the left and right eigenvectors
takes a different form, however the symmetry of the eigenvalue still holds. We
can write the general property 4
rΛpqq “ rΛp´2´ qq (4.37)
4.6 Illustration 1 : products of matrices KN (Frisch-Lloyd model)
We make explicit the spectral problem (4.24) by considering the case of
matrices of the form (1.5). The connection with the quantum localisation prob-
lem requires to consider either fixed or exponentially distributed angles θn’s.
We make the second choice : Probatθn ą θu “ e´ρθ. We consider an arbitrary
distribution ppuq for the un’s.
For simplicity we first set k “ 1, and reintroduce it afterwards. The aver-
aged operator is
T pqq “
A
eθDKpqq euDN pqq
E
“
A
eθDKpqq
E
θ
A
euDN pqq
E
u
(4.38)
At this point, we can use the freedom on the choice of measure (i.e. Jacobian)
to simplify the calculations. Since the distribution of the angle is exponential,@
eθDKpqq
D
takes a simple form and it is more advantageous to simplify DN pqq
by choosing J ” JN with hN “ 0 (cf. Table 3.1). Then
DKpqq “ d
dz
p1` z2q ` q z and DN pqq “ DN “ ´ d
dz
. (4.39)
We have then
T pqq “ 1
1´ ρ´1DKpqq
@
euDN
D
u
(4.40)
Eq. (4.24) rewrites explicitly“
1´ ρ´1DKpqq
‰
ΦRq pzq “ λpqq
@
euDN
D
u
ΦRq pzq . (4.41)
We recognize the translation operator euDN “ e´u ddz , hence elementary ma-
nipulations lead to„
d
dz
pk2 ` z2q ` q z

ΦRq pzq ` ρ
”
λpqq @ΦRq pz ´ vqDv ´ ΦRq pzqı “ 0 , (4.42)
where we have reintroduced 5 the wavevector k defined in Section 1 for con-
venience for the following discussions (so that x¨ ¨ ¨yu Ñ x¨ ¨ ¨yv, as un “ vn{k),
cf. (1.5). We postpone to a later section the resolution of this equation.
4. For 2mˆ2m symplectic real matrices, Vanneste has obtained [75] rΛpqq “ rΛp´2m´qq.
5. The parameter k can be reintroduced by performing the substitutions z Ñ z{k,
ρÑ ρ{k and uÑ v{k.
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We discuss the asymptotic behaviour of the solution. The z Ñ 8 limit of
Eq. (4.42) gives „
d
dz
z2 ` q z

ΦRq pzq » 0 . (4.43)
Combined with the general property (4.25) we conclude that
ΦRq pzq » Aq|z|2`q for z Ñ ˘8 . (4.44)
This condition was conjectured and verified numerically in Ref. [62]. In particu-
lar, for q “ 0, the eigenvector coincides with the invariant density ΦR0 pzq “ fpzq
and the relation corresponds to the well-known Rice formula [76]
lim
zÑ´8 z
2fpzq “ lim
zÑ`8 z
2fpzq “ N (4.45)
expressing that fpzq is a stationary distribution with constant current ´N ,
where N coincides with the integrated density of states (IDoS) per unit length
of the quantum model (1.7) [21].
4.7 Illustration 2 : products of matrices rKA (Dirac or supersymmetric case)
Another type of random matrices considered in the literature are of the
form
Mn “
ˆ
cosh θn sinh θn
sinh θn cosh θn
˙ ˆ
ewn 0
0 e´wn
˙
. (4.46)
Setting θn “ k`n, one can show that they are tranfer matrices for the Dirac
equation with a mass made of δ-peaks [57]“
iσ2Bx ` σ1mpxq
‰
Ψpxq “ ε Ψpxq where mpxq “
ÿ
n
wnδpx´ xnq , (4.47)
for imaginary energy ε “ ik P iR (when the first equation is replaced by
a rotation, the energy is real). Here, Ψpxq is a bi-spinor and σi the Pauli
matrices. Equivalently these matrices are transfer matrices for the so-called
supersymmetric Schro¨dinger equation [21] (for a review on supersymmetric
quantum mechanics with disorder, see Ref. [77]). The matrices (4.46) are also
known as transfer matrices for Ising spin chain in random field [34], a problem
which has attracted a lot of attention (we will come back to this point in § 8.3).
We now discuss the form taken by the spectral problem (4.24) in case of
matrices (4.46), with exponentially distributed angles θn’s and with arbitrary
weight distribution ppwq. We remark that the calculations are more simple by
choosing J ” JA (cf. Table 3.1). Infinitesimal generators are then
DĂKpqq “ ddz p´1` z2q `
q
2
ˆ
z ` 1
z
˙
and DApqq “ DA “ ´2 d
dz
z (4.48)
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and the spectral problem now takes the form“
1´ ρ´1DĂKpqq‰ΦRq pzq “ λpqq @ewDADw ΦRq pzq . (4.49)
The operator 6
ewDAϕpzq “ e´2w ddz zϕpzq “ e´2w ϕpze´2wq (4.50)
is a dilatation. Thus, we can rewrite (4.49) as„
d
dz
p´k2 ` z2q ` q
2
ˆ
z ` k
2
z
˙
ΦRq pzq
` ρ
”
λpqq @e´2wΦRq pze´2wqDw ´ ΦRq pzqı “ 0 (4.51)
where k was reintroduced. 7 For q “ 0, we check that we recover the equation
for the invariant measure given in [61]. We will see below how to simplify the
analysis by making use of an appropriate integral transform.
The spectral problem (4.51) is supplemented by the boundary condition
ΦRq pzq » Aq|z|2`q{2 for z Ñ ˘8 . (4.52)
The exponent is obtained by large z analysis of (4.51).
5 Integral transforms
The role of integral transforms (Fourier, Mellin or Hilbert) for the calcula-
tion of the Lyapunov exponent was emphasized in Refs. [78,79,23,80]. Group
theoretical methods provide a unified approach to the study of special func-
tions and integral transforms [81]. Fourier, Laplace and Mellin transforms are
connected with certain group representations. The representation space is con-
structed from a basis of vectors which diagonalizes a generator of a subgroup.
We will use a similar idea in our study of the transfer operator.
5.1 Matrices KN or rKN (Frisch & Lloyd case) : Fourier transform
In this subsection, we simplify the spectral problem (4.42). Because the
disorder is on the weights un, we have seen that the choice of Jacobian J “
JN simplifies the action of the operator DN pqq as hN “ 0. Furthermore, the
operator DN pqq “ DN can be diagonalised by performing a Fourier transform
ϕˆpsq “
ż `8
´8
dz ϕpzq e´isz . (5.1)
6. Eq. (4.50) is proven by using Mellin transform, defined by (5.8). First we remark that
´ d
dz
“
zϕpzq‰ is transformed into s ϕˇpsq, thus e´2w ddz zϕpzq Ñ e2wsϕˇpsq. Second we use that
the dilatation λϕpλzq takes the form λ´sϕˇpsq and choose λ “ e´2w. Qed.
7. the parameter k is reintroduced thanks to z Ñ z{k and ρÑ ρ{k.
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The infinitesimal generators take the form
pDjpqq “ is gj`i d
ds
˘` q hj`i d
ds
˘
for j P tK, A, Nu , (5.2)
or explicitly
pDKpqq “ isˆ1´ d2
ds2
˙
` i q d
ds
, pDApqq “ 2s d
ds
´ q
and pDN pqq “ pDN “ ´i s . (5.3)
This corresponds indeed to diagonalize the operator
@
euDN
D
u
involved in
(4.41), whose action simply becomes the multiplication by the Fourier trans-
form of the weight distribution pˆpsq “ @e´iusD
u
. Reintroducing k in Eq. (4.41),
we get a differential equation
is
„
´ d
2
ds2
` k2 ´ Lpsq
is
 pΦRq psq “ „ρ pˆpsq r1´ λpqqs ´ iq dds
 pΦRq psq (5.4)
(equivalently, we can Fourier transform Eq. (4.42)). We have identified the
“Le´vy exponent”
Lpsq “ ρ r1´ pˆpsqs , where pˆpsq “
ż
dv ppvq e´isv , (5.5)
which characterizes the compound Poisson process Y pxq “ şx
0
dt V ptq. This
process exhibits random jumps Y pxn` q “ Y pxn´ q ` vn at random “times”,
occuring with rate ρ (see [79,80]). We recall that the general definition of the
Le´vy exponent is A
e´isY pxq
E
“ e´xLpsq . (5.6)
The noise of the form (1.7) is a particular choice of “Le´vy noise”, deriving
from a compound Poisson process, a subclass of Le´vy processes [82]. Because
more general Le´vy processes can be obtained by considering appropriate limits
of compound Poisson processes, we conclude that Eq. (5.4) applies to the case
where Y pxq “ şx
0
dt V ptq is any Le´vy process (see [79,80] for other examples of
Le´vy processes, or the monograph [82]). Another simple case is the Gaussian
white noise
Lpsq “ σ
2
s2 , (5.7)
discussed below as a certain continuum limit of the compound Poisson process.
The equation (5.4) will be solved below by a perturbative approach.
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5.2 Matrices rKA (supersymmetric case) : Mellin transform
We now reformulate the spectral problem (4.51) in a more appropriate
form. Following the same logic as in the previous subsection, we aim to diag-
onalize the operator
@
ewDA
D
w
. The appropriate transform is now the Mellin
transform
ϕˇpsq “
ż 8
0
dz zs ϕpzq , (5.8)
as already pointed out in [79]. In this case the stationary distribution fpzq “
ΦR0 pzq has its support on R`, hence the definition (5.8). The action of the
infinitesimal generators are now
qDĂKpqqϕˇpsq “ ´s` q2¯ ϕˇps´ 1q ` ´´s` q2¯ ϕˇps` 1q , (5.9)qDAϕˇpsq “ 2s ϕˇpsq and qDN pqqϕˇpsq “ ´s` q
2
¯
ϕˇps´ 1q . (5.10)
The operator
@
ewDA
D
w
is thus replaced by the multiplication by p˜p´2sq, the
Laplace transform of the weight distribution
p˜prq “
ż
dw ppwq e´rw “ pˆp´irq , (5.11)
where pˆpsq is the Fourier transform defined above.
Hence (4.51) is now replaced by the finite difference equation
s
„
´qΦRq ps` 1q ` k2 qΦRq ps´ 1q ´ Lp2isqs qΦRq psq

“ ρ pˆp2isq r1´ λpqqs qΦRq psq ´ q2 ”qΦRq ps` 1q ` k2 qΦRq ps´ 1qı , (5.12)
where k was reintroduced. Keep in mind that the distribution of the weights
wn must be chosen in such a way that
@
e2swn
D
exists. The equation is written
in a form appropriate for perturbative expansion in q, similarly to Eq. (5.4).
The equation will be further discussed in the next section.
6 Perturbative approach and a formula for the variance rΛ2p0q
Making use of the simplifications introduced in Section 5, our aim is now
to solve the central spectral problem (4.24). We will use a perturbative ap-
proach, providing a systematic method for the calculation of the moments of
the logarithm of the matrix product. The method is similar to the perturbative
method used in Ref. [28], which has considered a stochastic problem related to
the continuum limit of random matrix products of type KN . Here, the pertur-
bative approach is not restricted to the continuum limit. We will mostly focus
on the case of matrices of type KN or rKN , i.e. analyse Eq. (5.4), although the
method can be applied to other types of matrices (we will also briefly discuss
the case of matrices of type rKA, i.e. Eq. (5.12)).
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6.1 Products of matrices KN (Frisch-Lloyd model)
Our starting point is the equation (5.4), which we solve recursively by a
perturbative method in the parameter q. We expand the eigenvalue (moment
generating function) as
λpqq “
8ÿ
n“0
p´1qn
n!
λn q
n “ 1´ λ1 q ` 1
2
λ2 q
2 ` ¨ ¨ ¨ (6.1)
and the corresponding eigenvector
pΦRq psq “ pR0psq ` q pR1psq ` q2 pR2psq ` ¨ ¨ ¨ (6.2)
We now discuss the equations corresponding to each order.
6.1.1 Order q0 : Green’s function and invariant density
Order q0 term of (5.4) is
is
„
´ d
2
ds2
` k2 ´ Lpsq
is
 pR0psq “ 0 ñ „´ d2
ds2
` k2 ´ Lpsq
is
 pR0psq “ c0 δpsq
(6.3)
where c0 is some constant to be determined. Let us introduce the recessive
solution ϕpsq of the homogeneous equation (i.e. ϕpsq Ñ 0 for sÑ `8)„
´ d
2
ds2
` E ´ Lpsq
is

ϕpsq “ 0 (6.4)
where E “ k2. Because Lp´sq˚ “ Lpsq, the function ϕp´sq˚ is also solution of
the differential equation. If it differs from ϕpsq, it is the independent solution
vanishing at ´8.
Two examples discussed in the paper are :
— The compound Poisson process (5.5) with exponentially distributed weights,
Lpsq “ iρvs{p1`isvq where xvny “ v. For E “ `k2, the solution of Eq. (6.4)
is [21,80]
ϕpsq “W´ iρ2k , 12 p2kps´ i{vqq , (6.5)
where Wλ,µpzq is the Whittaker function [83].
For E “ ´k2, we have
ϕpsq “W´ ρ2k , 12 p2kpis` 1{vqq . (6.6)
In this case we have ϕp´sq˚ “ ϕpsq.
— The Gaussian white noise (5.7). In this case the solution of Eq. (6.4) is
ϕpsq “ Ai p´E ´ iσs{2q ´ i Bi p´E ´ iσs{2q . (6.7)
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The Gaussian white noise is rather special as it can be achieved for ρÑ8
with vanishing weights, leading to a Le´vy exponent growing at infinity. In gen-
eral, for finite ρ, we have Lpsq » ρ for sÑ ˘8. As a result, considering posi-
tive energy E “ `k2, the solutions of (6.4) display the asymptotic behaviours
s˘iρ{p2kqe˘ks. The recessive solution thus behaves as ϕpsq „ s´iρ{p2kqe´ks, and
differs from ϕp´sq˚ which vanishes for sÑ ´8. We conclude that ϕpsq blows
up for sÑ ´8. The Wronskian of the two solutions
W ”W rϕpsq , ϕp´sq˚s “ ´2 Re “ϕp0qϕ1p0q˚‰ (6.8)
is constant due to the absence of a first derivative in (6.4). We will see below
that the situation is different for E “ ´k2.
With these two independent solutions, we can construct the Green’s func-
tion, solution of „
´ d
2
ds2
` E ´ Lpsq
is

Gps, s1q “ δps´ s1q . (6.9)
We have
Gps, s1q “ 1W ϕpsąqϕp´săq
˚ (6.10)
where we have introduced the notation są “ max ps, s1q and să “ min ps, s1q.
Note the useful properties
(i) Gps, s1q “ Gps1, sq.
(ii) Gp´s,´s1q “ Gps, s1q˚.
The invariant density fpzq (related to the invariant measure fpzqdz) is the
stationary distribution of the Riccati variable. It solves (4.42) for q “ 0, hence
we have pR0psq “ fˆpsq, where
fˆpsq “ 2piN Gps, 0q “
$’’&’’%
ϕpsq
ϕp0q for s ą 0
ϕp´sq˚
ϕp0q˚ for s ă 0
(6.11)
The prefactor corresponds to the constant introduced in (6.3) : it is determined
from the Rice formula (4.45), leading to c0 “ ´fˆ 1p0`q` fˆ 1p0´q “ 2piN , where
N “ ´ 1
pi
Re rϕp0qϕ1p0q˚s
|ϕp0q|2 “
W
2pi|ϕp0q|2 (6.12)
is the IDoS per unit length of the disordered model (cf. [80] for instance or [76]).
This makes clear that (6.10), and thus the developments of paragraphs 6.1.2
and 6.1.3, are meaningful only for N ‰ 0. The paragraph 6.1.4 at the end of
the section will be devoted to the case N “ 0.
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6.1.2 Order q1 – The Lyapunov exponent
Order q1 terms of equation (5.4) read
is
"
´ d
2
ds2
` E ´ Lpsq
is
* pR1psq “ ˆρλ1pˆpsq ´ i d
ds
˙
fˆpsq . (6.13)
A first step is to obtain a formula for the Lyapunov exponent λ1. In Ap-
pendix C we show that Re
“
is pR21psq‰ Ñ 0 as s Ñ 0` (while Im “is pR21psq‰
reaches a finite value). Thus, keeping the real part of Eq. (6.13) and taking
the limit sÑ 0 leads to
ρλ1 “ ´ Im
”
fˆ 1p0˘q
ı
“ Im rϕp0qϕ
1p0q˚s
|ϕp0q|2 . (6.14)
This is nothing but the counterpart of the well known formula ρλ1 “
ş´
dz z fpzq
[43] (see also [21,23] for a discussion in relation with random 2 ˆ 2 matrix
products). We also recall the useful relation [21,79,80]
fˆ 1p0˘q “ ¯piN ´ i ρλ1 . (6.15)
We now solve (6.13), i.e."
´ d
2
ds2
` E ´ Lpsq
is
* pR1psq “ c˜1 δpsq ` ρλ1pˆpsq fˆpsq ´ i fˆ 1psq
is
. (6.16)
where the constant c˜1 is related to the normalisation condition
ş
dz R1pzq. A
difficulty comes from the singular behaviour of the right hand side
ρλ1pˆpsq fˆpsq ´ i fˆ 1psq
is
» piN|s| for sÑ 0 . (6.17)
This shows that ´ pR21psq » piN {|s| for sÑ 0, leading to the behaviour pR1psq »pR1p0q´piN |s|pln |s|´1q (see Appendix C). The solution of (6.16) can be written
as
pR1psq “ c˜1fˆpsq ` ż `8
´8
dtGps, tqPf
˜
ρλ1pˆptq fˆptq ´ i fˆ 1ptq
it
¸
, (6.18)
where Pf denotes the finite part (cf. Appendix D). The finite part is required
in order to make the integral meaningful. More explicitly, we can represent the
integral aspR1psq “ c˜1fˆpsq (6.19)
` lim
Ñ0`
«ˆż ´
´8
`
ż 8

˙
dtGps, tq ρλ1pˆptq fˆptq ´ i fˆ
1ptq
it
` 2piN Gps, 0q ln 
ff
where  is a regulator. We see that the last term is simply fˆpsq ln , hence the
ln  could be absorbed in c˜1.
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6.1.3 Order q2 – Fluctuations
We identify the order q2 terms of Equation (5.4) :
is
"
´ d
2
ds2
` E ´ Lpsq
is
* pR2psq “ ˆρλ1pˆpsq ´ i d
ds
˙ pR1psq ´ 1
2
ρλ2 pˆpsq fˆpsq .
(6.20)
In Appendix C we show that Re
“
is pR22psq‰Ñ 0 as sÑ 0 (while the imaginary
part diverges logarithmically). Keeping the real part of Eq. (6.20) and taking
the limit sÑ 0, we get
ρλ2 “ 2
´
ρλ1 pR1p0q ` Im ” pR11psqı
s“0
¯
(6.21)
We have now to introduce (6.19) in that expression. An important remark is
that the term c˜1fˆpsq does not contribute to λ2 by virtue of (6.14), hence we
will simply drop it below for simplicity. Similarly, the term „ ln  in (6.19) will
also not contribute to λ2.
Let us first consider pR1p0q. Making use of the symmetries of fˆpsq and
Gps, tq, we get
pR1p0q “ 2 |ϕp0q|2W
ż 8

ds Re
«
fˆpsq ρλ1pˆpsq fˆpsq ´ i fˆ
1psq
is
ff
` ln  , (6.22)
where we have omitted limÑ0` for clarity. Similarly, we consider the imaginary
part of the derivative : we get
Im
” pR11psqı
s“0
(6.23)
“ ´2 Im
«
ϕp0qϕ1p0q˚
W
ż 8

ds fˆpsq ρλ1pˆpsq fˆpsq ´ i fˆ
1psq
is
ff
´ ρλ1 ln  .
We easily check that the two expressions (6.22,6.23) are finite in the limit
Ñ 0` (note however that the real part of pR11psq is logarithmically divergent
for sÑ 0).
Combining the two equations and using (6.8,6.14), we can now send the
regulator  to zero. We finally obtain
ρλ2 “ ´
ż 8
0
ds
s
Re
„ˆ
2ρλ1pˆpsq ´ i d
ds
˙
fˆpsq2

(6.24)
which is a central result. It applies to any random Schro¨dinger operator (1.7)
provided that
şx
0
dt V ptq is a Le´vy process, i.e. is the disorder V pxq has purely
local correlations. In terms of the localisation model (1.7), it characterizes the
fluctuations of the wave function at the n-th impurity
rΛ2p0q “ λ21 ´ λ2 “ lim
nÑ8
Var
`
ln |ψpxn´ q|
˘
n
. (6.25)
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The integral representation can be used to analyse the limit k Ñ8 of physical
interest : in this weak disorder limit, one gets λ2 » ´λ1, i.e.rΛ2p0q » rΛ1p0q for k Ñ8 . (6.26)
This limit will be rediscussed in more detail in Section 7. The variance is
plotted in Fig. 6.1.
6.1.4 The case N “ 0 (case E “ ´k2 with vn ą 0)
The recessive solution ϕpsq of the homogeneous equation (6.4) plays a cen-
tral role. The Green’s function has been constructed from the two independent
solutions ϕpsq and ϕp´sq˚. However, when the IDoS vanishes, N “ 0, the two
solutions are not independent, as it is clear from (6.12). Hence the solution of
(6.16) cannot be constructed in this way. This is for instance the case for a
potential with positive weights vn ě 0 in the region E “ ´k2 ă 0.
We first analyse the asymptotic behaviour of ϕpsq “ ϕp´sq˚. For sÑ ˘8
we have Lpsq Ñ ρ, hence the differential equation takes the form„
´ d
2
ds2
´ k2 ´ ρ
is

ϕpsq » 0 for sÑ ˘8 . (6.27)
The recessive solution displays the behaviour
ϕpsq „ pisq´ρ{p2kqe´iks for sÑ ˘8 (6.28)
and thus vanishes for both s Ñ `8 and s Ñ ´8 (this is not the case for
E “ k2 for which the recessive solution ϕpsq blows up for s Ñ ´8). There
exists a second solution which thus grows at infinity
χpsq „ pisq`ρ{p2kqeiks for sÑ ˘8 . (6.29)
We introduce the Wronskian
W´ “ W rϕ , χs . (6.30)
We can now express the solution of (6.16) with the help of these two
independent solutions
pR1psq “ ϕpsq ż s
0
dt
W´ σptqχptq ´ χpsq
ż s
0
dt
W´ σptqϕptq ` c˜1 ϕpsq ` d˜1 χpsq ,
(6.31)
where we have introduced the notation
σpsq “ ρλ1pˆpsq fˆpsq ´ i fˆ
1psq
is
(6.32)
for the source term of (6.16). From the previous remarks, we deduce the asymp-
totic behaviour
σpsqχpsq „ 1{s for sÑ ˘8 , (6.33)
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so that the first term of (6.31) behaves as s´ρ{p2kqe´iks ln |s| at large s, i.e.
vanishes for s Ñ ˘8. The combination σpsqϕpsq „ s´1´ρ{ke´2iks decays
faster, hence the second term of (6.31) diverges in the same way as χpsq for sÑ
˘8. Being the Fourier transform of a normalisable function, pΦRq psq vanishes
at infinity and so does pR1psq. The condition that (6.31) vanishes for sÑ `8
gives
d˜1 “
ż 8
0
dt
W´ σptqϕptq , (6.34)
i.e.
pR1psq “ ϕpsq ż s
0
dt
W´ σptqχptq ` χpsq
ż `8
s
dt
W´ σptqϕptq ` c˜1 ϕpsq . (6.35)
The value of c˜1 is not important as the last term does not contribute to λ2.
We get the expression of λ2 by sending s Ñ 0 in (6.20) (when N “ 0,
s pR22psq vanishes). Finally, we obtain
ρλ2 “ 2ρλ1 pR1p0q ´ i pR11p0q “ 2 `ρλ1 χp0q ´ iχ1p0q˘ d˜1 (6.36)
“ 2
ˆ
iϕ1p0q
ϕp0q χp0q ´ iχ
1p0q
˙ ż 8
0
ds
W´ σpsqϕpsq “ ´2i
ż 8
0
ds σpsq fˆpsq .
(6.37)
We prove below that the expression is real. With this remark in mind, we
conclude that (6.37) coincides with (6.24). We have thus extended the validity
of (6.24) to the case N “ 0, and have provided an alternative derivation of
this formula.
The solutions of the differential equation (6.4) are analytic functions of
the complex variable s. From the analyticity and the asymptotic behaviour
fˆpsq „ pisq´ρ{p2kqe´iks, we deduce that we can rotate the contour of integration
of (6.37) by ´pi{2 in the complex plane of the variable s. This corresponds to
dealing with the Laplace transforms of the invariant density
f˜prq “ fˆp´irq “
ż
dz fpzq e´rz (6.38)
and the weight distribution p˜prq “ pˆp´irq, which are real functions. Hence
ρλ2 “ 2
ż 8
0
dr
r
”
p˜prq f˜ 1p0qf˜prq ´ f˜ 1prq
ı
f˜prq , (6.39)
where we have used ρλ1 “ ´f˜ 1p0q. Qed.
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Illustration 1 : the subgroup rK.— We first consider a trivial case, although
instructive for the following : when the Le´vy exponent vanishes, Lpsq “ 0,
which corresponds to consider products of matrices of the one-parameter sub-
group of matrices t rKpθqu. We have obviously f˜prq “ e´kr with r ą 0. We find
ρλ1 “ ´f˜ 1p0q “ k and (6.39) gives λ2 “ 0, thus
λpqq “ 1´ qk{ρ . (6.40)
As a result, the GLE is rΛpqq “ ´ lnp1´ qk{ρq . (6.41)
We recognize the generating function for the Poisson distribution. The result
can be recovered easily by noticing that Πn “ Πni“1 rKpθiq “ rKpři θiq, hence
ln ||Πnx0|| » řni“1 θi, which is indeed characterised by the mean rΛ1p0q “ k{ρ
and the variance rΛ2p0q “ pk{ρq2.
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Fig. 6.1 The Lyapunov exponent λ1 (dashed orange line) and the variance λ21 ´ λ2 (blue
line) of the random matrix product (1.5,1.6) matrices) for exponentially distributed angles
Probatθn ą k`u “ e´ρ` and exponentially distributed weights Probatun ą y{ku “ e´y{v.
We choose ρ “ 1 with exponentially distributed weights with v “ 0.01. For E “ `k2, we
use Eqs. (6.5,6.14,6.24) and, for E “ ´k2, Eqs. (6.6,6.24) or equivalently Eqs. (6.39,6.43).
The green dot-dashed line is rΛ2p0q for vn “ 0. The dotted vertical line indicates the value
of ρv. The inset shows λ1 on a larger scale.
Illustration 2 : We consider the case of exponentially distributed weights,
where ϕpsq is given by (6.6). We first check the asymptotic behaviour of ϕpsq :
(6.6) behaves as ϕpsq » p2iksq´ρ{p2kqe´iks´k{v for s Ñ ˘8. The second inde-
pendent solution introduced above is obviously the second Whittaker function
χpsq “M´ ρ2k , 12 p2kpis` 1{vqq »
p2iksqρ{p2kq
Γ p1` ρ{p2kqq e
iks`k{v for sÑ ˘8 .
(6.42)
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The Wronskian of the two solutions is explicitly W´ “ 2ik{Γ p1` ρ2k q.
Finally, we remark that the integral representation (6.39) is convenient as
the Laplace transform of the invariant density
f˜prq “ W´
ρ
2k ,
1
2
p2kpr ` 1{vqq
W´ ρ2k , 12 p2k{vq
(6.43)
decays exponentially, which makes the integral absolutely convergent ; we use
p˜prq “ xe´rvny “ 1{p1`vrq. The result of the integration is plotted in Fig. 6.1.
Note that the variance presents the same growth rΛ2p0q » pk{ρq2 for large k as
for the subgroup rK, which is explained by the fact that matrices rKpθq become
prominent in this limit.
6.2 Products of matrices rKA (Dirac or supersymmetric case)
We now show that (5.12) can be analysed with the same type of perturba-
tive approach as in the previous section. We expand the Mellin transform in
powers of q : qΦRq psq “ qR0psq ` q qR1psq ` q2 qR2psq ` ¨ ¨ ¨ (6.44)
At order q0 we recover the equation for the Mellin transform of the invariant
density qR0psq “ fˇpsq, obtained in Ref. [79] :
´ fˇps` 1q ´ Lp2isq
s
fˇpsq ` k2 fˇps´ 1q “ 0 . (6.45)
We now identify the order q1 terms of (5.12) :
s
„
´ qR1ps` 1q ´ Lp2isq
s
qR1psq ` k2 qR1ps´ 1q
“ ρλ1pˆp2isq fˇpsq ´ 1
2
“
fˇps` 1q ` k2 fˇps´ 1q‰ (6.46)
Considering the limit sÑ 0 we get a formula for the Lyapunov exponent [79]
ρλ1 “ 1
2
“
fˇp1q ` k2 fˇp´1q‰ . (6.47)
Identifying the q2 terms of (5.12) gives
s
„
´ qR2ps` 1q ´ Lp2isq
s
qR2psq ` k2 qR2ps´ 1q (6.48)
“ ´1
2
ρλ2pˆp2isq fˇpsq ` ρλ1pˆp2isq qR1psq ´ 1
2
” qR1ps` 1q ` k2 qR1ps´ 1qı ,
whose sÑ 0 limit provides the expression
ρλ2 “ 2 ρλ1 qR1p0q ´ qR1p1q ´ k2 qR1p´1q . (6.49)
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The next step requires to find qR1psq, i.e. solve a difference equation with a
source term. Note that we only need the solution for s P Z. One can introduce
a Green’s function, solving
´ qGs`1,s1 ´ Lp2isq
s
qGs,s1 ` k2 qGs´1,s1 “ δs,s1 (6.50)
and write the solution of (6.46) as
qR1psq “ c˜1 fˇpsq ` ÿ
s1 p‰0q
qGs,s1 2ρλ1pˆp2is1q fˇps1q ´ fˇps1 ` 1q ´ k2 fˇps1 ´ 1q
2s1
.
(6.51)
We will not pursue further this analysis here.
7 Application for localisation theory
The correspondence between the random matrix problem and the quantum
localisation model (1.7) relies on the fact that the matrices Mn “ KpθnqNpunq
are transfer matrices for the Schro¨dinger equation. As discussed in Section 1,
the GLE (1.3) characterizes the fluctuations of the wave function at the n-th
impurity, cf. Eq. (1.8). On the other hand, in the context of localisation theory,
it is more natural to define the GLE as (1.9). Hence, we have to distinguish
two cases :
(i) Fixed angles (lattice of impurities) : The case of fixed angles θn “ θ “
k{ρ @ n describes a regular lattice of impurities with lattice spacing
`n “ 1{ρ. Thus we have
Λpqq “ ρ rΛpqq . (7.1)
Inserting the expansions (6.1) and (1.9) in that relation, we can express
the cumulants of ln |ψpxq| in terms of the coefficients λn’s studied in the
previous Section :
γ1 “ ρ λ1 , γ2 “ ρ pλ21 ´ λ2q , etc. (7.2)
λn can be determined by solving (4.24) forT pqq “ eθDKpqq xewDApqqeuDN pqqyw,u.
The continuum limit of this problem will be discussed in Section 8.
(ii) Exponentially distributed angles (impurities with random positions) :
The case discussed in the previous sections corresponds to exponentially
distributed angles. This case is interesting as it describes uncorrelated
impurities with random positions for a uniform mean density ρ. In the
definition (1.8), the fact that the position of the n-th impurity presents
fluctuations of order „ ?n „ ?ρx contributes to the fluctuations of
ln |ψpxn´ q|. As we mentioned, for the localisation problem, it is more
natural to quantify the fluctuations at a fixed distance x and define the
GLE according to (1.9), with this time
Λpqq ‰ ρ rΛpqq . (7.3)
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In order to stress the difference between the two definitions, we can
rewrite (1.9) as
Λpqq “ lim
xÑ8
ln
@||ΠN pxqx0||qD
x
“ lim
xÑ8
lnx|ψpx´N pxqq|qy
x
(7.4)
where averaging is taken both over the matrices and the Poisson process
N pxq. We recall that a Poisson process of intensity ρ, the number of
impurities in the interval r0, xs, has probability distribution
ProbatN pxq “ nu “ pρxq
n
n!
e´ρx . (7.5)
In the rest of the Section, we focus on this second situation.
7.1 Another spectral problem
The formulation of the spectral problem takes a different form than in
Section 4, although it involves the same tools. Random matrices have the
form Mn “ KpθnqApwnqNpunq ” KpθnqBn. When the lengths `n “ θn{k are
exponentially distributed, we can introduce a Markovian process zpxq. Action
of the rotation corresponds to the evolution
z1pxq “ ´k2 ´ zpxq2 (7.6)
while the “impurity” corresponds to the jump
zpxn` q “ Bn
`
zpxn´ q
˘
(7.7)
occuring with probability rate ρ [21]. Note that for matrices Mn “ rKpθnqBn,
the evolution (7.6) is replaced by z1pxq “ `k2 ´ zpxq2. Instead of (4.6), we
introduce
Ppz|z0; qq def“
C
δpz ´ zpxqq
N pxqź
i“1
J
´q{2
N pMi, zpx´i´1qq
G
. (7.8)
controlling the moment generating function
Qxpz0; qq “ x|ψpxq|qy “
@||ΠN pxqx0||qD “
C
N pxqź
i“1
J
´q{2
K pMi, zpx´i´1qq
G
“ ρKpz0qq{2
ż
dz ρKpzq´q{2 Pxpz|z0; qq . (7.9)
If we consider the evolution of the propagator in the interval rx, x ` δxs, we
have to take into account two types of events : (i) with probability 1´ρδx, the
interval is free of impurity and the process is governed by the free evolution
(7.6), i.e. zpx` δxq » zpxq´ gKpzpxqq δx, corresponding to a rotation of angle
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δθ “ δx (we set k “ 1 for simplicity). (ii) The interval contains an impurity
with probability ρδx, inducing the jump (7.7). Correspondingly,
Px`δxpz|z0; qq
» p1´ ρδxq p1` q hKpzq δxq Pxpz ` gKpzq δx|z0; qq
`
1` g1Kpzq δx
˘
` ρδx
B
J
q{2
N pB´1, zqPxpB´1pzq|z0; qq
dB´1pzq
dz
F
B
. (7.10)
Using the notation introduced above TBpqq “ ewDApqqeuDN pqq and sending
δxÑ 0, we get
B
BxPxpz|z0; qq “
”
DKpqq ` ρ
´A
ewDApqqeuDN pqq
E
´ 1
¯ı
Pxpz|z0; qq . (7.11)
As a check, for q “ 0, we recover the equations controlling the disribution of
the process zpxq given either for w “ 0 or for u “ 0 in Ref. [61]. Writing
Qxpz0; qq “ ρKpz0qq{2
ż
dz ρKpzq´q{2 Pxpz|z0; qq „
xÑ8 e
xΛpqq (7.12)
we deduce that the GLE is the largest eigenvalue of the operator involved in
(7.11), i.e. we now have to solve the spectral problem”
DKpqq ` ρ
´A
ewDApqqeuDN pqq
E
´ 1
¯ı
ΦRq pzq “ ΛpqqΦRq pzq (7.13)
replacing (4.24). As in Section 4, we stress that making different choices of
Jacobian J (in the infinitesimal generators) corresponds to different represen-
tations of the same spectral problem.
Equation (7.13) can also be rewritten as“
1´ ρ´1DKpqq
‰
ΦRq pzq “
”A
ewDApqqeuDN pqq
E
´ ρ´1Λpqq
ı
ΦRq pzq , (7.14)
which is a form closer to (4.41). We can give more explicit forms :
— Matrices KN : setting wn “ 0 and choosing the measure J “ JN , Equation
(7.13) reads„
d
dz
pk2 ` z2q ` q z

ΦRq pzq ` ρ
”@
ΦRq pz ´ vq
D
v
´ ΦRq pzq
ı
“ ΛpqqΦRq pzq ,
(7.15)
which replaces (4.42).
— Matrices rKA : Setting un “ 0 and choosing J “ JA, we get„
d
dz
p´k2 ` z2q ` q
2
ˆ
z ` k
2
z
˙
ΦRq pzq
` ρ
”@
e´2wΦRq pze´2wq
D
w
´ ΦRq pzq
ı
“ ΛpqqΦRq pzq , (7.16)
replacing (4.51).
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7.2 Application : the Schro¨dinger operator with a random potential (matrices
KN of rKN)
As we have discussed at length, the resolution of the spectral problem
can be simplified by using appropriate transforms. In this paragraph, let us
illustrate the problem by considering the case of random matrices (1.5) or
(1.6). After Fourier transform of (7.15) we get
is
„
´ d
2
ds2
` E ´ Lpsq
is
 pΦRq psq “ „Λpqq ´ iq dds
 pΦRq psq (7.17)
which presents a similar structure than (5.4). The resolution follows the same
steps as in § 6.1, simply taking into account of the change in the right hand
side of (5.4). We inject (6.2) and
Λpqq “
8ÿ
n“1
γn
n!
qn (7.18)
in (7.17). Eventually, we get the Lyapunov exponent
γ1 “ ´ Im
”
fˆ 1p0˘q
ı
” ρλ1 (7.19)
and also
fˆ 1p0˘q “ ˘piN ´ i γ1 , (7.20)
where N is the IDoS of the quantum model. The variance is given by
γ2 “ ´2
´
γ1 pR1p0q ` Im ” pR11psqı
s“0
¯
(7.21)
where
pR1psq “ c˜1fˆpsq ` ż `8
´8
dtGps, tqPf
˜
γ1 fˆptq ´ i fˆ 1ptq
it
¸
. (7.22)
Some algebra similar to that of § 6.1 eventually leads to
γ2 “
ż 8
0
ds
s
Re
„ˆ
2γ1 ´ i d
ds
˙
fˆpsq2

(7.23)
This is an important result of the paper. 8 Note that the result is valid for
both E “ `k2 and E “ ´k2. The expression (7.23) can be compared to
(6.24), which shows that there is no simple relation between γ2 “ Λ2p0q and
λ21 ´ λ2 “ rΛ2p0q, i.e. between the fluctuations of ln |ψpxq| and ln |ψpxn´ q|.
8. A similar equation was obtained in chapter 9 of [84] with the replica trick for the
Halperin model (continuum limit of matrix products of type KN). The relation with γ2 was
however not made and the divergence of the integral in the absence of the Rer¨ ¨ ¨ s was not
discussed.
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The case N “ 0.– In order to compute γ2 for E “ ´k2 (when N “ 0) we can
conveniently use
γ2 “ ´2
ż 8
0
dr
r
”
f˜ 1p0qf˜prq ´ f˜ 1prq
ı
f˜prq , (7.24)
where f˜prq is the Laplace transform (6.38) of the invariant density. This for-
mula is obtained from (7.23) by a rotation of the contour of integration and is
analogous to (6.39) (hence it can be derived along the lines of § 6.1.4).
High energy limit and single parameter scaling.— The high energy limit E Ñ
`8 can be analysed by performing a perturbative analysis of the solution fˆpsq
of equation (6.4) in the disorder (i.e. in the Le´vy exponent). Some algebra gives
γ1 » 1
4k
ż
ds e´2k|s|
d
ds
„Lpsq
s

for E “ k2 Ñ8 . (7.25)
Assuming a regular expansion for the Le´vy exponent, Lpsq » ρpis xvny `
ps2{2q @v2nDq for s Ñ 0, we recover the well-known behaviour [17,43] γ1 »
ρ
@
v2n
D {p8Eq. A similar, but more cumbersome analysis of (7.23) leads to the
conclusion
γ1 » γ2 for E Ñ `8 . (7.26)
This relation is known as “single parameter scaling”, and has played an im-
portant role in localisation theory [85,45,46].
7.3 Illustration : exponentially distributed weights
We now inject the solution (6.5) for E “ `k2 (or (6.6) for E “ ´k2)
in Eq. (7.23) in order to make an explicit calculation of γ2. The integral is
computed numerically. We set ρ “ 1.
High density of impurity.— First, we consider xvny “ 0.01 and plot γ1 and γ2
in Fig. 7.1. We see that, increasing the energy above ρ xvny, the curves for γ1
and γ2 become rapidly very close, corresponding to “single parameter scaling”.
The high density regime corresponds to the continuum limit : in the limit
ρ Ñ 8, the Frisch-Lloyd model is expected to coincides with the Halperin
model discussed in Subsec. 8.2 and in Appendix E. Indeed, we check that
Fig. 7.1 shows the same behaviours as Fig. 8.1. This remark allows to make
comparison with simple limiting behaviours. A more accurate comparison with
Eqs. (8.14,8.15) can be made by shifting the energy by ρ xvny and writing the
perturbative result γ1 » γ2 » ρ
@
v2n
D {“8pE ´ ρ xvnyq‰ (dotted green line).
For a large negative energy, we observe a convergence towards the behaviour
γ2 » ρ
@
v2n
D {“4pρ xvny ´ Eq‰ (dotted red line) found in [57] (cf. below (8.15)
and also Appendix F).
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Fig. 7.1 The Lyapunov exponent γ1 (dashed orange line) and the variance γ2 (blue line)
for the Frisch-Lloyd model for ρ “ 1 with exponentially distributed weights with xvny “ 0.01,
from Eqs. (6.5,6.14,7.23). Dotted lines are discussed in the text. Inset show γ1 and the IDoS
N on a larger scale.
Low density of impurity.— Next we consider the low density regime by setting
v “ xvny “ 100 (Fig. 7.2). We also see a tendancy for the two curves to
converge at high energy, although this occurs on a larger scale, not visible on
the figure (see the second curve). More interestingly, we have compared γ2
obtained from (7.23) (and also γ1) with the approximate expressions (dotted
lines) obtained with a different approach in Appendix F$’&’%
γ1 » ρ ln
´
v e´C
2k
¯
γ2 » ρ pi24 ` ρ ln2
´
v e´C
2k
¯ for ρ ! k “ ?E ! v , (7.27)
where C » 0.577 is the Euler-Mascheroni constant. The agreement is excellent.
For k ! ρ, by continuity, we expect that γ1 and γ2 saturate to values given by
replacing k by ρ in (7.27) : γ1 „ ρ ln pv{ρq and γ2 „ ρ ln2 pv{ρq (see [80] for a
discussion of the saturation value of γ1).
7.4 A critical remark on Deych et al.’s criterion for SPS
The limits of validity of single parameter scaling (SPS) have been the sub-
ject of intensive discussions which have motivated the search of a precise ana-
lytical criterion. In a series of papers, Deych, Lisyansky, Altshuler and others
[86,47,48,87] have strongly criticized the role played by phase randomization
[45,88,46] in the emergence of SPS (i.e. the requirement of a flat distribution
of the phase). 9 Instead, they have proposed a “universal criterion” based on
the comparison of the localisation length ξ “ 1{γ1 and a characteristic scale
9. A more precise study of phase randomization for the 1D Anderson model was provided
in Ref. [89].
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Fig. 7.2 The Lyapunov exponent γ1 (dashed orange line) and the variance γ2 (blue line)
for the Frisch-Lloyd model for ρ “ 1 with exponentially distributed weights with xvny “ 0.01
(left) and xvny “ 100 (right), from Eqs. (6.5,6.14,7.23). Dotted lines are discussed in the
text. Inset show γ1 and the IDoS N on a larger scale.
ls “ 1{ppiN q, where N is the integrated density of states per unit length : they
have stated that SPS holds for ξ " ls, i.e. γ1 ! N [47,48].
The Frisch & Lloyd model studied here offers a suitable ground to test
Deych et al.’s statement. In the high density regime, corresponding to the
Halperin model, the model has only one relevant characteristic energy scale
σ2{3 “ pρ @v2nDq2{3. Thus all transitions (strong/weak disorder, peaked/broad
phase distribution, etc) occur at this energy scale, in particular the transition
from non-SPS to SPS regime : cf. Fig. 7.2 (this is made clear by plotting the
ratio γ2{γ1 as a function of Deych et al.’s scaling parameter ξ{ls) : we observe
that γ2{γ1 „ 1 for ξ{ls Á 1 in this case. The weak density regime ρ ! v is
more interesting as the problem is now controlled by two energy scales, thus
we have two transitions at the characteristic energies ρ2 and v2. The transition
at k „ ρ corresponds to phase randomization [90], however the perturbative
regime is expected only for k Á v. In particular, we see in Fig. 7.2 that, in
the intermediate regime ρ ! k ! v such that γ1 „ ρ ! N „ k, SPS does
not hold as the two cumulants involve two different scales γ1 „ ρ ln pv{ρq and
γ2 „ ρ ln2 pv{ρq. In order to emphasize this point, we have plotted in Fig. 7.3
the ratio γ2{γ1 as a function of Deych et al.’s parameter ξ{ls “ piN {γ1. In
this case, the crossover between SPS and non-SPS regime takes place for ξ{ls
much larger than one. We conclude that ξ{ls Á 1 is not a sufficient condition
for SPS.
Our conclusion thus corroborates the analysis of Schrader, Schulz-Baldes
and Sedrakyan [91] : SPS only holds to lowest order perturbation theory in
the disorder (see also [90]).
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Fig. 7.3 The ratio γ2{γ1 as a function of Deych et al.’s parameter ξ{ls for high (left) and
low impurity density (right). We observe that ξ{ls „ 1 does not correspond to the boundary
of the SPS regime in general.
8 Continuum limit
By considering the continuum limit of random matrix products, i.e. matri-
ces Mn P SLp2,Rq close to the identity matrix, a systematic calculation of the
Lyapunov exponent was performed in Ref. [23], leading to a full classification
of solutions. In this section, we follow the same strategy for the GLE, although
the general resolution of the spectral problem remains out of the scope of the
present paper.
At first, we do not assume a specific choice of decomposition. The group
SLp2,Rq is a three parameter group, characterised by three infinitesimal gen-
erators Γi, where the index i can label the generators of the Iwasawa decom-
position or those of any other decomposition. The matrices are decomposed
as
M “M1pt1qM2pt2qM3pt3q » 12 `
3ÿ
i“1
tiΓi , (8.1)
where t1, t2, t3 Ñ 0 parametrize the elements. We now reformulate the spec-
tral problem (4.24).
8.1 The spectral problem in the continuum limit
The starting point is to expand the transfer operator (3.42) up to second
order in the parameters
TM pqq » 1`
3ÿ
i“1
tiDipqq ` 1
2
3ÿ
i“1
t2i Dipqq2 `
ÿ
iăj
titj DipqqDjpqq . (8.2)
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Writing DipqqDjpqq “
 
Dipqq , Djpqq
( ` “Dipqq , Djpqq‰ (sum of the anticom-
mutator and the commutator), we finally get the useful representation
TM pqq » 1`
3ÿ
i“1
tiDipqq` 1
2
ÿ
i,j
titj DipqqDjpqq` 1
2
ÿ
iăj
ÿ
k
titj cijkDkpqq , (8.3)
where cijk are the structure constants of the group, defined by (3.5).
The continuum limit corresponds to let the parameters ti’s go to zero,
assuming that their mean values xtiy ” ti and covariances Dij “ covpti, tjq all
scale in the same way. In this limit, the GLE also scales to zero, however in a
highly non trivial may : we can write
rΛpqq »
Ñ0  Gq
ˆ
t1

, ¨ ¨ ¨ , t3

,
D11

,
D12

, ¨ ¨ ¨ , D33

˙
(8.4)
where Gq is a scaling function with nine arguments in general (or rather eight,
by using this scaling property).
Rewriting (4.24) and using λpqq “ exp “ ´ rΛpqq‰ » 1 ´ rΛpqq, we get the
differential equation#
1
2
Dpqq ¨ σ2 ¨Dpqq ` 1
2
ÿ
iăj
ÿ
k
Dij cijkDkpqq ` µ ¨Dpqq
+
ΦRq pzq “ rΛpqqΦRq pzq
(8.5)
where we have introduced the vectors
µ “
¨˝
t1
t2
t3
‚˛ and Dpqq “
¨˝
D1pqq
D2pqq
D3pqq
‚˛“ d
dz
gpzq ` q hpzq (8.6)
and the covariance matrix with elements pσ2qij “ Dij . We can also write"
1
2
Dpqq ¨ σ2 ¨Dpqq ` 1
2
c ¨
´
Dpqq ˆDpqq
¯
` µ ¨Dpqq
*
ΦRq pzq “ rΛpqqΦRq pzq
(8.7)
where
c “
¨˝
D23
´D13
D12
‚˛ . (8.8)
In a more explicit form, it reads :
d
dz
"
1
2
gpzq ¨ σ2 ¨ d
dz
gpzq ` 1
2
c ¨ “gpzq ˆ g1pzq‰` µ ¨ gpzq*ΦRq pzq “ " rΛpqq
´ q
ˆ
hpzq ¨ σ2 ¨ d
dz
gpzq ` 1
2
h1pzq ¨ σ2 ¨ gpzq ` 1
2
c ¨ “gpzq ˆ h1pzq‰` µ ¨ hpzq˙
´ q
2
2
hpzq ¨ σ2 ¨ hpzq
*
ΦRq pzq (8.9)
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Setting q “ 0, we recover Eq. 1.34 of Ref. [23] for the invariant density.
If we consider the Iwasawa decomposition, the vectors collecting the three
infinitesimal generators are gpzq “ pgK , gA , gN q and hpzq “ phK , hA , hN q,
where the functions are given in Table 3.1.
8.2 Illustration 1 : the Halperin model (matrices KN)
We first consider the spectral problem (8.9) for fixed angles θn “ θ with
disorder on un’s only :
µ “
¨˝
θ
0
0
‚˛ and σ2 “
¨˝
0 0 0
0 0 0
0 0 Duu
‚˛ (8.10)
This corresponds to transfer matrices for the Schro¨dinger equation with δ-
impurities with random weights on a lattice. The continuum limit corresponds
to send the lattice spacing 9θ to zero, while scaling the disorder to zero in the
same way.
Choosing the measure J “ JN , we see that the components of the two vec-
tors gpzq and hpzq are polynomials, which allows to take the Fourier transform
of Eq. (8.9), z Ñ iBs and Bz Ñ is, leading to
is
„
i
2
Duu s` θ
ˆ
1´ d
2
ds2
˙ pΦRq psq “ „ rΛpqq ´ iqθ dds
 pΦRq psq . (8.11)
We introduce the notations
Duu
θ
“ σ
k3
and
rΛpqq
θ
“ Λpqq
k
(8.12)
and rescale s as sÑ ks. We get
is
„
´ d
2
ds2
` E ` iσ
2
s
 pΦRq psq “ „Λpqq ´ iq dds
 pΦRq psq , (8.13)
where E “ `k2. We have precisely recovered the equation (7.17) for the
Halperin model corresponding to the Schro¨dinger equation (1.7) for a Gaus-
sian white noise potential xV pxqV px1qy “ σ δpx´ x1q. This was expected since
θ Ñ 0 corresponds to take the limit of high density of impurities (see also
Appendix E).
The variance.— As it corresponds to (7.17) for Lpsq “ σ s2{2, Eq. (8.13) is
solved along the lines of Section 6. we get (7.23) where fˆpsq is now expressed in
terms of Airy functions (6.7). 10 Therefore, here we have obtained an explicit
form of the variance in terms a single integral, instead of the multiple integrals
10. Equivalently we can obtain the variance from (6.24) by taking the continuum limit,
γ2 “ ´ limρÑ8 ρλ2 (with xvny “ 0 and ρ
@
v2n
D “ σ fixed, cf. Appendix E).
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Fig. 8.1 The Lyapunov exponent γ1 (dashed orange line) and the variance γ2 (blue line)
from (6.7,7.23) for the Halperin model with σ “ 2. The dotted lines are the two asymptotics
(8.14) and (8.15). Inset : the rapid convergence of the ratio γ2{γ1 Ñ 1 for E Ñ `8
corresponds to SPS.
of Refs. [28,57]. The result is plotted in Fig. 8.1 and perfectly agrees with these
papers. We also remark that the curves are similar to the one obtained for the
Frisch-Lloyd model for a high density of impurities, ρ " v (cf. Fig. 7.1).
We recall the limiting behaviours. In the perturbative regime one gets [17,
90,57]
γ1 » γ2 » σ
8E
for E Ñ `8 (8.14)
(this property expresses to “single parameter scaling”, discussed in Subsec. 7.2).
Furthermore, Schomerus and Titov [28] also showed that the GLE is quadratic
in this limit, Λpqq » γ1
“
q` 12q2
‰
, i.e. that higher cumulants decay faster with
E. In the other limit, one has [57,62]
γ1 »
?´E ` σ
8E
and γ2 » σ
4p´Eq for E Ñ ´8 . (8.15)
Remark on analyticity : Analytic properties are known to be central for the
analysis of the Lyapunov exponent γ1 : see the general discussion of the book
[24] or the specific discussions in [22,23]. More precisely, analyticity arises from
the fact that the Lyapunov exponent γ1 and the integrated density of states
N are real and imaginary parts of a single analytic function of the energy,
respectively. In particular, the limiting behaviours γ1 »
?´E for E Ñ ´8
and piN » ?E for E Ñ `8 mentioned above have the same origin.
One could ask whether a similar property holds for the variance γ2. The
results obtained for the Halperin case suggests that the answer is negative.
Indeed, the inspection of the limiting behaviours γ2 » σ{p´4Eq for E Ñ ´8
and γ2 » σ{p8Eq for E Ñ `8 shows that γ2 cannot be the real part of an
analytic function of E.
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Large deviations : the large deviations, i.e. the large q behaviour of the GLE
Λpqq was considered in [62] (and earlier for even q by the replica trick in [92]),
where it was shown that Λpqq » 34 pσ{2q1{3 |q|4{3 for q Ñ `8 (replica trick was
also applied to RMP in [93]). 11 Using the symmetry (4.37), we conclude that
this is also the behaviour for q Ñ ´8. Accordingly, the distribution of the
wave function ln |ψpxq| takes the form Pxpψq „ exp
 ´ ln4 |ψ|{p2σx3q( for
ln |ψ| Ñ ˘8 and xÑ8 (note that this characterizes the solution ψpxq of the
Cauchy initial value problem and not the normalised wave function).
8.3 Illustration 2 : the Dirac/supersymmetric case (matrices rKA)
The case of matrices of type rKA in the continuum limit has been considered
in the literature : choosing
µ “
¨˝
θ
w
0
‚˛ and σ2 “
¨˝
0 0 0
0 Dww 0
0 0 0
‚˛ (8.16)
corresponds to the Dirac equation (4.47) when the mass is a Gaussian white
noise or equivalently the supersymmetric Schro¨dinger equation. The Lyapunov
exponent was first derived in [94] (see also [79,23,80]). The variance γ2 was
computed in [57]. This case is also related to a model of random matrix prod-
ucts introduced by Derrida and Hilhorst [34] which has attracted a lot of
attention (see for example [35,36,39]). Note however that the matrices Tn
considered by Derrida and Hilhorst do not have a unit determinant : we
can write Tn “ Mn?detTn where Mn “ rKnAn. Hence, the Lyapunov ex-
ponents for matrices Tn and Mn only differ by a trivial constant, however
the difference between the variances of ln ||`śn Tn˘x0||, studied in [40], and
ln ||`śnMn˘x0||, studied in [57] and here, involves the correlation between
ln ||`śnMn˘x0|| and řn ln detTn.
Here we simply write the main equation (8.9)
d
dz
"
2Dww z
d
dz
z ` θ p´1` z2q ´ 2w z
*
ΦRq pzq
“
" rΛpqq ` q „Dww ˆ2hApzq d
dz
z ` h1Apzq z
˙
´ θ hĂKpzq ´ w hApzq

´ q2 Dww
2
hApzq2
*
ΦRq pzq . (8.17)
Inspection of Table 3.1 makes clear that the choice J “ JA greatly simplifies
the problem since hA “ 0. In order to make contact with the notations of
Refs. [79,80,57], we reintroduce k in (8.17) by performing the following sub-
stitutions : w{θ “ ´µg{k, Dww{θ “ g{k, rΛpqq{θ “ Λpqq{k and z Ñ z{k. We
11. note that the exponent 4{3 is compatible with numerics of Ref. [30].
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get
d
dz
"
2g z
d
dz
z ´ k2 ` z2 ` 2µ g z
*
ΦRq pzq “
"
Λpqq ´ q
2
ˆ
z ` k
2
z
˙*
ΦRq pzq .
(8.18)
To proceed with the perturbative approach we consider the adjoint problem
GzΦLq pzq “
 
Λpqq ´ q2
`
z ` k2z
˘(
ΦLq pzq. This corresponds to follow the lit-
tle discussion at the end of Section 1. We recover some of the formulae of
Ref. [57] : γ1 “ 12
ş
dz
`
z ` k2{z2˘ fpzq and γ2 “ ş dz L1pzq `z ` k2{z2˘ fpzq
where GzL1pzq “ γ1 ´ 12
`
z ` k2z
˘
with the condition
ş
dz L1pzq fpzq “ 0. It is
interesting to point that, while the combination z ` k2{z has resulted from a
trick in Ref. [57], the new presentation thus gives a group theoretical interpre-
tation of this trick.
Another convenient way to study the differential equation (8.18) is to use
Mellin transform, leading to the continuum limit of (5.12).
8.4 Illustration 3 : a two parameter subgroup (matrices AN)
Finally, we consider matrices of the form Mn “ ApwnqNpunq. Contrary
to the previous examples (matrices KN or rKA), such matrices form a two
parameter subgroup of SLp2,Rq. In the continuum limit, the problem is char-
acterised by five parameters :
µ “
¨˝
0
w
u
‚˛ and σ2 “
¨˝
0 0 0
0 Dww Dwu
0 Dwu Duu
‚˛ . (8.19)
Two natural choices for the measure which lead to simplifications are J “ JA
or J “ JN . Inspection of Table 3.1 shows that the second choice, with hA “ ´1
and hN “ 0, further simplifies the analysis as it leads to a differential equation
of hypergeometric type (which is a priori not the case for J “ JA). Some
algebra shows that (8.9) takes the form"ˆ
2Dwwz
2 ` 2Dwu z ` 1
2
Duu
˙
d2
dz2
`
´
2 rp3` qqDww ´ ws z ` p2` qqDwu ´ u
¯ d
dz
`Dww
ˆ
2` 2q ` 1
2
q2
˙
´ pq ` 2qw ´ rΛpqq*ΦRq pzq “ 0 , (8.20)
which is of the hypergeometric form
x p1´ xq y2pxq ` “c´ pa` b` 1qx‰ y1pxq ´ ab ypxq “ 0 . (8.21)
The two roots of the polynomial 4Dwwz
2 ` 4Dwu z `Duu are ω and ω˚ with
ω “ i
a
DwwDuu ´D2wu ´Dwu
2Dww
. (8.22)
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Two independent solutions of (8.20) are for instance
2F1
ˆ
a, b; c;
z ´ ω˚
ω ´ ω˚
˙
and 2F1
ˆ
a, b; c;
z ´ ω
ω˚ ´ ω
˙
. (8.23)
If we set u “ 0 and Dwu “ 0, the expression simplifies and we get
2F1
ˆ
a, b; c;
1
2
´ i
c
Dww
Duu
z
˙
with
$’’&’’%
ab “ 1` q ` q24 ´
`
1` q2
˘
w
Dww
´ rΛpqq2Dww
a` b “ 2` q ´ wDww
c “ 12
´
3` q ´ wDww
¯
(8.24)
In order to solve the spectral problem (8.20), the next step is to express ΦRq pzq
as a linear combination of two such solutions. The condition that it vanishes
both at `8 and ´8 provides the GLE.
8.4.1 A simple case
We further simplify the analysis by setting Duu “ 4Dww “ 1 and Dwu “ 0,
with w ă 0. This case is related to the diffusion studied in [95] (see also
Section 8 of [23]). Eq. (8.20) gives«
1
2
ˆ
d
dz
z ` q
2
˙2
` 1
2
d2
dz2
´ 2w
ˆ
d
dz
z ` q
2
˙
´ u d
dz
ff
ΦRq pzq “ rΛpqqΦRq pzq .
(8.25)
As we have already seen above, it is useful to analyse first the asymptotic
behaviours of the solution. Keeping the terms dominant at infinity we have«ˆ
d
dz
z
˙2
` q d
dz
z ` q
2
4
´ 4w d
dz
z ´ 2w q ´ 2 rΛpqqffΦRq pzq » 0 (8.26)
leading to
ΦRq pzq „ |z|´1´
q
2`2w´
?
4w2`2 rΛpqq for z Ñ ˘8 . (8.27)
With this observation in mind, we now apply the perturbative approach to
(8.25).
Order q0.— At order q “ 0, we get the differential equation for the invariant
density ΦR0 pzq “ fpzq :„
p1` z2q d
dz
` p1´ 4wq z ´ 2u

fpzq “ 0 (8.28)
where we have assumed a vanishing diffusion current (this is imposed by nor-
malisability). We deduce
fpzq “ A0p1` z2q 12´2w e
2u arctan z (8.29)
where A0 is a normalisation constant. This is precisely the hitting distribution
obtained in [95]. The solution is normalisable only for w ă 0.
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Order q1.— We now identify the order q1 terms of (8.25) :
d
dz
„
p1` z2q d
dz
` p1´ 4wq z ´ 2u

R1pzq “ 2
ˆ
γ1 ` w ´ 1
2
d
dz
z
˙
fpzq .
(8.30)
Asymptotic behaviour (8.27) shows that the dominant term of the qn term is
Rnpzq „ |z|´1`4w lnn |z| so that z2R11pzq vanishes at infinity for w ă 0. Hence,
integration of (8.30) simply gives
γ1 “ ´w ą 0 . (8.31)
Order q2.— We get from (8.25) :
d
dz
„
p1` z2q d
dz
` p1´ 4wq z ´ 2u

R2pzq
“
ˆ
γ2 ´ 1
4
˙
fpzq ` 2
ˆ
γ1 ` w ´ 1
2
d
dz
z
˙
R1pzq . (8.32)
Once again, after integration we get rid of boundary terms which all vanish at
infinity, leading to γ2 ´ 14 ` 2 pγ1 ` wq “ 0, thus
γ2 “ 1
4
. (8.33)
We see that the parameter u plays no role.
Exact solution of the spectral problem.— We now show that it is possible to
solve exactly the spectral problem (8.25). Since u has played no role in the
above analysis, we set u “ 0 and introduce the notation  “ ´2w ą 0 for
convenience. Equations (8.24) have solution$’&’%
a “ 1` ` q2 `
a
2 ` 2 rΛ
b “ 1` ` q2 ´
a
2 ` 2 rΛ
c “ 3`q2 ` 
(8.34)
Seeking a solution vanishing at infinity, it is convenient to use the solution of
(8.21)
x´a 2F1pa, a´ c` 1; a´ b` 1; 1{xq with x “ 1´ iz
2
. (8.35)
Setting 2 rΛ “ q ` q2{4, we get
a “ 2pa´ c` 1q “ a´ b` 1 “ 1` q ` 2 . (8.36)
We recognize the function 2F1pa, a{2; a; 1{xq “ p1´1{xq´a{2. Thus, ΦRq pzq9x´a p1´
1{xq´a{29p1 ` z2q´a{2 vanishes for z Ñ ˘8. We conclude that the exact so-
lution of the spectral problem (8.25) (for u “ 0) is
ΦRq pzq “ Aq
`
1` z2˘´ 12´´ q2 “ Aq `1` z2˘´ 12`2w´ q2 (8.37)
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with rΛpqq “ 1
2
ˆ
q` q
2
4
˙
“ ´q w ` q
2
8
. (8.38)
The constant Aq is a normalisation (for q “ 0, we have
ş
ΦR0 “
ş
f “ 1 and
thus A0 “ Bp1{2, q´1, where Bpx, yq is the Euler beta function). The GLE
is quadratic and we have simply recovered the two leading terms given by the
perturbative approach. Thus, we have found that, for products of matrices of
the form Mn “ AnNn, the distribution of ln ||Πnx0|| is exactly Gaussian : this
is a rather unusual feature and large deviations are in general non-Gaussian
(see for example the discussion of large deviations for the Halperin model in
[62], or Subsection 8.2).
9 Conclusion
In this article we have studied the cumulant generating function for the
logarithm of products of random matrices of the group SLp2,Rq.
Qnpz0; qq “ x||Πnx0||qy “
A
e´
q
2
řn
i“1 σpMi,zi´1q
E
, (9.1)
where σpM, zq is the cocycle (3.29). Following Tutubalin [67], we have shown
how ideas from group theory can be used to complete this program, which has
led us to introduce a family of representations of the group with multipliers,
each family being labeled by one real parameter q
rTM pqqf s pzq “ e q2σpM´1,zq dM
´1pzq
dz
f
`M´1pzq˘ . (9.2)
The average xTM pqqyM plays the same role as the differential operator G :z `
q φpzq in the example at the end of Section 1. As a result the generalised Lya-
punov exponent (GLE) rΛpqq of the random matrix product can be obtained
by solving the spectral problem (4.24). We have emphasized that the spec-
tral problem is independent of the choice of Jacobian (multiplier) and can be
further simplified through the transformation (4.23). We have illustrated the
concepts and methods on specific cases of random matrices motivated by the
theory of Anderson localisation. Furthermore, we have concentrated ourselves
on products of random transfer matrices for the Schro¨dinger equation with
a random potential. In this context, we have derived new formulae for the
variance of the logarithm of the random matrix product (RMP). We have also
discussed the continuum limit of random matrix products : then the spec-
tral problem involves a differential operator, which allows us to make some
progresses.
This study opens several challenging questions.
(i) The perturbative approach has been successfully applied to the spectral
problem (2.2) for matrices of type KN in Sections 6.1 and 7. This has
led to a general formula for the variance, Eq. (6.24) or Eq. (7.23) (the
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latter simplifies the multiple integrals representations of Refs. [28,57]).
An interesting question would be to extend such formulae to other types
of matrices ; of specific interest is the case of matrices of type KA or rKA
which have been widely studied and for which formulae involving multi-
ple integrals have been obtained in Ref. [57] in the continuum limit. The
goal would be to derive an alternative (more simple and more general)
formula, as we did here for matrices KN .
(ii) The search for compact formulae for the variance of the logarithm of
the RMP also suggests to investigate other models : in particular, group
theoretical considerations could help identifying new interesting solv-
able cases, which is always of great interest given the relative scarcity
of solvable disordered models. We stress that, here, we have only con-
sidered models involving pairs of matrices of the Iwasawa decomposi-
tion : KN , KA, or AN (note that only the third case corresponds to a
two-parameter subgroup). Identifying a solvable case involving the three
matrices together still seems extremely challenging (the mixed models
studied in [96,97,80] could be good candidates).
Another possibility could be to consider exponential distributions of the
three parameter : then the spectral problem (4.24) takes the form of a
third order differential equation
r1´ uDN s r1´ wDAs
“
1´ θDKpqq
‰
ΦRq pzq “ λpqqΦRq pzq . (9.3)
(iii) In Ref. [23], a classification of the possible solutions for the Lyapunov
exponent for RMP in the continuum limit was possible through a Hilbert
transform. An open question is to provide such a general analysis of
(8.7,8.9).
(iv) The perturbative approach was carried out up to second order and has
led to the two first cumulants of the logarithm of the RMP. The study
of higher cumulants would certainly be of interest (the four cumulants
studied in Ref. [28] describe the continuum limit of matrices of type
KN).
(v) In Subsection 8.4, we have studied products of random matrices of type
AN , for which the spectral problem is exactly solvable. It would be in-
teresting to clarify whether the fact that AN forms a two-parameter
subgroup is related to the existence of simple solutions in terms of hy-
pergeometric functions, or not. Our analysis has led to a quadratic GLE,
i.e. purely Gaussian fluctuations, a rather unusual feature. Identifying
another model leading to some analytic expression of the GLE, with
non-Gaussian large deviations, seems extremely challenging.
(vi) In the paper, the emphasis was put on the q Ñ 0 expansion of the GLErΛpqq and Λpqq, with the main motivation being in the characterization
of the variance of the logarithm of the RMP, i.e. in typical fluctuations.
Besides the intrinsic interest for atypical fluctuations, the GLE of the
Schro¨dinger equation with Gaussian white noise potential (related to
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products of matrices KN) was recently shown to control the number
of equilibria of a polymer in a random medium [62]. In this study, the
relevant quantity is Λp1q. A remarkable feature of Ref. [62]’s analysis,
which has played a crucial role, was the vanishing of all perturbative
contributions (in the disorder) for q “ 1, whereas it was demonstrated
that Λp2nq is purely analytic in the disorder strength. This observation
seems to be related to the resurgent expansions discussed in Ref. [98]
for a similar spectral problem (see Ref. [99] for more references on resur-
gent series). This point requires a better understanding and to clarify
whether these features are accidental, related to the specific model, or
more generic within the study of GLE and unveil their group theory
interpretation.
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A Representation with multipliers: another convention
In this appendix, we make connection with another convention for the construction
of the representation with multipliers. This second convention, used in the mathematical
literature, is probably more appropriate for generalization to groups of matrices of larger
dimensions.
The starting point is to introduce the adjoint of the transfer operator, with same defi-
nition as in the paper,
“
T :M pqqψ
‰pzq def“ J´q{2pM, zqψpMpzqq . (A.1)
We now define the scalar product as
´
ψ | f˜
¯
def“
ż
dz ρpzqψpzq˚ f˜pzq . (A.2)
Relation with the scalar product of the paper, Eq. (3.58), can be simply established by
writing ´
ψ | f˜
¯
“ xψ |f y with fpzq “ ρpzq f˜pzq . (A.3)
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With this new scalar product in hand, we can obtain the new transfer operator as follows´
T :M pqqψ | f˜
¯
“
ż
dy ρpyq J´q{2pM,yqψ pMpyqq˚ f˜pyq
“
ż
dz ρ
`M´1pzq˘ dM´1pzq
dz
J´q{2pM,M´1pzqqψpzq˚ f˜ `M´1pzq˘
“
ż
dz ρpzq ρ
`M´1pzq˘
ρpzq
dM´1pzq
dzlooooooooooooooomooooooooooooooon
“JpM´1,zq
Jq{2pM,´1 , zqψpzq˚ f˜ `M´1pzq˘
“
´
ψ | ĂTM pqqf˜ ¯
with ” ĂTM pqqfı pzq “ J1`q{2pM´1, zq f`M´1pzq˘ . (A.4)
It is now easy to check that the two representations (3.39,A.4) are related by
1
ρpzq TM pqq ρpzq “
ĂTM pqq (A.5)
which is pretty clear from (A.3).
Contrary to TM “ TM pq “ 0q, which preserves the norm
ş
dz fpzq, the operator ĂTM pq “
0q conserves ş dz ρpzq f˜pzq :ż
dz ρpzq
” ĂTM p0qfı pzq “ ż dz ρpzq fpzq . (A.6)
This is one of the reasons why we have prefered the representation (3.39) in the paper.
Finally, note that the transfer operators (A.4) are related to infinitesimal generators of
the form
rDipqq “ 1
ρpzq Dipqq ρpzq “ gipzq
d
dz
` pq ` 2qhipzq for i P tK, A, Nu . (A.7)
It is also easy to check that they realise the Lie algebra of SLp2,Rq and that they are adjoint
to the infinitesimal generators (3.63), with respect with the scalar product (A.2).
B Irreducible representations of SLp2,Rq
We recall basic properties of the representation theory of real unimodular matrices,
taken from the monograph [74]. For M P SLp2,Rq, let us start with the group action in the
space F pR2q of infinitely differentiable functions defined in the plane
pTMF qpxq def“ F pM´1 ¨ xq (B.1)
Classification of the irreducible representations of the group requires to identify the smallest
proper invariant subspaces of functions. For this purpose, homogeneous functions play an
important role. A function satisfying the property
F pλxq “ psignpλqq1´ |λ|´η F pxq @ λ P R (B.2)
is called a homogeneous function of degree η P C, where  P t`1, ´1u defines even and odd
sectors. We denote by Eη` the space of homogeneous functions of degree η with even parity,
and Eη´ with odd parity. Clearly, the property (B.2) is preserved by the transformation (B.1),
hence we have identified subspaces of F pR2q invariant under the action of the group. The
space Eη˘ for noninteger η is known to generate an irreducible representation of SLp2,Rq [74].
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A key observation is that each homogeneous function of given parity is uniquely deter-
mined by its value on the projective line : for any F P Eη` , we have F px, yq “ |y|´ηF px{y, 1q “
|x|´ηF p1, y{xq, hence each homogeneous function of degree η can be represented by an in-
finitely differentiable function defined on the projective line
fpzq “ F pz, 1q “ |z|´η F p1, 1{zq . (B.3)
This shows that, on the projective line, the elements of Eη` are represented by functions
such that the two limits
lim
zÑ´8p´zq
η fpzq and lim
zÑ`8 z
η fpzq exist and are equal. (B.4)
In order to apply these considerations to our case we must relate the degree of the
representation to the parameter q. Given a matrix (3.1), we consider the transformation
f˜ “ TM pqqf defined by (3.39). It is straighforward to get the asymptotic behaviour
f˜pzq »
zÑ˘8
$’’’&’’’%
˜a
ρp´d{cq
|c|
¸q
fp´d{cq
c2
1
z2|zaρpzq|q for c ‰ 0
|a|´2´q
ˆ
ρpz{a2q
ρpzq
˙q{2
fpz{a2q for c “ 0
(B.5)
In the paper, we have considered Jacobians involving symmetric densities ρpzq “ ρp´zq with
power law tail ρpzq „ z´2ω where $’&’%
ω “ 0 for ρN
ω “ 1{2 for ρA
ω “ 1 for ρK
(B.6)
It is now clear from (B.5) that the operators TM pqq preserve the property (B.4), hence these
operators form an irreducible representation of the unimodular group of degree
η “ 2` p1´ ωq q . (B.7)
For example, for the choice of Jacobian J “ JN , we have simply η “ 2` q (Subsection 4.6).
For J “ JA, we have η “ 2` q{2 (Subsection 4.7).
Remark : the case c “ 0 corresponds to the subgroup of matrices AN . As it is clear from
(B.5), the exponent η cannot be related to q in this case.
C Frisch-Lloyd case : analysis of pΦRq psq and pRnpsq for s Ñ 0
Our starting point is the asymptotic behaviour (4.44). For q “ 0, the solution coincides
with the invariant density ΦR0 pzq “ fpzq, hence A0 “ N from the Rice formula (N is the
IDoS). Expansion in powers of q gives the qn term
Rnpzq » 1
z2
nÿ
m“0
αn,m ln
m |z| for z Ñ8 , (C.1)
where αn,m are some real coefficients ; A0 “ N implies αn,n “ p´1qnN {n!.
Here, our aim is to analyse the sÑ 0 behaviour of the Fourier transform. Writing
pΦRq psq “ ż dz ΦRq pzq ´ ż dz ΦRq pzq´1´ e´isz¯ (C.2)
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we deduce
pΦRq psq »
sÑ0
ż
dz ΦRq pzq ´ 2Aq Γ p´1´ qq sin
´piq
2
¯
|s|q`1 ` regular terms (C.3)
whose expansion in powers of q now give
pRnpsq »
sÑ0 |s|
nÿ
m“0
βn,m ln
m |s| ` regular terms . (C.4)
where the coefficients βn,m are real since Aq is real. In particular, since A0 “ N , we find
βn,n “ ´piN {n!.
Let us apply these considerations to pR1psq and pR2psq. We find
pR21psq »
sÑ0
β1,1
|s| ` 2β1,0 δpsq ` regular terms (C.5)
so that is pR21psq » iβ1,1 signpsq for sÑ 0 ; this shows that Reris pR21psqs Ñ 0 in this limit.
We have also
pR22psq »
sÑ0 2β2,2
ln |s| ` 1
|s| `
β2,1
|s| ` 2β2,0 δpsq ` regular terms (C.6)
so that is pR22psq is logarithmically divergent for sÑ 0, however Reris pR22psqs Ñ 0.
D The distribution Pfp1{|x|q
Consider a regular function ψpxq, decaying at infinity. We define the distribution Pfp1{|x|q
as ż `8
´8
dxψpxqPf 1|x|
def“ lim
Ñ0`
„ˆż ´
´8
`
ż `8
`
˙
dx
ψpxq
|x| ` 2ψp0q ln 

, (D.1)
in the same spirit as Hadamard’s regularization of the integral
ş
dxψpxq{x2. Equivalently,
using
´ ş´
´1`
ş1

¯
dx{|x| “ ´2 ln , we can avoid the regulator and define the distribution asż `8
´8
dxψpxqPf 1|x|
def“
ˆż ´1
´8
`
ż `8
`1
˙
dx
ψpxq
|x| `
ż `1
´1
dx
ψpxq ´ ψp0q
|x| . (D.2)
We can check two useful properties :“
signpxq ln |x|‰1 “ Pf 1|x| and “|x| pln |x| ´ 1q‰2 “ Pf 1|x| (D.3)
where derivation is in the sense of the theory of distributions.
Application : The distribution can be used in order to write the solution of the equationˆ
´ d
2
dx2
` k2
˙
ϕpxq “ 1|x| , (D.4)
which is a simplified version of Eq. (6.16). The solution is expected to be continuous at
x “ 0, but non differentiable as ϕpxq » ϕp0q ´ |x| ` ln |x| ´ 1˘ for x Ñ 0. The finite part
allows to write the solution under the integral form
ϕpxq “
ż `8
´8
dy Gpx´ yqPf 1|y| for x ‰ 0 , (D.5)
where Gpxq “ p2kq´1e´k|x| is the Green’s function. The integral is well defined thanks to
the finite part.
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E Continuum limit of the Frisch-Lloyd model : the Halperin model
The disordered model (1.7) for a Gaussian white noise potential xV pxqV px1qy “ σ δpx´
x1q corresponds to the so-called Halperin model [100,43]. It can be recovered from the
impurity models in two different manners. As discussed in Subsection 8.2, the continuum
limit for fixed angles (regular lattice of impurities) leads to the Halperin model. The high
impurity density limit of the Frisch-Lloyd model, ρ Ñ 8, with vn Ñ 0, also leads to the
Halperin model (this limit was already studied by Frisch and Lloyd in [63]). The Halperin
model has been extensively studied in the literature. In particular the fluctuations have been
analysed in [28,57] and the generalised Lyapunov exponent in [62]. Hence it is a good case to
benchmark the method. In this appendix, we establish the correspondence with the equations
studied in these papers. Considering the limit ρÑ8 and vn Ñ 0 in Eqs. (4.42,7.15), keeping
ρ xvny “ 0 and ρ @v2nD “ σ fixed, leads to”
G : ` q z
ı
ΦRq pzq “ ΛpqqΦRq pzq where G : “ σ2
d2
dz2
` d
dz
pE ` z2q (E.1)
is the (forward) generator of the diffusion for the Riccati variable zpxq “ ψ1pxq{ψpxq involved
in the localisation problem [63,100,24,22]. Eq. (E.1) is precisely the equation given in [57,
62].
It is interesting to discuss the origin of (7.21) without using Fourier transform. A con-
venient starting point is the equation in real space for the qn order contribution to ΦRq pzq :
G :Rnpzq “ pγ1 ´ zqRn´1pzq `
nÿ
m“2
γm
m!
Rn´mpzq . (E.2)
In order to get γ1, one can integrate the perturbation equation at order q1 :
lim
XÑ`8
ż `X
´X
dz
”
G :R1pzq ` pz ´ γ1qR0pzq
ı
“ 0 (E.3)
thus, using the normalisation
ş
R0 “ ş f “ 1,
γ1 “
ż´
dz z R0pzq “
ż
dz z
R0pzq ´R0p´zq
2
“ i
pR10p0`q ` pR10p0´q
2
“ ´ Im
”
fˆ 1p0`q
ı
(E.4)
where the principal part is important as G :R1pzq » z R0pzq » N {z at infinity. This corre-
sponds to (7.19). Similarly, starting from the equation at order q2, G :R2pzq “ pγ1´zqR1pzq`
p1{2qγ2fpzq, we integrate and get 0 “ ş´ dz pγ1´zqR1pzq`γ2{2 (note that R2pzq „ ln2 |z|{z2
for z Ñ8, cf. Appendix C, hence the importance of the principal part). This leads to
γ2 “ lim
sÑ0 i
” pR11psq ` pR11p´sqı´ 2 γ1 pR1p0q (E.5)
or more conveniently (7.21). The final result is given in the text, Eq. (7.23) where fˆpsq “
ϕpsq{ϕp0q is given by (6.7).
Remark : the adjoint spectral problem.— In the paper, we have considered the spec-
tral problem (4.24) for ΦRq pzq. We can equivalently work with the adjoint problem, which
here takes the form
rG ` q zsΦLq pzq “ ΛpqqΦLq pzq where G “ σ2
d2
dz2
´ pE ` z2q d
dz
. (E.6)
We expand the vector as ΦLq pzq “
ř8
n“0 qn Lnpzq with L0pzq “ 1. In particular, at order q1
we get
GL1pzq “ γ1 ´ z . (E.7)
Multiplication by fpzq and integration gives γ1 “ ş´ dz fpzq z (using ş´ dz fpzq“GL1pzq‰ “ş´
dz
“
G :fpzq‰L1pzq “ 0). Similarly, imposing the condition ş dz L1pzq fpzq “ 0, we get γ2 “ş´
dz L1pzq z fpzq. This is analogous to the general discussion at the end of Section 1.
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F Phase formalism for the Frisch-Lloyd model
The Frisch-Lloyd model for impurities at random positions can be conveniently studied
with the phase formalism of Refs. [17,43]. This allows to derive some simple asymptotic
behaviours. Furthermore, we can obtain approximate formulae beyond the perturbative
regime.
F.1 Phase formalism
The starting point is to parametrize the wave function as ψpxq “ eξpxq sin θpxq and
ψ1pxq “ keξpxq cos θpxq for E “ `k2. The two variables obey the differential equations
θ1pxq “ k´ “V pxq{k‰ sin2 θ and ξ1pxq “ “V pxq{p2kq‰ sin 2θ. The Lyapunov exponent and the
variance can be obtained by studying the drift and the diffusion constant of the process ξpxq,
corresponding roughly to ln |ψpxq| (cf. remark in [21]). This process is constant between two
impurities, and make a jump of [90,61]
∆ξn “ ξpxn` q ´ ξpxn´ q “ 12 ln
ˆ
1` vn
k
sin 2θn´ ` v
2
n
k2
sin2 θn´
˙
(F.1)
through the impurity n. In the k " ρ limit, we can assume that the phase θn´ “ θpxn´ q “
k`n`θpxn` q modulo pi is uniformly distributed over r0, pis. As a consequence, the increments
(F.1) are independent and one can easily compute their moments. Using the independence
assumption, we conclude that ξpxq is a compound Poisson process
ξpxq “
N pxqÿ
n“1
∆ξn , (F.2)
where N pxq is a Poisson process of intensity ρ. The drift is
γ1 “ lim
xÑ8
xξpxqy
x
» ρ x∆ξny (F.3)
and the diffusion constant is
γ2 “ lim
xÑ8
Varpξpxqq
x
» ρ @∆ξ2nD (F.4)
(note that the diffusion constant involves the second moment of the increment due to the
fact that the number of impurities fluctuates in a fixed interval r0, xs ; if the number of
impurities would be constant in the interval, γ2 would involve the variance of ∆ξn).
F.2 Universal (perturbative) regime
We fist consider the high energy regime ρ, vn ! k “
?
E. In this case we can expand
the logarithm in (F.1), and eventually average over the phase. We see that the two moments
are equal :
γ1 » γ2 » ρ
@
v2n
D
8E
for E Ñ `8 , (F.5)
which is the single parameter scaling property (as noticed in [90], this is only true for the
leading order term ; see also [91]).
58
F.3 Intermediate regime for weak density
For weak density, in the intermediate (non perturbative) regime ρ ! k ! vn, the phase
increment between impurities is k`n " 1, hence we can use that the phase θn´ is uni-
formly distributed. We can also simplify the logarithm as ∆ξn » ln
ˇˇˇ
vn
k
sin θn´
ˇˇˇ
. Using thatşpi
0
dθ
pi
ln sin θ “ ´ ln 2 and şpi0 dθpi ln2 sin θ “ pi212 ` ln2 2 we deduce
γ1 » ρ
A
ln
vn
2k
E
and γ2 » ρ pi
2
12
` ρ
A
ln2
vn
2k
E
, (F.6)
thus we expect γ2 " γ1. For an exponential distribution of weights Probatvn ą xu “ e´x{v
we use
ş8
0 dx lnx e
´x “ ´C and ş80 dx ln2 x e´x “ pi26 ` C2, where C » 0.577 is the
Euler-Mascheroni constant. Eventually we deduce (7.27).
F.4 Large negative energy
For E “ ´k2, the process ξpxq is not constant between the impurities, but grows as
ξpx´n`1q ´ ξpxn` q “ k`n `
1
2
ln
˜
tan2pθn` ` pi{4q ` e´4k`n
tan2pθn` ` pi{4q ` 1
¸
(F.7)
where θn` “ θpxn` q. One must add this contribution to (F.1). Using that θn´ Ñ pi{4 for
E Ñ ´8, we can expand the total increment ∆ξn “ ξpx´n`1q ´ ξpxn´ q as
∆ξn “ k`n ` vn
2k
`O
ˆ
v2n
k2
˙
`O
´
e´4k`n
¯
(F.8)
As a result
γ1 » k ` ρ xvny
2k
»
b
´E ` ρ xvny and γ2 » ρ
@
v2n
D
4k2
(F.9)
Interestingly, one has recovered the same property as for the Halperin model [57]
γ2
ˇˇ
E“´k2 » 2 γ2
ˇˇ
E“`k2 for k Ñ8 . (F.10)
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