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1 Introduction
I am greatly honoured to have been invited to give the Second Distinguished Carl Adam
Petri Lecture. I say this because of the very limited extent, and often rather tangential
nature, of my involvement with Carl Adam’s and his followers’ research. Indeed, I think
it likely that most, probably all, of my audience here are far more familiar with this very
large and valuable body of research than I am.
Nevertheless, despite my limited familiarity with your field, I have dared to devote
this lecture to describing the modest series of net theory-related projects that I have been
involved in over the years. Let me try to reassure you by saying that in each of these
projects I worked in close co-operation with one or other of my colleagues. In each
case this was someone who could readily provide the technical expertise in net theory
that was needed to augment the very modest contributions that I was able to make to
the research. Therefore, needless to say, I have relied heavily on the results of these
colleagues’ expertise in preparing this present lecture, a lecture that I humbly dedicate
to the memory of a great computer scientist.
I’d like to start with a few words about my own personal memories of Carl Adam
Petri. I believe I must have first learnt something of his work from Peter Lauer, who
joined me at Newcastle University in 1972 from the IBM Vienna Laboratory. (I had
reached Newcastle from the IBM Research Laboratory in Yorktown Heights in 1969,
to take on the role of Director of Research in what was then termed the Computing
Laboratory — now the School of Computing Science.) Starting in about 1975, Peter
used Petri nets to provide a formal treatment [LAU1975] of the Path Expression con-
current programming notation. (This had been invented by Roy Campbell, then one of
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our PhD students, and Nico Habermann, of Carnegie-Mellon University [CAM1974].)
In so doing Peter initiated a still-continuing and indeed flourishing line of research at
Newcastle on concurrency theory, now led by my colleague Maciej Koutny.
Though my role in this concurrency research was that of an admiring bystander, I
was intrigued and attracted by what I learnt of net theory from Peter and his colleagues.
I assume that this is why, in 1976, I had no hesitation in inviting Carl Adam Petri to
Newcastle for the first, and I fear only, time. This was to take part in our International
Seminar on Teaching Computer Science. This series of annual seminars, to an audience
mainly of senior computer science professors from across Europe, commenced in 1968
and continued for 32 years. The 1976 Seminar was on Distributed Computing System
Design. Carl Adam Petri was one of six speakers. He gave three excellent lectures on
the subject of “General Net Theory” [PET1977A] and on “Communication Disciplines”
[PET1977B] — the written version of these lectures are, I now find, just the seventh and
eighth of the thirty-eight publications listed, in date order, in the Prof. Dr. Carl Adam
Petri Bibliography now provided online by TGI Hamburg.
I have just reread these lectures for the first time in many years and can readily
understand why I was so impressed when I heard Carl Adam present them. But I cannot
resist quoting his opening words:
“Those of you who attended this conference last year may remember Anatol
Holt’s lecture ‘Formal Methods in System Analysis’. My intention then, had
been, this year to supplement his lecture by three hours of concentrated black-
board mathematics, because I felt that nothing needed adding to Holt’s lectures
in terms of words and figures. But I now think I ought to keep the mathematics
to a minimum, both in order to give a general idea of the content of the theory,
and to raise the entertainment value from negative to zero.”
In fact the lectures provided a superb account of the basic concepts and the generality of
the aims of net theory, illustrated by wonderfully simple yet subtle graphical examples
— so I have taken great pleasure in making their text available online [PET1977A],
[PET1977B].
To the best of my recollection the next occasion when I had the pleasure of meeting,
and listening to lectures by, Carl Adam Petri was at the Advanced Course on General
Net Theory of Processes and Systems, Hamburg, 1979 [BRA1980]. To my pleased sur-
prise I had been invited by the Course Director, Wilfried Brauer, to be one of the Course
Co-Directors. Newcastle’s more substantive contribution to the Course was however
provided by Eike Best, then one of Peter Lauer’s PhD students, who gave two of the
lectures. (I will return to Eike Best shortly.) I can only assume that my involvement
in this Course was what led to my being subsequently invited to be a member of the
Progress Evaluation Committee that GMD established in 1981 to review the work of
GMD’s Carl Adam Petri Institute.
As a result I made a number of visits to Bonn in late 1981 and early 1982 to attend
meetings of the Committee. It became clear to us all that the Committee had been set
up by GMD’s senior management in the expectation of, perhaps hope for, a negative
evaluation. Indeed, it appeared they were seeking justification for closing Carl Adam
Petri’s Institute down. We must have been a considerable disappointment to them. The
Progress Evaluation Committee, though it made some minor constructive criticisms of
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the Institute, was in fact highly complimentary concerning the work of Carl Adam Petri
and his colleagues. So this was a short episode in my career of which I am really quite
proud, one that I’m pleased to have the opportunity of mentioning in this lecture.
But now let me turn to the net-related researches in which I have played a direct
part myself. The earliest I wish to discuss (briefly) dates from 1977 — the latest, I’m
pleased to say, is ongoing, and has been undertaken jointly with my colleague Maciej
Koutny, and now also with Alex Yakovlev.
All of these researches have made use not of Petri Nets per se, but rather of Occur-
rence Nets. The first involved Phil Merlin, who spent some months with me at Newcas-
tle in 1977 as a Senior Visiting Fellow (from IBM Research and the Technion, Haifa).
Phil was a brilliant young researcher who was to die tragically at the age of just 32,
just two years later. (The Technion honours his memory with the Dr. Philip M. Merlin
Memorial Lecture and Prize Award.)
In his PhD Thesis, under Professor David Farber at UC Irvine, he did very inter-
esting work on system recoverability, and so gained my and my colleagues’ attention
since the main, and still continuing, research interest at Newcastle was already sys-
tem dependability. Specifically, in his PhD research Phil developed a technique for au-
tomating the conversion of a system design, expressed as a Petri Net, into an equivalent
augmented Petri Net which would still work correctly in the presence of certain types
of fault, such as arbitrary loss of single tokens [MER1974]. Subsequently, at IBM Re-
search, he had worked on store and forward message passing — work that he had not
been allowed to discuss in detail when he’d made a brief earlier visit to Newcastle, but
which IBM had declassified by the time of his 1977 visit to us.
2 Deadlock Avoidance
Phil’s time with us as a Senior Visiting Fellow coincided with a period when I and col-
leagues were actively involved in developing a large computer-controlled model rail-
way. I’d seen the small model railway and the Scalextric car racing circuit that were
provided for real time programming exercises at the University of Toronto, where I’d
recently spent a very pleasant sabbatical. However it struck me that if a railway track
was constructed out of a large set of separately powered sections of track, then a num-
ber of trains could be controlled individually. (This was long before the availability
of digitally controlled model railways, embodying microprocessors in each engine that
could be controlled separately by signals sent along the rails, but logically the effect
was similar.)
Thus even just a single computer controlling the power supplies to the entire set of
track sections, on which a set of “dumb” trains were running, could provide a challeng-
ing concurrent real time programming environment. In this environment each train was
in effect an independent process, and one of the most obvious problems was how to
control these “processes” so as to prevent them from crashing into each other!
Our train set had 32 separate sections, and ran half a dozen trains simultaneously. A
large number of sensors each provided a simple indication when it was passed by a train.
The construction involved a number of colleagues in extensive hardware and software
development. It was extremely successful, and led to a number of excellent individual
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Fig. 1. The Model Railway Track Layout: bars and circles indicate the approximate positions of
the section breaks and the train sensors (“stations”)
and group student projects, and research investigations. (It was as far as I know the first
such computer-controlled model railway, at least in any computer science department,
anywhere — its story is told in [SNO1997].) I was closely involved in all this work, so
when Phil started telling me about his work on deadlock prevention in store and forward
message passing systems [MER1978A], I couldn’t stop myself from trying to see how
this work might relate to the train set.
Phil’s work was all about buffer management — the problem of allocating buffers to
messages at messaging nodes in sufficient numbers to allow continued progress. But our
train set, which in effect controlled the movement of trains from track section to track
section (actually from sensor to sensor), did not have anything equivalent to multiple
buffers. This is because it was necessary to ensure that no section ever held more than
a single train. (In effect it was a train system in which each “station” had just one
“platform”.) Thus a problem that we’d already started thinking about, of how to control
a set of trains that were making simultaneous pre-planned journeys in various parts of
the track layout, was a scheduling rather than an allocation problem.
Within a single discussion lasting just a few hours, Phil and I came up with a solu-
tion to the train journey deadlock avoidance problem [MER1978B]. During this discus-
sion he told me about “occurrence nets”, or “causal nets”, a notation with which he was
already very familiar, one that he traced back to papers by Anatol Holt [HOL1968] and
by Carl Adam Petri [PET1976]. In fact we made only informal use of occurrence nets
in this brief investigation, but the deadlock avoidance problem that we had identified
and solved was christened the “Merlin-Randell problem” and taken up by some of our
more theoretical colleagues at Newcastle and elsewhere.
In particular, it was the subject of Maciej Koutny’s PhD Thesis at Warsaw Insti-
tute of Technology. (The thesis [KOU1984A], which gave the first formal treatment
of the problem, is in Polish — the main results, though without proofs, are given in
[KOU1984B].) Soon after completing his thesis Maciej joined Newcastle, and for a
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while continued his study of the Merlin-Randell problem — in [KOU1985] he provided
perhaps the best informal statement of the problem in the following terms:
“There is a finite set of trains and a layout. The layout is represented by an
undirected graph, the nodes of which represent places where trains can reside
(stations), the arcs of which represent possible moves. Each station can hold
only one train. Each train has a program to follow consisting of a directed
path through the graph. The train can leave a station when the station it is
immediately to travel to is empty. The problem is to find a synchronisation
among train movements which allows parallel movements where possible and
enables each journey to be completed.”
This problem of finding such sets of synchronised train movements, which was in
essence that of calculating a suitable occurrence net, remained in vogue for quite a
while, much like the “Dining Philosophers Problem” before it; I took no part in this
research, but I did spend quite a bit of time on various issues to do with controlling the
train set, though my main concern remained that of system dependability.
3 Error Recovery
Newcastle’s work on dependability, started in 1970, initially concerned the problem
of tolerating residual design faults in simple sequential programs [HOR1974]. (I had
formed the then unfashionable view that current work on proving programs correct
would not suffice for large complex programs, and could perhaps be usefully comple-
mented by work on software fault tolerance.) From this, we had soon moved on to
considering the problems of faults in concurrent programs, and then in distributed com-
puting systems.
Phil Merlin enthusiastically joined in on this research while he was with us, and
worked with me on a particular (backward) error recovery problem, i.e. the task of
restoring a distributed system to a previous state which it is hoped or believed preceded
the occurrence of any existing errors. Our aim was to provide a formal treatment of this
problem. The summary of our resulting paper [MER1978C] stated that:
“The formalisation is based on the use of what we term “Occurrence Graphs” to
represent the cause-effect relationships that exist between the events that occur
when a system is operational, and to indicate existing possibilities for state
restoration. A protocol is presented which could be used in each of the nodes
in a distributed computing system in order to provide system recoverability in
the face even of multiple faults.”
We described occurrence graphs as similar to occurrence nets, differing mainly in that
we viewed an occurrence graph as a dynamic structure that is “generated” as the system
that it is modelling executes, and which contains certain additional information indicat-
ing which prior states have been archived and so are restorable. We described the state
restoration problem in the following terms:
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“If an error is detected, a previous consistent state of the system should be
restored at which it is possible to ignore those events and conditions which
originally followed that state. By a “previous consistent state”, we mean a state
the system might have been in according to the cause-effect relationships be-
tween events and conditions, rather than one that had actually existed before. If
the restored state is prior to the presumed set of events and conditions (i.e. the
fault or faults) which caused the error, then the faults and their consequences
can thus be effectively ignored.”
We tackled the problems arising from concurrency in their full generality, so as to deal
with the possibility of there being multiple concurrent faults, some even occurring dur-
ing error recovery. The solution we produced was a decentralized recovery mechanism
that we entitled the “chase protocol”. We assumed that each node of a distributed system
would hold a record of the part of the occurrence graph that related to its contribution to
the overall system behaviour. Then each node would execute a protocol that had the ef-
fect of causing error recovery commands to “chase” through the dynamically-growing
occurrence graph so as to overtake ongoing error propagations, and the nodes to co-
operate in identifying a consistent set of restorable states.
The (informal) definition of our protocol, though fully detailed, is surprisingly brief.
The problem of extending it to allow for “nested recovery”, i.e. not just a single level,
but rather for multiple levels, of error recovery turned out to be much more difficult;
this problem was subsequently solved by Graham Wood, one of my PhD students
[WOO1981].
All this work on chase protocols was an outgrowth of earlier work on concurrency
in which we had identified the “domino effect” [RAN1975] — a situation in which a
single error in one process could at worst cause each of a set of interacting processes
to have to be backed up, possibly past all their archived prior states. Having identified
this problem, most of our research on it had in fact been concerned with protective co-
ordination schemes, akin to transactions, which would limit the domino effect through
forcing a system to execute some of its (asynchronous) behaviour atomically, just in
case errors might occur. Our first such co-ordination scheme, the “conversation”, was
described in [RAN1975].
A particularly noteworthy contribution to this work was that on atomic actions
[LOM1977]. This was by another of our sabbatical visitors from IBM Research, David
Lomet. (His atomic actions were both a programming language construct and a method
of process structuring. They were in fact the forerunner of what was later known as the
“transactional memory” model [LAR2008], which was first practically implemented by
Herlihy and Moss [HER1993].)
4 Atomicity
A much more formal and extended analysis of the concept of atomicity and treatment of
the problem of error recovery in distributed systems was provided in a paper that was a
direct successor to the chase protocols and atomic actions papers [BES1981]. This was
written largely by Eike Best, a PhD student of Peter Lauer. (I was very much a second
author.) To quote this paper’s summary:
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(a) (b)
Fig. 2. (Invalid) Occurrence Graph Collapsing.
“We propose a generalisation of occurrence graphs as a formal model of com-
putational structure. The model is used to define the “atomic occurrence” of
a program, to characterize “interference freeness” between programs, and to
model error recovery in a decentralized system.”
The generalization referred to involved the imposition of a “nested structure” of boxes
onto a basic occurrence graph in order to produce what we termed a “structured occur-
rence graph”. Such a graph is interpreted as indicating which sections of the original
occurrence graph are intended to be viewed as being executed atomically, i.e. as ones
that can be “collapsed” down to a single abstract event. Such collapsing is in fact a form
of temporal abstraction, as shown in Figure 2.
This net collapsing operation can be rather tricky with occurrence nets that repre-
sent asynchronous activity, since there is a need to avoid it resulting in the introduction
of any cycles into what is meant to be an acyclic directed graph. Figure 2 (b) shows
the result of trying to view, simultaneously, two particular separate regions of an occur-
rence graph as being atomic. This in fact is not a valid result, since the collapsed graph
contains a cycle.
This was perhaps the most interesting result in the above paper. There is much more
that could be said about this paper, and about atomicity. I merely note that the sub-
ject is of major continuing interest to a number of different communities. Indeed, in
recent years two very successful Dagstuhl Conferences have been held on atomicity,
bringing together researchers from the fields of (i) database and transaction processing
systems, (ii) fault tolerance and dependable systems, (iii) formal methods for system
design and correctness reasoning, and (iv) hardware architecture and programming lan-
guages [JON2005]. However I instead wish to move on and discuss the most recent
occurrence net-related work that I’ve been involved in. This in fact is the subject of the
last, and main, topic of my lecture.
5 Structured Occurrence Nets
The work I want to describe now arose from my attempting to gain a deeper understand-
ing of the relationships between the basic dependability concepts of failures, errors and
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faults when these occur in complex evolving asynchronous systems. The typical ac-
count of these concepts is as follows: A failure occurs when an error “passes through”
the system-user interface and affects the service delivered by the system — a system of
course being composed of components which are themselves systems. This failure may
be significant, and thus constitute a fault, to the enclosing system. Thus the manifesta-
tion of failures, faults and errors follows a fundamental chain:
. . . → failure → fault → error → failure → fault →. . .
i.e.
. . . → event → cause → state → event → cause → . . .
This fault-error-failure chain can flow from one system to: (i) another system that it is
interacting with, (ii) the system of which it is part, and (iii) a system that it creates,
modifies or sustains.
Typically, a failure will be judged to be due to multiple co-incident faults, e.g. the
activity of a hacker exploiting a bug left by a programmer. Identifying failures (and
hence errors and faults), even understanding the concepts, is difficult when:
– there can be uncertainties about system boundaries.
– the very complexity of the systems (and of any specifications) is a major difficulty.
– the determination of possible causes or consequences of failure can be a very subtle,
and iterative, process.
– any provisions for preventing faults from causing failures may themselves be falli-
ble.
Attempting to enumerate a system’s possible failures beforehand is normally im-
practicable. What constitutes correct (failure-free) functioning might be implied by a
system specification - assuming that this exists, and is complete, accurate and agreed.
But the specification is often part of the problem!
The environment of a system is the wider system that it affects (by its correct func-
tioning, and by its failures), and is affected by. In principle a third system, a judgemen-
tal system, is involved in determining whether any particular activity (or inactivity) of a
system in a given environment constitutes or would constitute — from its viewpoint —
a failure. Note that such a judgemental system might itself be fallible. (This possibility
is allowed for in the legal system, hence the concept of a hierarchy of crown courts,
appeal courts, supreme courts, etc., in the British legal system.)
Though I was moderately satisfied by the informal English-language accounts of all
these concepts that have been developed and refined over many years in the IEEE and
IFIP communities [AVI2004], I felt it desirable to find a more rigorous way of defining
them.
5.1 Behavioural Abstraction
I started drawing sets of little example occurrence nets, trying to find a good way of
illustrating failure/fault/error chains in complex evolving situations, and suddenly re-
alised — to my great delight — that two concepts that I had been treating as logically
distinct, namely system and state, are not separate, but just a question of abstraction, so
that (different related) occurrence nets can represent both systems and their states using
the same symbol — a place.
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Figure 3 illustrates this form of abstraction, which I termed behavioural abstrac-
tion, by showing two occurrence nets, one portraying the changing state of a Microsoft
WORD system as it undergoes modification, the other the sequence of updates made to
a WORD document, the first set of which are made using WORD 3.1, with the rest of
the document updates then being made using WORD 4.3.
paper v1.doc paper v2.doc paper v3.doc paper v4.doc
Word 3.1 Word 4.3software upgrade
Fig. 3. An evolving software system.
In this figure dotted lines indicate how states in one occurrence net are related to
sets of states in the other occurrence net. (Note that it is not possible to portray this
entire evolving situation in a single occurrence net.)
I went on to explore (graphically, and very informally) a few other potentially useful
types of relationships between occurrence nets, and started using the term structured
occurrence net (SON) for a set of occurrence nets associated together by means of any
of these various types of relationship. (I had forgotten until preparing this lecture that
the term “structured occurrence graph” had already been used in [BES1981] for an
occurrence graph on which a “nested structure” of atomicity boxes had been imposed.
In fact the notion of a SON can be viewed as a major extension and generalization of
such structured occurrence graphs.)
At this stage my motivation changed from trying merely to improve my understand-
ing of the fault-error-failure chain concept. I became intrigued by the possible practical
utility of SONs for supporting failure diagnosis, e.g. as the basis of a semi-automated
means for organizing and analyzing the sort of large body of evidence that a court of
inquiry has to deal with after a major accident, or the police are faced with during a
complex criminal investigation.
Luckily Maciej Koutny became interested in my fumbling attempts at understanding
and explaining what I was proposing. Indeed he took the lead by providing formal
definitions of the growing number of relations that we identified as fundamental to
SONs, and formulating and proving well-formedness theorems about them [RAN2007],
[KOU2009]. (These theorems mainly concerned the need to maintain acyclicity, so that
causality is not violated.)
We also defined some somewhat formal graphical conventions for the various types
of SON — subsequent figures using these conventions are all taken from [KOU2009], as
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is much of the accompanying text. Dashed boxes are used to delineate occurrence nets.
A box labelled “B-SON” bounds the set of occurrence nets that are related by means of
behavioural abstraction, the actual relations between the elements of the two occurrence
nets being shown by dashed arrows. Thus Figure 4 shows a behavioural abstraction
that represents the sort of evolving software system that was portrayed informally in
Figure 3.
B SON
b
b b
b
Fig. 4. Behavioural abstraction.
Other relations, and hence means of structuring, that we defined included ones for
communication, temporal abstraction, and spatial abstraction, each of which is briefly
described below.
5.2 Communication
The communication relation is used for situations in which separate occurrence nets,
portraying the activity of distinct systems, proceed concurrently and (occasionally)
communicate with each other. See, for example, Figure 5(b), in which thick dashed
arcs are used to represent communications so as to distinguish them from the inter-
actions represented in conventional occurrence nets by causal arcs. Note that another
distinction is that interactions within a conventional occurrence net link conditions to
events and events to conditions, whereas communications link events — of separate
occurrence nets — directly. (The C-SON label identifies the SON containing these sepa-
rate occurrence nets as being one that has been defined using communication relations.
Conditions and events of different systems are identified by shading them differently.)
In practice, when structuring a complex occurrence net into a set of simpler com-
municating occurrence nets (or building one from a set of component communicating
occurrence nets), it is sometimes necessary to use synchronous communications — I
return to this issue in the next section.
Hence, as shown in Figure 6, we allowed for the use of two types of communication:
thick dashed directed arcs indicate, for example, that an event in one occurrence net is a
causal predecessor of an event in another occurrence net (i.e., information flow between
the two systems was unidirectional), whereas undirected such arcs indicate that the two
events have been executed synchronously (i.e., information flow was bidirectional).
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(a)
(b)
C SON
Fig. 5. Part (a) shows the activity of two systems in a single occurrence net; (b) shows an equiv-
alent SON, in which the activities of these two systems are shown in separate (communicating)
occurrence nets.
In practice, interactions and communications of all the kinds described above can
occur in the same overall structured occurrence net provided that a simple acyclicity
constraint — similar to that used for ordinary occurrence nets — is satisfied. (The util-
ity of this and several of the other types of relation is not that they extend the types of
system activity that can be portrayed but that they assist the use of abstraction and struc-
turing in order to cope with complex situations. Moreover, the communications links
may also be used to hide the details of the means by which occurrence nets interact,
should this not be of interest.)
C SON
ON1
ON2
b1
c1
b2
c2
b3
c3
e1
f1
e2
f2
Fig. 6. Synchronous and Asynchronous Communication.
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5.3 Temporal Abstraction
When one “abbreviates” parts of an occurrence net one is in effect using temporal ab-
straction to define atomic actions, i.e., actions that appear to be instantaneous to their
environment. These rules are best illustrated by an alternative representation for an
occurrence net together with its abbreviations, namely a structured occurrence net in
which each abbreviated section (or atomic activity) of the net is shown surrounded by
an enclosing event box. Figure 7(b) shows this alternative representation of Figure 7(a),
the top part of which can readily be recreated by “collapsing” Figure 7(b)’s occurrence
net, i.e., by replacing the enclosed sections by simple event symbols, as shown in Fig-
ure 7(c).
T SON
t t
tt tt t t t t t
(a)
(b)
(c)
Fig. 7. Temporal abstraction.
This net collapsing operation is much trickier with occurrence nets that represent
asynchronous activity since there is a need to avoid introducing cycles into what is
meant to be an acyclic directed graph — the problem that we had found much earlier in
[BES1981] with structured occurrence graphs.
Hence the need, on occasion, to use synchronous system interactions, as shown in
Figure 8, section (b) of which, in contrast to that of Figure 2, is acyclic and hence shows
a valid collapsing.
5.4 Spatial Abstraction
What we called spatial abstraction is based on the relation “contains/is component
of”. Figure 9 shows the behaviour of a system and of the three systems of which it is
composed, and how its behaviour is related to that of these components. (This figure
does not represent the matter of how, or indeed whether, the component systems are
enabled to communicate, i.e., what design is used, or what connectors are involved.
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(a) (b)
Fig. 8. Two valid collapsings that give rise to asynchronous (in (a)) and synchronous (in (b))
communication between abstract events.
Above I have presented composition and abbreviation, i.e., spatial and temporal ab-
straction, as though they are quite separate — in practice, it is likely that useful abstrac-
tions will result from successive applications of both spatial and temporal abstractions.
The other formal relations that we defined for SONs include information retention, and
judgement. Information retention is of relevance to the implementation of system recov-
erability and the gathering of evidence for later failure analysis; judgement is relevant
to either such inline activities as failure detector circuits, or the retrospective activi-
ties of, for example, a court of enquiry. Preliminary studies have also been made of
the problems of representing incomplete, contradictory and uncertain failure evidence
[RAN2009]. However space constraints preclude the provision of further details.
S SON
C SON
C SON
s s ss s
s
s
s
s
s
s
s
s
s
s
s
s
s
s
Fig. 9. Spatial abstraction. The ‘spatially-abstracts’ relation is indicated by s-labelled edges
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5.5 Potential Uses of SONs
The various types of abstractions we defined for SONs are all ones that we believe could
facilitate the task of understanding complex evolving systems and their failures, and of
analyzing the cause(s) of such failures — given suitable tool support. The abstractions
are likely, in most cases, to be a natural consequence of the way the systems have been
conceived and perceived. Thus they can be viewed as providing a means of naturally
structuring what would otherwise be an impossibly large and complex occurrence net.
Alternatively, they can be viewed as a way of reducing the combinatorial complex-
ity of the information accumulated and the analyses performed in following fault-error-
failure chains after the fact, e.g., in a safety inquiry. However we now view failure
analysis as only one of the potential uses of SONs. Tools for system verification (e.g.
[MCM1995], [KHO2007] and [ESP2008]) and for system synthesis (e.g. [BIL1996] and
[KHO2006]) that currently embody the use of conventional occurrence nets could, we
believe, gain significantly by exploiting the structuring possibilities provided by SONs.
Specifically, SONs could enable such tools (i) to reduce their storage and computational
resource requirements, or (ii) to cope with the representation and manipulation of more
complex system behaviours than is currently practicable. (One can draw a direct anal-
ogy to the way in which the structuring of large programs is exploited in many software
engineering tools.)
Maciej Koutny, Alex Yakovlev and I are therefore now actively planning a research
project aimed at designing and implementing a software tool for handling SONs and
supporting their manipulation, visualisation and semantical analysis. This would em-
body the theoretical results detailed in [KOU2009] and be based on the WORKCRAFT
platform [POL2009]. A further aim of the project would be to use the resulting tool
in undertaking some initial investigations into the likely practical utility of SONs for
failure analysis, and for system synthesis and verification.
6 Concluding Remarks
The small sequence of occurrence net-related projects that I have described here has, I
like to think, a pleasing logic and coherence when viewed retrospectively — however
this cannot be claimed to be a result of detailed planning. Rather it is, I believe, just a
happy and perhaps natural consequence of the fact that they were undertaken in an en-
vironment of a slowly evolving community of enthusiastic and cooperative colleagues,
sharing some fundamental long term common interests and attitudes. In particular I
have in mind a deep concern for system dependability in its most general forms, and a
delight in searching for simple solutions and (preferably recursive) system structuring
principles. I hope therefore that this lecture will be taken as an appropriate, albeit I fear
an inadequate, tribute to the work and memory of the late Carl Adam Petri.
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