Abstract. We consider the escape of a planar diffusion process from the domain of attraction Ω of a stable focus of the drift in the limit of small diffusion. The boundary ∂Ω of Ω is an unstable limit cycle of the drift, and the focus is close to the limit cycle. A new phenomenon of oscillatory decay of the peaks of the survival probability of the process in Ω emerges for a specific distance of the focus to the boundary which depends on the amplitude of the diffusion coefficient. We show that the phenomenon is due to the complex-valued second eigenvalue λ 2 (Ω) of the Fokker-Planck operator with Dirichlet boundary conditions. The dominant oscillation frequency, 1/Im{λ 2 (Ω)}, is independent of the relative noise strength. The density of exit points on ∂Ω is concentrated in a small arc of ∂Ω closest to the focus. When the focus approaches the boundary, the principal eigenvalue, the reciprocal of which is the mean escape time, does not necessarily decay exponentially as the amplitude of the noise strength decays. The oscillatory escape is manifested in a mathematical model of neural networks with synaptic depression. Oscillation peaks are identified in the density of the time the network spends in a specific state. This observation explains the oscillations of stochastic trajectories around a focus prior to escape and also the non-Poissonian escape times. This phenomenon has been observed and reported in experiments and simulations of neural networks.
Introduction.
A small additive white noise drives a stable dynamical system across the boundary of its domain of stability in finite time with probability 1. Typically, the first passage time to that boundary (escape time) becomes exponential when the noise is small and the mean first passage time (MFPT) diverges to infinity as the noise strength tends to zero [1, 2, 3, 4, 5] . Divergence from this classical escape behavior, in the form of the appearance of non-Poissonian escape times, has been reported in the neural networks literature for the interspike interval distribution [6, 7] . More generally, neuronal ensembles exhibit recurrent activity, the origin of which remains unexplained: several computational studies have addressed successfully the role of noise in generating oscillations in recurrent networks. The spontaneous activity of the membrane potential of connected neurons has further revealed that it can switch at random times between up-and down-states [8, 9] . This phenomenon can be accounted for by a mean-field model based on the synaptic depression property. Numerical simulations of the model [10] revealed peaks in the distribution of times in the up-state. Different analysis of neuronal excitability, based on computing moments of the exit time (Wiener-Rice series), has shown that for one-dimensional Langevin dynamics of the voltage variable, which contains an attractor, the distribution of interspike intervals (ISI) also exhibits oscillatory peaks [6, 7] . The results are confirmed by numerical simulations using the two-dimensional FitzHugh-Nagumo equations for the mean neuronal voltage and the channel recovery variables [6] .
In this paper we study analytically and numerically the origin of oscillatory peaks in the survival probability of noisy dynamics inside an absorbing limit cycle. Specifically, we study a dynamical system with a stable focus, whose domain of attraction Ω is bounded by an unstable limit cycle ∂Ω. When the dynamical system is driven by arbitrarily small nondegenerated white noise, the noisy trajectories are sure to reach the boundary ∂Ω in finite time, leading to the decay in time of the survival probability of the system in Ω. Unexpectedly, at a specific range of distances of the focus to the limit cycle, multiple peaks, or oscillations, appear in the survival probability, leading to non-Poissonnian exit times. This behavior diverges from the extant escape theory [5] . In addition, the exit points on ∂Ω become concentrated in a very small region close to the focus. This property renders the exit problem a narrow escape problem in effect, with the difference that the entire boundary is absorbing here [11, 12, 13, 14, 15, 16] .
Much attention has been devoted to the small noise analysis of the MFPT from an attractor to an unstable limit cycle that bounds its domain of attraction. It was shown that the asymptotic approximation to the MFPT contains a factor that is periodic in the logarithm of the noise strength when the drift has a certain structure near the boundary (see [17] and references therein). The case at hand differs from the case considered in the cited literature in the dependence of the structure of the drift on the small noise intensity. Specifically, we consider a dynamical system where the focus is located at a close distance to the boundary. We shall vary slightly this distance and study the consequence on the density of exit points. When we vary the noise amplitude numerically (four orders of magnitude), we found that the density concentrates around the boundary point (θ = π) closest to the focus (see discussion in Appendix 1.)
The manuscript is organized as follows. In section 2, we introduce the stochastic depression-facilitation model proposed in [10] . Using this mean-field model, we identify the up-state times as the times to escape from a stable focus through an unstable limit cycle. Brownian simulations of the model reveal that the empirical density of exit times has peaks. The analysis shows that these peaks correspond to the winding numbers of trajectories around the focus in its domain of attraction Ω. We also discuss the peak oscillations in the ISI for the FitzHugh-Nagumo equations. In section 3, we introduce a generic dynamical system with a stable focus close to an unstable limit cycle, which is the boundary of its basin of attraction. We construct an asymptotic approximation to the MFPT of trajectories to the boundary ∂Ω. We further study the exit density and identify the ranges of the noise amplitude and distance of the focus to the boundary, for which the principal eigenvalue λ 1 (Ω) of the Dirichlet problem for the Fokker-Planck operator in Ω is of order 1 with respect to the two parameters of the problem. In section 4, we show that the oscillation peaks are due to higher-order eigenvalues of the problem. We derive an analytical approximation to the higher-order eigenvalues and relate the frequency of the peak oscillation to intrinsic properties of the dynamical system, such as the imaginary part of the eigenvalue of the linear part of the drift field b(x) at the focus. Our analysis indicates that the degree of connectivity of a neural network can be recovered from the peak distribution of the time spent in up-states, a method that was recently implemented in [18] to analyze in-vivo electrophysiological time series. Appendix 1 shows that there is no evidence of cycling of the exit density in the small noise when the focus is located near the boundary.
2.
A model of up-state dynamics in a neuronal network. Neuronal ensembles can present spontaneous activities containing recurrent patterns. These patterns are characterized electrophysiologically by a transient depolarization, called an up-state, in which the membrane potential decreases (in absolute value). Particular attention has been given to the lifetime of the membrane voltage of neurons in these up-states [8, 19] . This phenomenon is reproducible by a minimal mean-field model of a two-dimensional neuronal network with excitatory connections. The state variables in the model are the mean firing rate V , averaged over the population, and the synaptic depression μ [20] . In a neuronal network, whose connections are mostly depressing synapses, the neural dynamics has been modeled by the stochastic equations [10, 20] 
where V , the average voltage, is measured in mV with a base line at 0 mV , the average synaptic strength in the network is J (connectivity); U and t r are the utilization parameter and recovery time of the synaptic depression, respectively; andω is standard Gaussian white noise [20] . The first term on the right-hand side of the first equation of (2.1) accounts for the intrinsic biophysical decay to equilibrium. The second term represents the synaptic input, scaled by the synaptic depression parameter μ. The time τ measures the relaxation of the voltage V to equilibrium. The last term is a white-noise approximation to a train of Poissonian spikes and the sum of all uncorrelated sources of noise, with total amplitude √ τσ, where σ is the amplitude for the voltage fluctuation. The average firing rate R(V ) (in Hz) is approximated by the threshold-linear voltage-dependence function
where T > 0 is a threshold and β = 1 Hz/mV is a conversion factor. The second equation in system (2.1) describes the activity-dependent synaptic depression according to the classical phenomenological model [20] , where every incoming spike leads to an abrupt decrease in the instantaneous synaptic efficacy, measured by a utilization factor U , due to depletion of neurotransmitters. Between spikes, the synaptic efficacy returns to its original state μ = 1 with a time constant t r . The noiseless dynamics generated by (2.1) (with σ = 0) has been studied in the (V, μ)-plane in [10] . When the network connectivity J exceeds a minimal value (see [10] ) there are three critical points: two attractors, P 1 at V = 0, μ = 1, a stable focus P 2 , and one saddle point P S . The boundary of the basin of attraction Ω of P 2 is an unstable limit cycle and is defined as the up-state [10] .
For the sake of completeness, we have reproduced here the dynamics of the noiseless system (2.1). Note that the focus P 2 is close to the boundary ∂Ω ( Figure 1A ). Simulated stochastic trajectories escape Ω in a small boundary neighborhood of P 2 (green; see online article for color), specifically, at the intersection of the null isoclines (marked red in Figure 1A ). The simulated trajectories wind several times around P 2 before hitting ∂Ω. The effect of the windings is expressed in the appearance of peaks in the probability density function of exit times ( Figure 1B) . Indeed, the histogram of exit times contains several oscillatory peaks that coincide with the winding numbers of trajectories around the focus P 2 . The first peak is due mainly to trajectories that do not wind around the focus even once prior to escape, the second one is due to trajectories that wind once prior to escape, and so on. For long time, the peaks of the exit times of trajectories that wind around the focus several times prior to escape are smoothed out in the tail of the distribution. It appears that the density of exit times in the up-state is non-Poissonian, which leads to our study of the observed phenomenon in generic systems. The method we develop below can also be applied to study subthreshold oscillations describing the resonant properties experimentally found in many types of neurons, such as stellate cells [21] . The model is a "resonating and fire" neuron, which consists of a second-order ordinary differential equation with an additive white noise [6, 7] . Indeed, due to the stochastic opening and closing of ion channels, the membrane potential fluctuates around the holding potential. The model is reset once a given threshold is reached. Other possible models are the noisy FitzHugh-Nagumo and Morris-Lecar systems [22] : these models exhibit subthreshold oscillations, appearing when the neuronal cell is depolarized below the action potential threshold. Driven by noise fluctuations, the simulated neural network [6] generates random spikes whose density of interspike intervals (ISI) (density of time intervals between two consecutive spikes) shows resonant peaks in the underdamped regime. The generic mean-field model consists of two differential coupled equations [6] . The steady state analysis in [6] reveals that there are generically two fixed points separated by a saddle point. One of the fixed points is a stable focus (with complex eigenvalues). This point is responsible for generating oscillations of the dynamics prior to exiting through the saddle point. Spectral analysis of the simulated exits shows two peaks of the density of exit intervals and that the frequency of the second peak is double that of the first one. This distribution is approximated with the function f (t) = A exp(−at) + B exp(−bt) sin(wt + φ), where the parameters A, B, a, b, w, φ are fit to the empirical distribution.
The analysis developed below clarifies the basis for the fit approximation used in [6, 7] . Peak oscillations require the following two key ingredients: a stable focus inside an unstable limit cycle and a small distance between the focus and the cycle. The present framework allows explicit computation of the density of times in the upstate that is the density of the ISI, which is the density of the times the stochastic trajectories reach the threshold.
3.
Geometrical organization of the model phase space. The general setting for the discussed phenomenon is that of the planar Itô system
where w(t) is Brownian motion, with the following properties of the drift field b(x): it has a single stable focus A, whose domain of attraction Ω is an unstable limit cycle of the noiseless dynamicsẋ
The focus A is close to the boundary ∂Ω in the following sense. The specific system we study is a transformation of the classical normal form of the Hopf system in the complex plane [23] 
by the Möbius transformation
The field b 0 (z) has a stable focus at A = 0, whose basin of attraction is the circle |z| = 1, which is an unstable limit cycle of (3.3). We assume, as we may, that λ = 1 and ω is a real-valued parameter. The transformation (3.4) maps the disk |z| ≤ 1 onto itself and sends the attractor A = 0 to the point ζ 0 = −α on the real axis, which can be arbitrarily close to the boundary point ζ = −1. Thus we obtain from b 0 (z) a class of one-parameter vector fields b α (ζ). The mapping (3.4) is represented in Figure 2 . The explicit expression for the field b α (ζ) iṡ and the specific system (3.1) that we consider is
The linearization of b α (ζ) about ζ = −α is given by
so in real-valued coordinates the linearized system (3.5) can be written as
with eigenvalues μ = −λ(1 ± iω).
Brownian simulations of oscillation phenomena in (3.6).
Stochastic simulations of (3.6) ( Figure 3A ) reveal that starting from any initial point in Ω = {|ζ| < 1}, except in a boundary layer near the limit cycle |ζ| = 1, all stochastic trajectories first converge toward the focus ζ 0 . For a certain range of the noise intensities the noise contribution to the motion becomes dominant, because the field vanishes at a point in a region near the attractor ζ 0 , leading to exit in a relatively short time. The trajectories either exit or loop around the attractor before coming back close to a neighborhood R α of the attractor ζ 0 . Figures 3B-E show various examples of trajectories making 0, 1, 2, and 3 loops prior to exit. Unlike in the classical exit time problem (see [5] and references therein), the simulated exit time density shows periodic peaks ( Figure 3 ). As shown below, the analysis of the system (3.6) relates the peak frequency to the properties of the dynamics (3.5). In contrast to the classical exit problem, where the first eigenvalue of the Fokker-Planck operator is asymptotically the rate of the Poissonian escape process, in the case at hand higher-order complex-valued eigenvalues are needed to represent the density of escape times. In addition, simulations show that the density of exit points concentrates in a small boundary neighborhood ∂Ω ∩ R α near ζ 0 , as the focus point moves closer to the boundary, whereas the classical exit density on a limit cycle without critical points is spread over the entire boundary [3, 5, 24] , depending on the speed of the drift on the boundary.
The simulations give an estimate of the mean exit timeτ ε , which shows that it can become finite as ζ 0 moves toward the boundary to a distance that depends on ε andτ ε does not necessarily blow up exponentially for small noise, as in the classical exit problem.
4.
Review of the exit problem in the limit ε 1.
General theory.
The first passage time (exit time) τ ε of a trajectory x ε (t) of (3.1) to ∂Ω is defined as
Its conditional probability density function, given x ε (0) = x, can be expressed in terms of the transition probability density function p ε (y, t | x) of the trajectories x ε (t) from x ∈ Ω to y ∈ Ω in time t. The probability density function is the solution of the initial and Dirichlet boundary value problem for the Fokker-Planck equation
where the Fokker-Planck operator L y is given by
and σ(x) = a(x)a T (x). The adjoint operator is defined by
with Dirichlet boundary conditions. The survival probability Pr surv (t) of x ε (t) in Ω, averaged with respect to an initial density p 0 (x), is the probability
that the trajectory is still inside the domain at time t. This probability can be obtained from the transition probability density function as
The function
is the solution of the boundary problem
where the flux density vector is given by
The conditional probability density function of the exit point y ∈ ∂Ω, given x ε (0) = x ∈ Ω, is given by
where ν(y) is the unit outer normal vector at the boundary point y. The conditional MFPTτ ε (x), given x ε (0) = x ∈ Ω, is also the solution of the Pontryagin-AndronovVitt boundary value problem [5] 
Escape across characteristic boundaries.
The analysis below assumes that there is no cycling of the exit density as ε → 0 [17] . The issue of the absence of cycling in the model at hand is discussed in Appendix 1. Approximations to the density of the exit points on a characteristic boundary without critical points and to the MFPT for ε 1 have been constructed in [3, 5] . Indeed, the probability density P α (θ) of exit points on ∂Ω is computed from (4.7). It is expressed in terms of the parameters of the stochastic dynamics (3.1), as described by relations (5.2)-(5.3). A uniform asymptotic approximation to the solution of the backward equation
is constructed by the method of matched asymptotics [5] . At a characteristic boundary ∂Ω the drift b(x) is tangential to ∂Ω, and we assume that it can represented locally in terms of the signed distance ρ to ∂Ω and arclength s on ∂Ω as
The exit density is to leading order the boundary flux of the first eigenfunction of the Fokker-Planck operator with Dirichlet boundary conditions. The leading eigenvalue vanishes at an exponential rate as ε → 0; therefore the outer expansion of the first eigenfunction u(y) is constructed in the WKB form
where the eikonal function ψ(y) is a solution of the eikonal equation
(see [5, Chap. 10] ). Due to periodicity of the eikonal ψ(y) on the limit cycle ∂Ω, it is necessarily constant on the boundary, denoted byψ [3] . The function K ε (y) is a regular function of ε for y ∈ Ω, but has to develop a boundary layer to satisfy the homogeneous Dirichlet boundary condition K ε (y) = 0 for y ∈ ∂Ω. Therefore K ε (y) is further decomposed into the product (4.15) where K 0 (y), K 1 (y), . . . are regular functions in Ω and on its boundary and are independent of ε, and q ε (y) is a boundary layer function. The boundary layer function q ε (y) satisfies the boundary condition q ε (y) = 0 for y ∈ ∂Ω, the matching condition lim ε→0 q ε (y) = 1 for all y ∈ Ω.
To obtain the boundary layer equation, the stretched variable ζ = ρ/ √ ε is used, and we define q ε (x) = Q(ζ, s, ε). Expanding all functions in (4.13) in powers of ε, we have
and the boundary layer equation is
where σ(s) = σ(0, s)n, n and φ(s) is the periodic solution of the Bernoulli equation on ∂Ω,
The solution that satisfies the boundary and matching conditions
is given by
where ξ(s) is the 2π-periodic solution of the Bernoulli equation
The uniform expansion of the first eigenfunction is [25] 
where O( √ ε) is uniform in y ∈Ω. Using the expansion in eigenfunctions (4.22) and the expression (4.7) for the flux, we obtain
and hence [5] 
5. The exit density from a focus near a limit cycle. Next, we specialize the results of section 4.2 to the system (3.6) described in section 3. The local coordinates in the decomposition (4.12) can be chosen as (θ, ρ), where θ is the argument of ζ in the complex plane and θ ∈ [−π, π]. The vector field b α (ζ) can be represented locally as
where t = t(θ) and n = n(θ) are the unit tangent and unit outer normal to ∂Ω, respectively. The two components b
Using these formulas in (4.24) for the isotropic case σ(θ) = 1, explicit computations for α close to 1 give the leading order approximation to the exit density (see Appendix 0)
To leading order, the density of exit points does not depend on ε to leading order. In particular, the distribution of exit points does not cycle along the limit cycle as ε goes to zero [26] . The reason is that when the focus is close to the limit cycle, the situation is almost equivalent to that in which the cycle contains critical points, for which there is no cycling.
To clarify the range of validity of the asymptotic formula (5.4), Brownian simulations of (3.1) are generated (see Figure 4) , and their statistics show that the numerical and analytical exit point densities are in agreement. Specifically, the exit point density is concentrated near the point θ = π, which is the boundary point closest to the attractor ζ 0 . The variance of P α (θ) is given by
where and the standard deviation is
Note that the exit point density P α (θ) peaks at the point where the circulation B α (θ) is the slowest (see also a related problem in [24] ). Additional simulations for various ε are shown in Appendix 2 to explain the small difference between the peaks of the simulation results and the analytical distribution, attributed to the phenomena of skewing [27] .
The MFPTτ ε (x).
The asymptotic approximation toτ ε (x) given in [3] , [5, sect. 10] reduces in the case of (3.6) tō
where ξ α (s) is defined in (4.20),
(see [5] ), andψ is the constant value of the eikonal function ψ(x) on ∂Ω. The eikonal function for (3.6) is the solution of the eikonal equation
Near the focus ζ 0 = −α the eikonal equation (5.9) for the linearized drift (3.8),
can be solved locally near ζ 0 as the quadratic form (see below)
The eikonal function ψ α (ζ) is constant on ∂Ω and has the local expansion The expression for the MFPTτ ε (ζ 0 ) from the focus ζ 0 to ∂Ω of the process defined in (3.6) is given bȳ
where the local solution of the eikonal equation (5.9) near the attractor ζ 0 is
To evaluateψ α and ξ α , we need an explicit expression forτ (ζ 0 ). We start by finding the matrix Q α , the solution of
where A α is the Jacobian matrix of b α at the attractor ζ 0 . Using (3.5), we obtain that (see Appendix 2)
The Riccati equation (5.16) reduces to To computeψ α , we note that near P α , we have the local expansion
When α is close to 1, the relation (5.10) for ζ = −1 and λ = 1 giveŝ
The denominator in (5.14) is given by (see Appendix 0)
where
.
Using these in (5.14) gives the MFPT from the focus to the limit cycle in the asymptotic formτ
When α is close to 1, (5.23) reduces (5.25) to the asymptotic formulā
It is apparent from (5.26) that when the ratio (1 − α) 2 /2ε is neither small nor large, the MFPTτ ε (ζ 0 ) is of order O( √ ε). Thusτ ε (ζ 0 ) is not exponentially large for ε 1, as is the case in the classical escape problem. Indeed, when the attractor is near the boundary, the trajectory drifts away quickly and leaves the interior region of the Ω. When it returns sufficiently close to ∂Ω, the small noise is sufficient to push it across the unstable cycle. Figure 9 in Appendix 1 shows the decay ofτ ε (ζ 0 ) as ζ 0 approaches the boundary. We also compare the logarithm of the analytical expression (5.26) with numerical stochastic simulations, ignoring possible small changes in the prefactor.
The phenomenon of oscillatory decay for the survival probability is demonstrated here when ε 1 and ε/(1 − α) 2 ∼ 1. Indeed, the parameter ε/(1 − α) 2 appears naturally in the WKB expansion of the conformal equation, as discussed in section 6.1.
Numerical study of the eikonal equation. As shown in formulas (5.25) and (5.26),τ
To resolve the transition from exponential growth to algebraic decay, we need to compute the constant valueψ α of the eikonal function ψ α (ζ) as a function of α. In the previous section only the local behavior of ψ α (ζ) for ζ near ∂Ω was obtained when α ∼ 1. To evaluate ψ α (ζ) over a larger range of values of α and ζ, the eikonal equation (5.9) has to be solved by the method of characteristics [28] . To evaluate ψ α (ζ) =ψ α for ζ ∈ ∂Ω, we write p = ∇ ζ ψ α (ζ) and rewrite the eikonal equation (5.9) as The characteristic equations are [28] 
Near the focus ζ 0 = −α the eikonal function is given by (5.10), which can be used to determine initial conditions for the characteristic equations. Thus (5.28) can be solved by assigning initial conditions on the circle C α (δ) = ζ : ψ α (ζ) = δ 2 /2 , defined in the complex ζ-plane by |ζ + α| = δ. The characteristic emanating from the point ζ(0) = −α − δ (on the real axis) has the initial values (up to an error of order δ 2 )
The characteristic system (5.28) has an unstable focus at (ζ 0 , 0, 0) in the five-dimensional space (ζ, p, ψ α ). Thus five-dimensional trajectories (ζ(t), p(t), ψ α (t)) that start on the initial surface C α (δ) diverge and hit the boundary ∂Ω in finite time. The characteristics emanating from C α (δ) are plotted in Figure 5A . They appear to oscillate before hitting ∂Ω. The values of ψ α (t) on each trajectory,
are shown in Figure 5B . The hitting time t α on the characteristic emanating from ζ(0) = −α − δ, defined as
The times t α are characterized by the winding number of the trajectory around the focus: when the focus is sufficiently close to the boundary, all characteristics emanating from C α (δ) escape without winding, but as the focus moves away from the boundary, the winding number increases ( Figure 6A ), leading to a sudden increase in the time t α for a characteristic to reach the boundary ( Figure 6B ; note the small jumps) each time the winding number increases by one. The valueψ α decreases from the valueψ α = 0.5 for α = 0 to (1 − α) 2 /2 = 0.005 for α = √ 0.99, so that (1 − α) 2 /2ε can become of order 1 ( Figure 6C) .
The numerical solution of the characteristic equations (5.28) shows that the characteristics do not intersect inside the domain, so the eikonal equation with the conditions (5.29) has a unique twice differentiable solution. It follows that there is no cycling of the exit density on the boundary [29] and the results of [3, 5] apply (see [26] ). Cycling is defined as complete rotation of the peak of exit point distribution as the amplitude of the noise goes to zero. However, numerical simulations indicate that the peak is not exactly centered at θ = π (see Figure 9 ), but moves in a very small neighborhood of π as ε goes to zero, confirming that there is no cycling here.
The exit time density.
The exit time density f ETD (t) is the time-derivative of the survival probability (4.4) and is given by 
Re(C n,m e −λn,mt ).
The first eigenvalue λ 0 is real and positive. If λ 0 Re(λ m,n ) for all other eigenvalues, then it is the leading order approximation to the reciprocal of the MFPT. Indeed, the MFPT is the time integral of the survival probability, and in view of (4.4) and (4.22) it is dominated by the reciprocal of the principal eigenvalue. If, however, there is no such spectral gap, higher-order eigenvalues contribute to the MFPT. In the former case, the expansion (5.7) is valid. In the latter case the other eigenvalues are not real valued, as shown in [25] . The general expression for the second (first nonreal) eigenvalue is
ds, (6.3) and σ(s) is defined below (4.20) . These expressions are valid for any position of the attractor inside the domain Ω and which also apply when the attractor is in the boundary layer of the limit cycle, as we shall see in the next section by applying a conformal mapping on the second-order operator.
Computation of the second eigenvalue.
The second eigenvalue is expressed in terms of ω 1 and ω 2 , which are computed next. First we use the conformal
and
The Laplacian operator transforms into
and the transport term into
where w =x + iỹ = Re iθ . Thus,
where ∂Ω is the unit circle. This situation corresponds to the exit from a limit cycle where the focus is at the center of the disk. The components of the field b 0 near the limit cycle are given in (5.1) by (6.15) and use it in the expression
which is independent of α and ω (see Appendix 3).
Brownian dynamics simulations.
To assess the accuracy of the theory developed above, we ran Brownian simulations of (3.6) and compared the statistics of exits with the analytical expressions derived above. The density of exit points is found to be concentrated around a small arc of the boundary near the attractor ζ 0 (Figure 4) , and the density of exit times exhibits oscillation peaks in a specific range of values of α (Figure 3) . 
A two-term approximation of the exit-time density.
Here we show that the distribution of exit time can be well approximated with the first two exponentials. We start with the expansion (6.1) and approximate the density of exit times obtained by Brownian simulations with the sum of the first two terms
where λ 0 , λ 1 are the first and second eigenvalue, respectively, and C 0 , C 1 , φ are three constants. The peak oscillation is well approximated (Figure 7) , and the frequencies obtained by numerical simulations and analytically are in good agreement. Indeed, we use the parameter ω 2 = ω = 20 (see (6.2)) and find that it corresponds to the numerical parameter k 5 = 20.944. Approximating the first eigenvalue by the reciprocal of the MFPT and using formula (5.25), we obtain
while the approximation (5.26) gives λ 0 ∼ τ −1 α = 1.66. To find the best fit approximation (7.1) to the exit time histogram shown in Figure 3 , we write
and obtain
(see Figure 7) . A good agreement with the real part of the second eigenvalue, which is ω 1 = 4 (see Appendix 3), is found from (7.3) as ω 1 ≈ k 4 = 4.042. Thus the numerical simulations support the WKB approximation also for α close to 1. The values for the different parameters obtained analytically and numerically are given in Table 1 .
Exit time densities in three ranges of the noise amplitude.
When the attractor is inside the domain, outside the boundary layer, the classical escape theory applies [1, 5] and the first eigenvalue characterizes the escape process. However, as the ratio
varies, three different regimes emerge: (Figure 7) .
Theoretical values
Fit from histogram λ 0 1.57 (eq. 
For η
1, the attractor is located inside the domain outside the boundary layer. This is the classical exit problem for stochastic differential equations, and the first eigenvalue is dominant. The density of exit times becomes quickly exponential, except for short events ( Figure 8A ). 2. The second regime is obtained for η ≈ 1. There are oscillatory peaks, as described above (see also Figure 8B ). 3. The case η 1 corresponds to a large noise regime, characterized by short escape times. Most trajectories drift first toward the attractor, which is close to the boundary, and later on the noise pushes them outside the domain Ω ( Figure 8C ).
Conclusion.
This paper investigates the density of escape times of noisy dynamics from a generic focus to a generic limit cycle and indicates an oscillatory decay of the survival probability. The problem originates in measurements and models of neuronal voltage. We found peak oscillations for the distribution of times in upstates, a phenomenon that was also reported for the interspike interval density in the dynamics of neuronal networks. The associated models are the classical FitzHughNagumo or the mean-field depression model [7, 6, 10] . The analysis in [7, 6, 10] is based on computing the moments of the distribution of exit times in simulations, whereas the theory developed here relies on the analysis of the two-dimensional phase space of the depression-facilitation model [10, 20] and relates the oscillation period in the simulation histogram to that of the underlying stochastic dynamics. For example, the frequency of oscillations depends on the eigenvalue of the Jacobian at the stable focus of the system (see Appendix 2), which can be directly related to the degree of network connectivity. Thus the present analysis predicts that the mean network connectivity can be extracted from the oscillation frequency of the density of times in the up-state. The inhibitory network can also contribute to this density, and future models should account for that.
We conclude that the peak oscillations for the density of up-state times are due to the intrinsic neuronal dynamics and not to instrumental artifacts or any form of stochastic resonance. It would be interesting to apply the method described here to reanalyze electrophysiological data about the density of up-state times [9] and to relate the time spent in the up-state to the intrinsic properties of the synaptic dynamics and the network connectivity.
Another application of the present method is to the estimation of the fraction of bursting time in excitable neuronal ensembles: the present method should allow one, in principle, to compute the mean residence time of stochastic neuronal dynamics in each of the two basins of attractions (for the up-and down-states) in the phase plane. The two attractors can be points or limit cycles.
In the field of stochastic perturbations of dynamical systems, when the dynamics has a focus inside the boundary layer of the boundary, we found that the survival probability has oscillatory peaks. Brownian simulations of the model reveal that the empirical density of exit times has comparable peaks, and the analysis shows that these peaks correspond to the winding numbers of trajectories around the focus in Ω prior to escape. The proximity of the focus to the boundary is a key ingredient that generates these peaks. We also computed here explicitly the frequency of the peaks, which depends on the local behavior of the deterministic dynamical system near the attractor. Our formula involves the frequencies of circulating around the limit cycle. But in the particular case at hand these are related to the frequencies at the focus, and not on the noise amplitude, which came out as a surprise. As the distance from the attractor point to the boundary goes to zero, the first eigenvalue becomes of order one, comparable to the second eigenvalue, which is always of order one and does not change much with the two parameters α and ε. For small noise ε and a focus located far away from the boundary layer, the oscillatory peaks are hidden by the exponential decay induced by the first eigenvalue.
The results presented here may also have an equivalent in higher dimensions, although the complexity of the dynamics should reveal additional features. It is surprising here that the second eigenvalue does not depend on α and its real part is the constant 4. It would certainly be very interesting to study the effect of changing locally the dynamical system properties on the spectrum. For example, what is the consequence of a radial component that vanishes at order larger than one, and what happens when the field restricted to the unstable limit cycle has zeros [24] ?
In summary, the density of exit times Pr{τ = t} of the trajectories of (3.6) has discernible periodic peaks when the focus ζ 0 is at a distance 1 − α = O( √ ε) from the unstable limit cycle. The period of the peaks is T = 2π/ω, where ω is the imaginary part of the eigenvalue of the Jacobian matrix of the field b α at the critical point P α . The density of the peaks in this range depends on the parameter (1 − α) 2 /ε.
Appendix 0:
The density of exit points P α . We derive here explicitly the expression for the density P α according to the expression of [3] and show that it concentrates in a small part of the boundary near the focus. We call this region the effective absorbing escaping region ∂Ω e . This result explains how the escape time is quantified: once a trajectory has missed the possibility to escape, it has to go around the attractor as it cannot escape anywhere outside ∂Ω e . Thus the time to escape is exactly related to the time to loop. To approximate the probability density function of exit points P α (θ), we set
and obtain the Bernoulli equation (6.14) of the first-order form
A direct integration for σ(s) = 1 (isotropic case) gives
where K α is defined by the 2π-periodicity of the solution Z α (−π) = Z α (π), and F α (θ) is given by
Changing the variable of integration in (9.4) to u = tan(s/2), we obtain that (9.5) where β = (1 − α)/(1 + α). Thus, we can write
where C β is constant and I β (θ) is given by
The periodicity conditionZ β (π) =Z β (−π) gives the relation
To compute I β (θ) from (9.8), we change the variable of integration to β tan(t/2) = tan(u), so that
where g β (θ) = arctan (β tan (θ/2)). We can use the approximation β 2 cos 2 u+sin , we get
For x = ±π, we obtain the approximation
Using (9.9), we get
Gathering the results presented above, we obtain an analytical expression for the distribution of exit time given P α (θ) in (4.24). Using (9.6) and (9.14), we obtain
which gives the asymptotic behavior P α (θ) ∼ β −6
1 for θ → ±π, while the density remains bounded outside a neighborhood of this point, because J is bounded independently of β. Neglecting the variation in J, we obtain that the leading order approximation of the exit density P α as P α (θ) = 1 + 2α cos θ + α 
Near the limit cycle r ≈ 1
The normal form (10.4) of the drift field near the limit cycle is used to briefly discuss that we do not observe the phenomenon of cycling of the exit density, as described in [17] . Cycling consists in the rotation of the exit point distribution around the boundary as ε → 0 with a period O(log ε which precludes cycling. It follows that the density function is that given in (4.24), which peaks around the boundary point (r, θ) = (1, π). Brownian simulations of (3.1) for the Hopf system with α = 0.95 and 0.0001 ≤ ε ≤ 0.1 show that the exit point density concentrates at θ = π (Figures 4 and 9) . The jitter around θ = π may reflect the phenomenon of skewing where exit occurs at a distance O( √ ε) [27] .
Appendix 2:
The Jacobian of b(ζ) at ζ 0 . We compute A α the Jacobian matrix of b α at the attractor (−α, 0) and exp tA α for t ∈ R. To compute A α , we first (12.6) where the value of the constant C α is found from the 2π-periodicity of the solution: which is independent of α and ω.
