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Abstract
Searching experts the assign field of bibliographic an scientific da-
tabases.
The aim of this work is to create a program that searches the list of publi-
cations in Web of Science database.
The work shows the possibilities of searching text in documents by dif-
ferent methods and describes basic methods of working with text in natural
languague.
My solution is based on using open source Apache Lucene library that
creates index of data and then allows searches. The input query can use
ontology and text lemmatization.
From the results is created citation network of authors. This citation
network is ranked and evaluated with the algorithm PageRank and displayed
to user like a page in the web browser.
Citation network of authors is also evaluated with Indegree algorithm and
the results are compared with the PageRank algorithm.
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C´ılem te´to pra´ce je vytvorˇen´ı aplikace, ktera´ na za´kladeˇ dotazu specifikuj´ıc´ı
te´ma, vyhleda´ v databa´zi Web Of Science seznam publikac´ı, va´zaj´ıc´ı se k da-
ne´mu te´matu. Z autor˚u nalezeny´ch publikac´ı se vytvorˇ´ı citacˇn´ı s´ıt’, na kterou
se da´le aplikuj´ı algoritmy hodnocen´ı prestizˇnosti jednotlivy´ch autor˚u, urcˇuj´ıc´ı
porˇad´ı zobrazen´ı ve vy´sledc´ıch.
Vy´stupem pra´ce je aplikace, umozˇnˇuj´ıc´ı uzˇivateli vyhledat nejprestizˇneˇjˇs´ı
autory a publikace, zaby´vaj´ıc´ı se hledanou te´matikou.
K vytvorˇen´ı programu je pouzˇit programovac´ı jazyk JAVA ve verzi En-
terprise Edition a jedna´ se o webovou aplikaci. Za´kladn´ımi kroky programu
jsou indexace zdrojovy´ch dat, vyhleda´va´n´ı relevantn´ıch vy´sledk˚u v indexu
dat na za´kladeˇ r˚uzneˇ modifikovane´ho dotazu a v za´vislosti na citac´ıch z dat,
vy´pocˇet ohodnocen´ı jednotlivy´ch vy´sledk˚u.
Vy´sledky programu jsou zobrazeny uzˇivateli ve webove´m prohl´ızˇecˇi for-
mou seznamu autor˚u s publikacemi.
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2 Vyhleda´va´n´ı vzork˚u v textu
Hleda´n´ı prˇesne´ho vzorku textu v dokumentech patrˇ´ı mezi nejbeˇzˇneˇjˇs´ı zp˚usoby
hleda´n´ı. Jako uzˇivatele´ pocˇ´ıtacˇ˚u se s n´ım setka´va´me dnes a denneˇ. Naprˇ.
ma´me prˇed sebou otevrˇeny´ dokument a potrˇebujeme v neˇm nale´zt slovo, cˇi
veˇtu.
Vyhleda´va´n´ı textu je operace, jej´ızˇ vy´sledkem je, zda hledany´ text (vzo-
rek) je soucˇa´st´ı prohleda´vane´ho textu a pokud ano, zaj´ıma´ na´s, kde se na-
lezena´ informace nacha´z´ı. Pro porovna´n´ı zp˚usobu vyhleda´va´n´ı, pouzˇite´ho
v te´to pra´ci (kapitola 3), jsou v na´sleduj´ıc´ı podkapitole 2.1 uvedeny za´kladn´ı
metody nalezen´ı vzorku v textu.
2.1 Algoritmy vyhleda´va´n´ı vzorku v textu
V na´sleduj´ıc´ıch kapitola´ch bude vysveˇtleno neˇkolik algoritmu˚ vyhleda´va´n´ı.
Aby bylo mozˇne´ je spolu vza´jemneˇ porovnat, bude pro kazˇdy´ algoritmus






Algoritmus hleda´n´ı hrubou silou patrˇ´ı mezi ty nejjednodusˇsˇ´ı, co se ty´cˇe im-
plementace. Hledany´ vzorek textu je postupneˇ porovna´va´n se vsˇemi pozicemi
v prohleda´vane´m textu. Neprob´ıha´ zde zˇa´dne´ prˇedzpracova´n´ı vzorku textu,
ani prohleda´vane´ho textu. Velkou nevy´hodou je cˇasova´ na´rocˇnost algoritmu,
ktera´ se odv´ıj´ı od velikosti prohleda´vany´ch dat a vzorku.
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Nejhorsˇ´ı mozˇny´ prˇ´ıpad asymptoticke´ slozˇitosti1 algoritmu hrube´ s´ıly pro
• m – de´lka vzorku
• n – de´lka prohleda´vane´ho textu
je O(mn), avsˇak pr˚umeˇrna´ asymptoticka´ slozˇitost algoritmu je rovna O(n).
Ostatn´ı algoritmy vyhleda´va´n´ı se snazˇ´ı tuto asymptotickou slozˇitost a tedy
i dobu nalezen´ı vzorku textu co nejv´ıce sn´ızˇit. Pouzˇ´ıvaj´ı k tomu techniky pro
prˇedzpracova´n´ı prohleda´vane´ho textu i samotne´ho vzorku textu. Prˇedzpra-
cova´n´ım se zkouma´ struktura textu a dle neˇj je vytvorˇen odpov´ıdaj´ıc´ı vyhle-
da´vac´ı algoritmus, v´ıce v na´sleduj´ıc´ıch podkapitola´ch 2.1.2, 2.1.3.
Uka´zka vyhleda´va´n´ı vzorku v textu pro algoritmus hrube´ s´ıly na obra´zku
2.1 je prˇevzat z [1] a na´sledneˇ kompletneˇ dopracova´n.
Obra´zek 2.1: Uka´zka algoritmu hruba´ s´ıla
1Asymptoticka´ slozˇitost uda´va´ za´vislost algoritmu na velikosti vstupn´ıch dat, tj. jak
bude algoritmus rychly´ pro urcˇitou mnozˇinu vstupn´ıch dat.
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Na obra´zku 2.1 je na pozici A prohleda´vany´ text, pozice B je hledany´ vzorek
textu. Porovna´vat se zacˇ´ınaj´ı prvn´ı znaky textu a vzorku zleva. V tomto
prˇ´ıpadeˇ jsou oba znaky a, je shoda a porovna´vaj´ı se znaky o jednu pozici
vpravo. V prˇ´ıpadeˇ neshody porovna´vany´ch znak˚u docha´z´ı k posuvu vzorku
o jednu pozici doprava a porovna´va´n´ı s textem zacˇ´ına´ opeˇt od prvn´ıho znaku
vzorku. Na obra´zku jsou znaky neshody tmaveˇ zvy´razneˇny. Dojde-li se azˇ
na konec vzorku a vsˇechny jeho znaky se s prohleda´vany´m textem shoduj´ı,
ma´me nalezenu shodu.
Jak je videˇt na prˇ´ıkladu 2.1, nalezen´ı vzorku v prohleda´vane´m textu vyzˇa-
dovalo celkem 13 kra´t posunut´ı vzorku. V podkapitole 2.2 je uvedeno srovna´n´ı
s dalˇs´ımi algoritmy vyhleda´va´n´ı.
2.1.2 Knuth-Morris-Pratt˚uv algoritmus
KMP (Knuth-Morris-Pratt˚uv) algoritmus se snazˇ´ı na rozd´ıl od hrube´ s´ıly
neprohleda´vat pozice, ktere´ jizˇ byly prohleda´ny. V prˇ´ıpadeˇ neshody se vzorek
neposouva´ o jeden znak, jak tomu bylo u hrube´ s´ıly, ale docha´z´ı k posunu
vzorku doprava o tolik pozic, kolik znak˚u je v prˇ´ıponeˇ prohleda´vane´ho textu
a prˇedponeˇ vzorku shodny´ch. Na obra´zku 2.2 [1] je uka´zka vy´pocˇtu posuvu
vzorku v prˇ´ıpadeˇ nalezen´ı neshody znak˚u.
Obra´zek 2.2: Uka´zka vy´pocˇtu posuvu KMP algoritmu
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Rˇa´dka B obsahuje vzorek textu a P obsahuje posuvy v prˇ´ıpadeˇ neshody
znak˚u prˇi porovna´va´n´ı. Pro vysveˇtlen´ı si vezmeme znak b na 7. pozici vzorku.
Algoritmus hrube´ s´ıly by v prˇ´ıpadeˇ neshody vzal vzorek a posunul by jej
z p˚uvodn´ı pozice o jednu pozici vpravo a pokracˇoval s porovna´va´n´ım od
jeho prvn´ıho znaku. Algoritmus KMP vsˇak posune vzorek na jeho 2. pozici,
nebot’ z prˇedzpracova´n´ı v´ıme, zˇe pro aktua´ln´ı porovna´vanou pozici existuje
ve vzorku stejna´ prˇedpona a prˇ´ıpona znak˚u. Pra´veˇ proto docha´z´ı k posuvu
azˇ na 2. pozici vzorku, nebot’ minuly´ znak a byl jizˇ kontrolova´n a uzna´n jako
shoda, takzˇe jeho opeˇtovne´ porovna´va´n´ı by ztra´celo vy´znam.
Na obra´zku 2.3 je dopracovana´ uka´zka vyhleda´va´n´ı KMP algoritmu z [1].
Obra´zek 2.3: Uka´zka KMP algoritmu
V prˇ´ıpadeˇ KMP algoritmu je nutne´ k naleznut´ı vzorku v textu prove´st
celkem 6 kra´t posuv vzorku, cozˇ je v porovna´n´ı s algoritmem hrube´ s´ıly o v´ıce
nezˇ polovinu me´neˇ.
Cˇasova´ slozˇitost algoritmu je O(m+n), kdy samotne´ prohleda´va´n´ı textu
trva´ O(n) a prˇedzpracova´n´ı, tj. vy´pocˇet posuvu vzorku v prˇ´ıpadeˇ neshody je
O(m).
2.1.3 Boyer-Moore algoritmus
BM (Boyer-Moore) algoritmus se od hrube´ s´ıly liˇs´ı v tom, zˇe jizˇ neprohleda´va´
u´seky textu, ve ktere´m se vzorek nemu˚zˇe vyskytovat. Z toho vyply´va´ zmen-
sˇen´ı celkove´ho pocˇtu porovna´va´n´ı vzorku textu s prohleda´vany´m textem a do-
jde k urychlen´ı jeho nalezen´ı. Algoritmus hruba´ s´ıla a Knuth-Morris-Pratt˚uv
prˇi hleda´n´ı prohleda´va´ znaky textu vzorku zleva doprava. Tento algoritmus
pra´veˇ naopak, tedy zprava doleva. V prˇ´ıpadeˇ nalezen´ı odliˇsne´ho znaku do-
cha´z´ı k posunu vzorku doprava.
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Velikost posunu vzorku je rˇ´ızena funkc´ı shift(j,x), kde j je pozice ve vzorku
textu a x je znak abecedy a rˇ´ıka´, o kolik znak˚u je mozˇne´ prˇi neshodeˇ posunout
vzorek, aby nedosˇlo k prˇeskocˇen´ı mozˇne´ho vy´skytu vzorku v prohleda´vane´m
textu. Konkre´tneˇji jde o cˇ´ıslo, uda´vaj´ıc´ı kolik pozic vlevo od porovna´vane´
pozice vzorku (j) je ve vzorku nejblizˇsˇ´ı vy´skyt znaku x z prohleda´vane´ho
textu. Pokud se znak x ve vzorku nalevo od pozice j nenacha´z´ı, docha´z´ı
k posunu vzorku o pocˇet pozic rovnaj´ıc´ı se pocˇtu znak˚u vzorku a porovna´va´n´ı
zacˇ´ına´ znovu od posledn´ı pozice znaku vzorku textu.
Obra´zek 2.4 ukazuje posuv na pozic´ıch neshody j z prˇ´ıkladu na obra´zku
2.5. Z d˚uvodu prˇehlednosti nejsou v obra´zku zna´zorneˇny vsˇechny mozˇne´
posuvy pro kazˇdou pozici znaku. Jsou zobrazeny pouze pozice, souvisej´ıc´ı
s t´ımto prˇ´ıkladem. Shoda znaku je zna´zorneˇna vodorovnou sˇipkou vlevo a po-
suvem o jednu pozici. Neshodu znak˚u zobrazuj´ı sˇipky s posuvem na nejblizˇsˇ´ı
vy´skyt pra´veˇ toho znaku, ktery´ zaprˇ´ıcˇinil neshodu. Nenalezen´ı tohoto znaku
ve vzorku zp˚usob´ı posun cele´ho vzorku.
Obra´zek 2.4: Funkce shift BM algoritmu
Obra´zek 2.5: Uka´zka BM algoritmu
Vzorek B na obra´zku 2.5 je umı´steˇn na pocˇa´tek prohleda´vane´ho textu.
Na´sledneˇ se zacˇ´ınaj´ı porovna´vat znaky od jeho konce. V prˇ´ıpadeˇ shody se
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porovna´va´ dalˇs´ı na´sleduj´ıc´ı znak, resp. prˇedchoz´ı znak ve vzorku a prohle-
da´vane´m textu. V prˇ´ıpadeˇ neshody docha´z´ı k posunu vzorku vpravo o pocˇet
mı´st, urcˇeny´ch dle funkce 2.4.
Pouzˇit´ım Boyer-Mooreova algoritmu je pro nalezen´ı vzorku textu zapo-
trˇeb´ı prove´st jen 3 posuvy. To je vy´razneˇ me´neˇ, nezˇ bylo potrˇeba u prˇedcho-
z´ıch algoritmu˚. Jejich porovna´n´ı je uvedeno v na´sleduj´ıc´ı podkapitole 2.2.
Nejhorsˇ´ı mozˇny´ prˇ´ıpad asymptoticke´ slozˇitosti algoritmu je O(mn), pr˚u-
meˇrna´ slozˇitost O(n/m) a plat´ı, zˇe prˇi vyhleda´va´n´ı dlouhy´ch vzork˚u je doba
vyhleda´va´n´ı kratsˇ´ı, nezˇ u vyhleda´va´n´ı kratsˇ´ıch vzork˚u. Je to da´no t´ım, zˇe
v prˇ´ıpadeˇ neshody docha´z´ı k posunu o veˇtsˇ´ı cˇa´st vzorku a pra´veˇ velikost
posunu uda´va´, o kolik me´neˇ je da´le prova´deˇno porovna´n´ı znak˚u.
2.2 Srovna´n´ı metod vyhleda´va´n´ı
Tabulka 2.1 porovna´va´ vy´sˇe zmı´neˇne´ algoritmy vyhleda´va´n´ı na vzorove´m
prˇ´ıkladu z podkapitoly 2.1.
Algoritmus Max. Pr˚um. Pocˇet Pocˇet
slozˇitost slozˇitost posuv˚u porovna´n´ı
Hruba´ s´ıla O(mn) O(n) 13 38
KMP O(m+n) O(m+n) 6 31
BM O(mn) O(n/m) 3 16
Tabulka 2.1: Srovna´n´ı algoritmu˚ vyhleda´va´n´ı
Z tabulky 2.1 je videˇt znacˇna´ u´spora pocˇtu porovna´n´ı Boyer-Mooreova al-
goritmu, prˇedevsˇ´ım v˚ucˇi trivia´ln´ımu algoritmu hrube´ s´ıly. To neplat´ı samo-
zrˇejmeˇ pro vsˇechny prˇ´ıpady vyhleda´va´n´ı. V prˇ´ıpadeˇ vyhleda´va´n´ı kra´tke´ho
vzorku textu, mu˚zˇe doj´ıt k vy´razne´mu zmensˇen´ı rozd´ılu teˇchto metod. V prˇ´ı-
padeˇ vyhleda´va´n´ı pouze jednoho znaku, metody si budou v pocˇtu porovna´-
va´n´ı rovny. Vzˇdy tedy za´lezˇ´ı na konkre´tn´ıch prˇ´ıpadech, jake´ velikosti vzorku
textu se daj´ı prˇi vyhleda´va´n´ı ocˇeka´vat a dle toho vhodneˇ zvolit prˇ´ıslusˇnou
metodu vyhleda´va´n´ı. Pokud se da´ prˇedpokla´dat vyhleda´va´n´ı dlouhy´ch cˇa´st´ı
textu, je vhodneˇjˇs´ı volit BM algoritmus a naopak, pro kra´tke´ vzorky textu
metodu hrube´ s´ıly, kdy odpada´ vysˇsˇ´ı slozˇitost implementace. Je zde samo-
zrˇejmeˇ take´ potrˇeba zva´zˇit na´rocˇnost implementace algoritmu˚ vyhleda´va´n´ı,
ktera´ je pro algoritmy KMP a BM na´rocˇneˇjˇs´ı.
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3 Indexace
Z metod uvedeny´ch v kapitole 2 vyply´va´, zˇe pokud ma´me soubory maly´ch ve-
likost´ı, hleda´n´ı vzorku textu nebude deˇlat proble´my. Vezmeme-li ale v u´vahu
soubor o velikosti v rˇa´dech GB (GigaByte) a v´ıce, mohlo by velice snadno
nastat, zˇe hleda´n´ı vzorku textu jizˇ nebude tak rychle´. Tyto za´kladn´ı algo-
ritmy prohleda´va´n´ı textu jsou tedy silneˇ za´visle´ na de´lce prohleda´vane´ho
textu (velikosti souboru). Abychom mohli takto velike´ soubory prohleda´vat
v rozumne´m cˇase, vyuzˇ´ıva´ se technika zvana´ indexace, prˇi ktere´ vznika´ index
dat.
Vyhleda´va´n´ı pak prob´ıha´ ve vytvorˇene´m indexu. Data, ktera´ nebudou za-
indexova´na, nemu˚zˇeme prˇi vyhleda´va´n´ı nijak naj´ıt. A proto volba, ktera´ data
budou prˇi tvorbeˇ indexu indexova´na, silneˇ ovlivnˇuje vy´sledky vyhleda´va´n´ı.
3.1 Invertovane´ soubory
Invertovany´ soubor obsahuje usporˇa´dany´1 seznam termu˚2, odkazy na umı´s-
teˇn´ı termu˚ v dokumentu a jejich cˇetnost vy´skytu (obra´zek 3.1). Odkazy inver-
tovane´ho souboru ukazuj´ı na pocˇa´tek seznamu, obsahuj´ıc´ı sourˇadnice doku-
mentu odkazuj´ıc´ıho termu. Sourˇadnice reprezentuj´ı naprˇ. kapitoly, odstavce
nebo veˇty dokumentu, kde se dany´ term vyskytuje. Vyhleda´va´n´ı dat v inver-
tovany´ch souborech pak prob´ıha´ metodou p˚ulen´ı intervalu, ktera´ ma´ oproti
sekvencˇn´ımu vyhleda´va´n´ı (0(n)) slozˇitost O(log2n).
3.1.1 Invertovane´ soubory – tvorba
Sekvencˇn´ım procha´zen´ım dokumentu z´ıska´me jednotliva´ slova, ktere´ prˇed
vlozˇen´ım do souboru indexu porovna´me se slovn´ıkem nevy´znamovy´ch slov
(3.2). K jednotlivy´m slov˚um se ulozˇ´ı take´ jejich pozice (resp. odkaz na jejich
umı´steˇn´ı), viz obra´zek 3.1 A).
Dalˇs´ım krokem je usporˇa´da´n´ı seznamu nalezeny´ch slov (3.1 B) ).
1Seznam serˇazeny´ podle kl´ıcˇovy´ch slov.
2Vzorek textu, at’ uzˇ jednoslovny´, cˇi v´ıce slovny´ se nazy´va´ term. Neˇkdy ho mu˚zˇeme
oznacˇovat jako kl´ıcˇove´ slovo.
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Obra´zek 3.1: Struktura invertovane´ho souboru
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Indexace Slovn´ık nevy´znamovy´ch slov
Posledn´ım krokem je odstraneˇn´ı duplicit termu˚ (3.1 C ) ), nebot’ jeden term
se mu˚zˇe v dokumentu vyskytovat v´ıcekra´t (= frekvence termu˚). Vy´sledkem
je usporˇa´dany´ seznam termu˚, kde jednotlive´ termy odkazuj´ı na svoji pozici
v dokumentu.
3.2 Slovn´ık nevy´znamovy´ch slov
Kazˇdy´ dokument, at’ uzˇ je zameˇrˇeny´ na jakoukoli te´matiku, obsahuje vzˇdy
znacˇne´ mnozˇstv´ı slov, ktere´ se dokola opakuj´ı a maj´ı tedy malou vypov´ıdaj´ıc´ı
hodnotu pro dany´ dokument. Tyto slova maj´ı v dokumentech pod´ıl 20% azˇ
30% [1]. Tzn., zˇe zpracova´va´me v kazˇde´m dokumentu 20% azˇ 30% obsahu
nav´ıc a prˇitom se tento obsah nijak vy´razneˇ naprˇ´ıcˇ dokumenty nemeˇn´ı. Nen´ı
to tedy zanedbatelne´ cˇ´ıslo. V prˇ´ıpadeˇ, zˇe tento ”nezˇa´douc´ı” obsah dokumentu
odstran´ıme, dojde k vy´razne´ u´sporˇe prostrˇedk˚u prˇi jeho zpracova´n´ı. Slov˚um,
tvorˇ´ıc´ı tento nezˇa´douc´ı obsah, se rˇ´ıka´ nevy´znamova´ slova a jejich odstra-
neˇn´ım dokument neztra´c´ı na sve´ vypov´ıdaj´ıc´ı hodnoteˇ. Jedna´ se prˇedevsˇ´ım
o spojky, prˇedlozˇky nebo za´jmena. Obsah slovn´ıku nevy´znamovy´ch slov je
pro kazˇdy´ jazyk samozrˇejmeˇ odliˇsny´, nelze tedy pouzˇ´ıvat globa´ln´ı slovn´ıky
prˇi zpracova´va´n´ı dokument˚u. Vy´hodou tohoto principu je mozˇnost vytvo-
rˇit si vlastn´ı slovn´ık pro dany´ dokument prˇi jeho zpracova´va´n´ı. Nen´ı nutne´
pouzˇ´ıvat prˇedem zna´me´ slovn´ıky nevy´znamovy´ch slov, ale prˇi prohleda´va´n´ı
dokumentu a nalezen´ı frekventovany´ch slov rˇ´ıci, zˇe se jedna´ o nevy´znamove´
slovo a da´le s n´ım nepracovat. Tato metoda je samozrˇejmeˇ na´rocˇneˇjˇs´ı, nezˇ-li
kdyzˇ ma´me prˇedem slovn´ık nevy´znamovy´ch slov, ale dany´ slovn´ık je vzˇdy
tvorˇen na konkre´tn´ı dokument a odpada´ za´vislost uzˇ jen naprˇ. na pouzˇite´m
jazyku dokumentu.
Nevy´znamova´ slova se odstranˇuj´ı z dokument˚u, cˇi text˚u prˇi jejich zpra-
cova´n´ı a da´le jizˇ nedocha´z´ı k jejich zaindexova´n´ı, docha´z´ı k redukci velikosti
indexu a s t´ım posle´ze souvisej´ıc´ı i rychlejˇs´ı nalezen´ı odpoveˇdi pro dotaz
nad indexem. V neˇktere´ literaturˇe mu˚zˇeme narazit na pojem stopslovo (sto-




Prˇi zpracova´va´n´ı textu v prˇirozene´m jazyce nastane snadno prˇ´ıpad, kdy naprˇ.
pro slovo volat nedostaneme prˇi hleda´n´ı zˇa´dny´ vy´sledek, ale prˇitom dokument
mu˚zˇe obsahovat slova podobne´, naprˇ. volaj´ıc´ı, volany´, apod. Pro tyto prˇ´ıpady
se vyuzˇ´ıva´ tzv. lemmatiza´tor, ktery´ prˇeva´d´ı slova na jejich za´kladn´ı tvary, kte-
ry´m se rˇ´ıka´ lemmata. Mu˚zˇe k tomu vyuzˇ´ıt neˇkolik zp˚usob˚u. Prvn´ım z nich je
vyuzˇit´ı slovn´ıku, kde pro konkre´tn´ı slovo jsou uvedeny jeho dalˇs´ı mozˇne´ tvary.
Je jasne´, zˇe tyto slovn´ıky musej´ı by´t obsahoveˇ velmi rozsa´hle´. Druhou mozˇ-
nost´ı je vyuzˇit´ı algoritmicke´ lemmatizace, kdy se o z´ıska´n´ı lemmatu postara´
program. Lemmatizace je opeˇt, jako v prˇ´ıpadeˇ slovn´ıku nevy´znamovy´ch slov
(3.2) silneˇ za´visla´ na konkre´tn´ım jazyce dokumentu. Vzˇdy je potrˇeba mı´t ten
spra´vny´ slovn´ık nebo spra´vny´ algoritmus pro z´ıska´n´ı za´kladn´ıho tvaru slova,
nebot’ tvorba slov a jejich dalˇs´ıch tvar˚u nen´ı pro vsˇechny jazyky totozˇna´ a pro
kazˇdy´ jazyk se rˇ´ıd´ı jiny´mi pravidly.
Vyuzˇ´ıt lemmatizaci lze jizˇ v pr˚ubeˇhu vytva´rˇen´ı indexu nebo azˇ prˇi vyhod-
nocova´n´ı dotazu. V prvn´ım prˇ´ıpadeˇ se k jednotlivy´m termu˚m indexu naleznou
prˇ´ıslusˇna´ lemmata a ty se zaindexuj´ı. Docha´z´ı k redukci velikosti indexu, ale
na druhou stranu se z dokumentu vytra´c´ı konkre´tn´ı kontext, vy´znam textu.
Pokud vyuzˇijeme lemmatizaci prˇi vyhodnocova´n´ı dotazu, budeme ke slovu
z dotazu prˇipojovat jeho dalˇs´ı tvary a dojde tak k na´r˚ustu velikosti dotazu.
3.4 Stemming
Na rozd´ıl od lemmatizace nehleda´me slova za´kladn´ıch tvar˚u, ale korˇeny slov.
Algoritmu, hledaj´ıc´ı korˇeny slov se rˇ´ıka´ stemmer. Za´kladn´ı princip hleda´n´ı
korˇene je v odstraneˇn´ı koncovky a prˇedpony slova. Jelikozˇ tvorba slov je opeˇt
za´visla´ na konkre´tn´ım jazyku, tak i algoritmus stemmeru nen´ı pro kazˇdy´
jazyk totozˇny´.
3.5 Taxonomie
Taxonomie je kolekce termu˚, maj´ıc´ı mezi sebou vazbu. Kolekci si lze prˇed-
stavit jako strom, kde nejvysˇsˇ´ı u´rovenˇ je deˇlena do odveˇtv´ı, ve ktere´m se
cyklicky mohou jednotlive´ polozˇky da´le cˇlenit do dalˇs´ıch pododveˇtv´ı. Kazˇdy´
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term nizˇsˇ´ı neˇzˇ nejvysˇsˇ´ı u´rovneˇ ma´ pak rodicˇe a potomka. Rodicˇ jednotlivy´ch
termu˚ pak symbolizuje kategorii, kam term patrˇ´ı (zobecnˇuje jej) a potomek








Ontologie je strukturou shodna´ s taxonomi´ı, jen se liˇs´ı v reprezentaci vztahu
jednotlivy´ch termu˚. Vztah uzˇ nen´ı reprezentova´n pouze jako rodicˇ – potomek,
ale mu˚zˇe by´t libovolny´. Ontologie tedy obsahuje kolekci termu˚ a definici
vztah˚u, popisuj´ıc´ı vazbu mezi jednotlivy´mi termy.
3.7 Tezaurus
Tezaurus je slovn´ık, obsahuj´ıc´ı seznamy ekvivalentn´ıch slov (synonym). Kva-
lita hleda´n´ı synonym je tedy silneˇ za´visla´ na kvaliteˇ (obsahu) pouzˇite´ho slov-
n´ıku. Zde kvalitn´ı slovn´ık znamena´, zˇe obsahuje rozsa´hlou mnozˇinu slovn´ıch
pojmu˚ a jejich synonym. S t´ım souvis´ı i velikost takove´ho slovn´ıku, ktera´
nebude v prˇ´ıpadeˇ rozsa´hle´ho slovn´ıku zanedbatelna´.
Protozˇe pracujeme s prˇirozeny´m jazykem, mu˚zˇe nastat, zˇe pouzˇit´ım lem-
matizace dvou absolutneˇ vy´znamoveˇ rozd´ılny´ch slov dostaneme stejny´ za´klad
slova nebo podobneˇ u stemmingu dostaneme stejny´ korˇen slov. Je tedy nutne´
v teˇchto prˇ´ıpadech zna´t i dany´ kontext, abychom mohli urcˇit spra´vny´ vy´znam
slov.
Techniky, popsane´ v kapitola´ch vy´sˇe, jsou vyuzˇ´ıva´ny knihovnami Apache
Lucene[5] a Stanford CoreNLP [6], pouzˇity´ch v te´to pra´ci.
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4 Tvorba dotazu
Vyhleda´vat nemus´ıme pouze jednoduche´ dotazy typu: hledej slovo ”pocˇ´ıtacˇ”,
ale lze vyhleda´va´ r˚uzna´ slovn´ı spojen´ı. Aby to bylo mozˇne´, vyuzˇ´ıva´ se na´sle-
duj´ıc´ı techniky.
Boolovsky´ model
Pro sestaven´ı slozˇiteˇjˇs´ıho dotazu, neobsahuj´ıc´ı pouze jeden term, lze vyuzˇ´ıt
Booleovske´ opera´tory (AND, OR, XOR, NOT )
Vy´sledkem mu˚zˇe by´t naprˇ. dotaz:
syste´m souboru˚ AND Windows
kde se pozˇaduje hleda´n´ı vy´skytu slov syste´m soubor˚u tam, kde se vyskytuje
slovo Windows. V prˇ´ıpadeˇ neznalosti priority opera´tor˚u lze vyuzˇ´ıt za´vorek
(, ).
Krom vy´sˇe uvedeny´ch opera´tor˚u mohou mı´t Booleovske´ modely dalˇs´ı ope-
ra´tory a to tzv. proximitn´ı opera´tory [1], pomoc´ı nichzˇ lze stanovit vzda´le-
nosti vy´skytu termu˚ v dokumentech. V tabulce 4.1 jsou uvedeny prˇ´ıklady
proximitn´ıch opera´tor˚u.
Vy´raz Dokumenty, ktere´ obsahuj´ı ...
A adjacent B term A na´sledovany´ termem B.
A (n) words B term A na´sledovany´ termem B v maxima´ln´ı
vzda´lenosti n slov.
A sentence B termy A a B ve stejne´ veˇteˇ.
A paragraph B termy A a B ve stejne´m odstavci.
Tabulka 4.1: Proximitn´ı opera´tory
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V Booleovske´m modelu lze prˇi tvorbeˇ dotazu pouzˇ´ıt i primitivn´ı regula´rn´ı
vy´razy. V tabulce 4.2 [1] jsou popsa´ny pro uka´zku neˇktere´ regula´rn´ı vy´razy
a jejich vy´znamy.
Znak Vy´znam Prˇ´ıklad Vy´stup
. Libovolny´ znak . a, x, z
∗ Libovolny´ pocˇet vy´skytu znaku, ab* a, ab, abb, ...
vcˇetneˇ nulove´ho
+ Libovolny´ pocˇet vy´skytu znaku, ab+ ab, abb, ...
kromeˇ nulove´ho
[ ] Libovolny´ jeden znak ze za´vorek [abc] a, b, c
[ - ] Rozsah znak˚u v za´vorce [a - d] a, b, c, d
Tabulka 4.2: Booleovsky´ model – regula´rn´ı vy´razy
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5 Vy´znamnost dokument˚u
Vy´sˇe popsane´ postupy jsou snadno prˇedstavitelne´, hleda´me-li vy´raz v kon-
kre´tn´ım cˇla´nku nebo dokumentu. Polozˇ´ıme dotaz a dostaneme vy´sledek a po-
zici, kde jej mu˚zˇeme naj´ıt.
Nastane-li ale prˇ´ıpad, kdy ma´me teˇchto dokument˚u mnohokra´t v´ıce, hle-
da´me tedy naprˇ´ıcˇ velkou mnozˇinou dokument˚u, mu˚zˇeme na na´sˇ dotaz do-
stat velike´ mnozˇstv´ı vy´sledk˚u, ve ktery´ch se da´ jen velmi teˇzˇko orientovat.
Uva´zˇ´ıme-li nav´ıc, zˇe dokumenty jsou spolu cˇasto prova´za´ny r˚uzny´mi cita-
cemi, nastane situace, kdy se mnozˇina vy´sledk˚u mu˚zˇe zveˇtsˇit pra´veˇ o tyto
odkazovane´ dokumenty, nebot’ mohou take´ obsahovat na´mi hledany´ pojem.
Abychom ale urcˇili vy´znamnost dokument˚u, potrˇebujeme neˇjaky´ syste´m,
ktery´ na´m rˇekne, jaky´ vy´sledek je ten spra´vny´, resp. co nejprˇesneˇji odpov´ıda´
nasˇemu dotazu. Existuj´ı techniky, zaby´vaj´ıc´ı se touto problematikou, ktere´
hodnot´ı dokumenty v za´vislosti na jejich populariteˇ nebo na jejich prestizˇ-
nosti a jsou popsa´ny v na´sleduj´ıc´ıch kapitola´ch.
5.1 Indegree
Indegree je velmi jednoduchou reprezentac´ı hodnocen´ı popularity dokument˚u.
Spocˇ´ıva´ v mnozˇstv´ı odkaz˚u, vedouc´ı na dany´ dokument. Porˇad´ı popularity
dokument˚u pak neprˇ´ımo u´meˇrneˇ odpov´ıda´ pocˇtu vstupn´ıch odkaz˚u dane´ho
dokumentu.
Na obra´zku 5.1 je uveden prˇ´ıklad cˇtyrˇ dokument˚u (A, B, C, D) a jejich
vza´jemne´ prova´zanosti.
Dokument C je odkazova´n nejveˇtsˇ´ım pocˇtem ostatn´ıch dokument˚u a je





Jedna´ se o algoritmus hodnocen´ı d˚ulezˇitosti webovy´ch stra´nek, ale da´ se prˇe-
ve´st i na proble´m hodnocen´ı prestizˇnosti dokument˚u. Velikost hodnocen´ı ma´
pak vliv na pozici dokumentu ve vy´sledc´ıch vyhleda´va´n´ı. Hodnocen´ı dane´ho
dokumentu nespocˇ´ıva´ pouze na za´vislosti vstupn´ıch odkaz˚u, jak tomu bylo
u algoritmu indegree, ale na samotne´m hodnocen´ı dokument˚u, ktere´ dany´ do-
kument odkazuj´ı. Pokud ma´me tedy vy´znamny´ dokument, odkazuj´ıc´ı na dalˇs´ı
dokumenty, pak tyto dokumenty z´ıska´vaj´ı na d˚ulezˇitosti pra´veˇ d´ıky vysoke´mu
hodnocen´ı odkazuj´ıc´ıho dokumentu.
Uka´zˇeme si srovna´n´ı porˇad´ı dokument˚u po aplikaci PageRanku na stej-
ny´ch datech (obra´zek 5.1), jako v prˇ´ıpadeˇ indegree.
Za´kladem vy´pocˇtu hodnoty PageRanku pro dokument je na´sleduj´ıc´ı ite-











• PR t(i+1) – hodnota PageRanku dokumentu iterace i+1
• PR t(i) – hodnota PageRanku dokumentu iterace i
• O t(i) – pocˇet vy´stupn´ıch odkaz˚u na dalˇs´ı dokumenty
• d – damping faktor, naby´va´ hodnot <0,1> a znacˇ´ı pravdeˇpodobnost
pokracˇova´n´ı na dalˇs´ım odkazu aktua´ln´ıho dokumentu
• m – pocˇet dokument˚u
V prvn´ım fa´zi vy´pocˇtu je vsˇem dokument˚um prˇideˇlena stejna´ PageRank
hodnota. Vezmeme-li, zˇe soucˇet vsˇech hodnot dokument˚u se rovna´ jedne´,
potom plat´ı, zˇe kazˇdy´ dokument ma´ vy´choz´ı hodnotu PageRanku rovnu 1/m,
[2], tedy v nasˇem konkre´tn´ım prˇ´ıpadeˇ 1/4, viz obra´zek 5.2.
Obra´zek 5.2: PageRank – pocˇa´tecˇn´ı hodnoty
Druhy´m krokem je vytvorˇen´ı matice P s odkazy mezi dokumenty, kde
O(X,Y) je odkaz ze stra´nky X na stra´nku Y s hodnotou 1/O t(X). Matice
ma´ obecny´ tvar viz tabulka 5.1.
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O(A,A) O(A,B) ... O(A,m)
O(B,A) O(B,B) ... O(B,m)
... ... ... ...
O(m,A) O(m,B) ... O(m,m)
Tabulka 5.1: P matice odkaz˚u – obecny´ tvar
Matice P pro na´sˇ konkre´tn´ı prˇ´ıpad viz tabulka 5.2.
0 0 1 0
1/3 0 1/3 1/3
1/2 1/2 0 0
0 0 1 0
Tabulka 5.2: P matice odkaz˚u – konkre´tn´ı prˇ´ıklad
V prˇ´ıpadeˇ existence dokumentu, neodkazuj´ıc´ıho na zˇa´dne´ jine´ dokumenty,
docha´z´ı v matici v prˇ´ıslusˇne´ rˇa´dce dokumentu k nahrazen´ı nulovy´ch hodnot
hodnotami rovnaj´ıc´ı se 1/m. V tomto konkre´tn´ım prˇ´ıpadeˇ se zde zˇa´dny´ ta-
kovy´ dokument nenacha´z´ı, ale kdyby ano, hodnoty dokumentu v matici by
naby´valy cˇ´ısel 1/4.
Z matice P se da´le dle vzorce cˇ. 2 a pro damping faktor d = 0,85 [4]
vypocˇte matice M, uvedena´ v tabulce 5.3.
M = (1−d)
m
+ d · P (2)
0,0375 0,0375 0,8875 0,0375
0,32083 0,0375 0,32083 0,32083
0,8875 0,0375 0,0375 0,0375
0,0375 0,0375 0,8875 0,0375
Tabulka 5.3: M matice
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Pro jednotlive´ iterace vy´pocˇtu pak plat´ı vzorec cˇ. 3.
PRt(i+1) = PRt(i) ·M (3)
Iteracˇn´ı vy´pocˇet koncˇ´ı tehdy, konverguj´ı-li hodnoty PageRanku jednotli-
vy´ch dokument˚u. V tabulce 5.4 je uvedeno neˇkolik prvn´ıch iterac´ı vy´pocˇtu,
ze ktere´ vyply´vaj´ı dva vy´znamne´ dokumenty, konkre´tneˇ dokumenty A a C.
Iterace A B C D
0 1/4 1/4 1/4 1/4
1 0,3208 0,0375 0,5333 0,1088
2 0,5015 0,0375 0,4129 0,0481
3 0,399095 0,0375 0,5153 0,0481
4 0,486103 0,0375 0,4282 0,0481
.. .. .. .. ..
10 0,461201 0,0375 0,453157 0,0481
Tabulka 5.4: Tabulka iterac´ı vy´pocˇtu PageRanku
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Porˇad´ı dokument˚u po 10.iteraci je v na´sleduj´ıc´ı tabulce 5.5.





Tabulka 5.5: Hodnocen´ı dokument˚u – PageRank







Tabulka 5.6: Srovna´n´ı porˇad´ı metod Indegree a PageRank
Obeˇ metody na´m pro tento prˇ´ıklad daly trochu odliˇsne´ vy´sledky, kdy
Indegree nejv´ıce uprˇednostnilo dokument C, zat´ım co PageRank oznacˇil jako
nejlepsˇ´ı dokument A. Indegree na´m poskytuje pouze porˇad´ı dokument˚u, ale
vyuzˇit´ım PageRanku dostaneme ohodnocen´ı kazˇde´ho dokumentu, ze ktere´ho
lze vza´jemny´m porovna´n´ım urcˇit stupenˇ jejich vy´znamnosti. Naprˇ. srovna´n´ım
dokument˚u C a D dosta´va´me vy´sledek, zˇe dokument C je pro PageRank
prˇiblizˇneˇ 9,5 -kra´t zaj´ımaveˇjˇs´ım.
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6 Lucene
Lucene je open source1 knihovna, psana´ v jazyce JAVA, umozˇnˇuj´ıc´ı vysoce
vy´konne´ vyhleda´va´n´ı a indexaci dat. Na obra´zku 6.1 [3] je zna´zorneˇn vztah
mezi Lucene a aplikac´ı.
Obra´zek 6.1: Vztah Lucene k aplikaci
Aplikace poskytne Lucene data, ktera´ jsou knihovnou naindexova´na. Uzˇi-
vatel polozˇ´ı dotaz, ktery´ je prˇeda´n Lucene a na´sledneˇ docha´z´ı k jeho vyhle-
da´n´ı v indexu dat. Aplikace pak uzˇ jen zobraz´ı nalezene´ vy´sledky poskytnute´
knihovnou.




Pr˚ubeˇh indexace dat je zna´zorneˇn na obra´zku 6.2 [3]. Lucene umozˇnˇuje in-
dexaci dat r˚uzny´ch forma´t˚u, jako naprˇ. XML2, HTML3, MSWord4 a dal-
sˇ´ıch. Parser z´ıska´va´ ze vstupn´ıch dat text (tagy, slova), ktera´ jsou da´le zpra-
cova´va´na analyze´rem. Analyze´r mu˚zˇe slova porovna´vat se slovn´ıkem nevy´-
znamovy´ch slov (3.2), prˇeva´deˇt na mala´ cˇi velka´ p´ısmena a dalˇs´ı [5]. Takto
zpracovana´ data knihovna ulozˇ´ı do indexu ve formeˇ invertovane´ho souboru
(podkapitola 3.1).






Vytvorˇeny´ index lze ukla´dat dveˇma zp˚usoby:
• na pevny´ disk
• do operacˇn´ı pameˇti
Kazˇda´ mozˇnost s sebou nese vy´hody i nevy´hody. V prˇ´ıpadeˇ ukla´da´n´ı
indexu do pameˇti je nalezen´ı pozˇadovane´ polozˇky rychlejˇs´ı, ale v prˇ´ıpadeˇ vel-
ke´ho mnozˇstv´ı dat, mu˚zˇe nastat nedostatek operacˇn´ı pameˇti. Nav´ıc se index
prˇi kazˇde´m startu aplikace mus´ı do pameˇti opeˇtovneˇ nahra´t. Ulozˇen´ım indexu
na pevny´ disk nejsme omezeni velikost´ı operacˇn´ı pameˇti a odpada´ nutnost
prˇedcˇ´ıta´n´ı indexu prˇed startem aplikace. Dan´ı za to mu˚zˇe by´t pomalejˇs´ı na-
lezen´ı polozˇky v indexu.
Lucene umozˇnˇuje zkombinovat oba zp˚usoby ukla´da´n´ı indexu, kdy jako
prima´rn´ı pameˇt’ je vyuzˇ´ıva´na operacˇn´ı pameˇt’ a v prˇ´ıpadeˇ jej´ı nedostatecˇne´
velikosti je index prˇesunut na pevny´ disk. Operacˇn´ı pameˇt’ se pak da´ oznacˇit
jako tzv. vyrovna´vac´ı pameˇt’, ktera´ urychluje pra´ci s daty a omezuje cˇasty´




Dotaz, pro ktery´ chceme naj´ıt odpoveˇdi, Lucene nejprve analyzuje. Prˇi ana-
ly´ze dotazu se vytva´rˇ´ı termy dotazu a obdobneˇ jako prˇi indexaci se vyuzˇ´ıva´
nevy´znamovy´ch slov, prˇevodu na mala´/velka´ p´ısmena a pokud je trˇeba, vy-
uzˇije se Booleovsky´ch opera´tor˚u (kapitola 4). Upraveny´ dotaz se na´sledneˇ
hleda´ v indexu dat metodou p˚ulen´ı intervalu.
Obra´zek 6.3: Lucene – vyhleda´va´n´ı
Odpoveˇd´ı je seznam dokument˚u, odpov´ıdaj´ıc´ı polozˇene´mu dotazu, ktere´
jsou poskytnuty uzˇivateli (obra´zek 6.3). Knihovna umozˇnˇuje hleda´n´ı odpo-
veˇdi v indexu omezit r˚uzny´mi filtry. Pokud ma´me naprˇ. data obsahuj´ıc´ı cˇa-
sove´ u´daje, mu˚zˇeme nastavit filtr vyhleda´va´n´ı tak, aby vyhleda´val polozˇky
jen ze zvolene´ho omezene´ho cˇasove´ho obdob´ı. Uzˇivatel tak dostane pouze




Knihovna umozˇnˇuje prˇi indexaci, tak i prˇi vyhleda´va´n´ı identifikaci nevy´zna-
movy´ch slov (podkapitola 3.2), se ktery´mi da´le nepracuje. To obstara´va´ jizˇ
zmı´neˇny´ analyze´r. V prˇ´ıpadeˇ nutnosti prova´deˇt dalˇs´ı operace se slovy, ktere´
knihovna Lucene nepodporuje, je mozˇnost implementace vlastn´ıho analyze´ru
s danou funkcˇnost´ı.
Seznam nevy´znamovy´ch slov, ktere´ knihovna vyuzˇ´ıva´ je uveden v na´sle-
duj´ıc´ı tabulce 6.1.
a an and are
as at be but
by for if in
into is it no
not of on or
such that the their
then there these they
this to was will
with
Tabulka 6.1: Lucene – nevy´znamova´ slova
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Aplikace je navrzˇena jako webova´ aplikace, psana´ v programovac´ım jazyce
Java EE (Enterprise Edition) s vyuzˇit´ım vy´vojove´ho prostrˇed´ı Eclipse Java
EE vyuzˇ´ıvaj´ıc´ı framework PrimeFaces [10] staraj´ıc´ı se o GUI (Graphics User
Interface) aplikace. Jelikozˇ aplikace vyuzˇ´ıva´ neˇkolik knihoven, bylo pro pro-
jekt vyuzˇit na´stroj Apache Maven[11], ktery´ se stara´ o snadneˇjˇs´ı konfiguraci
a sestaven´ı cele´ho projektu.
Cela´ pra´ce stoj´ı na neˇkolika hlavn´ıch bodech:
• indexace dat
• polozˇen´ı a tvorba dotazu
• vyhleda´n´ı vy´sledk˚u
• hodnocen´ı nalezeny´ch vy´sledk˚u
Na obra´zku 7.1 je uveden vy´vojovy´ diagram aplikace, kde je mozˇne´ vi-
deˇt jednotlive´ cˇa´sti programu a postup, jak samotne´ vyhleda´va´n´ı prob´ıha´.
Jednotlive´ kroky algoritmu jsou popsa´ny da´le v te´to kapitole.
Pro indexaci dat a vyhleda´va´n´ı v nich byla pouzˇita knihovna Apache
Lucene[5], nebot’ z hlediska vy´konnosti nebylo mozˇne´ prova´deˇt hleda´n´ı tri-
via´ln´ımi zp˚usoby, jako je naprˇ. metoda brute force, zmı´neˇna´ v 2.1.1.
7.1 Vstupn´ı data
Web of Science
Jedna´ se o citacˇn´ı databa´zi, obsahuj´ıc´ı informace o veˇdecky´ch cˇla´nc´ıch, jako
naprˇ. jejich abstrakty, citace nebo i jejich texty. Databa´ze obsahuje data
veˇdecky´ch prac´ıch od roku 1945. Je prˇ´ıstupna´ prˇes online porta´l1 nebo ji lze
vyuzˇ´ıvat offline, ve formeˇ xml souboru, jako je tomu v prˇ´ıpadeˇ te´to pra´ce.
1http://isiknowledge.com/
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Obra´zek 7.1: Vy´vojovy´ diagram aplikace
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Vstupem te´to pra´ce je pouzˇita cˇa´st dat databa´ze WoS, konkre´tneˇji cˇa´st z ob-
dob´ı od roku 1995 do 2007 . Data jsou ulozˇena v xml souboru, se strukturou
viz prˇ´ıloha A.1. Data obsahuj´ı celkem 149348 za´znamu˚.
ACM ontologie
Pro vyuzˇit´ı ontologie jsou pouzˇita data ACM (Association for Computing
Machinery). Data jsou ulozˇena v xml a maj´ı strukturu dat viz prˇ´ıloha A.2.
Obsahuj´ı celkem 4600 za´znamu˚. Pro indexaci a vyhleda´va´n´ı se zde pouzˇ´ıva´
take´ knihovna Apache Lucene.
ACM ontologie se zaby´va´ konkre´tneˇ oblast´ı vy´pocˇetn´ı techniky. Je do-
stupna´ online [8] nebo ve formeˇ XML souboru [9] a obsahuje na´sleduj´ıc´ı
oblasti:
• General and reference
• Hardware
• Computer systems organization
• Networks
• Software and its engineering
• Theory of computation
• Mathematics of computing
• Information systems




• Social and professional topics
• Proper nouns: People, technologies and companies
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Vy´sˇe vypsane´ oblasti se da´le deˇl´ı na dalˇs´ı podoblasti. Jako prˇ´ıklad vezmeme
Hardware, ktery´ ma´ podoblasti Hardware test a Integrated circuits.
Podoblast Hardware se da´le deˇl´ı na:
• Fault models and test metrics
• Memory test and repair
• Hardware reliability screening
S vyuzˇit´ım ontologie mu˚zˇeme prˇi hleda´n´ı pojmu Hardware test r˚uzneˇ upravo-
vat na´sˇ dotaz. Mu˚zˇeme ho zobecnit, kdy k vyhleda´vane´mu pojmu prˇipoj´ıme
oblast, do ktere´ na´sˇ pojem patrˇ´ı, v tomto prˇ´ıpadeˇ Hardware a jeho podoblast
Integrated circuits, nebo mu˚zˇeme dotaz v´ıce konkretizovat, kdy vyhleda´va´me
v podoblastech nasˇeho pojmu, tedy v Fault models and test metrics, Memory
test and repair a Hardware reliability screening.
Udeˇlene´ ceny
Pro hodnocen´ı vy´znamnosti autor˚u jsou pouzˇita data, obsahuj´ıc´ı seznam cen
a autor˚u, kterˇ´ı obdrzˇeli vy´znamne´ ceny v urcˇity´ch oblastech. Data jsou ulo-
zˇena v samostatny´ch csv souborech jednotlivy´ch oceneˇn´ı.
• ACM Fellows2 – udeˇluj´ıc´ı se za inovace ve vy´pocˇetn´ı technice
• ACM Turing Award3 – oznacˇova´na jako Nobelova cena vy´pocˇetn´ı tech-
niky
• ACM SIGMOD Edgar F. Codd Innovation Award4 – udeˇluj´ıc´ı se za
prˇ´ınosy v oblasti spra´vy dat a databa´zovy´ch syste´mu˚




5The Institute for Scientific Information
6http://www.isihighlycited.com/
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Data udeˇleny´ch cen v te´to pra´ci jsou ze stejne´ho cˇasove´ho obdob´ı jako WoS
data. Vzhledem k principu udeˇlova´n´ı cen, kdy ceny za cˇla´nky se udeˇluj´ı
zpeˇtneˇ, nikoliv v obdob´ı jejich publikace, by bylo vhodne´ vyuzˇ´ıt data o udeˇ-
leny´ch cena´ch z cˇasoveˇ posunute´ho obdob´ı (oproti vstupn´ım dat˚um). Prˇi
tvorbeˇ te´to pra´ce ale byla dostupna´ pouze data ze shodne´ho cˇasove´ho obdob´ı,
nicme´neˇ aplikace umozˇnˇuje tyto data kdykoliv v budoucnu aktualizovat (viz
podkapitola 8.4).
Lemmatizace
Pro lemmatizaci slov je pouzˇita knihovna Stanford CoreNLP [6]. Knihovna
neumı´ pracovat s cˇesky´m jazykem, ale vzhledem k WoS dat˚um, ktere´ jsou




Ve vstupn´ıch datech byly vybra´ny na´sleduj´ıc´ı polozˇky, pro ktere´ je vytva´rˇen
index. (Struktura dat viz prˇ´ıloha A.1).
• recid – cˇ´ıslo publikace
• source title – na´zev publikace
• item title – na´zev cˇla´nku
• primary author – prima´rn´ı autor
• author – sekunda´rn´ı autorˇi
• keyword – kl´ıcˇova´ slova
• ref – reference na dalˇs´ı publikace
• bib id – rozsah stra´nek v publikaci, rok vyda´n´ı publikace
• primarylang – jazyk publikace
• doctype – typ publikace
• abstract – abstrakt publikace
• email name – jme´no autora na´sleduj´ıc´ıho emailu
• email addr – email autora
• rp author – jme´no autora na´sleduj´ıc´ı adresy
• rp address – adresa autora
• rp organization – organizace autora
• rp state – sta´t autora
• rp street – ulice adresy autora
• rp city – meˇsto adresy autora
• rp country – zemeˇ autora
• rp zip – posˇtovn´ı smeˇrovac´ı cˇ´ıslo adresy
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O proces indexace se stara´ knihovna Apache Lucene, ktera´ k indexaci xml
souboru vyuzˇ´ıva´ knihovny Digester [7], cozˇ je vlastneˇ parser xml, ktere´mu rˇek-
neme, jake´ xml tagy potrˇebujeme zpracovat, on je zpracuje a poskytne da´le
knihovneˇ Lucene, ktera´ z nich vytvorˇ´ı index a ulozˇ´ı jej. V prˇ´ıpadeˇ te´to pra´ce
bylo zvoleno ukla´da´n´ı indexu na pevny´ disk. Odpadaj´ı tak mozˇne´ komplikace
prˇi vyuzˇit´ı operacˇn´ı pameˇti (podkapitola 6.1) a nav´ıc, vy´hoda rychlejˇs´ıho na-
lezen´ı polozˇky v indexu je vzhledem k dalˇs´ım operac´ım (tvorba s´ıteˇ a jej´ı
hodnocen´ı), trvaj´ıc´ı o pozna´n´ı de´le, minoritn´ı.
Obdobneˇ jako index pro vstupn´ı data se vytva´rˇ´ı index pro data ACM.
Zde se ale nav´ıc prova´d´ı prˇedzpracova´n´ı dat souboru, nebot’ tak jak jsou
data dostupna´, obsahuj´ı nepovolene´ znaky a xml tagy, ktere´ Lucene neumı´





Tabulka 7.1: Nahrazen´ı znak˚u v datech ACM
Pro data ACM (struktura viz prˇ´ıloha A.2) jsou indexovane´ na´sleduj´ıc´ı po-
lozˇky:
• concept – cˇ´ıslo oblasti
• prefLabel – na´zev oblasti
• altLabel – alternativn´ı na´zev oblasti
• broader – cˇ´ıslo nadoblasti
• narrower – cˇ´ıslo podoblasti
V prvn´ım kroku tedy dojde k vytvorˇen´ı dvou index˚u, obsahuj´ıc´ı nain-
dexovana´ data z databa´ze WoS a data ACM ontologie. Velikost dat WoS
je 539MB a ACM dat 1,24MB. Vytvorˇen´ım indexu se data zredukovala na
velikost 115MB (o 21% ) pro data WoS a pro data ACM pouze na 290kB
(o 23% ).
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7.3 Tvorba dotazu
Jak bylo popsa´no v kapitole 4 i zde se vyuzˇ´ıva´ prˇi tvorbeˇ dotazu Booleovske´ho
modelu, kdy se dotaz sestavuje z neˇkolika cˇa´st´ı. K dotazu se prˇipojuj´ı nalezene´















Vy´sledny´ dotaz pouze s vyuzˇit´ım ACM vypada´ na´sledovneˇ:
(operating system) OR (os) OR (monitor in operating system) OR
(MS-DOS) OR (realtime systems) OR (windows operating system)
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Prˇida´-li se nav´ıc lemmatizace, dotaz bude upraven na´sledovneˇ:
( ((operating OR operate) AND (system OR systems) ) OR
(os) OR
((monitor OR monitors) AND in AND (operating OR operate)
AND (system OR systems) ) OR
(MS-DOS) OR
(realtime AND (systems OR system) ) OR
((windows OR window) AND (operating OR operate)
AND (system OR systems)) )
Dotaz s vyuzˇit´ım lemmatizace a ontologie znacˇneˇ naby´va´ na sve´ velikosti.
Nen´ı ale pravidlem, zˇe vyuzˇit´ım teˇchto technik dosa´hneme nalezen´ı prˇesneˇj-
sˇ´ıch vy´sledk˚u. Mu˚zˇeme jimi do dotazu zave´st klamne´ pojmy, nesouvisej´ıc´ı
s kontextem a t´ım negativneˇ ovlivnit vy´sledek vyhleda´va´n´ı. Prˇ´ıkladem mu˚zˇe
by´t lemma pro slovo windows, ktere´ lemmatiza´tor urcˇil jako window. Lemma
je urcˇene´ sice spra´vneˇ, ale z hlediska vy´znamu slova v konkre´tn´ım kontextu
u´plneˇ chybneˇ.
7.4 Vyhleda´va´n´ı
Ze zvoleny´ch polozˇek prˇi indexaci dat (podkapitola 7.2) je zrˇejme´, ve ktery´
lze vyhleda´vat polozˇene´ dotazy. Uzˇivatel tedy mu˚zˇe vyhleda´vat naprˇ. podle
titulu cˇla´nku, autora, jeho emailu nebo mu˚zˇe polozˇit dotaz na urcˇitou lokalitu
a v odpoveˇdi dostane vsˇechny publikace pocha´zej´ıc´ı z dane´ lokality. K vyhle-
da´va´n´ı se vyuzˇ´ıva´ knihovnou Lucene prˇedem prˇipraveny´ index. Vyhleda´va´n´ı
v indexu ma´ na starosti stejna´ knihovna.
Vyhleda´vaj´ı se cˇla´nky v za´vislosti na polozˇene´m dotazu, ktery´ procha´z´ı
r˚uzny´m prˇedzpracova´n´ım (viz podkapitola 7.3). Vy´sledky vyhleda´va´n´ı vsˇak
nejsou bra´ny jako fina´ln´ı a prova´d´ı se dalˇs´ı rozsˇiˇruj´ıc´ı vyhleda´va´n´ı. Toto vy-
hleda´va´n´ı zohlednˇuje vza´jemne´ reference cˇla´nk˚u a autor˚u, protozˇe na po-
lozˇeny´ dotaz mu˚zˇe le´pe vyhovovat jiny´ cˇla´nek, ktery´ sice neobsahuje dana´
kl´ıcˇova´ slova ktera´ hleda´me, ale veˇnuje se stejne´ te´matice a byl by tak v prˇ´ı-
padeˇ nevyuzˇit´ı vza´jemny´ch referenc´ı nenalezen.
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V prvn´ım kole tedy dojde k nalezen´ı cˇla´nk˚u, obsahuj´ıc´ı kl´ıcˇova´ slova. Z teˇchto
vy´sledk˚u se z´ıskaj´ı reference na dalˇs´ı cˇla´nky, ktere´ se na´sledneˇ vyhledaj´ı a prˇi-
daj´ı do mnozˇiny vy´sledk˚u. Dalˇs´ı hleda´n´ı referenc´ı ve vy´sledc´ıch neprob´ıha´.
Vyhleda´va´ se tedy jen jedna u´rovenˇ referenc´ı. Vyhleda´va´n´ım dalˇs´ıch u´rovn´ı
referenc´ı by mohlo do mnozˇiny vy´sledk˚u zane´st jizˇ nerelevantn´ı vy´sledky.
Vy´sledek vyhleda´va´n´ı se skla´da´ ze seznamu objekt˚u, resp. cˇla´nk˚u, obsa-
huj´ıc´ı vsˇechny potrˇebne´ informace, ktere´ byly obsazˇeny ve vstupn´ım souboru
WoS.
7.4.1 Tvorba s´ıteˇ
Z nalezeny´ch cˇla´nk˚u program vybere vsˇechny autory, ktere´ budou reprezen-
tovat uzly vytva´rˇene´ s´ıteˇ. Ke kazˇde´mu uzlu se prˇipoj´ı cˇla´nky z vy´sledk˚u
vyhleda´va´n´ı, ktere´ dany´ autor publikoval. Po vytvorˇen´ı vsˇech uzl˚u s´ıteˇ na´-
sleduje jejich vza´jemne´ propojen´ı, vytvorˇen´ı hran s´ıteˇ. Hrana mezi uzly je
vytvorˇena tehdy, pokud jeden autor odkazuje na druhe´ho v neˇktere´ ze svy´ch
publikac´ı.
Vznikne tak s´ıt’ autor˚u, kde kazˇdy´ autor (uzel) obsahuje sve´ publikace
a reference na dalˇs´ı autory.
7.4.2 Hodnocen´ı vy´sledk˚u
Z takto vytvorˇene´ s´ıteˇ se da´le prova´d´ı tvorba matice sousednosti, ktera´ je
za´kladem pro vy´pocˇet hodnot PageRanku. Matice sousednosti obsahuje hod-
notu 1 tam, kde jeden uzel odkazuje na dalˇs´ı. V prˇ´ıpadeˇ, zˇe uzel ma´ v´ıce
odkaz˚u na dalˇs´ı uzly, dojde k u´praveˇ matice tak, zˇe p˚uvodn´ı hodnota 1 je
deˇlena celkovy´m pocˇtem odkazuj´ıc´ıch odkaz˚u dane´ho uzlu. Dalˇs´ım krokem
je zohledneˇn´ı prˇ´ıpadne´ existence uzlu, ktery´ nema´ zˇa´dne´ odkazy na dalˇs´ı
uzly, tedy v matici obsahuje same´ 0. Nulove´ hodnoty se nahrad´ı cˇ´ıslem, rov-
naj´ıc´ı se pod´ılu 1 a celkove´mu pocˇtu uzl˚u. Z takto prˇipravene´ matice se dle
vzorce cˇ. 2 z podkapitoly 5.2 provede fina´ln´ı u´prava matice, viz na´sleduj´ıc´ı
uka´zka cˇa´sti programove´ho ko´du:
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pr i va t e f i n a l double ALPHA = 0 . 8 5 ;
p r i va t e f i n a l double ONE = 1 . 0 ;
. . .
p r i va t e double [ ] [ ] c r eateF ina lyMatr ix ( double [ ] [ ] matrix ){
double f a c t o r = ( ONE − ALPHA ) ∗
( ONE / ( ( double ) matrix . l ength ) ) ;
f o r ( i n t i = 0 ; i < matrix . l ength ; i++) {
f o r ( i n t j = 0 ; j < matrix . l ength ; j++) {
matrix [ i ] [ j ] = ( ALPHA ∗ matrix [ i ] [ j ] ) + ( f a c t o r ) ;
}
}
r e turn matrix ;
}
Na za´veˇr se prova´d´ı oveˇrˇen´ı spra´vnosti hodnot matice, kdy soucˇet hodnot
jednotlivy´ch rˇa´dek mus´ı by´t roven 1.
Takto vytvorˇena´ matice je vstupem pro vy´pocˇet hodnot PageRanku. Jedna´
se o iteracˇn´ı vy´pocˇet, kdy je v pocˇa´tecˇn´ı iteraci zvolena stejna´ vy´choz´ı hod-
nota PageRanku pro kazˇde´ho autora. Jedna´ se o vektor hodnot, maj´ıc´ı de-
faultn´ı hodnoty 1 / pocˇet autor˚u, v´ıce viz podkapitola 5.2. S pocˇa´tecˇn´ım
vektorem se dle vzorce cˇ. 3 (podkapitola 5.2) zaha´j´ı iteracˇn´ı vy´pocˇet , viz na´-
sleduj´ıc´ı programovy´ ko´d, kde je uka´zka vy´pocˇtu jedne´ iterace PageRanku:
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pr i va t e f i n a l double ZERO INIT = 0 . 0 ;
. . .
p r i va t e double [ ] computeOneIteration ( double [ ] l a s tVec to r ){
double [ ] nextVector = new double [ l a s tVec to r . l ength ] ;
double tmpVal = ZERO INIT ;
f o r ( i n t i = 0 ; i < inputMatrix . l ength ; i++) {
f o r ( i n t j = 0 ; j < inputMatrix . l ength ; j++) {
tmpVal += ( l a s tVec to r [ j ] ∗ inputMatrix [ i ] [ j ] ) ;
}
nextVector [ i ] = tmpVal ;
tmpVal = ZERO INIT ;
}
r e turn nextVector ;
}
Vzhledem k mozˇne´ na´rocˇnosti vy´pocˇtu (prˇi velke´m pocˇtu vy´sledk˚u) se
ukoncˇovac´ı podmı´nka iteracˇn´ıho algoritmu kontroluje pouze po kazˇde´ 10. ite-
raci. Pro splneˇn´ı ukoncˇovac´ı podmı´nky algoritmu mus´ı by´t rozd´ıl Euklidov-
sky´ch norem dvou po sobeˇ jdouc´ıch vektor˚u mensˇ´ı nezˇ Epsilon, ktere´ bylo
stanoveno na 0,0000001.
Ukoncˇen´ım iteracˇn´ıho vy´pocˇtu dostaneme vektor hodnot, odpov´ıdaj´ıc´ı
hodnota´m PageRanku pro jednotlive´ uzly (autory). Hodnoty z vektoru jsou
prˇiˇrazeny autor˚um a na´sledneˇ rˇazeny dle jejich velikosti.
Algoritmus je schopen urcˇit take´ hodnoty popularity (indegree) jednot-
livy´ch autor˚u. Vyuzˇ´ıva´ k tomu vytvorˇenou s´ıt’ autor˚u pro algoritmus Page-
Rank, ve ktere´ pocˇ´ıta´ pro jednotlive´ autory pocˇty vstupn´ıch odkaz˚u. Dle
teˇchto hodnot pak prob´ıha´ rˇazen´ı jednotlivy´ch autor˚u. Hodnoty popularity
ve fina´ln´ım programu nebyly vyuzˇity, slouzˇ´ı pouze pro srovna´n´ı s algoritmem




Pro kazˇde´ho autora, ktery´ se dostal do fina´ln´ıho seznamu vy´sledk˚u jsou zjiˇs-
t’ova´ny dalˇs´ı informace, ohledneˇ jeho z´ıskany´ch cen z r˚uzny´ch oblast´ı. Vzhle-
dem k dostupny´m dat˚um se pro autory zjiˇst’uje, zda neobdrzˇeli neˇkterou
z na´sleduj´ıc´ıch cen:
• ACM Fellows
• ACM Turing Award
• ACM SIGMOD Edgar F. Codd Innovation Award
• ISI Higly Cited
V prˇ´ıpadeˇ, zˇe autor neˇkterou z vy´sˇe uvedeny´ch cen obdrzˇel, dojde k zob-
razen´ı informace u vy´pisu autora, viz obra´zek 8.12. Dostupna´ data jsou ze
stejne´ho obdob´ı, jako vstupn´ı data WoS a jsou ulozˇeny v samostatny´ch CSV
souborech (podkapitola 7.1), ktere´ zpracova´va´ jednoduchy´ parser.
Udeˇlene´ ceny autor˚u da´le slouzˇ´ı k oveˇrˇen´ı funkcˇnosti aplikace, viz podka-
pitola 7.6.
7.4.4 Prˇ´ıklad vyhleda´va´n´ı
V tabulce 7.2 je uvedeno neˇkolik prˇ´ıklad˚u dotaz˚u s pocˇtem nalezeny´ch vy´-
sledk˚u pro r˚uzna´ nastaven´ı vyhleda´va´n´ı.
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Dotaz/Pocˇet publikac´ı Standardn´ı Vyuzˇit´ı Vyuzˇit´ı
nastaven´ı lemmatizace ontologie
operating system 276 278 7496
computer vision 3715 3715 16898
database application 137 137 180
database systems 1543 1949 12446
mobile devices 155 199 579
websites 102 198 104
database queries 221 674 221
system Windows 32 63 713
document structure 99 99 104
system security 366 366 1635
Tabulka 7.2: Prˇ´ıklady vyhleda´va´n´ı
Pocˇet vy´sledk˚u v prˇ´ıpadeˇ vyuzˇit´ı lemmatizace nijak dramaticky nenar˚usta´.
Lemmatizace vytva´rˇ´ı pro slova jejich lemmata, ktera´ jsou v tomto prˇ´ıpadeˇ
veˇtsˇinou jednotna´/mnozˇna´ cˇ´ısla slov, ktera´ jsou prˇida´na do vstupn´ıho do-
tazu. Vzhledem k pocˇtu (jednotky) lemmat tak vstupn´ı dotaz nijak vy´razneˇ
nenar˚usta´. Opakem je ale vyuzˇit´ı ACM ontologie, kdy pro vstupn´ı dotaz
jsou nalezeny dalˇs´ı pojmy z ontologie. Nove´ pojmy se prˇipojuj´ı ke vstupn´ımu
dotazu a v za´vislosti nastaven´ı ontologie jej zobecnˇuj´ı, cˇi konkretizuj´ı. Tzn.
budou se vyhleda´vat odpoveˇdi pro v´ıce dotaz˚u a dostaneme veˇtsˇ´ı mnozˇinu
vy´sledk˚u, viz podkapitola 7.3.
7.5 Srovna´n´ı metod hodnocen´ı autor˚u
Vy´sledky vyhleda´va´n´ı metodou PageRank a Indegree byly srovna´va´ny dveˇma
zp˚usoby. Vzˇdy bylo z vy´sledk˚u hodnocen´ı vzato prvn´ıch x nejlepsˇ´ıch pozic,
obsahuj´ıc´ı ohodnocene´ autory.
Prvn´ı zp˚usob srovna´n´ı metod spocˇ´ıva´ v porovna´va´n´ı porˇad´ı jednotlivy´ch
autor˚u naprˇ´ıcˇ metodami. Tabulka 7.3 ukazuje procentueln´ı shodu porˇad´ı au-
tor˚u. Naprˇ. v prvn´ıch 5-ti nejlepsˇ´ıch vy´sledc´ıch se pro dotaz operating system
shodovalo porˇad´ı 37,5% autor˚u.
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Pocˇet prvn´ıch pozic
Dotaz 5 10 20 30 40 50
operating system 37,5 17,6 11,3 8,3 4,5 3,1
database application 30 38,2 23,9 8,8 7,9 7,9
database system 80 70 62,5 52,7 48,9 45,9
mobile devices 0 7,6 5,9 2,6 2,5 2,5
websites 0 7,6 14,3 9,6 6,1 6,1
database qieries 33,3 18,8 9,3 6,1 9,25 7
system Windows 21,2 22,6 21,8 21,8 21,8 21,8
document structure 20 12,1 18,7 21,8 15,9 18,9
system security 80 33,3 12,5 11 6,9 4,5
Pr˚umeˇr [%] 33,57 25,32 20,02 15,86 13,75 13,01
Tabulka 7.3: Shoda porˇad´ı autor˚u ve vy´sledc´ıch metod PR a Indegree
Druha´ metoda srovna´va´ vy´skyt shodny´ch autor˚u ve vy´sledc´ıch jedne´
a druhe´ metody bez ohledu na jejich porˇad´ı. Tabulka 7.4 ukazuje procentueln´ı
pod´ıl shodny´ch autor˚u pro neˇkolik prvn´ıch podmnozˇin vy´sledk˚u hodnocen´ı.
Naprˇ. pro dotaz operating system a 5 prvn´ıch hodnocen´ı se ve vy´sledc´ıch
obou metod vyskytuje 95,2% shodny´ch autor˚u.
Pocˇet prvn´ıch pozic
Dotaz 5 10 20 30 40 50
operating system 95,2 98,8 98 98,1 98,4 99,9
database application 96 97,45 100 100 100 100
database system 95,2 97,4 99,9 99,9 99,9 100
mobile devices 93,6 96,4 97 100 100 100
websites 44,4 70 83,8 96,6 100 100
database qieries 52,4 98,7 97,4 99,7 100 100
system Windows 97,6 99,8 100 100 100 100
document structure 95 90,7 99,8 99,9 100 100
system security 95,2 90,5 96,4 99,9 99,9 100
Pr˚umeˇr [%] 84,96 93,31 96,92 99,34 99,8 100
Tabulka 7.4: Vy´skyt stejny´ch autor˚u ve vy´sledc´ıch metod PR a Indegree
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Na obra´zku 7.2 je zna´zorneˇn pr˚umeˇrny´ pr˚ubeˇh shody porˇad´ı autor˚u s nar˚usta-
j´ıc´ım pocˇtem vy´sledk˚u (z tabulky 7.3). Graf zna´zornˇuje, zˇe metody se v hod-
nocen´ı autor˚u s jejich nar˚ustaj´ıc´ım pocˇtem v´ıce rozcha´zej´ı.
Obra´zek 7.2: Graf srovna´n´ı metod PR a Indegree – shoda porˇad´ı autor˚u
Graf na obra´zku 7.3 zobrazuje tabulku 7.4 a je z neˇj videˇt, zˇe metody pro
prvn´ıch neˇkolik vy´sledk˚u nevyhodnot´ı stejne´ autory jako ty nejlepsˇ´ı. S nar˚us-
taj´ıc´ım pocˇtem vy´sledk˚u se samozrˇejmeˇ mnozˇina hodnoceny´ch autor˚u srov-
na´va´.
Obra´zek 7.3: Graf srovna´n´ı metod PR a Indegree – shoda vy´skytu autor˚u
Porovna´n´ım metod zp˚usobem, jak je popsany´ v podkapitole 7.6 pro Page-
Rank, vysˇel algoritmus PageRank jako lepsˇ´ı volbou pro vyuzˇit´ı v te´to pra´ci,
kdy vy´znamneˇjˇs´ı autorˇi byli rˇazeni v zˇebrˇ´ıcˇku vy´sˇe.
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7.6 Oveˇrˇen´ı relevance vy´sledk˚u
Pro oveˇrˇen´ı, zda aplikace vyhleda´va´ na dotazy spra´vne´ odpoveˇdi, bylo vyu-
zˇito ceny ACM Fellows. Seznam udeˇleny´ch cen ma´ aplikace v souboru, viz
podkapitola 7.4.3 a v prˇ´ıpadeˇ, zˇe autor danou cenu obdrzˇel, je u neˇj zobra-
zena ve vy´pisu vy´sledk˚u. Data, vyuzˇ´ıvane´ aplikac´ı obsahuj´ı seznam autor˚u
a cen, neobsahuj´ı vsˇak informace, za co danou cenu autor obdrzˇel. Aby bylo
mozˇne´ oveˇrˇit relevantnost vy´sledk˚u vyhleda´va´n´ı, je potrˇeba polozˇit aplikaci
dotaz odpov´ıdaj´ıc´ı te´matice, ktere´ se oceneˇny´ autor veˇnuje. Pro tyto u´cˇely
poslouzˇil online seznam7 udeˇleny´ch cen ACM Fellows, kde mimo samotny´
seznam obdarovany´ch autor˚u jsou i informace o oblasti, za kterou tuto cenu
autor z´ıskal. Z informac´ı na´hodneˇ vybrany´ch autor˚u bylo vytvorˇeno neˇkolik
dotaz˚u, viz tabulka 7.5, ty´kaj´ıc´ı se oblasti jejich za´jmu. Tyto dotazy byly na´-
sledneˇ aplikac´ı vyhleda´ny a probeˇhla kontrola, zda se ve vy´sledc´ıch vyskytl
prˇ´ıslusˇny´ autor, maj´ıc´ı vazbu s t´ımto dotazem. V tabulce 7.5 je uvedeno
neˇkolik prˇ´ıklad˚u oveˇrˇen´ı spra´vnosti vyhleda´va´n´ı.
Oceneˇny´ Pozice ve
Dotaz autor vy´sledc´ıch
medical image analysis Jain Anil K 14
error detection Bose Bella 15
DBMS Hellerstein Joseph M 7
management in wireless networks Akyildiz Ian F 1
mobile network Chlamtac Imrich 5
information retrieval Croft Bruce W 17
approximation algorithms Motwani Rajeev 2
real-time system Shin Kang G 3
parallel and distributed computing Kedem Zvi 10
internet applications Paxson Vern 2
Tabulka 7.5: Oveˇrˇen´ı relevance vyhleda´va´n´ı
7http://awards.acm.org/fellow/year.cfm
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7.7 Graficke´ rozhran´ı aplikace
Prezentacˇn´ı vrstva aplikace je jednoducha´ webova´ stra´nka (viz obra´zek 7.4),
vytvorˇena frameworkem Primefaces. Webova´ stra´nka je v jednoduche´m a prˇe-
hledne´m stylu. Vzhledem k aktua´ln´ı dobeˇ, kdy se hojneˇ vyuzˇ´ıvaj´ı mobiln´ı za-
rˇ´ızen´ı, je stra´nka navrzˇena jako responzivn´ı, tj. je optimalizova´na pro vsˇechny
druhy zarˇ´ızen´ı (pocˇ´ıtacˇ, tablet, mobiln´ı telefon, atd.). Prvky stra´nky se dy-
namicky upravuj´ı, v za´vislosti na jake´m zarˇ´ızen´ı je zobrazova´na. To prˇina´sˇ´ı
komfort pro uzˇivatele prˇi pra´ci s aplikac´ı.
Obra´zek 7.4: U´vodn´ı stra´nka aplikace
Pro jednodusˇsˇ´ı ovla´da´n´ı aplikace, anizˇ by bylo nutne´ prˇep´ınat mezi v´ıce
stra´nkami, bylo zvoleno vyuzˇit´ı za´lozˇek na jedne´ stra´nce (obra´zek 7.5). Jed-
notlive´ za´lozˇky pak obsahuj´ı prˇ´ıslusˇne´ funkce:
• Vyhleda´va´n´ı – vyhleda´va´n´ı v indexu a zobrazova´n´ı vy´sledk˚u vyhleda´-
va´n´ı
• Indexace – informace o indexu a mozˇnost jeho vytvorˇen´ı
• Nastaven´ı – nastaven´ı vyhleda´va´n´ı (ACM, lemmatizace, reference)
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Obra´zek 7.5: Za´lozˇky stra´nky
7.8 Databa´ze a logova´n´ı
Aplikace ma´ ve vy´choz´ı slozˇce (podkapitola 8.4) ulozˇen soubor databa´ze log.db
a logu log.csv. Do teˇchto soubor˚u se ukla´daj´ı vy´razy, ktere´ uzˇivatel hleda´.
Za´znamy jsou ulozˇeny s cˇasovou znacˇkou a cˇ´ıslem, uda´vaj´ıc´ı, kolik vy´sledk˚u
se pro dany´ vy´raz nasˇlo. Dalˇs´ı vyuzˇit´ı databa´ze by bylo mozˇne´ k doplnˇova´n´ı
nebo napov´ıda´n´ı prˇi psan´ı dotazu nebo by se data mohla vyuzˇ´ıt pro vytvorˇen´ı
r˚uzny´ch zˇebrˇ´ıcˇk˚u, naprˇ. nejhledaneˇjˇs´ı polozˇky, apod.
Jako databa´ze je vyuzˇita SQLite8 se strukturou uvedenou v na´sleduj´ıc´ı
tabulce 7.6.
ID (int) QUERY (string) COUNT RESULT (int) DATE (datetime)
Tabulka 7.6: Struktura databa´ze pro logova´n´ı
7.9 Lokalizace aplikace
Vsˇechny texty graficke´ho rozhran´ı aplikace jsou umı´steˇny spolecˇneˇ v jednom
souboru resources.properties. To umozˇnˇuje velice snadnou lokalizaci aplikace






Pro ovla´da´n´ı aplikace jsou vyuzˇity za´lozˇky na stra´nce, ve ktery´ch se ovla´da´
vyhleda´va´n´ı, indexace dat a nastaven´ı aplikace.
8.1.1 Za´lozˇka nastaven´ı
Na za´lozˇce nastaven´ı lze ovlivnit chova´n´ı aplikace prˇi vyhleda´va´n´ı vy´sledk˚u.
Na obra´zku 8.1 jsou videˇt volitelne´ polozˇky:
Obra´zek 8.1: Za´lozˇka nastaven´ı
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Reference
• Vyhleda´vat prˇes reference cˇla´nk˚u – vyhleda´va´n´ı dalˇs´ıch cˇla´nk˚u, ktere´
jsou uvedeny v referenc´ıch nalezene´ho cˇla´nku
• Vyhleda´vat prˇes reference autor˚u – vyhleda´va´n´ı dalˇs´ıch cˇla´nk˚u, ktere´
publikoval autor nalezene´ho cˇla´nku
Lemmatizace
• Pouzˇ´ıvat lemmatizaci slov – dotaz je rozsˇ´ıˇren o nalezena´ lemmata
Ontologie
• Pouzˇ´ıvat vyhleda´va´n´ı v ACM ontologii (pod obory) – prˇipojen´ı konkre´t-
n´ıch ACM oblast´ı hledane´ho pojmu
• Pouzˇ´ıvat vyhleda´va´n´ı v ACM ontologii (nad obory) – prˇipojen´ı obecny´ch
ACM oblast´ı hledane´ho pojmu
8.1.2 Za´lozˇka indexace
Za´lozˇka indexace zobrazuje informaci (obra´zek 8.2), zda je, cˇi jesˇteˇ nen´ı vy-
tvorˇen index z WoS dat.
Obra´zek 8.2: Za´lozˇka indexace
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Da´le obsahuje uploader souboru, ktery´ umozˇnˇuje vybrat tlacˇ´ıtkem Vyber
soubor xml soubor s WoS daty. Uploader povoluje vybrat pouze jeden soubor,
ktery´ kontroluje na za´kladeˇ prˇ´ıpony xml, takzˇe nedovol´ı zvolen´ı jine´ho typu
souboru (obra´zek 8.3). Jine´ xml data jsou validova´na azˇ na u´rovni indexace
dat, kdy prob´ıha´ kontrola spra´vnosti struktury dat.
Obra´zek 8.3: Za´lozˇka indexace – validace souboru
Vy´beˇrem spra´vne´ho typu souboru dojde k jeho zobrazen´ı v oblasti uplo-
aderu, viz obra´zek 8.4.
Obra´zek 8.4: Za´lozˇka indexace – vy´beˇr souboru
Vzhledem k mozˇnosti nahra´vat velke´ mnozˇstv´ı dat, resp. velke´ xml sou-
bory, je uzˇivateli notifikova´n pr˚ubeˇh nahra´va´n´ı souboru prˇes ”progres bar”,
viz obra´zek 8.5.
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Nahra´va´n´ı souboru je spusˇteˇno tlacˇ´ıtkem Nahraj soubor v liˇsteˇ uploaderu.
Obra´zek 8.5: Za´lozˇka indexace – upload souboru
Nahra´n´ım souboru dojde k zobrazen´ı tlacˇ´ıtka Spust’ indexaci (obra´zek
8.6), ktere´ jak na´zev napov´ıda´, spust´ı indexaci nahrane´ho souboru a vytvorˇ´ı
jeho index do vy´choz´ı slozˇky aplikace (viz podkapitola 8.4).
Obra´zek 8.6: Za´lozˇka indexace – soubor nahra´n
Doba indexace je za´visla´ na velikosti indexovany´ch dat. Jej´ı dokoncˇen´ı je
notifikova´no bublinou v prave´m horn´ım rohu aplikace, viz obra´zek 8.7. V prˇ´ı-
padeˇ vyskytnut´ı chyby (naprˇ. posˇkozena´ vstupn´ı data) v pr˚ubeˇhu indexace
je stejnou formou vypsa´na informace o vyskytnut´ı chyby.
U´speˇsˇneˇ dokoncˇena´ indexace zp˚usob´ı zmeˇnu stavu informace o vytvorˇen´ı
indexu z Index nen´ı vytvorˇen na Index je jiˇz vytvorˇen, viz obra´zek 8.8.
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Obra´zek 8.7: Notifikace – indexace dokoncˇena
Obra´zek 8.8: Za´lozˇka indexace – existuj´ıc´ı index
V prˇ´ıpadeˇ, zˇe dojde ke zmeˇneˇ vstupn´ıch WoS dat, aplikace umozˇn´ı vy´sˇe
popsany´m zp˚usobem nahra´n´ı nove´ho souboru dat a jeho indexaci. Dojde tak
k aktualizaci sta´vaj´ıc´ıho indexu o nova´ data.
8.1.3 Za´lozˇka vyhleda´va´n´ı
Za´lozˇka vyhleda´va´n´ı (obra´zek 7.4) je nastavena jako defaultn´ı za´lozˇka apli-
kace a umozˇnˇuje zada´n´ım vy´razu do vyhleda´vaj´ıc´ıho pol´ıcˇka a potvrzen´ım
tlacˇ´ıtka Hledat vyhledat vy´sledky k polozˇene´mu vy´razu. Vyhleda´va´n´ı a na´-
sledne´ vyhodnocova´n´ı vy´sledk˚u mu˚zˇe v za´vislosti na jejich pocˇtu chvilku
trvat. Aby meˇl uzˇivatel od prostrˇed´ı aplikace odezvu, zˇe se neˇco deˇje, zobra-
zuje se mu vedle tlacˇ´ıtka Hledat animace, informuj´ıc´ı o prob´ıhaj´ıc´ım hleda´n´ı,
viz obra´zek 8.9.
Obra´zek 8.9: Za´lozˇka vyhleda´va´n´ı – animace
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Po dokoncˇen´ı vyhleda´va´n´ı jsou na stra´nce zobrazeny vy´sledky vyhleda´va´n´ı
formou seznamu autor˚u, viz obra´zek 8.10.
Obra´zek 8.10: Za´lozˇka vyhleda´va´n´ı – seznam polozˇek
Kazˇda´ rˇa´dka znamena´ jednu polozˇku vy´sledku a obsahuje prˇ´ıjmen´ı a zkratku
jme´na autora, pocˇet jeho publikac´ı a email, je-li dostupny´. Vı´ce informac´ı
o dane´m autorovi lze zobrazit kliknut´ım na ikonku sˇipky v leve´ cˇa´sti prˇ´ıslusˇne´
rˇa´dky autora. Dojde k rozbalen´ı dane´ rˇa´dky (viz obra´zek 8.11) a zobrazen´ı
dalˇs´ıch dostupny´ch informac´ı o autorovi. Zobrazuje se zde v prˇ´ıpadeˇ dostup-
nosti v datech jeho adresa, ulice nebo zemeˇ a da´le tabulka autorovo publikac´ı,
obsahuj´ıc´ı na´zev publikace, rok vyda´n´ı a rozsah stra´nek, kde se nasˇe hledana´
informace v dane´ publikaci nacha´z´ı.
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Vzhledem k velke´mu pocˇtu vy´sledk˚u je seznam autor˚u rozdeˇlen do stra´nek,
obdobneˇ jak tomu u jiny´ch vyhleda´vac´ıch stra´nek by´va´. Pocˇet zobrazovany´ch
vy´sledk˚u, neboli velikost jedne´ stra´nky je nastavena v ohledu na dnes velmi
cˇaste´ rozliˇsen´ı monitor˚u (1920x1080 bod˚u). Jednoduche´ zobrazen´ı vy´sledk˚u
se tak vejde na jednu obrazovku a omez´ı se t´ım nutnost dalˇs´ıho posouva´n´ı
stra´nky. Prˇepnut´ı na dalˇs´ı stra´nku vy´sledk˚u lze v prave´ doln´ı cˇa´sti obrazovky,
jak je videˇt naprˇ. na obra´zku 8.10.
Obra´zek 8.11: Za´lozˇka vyhleda´va´n´ı – detail polozˇky
Stra´nka umozˇnˇuje ve vy´sledc´ıch dalˇs´ı vyhleda´va´n´ı, respektive filtrova´n´ı








To na´m umozˇn´ı naprˇ. z vy´sledk˚u vyfiltrovat pouze autory konkre´tn´ı zemeˇ.
Filtr vy´sledk˚u je umı´steˇn do prave´ho horn´ıho rohu seznamu publikac´ı, viz ob-
ra´zek 8.10. Filtrova´n´ı vy´sledk˚u prob´ıha´ v rea´lne´m cˇase, tedy za´rovenˇ s psan´ım
vyhleda´vaj´ıc´ıho krite´ria na kla´vesnici.
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V prˇ´ıpadeˇ, zˇe autor z´ıskal vy´znamnou cenu, je na jeho rˇa´dce ve vy´sledc´ıch
zobrazena ikonka dane´ ceny, viz obra´zek 8.12.
Obra´zek 8.12: Za´lozˇka vyhleda´va´n´ı – detail oceneˇn´ı autora
Mozˇne´ ikonky pro konkre´tn´ı oceneˇn´ı jsou na obra´zku 8.13, kde:
• a = ACM Fellow
• b = ACM Turing Award
• c = ACM SIGMOD Edgar F. Codd Innovation Award
• d= ISI Highly cited
Obra´zek 8.13: Ikonky dostupny´ch oceneˇn´ı
Uka´zka responzivnosti stra´nky, kdy docha´z´ı k prˇeusporˇa´da´n´ı neˇktery´ch
prvk˚u je zobrazena na obra´zku 8.14.
V prˇ´ıpadeˇ, zˇe se uzˇivatel pokus´ı vyhledat odpoveˇd’ na dotaz, ale nebyl za-
t´ım vytvorˇen zˇa´dny´ index WoS dat, dojde k ozna´men´ı tohoto faktu uzˇivateli
formou bubliny v prave´m horn´ım rohu aplikace, viz obra´zek 8.15 s prˇ´ıslusˇnou
hla´sˇkou.
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Obra´zek 8.14: Na´hled responzivn´ıho vzhledu
Obra´zek 8.15: Notifikace nevytvorˇene´ho indexu WoS
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Stejny´m zp˚usobem je rˇesˇena notifikace v prˇ´ıpadeˇ, zˇe uzˇivatel v nastaven´ı
zvol´ı mozˇnost vyuzˇ´ıvat ACM ontologii a aplikace nema´ jej´ı potrˇebny´ index.
Objev´ı se hla´sˇka s textem Nen´ı vytvorˇen index pro ACM, bude vyhleda´va´no
bez ACM.
Jak nahra´t ACM index do aplikace je popsa´n v podkapitole 8.4.
8.2 Chybova´ hla´sˇen´ı
Seznam mozˇny´ch chyb prˇi pouzˇ´ıva´n´ı aplikace:
• Nen´ı vytvorˇen index dat – v prˇ´ıpadeˇ pokusu vyhledat vy´sledky bez prˇe-
dem vytvorˇene´ho indexu dat
• Nevalidn´ı typ souboru – v prˇ´ıpadeˇ nahra´n´ı jine´ho nezˇ xml souboru
pro indexaci dat
• Prˇi indexaci se vyskytla chyba (nevalidn´ı data, zamcˇeny´ soubor
write.lock) – v prˇ´ıpadeˇ indexace souboru s posˇkozeny´m/jiny´m obsahem
• Index dat posˇkozen (prˇ´ıcˇina soubor write.lock) – v prˇ´ıpadeˇ pokusu vy-
hledat vy´sledky kdyzˇ je index dat je posˇkozen
• Nen´ı vytvorˇen index pro ACM, bude vyhleda´va´no bez ACM – v prˇ´ıpadeˇ
vyhleda´va´n´ı vy´sledk˚u s vyuzˇit´ım ontologie, ale bez prˇ´ıslusˇne´ho indexu
ACM
• Chyba v konfiguraci uploadDirectory – sˇpatna´ konfigurace defaultn´ı
slozˇky aplikace
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8.3 Nasazen´ı aplikace
Pro spusˇteˇn´ı aplikace budeme potrˇebovat prostrˇed´ı Java JRE (Java Runtime
Environment) nebo JDK (Java Development Kit)1 a server Apache Tomcat
7.0 2 jako instalacˇn´ı verzi Windows Service Installer pro jeho snadneˇjˇs´ı kon-
figuraci.
Nejprve nainstalujeme Java JRE cˇi JDK pomoc´ı pr˚uvodce. Prˇi instalaci
serveru Apache Tomcat je pouze zapotrˇeb´ı vybrat cestu k nainstalovane´mu
JRE, resp. JDK, jinak na´s zde necˇekaj´ı zˇa´dne´ slozˇite´ konfigurace. Po nainsta-
lova´n´ı serveru dojde k jeho automaticke´mu spusˇteˇn´ı. To lze oveˇrˇit ve webove´m
prohl´ızˇecˇi zada´n´ım adresy:
localhost:8080
Zobraz´ı se na´m domovska´ stra´nka serveru. Pokud se server automaticky
nespust´ı, lze ho spustit manua´lneˇ prˇes polozˇku Start service v oznamovac´ı
oblasti Windows (obr. 8.16).
Obra´zek 8.16: Menu serveru Apache Tomcat
Aplikaci, resp. bal´ıcˇek app.war nakop´ırujeme do slozˇky webapps a prove-
deme restart serveru. Slozˇka webapps se nacha´z´ı v adresa´rˇi nainstalovane´ho
serveru.
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Restart serveru se provede zastaven´ım a opeˇtovne´m spusˇteˇn´ı serveru polozˇ-
kami Stop service a Start service (obr. 8.16).
Po restartu serveru se ve slozˇce webapps vytvorˇ´ı slozˇka se shodny´m na´-
zvem jako je na´zev war bal´ıcˇku aplikace, obsahuj´ıc´ı soubory aplikace. Nyn´ı
je aplikace dostupna´ na webove´ adrese
http://localhost:8080/app/faces/Index.xhtml
kde app je na´zev odpov´ıdaj´ıc´ı na´zvu war bal´ıcˇku aplikace.
V prˇ´ıpadeˇ, zˇe nechceme aplikaci provozovat pouze loka´lneˇ, potrˇebujeme
mı´t k dispozici J2EE aplikacˇn´ı server. Na server pak jen nahrajeme war
bal´ıcˇek aplikace a server se o vsˇe ostatn´ı postara´ sa´m. Nemus´ıme jizˇ prova´deˇt
konfiguraci popsanou v te´to kapitole.
8.4 Konfigurace aplikace
Aplikace pouzˇ´ıva´ pevny´ disk k ukla´da´n´ı dat. Je nutne´ prˇed jej´ım pouzˇi-
t´ım zvolit vy´choz´ı adresa´rˇ, ktery´ aplikace bude vyuzˇ´ıvat. Volba adresa´rˇe se
provede v konfiguracˇn´ım souboru aplikace web.xml umı´steˇne´ho v adresa´rˇi
webapps/app/WEB-INF. Parametru s na´zvem uploadDirectory urcˇ´ıme hod-
notou cestu k vy´choz´ımu adresa´rˇi:
<context−param>
<param−name>uploadDirectory</param−name>
<param−value> C: / tmp dir/</param−value>
</context−param>
Defaultn´ı hodnota vy´choz´ıho adresa´rˇe aplikace je: C:/tmp dir/
Po konfiguraci a spusˇteˇn´ı aplikace ve webove´m prohl´ızˇecˇi dojde k vytvo-
rˇen´ı vy´choz´ı slozˇky a adresa´rˇove´ struktury, potrˇebne´ k pra´ci aplikace (obra´zek
8.17).
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Obra´zek 8.17: Adresa´rˇova´ struktura aplikace
• Index – obsahuje slozˇky index˚u dat ontologie a vstupn´ıch dat Web
of Science
• Source/Awards – csv soubory s u´daji o udeˇleny´ch cena´ch
• Uploads – slozˇka pro upload souboru z GUI aplikace
• . – obsahuje soubor s logova´n´ım aplikace a soubor databa´ze s logy
Dostupna´ pameˇt’
V konfiguraci serveru Tomcat, polozˇka Configure viz obra´zek 8.16 v za´lozˇce
Java zvy´sˇ´ıme velikost pameˇti Maximum memory pool na hodnotu minima´lneˇ
512MB. Bez zvy´sˇen´ı pameˇti naraz´ıme prˇi pouzˇ´ıva´n´ı aplikace na nedostatek
pameˇti (Java heap space).
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Ontologie
Pro mozˇnost vyuzˇ´ıvat ontologii v aplikaci je zapotrˇeb´ı rozbalit do slozˇky
vy´choz´ıho adresa´rˇe ./Index/ACM/ data, obsazˇena´ v archivu ACM.zip. Jedna´
se o prˇedem vytvorˇeny´ index dat ontologie.
Udeˇlene´ ceny
Pro funkcˇnost zjiˇst’ova´n´ı udeˇleny´ch cen autor˚u je zapotrˇeb´ı rozbalit archiv
Awards.zip do slozˇky ./Source/Awards/. Archiv obsahuje soubory:
• ACM Fellows.csv
• ACM Turing Award.csv
• Codd award.csv
• ISI Highly Cited.csv
V souborech jsou jme´na autor˚u, ktery´m byla za svoji cˇinnost udeˇlena
prˇ´ıslusˇna´ cena.
Index dat
Prˇed prvn´ım pouzˇit´ım aplikace je nutne´ vytvorˇit index dat. Soubor s daty db-
WoS-cista-sDTD.xml vybereme tlacˇ´ıtkem Vyber soubor a nahrajeme na ser-
ver tlacˇ´ıtkem Nahraj soubor. Pr˚ubeˇh uploadu souboru je mozˇne´ sledovat na
progress baru. Po nahra´n´ı souboru se tlacˇ´ıtkem Spust’ indexaci zaha´j´ı in-
dexova´n´ı nahrane´ho souboru dat. V za´vislosti na velikosti dostupny´ch dat
a vy´konu pocˇ´ıtacˇe bude indexace dat chvilku trvat (rˇa´doveˇ jednotky minut).
V prˇ´ıpadeˇ rychle´ho zprovozneˇn´ı aplikace je mozˇne´ vyuzˇ´ıt jizˇ prˇedem vy-
tvorˇene´ho indexu WoS dat, ktery´ je dostupny´ v archivu Index.zip, ktery´
nahrajeme do slozˇky ./Source/Index/Lucene/.
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Soubory konfiguracˇn´ıch dat
Vy´sˇe zmı´neˇne´ soubory, potrˇebne´ pro konfiguraci aplikace jsou k pra´ci prˇilo-
zˇeny v adresa´rˇi files, ktery´ obsahuje i samotny´ war bal´ıcˇek aplikace.
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9 Za´veˇr
C´ılem te´to pra´ce bylo vytvorˇit program, schopny´ vyhleda´vat experty a pu-
blikace zadane´ho oboru z bibliograficky´ch veˇdecky´ch databa´z´ı a prezentovat
je uzˇivateli.
Program vyuzˇ´ıva´ data databa´ze Web of Science, pro ktere´ vytva´rˇ´ı index,
ve ktere´m na´sledneˇ vyhleda´va´ odpoveˇdi na prˇ´ıslusˇne´ dotazy. Prˇi zpracova´n´ı
dat se prova´d´ı eliminace nevy´znamovy´ch slov, vyuzˇ´ıva´ se lemmatizace a on-
tologie, aby byly vy´sledky vyhleda´va´n´ı co nejrelevantneˇjˇs´ı. Pro hodnocen´ı
vyhledany´ch expert˚u se vyuzˇ´ıva´ algoritmus PageRank, ktery´ experty rˇad´ı dle
jejich prestizˇnosti. Vy´sledky jsou vizualizova´ny jako webova´ stra´nka v pro-
hl´ızˇecˇi, kde se program take´ ovla´da´.
Program je schopen v rozumne´m cˇase vyhledat experty, prove´st hodno-
cen´ı jejich prestizˇnosti a zjistit, zda jim nebyla udeˇlena neˇktera´ z vy´znamny´ch
cen. Oveˇrˇen´ı relevantnosti vy´sledk˚u vyhleda´va´n´ı bylo provedeno na neˇkolika
prˇ´ıkladech, viz podkapitola 7.6 a bylo potvrzeno, zˇe program vyhleda´va´ ex-
perty dane´ho oboru a relevantneˇ je hodnot´ı. V prˇ´ıpadeˇ dotazova´n´ı velmi
obecne´ho pojmu, mu˚zˇe vyhleda´va´n´ı a vyhodnocova´n´ı programu trvat de´le,
nebot’ bude docha´zet k vyhodnocova´n´ı velke´ho objemu dat. Tomuto pro-
ble´mu by bylo vhodne´ se v prˇ´ıpadeˇ pokracˇova´n´ı v te´to pra´ci veˇnovat a cˇas
vyhleda´va´n´ı obecny´ch dotaz˚u co nejv´ıce sn´ızˇit. Vzhledem k charakteru apli-
kace je mozˇne´ jako dalˇs´ı rozsˇ´ıˇren´ı navrhnout mobiln´ı aplikaci, ktera´ bude
prezentovat vy´sledky vyhleda´va´n´ı poskytnute´ serverem.
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<abs t r a c t a v a i l =”Y” count=”1”>
<p>Since the e a r l y 1960 ’ s , r e s e a r c h e r s have b u i l t
a number o f programming languages and . . . </ p>
</abst ract>
<r e f s count=”3”>
<r e f >146783687</ re f>
<r e f >146783688</ re f>
<r e f >146783689</ re f>





A.2 Uka´zka struktury dat ACM
<skos : Concept rd f : about =”#10002952” xml : lang=”en”>
<skos : p re fLabe l xml : lang=”en”>
Data management systems
</skos : pre fLabe l>
<skos : a l tLabe l xml : lang=”en”>
database
</skos : a l tLabe l>
<skos : a l tLabe l xml : lang=”en”>
database management systems
</skos : a l tLabe l>
<skos : a l tLabe l xml : lang=”en”>
database management system
</skos : a l tLabe l>
<skos : a l tLabe l xml : lang=”en”>
databases
</skos : a l tLabe l>
<skos : a l tLabe l xml : lang=”en”>
data management system
</skos : a l tLabe l>
<skos : a l tLabe l xml : lang=”en”>
dbms
</skos : a l tLabe l>
<skos : r e l a t e d rd f : r e s ou r c e =”#10003018”/>
<skos : inScheme rd f : r e s ou r c e =”http :// totem . semedica .
com/taxonomy/The ACM Computing C l a s s i f i c a t i o n
System (CCS)”/>
<skos : broader rd f : r e s ou r c e =”#10002951”/>
<skos : narrower rd f : r e s ou r c e =”#10002953”/>
<skos : narrower rd f : r e s ou r c e =”#10002971”/>
<skos : narrower rd f : r e s ou r c e =”#10003190”/>
<skos : narrower rd f : r e s ou r c e =”#10003197”/>
<skos : narrower rd f : r e s ou r c e =”#10003212”/>
<skos : narrower rd f : r e s ou r c e =”#10003219”/>




A.3 Konfigurace knihoven v Eclipse IDE
V prˇ´ıpadeˇ, zˇe se rozhodneme pracovat se zdrojovy´m ko´dem aplikace a nevy-
uzˇijeme dostupny´ funkcˇn´ı projekt, ma´me dveˇ mozˇnosti, jak programovy´ ko´d
zkompilovat a spustit. Do projektu mu˚zˇeme manua´lneˇ prˇidat vsˇechny po-
trˇebne´ knihovny nebo vyuzˇ´ıt na´stroje Apache Maven, ktery´ knihovny sta´hne
a nainstaluje za na´s. Pro uka´zku pouzˇijeme Eclipse IDE.
Manua´ln´ı
V prostrˇed´ı Eclipse si nad projektem vybereme mozˇnost Properties, viz ob-
ra´zek 9.1.
Obra´zek 9.1: Vlastnosti projektu
V leve´m menu okna vybereme polozˇku Java Build Path a v za´lozˇce Libraries
volbu Add External JARs, obra´zek 9.2.
Obra´zek 9.2: Prˇida´n´ı knihovny do projektu
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V noveˇ otevrˇene´m okneˇ najdeme umı´steˇn´ı prˇida´vane´ knihovny a vybereme
jar soubor knihovny.
Obra´zek 9.3: Java Build Path
V okneˇ knihoven 9.3 ma´me zobrazenu noveˇ prˇidanou knihovnu. Takto prˇi-
da´me vsˇechny potrˇebne´ knihovny projektu.
Vyuzˇit´ı Apache Maven
Abychom mohli vyuzˇ´ıt na´stroje Maven, je zapotrˇeb´ı zkonvertovat projekt na
Maven projekt. V projektu prˇes polozˇku Configure zvol´ıme mozˇnost Convert
to Maven Project, viz obra´zek 9.4.
Obra´zek 9.4: Vytvorˇen´ı Maven projektu
Po prˇevodu projektu dojde k vytvorˇen´ı souboru pom.xml, slouzˇ´ıc´ıho k prˇi-
da´va´n´ı knihoven do aplikace. Pro prˇida´n´ı knihovny do projektu je zapotrˇeb´ı
do souboru pom.xml vlozˇit na´sleduj´ıc´ı informace o knihovneˇ:
<dependency>
<groupId>org . apache . lucene</groupId>
<a r t i f a c t I d>lucene−core</a r t i f a c t I d>




• groupId – jme´no bal´ıcˇku knihovny
• artifactId – na´zev jar knihovny
• version – verze knihovny
Prˇi kompilova´n´ı projektu si Maven z konfiguracˇn´ıho souboru pom.xml
zjist´ı, jake´ knihovny projekt vyzˇaduje a automaticky provede jejich stazˇen´ı
a prˇida´n´ı do projektu.
Dostupnost knihoven a jejich verz´ı je mozˇne´ vyhledat online1 v Maven
reposita´rˇi.
1http://mvnrepository.com
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