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In inelastic scattering of particles with spin, one is usually interested in
measuring the degree to which the spin states of the incident particle axe changed
due to interaction with the scatterer. This information is given by the spin-flip
cross section. <7sF- In recent times, several works have been done (and still is
being done) to evaluate the upper bound on the spin-flip cross section.
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INTRODUCTION
Much of what is known today about the forces and interactions in atoms and
nuclei derives mainly from scattering experiments. Most scattering experiments
involve observing the initial and final trajectories of a particle moving under
the influence of a central force. Usually a beam of particles is incident on a
target (scatterer) and subsequently scattered. A scattering process in which the
projectile’s energy is conserved is called elastic. Often times, scattering processes
result in a change in the internal states of the particles entering into collision.
These forms of scattering are termed inelastic. In inelastic scattering of particles
with spin, one is usually interested in measuring the degree to which the spin
states of the incident particle are changed due to interaction with the scatterer.
This is given by the spin-flip cross section. In recent times, several works have
been done (and still is being done) to evaluate the upper bound on the spin-flip
cross section, ctsf-
The main objective of this work is to obtain an upper bound on ctsf through
quadratic programming technique. In Section 1-2 we attempt to expound the
various theories used to elucidate scattering phenomena in general. We also
define quantities that characterize scattering processes, namely, the scattering
amplitude, partial waves, partial phase shifts and the scattering cross sections.
In Section 2-1, we review some of the methods that have been used previously to
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determine the upper bound on ctsf- Then, in Section 2-2 we explain the quadratic
programming technique and the formalism used, in this work, to maximize the
spin-flip cross section. In 2-3, we outline the algorithm developed for this problem
and the ensuing computer program. In Chapter 3, we present the results obtained
for the TT+p system. In the conclusion, we discuss our results and contrast them
with residts obtained in previous works.
CHAPTER ONE
THE THEORIES OF SCATTERING
In this chapter we aim at highlighting the classical and quantum mechanical
theories* that axe used to elucidate scattering processes.
1-1 The Classical Theory of Scattering
Essentially, this theory aims at measuring the deviations in the incident
beam’s trajectories, due to the force exerted by the scatterer. Figure 1 depicts
this deviation.
V
FIGURE 1. Scattering trajectory illustrating the initial, Vi and final, Vf veloci¬
ties, the impact parameter, b and the scattering angle, 9.
The number of particles, dN, scattered (per \mit time) into a solid angle dO,
about a set of angles 9 and (f) is proportional to the flux density of the incident
beam, J, as well as to dO..
dN oc JdQ. (1.1)
* The theories of scattering presented here leans heavily on the formulations
in references [1, 2, 3, 4].
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dN = a{e, 4>)Jd^. (1.2)
The proportionality constant, cr(0,<^), is called the differential scattering cross
section, and follows as
(1.3)
Usually, we calculate the total number of particles, iV, scattered per imit time;
this follows from equation (1.2) as





is the total scattering cross section; and it is a measure of the effective scat¬
tering area as seen by the incident beam.
1-2 The Stationary Quantum Theory of Scattering
For processes occurring on an atomic or nuclear scale, that is processes
in which the impact parameter is comparable to the de Broglie wavelength of
the incident beam, we cannot use classical theories to describe, effectively, the
interaction of the particles entering into collision. We must study the evolution
of the wavefunctions associated with the incident particle under the influence of
the central force potential, V{r), due to the scatterer. The stationary quantum
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theory, essentially, aims at establishing a relationship between the energy eigen
states of a potential and the corresponding quantum cross section. We wajit to
determine the scattering states of the following Schroedinger equation
+ y(r)} V’= ei/’, (1.6)
where e and m are the energy and reduced mass of the system, respectively. In
scattering experiments, the region of interest is located fax from the scatterer.
The potential function, V{r) in equation (1.6) falls off faster than l/r. Thence,
Lim V{r) —> 0. (1-7)
lr|—oo
In the asymptotic region, only incident flux due to a plane wave traveling along




Equation (1.8) is the desired asymptotic solution of the Schroedinger equation;
f{6) contains all the physics in the scattering process.
1-2-1 The Quantum Scattering Cross Section
An expression for the quantum scattering cross section is obtained through
the probability flux, which is defined as
J =
—ih
(V;*vv» - V’VV’*).2m (1.9)
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The incident flux, Jin, is obtained from the incident wave, using equation










The number of particles scattered per unit solid angle is given by
Uu U TTh
By equation (1.3), the scattering cross section, a{B,(f>)^ is thus
1 dN




f(0, <f)) is called the scattering amplitude.
1-2-2 The Scattering States (Partial Waves)
All the solutions to the Schroedinger equation, (1.6), are required to have
the asymptotic form given by (1.8). The scattering states solutions obtained by
this method are for spinless particles. However, (as we shall explain in Section
1-2-3) this method can easily be extended such that it applies to particles with
spin.
Since we shall be working with spherical polar coordinates, it is convenient
to use the following expansion for the plane wave, e'*'*,
OO




where Pt{cos9) are the Legendre functions and ji{kr) axe the £*^-order Bessel
functions.




£=0 Mi=-t i=0 Mi=-i
where £ and M( are the orbital and azimuthal quantum niunbers, YiM^ (9, <f)) are
the spherical harmonics and Rk^t{r) is a solution of the radial equation:
{ 1 d / 2 d \dr V dr / ,2 2m ,^ ^ ^(0 - ^(^ + 1) Rke(r) = 0. (1.16)
The wavefimctions, (i>k,e,Mti'^)i called partial waves.
The asymptotic form of the solution, given by equation (1.8), is independent
of the azimuthal angle <j>. Thus only terms with Mt = 0 are retained. The
coefficients, Ci, are the only unknown queintities in equation (1.15). Thus an
exact Ci will yield the desired asymptotic form, namely
OO OO
T CtPiicos 9)Rkt{re) ~ T{2i + l)i'P,(cos 9)ji{kr) + /(d)— . (1.17)^ r—>00 ' r
e=o <=o
When V(r) = 0, the solutions to the radial equation (1.16) is the Bessel function,
jt{kr), which has the following asymptotic form
sin(fcr — I in)je{kr)
r—►OO kr (1.18)
In the asymptotic region, Rki{r) and je(kr) must have similar forms. Thus when
F(r) ^ 0, the asymptotic form of Rkt{r) follows as
sin(A:r — \ iir + St)
I—>00 krRk,(r) (1.19)
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Si is the paxtial phase shift and is a measvire of the degree to which Rkiir)
aJid jk{kr) differ at infinity. It is associated with the scattering potential, V’(r).
Thence we expect that St determines, somewhat, the form of the scattering cross
section. Substituting (1.18) and (1.19) into (1.17) yields:
sin(A;r — + Si)Y^CiPi(cosff)-
i=0
kr





By writing the sin fimctions in terms of exponentials we obtain





- - {2£ + 1)^0^ = f{0)
Akr
(1.21)
The left hand side of equation (1.21) can be equal to its right hand side, if and
only if the coefficient of e"**’’ vanishes. Thence
C/= (2f + l)i^e**^ (1.22)
Substituting equation (1.22) into (1.21) yields:
y; ^(2:^e-«'/«(2^+i).'(e-‘. - i)f!^ =m—-f—' 2ik r r
£=o
Equation (1.23) implies that f{d) follows as









Equation (1.24) gives an expression for the scattering amplitude in terms of the
partial phase shifts. Using equation (1.13), the scattering cross section, cr{9)^
follows as
<'W = sEE(2«+i)(2<'+iy“'-'‘'' sin 6t sin^£/Pf(cos 6)Pi'{cos 9). (1.25)
^=0 £'=0
The total scattering cross section is given by
dx — (1.26)
Using the orthogonality relation of the Legendre functions:
j ^ duPt{u)Pv{u) = (1-27)





The method of partial waves gives the scattering cross section in the form of an
infinite stun. It is most useful when the first few terms represent an accurate ap¬
proximation. The method essentially decomposes the incident beam into partial
waves according to their i (angular momentum) values. Thus those waves with
large £ correspond to particles with large impact parameters. These particles are
not appreciably scattered, and thence do not contribute significantly to the cross
section. This point is germane to oru calculations.
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1-2-3 Scattering Cross Section for Particles with Spin
For particles with spin, the angular momentum is a combination of the
orbital angular momentum, and the intrinsic (or spin) angular momentum.
Therefore, the stationary state wavefunction given in equation (1-15) must be
redefined to include the spin quantum number Ms- Often times, the spin of
particles entering into collision, in a scattering process, is flipped. The extent
to which this flipping occurs in the final state of the particles is determined by
the spin-flip cross section, crsp. We shall not go through the derivation of the
cross sections for particles with spin (most of which follows from the arguments
presented in Section 1-2-2); instead we refer the reader to [5, 6, 7].
The spin-flip cross section is given [5, 6] by
o-SF = ^ 1 ^ ■ (1-29)
The elastic cross section, , follows as [5, 6]
and the total cross section, cr^, is given [5, 6] by
cr'^ = + + ^ae-]- (1-31)
Here af+, a^-, ^1- ^'^e the imaginary and real parts of the partial waves.
CHAPTER TWO
THE MAXIMIZATION OF THE SPIN-FLIP CROSS SECTION
In this chapter we focus on how to maximize the spin-flip cross section,
crgp. First, in Section 2-1 we review some of the methods that have been used
to address this problem. Then in Section 2-2, we expound the technique used in
this work.
2-1 Review of Previous Works done on Maximization of ctsf
Variational calculus (the Lagrange multipUer method) have been used by
Sakmar et al. [8, 9] to calculate the upper bound on the spin-flip cross section
for 7r'’‘p using two and three constraints.
In the case of two constraints, the total cross section, cr^, and the forward
slope of the imaginary part of the scattering amphtude, were used [8].
= + 1)[(^ + (2-2)
Here A is the imaginary part of the scattering amphtude, k is the center of mass
momentum, s the center of mass energy. The spin-flip cross section, crsp, was
maximized subject to the constraints (2.1) and (2.2). The bounds found were
too large (larger by a factor of 8), implying that two constraints alone do not




In the three constraint case [9], the elastic scattering cross section, cr^, was
added as a third constraint.
=
F + !)(“<+ + '■'+) + + ’■?-)]■ (2.3)
The bounds obtained in this case showed significant improvement over those
computed with only two constraints. They were larger by only a factor of 2.
Sahmar [10] also attempted to maximize asp using four constraints. In
addition to the constraints given by equations (2.1), (2.2) and (2.3), the backward
slope of the imaginary part of the amplitude, was used as a fourth
constraint.
~ (2-4)
Again, the variational calculus approach was used to address the problem ana¬
lytically. However, in this case, computer implementation of the analytic results
proved to be very difficult, as too many variables enter into play.
In all the aforementioned cases, the problem was studied by subdividing it
according to whether or not the unitarity conditions are active constraints. In
the case that any one of them is inactive, the corresponding Lagrange multiplier
is zero.
In this work we adopt a different approach for the four constraint case. A
quadratic programming technique is used after appropriate reformulation.
dt
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2-2 The Quadratic Programming Formalism
We maximize the spin-flip cross section, csf, subject to the equality con¬
straints obtained from the total cross section, the elastic cross section,
and the derivatives of the imaginary part of the scattering amplitude. A, in the
forward and backward directions, and respectively, as well as
the inequality constraints generated from the unitarity of the partial waves.
In order not to carry the multiplicative factors in the calculations, Sakmar
[10] had defined the following quantities which we use in lieu of ctsf, cr^.
4rL=i ifL=-r
G = ^ - at-f + (^1+ - rt-f]
Aq — + £a(-]
k^
E = —<T^ = + l)(a|+ -h r^^.) + £(a|_ + r|_)]47r




— ^ + 1)[(^ + l)ct£-t- +






Here k is the center of mass (c.m.) momentum, s the c.m. total energy squared,
a<_, rt- are the imaginary and real parts of the partial waves (hence¬
forth, simply referred to as partial waves). The unitarity of the partial waves
leads to the ensuing inequality constraints:
at+ — — rj^ > 0 (2.10)
In terms of the phase shifts, 6^ and S-, the partial waves are defined as:
= ^[1 -7/+ cos 26+] (2.12)
a(- = -[1 — r)- cos 26-] (2.13)
rt+ = — sin 26+ (2.14)
r/_ = sin 26-.
2 (2.15)
It is easy to show that for low energies (such as considered in our calculations)
the phase shifts, 6t+ and are significant only for values of £ less than or
equal to 4. Consequently, in equations (2.5) through (2.9) the summation
would be a very close approximation of Table 1 shows the 6i+, r/^+,
r]t- values obtained experimentally for energies 1320 and 1960 [11].
E = 1320 Mev E = 1960 Mev
£ 8t- 6f+ m- m+ £ Si- Si+ m- m+
0 — -22.1 — 0.94 0 — -57.6 — 0.79
1 -8.5 131.9 1.0 1.0 1 -24.3 182.0 0.34 0.52
2 0.6 -1.9 1.0 1.0 2 -12.1 -3.5 0.82 0.71
3 0.5 0.3 1.0 1.0 3 -9.5 140.3 0.90 0.26
4 0.0 0.0 1.0 1.0 4 0.0 -0.5 1.0 1.0
5 0.0 0.0 1.0 1.0 5 0.0 0.0 1.0 1.0
TABLE 1. The values of T]e+, rji^ for energies 1320 and 1960. Values
for other energies can be seen in Appendix III.
As stated previously, our object is to maximize G, subject to the constraints
given by equations (2.6) through (2.11). In other words we seek values of the
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partial waves, namely ao+, ai+, 02+, 03+) 04+, Qo-, 0,2-1 03-, 04-, ro+,
Ti^., r2+, ra+j r4_|., tq-, ri_, r2_, r3_, r4_ (consistent with all the constraints)
that will optimize G. Apparently, this problem is a very formidable mathemat¬
ical task, as it entails solving for more than twenty unknowns under different
restrictions.
The quadratic programming technique can be used to deal with our problem
after appropriate reformulation. Basically the idea is to recast G and the four
equality constraints in the form of matrices. In this way the problem becomes
soluble by an algorithm developed for maximizing quadratic functions subject to
general linear equality and inequality constraints.
The algorithm for quadratic programming [12, 13, 14] requires that all the
constraints used to maximize G, be linear. Apparently, the second equality
constraint, given by equation (2.7), is nonlinear. However, we can circumvent
this hurdle by recasting the inequality constraints, given by equations (2.6) and
(2.7). We obtain the ensuing equations:
o?+ + = a,+ - 7,+ (2.16)
+’■?_ =<!(_ -7f-. (2.17)
By substituting equations (2.16) and (2.17) we thence linearize (2.7). We obtain
the following
E= + l)(a(+ -7(-) +((ai- -7/-)|. (2.18)
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Introducing the new variables 7/+ and 7/_ have enabled us to linearize equation
(2.7). However, this necessitates modifying G in the following manner:
where n is an arbitrary numerical constant. Taking n small and positive meets
the requirements of the software (that is positive semi-definiteness). In the end,
we check for consistency of the partial waves (they must satisfy the unitarity
condition). Choosing n large and negative will push to zero enabling us to
satisfy the imitarity condition, and at the same time we are able to linearize
equation (2.7). In this case n serves as a penalty term.
The new variables 7^4. and 7<_ have to be determined exphcitly from the cal¬
culations. In other words, we do not have control over their values. Nonetheless,
we want 7;+ and 7<_ to be close to zero as much as possible. We can accomplish
this if we choose the value of n appropriately.*
We write G and the four linear equality constraints as matrices in the fol¬
lowing form
G = ^ x'^Hx (2.20)
ax = h. (2.21)
Here x is a vector whose elements are a/+, a^-, r^^., r^-, 7^+, 7^_, H is a 30 x 30
Hessian matrix of G, a is a 4 x 30 matrix containing the four linear equality
constraints and 6 is a vector containing the left hand side of the four constraints.
* In oiu: calculations we have varied the values of n from 10 ® to 10^.
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The elements of vector b (namely Aq, E, S and T) have to be calculated
exactly. Table 1 gives the 6+, 6-, values for energies 1320 and 1960.
Using equations (2.12) to (2.15) we evaluate the partial waves, af+, a<_, rt+,
rt-, which axe in turn used to calculate Aq, E, S and T, through equations (2.6)
to (2.9).
In addition to the linearity requirement of the constraints, the algorithm for
quadratic programming [12, 13, 14] also requires that the matrix H be positive
definite,* or a positive definite perturbation of H is used in lieu. Matrix H is











































































-0 0 0 0 0-
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
.0 0 0 0 0.
(2.25)
Matrix a is defined below in terms of submatrices /?2, 13^, ^5, and A:
a =
^3 A A /?5 /?6
/?2 /?4 AAA A (2.26)











-1 -2 -3 -4 -5
13, =
0 0 0 0 0 ■
0 -1 -2 - 3 -4
A =
’0 0 0 0 0'
0 0 0 0 0











































































2-3 The QP Algorithm
The algorithm developed for this problem is based on the M.J.D. Powell’s
[12, 13] implementation of the Goldfarb and Idnani [14] dual quadratic program¬
ming (QP) algorithm for convex QP problems subject to general linear equality
and inequality constraints.
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Using this scheme, the problem is reduced to the following form:
Max (2.42)
subject to
ax = b. (2.43)
Here H is the 30 x 30 positive definite matrix of G, a is the 4 x 30 matrix
containing the four linear equality constraints, b is the vector containing the left
hand side of the equality constraints, x is the vector containing a^+, at-, r£+, rt-,
7f+, jt-. All these quantities are the same as those defined previously in Section
2-2. There exist a unique solution of x — consistent with all the constraints
— that will maximize the objective function, G. This scheme enables us to
determine the unique x solution.
An outline of the computer program developed from this algorithm can be
seen in Appendix I.
In Chapter 3, we show the results of our computations for the Tr+p system.
CHAPTER THREE
RESULTS OF CALCULATIONS FOR THE 7r+p SYSTEM
In this chapter we present the results obtained with quadratic programming
for the TT+p system, for energy values 1320 Mev to 1960 Mev. The computation
was done for various values of n. Table 2 shows values of the partial waves that
will maximize G.
Xi 1320 Nfev 1340 Nfev 1500 Msv 1600 Mev 1800 Nfev 1960 Mev
ao+ 0.100401 0.085333 0.050940 0.074549 0.134342 0.167190
«!+ 0.176316 0.149712 0.089617 0.130875 0.247500 0.320427
02+ 0.217657 0.185062 0.110847 0.163287 0.294378 0.367053
^3+ 0.019987 0.015213 0.005103 0.014321 0.169863 0.365239
044. -0.035683 -0.029921 -0.015655
- 0.016859 - 0.295221 - 0.327322
Oo- 0.0 0.0 0.0 0.0 0.0 0.0
ai_ 0.077002 0.065383 0.038879 0.057157 0.108043 0.139879
02- 0.124014 0.105442 0.063173 0.093036 0.167769 0.209184
<13- 0.012440 0.009468 0.003177 0.008912 0.105754 0.227392
04_ - 0.022707 - 0.019041 - 0.009962 - 0.010728 - 0.018787 - 0.208294
7o+ 0.000061 0.000213 0.002170 0.007207 0.017164 0.027715
7i+ 0.000122 0.000425 0.004340 0.014415 0.034328 0.055430
72+ 0.000184 0.000638 0.006510 0.021622 0.051491 0.083145
73+ 0.000245 0.000850 0.008681 0.028829 0.068655 0.110860
74+ 0.000306 0.001063 0.010851 0.036037 0.085819 0.138575
70- 0.0 0.0 0.0 0.0 0.0 0.0
7i- 0.000061 0.000213 0.002170 0.007207 0.017164 0.277150
72- 0.000122 0.000425 0.001340 0.014414 0.03428 0.055430
73- 0.000184 0.000638 0.006510 0.021622 0.051491 0.083145
74- 0.000245 0.000850 0.008681 0.028829 0.068655 0.110860
TABLE 2. Values of the partial waves a/+, a^- and the new variables 7^+ and
7^_ for n = 10“®. Here = r/_ = 0.
The table below, shows E, Aq, 5, T, G and calculated for n = 10“^,
10“^, 10, 10^. G is the cross section obtained from partial waves calculated from
21
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experimental values of the phase shifts. G(n) are the bounds on G found with
quadratic programming.
Energy Ao E 5 T G
1320 1.2791 1.2738 2.2876 2.2454 0.5450
1340 1.0796 1.0616 1.8817 1.7197 0.3848
1500 0.6386 0.4542 1.1841 0.4025 0.0087
1600 1.0262 0.4136 3.1576 0.1346 0.7617
1800 2.7300 1.2711 16.0236 10.3098 0.1937
1960 4.3636 2.008 31.4567 23.1014 0.6988
Energy ^(0.00001) (5(0.001) (5(10) (5(1000)
1320 0.0351069 0.0351069 0.035103 0.03499
1340 0.0253111 0.0253111 0.025274 0.02394
1500 0.0089693 0.0089689 0.005013 -0.386627
1600 0.0193395 0.0193351 -0.027226 -1.559525
1800 0.0790061 0.0789816 ■0.168454 -24.66707
1960 0.1690534 0.1689894 ■0.476168 -23.1776
TABLE 3. The table shows values of the constraints and G calculated with the
■k'^P phase shifts at six different energies. Aside from the kinematic factors,
Aq, E, 5, T axe the total cross section, elastic cross section, fowaxd slope
and backward slope as defined by eqs. (2.6), (2.7), (2.8) and (2.9). are
the bounds found with quadratic programming for n = 10“^, 10“^, 10, 10^.
DISCUSSION
The bounds obtained in this work axe lower by a factor of 15, in most
cases. In one case (1960 Mev) the boimd was lower by only a factor of 4. When
comparing the results of this work with those obtained by Sakmar et al. [8, 9]
in the two and three constraint cases, our results show significant improvement.
In the two constraint case [8], the bounds obtained for G were larger by up to
a factor of 10. In the three constraint case, the bounds obtained by Sakmar [9]
were laxger by a factor of 2.
Our results show that stable bounds for G are obtained when the constant
n is chosen to be very small and positive (on the order of 10~^). We would also
like to remark that the real parts of the partial waves, rf^ and r;_, are equal to
zero for all the energies considered. This outcome was predicted by Sakmar [10].
The quadratic programming technique used in this work proves to be a very
efficient method for ascertaining the upper bound on the spin-flip cross section.
In principle the technique can be appHed to cases with arbitrary spins, as the
problem of classification in terms of £+ and £— does not arise.
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APPENDIX I
COMPUTER PROGRAM TO MAXIMIZE THE QUADRATIC FUNCTION, G
The following is a Fortran program based on the quadratic programming
algorithm (outlined in Chapter II) for the maocimization of G.
c a program to maximize the spin-flip cross section (sfcs), G
c declare all the variables
integer LDA, LDH, NCON, NEQ NVAR
parameter (NCON=4, NEQ=4, NVAR=30, LDA=NCON, LDH=NVAR)
integer lACT (NVAR), K, NACT, NOUT
real A(LDA, NVAR), ALAMDA(NVAR), B(NCON), DIAG, F(NVAR)
real H(LDH, LDH), SOL(NVAR), G
external QPROG, UNMACH
c read in the matrix elements of the linear constraints,
c a
data A/2*1.0, 2*0,0, 2*2.0, 2*4.0, 2*3.0, 18.0, -18.0, 2*4.0,
& 2*48.0, 2*5.0, 100.0, -100.0, 4*0.0, 2*1.0, 4*2.0, 12.0,
& -12.0, 2*3.0, 2*36.0, 80.0, -80.0, 41*0.0, -1.0
& 3*0.0, -2.0, 3*0.0, -3.0, 3*0.0, -4.0, 3*0.0, -5.0, 7*0.0,
& -1.0, 3*0.0, -2.0, 3*0.0, -3.0, 3*0.0, -4.0, 2*0.0/
c read in the right hand side of the constraints, b
24
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data B/‘Ao’, ‘E’, ‘S’, ‘T’/
data F/30*0.0/
c read in the matrix element of the objective function, H
data H/31*0.0, -2.66, 4*0.0, 2.66, 25*0.0, -4.8, 4*0.0, 4.8,
k 25*0.0, -6.86, 4*0.0, 6.86, 25*0.0, -8.88, 4*0.0, 8.88,
k 51*0.0, 2.66, 4*0.0, -2.66, 25*0.0, 4.8, 4*0.0, -4.8,
k 25*0.0, 6.86, 4*0.0, -6.86, 25*0.0, 8.88, 4*0.0, -8.88,
k 61*0.0, -2.66, 4*0.0, 2.66, 25*0.0, -4.8, 4*0.0, 4.8,
k 25*0.0, -6.86, 4*0.0, 6.86, 25*0.0, -8.88, 4*0.0, 8.88,
k 51*0.0, 2.66, 4*0.0, -2.66, 25*0.0, 4.8, 4*0.0, -4.8,
k 25*0.0, 6.86, 4*0.0, -6.86, 25*0.0, 8.88, 4*0.0, -8.88,
k 30*0.0, ‘n’, 30*0.0, ‘n’, 30*0.0, ‘n’, 30*0.0, ‘n’,
k 30*0.0, ‘n’, 30*0.0, ‘n’, 30*0.0, ‘n’, 30*0.0, ‘n’,
k 30*0.0, ‘n’, 30*0.0, ‘n’/
c open a file to store the computed vector of the paxtied waves, x
open(2, file=‘VECTORX’, status=‘NEW’)
c open a file to store the computed value of the
c maximized spin-flip cross section, G
open(3,file=‘SFCS’, status=NEW)
c call the subroutines QPROG and UMACH
26
call QPROG(NVAR, NCON, NEQ, A, LDA, B, F, H, LDH, DIAG,
& SOL, NACT, lACT, ALAMDA)
call UMACH(2, NOUT)
c calculate the spin-flip cross section, G
G= -(4.0/3.0)*((SOL(2)-SOL(7))**2 + (SOL(12)-SOL(17))**2)
& -(12.0/5.0)*((SOL(3)-SOL(8))**2 + (SOL(13)-SOL(18))**2)
k -(24.0/7.0)*((SOL(4)-SOL(9))**2 + (SOL(14)-SOL(19))**2)
k -(40.0/9.0)*((SOL(5)-SOL(10))**2 + (SOL(15)-SOL(20))**2)
k +‘n’*((SOL(22))**2 + SOL(27)**2)
k +(SOL(23)**2 + SOL(28)**2)
k +(SOL(24)**2 + SOL(29)**2)
k +(SOL(25)**2 + SOL(30)**2))
c print the computed vector of partial waves, SOL(K)
write(NOUT,99999)(SOL(K), K=l, NVAR)
99999 format(‘the solution vector is’,/,‘SOL=(‘,10F5.3,
k ’)’,/,‘SOL=(MOF5.3,
k ‘SOL=(‘,10F5.3,’)’)
write(2,*) (SOL(K), K=l, NVAR)




LIST OF ABBREVIATIONS USED IN THE PROGRAM
SFCS spin-flip cross section
NVAR the number of variables
NOON the number of linear constraints
NEQ the number of linear equality constraints
A NOON by NVAR matrix containing the equality constraints in the NEQ
rows
LDA leading dimension of A exactly as specified in the dimension statement
of the calling program
B vector of length NCON containing right-hand side of the linear con¬
straints
F vector of length NVAR containing the coefficients of the linear term of
G (which are all zero)
H NVAR by NVAR matrix containing the Hessian matrix of G
LDH leading dimension of H exactly as specified in the dimension statement
of the calling program
DIAG scalar equal to the multiple of the identity matrix added to H to give a
positive definite matrix
SOL vector of length NVAR containing solution
27
28
NACT final number of active constraints
lACT vector of length NVAR containing the indices of the final active con¬
straints in the first NACT positions
ALAMDA vector of length NVAR containing the Lagrange multipHer estimates of
the final active constraints in the first NACT position.
APPENDIX III
1320 1340 1500 1600 1800 1960
^0+ -22.1 -23.4 -30.2 -35.0 -59.8 -57.6
^1+ 131.9 138.5 164.1 171.6 180.3 182.0
62+ -1.9 -1.9 -1.9 -2.0 -2.6 -3.5
63+ 0.3 0.4 0.7 4.2 16.5 140.3
^4+ 0.0 0.1 0.3 0.8 0.6 -0.5
Si- -8.5 -9.5 -16.8 -19.4 -16.4 -24.3
S2- 0.6 0.5 -0.1 -0.5 -11.4 -12.1
^3- 0.5 0.5 0.3 0.4 4.1 -9.5
^4- 0.0 0.0 0.0 0.0 0.0 0.0
Vo+ 0.99 0.97 0.81 0.39 0.92 0.79
m+ 1.0 1.0 0.99 0.93 0.71 0.52
V2+ 1.0 1.0 1.0 0.97 0.85 0.71
V3+ 1.0 1.0 1.0 0.97 0.82 0.26
V4+ 1.0 1.0 1.0 1.0 1.0 1.0
m- 1.0 0.99 0.98 0.93 0.65 0.34
V2- 1.0 0.99 0.94 0.80 0.82 0.82
V3- 1.0 1.0 1.0 0.99 0.75 0.90
TJ4- 1.0 1.0 1.0 1.0 1.0 1.0
TABLE 4. Glasgow solution A showing St+ and n+ for energies 1320, 1340, 1500,
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