Abstract. This paper develops two first-order system least-squares (FOSLS) approaches for the solution of the pure traction problem in planar linear elasticity. Both are two-stage algorithms that first solve for the gradients of displacement (which immediately yield deformation and stress), then for the displacement itself (if desired). One approach, which uses L 2 norms to define the FOSLS functional, is shown under certain H 2 regularity assumptions to admit optimal H 1 -like performance for standard finite element discretization and standard multigrid solution methods that is uniform in the Poisson ratio for all variables. The second approach, which is based on H −1 norms, is shown under general assumptions to admit optimal uniform performance for displacement flux in an L 2 norm and for displacement in an H 1 norm. These methods do not degrade as other methods generally do when the material properties approach the incompressible limit.
1. Introduction. The basic equations of elasticity are generally in self-adjoint form, so they lend themselves naturally to an energy minimization principle, cast in terms of the primitive displacement variables. Unfortunately, this direct approach seems to have many practical difficulties (e.g., degrading approximation properties of the discretization and convergence properties of the solution process) as the material tends to become incompressible (i.e., the Lamé constant λ tends to infinity for fixed Lamé constant µ, or, more precisely, the Poisson ratio ν tends to 0.5 − ). There have been several attempts to develop alternate approaches (cf. [2] , [3] , [11] , [13] , and [21] ) that are robust in the incompressible limit, but these alternatives are usually based on mixed formulations (see also [4] and [12] ) that lead to discrete equations that are difficult to solve. Indeed, little attention seems to have been paid to the development of robust solution strategies for the matrix equations that arise in this context. Compounding these difficulties is the fact that what is often needed in practice are the deformations and stresses. These variables can be obtained by differentiating displacements, but this weakens the order (from h 2 to h) and strength (from H 1 to L 2 ) of the approximation.
In [7] , first-order system least squares (FOSLS) was applied to the pure displacement problem of linear elasticity. This was accomplished by introducing displacement flux (i.e., gradients of displacement) and pressure and by recasting the problem as a perturbed Stokes equation. For the pure traction problem treated here, we instead take an approach that involves displacement flux as the only new variable and that is more in the spirit of earlier work on scalar elliptic equations (cf. [5] and [6] ).
The aim of this paper is to develop two simple FOSLS formulations of the pure traction problem in planar linear elasticity. The first formulation is based on a leastsquares functional involving L 2 norms and, under certain H 2 regularity assumptions, it yields uniform and optimal H 1 approximations of all variables, including deformations, stresses, and displacements. Of course, such H 1 approximations of the deformations and stresses require that the displacement be smooth (i.e., in H 2+α ). The second FOSLS formulation involves H −1 norms and, under general assumptions, yields uniform and optimal L 2 estimates of the deformations and stresses as well as H 1 approximations of the displacements. We know of no other problem formulation that is able to obtain such uniform H 1 and L 2 optimality. Both methods are two-stage, in which one solves for the displacement flux variable first. (Deformations and stresses can then be readily obtained as simple algebraic combinations of the displacement fluxes.) The displacement components can then be obtained as solutions of two scalar Poisson equations (if desired). Both methods yield estimates that suggest effective numerical approaches for the actual computation of these approximations. We will discuss this aspect of our results in some detail.
For completeness, we develop a third FOSLS approach based on a single-stage method. In this case, the functional to be minimized depends on both the displacement and displacement flux. The estimates associated with this functional indicate that, while the discretization properties are quite good, it may be difficult to use standard multigrid methods to solve for the discrete approximations near the incompressible limit.
The paper is organized as follows. Section 2 introduces the pure traction problem in planar linear elasticity, some equivalent formulations, and notation. Section 3 discusses FOSLS functionals based on the extended system (displacement and displacement flux as primary variables) and on the reduced system (displacement flux as the primary variable), and establishes their ellipticity and continuity. We introduce two-stage algorithms based on the reduced system in sections 4 and 5, and section 6 provides the proofs of some basic regularity estimates.
2. The elasticity problem, its first-order system formulations, and other preliminaries. Let Ω be a bounded, open, connected domain in ℜ 2 with Lipschitz boundary ∂Ω. Denote the Lamé constants by
where E > 0 is the modulus of elasticity, µ > 0, generally λ > −
where the symbols ∆, ∇, and ∇· stand for the Laplacian, gradient, and divergence operators, respectively (∆u is the vector of components ∆ u i ); f is a given vector function; σ ij (u) = λ(∇ · u)δ ij + 2µǫ ij (u) is the stress, ǫ ij (u) = 1 2 (∂ j u i + ∂ i u j ) is the deformation, and δ ij is the Kronecker delta symbol; and n = (n 1 , n 2 ) t is the outward unit normal on the boundary.
We 
respectively. Let N denote the space of infinitesimal rigid motions (i.e.,
and N c its complement in H 1 (Ω) 2 defined so that u ∈ N c if and only if
Then (the weak form of) boundary value problem (2.1) has a unique solution [10] ). We will use standard curl notation for two dimensions by identifying ℜ 2 with the (x, y)-plane in ℜ 3 . Thus, the curl of u = (u 1 , u 2 ) t means the scalar function
and ∇ ⊥ denotes its formal adjoint:
We will be introducing a new independent variable related to the 4-vector function of gradients of the u i , i = 1, 2. It will be convenient to view the original 2-vector functions as column vectors and the new 4-vector functions as block column vectors. Thus, given
an operator G defined on scalar functions is extended to 2-vectors componentwise:
For example, ∇u = (
If U i ≡ G u i is a vector function, then we write the block column vector
If D is an operator on vector functions, then its extension to block column vectors is defined by
For example, writing
We also extend the respective normal and tangential operators n· and n× componentwise:
Finally, inner products and norms on the block column vector functions are defined in the natural componentwise way:
Let A = λA 1 + 2µA 2 be the 4 × 4 matrix defined as follows:
and
Then the elasticity equations in (2.1) may be rewritten in the compact form
We introduce the displacement flux variable U = ∇u, that is,
Since the definition of U implies that
We will show in the next section that this extended system is well posed and suitable for treatment by FOSLS. However, what is probably more important in practice is the system that involves U only:
We will show in the next section that this reduced system is also well posed and that it is perhaps better suited to FOSLS treatment, especially in the incompressible limit. We define solution spaces for the primitive variables by
Since we have posed (2.1) on the space for which ∇u is orthogonal in L 2 (Ω) 4 to gradients of elements of N (we write ∇u ∈ (∇N ) ⊥ ), we are at liberty to impose the condition that U ∈ (∇N ) ⊥ (i.e., Ω (U 2 − U 3 ) dx = 0). We thus define the solution space for the new variables by
for the case of general domain Ω and by
for the case in which domain Ω is a convex polygon or has C 1, 1 boundary. In the context of L 2 norms, W is a natural choice for (2.2) and Y is a natural choice for (2.5). Our theory will show that U is a natural choice for (2.6) in the context of H −1 norms, and that V is a natural choice for (2.5) or (2.6) in the context of L 2 norms.
FOSLS.
The primary objective of this section is to establish ellipticity of least-squares functionals based on (2.5) and (2.6) in appropriate Sobolev spaces. To this end, we assume that f ∈ L 2 (Ω) 2 ∩ N ⊥ and define the following:
for U ∈ U; and
In what follows, C, possibly with subscripts, will denote a generic constant that may vary in meaning with each occurrence and may depend on Ω, λ, and µ, but is independent of the Poisson ratio ν = λ/2(λ + µ). We will frequently use the term uniform in reference to a relation to mean that it holds independent of ν.
We first establish uniform boundedness and ellipticity (i.e., equivalence) of the functionals G −1 (U; 0) and G 0 (U; 0) in terms of the respective functionals M −1 (U) and M 0 (U) defined on the respective spaces U and V by
where the trace operator tr is defined by trU = U 1 +U 4 . We then show that G(U, u; 0) is uniformly equivalent to the modified product
To this end, we appeal to standard H 1 regularity estimates (cf. [15, 16] ) for elasticity equation (2.2):
for any v ∈ W. If the domain Ω is a convex polygon or its boundary is C 1, 1 , then we may appeal to standard H 2 regularity results (cf. [15, 16] ):
) Interestingly enough, we will also need similar estimates for the Stokes equations. In fact, for any constant ρ > 0, the usual Stokes H 1 and H 2 regularity results imply, respectively, that
for any p ∈ L 2 0 (Ω) and w ∈ H 1 0 (Ω) 2 such that w is divergence free, and that (cf. [17] and [18] )
2 such that w is divergence free. See section 6 for simple proofs of (3.4) and (3.6), which are provided for completeness. THEOREM 3.1. The functionals G −1 (U; 0) and M −1 (U) satisfy the uniform equivalence relation
for all U ∈ U. When (3.5) and (3.7) hold, the functionals G 0 (U; 0) and M 0 (U) satisfy the uniform equivalence relation
for all U ∈ V.
Proof. The upper bound in (3.8) for G −1 follows from the easily established bounds ∇ · AU −1 ≤ AU and ∇ × U −1, 0 ≤ U from the triangle inequality and from noting that A 1 U = (trU)b, where b = (1, 0, 0, 1) t . The upper bound in (3.9) for G 0 is a straightforward consequence of the triangle inequality and the fact that
To show the validity of the lower bounds in (3.8) and (3.9) for the respective functional G −1 and G 0 , we first show that
To this end, write U ∈ V as follows:
where v ∈ W solves (2.2) with f = −∇·AU and the decomposition V+η = U−∇v is characterized by restricting V to the range of A 2 and η to the null space of A 2 . Note that the second and third components of V must be equal and that η = (0, p, −p, 0)
. Hence, we have that
Now, the definitions of A, A 1 , A 2 , and η imply that Aη = A 1 η + A 2 η = 0. Thus, since
and n · AV = 0, on ∂Ω, it then follows (cf. [14] ) that
Comparing the second and third components of both sides of (3.15), we find that w is divergence free; i.e.,
and since Ω is simply connected, we may thus assume that w vanishes on the boundary ∂Ω, i.e.,
By taking the trace of both sides of (3.15) and using (3.13), we see that
.
Combining this with (3.12) and (3.14) and using (3.5) and (3.7), we thus have that
Here we have used the bound
which follows easily from (3.17). Thus, (3.11) follows from (3.12). A similar argument based on (3.4) and (3.6) yields
We have thus established the lower bounds in (3.8) and (3.9) for the first terms in the respective M −1 and M 0 . To establish these bounds for the second terms, first note that the definition of A 2 implies that
From (3.10), the definition of A, the triangle inequality, (3.19) , and (3.11), we then have that
This proves the bound in (3.9) for the second term in M 0 . To establish the bound in (3.8) for the second term in M −1 , using (3.12) and (3.16) (but now stemming from U ∈ U), we note that
Hence,
It then follows from (3.4) and (3.6) that
Next, we use (3.9) to show uniform equivalence of the bilinear forms G(U, u; 0) and M (U, u).
COROLLARY 3.1. Assume that (3.5) and (3.7) hold. Then the functionals G(U, u; 0) and M (U, u) satisfy the uniform equivalence relation
Proof. The upper bound in (3.21) for G follows easily from the triangle inequality by noting that
2 U 2 and using (3.9). To prove the lower bound, from (3.9) it suffices to prove that Since A = λA 1 + 2µA 2 and both A 1 and A 2 are nonnegative definite symmetric matrices, then (3.24) implies that
But the boundary conditions imposed on V then give that
which, together with (3.25), establishes the upper bound for the first term in (3.22) . The bound for the second term then follows from the triangle inequality.
4.
A two-stage algorithm based on G 0 . The basic aim of FOSLS is to develop a functional whose homogeneous form is equivalent to a product norm composed of individual scalar L 2 -or H 1 -like norms. The essential purpose of this construction is to reduce the original problem to a system of easily solved scalar equations whose coupling is weak enough to enable relatively easy solution of the full system. While the theory of the previous section achieves this basic goal, the quality of the relevant coupling degrades as the material properties tend to the incompressible limit (i.e., as λ → ∞ for fixed µ, or as ν → 0.5 − ). The sources of this trouble are the terms involving λ in the definitions of the functionals M −1 , M 0 , and M . First, since the expression trU = U 1 + U 4 represents an intimate coupling between U 1 and U 4 , large λ implies that the coupling between these two variables must tend to become dominant in the functionals. This difficulty, which causes degrading performance of standard solvers, will be eliminated here by a simple rotation applied to U. Second, the expression A 1/2 ∇u present in M also implies dominant coupling for large λ, this time between the variables u 1 and u 2 , which again implies serious difficulties in the design of fast solvers. To overcome this more imposing difficulty, we will make use of the new variables and the uniform equivalence of G 0 (U; 0) and M 0 (U) to develop a two-stage algorithm for computing U and recovering u from the definition U = ∇u.
The rotation we consider is defined by the matrix
and the spaceṼ ≡ QV = {V = QU : U ∈ V}. Note that V = QṼ and that each vector U ∈ V is of the form
Note also that spaces V andṼ are the same up to boundary conditions. The solution (U, u) of the extended system (2.5) can be obtained as the solution of the following two-stage algorithm.
Stage 1: Let V ∈Ṽ be the unique solution of
and set U = QV.
Stage 2: Define
and let u ∈ Z be the unique solution of ∇u − U = min{ ∇v − U : v ∈ Z}. (4.4) COROLLARY 4.1. Assume that (3.5) and (3.7) hold. Then
for all V ∈Ṽ. Remark 4.1. H 1 equivalence (4.5) immediately implies (cf. [6] ) that standard finite elements and standard multigrid for minimizing G 0 (QV; f ) will achieve uniform and optimal H 1 approximations to V and, hence, to the deformations and stresses. It is clear that the uniqueness of the solution of the two minimization problems guarantees that (QV, u) is the unique solution of the pure traction problem as expressed in equation (2.5). Nevertheless, a few comments on some interesting features of this representation are in order.
The function u that solves the minimization problem (4.4) of Stage 2 satisfies the Euler-Lagrange equation
where U = QV. Hence, u is the weak solution of the Poisson problem
It may not be immediately clear that the boundary condition in (4.7) implies that u satisfies the boundary condition of equation (2.2), namely,
However, this must follow from existence and uniqueness of the solutions of (2.2) and the two minimization problems.
Similarly, the conditions on Z do not imply directly that u satisfies the third compatibility condition
but this follows from the observation that ∇u = U ∈ V ⊂ (∇N )
⊥ . We now turn to a numerical method for the approximation of the solution (U, u) based on this two-stage algorithm. LetṼ h be a finite-dimensional subspace ofṼ and Z h a finite-dimensional subspace of Z. Assume that they satisfy the following approximation property: there exists a constant C and two integers s and q such that
Note that the boundary conditions onṼ h can be implemented for polygonal domains by imposing simple algebraic relations on the boundary nodes. This can also be done for Z h , but the relations involve nodes on the elements that intersect the boundary. Curved boundaries require the usual special care. Let u ∈ W ∩ H l (Ω) 2 be the solution of the pure traction problem (2.1), where l is an integer, 1 ≤ l ≤ q, and assume that u also satisfies (4.9). Let p = λ∇ · u ∈ H l−1 (Ω) (4.12) be the pressure and let
be the displacement flux. Assume that
Let U h = QV h and u h be the solution of the two-stage algorithm restricted tõ (4.15) and u h ∈ Z h is the unique solution of 
Proof. Estimate (4.17) comes from the standard observation that
Estimate (4.18) is just the usual FOSLS a priori bound based on Theorem 3.1 and the approximation estimates (4.10) and (4.11). In order to obtain (4.19), we observe that
where the first term on the right-hand side is zero. Now consider the fact that the minimization conditions yield
which yields optimal a priori estimate for displacement. However, it may be possible to establish bounds directly on U − U h to yield even higher-order a priori estimates.
5.
A two-stage algorithm based on G −1 . Here we consider an analogous two-stage algorithm based on the functional G −1 , which for computational purposes we represent as follows:
where
2 denote the respective solution operators (u = Bf and u 0 = B 0 f ) for the elliptic boundary value problems
The solution (U, u) of extended system (2.5) can be obtained as the solution of the following two-stage algorithm, which uses the notationŨ ≡ QU.
Stage 1: Let V ∈Ũ be the unique function that minimizes G −1 (QV; f ) overŨ and set U = QV.
Stage 2: Let u ∈ Z be the unique function that minimizes ∇u − U over Z.
The optimal uniform solvability of the minimization problem in Stage 1 is guaranteed by the following immediate consequence of (3.8).
COROLLARY 5.1. We have that
for all V ∈Ũ.
Remark 5.1. Corollary 5.1 implies that standard discrete H −1 norms (for more details, see [1] and [8] ) can be used to develop a discretization and solution process that achieves uniform and optimal L 2 approximations to the deformations and stresses, and that displacements can be recovered as in section 4 with uniform and optimal H 1 performance.
LetŨ h and Z h be finite-dimensional subspaces ofŨ and Z, respectively, that (as in section 4) satisfy estimates (4.10) and (4.11). LetZ h andZ 0, h be finite-dimensional subspaces of H 1 (Ω) 2 and H 1 0 (Ω) 2 , respectively, that (as in section 4) satisfy estimate (4.11) and the inverse inequality
Let B h and B 0, h be discrete solution operators associated with boundary value problems (5.2) and (5.3) posed onZ h andZ 0, h , respectively. These inverse operators are easily approximated by standard symmetric multigrid operators. Assume that we have preconditionersB h :
2 −→Z 0, h that are symmetric with respect to the L 2 inner product and that are spectrally equivalent to B h and B 0, h , respectively. Definẽ
where I denotes the identity operator and
h be the unique function inŨ h that satisfies
and let u h ∈ Z h be the unique function that satisfies
Proof. An analysis similar to that in [1] (see also [8] ) shows that (5.4) is valid forG −1, h (QV; f ) and for any V ∈Ũ h . Thus, these estimates follow directly from the usual FOSLS a posteriori error bounds and approximation estimates (4.10) and (4.11).
Remark 5.2. The theory here assures that the discrete functionalG −1, h (QV h ; 0) is uniformly equivalent to the simple functional D h (V h ) ≡ V h 2 + λ 2 V h 1 2 onŨ h . Thus, rescaling the first component of vector V by (1 + λ 2 ) 1/2 makesG −1, h uniformly equivalent to the L 2 norm; that is, the matrix that arises from the Euler-Lagrange equation for (5.6) using standard nodal basis functions is uniformly well conditioned. This means that basic iterative methods like Gauss-Seidel or conjugate gradients could be used to solve these equations with optimal efficiency. 6. Regularity estimates. Although estimates (3.4) and (3.6) are standard, we provide proofs here for completeness.
Proof of (3.4). For any v ∈ W, it follows from Korn's inequality and integration by parts that = (−ρ△w + ∇p, ρw) ≤ − ρ△w + ∇p −1, 0 ρw 1 , which proves the bound for the first term in (3.6). The bound for the second term in (3.6) follows directly from the well-known inequality (cf. [19] ) p ≤ C ∇p −1, 0 for p ∈ L 2 0 (Ω), the triangle inequality, and the fact that ρ△w −1, 0 ≤ ρw 1 .
