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rnOWI;EDGE mom r n 0 W D G E :  
M I N G  DECISIONS IN ElECILANIGS PROBLEM SOLVING 
Alan Bundy, George Luger, 
Chris hellish, Martha Palmer 
Department of Artificial Intelligence, 
University of Edinburgh, 
Edinbuy-gh , UK, 
I, Abstract 
In October 1975 we started a ehree year SRC supported project 
on "A Progrm to Solve Mechanics Problems Stated in English", 
This project is now beginning its third year and many of its 
initial objectives have been achieved. In this paper we briefly 
review the progress that has been made and discuss some of the 
more promising areas of research that we have uncovered, 
The structure of the paper is as follows: 
Section 2 The current state of the project 
Section 3 An annotated exan?ple 
Section 4 Towards a computational logic for 
natural reasoning 
Section 5 Investigations of Syntax-semantics 
interaction 
i Conclusion and References 
The original objective of our project is s 
following quotation from the 1975 grant application: 
"Qur objective then, is to write a program which can solve 
Mechanics problems, of the kind given as exmples in 
Bmphrey (1957) pl-90, We will concentrate on writing a 
program which can extract equations, given a surface level 
meaning representation obtained from the statement of the 
problem in English, If we make suitable progress on this, 
we would like to extend the program, so that it would accept 
problem statements in English," 
This proqrm, entitled MECHO, now salves a nlamber of mechanics 
problems, The program centres arovnd an algori- 
for extracting equations based on MarplesVl974) study of Cdridge 
Engineering Students (for furttier details, see Bundy et al 137Sa1, 
This algori- in turn calls on various inference rules to draw 
conclusions from the input meaning representation, The equations 
extracted can be fed to an equation solving program written by 
R,K,Welham, 
As might be expected, our current descriptive theory differs 
s-ubstantially from our ideas in 1975, The three stages of meaning 
representation (surface, deep and deep with quantities) have been 
merged into one, which is gradually added to in the course of prob- 
lem solving. We now make use of far mare high-level descriptions 
than envisaged in 1975 and have single predicates and associated 
schemas (Frames] for whole pulley syscems (Luger and Bundy 1977b) 
and for particL~s in motLon (Bundy 1377a1, 
The PROLOG programming language (Warren 1977) was chosen for 
all our programs and has proved quite successful, It has provided 
the important tools of an assertional database, pattern-directed 
invocation and a search facility as well as extra-logical evaluable 
predicates to modify the simple backtracking control structure, 
Our experiences wi.th PROLOG are recorded in Bundy l976b and Bundy 
and Welhm l977d, 
Our original approach to problems of search control consisted 
in carefully designing and debugging inference rules within the 
basic PROLOG inference system. As more problems were tackled, 
generalisations were noted and some of the control information was 
incorporated in the inference system, This is leading to the de- 
sign of a computational logic for natural reasoning based on our 
experience of mechanics problem solving (see section 4 ) -  
It was usually possible to rely on our own intuitions and ex- 
qerience of mechanics problem solvirig to design inference rules and 
descriptive terns, Occasionally, however, it was useful to invest- 
igate disputes or illuminate difficulties by examining protocols of 
expert problem salvers, The results of these protocol analyses 
are described in Euger l977a, 
We have progressed further than originally intended with the 
extension to allowing English input to the program, Since we were 
unable to find a consensus on the kind of meaning representation 
that might be output by a natural language "front end"', we were 
forced to develop the natural larlguage processing and problem solving 
programs in parallel, Our first programs took as input a syntactic 
parse from SouL8s (19751 existing parser and produced a suitable 
meaning representatior, (see S.tone l976], Later efforts to produce 
a unified program have introduced interesting issues of syntax-se- 
mantics interaction (Palmer 1977 and Mellish 1977) and demonstrated 
the value of studying natural language processing and prablem solv- 
ing in the same system (see section 51 ,  
The three major problem areas "cat have been concentrated on 
so far are those involving pulleys, the motion of particles on 
complex paths and .the mation of particles moving under constant 
acceleration., Each of these is described below with an indication 
of the representational issues involved and an account of one of 
t he  problems solved by t h e  MECHO system, Most of  these  problems 
have been t r a n s l a t e d  by hand i n t o  Predica te  Calculus a s se r t ions  
s u i t a b l e  f a r  inpu t  t o  t h e  program, although some have been pro- 
cessed by the  n a t u r a l  language p rogrms ,  
"Two p a r t i c l e s  of  rnasses 6 and lOlbs a r e  connected by a l i g h t  
s t r i n g  passing over a smooth pu l l ey ,  Find t h e i r  common acce le ra t -  
ion and the  tens ion i n  the  s t r i n g , ' "  
Pulley system problems were used t o  develop t h e  desc r ip t ive  
theory e s p e c i a l l y  t h e  dse of  schemas t o  descr ibe  high-level  ob jec t s  
l i k e  pul ley  systems, Also the  problem above was the  main working 
e x a p l e  f o r  the n a t u r a l  Language processing programs, 
The p a r t i c l e  s t a r t s  from r e s t  a t  G ; given h 1" h2 and T w i l l  a it reach p a i n t  G 3 d" 
This problem was used t o  explore the  representa t ion  of motion 
and t h e  technique of hmotheses  making and t e s t i n g ,  These " r o l l e r  
coas ter"  problems r e l y  heavi ly  on diagrams f o r  t h e i r  desc r ip t ion ,  
i and no attempt was made t o  input  eikher d i a g r a m a t i c  o r  English 
desc r ip t ions  o f  them, 
"The d is tance  between two s t a t i o n s  i s  2000 yds, An e l e c t r i c  
t r a i n  s t a r t s  rom r e s t  a t  one s t a t i o n  w i t h  a uniform acce le ra t ion  5 of a l  f t / s e c s  . It corn s t o  r e s t  a t  another s t a t i o n  with a uniform 2 re t a rda t ion  of a2 f t / s e c  . The speed f o r  the  intermediate por t ion  
of the  journey i s  constant ,  Find the  cons tant  ve loc i ty  i f  the  
journey i s  t o  be completed i n  m r e e  minutes*' '  
These problems were used a s  a vehic le  f o r  exploring the  rep- 
r e sen ta t ion  of time, This example motivated a package f o r  eon- 
ve r t ing  a11 u n i t s  i n t o  a compatible s e t  (e ,g .  yards and minutes 
above i n t o  f e e t  and seconds) ,  I t  a l s o  provided some 
f o r  the  na tu ra l  language processing,  i , e ,  how t o  parse '"stars 
from r e s t ' b e t e ,  recognizing the  r e f e r e n t  t o  "Tt" and associa t ing  
2000 yards with t h e  path of  the  t r a i n ,  
3 ,  Annotated Examale 
To give a c l e a r e r  p i c t u r e  af how the  system a c t s  a s  a whole 
and how the  individual  p a r t s  opera te ,  we w i l l  now b r i e f l y  descr ibe  

with m a s u r e  b and only t h e  f i r s t  p a r t i c l e  has t h i s  mass, The 
d e f i n i t e  a r t i c l e  i n  ' W e  a c c e l e r a t i o n ' h a n n d  be i n t e r p r e t e d  i n  
t h e  same sense a s  t h i s ,  s ince  t h e  values of funct ions  of ob jec t s  
( l i k e  acce le ra t ions )  can be re fe r red  t o  by d e f i n i t e  phrases w i t h -  
o u t  t h e r e  being previous s p e c i f i c  knowledge of them, However, 
i n  t h i s  case the  acce le ra t ion  has a l ready been introduced by the  
pul ley  system schema, m d  so  it i s  n o t  necessary t o  c r e a t e  a  new 
o b j e c t ,  F ina l ly  the  second sentence i s  i n t e r p r e t e d  a s  a  whole, 
The meaning of  " f ind"  i n  t he  imperative involves marking c e r t a i n  
q u a n t i t i e s  a s  "sought" f o r  t h e  equation so lve r ,  W i t h  t h e  reach- 
ing  of t h e  end of t h e  problem, a l l  o the r  q u a n t i t i e s  t h a t  have 
keen introduced and spec i f i ed  can be marked "given". 
The following c lauses  a r e  the  r e s u l t  of the  n a t u r a l  
language ana lys i s :  
i s a  ( p a r t i c l e ,  p l )  , i s a  ( p a r t i c l e ,  p2 1 , i s a  ( s t r i n g ,  s l )  
i s a ( p u l l e y ,  p u l l ) ,  e n d ( s l ,  end l ,  r i g h t ) ,  e n d ( s l ,  end2, l e f t )  
f ixed  con tac t (end l ,  pl, p e r i o d l ) ,  f ixed contact(end2,  p2, p e r i o d l l ,  
midptTsl, midptl) , f ixed  contac t  (midptl, p u l l ,  pe r iod l )  
mass ( p l ,  massl,  periodl) ,  mass (p2, mass2, pe r iod l )  , mass (s l ,  zero ,  
pe r iod l  1 
coef f ( p u l l ,  zero)  , measure (massl , b) , measure (mass2, c )  , 
acce l  ( p l  , a l  , 270 ,  pe r iod l )  , period (pe r iod l )  , 
sought ( a l l  , given (mass11 , given (mass2 1 , 
i n  add i t ion  t h e  follawing schema i s  cued: 
pu l l sys  - stan ( s y s ,  p u l l ,  s l ,  p l ,  p2, pe r iod l )  , 
The backward reasoning Marples Algorithm then at tempts t o  f i n d  
an equation t h a t  expresses t h e  sought quan t i ty ,  a l ,  i n  t e r n s  of the  
given w a n t i t i e s  b, c ,  a d  g (-the g r a v i t a t i o n a l  c o n s t a n t ) ,  a l  i s  
inves t iga ted  and information i s  ex t rac ted  which focusses the  
Marples Alqoritlvn and narrows t h e  range of equations t o  be consider- 
ed,  I n  t h i s  case the  only equations considered a r e  those  obtained 
by resolv ing forces  about t h e  p a r t i c l e  p l  and p2, Only one of 
these  i s  needed a t  t h i s  s t a g e ,  namely the  r e so lu t ion  of Eorces &out 
p l  : 
- b e g  + t ens ion l  = k . a l  
This sa lves  f o r  a l  bu t  introduces a new unknown t e n s i o n l ,  t h e  
tens ion i n  the  s t r i n g .  
This tens ion was not  mentioned i n  the  o r i g i n a l  problem s t a t e -  
ment, b u t  was introduced by the  pul ley  system schema i n  the same 
way a s  t h e  acce le ra t ions  of t h e  p a r t i c l e s .  Other information in -  
troduced by the  pul ley  system schema inc ludes ,  f o r  ins t ance ,  t h a t  
the  s t r i n g  is  divided i n t o  two s t r a i g h t  segments with i n c l i n a t i o n s  
of 9a0 and 270° respec t ive ly ,  Thus t h e  schemas a r e  used t o  f i l l  
i n  ""gaps" between what i s  given i n  the  problem statement and what 
i s  needed t o  solve the  problem, 
The o the r  "gap E i l l i n g "  mechanism i s  the  backwards inference  
process i n i t i a t e d  by equation ex t rac t ion ,  In t h i s  example back- 
wards inference  is  responsib le  f o r  deducing t h a t  the  tens ion of 
each of t h e  s t r i n g  segments i s  t e n s i o n l  and f o r  working ou t  the  
c o h i n e d  fo rces  ac t ing  on the p a r t i c l e s ,  
The Marples Algorithm now t r i e s  t o  f i n d  an equation which 
expresses t e n s i o n l  i n  t e r m s  of a l ,  b, c, and g. At tent ion  i s  
focussed on resolT/-ing fo rces  about p l ,  p2 o r  the  pul ley .  Re- 
solving about p l  i s  r e j e c t e d  because t h a t  equation has already 
been used, Resolving about p2 is  p re fe r red  over resolv ing about 
t h e  pu l l ey  because it introduces no new unknowns, The r e s u l t i n g  
equation i s :  
c ,g  - t ens ion l  = c . a l  
Before being solved the  equations a r e  checked t o  see  t h a t  
+hey a r e  a l l  i n  t h e  same u n i t s .  Solut ion i n  t h i s  case  i s  very 
simple and merely involves e l iminat ing  tens ion1 t o  give 
One of m e  o r i g i n a l  aims of the  p r o j e c t  was t o  see how domain 
s p e c i f i c  knowledge could be used t o  con t ro l  inference  i n  a  semantic- 
a l l y  r i c h  domain, Inference r u l e s  were designed with ca re ,  t o  
avoid superfluous-search wherever poss ib le ,  Program t r a c e s  were 
examined t o  spo t  f a l s e  t r a i l s  and inference  r u l e s  debugged t o  avoid 
them i n  the  f u t u r e ,  Eventually these  r u l e s  were r idd led  w i t h  ad 
hoc cont ro l  information, 
I t  then became c l e a r  t h a t  much of  t h i s  con t ro l  information 
could be general ized and t h a t  it would then cease t o  be domain 
s p e c i f i c  and become spp l i cab le  t o  any i n f e r e n t i a l  system, The 
two s p e c i f i c  genera l i za t ions  t h a t  we descr ibe  below a re :  (i) the  
exp lo i t a t ion  of function p roper t i e s  (Bundy 1 9 7 7 ~ )  and (ii) the  use 
of s i m i l a r i t y  c l a s s e s  (Budy  19781, W e  hope t h a t  t h i s  gradual 
process of genera l iza t ion  w i l l  l ead  t o  a  computational l o g i c  f o r  
n a t u r a l  reasoning, That i s ,  an i n f e r e n t i a l  mechanism containing 
b u i l t  i n  con t ro l  p r imi t ives  which have already proved t h e i r  use- 
fu lness ,  
The f i r s t  genera l iza t ion  i s  the  exp lo i t a t ion  of  function 
p roper t i e s ,  One of the  p roper t i e s  o f  funct ions  i s  t h a t  they 
g ive  unique values,  This uniqueness can be used both (i) t o  
t rap  u n a c h i e v d l e  goals  before they a r e  c a l l e d  and (ii) t o  prune 
sulrtsequent search a f t e r  a  f i r s t  value has been found, For i n -  
s tance ,  if it i s  known t h a t  f ( a )  = b then it is  not  poss ib le  t o  
prove t h a t  f ( a )  = c M e r e  b f c, In msny cases it i s  poss ib le  
t o  t r a p  the  machievable  goal f ( a )  = c befiire it i s  c a l l e d ,  
S i d l a r l y  i f  the  value ef f ( a )  i s  req~ ies ted  and shown t o  be b it 
i s  s i l l y  t o  request  a l t e r n a t i v e  values of f ( a )  on backtracking 
and the  p o s s i b i l i t y  can be pruned from the  search t r e e ,  
It might be felt that functions occw only in mathematical 
reasoning. In fact they are comon in everyday reasoning but 
often go unnoticed, For instance: 
at is a function from objects and times to locations 
Final is a function from periods of time to their final moments 
Koaerof is a function from m als to their mothers. 
In our inference system it is only necessary to specify that a 
particular relation is a function from some argments to others 
far the appropriate control re9ime to be brought to bear. A re- 
lation can even be a function in more than one way e,g. the re- 
lation Timesys between a period and its initial and final moments 
can be a function in three ways, 
The second generalization is the use of similarity classes, 
This was a tecknique originally developed to control the equality 
relation, In fact, it is applic&Xe to any relation with trans- 
itive, symmetric and reflexive properties and again this is a far 
wider class of relations than is generally appreciated, The idea 
is to put similar objects in classes with a distinguished element 
(the root), so that si~larity between two objects can be tested 
by looking to see whether they are in the same class (Lee. point 
ta the same root), This test Is highly efficient compared to 
the infamous explosive search properties of the transitive and 
symmetric laws, 
The standard way to represent similarity classes is by trees, 
with the root as distinguished element, Below are some sample 
trees for (i) equality, (ii) the sameplace relation (two objects 
are in the same place) and (iii) the factor relation (giving the 
conversion factor between.'two units of the same dimension).. 
(i) equality Sandra k husband David's father 
Robert 
liii) factor 
the Imppost 
i 
the korner 
inches 
\ 12 
feet miles 
l/l760 
yards 
S l i g h t  modificat ions of the  o r i g i n a l  techniques a r e  needed 
f o r  some r e l a t i o n s ,  For ins tance ,  i n  t h e  case of sameplace a 
d i f f e r e n t  s e t  of c l a s s e s  i s  needed f o r  each time period o r  moment, 
For f a c t o r  it i s  n e c e s s a q  t o  l a b e l  t h e  a r c s  with conversion f a c t a r s ,  
These need t o  be mul t ip l ied  together  a s  t h e  a r c s  a r e  t r ave r sed ,  
t o  f i n d ,  say, the  conversion f a c t o r  between inches and mi les ,  
The tlaECHO program conta ins  a  genera l i za t ion  of the  s imi lar -  
i t y  c l a s s  machinery and appropr ia te  r e l a t i o n s  can be defined 
simply i n  t e r n s  of it, 
In the  a r e a  of na tu ra l  language processing,  one of  our main 
aims i s  t o  study the  process-control  i s s u e s  of e f f i c i e n t  na tu ra l  
language pars ing  - t h e  type of  decis ions  t h a t  have t o  he made and 
the  ways t h a t  s y n t a c t i c  and semantic processes can i n t e r a c t  t o  
b e s t  advantage, I t  i s  the  process of reference evaluat ion t h a t  
has concerned us mainly, 
Winograd 11972) has shown t h a t  evaluat ing  references ea r ly  
i n  t h e  pars ing  can be useful  i n  resolv ing s y n t a c t i c  ambiguity, 
Thus i n  the  sentence: 
Put the  pyramid on t h e  block i n  the  box, 
which i s  apparently a d i g u o u s ,  only one reading i s  acceptable i n  
a  context  where t h e r e  a r e  no pyramids on blocks,  The absence of 
a  r e f e r e n t  t o  ' t h e  p y r a i d  on t h e  block'  i s  used t o  ensure 
t t h a t  another  i n t e w r e t a t i o n  i s  taken,  
However, t h e r e  i s  not  always enough i n f o m a t i o n  i n  a  noun 
phrase t o  d e t e m ~ i n e  the  r e f e r e n t  uniquely ( f o r  ins t ance ,  i f  it i s  
a  pronoun, t h i s  i s  r a r e l y  s o ) ,  Thus Winograd was forced i n t o  
adopting discourse h e u r i s t i c s  t o  make premature decis ions  ( f o r  
most d e f i n i t e  noran phrases)  o r  car ry ing Eomard a l l  p o s s i b i l i t i e s  
i n  lrhe hope t h a t  the  r a t h e r  crude semantic marker l i s t s  i n  the 
verb meaning w i l l  e l iminate  same ( i n  the  case  of p ronoms) ,  
The system t h a t  we a r e  inves t iga t ing  involves considering 
re fe rence  evaluat ion  a s  an incremental process,  with references  
becoming progressively more i n s t a n t i a t e d  a s  t h e  ana lys i s  proceeds, 
In t h i s ,  pronouns a r e  t r e a t e d  i n  t h e  s m e  way a s  o the r  d e f i n i t e  
noun phrases,  a s  t h e  same mechanism i s  used to express both def- 
i n i t i o n a l  i n f o m a t i o n  and 'semantic checks ' ,  Both types of  
semantic c o n s t r a i n t s  a r e  i n t e r p r e t e d  a s  f i l t e r s  on poss ib le  
r e f e r e n t s  and may be enforced a t  any time i n  t h e  a n a l y s i s ,  w r t h  
the  r e s u l t  t h a t  the re  can be a  c lose  i n t e r a c t i o n  between s y n t a c t i c  
and semantic processes,  Reference evaluat ion s t i l l  provides a  
check on s y n t a c t i c  hypotheses because a  f i l t e r i n g  process which 
has el inLnated a l l  t he  p o s s i b i l i t i e s  f o r  a r e f e r e n t  causes the  
&andonment of  t h e  cu r ren t  hypotheses, Moreover, i n  t h i s  frame- 
work, the re  i s  much l e s s  r i s k  of car ry ing out  extensive syn- 
tactic manipulations on the basis of faulty reference evaluations, 
An important feature of the system developed is that all 
semantic tests are in tems of actual referents and not in tems 
of the structure of referring phrases. Thus we are able to ex- 
press a much wider range of constraints than can be captured by 
tihe use of traditional semantic markers of the Katz and Fodor 
(1964) type, Those of the simplest type involve single refer- 
ences and express ideas like 'an object cannot be a part of it- 
self', More complicated constraints impose dependencies between 
the possible values of several,references, Thus the constraint 
that two objects be in contact causes interactions between the 
two evaluation processes - further infomation relevant to one 
may have repercussions for the value of the other. A great deal 
of knowledge of possible physical configurations cannot be ex- 
pressed with a mechanism like semantic markers but requires 
something of this type, An investigation into how to make the 
best use of this powerful system will he an important further 
step in our work on mechanics problems, 
As a simple exmple of how this kind of knowledge can help 
resolve arabiguity, consider the following problem: 
"AB is a unifom rod, of length 8a, which can turn freely 
&out the end A, which is fixed; 
G is a smooth ring, whose weight is twice that of the rod, 
which can slide on the rod anda " 
In this example, there is apparent diguity as to whether 
the final relative clause ("which can,,.'" should be attached to ' "a smooth ring" or to "the rod", A human being who reads this 
sentence and attempts to visualise the scene has no difficulty 
with this problem, In order to resolve it mechanically, it 
suffices to notice the fact that an object cannot slide on it- 
self, This information ensures that the phrase cannot be at- 
tached to the rod and thus must qualify the ring. However, the 
restriction needed (the irreflexivity of a particular sliding 
relation) cannot be expressed in terms of semantic markers, 
There is a dmger that the number and complexity of such 
semantic restrictions could be completely unmanageable, but 
several factors cohine to ease this problem. Firstly, there 
is no reason why restrictions should have to be imediately 
verifiable - in general, deductions may be necessary to sat- 
isfy them, This means that simFlar restrictions can share 
pieces of deductive machinery; moreover in some cases complex 
restrictions can be pieced together from more primitive tests, 
Secondly, many restrictions express mathematical properties of 
particular relations and so are generalizable, These involve 
fmctional properties between relation argments (c,f. section 
4) and properties like symmetq and transitivity (e,g,, the re- 
lation of 'supportYs aspmetric and transitive), It is in- 
teresting that these are the kinds of properties that we are 
exploiting in the quest for general mechanisms of search control, 
There seems to be a close sjrnilarity between controlling deduction 
by pruning inappropriate goals from the search tree and resolving 
ambiguity by avoiding consideration of semantically inappropri- 
ate hypotheses, Thus, in particular, the mechanisms we have de- 
veloped to exploit function properties and similarity classes for 
search control may well be of direct use to the natural language 
progrms, Conversely, mechanisms that have suggested themselves 
for the natural language tasks (such as the particular use of ir- 
reflexivity shown above) are likely to provide ideas for general 
search control techniqes, 
Conclusion 
We hope that this paper has given an understandable account 
of t2.e current state of the m G H Q  project and some of the more 
interesting issues that we are following up* Although our work 
covers a range of subjects that are not comonly studied in close 
conjunction, there is an underlying theme running through the 
whole project, This is the idea that only throagh carefully 
establishing exactly where and how individual pieces of knowledge 
should be used to best effect can one construct a system which 
perfoms an intellectual task of any complexity, Even in the 
relatively simple domain of mechanics problem solving, extremely 
sophisticated techniques have to be introduced in order to come 
close to the expert human's ability to make decisions and discard 
false trails and faulty hsotheses, It is our belief that a 
significant number of the ad-hoc solutions produced for specific 
problems can be generalized and khat there are useful domain-inde- 
pendent principles of search and process control to be found, 
One of the most promising sources of relevant generalizations 
seems to involve the province of second-order relations like 
functionality, transitivity and irreflexivitp and it is in this 
direction that our investigations are currently proceeding, 
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