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1. INTRODUCTION 
In this paper we consider the problem of finding the unknown coef- 
ficients k(u) in the nonlinear elliptic equation 
v. (k(u) Vu) =f(x, y), (4 )‘)EQ, (1.1) 
where u(x, y) is subject to a combination of both Dirichlet and Neumann 
conditions on the boundary of Q. 
Specifically, 52 will be a bounded open subset of R2 with a smooth 
boundary X2 consisting of the union of the two arcs X2, and 852,. On X2, 
we assume that u(x, y) satisfies the conditions 
ll=d (1.2) 
k(u);= ,g (1.3) 
while on the arc ~22, 
B(u) = h, (1.4) 
where the boundary operator B(u) is either of Dirichlet or of Neumann 
type. Here v denotes the unit outwards normal to the boundary ~22. The 
function f is assumed to be a known function of its arguments. The case 
where k is known, and f =f(u) has to be determined, is treated elsewhere 
by the authors [8]. 
Physically this corresponds to determining the conductivity of a region 
given a measurement of either the steady-state temperature u or the steady- 
state heat flux k(u)(&/dv) on part of the boundary and a measurement of 
both these quantities on the remainder of the boundary. 
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One could consider condition (1.4) on Z?, and Eq. (1.3) to be the 
primary data, that is, conditions under which one could uniquely deter- 
mine u(x, y) were k(u) known. Then Eq. (1.2) would represent overposed 
boundary data which are to be used in the attempt to recover k(u). We 
shall take this viewpoint throughout this paper. 
In the next section we shall show that the inverse problem can be 
reduced to solving a linear, singular integral equation. Under mild 
assumptions on the data we shall prove a uniqueness result, that is, there is 
at most one function pair (k, u) satisfying (1.1 ))( 1.4). We shall also 
provide examples to show that our conditions are fairly delicate. If some 
conditions are relaxed in a seemingly innocuous way, a solution may fail to 
exist, or may be nonunique. 
There are additional uniqueness results for a related problem, that of 
determining the coefficient 1(.x, JI, z) in the operator 
L,=V.yV, YEC” (1.5) 
by variational methods [4,6, 7,9]. The unknown coefficient y is not a 
function of the dependent variable, but rather of the independent variables. 
Prescribing overposed data along an arc of the boundary is no longer 
sufficient to uniquely determine the coefftcient. 
The spatially dependent inverse coefficient problem just described and 
the inverse coefficient problem addressed in this paper are fundamentally 
different. The direct problem for Eq. (1.1) is nonlinear, whereas the direct 
problem for (1.5) is linear. There are no representation theorems for the 
solution of (1.1) in terms of Green’s functions. The dependence of u on 
f; k, and the boundary conditions is inherently nonlinear. The unknown 
coefficient k in (1.1) is a function only of a single variable, whereas 
7 is a function of all the spatial variables in (1.5). As a consequence of 
this, a single overposed boundary condition is sufficient to determine k( .) 
but an infinite number of possible boundary conditions are necessary to 
determine y. 
2. UNIQUENESS RESULTS 
Throughout this paper we shall assume that Q is a bounded domain 
with C2 boundary a&?. We shall consider a0 to be the union of the two 
segments &2, and XI, with (x,, yO) and (x,, y,) the endpoints of these 
arcs. Let s1 and s2 be the arclengths along a&?, and X?, measured from the 
point (x,, y,,). We assume that the functions h, g, and 4 are continuous on 
their respective domains. We shall require also that the function k(u) be 
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continuous and that Eq. (1.1) is nondegenerate lliptic, that is, k( . ) > k, > 0 
for some constant k,. (x, SY,) 
0 
(x0 ,Y o) 
In consequence, the transformation 
(2.1) 
is one-to-one and therefore has an inverse which we shall denote by 
24 = S,(u). (2.2) 
Following Cannon [l] and Cannon and Du Chateau [2], we use (2.1) to 
transform the term V. (k(u) VU) into Au, and in this case (l.l)-( 1.3) 
become 
Au =.0x, Y), (X> Y)EO (2.3) 
a0 -= 
av g on dQ, 
s 
((52)) 






%=h on aa, (2.6) 
or the condition 
5 
h(sl) 
v= k(r) dr on 852,. (2.7) 
h(O) 
The effect is thus to transform the undetermined coefficient problem 
(1.1 t(1.3) into the determination of a solution to a known equation 
satisfying overspecilied ata depending linearly on an unknown function. 
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There are two special cases of this problem that give immediate results. 
Case (a): B(u) =k(u)(&~/&). 
This case was considered by Cannon in [ 11, who showed that it leads to 
the boundary value problem 
Ao=f, (x2 Y) E Q (2.8) 
au g 
i 
if (x, y)Eaf22, 
-= 
aLl h if (x, y)Eaf2, (2.9) 
with u(x,, yO) =O. By evaluating this known function u(x, y) on the 
boundary aQ,, one obtains the integral equation 
i‘ 
THSZ) 
k(r) dr = u(s~), s2 E asz, (2.10) 
40) 
for the unknown function k(u). If, for example, 4 is a monotone function of 
the variable s2, and the range of I$ on &I, contains the range of u(x, y) in 
6, then (2.10) leads to the existence and uniqueness of the coefficient k(u). 
This range condition can be guaranteed by invoking the maximum 
principle and suitably restricting the functionsf, g, and h. 
Case (b): B{ U} = U, h = constant. 
Here u(x, y) satisfies (2.8) together with boundary conditions that do not 
depend on the unknown k(u), 
au 
z=g on asz, (2.11) 
v=o on asz,, (2.12) 
and again evaluating u on the arc a52, leads to Eq. (2.10), which can be 
solved by suitably restricting the primary data g and f: 
We now turn to the case when B(u) represents a nonhomogeneous 
Dirichlet condition and will show that (2.10) will yield a singular integral 
equation for the unknown k(u). 
We shall assume that the Dirichlet boundary data on K? are compatible 
at the ends of the arcs &S, and aL2,, that is, h(x,, y,,)=#(x,, yo) and 
h(x,, y,) = 4(x1, yr). Without loss of generality we can assume that the 
data have been normalized with h(x,, y,) = 0. We also assume that the 
Neumann data on aQ,, g are such that au/& is continuous on m. 
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Let G(x, y; 5, q) be the Green’s function for Laplace’s equation on Q 
subject to Dirichlet conditions on aQ, and Neumann on XI,, that is, 
dG=d(x-5, y-v) (x, l')EfJ 
G=O on asL, 
ac -= 
sv 
0 on asz,. 
Thus the solution to (2.3) (2.4), and (2.7) has the representation 
Using the overposed boundary condition (2.5) then gives 








so that Y is known from the given nonhomogeneous term f and the 
boundary data g. For $(sr) defined on CK2, define the mapping T: 
asz, -+ as22 by 
(2.18) 
For the remainder of the paper whenever the kernel G or aG/& appears, 
the evaluation on 852, will be understood. We can characterize T as the 
(linear) operator that maps the solution of Laplace’s equation on Q with 
Dirichlet data $ on X!, and homogeneous Neumann data on aQ, to its 
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value on SJ,. This is sometimes referred to as a Hilbert transform 
operator. The integral equation (2.15) can be written in the form 
H&s)) = ‘J’(s) + T[K(h)l. (2.19) 
If the functions h and 4 are monotone, then we obtain, setting q = h(s, ), 
5 = d(s?) on the respective boundaries aR, and iX2,, 
or 
K= p+T[K]. (2.20) 
To recover K( .) from (2.19), it would be necessary to make the 
assumption that the function 4 were monotone. This requirement is typical 
of such recovery problems for partial differential equations that contain an 
unknown function of U, [3, 8,9]. 
In terms of uniqueness we can prove the following result 
THEOREM. If the continuous functions 4(s) and h(s) are such that 
4(x0, Y~)=W,, yoL d(x,, ~,)=hb,, Y,), andrange,,,fh)Erange,,,i~), 
where the latter range is not a single point, and if the boundary value problem 
( 1.1) (1.2), (1.4), that is, with u(x, y) satisfying the primary boundary 
conditions, has a continuous solution on a, then there is at most one solution 
@(l.l)-(1.4) forf=f(x, y). 
Proox Suppose (k,, u,) and (k2, uz) satisfy (1.1))(1.4). Then putting 
k=k,-k, and w=v,-v2, where v, = Si;l(u,) and v? = S,‘(U~), we see 
that w must satisfy 
Aw = 0, (x, Y)EQ 
on iiQ2, (2.21) 
s 
h(li) 
u’= k(r) dr on dQ, 
h(O) 
and subject to the overposed condition 
I 
4(.S2) 
M’ = k(r) dr on ZQ,. 
((0) 
(2.22) 
By the strong maximum principle [S, Chap. 31, w cannot attain its 
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maximum or its minimum either in the interior of Sz or on the arc c~Q, 
where aw/av = 0. Thus the maximum and the minimum values of w on 0 
must lie in the range of the function J$a;‘k(r) dr for s1 EC?Q,. By 
assumption this implies that the range of w must lie in the range of values 
of the function j fig; k(r) dr. The continuity of &sz) then demands that w 
must attain its maximum and minimum on %2,, which can only happen if 
w is constant. Since both of h(s,) and &sZ) cannot be constant we conclude 
that w = 0, and from Eq. (2.21) that the function k(u) must be zero for u in 
the range of 4. 
COROLLARY. If h and q3 are both monotonic functions on the respective 
arcs XJ2, and XJ2 then there is at most one solution for the inverse problem 
(l.l)-(1.4). 
Proof: The monotonicity condition, plus the continuity at the 
endpoints of the arcs X2, and XJ,, implies that range,,,{h} = rangedn,(+}. 
3. NONUNIQUENESS AND NONEXISTENCE RESULTS 
In the above theorem and its corollary it is essential that the boundary 
dQ be smooth, and the function u(x, y) be continuous in 0. Suppose that 
f = 0 and g 3 0 in Eqs. (1.1) and (1.2), and the function h is monotone on 
6X2,. Note that this means that au/& is not continuous in a neighborhood 
of the points (x,, y,) and (x,, yi). If k(u) is a solution to (l.l)-(1.4) then 
so also is any constant times k(u). 
The following example shows that the assumption of nonconstancy of 
the function C$ is essential in the above theorem. 
EXAMPLE 1. Let U(X, y) satisfy (l.l)-(1.4) with f =O, g=O, and h= 1, 
where Q is the unit disc((x, y) (x2 + y2 < 1 }, and aQ, and 852, are the 
upper and lower semicircular boundaries. Thus 
V (k(u) Vu) = 0, O<rtl, -7c<O<n 
k(u);=O, r=l, --7160<0 
u= 1, r= 1,0,<8<n. 
If we set 4 = 1 then for any k(u), the function u(x, y) = 1 is a solution of the 
above problem, and coincides with 4 on aQ,. 
In some cases it is possible to give the exact degree of nonuniqueness if 
the conditions in the theorem are violated. 
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EXAMPLE 2. Let s2 be the unit square 0 < x < 1, 0 < y < 1 with the line 
x = 0 corresponding to %2,, and let u(x, y) satisfy 
v . (k(u) Vu) = 0, O<x<l, O<y<l 
d4 Y) = 0, u,(l, y)=O 
u(x, 0) = 0, u(x, 1) = 1 
(3.1) 
and the overposed data 
40, Y) = 4(Y), 
which by continuity should satisfy d(O) = 0 and c$( 1) = 1. Then it is easily 
seen using the transformation (2.1) that u(x, y) must satisfy 





which has to be solved for k(u). If c( = j: k(r) dr and 5 = d( y), then (3.2) 
becomes 
J ‘k(r)dr=a&‘(<), 0 (3.3) 
showing that k is determined up to a constant multiple. The constant tl is 
in fact uniquely determined by the value of k(0) and d’(O). This can be seen 
by differentiating (3.2) and setting y = 0, to obtain 
4’(O) k(0) = ct. 
Note that if 4’(O) = 0 then c( = 0 and there is no positive solution k(u) to 
the problem. 
As the above examples show, the solvability of Eq. (2.19) for K(U), and 
hence k(u), will depend critically on the smoothness of the boundary 852 as 
well as the boundary data. Although the transformation (2.1) succeeds in 
linearizing the problem, the analysis of the resulting linear equation (2.20) 
requires delicate analysis. 
In the final paragraph we will summarize some of the properties of the 
mapping occurring in (2.19) and (2.20). 
The mapping T is a bounded positive operator from the space of 
continuous functions on ~352, to the continuous functions on aQ,, and in 
fact //T/I z = 1, where I/ .. 11 2 denotes the supremum operator norm. 
To see this, note that for d(s) continuous on XJ, , T{ #} represents the 
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value of the solution of Laplace’s equation on the segment of the boundary 
X?, where au/d\! = 0. As in the proof of Theorem 1, the maximum principle 
shows that 
and thus 
SUP ITdI d SUP 141, 
<x22 JR, 
showing that lITI JL < 1. Equality follows from the fact that if 4 = &, for 
some constant do then T& = do. This shows that 1 is in the spectrum of T 
if constant functions are admissible. The corresponding eigenspace may 
range in dimension from 1 (Example 2) to infinite (Example 1). 
T is not compact since the kernel of the operator defining T has a 
singularity of the order of ((x - 5)’ + (y - v)*) -‘. Due to the difference in 
the arguments of the kernel of the linear transformation (2.20), T will not 
in general be a symmetric operator. 
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