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Abstract
This dissertation focuses on generalization and enhancement of the poser program
called “BodyFlex”, in order to be used for deformation of different voxel-based hu-
man body models. Different postures of three voxel-based human models, HUGO,
Gustav and Laura, can be generated with “BodyFlex”.
The first enhancement is related to the Free Form Deformation (FFD) technique,
which is already implemented in “BodyFlex”, to allow deformation of non-axis
aligned human body parts. Additionally, for deformation of the elbow and body
parts which could be initially bent, the Extended Free Form Deformation (EFFD) is
implemented. Both techniques deform an object by applying a deformation on
a lattice with a predefined shape, which embeds the original object. The first
step towards the generalization of “BodyFlex” is the automatic generation of the
lattices, based on the joint positions, which is introduced in this work. Another
enhancement is related to the generation of a proper posture of the HUGO model
for evaluation of the electromagnetic effects from mobile phones. To this aim,
an algorithm for separation of the fingers based on geometrical techniques was
developed.
Two types of electromagnetic applications are described, which include a variety
of postures of the human models that are generated by using “BodyFlex”. The first
type is related to the analysis of the specific absorption rate (SAR) distribution in
the human model, due to mobile phone radiation. In various simulation scenarios,
the impact of the human hand’s position, as well as the influence of rings, earrings
and eyeglasses on the SAR distribution are presented. The second type studies
the influence of the position and the geometry of the human models on the SAR
distribution. Three voxel-based human models, HUGO, Gustav and Laura, in a
standing and sitting position are exposed to electromagnetic waves. The results
for the whole body averaged SAR and the localized SAR distribution of the sitting
human models are compared to the standing human models.
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Zusammenfassung
Diese Dissertation befasst sich mit der Verallgemeinerung und Erweiterung des
Posierungs-Programms “BodyFlex” für dessen Verwendung mit weiteren voxel-
basierten Menschmodellen. Verschiedene Posen von drei voxel-basierten Men-
schmodellen, HUGO, Gustav und Laura können mit “BodyFlex” erzeugt werden.
Die erste Erweiterung steht in Zusammenhang mit der Free Form Deformation
Technik, die bereits in “BodyFlex” implementiert ist und erlaubt die Verformung
von nicht an den Koordinatenachsen ausgerichteten Körperteilen. Zusätzlich wurde
zur Verformung des Ellenbogens und anderen im Ursprungsmodell gebeugten Kör-
perteilen die Extended Free Form Deformation Technik implementiert. Beide Tech-
niken verformen Objekte durch Anwendung eines Gitters in vordefinierter Form,
das das Originalobjekt einschließt. Der erste Schritt zur Verallgemeinerung von
“BodyFlex” in dieser Dissertation ist die automatische Erzeugung der Gitter anhand
von Gelenkpositionen. Eine weitere Verbesserung ist die Erzeugung von Posen, die
zur Simulation elektromagnetischer Felder mit Mobiltelefonen geeignet sind. Hier-
für wurde ein Algorithmus zur Separation der Finger basierend auf geometrischen
Techniken entwickelt.
Zwei Anwendungstypen werden beschrieben, die eine Vielzahl von mit “BodyFlex”
generierten Posen beinhalten. Der erste Typ ist die Analyse der Verteilung der
spezifischen Absorptionsrate (SAR) der Strahlung von Mobiltelefonen im Men-
schmodell. In verschiedenen Simulationsszenarien wird der Einfluss der Handpo-
sition sowie von Ringen, Ohrringen und Brillen auf die SAR-Verteilung vorgestellt.
Der zweite Anwendungstyp untersucht den Einfluss der Position und Geometrie
von Menschmodellen auf die SAR-Verteilung. Drei voxelbasierte Menschmodelle,
HUGO, Gustav und Laura werden in stehender und sitzender Haltung elektromag-
netischen Wellen ausgesetzt. Die Ergebnisse der ganzkörpergemittelten SAR und
der lokalen SAR-Verteilung des sitzenden Menschmodells werden mit dem stehen-
den verglichen.
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1 Introduction
1.1 Motivation and History
The increasing number of electric devices used in day-to-day life, attracts the atten-
tion and interest in the study of the electromagnetic field interaction with biological
tissues. Understanding the field distribution inside the human body is crucial when
the electromagnetic devices are being developed, because of the possible negative
health effects. Unfortunately, there are huge limitations on direct measurement of
the electromagnetic field inside the tissues and organs of the living organisms. As a
result of the rapid development of the computer science, simulations on the human
body models can be performed to predict the electromagnetic radiation effects, as
well as the heating and the Specific Absorption Rate (SAR) distribution.
The development of computational human models used for variety of applications
is still in focus nowadays. With the improved computer graphics and medical tech-
nique, more accurate computational human body models are being developed. The
voxel-based human models, also known as tomographic models or voxel phantoms,
can be created by analog photography of slices of a frozen body. But in most of the
cases, the voxel-based human models are built from cross-sectional images ob-
tained using Computer Tomography (CT) and Magnetic Resonance Imaging (MRI)
devices. They are generated from the pixel data from these 2D images, trans-
formed in three-dimensional volume elements called voxels. These models have
a very large application range in the simulations of realistic electromagnetic prob-
lems. The main goal of the simulations is the evaluation of electromagnetic fields
inside and outside the voxel-based human body models by numerically solving
Maxwell's equations. One such numerical technique for solving Maxwell’s equa-
tions is the Finite Integration Technique (FIT), which was introduced by Weiland
in 1977 [106].
The upright position of the most digital human models is the main obstacle to con-
duct realistic electromagnetic research activities. For the purpose of such research
activities, it is very important the flexibility to generate various postures of the hu-
man body (e.g. sitting position, holding a mobile phone in the hand etc.). Some
deformed human models already exist [30] [5] [32] [31] [78], but the techniques
with which they are created are time consuming and the positions of the mod-
els are limited. In 2012, Gao proposed an approach for generation of a postured
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voxel based human model named “HUGO” [33], which was implemented within
the software tool “BodyFlex” [44]. The combination of the Free Form Deforma-
tion technique (FFD) for 3D solid geometric models deformation introduced by
Sederberg and Perry (1986) and the Marching Cubes (MC) algorithm introduced
by Lorensen and Cline (1987) allows the generation of different positions for the
HUGO model, while ensuring continuity of the tissues and conservation of the mass
to an acceptable level [94] [71].
In this dissertation, an enhancement and generalization of “BodyFlex” is presented.
One disadvantage of “BodyFlex” was that it worked only with the HUGO model. To
improve the functionality and extend its capabilities for a general use, an algorithm
for automatic placement of the control lattices, which guide the deformation pro-
cess is developed. The control lattices are placed around almost all body parts,
based on previously defined joint positions. With this generalization of “BodyFlex”,
other voxel-based human models, like Gustav and Laura [86] can be deformed.
A very important enhancement of “BodyFlex” is the application of the Extended
Free Form Deformation (EEFD) technique [27] to deform the elbow. Using this
technique, control lattices with arbitrary shapes are defined to cope with the initial
position of the elbow.
A new algorithm using sparse matrix logic is developed to enhance the perfor-
mances of exporting the deformed human models with “BodyFlex”. Additionally,
the posture and export processes are adapted for parallel execution, to use all avail-
able resources on the running machine.
In the first version of “BodyFlex”, deformations of almost all parts of the body were
possible. Exceptions were the wrist and the fingers movements which required a
change in the current algorithm because of the non-standard position of the fore-
arms and the hands of the HUGO model, which are bent over the lower part of the
abdomen in the original model. In recent computer graphics research, some algo-
rithms for finger movements and hand deformations can be found. However, these
algorithms were not suitable to be applied on the HUGO model, because HUGO’s
fingers were not separated. Consequently, an algorithm for finger separation and
movement is introduced in this dissertation.
One electromagnetic application where the wrist and the finger movement of a
voxel-based human model are of interest is computing the Specific Absorption Rate
(SAR). Since the electromagnetic fields produced by the mobile phone are classi-
fied by the International Agency for Research for Cancer as possibly carcinogenic
to humans, it is very important to monitor, investigate and understand the possible
impact by the mobile phones on the human health. There are two international
bodies that have developed exposure guidelines for general public, which spec-
ify the maximal SAR values allowed for absorption [2] [3]. However, the current
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SAR measurements are performed with the SAM (Specific Anthropomorphic Man-
nequin) phantom which is filled with homogeneous, but dispersive material. The
SAR values in the hand are not measured and the impact of the hand when the
mobile phone is held, on the SAR values, cannot be accurately predicted. When a
hand from a voxel-based human model is present in the simulation, we are able to
compute the SAR values in the hand and also to investigate the impact of the hand
on the SAR values in the head of the voxel-based human model. Additionally, the
effects of wearing some common jewelry and eyeglasses can be studied. Results
showing the impact of the hand and some accessories (jewelry and eyeglasses) on
the SAR values obtained from the simulations are presented in this dissertation.
1.2 Outline
This introductory Chapter 1 is followed by an overview of the available computa-
tional human models in Chapter 2, with a special focus on the voxel-based human
models. The voxel-based human model HUGO, developed from the Visible Human
Project®(VHP) , and the CST Voxel Family, originating from the GSF voxel family
from Helmholtz Zentrum München − Deutsches Forschungszentrum für Gesund-
heit und Umwelt, which are used in this thesis, are described in detail.
Chapter 3 explains the working principle and describes the two three-dimensional
deformation techniques used in this dissertation: Free Form Deformation (FFD)
and Extended Free Form Deformation (EFFD). Also, in this chapter, the application
of the three-dimensional rendering algorithm Marching Cubes (MC) in “BodyFlex”
is shown together with its combination with the FFD technique.
In Chapter 4, the basis of electromagnetic theory, namely Maxwell's equations is
given. In addition, the Finite Integration Technique (FIT) is explained, which is the
time domain electromagnetic simulation algorithm used for the electromagnetic
applications in this dissertation.
Chapter 5 describes the functionality and the enhancements of the poser program
“BodyFlex”, which is used to generate different postures of three human models:
HUGO, Gustav and Laura. At first the joints positions are defined using the Voxel
Model Observer (VMO) [85]. Then, an algorithm for automatic generation of the
control points, which build the control lattices around almost all body parts is intro-
duced in “BodyFlex”. Two deformation techniques enable deformation of different
body parts: FFD and EFFD. All body parts except the elbow are deformed using
the FFD technique. As an enhancement to the first version of “BodyFlex”, the FFD
technique is extended for usage over non-axis aligned body parts in order to allow
deformation on the wrist and the fingers of HUGO. Additionally, an algorithm for
separation is developed to determine the voxels belonging to a certain finger. One
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important step after the deformation process is the export of the human model in
the new position. New algorithm based on the sparse matrix logic allows lower
memory consumption and faster export of the deformed human model. In case of
very large human model datasets, the time for posturing and export of the human
model is very large. Therefore, the software is adapted for parallel execution and
uses the maximum available CPU resources on the running machine.
In Chapter 6, a comparative analysis of performance between different software
packages is given when posturing human models. Two commercial software
packages, “Varipose®” and “SEMCAD X POP module®”, are described and their
strengths and weaknesses are identified. Later, both software packages are com-
pared to “BodyFlex” in terms of time for posturing of the human model and memory
requirements.
In Chapter 7, various simulation scenarios are established to study the impact of the
electromagnetic fields on original and postured human models. The analysis of the
SAR distribution is conducted in two types of studies: the first type is related to the
mobile phone radiation, while the second one investigates the influence of the po-
sition and the geometry of the human models exposed to incident electromagnetic
wave. Within the first type of study, an investigation is conducted to examine the
influence of the position of the hand and the fingers, as well as the effects of wear-
ing eyeglasses or common jewelry, like rings and earrings on the SAR distribution
due to mobile phone exposure.
Chapter 8 gives the summary of the thesis and the outlook, which includes possible
future research topics related to this work.
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2 Computational Human Models
The first sentence of Caon’s paper [17], published in 2004 reads: “A computational
model of human anatomy is a mathematical representation of the external enve-
lope of the human body shape, together with the boundaries of the internal organs
and tissues”. The main reason to develop computational human models is their
usage in dosimetry calculations. The first generation computational human models
is developed between 1960s and 1980s. In this time period, the simplest computa-
tional human models are mainly modeled only by combining geometrical shapes.
Such a set of human models human models has been developed by the Oak Ridge
National Laboratory (ORNL) [77][52][19][23]. The models have head, neck, torso
and legs. All internal organs, which were represented by equations of planes, ellip-
soids, elliptical cylinders, cylinders, spheres and cones, were placed into the torso.
The dimensions of the models including the internal organ dimensions and masses
were chosen to conform to the ICRP "Reference Man" [101][53]. However, the
simplicity of the internal organs shapes and their placement in a torso represented
by an elliptical cylinder, do not coincide with the real anatomical organs in terms
of the shape and the realistic position in the human body.
The rapid development of the computer technology starting in the 1980s con-
tributed to the production of Computer Tomography (CT) and Magnetic Resonance
Imaging (MRI) devices which could generate highly accurate cross-sectional images
of internal organs. Once a dataset from the medical scans is available, a process
of segmentation is conducted to identify the organs and the tissues in the human
body. At the end of the segmentation process, a phantom is created to be further
used in certain type of simulation software, such as: finite integration technique
solvers (FIT), finite-difference time-domain (FDTD) solvers, finite element method
(FEM) solvers, method of moment (MoM) solvers, or Monte-Carlo ionizing radia-
tion simulators.
Taking the pixel data from the images as a starting point, researchers are motivated
to create two types of widely used computational models: surface-based and voxel-
based human models. The surface-based human models are built from triangular
surface meshes, which are used to represent the tissues in the human body. They
can approximate the outer surfaces and shapes of the organs and tissues in the
human body in detail. These models are widely used in computer graphics domain.
A very popular surface model family is the Virtual Population (ViP 3.0) [46]. This
model family provides detailed and precise view of every single organ in the human
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body. They are equipped with 300 tissues and organs per model and a resolution
of 0.5× 0.5× 0.5 mm3. The models are generated with extraction and processing
of topologically conforming triangle surfaces. In order these models to be used in
numerical modeling, they first need to be discretized, i.e. transformed into voxels
or tetrahedral elements. Another example of surface models is the VHP-Female 3.0,
which is created using the open-source high-resolution cryosection image dataset
from the Visible Human Project®(VHP) Female [82].
Figure 2.1.: Voxel-based human head phantoms with different voxel shape
The voxel-based human models are also known as tomographic models or voxel
phantoms. They are generated from 2D cross-sectional images from medical scans,
such that the pixel data are transformed in three-dimensional volume elements
called voxels. As shown in Figure 2.1, a voxel can be a cube or a parallelepiped.
Each voxel is filled with one material assigned with an ID number, which represents
a particular tissue or organ.
Both types of human models have advantages and disadvantages. On one hand,
the surface-based models can be used with numerous simulation methods. On the
other hand, the voxel-based models can be used with FDTD solvers and Monte-
Carlo ionizing radiation simulators (or other similar software) which are based
on rectangular grids. Nevertheless, the voxel-based models can easily map highly
inhomogeneous tissue distributions. The surface-based models which include many
tissues and organs are described by large sized triangular surface meshes, which
limits their usage only in FDTD solvers. A further advantage of the surface-based
models is their possibility to describe curved organs realistically.
Currently there are 28 whole body models worldwide listed by the International
Committee on Electromagnetic Safety [60] (see Appendix). Most of the listed mod-
els are voxel-based. These human models are used in various applications: radia-
tion dosimetry [112][57][64][79][13][21], radio-frequency exposure [16][111],
calculation of the specific absorption rate (SAR) [32][31][22], etc.
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2.1 Voxel-based Human Models
Voxel-based human models, which describe the human anatomy quite accurately,
are widely used in electromagnetic applications. These human models are obtained
from different sources: whole body CT scans of cadavers, CT images from clinical
examinations, MRI of volunteers and from the "Visible Human" project [4]. When
a human body is scanned with CT, the attenuation of the radiated X-rays along a
large number of lines is measured through cross-sections of the body [49]. The
data collected from each cross-section are used to obtain an image of the scanned
cross-section. Magnetic resonance imaging (MRI) is a powerful medical imaging
technique which produces detailed pictures of the soft tissues in the human body
and the metabolic processes therein [48]. It differs from CT, in the usage of strong
magnetic field instead of X-rays. As a next step, a process of segmentation is con-
ducted on the images available from these sources. It is a time consuming process
of identification of the boundaries of every single tissue and organ visible on the
medical image. All pixels which belong to a certain tissue or organ are assigned
with an ID number to distinguish them from the other tissues or organs.
There are some drawbacks related to medical images which are used for generation
of human models. Some images are obtained form cadavers or patients who might
have some defects in the anatomy compared to a healthy human being. Also most
medical images are obtained from cadavers or patients in a lying position. There-
fore, their internal organs are displaced from their position in a standing person
[113]. Additionally, there can be a difference in the dimension of the organs in
individuals with similar size.
The listed models in Table A.1 vary in age, sex, dimension and weight. If some of
these models is used in electromagnetic simulations, the obtained results should
refer also to the patient. The advantage of voxel-models is the possibility to be
scaled in order to fit to the dimensions of the studied human models, so they can
be both increased or decreased in size. Despite their many positive characteristics,
the voxel-human models also have some drawbacks. The first one is the voxel
shape. Representation of the human model using voxels gives a staircase surface
rather than a smooth one. This could lead to an overestimation of the size of
certain organs. Another drawback is the problem related to the segmentation of
tissues with dimensions smaller than the voxels dimensions. In some cases this
could lead to inaccurate simulation results.
In 1986 the US National Library of Medicine (NLM) started the Visible Human
Project (VHP). The goal of this project was the creation of complete, anatomi-
cally detailed, three-dimensional human bodies of a male and a female [100]. In
1994/95 the first datasets from the male and the female human bodies became
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available. These datasets consist of transverse CT, MR and cryosection images of
male and female cadavers.
The visible human male was obtained from a cadaver of a 38 years volunteer who
died from a court-ordered lethal injection [96]. Because the MR and CT images
from frozen cadavers could be degraded, the body was first scanned with MR and
CT. Later, CT scanning was performed again, at 1 mm slice thickness on 1 mm
centers from the head to the toes on a frozen body. The next step was sectioning
of the cadaver also at 1 mm intervals and photographing of the anatomical cross-
sections. There were 1871 CT and anatomical images obtained from this cadaver.
An example of both image types is shown in Figure 2.2.
Figure 2.2.: Visible Human Male - thorax: cryosection (left) and CT scan after freez-
ing (right) [100]
2.1.1 Human Model: HUGO
HUGO is a voxel-based human model which is built from the Visible Human Male
dataset and represents anatomically realistic human body in digital form [33]. It
has a height of 187 cm and a mass of 113 kg. There are numerous electromagnetic
applications that use HUGO [8][9][10][11][43][45]. HUGO is available in various
voxel resolutions, starting from 8× 8× 8 mm3 to 1× 1× 1 mm3. The dataset size
varies from 72,000 voxels in the coarsest resolution to 380 millions in the finest
resolution. HUGO consists of up to 32 different tissues. Each tissue has a unique
ID number which is listed in Table 2.1. One voxel from the dataset contains only
one type of tissue.
The voxel model dataset is stored in a large data file. The content of such file is not
prescribed by a standard. Most of these files consist of a header of different size
and a body in which the voxel values are stored. Also, there is no prescribed format
for the type of the file. Namely, the voxel file is usually written in a binary format,
but can also be written in ASCII format. In this case, HUGO’s dataset is stored in a
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Table 2.1.: HUGO: Tissue names and ID numbers [44]
ID Nr. Tissue ID Nr. Tissue ID Nr. Tissue
1 Marrow 2 Fat 3 Bone
4 White substance 5 Gray substance 6 Skin
7 Eye 8 Muscle 9 Blood
11 Cerebellum 12 Lens 13 Nervus Opticus
14 Cartilage 15 Mucous membrane 16 Air
17 Lung 18 Large intestine 19 Kidney
20 Liver 22 Gland 23 Spleen
24 Stomach 25 Pancreas 26 Bladder
27 Gall bladder 28 Small intestine 30 Right ventricle
31 Left ventricle 32 Right atrium 33 Left atrium
43 Blood vessel 44 Blood aorta
binary format. The file can be opened with any software which can process binary
file format, for e.g Hex Editor Neo®. Using computer graphic techniques this file
can be also rendered as a three dimensional human model, as shown in Figure 2.1.
2.1.2 Human Family: CST Voxel Family
The CST Voxel Family consists of seven human models in various size, age and
sex shown on Figure 2.3. These models origin from the GSF voxel family from
Helmholtz Zentrum München − Deutsches Forschungszentrum für Gesundheit und
Umwelt [86][112]. These human models are constructed from CT and MR images
of patients and contain up to 135 tissues and organs placed in 2-5 million voxels.
They have a wide range of applications like simulations of exposures due to ionizing
radiation, radiation therapy etc. In this dissertation, only Gustav and Laura are
used.
The characteristics of the CST voxel family models are shown in Table 2.2.
CST voxel family members have more tissues compared to the HUGO model. Their
tissue identification numbers are listed in Table 2.3.
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Table 2.2.: CST voxel family characteristics
Model Age Sex Size/cm Mass/kg Resolution/mm
Baby 8-weeks Female 57 4.2 0.85× 0.85× 4.0
Child 7 years Female 115 21.7 1.54× 1.54× 8.0
Donna 40 years Female 176 79 1.875× 1.875× 10.0
Emma 26 years Female 170 81 0.98× 0.98× 10.0
Gustav 38 years Male 176 69 2.08× 2.08× 8.0
Laura 43 years Female 163 51 1.875× 1.875× 5.0
Katja 43 years F-pregnant 163 62 1.775× 1.775× 4.84
Table 2.3.: CST voxel family: Tissue names and ID numbers
ID Nr. Tissue ID Nr. Tissue ID Nr. Tissue
1 Adrenals 2 Blood 3 Bone cortical
4 Bone m. cavity 5 Bone spongiosa 6 Brain
7 Breast glandular 8 Bronchi 9 Cartilage
10 Colon contents 11 Colon wall 12 Eye bulb
13 Eye Lens 14 Fat 15 Gall blad. cont.
16 Gall bladder 17 Heart 18 Kidney cortex
19 Kidney medulla 20 Kidney pelvis 21 Liver
22 Lung 23 Lymphatic nodes 24 Mucosa
25 Muscle 26 Oesophagus 27 Ovaries
28 Pancreas 29 Pituitary gland 30 Prostate
31 Penis 32 Muscle fat avrg. 33 Salivary glands
34 Skin 35 Small int. cont. 36 Small int. wall
37 Spinal cord 38 Spleen 39 Stomach contents
40 Stomach wall 41 Teeth 42 Testes
43 Small intestine 44 Thymus 45 Thyroid
46 Tongue 47 Tonsils 48 Trachea
49 Ureter 50 Urinary blad. cont. 51 Urinary blad. wall
52 Uterus Cervix 53 Air inside 54 Mucosa a. nasal
55 Mucosa p. nasal 56 Bone average 57 Kidney average
200 Placenta 201 Umbilical cord 202 Amniotic fluid
203 Fetus Head 204 Fetus Skin 205 Fetus Trunk
206 Fetus Arms 207 Fetus Legs 208 Fetus Brain
209 Fetus Eyes 210 Fetus Eye Lenses 211 Fetus Spinal Cord
212 Fetus Lungs 213 Fetus Heart 214 Fetus Kidneys
215 Fetus Liver 216 Fetus Stomach 217 Fetus Gall blad.
218 Fetus Cranium 219 Fetus CSF 220 Fetus Spine
255 Undefined
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Figure 2.3.: CST Voxel Family
2.2 Dielectric Properties of Biological Tissues
The dielectric properties of the biological tissues should be provided for all frequen-
cies to which the model is exposed within electromagnetic simulation scenarios. As
available in the literature, the dielectric properties of the biological tissues at a
certain frequency are determined by their relative permittivity and the total con-
ductivity, which are expressed with the complex permittivity as follows:
ǫ(ω) = ǫ′(ω)− jǫ”(ω) = ǫr(ω)− j
σ(ω)
ǫ0ω
(2.1)
where ω is the angular frequency, ǫr is the relative permittivity of the material, ǫ0
is the permittivity of vacuum, and σ is the total conductivity of the material.
In 1996, Gabriel et. all performed a literature survey, processing research work
related to the dielectric properties of the tissues from the past five decades. The
main features of the dielectric spectrum of a biological tissue can be found in [39].
The purpose of the literature survey was to find the gaps from the past researches,
in order to be used as a starting point for conducting further measurements. There-
fore, Gabriel et. all performed measurements of the dielectric properties of tissue
in the frequency range 10 Hz to 20 GHz [40]. They used three experimental tech-
niques based on automatic swept-frequency network and impedance analyzers on
human and animal tissues, at body temperature, across the frequency range. The
results obtained confirmed the literature data. Based on the previous two studies
[39] and [40], a parametric model for the dielectric spectrum of tissues was devel-
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oped, which describes the variation of dielectric properties of tissues as a function
of frequency [41].
Each relaxation region of one tissue or organ is characterized by a single time
constant τ and provides the Debye expression for the complex permittivity ǫ as a
function of angular frequency ω in a first order approximation.
ǫ = ǫ∞ +
ǫs − ǫ∞
1+ jωτ
(2.2)
where ǫ∞ is the permittivity at field frequencies where ωτ >> 1, ǫs is the permit-
tivity at ωτ << 1. The magnitude of the dispersion is given by
∆ǫ = ǫs − ǫ∞ (2.3)
An alternative to the Debye equation known as the Cole-Cole equation is introduced
in 2.4, because each dispersion region may be broadened by multiple contributions
to it.
ǫ = ǫ∞ +
∆ǫ
1+ ( jωτ)(1−α)
(2.4)
where α is a distribution parameter known as a measure of the broadening of
the dispersion. The dielectric spectrum of a tissue can be described as a sum of
multiple Cole-Cole dispersion equations and a conductivity term in which σi is the
static ionic conductivity and ǫ0 is the permittivity of free space
ǫ = ǫ∞ +
∑
n
∆ǫn
1+ ( jωτ)(1−α)
+
σi
jωǫ0
(2.5)
To predict the dielectric behavior over a desired frequency range, appropriate pa-
rameters, available from the previous survey, should be chosen for each tissue in
equation 2.5. In [41], the spectrum from 10 Hz to 100 GHz was modeled to four
dispersion regions and the Cole-Cole term was used to express the frequency de-
pendence within each region.
The Cole-Cole equation is widely used for prediction of the dielectric properties of
human tissues and organs. Some commercial softwares use the Cole-Cole model
to obtain the biological material properties at a given frequency. Also, there are
research institutes that provide an online platform to check the dielectric material
properties based on the Cole-Cole model. The first one providing a web tool is the
Federal Communications Commission (FCC) from USA which could be accessed on
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Table 2.4.: Dielectric properties of few CST voxel family and HUGO tissues and or-
gans at 50 MHz and 70 MHz
Tissue
(50 MHz)
Relative
permittivity
(50 MHz)
Conductivity
(S/m)
(70 MHz)
Relative
permittivity
(70 MHz)
Conductivity
(S/m)
Bladder 26.04 0.28 24.14 0.29
Blood 94.21 1.19 84.12 1.21
Bone (Cortical) 17.74 0.057 16.35 0.06
Fat 6.87 0.034 6.39 0.035
Heart 117.95 0.65 102.89 0.69
Kidney 133.62 0.71 113.82 0.75
Liver 89.05 0.43 77.88 0.45
Lung 41.31 0.28 35.81 0.29
Muscle 77.06 0.68 70.75 0.69
Skin 107.17 0.41 87.58 0.45
Spleen 126.16 0.71 105.81 0.75
the following link1. The web tool is based on the 4-Cole Cole model described in
[38]. The relative permittivity and conductivity of 43 human body tissues can be
obtained for frequencies between 10 MHz and 6 GHz. The second one is the Nello
Carrara Institute of Applied Physics (IFAC) which provides both an online tool and
a standalone Win32 tool for calculation of the dielectric parameters of the human
tissues based on the same model [38]. The online tool could be accessed on the
following link 2. Despite the calculation of the conductivity and premittivity, addi-
tionally the loss tangent, penetration depth and the wavelength can be calculated.
Compared to the previous tool, this one provides various calculations for frequen-
cies between 10 Hz and 100 GHz. The dielectric parameters could be obtained for
all tissues at single frequency, single tissue at a certain frequency range and single
tissue at single frequency.
Within this dissertation, the dielectric properties of the human tissues are obtained
using the Cole-Cole model. Table 2.4 shows the dielectric properties of few human
tissues at 50 MHz and 70 MHz, which are used in simulations described in Chapter
7.
1 https://transition.fcc.gov/oet/rfsafety/dielectric.html
2 http://niremf.ifac.cnr.it/tissprop/htmlclie/htmlclie.php
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3 Algorithms and Techniques
This chapter discusses the algorithms and techniques implemented in “BodyFlex”.
Two three-dimensional deformation techniques from the computer graphics do-
main are part of “BodyFlex”: the Free Form Deformation (FFD) and the Extended
Free Form Deformation (EFFD). Depending on the initial position of a certain
body part, one of the two deformation techniques is used. Also, an algorithm
for rendering of the human models called Marching Cubes (MC) is implemented
in “BodyFlex”. The combination of the FFD technique and the MC algorithm al-
lows the user to see the postured human model before it is exported in a new
voxel dataset [44]. Since the export process is time consuming, especially for large
datasets, the given option can save the user a lot of time, in case the posture should
be changed.
3.1 Overview of 3D Deformation Techniques
There are two classes of techniques used for deformation of human bodies:
physical-based and geometry-based. The author discusses them in [105]. The
physical-based techniques are widely used nowadays in computer animations. They
use numerical methods, such as the finite element/difference/volume methods. Al-
though these methods provide excellent deformations, one drawback of usage of
these methods is that they are usually performed at a very high computational cost.
On the other hand, the geometry-based techniques have a much lower computa-
tional complexity. These techniques usually conduct deformation of the surface
of the human model, based on the rigid movement of the skeleton. Surface in-
terpolation techniques, together with the skeleton model are used to obtain the
desired posture. Some well known existing techniques are Linear Blend Skinning
(LBS), Skeleton Subspace Deformation (SSD) [72], [68] and Pose Space Deforma-
tion (PSD) [69], [89], [65].
Geometry-based deformation techniques have been introduced earlier than the
physical-based deformation techniques. A very efficient method for solid object
deformations is introduced by Barr [12]. Transformations of an object include
stretching, bending, twisting, and tapering operations. In the same year, Cobb
presents the first modeling tool allowing the user to define bumps with different
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shapes [25]. She uses the basic warp technique and extends it by introducing the
region warp and the skeletal warp.
A very popular and widely used geometry-based technique for deformation of voxel
models is the Free Form Deformation (FFD) technique [94]. The working principle
of this technique is such that the model is embedded into a cubic-shaped lattice and
the deformation of the lattice is translated to the embedded model, as described
later in this chapter. An excellent survey of spatial deformation techniques, to
which the FFD technique and its extensions belong, is given by Gain [42]. One
limitation of the classical FFD technique is the initial cubic shape of the lattice
used for the deformation. To overcome this limitation, Coquillart [27] presents the
Extended Free Form Deformation technique (EFFD), which allows the definition of
non-cuboid lattices.
A very important factor when choosing a technique to deform fine-resolution voxel
models is the computational efficiency. The HUGO model has more than 300 mil-
lion voxels in its finest resolution, which demands high computational resources
for calculating deformations. Using the physical-based techniques, it would take a
very long time to achieve the desired position of the human model. Therefore, in
the present work, an extension of the classical FFD technique to initially rotated
Cartesian parallelepiped and lattices is introduced, to cope with the initial posi-
tions of the arms, hands and fingers in the human models. Additionally, the EFFD
technique is introduced to deform the elbow using arbitrary shaped lattices.
3.2 Free Form Deformation Technique (FFD)
The Free Form Deformation technique has originally been introduced in 1986 by
Sederberg and Parry [94]. Using this technique, solid geometric models with vari-
ous complexity can be deformed in a free-form manner. During the deformation of
the solid geometric model, it is possible to maintain its continuity and preserve its
volume. Nowadays, the FFD technique is still widely used in the computer graphics
domain, to deform flexible objects.
The FFD technique is usually applied to flexible objects, which can be deformed
easily. The object is embedded in a flexible FFD control lattice which has a three-
dimensional parallelepiped form. One FFD control lattice has control points defined
on the nodes of the lattice. A lattice can be deformed by moving the control points.
The main idea behind the FFD technique is to deform the embedded object by
imposing the deformation on the FFD control lattice. As the FFD control lattice is
deformed, the embedded object is deformed along with it.
Mathematically, the FFD technique is defined with the following algorithm, de-
scribed also by [44]:
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Step 1: Definition of the FFD control lattice and calculation of the local coordinates
of the surface in the parallelepiped region
Figure 3.1 shows a parallelepiped which represents an FFD control lattice.
~S
~T
~U
P0
Figure 3.1.: Local coordinate system (LCS) imposed on a parallelepiped region
At the beginning of the deformation process, the local coordinates of every point
P(x, y, z) of the embedded object are calculated. Therefore, a Local Coordinate
System (LCS) P0−ST U is imposed on the parallelepiped, where P0 is the origin of
the LCS. Any point P of the original model has local coordinates (s, t,u) such that:
~P(x, y, z) = ~P0(x, y, z) + s~S + t ~T + u ~U (3.1)
A vector solution for the (s, t,u) coordinates of P by using linear algebra is:
s =
~T × ~U · (~P − ~P0)
~T × ~U · ~S
, t =
~U × ~S · (~P − ~P0)
~U × ~S · ~T
, u=
~S × ~T · (~P − ~P0)
~S × ~T · ~U
(3.2)
It should be noticed that any point in the parallelepiped can have (s, t,u) values in
range 0 < s < 1, 0 < t < 1 and 0 < u < 1.
Step 2: Impose a grid of control points
The next step in the deformation process is the definition of control points ~Cijk on
the parallelepiped, which lie on the nodes of the lattice. The FFD control points
are shown on Figure 3.1 in red. There are in total (l + 1)× (m+ 1)× (n+ 1) FFD
control points, where l, m and n are the number of subdivisions along each of the
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three directions ~S, ~T and ~U . These FFD control points form l + 1 planes in the ~S
direction, m+1 planes in the ~T direction, and n+1 planes in the ~U direction. The
locations of the FFD control points are defined as
~Cijk = ~P0(x, y, z) +
i
l
~S +
j
m
~T +
k
n
~U = ~P0(x, y, z) + ~C
′
ijk(s, t,u) (3.3)
such that 0≤ i ≤ l, 0≤ j ≤ m and 0≤ k ≤ n. The desired object shape is obtained
by deformation of the FFD control lattice. It is deformed by moving the FFD control
points ~Cijk from their initial position.
Step 3: Deform the original object
The deformation function is defined by a trivariate tensor product. The deformed
position PFFD of an arbitrary point P is found by first computing its (s, t,u) coordi-
nates from equation 3.1, and then evaluating in:
~PFFD =
l∑
i=0
m∑
j=0
n∑
k=0
H li (s)H
m
j (t)H
n
k (u)
~C
′
ijk (3.4)
where ~PFFD is a vector containing the local coordinates of the displaced point, ~C
′
ijk
is a vector containing the local coordinates of the control point, and H is a ba-
sis function. Various basis functions can be chosen in Equation 3.4, such as:
B-spline FFD [47], rational Bernstein FFD [29][61] and non-uniform rational B-
splines (NURBS) [67]. Sederberg and Parry formulate the FFD using Bernstein
polynomials [94]. The Bernstein basis function is given by the following formula:
Bn
i
(t) =
n!
i!(n− i)!
t i(1− t)n−i =

n
i

t i(1− t)n−i (3.5)
Using the Bernstein basis function B, instead of the basis function H in equation
3.4 results in
~PFFD =
l∑
i=0
m∑
j=0
n∑
k=0
Bli (s)B
m
j (t)B
n
k (u)
~C
′
ijk (3.6)
Applying equation 3.5 to equation 3.6 results in:
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~PFFD =
l∑
i=0
m∑
j=0
n∑
k=0

l
i

si(1− s)l−i

m
j

t j(1− t)m− j

n
k

uk(1− u)n−k ~C
′
ijk (3.7)
In equation 3.7, the control points ~C
′
ijk
are coefficients of the Bernstein polynomial.
The Bernstein basis function is commonly used in the Bezier curve and the Bezier
surface patch. Namely, the edges of the parallelepiped are mapped into Bezier
curves, defined by the control points on the respective edges. Similarly, the faces
map into tensor product Bezier surface patches, defined by the control points on
the respective faces.
Once having the deformed position PFFD of an arbitrary point P in LCS, its coordi-
nates in the Global Coordinate System (GSC), can be obtained using 3.1. With this
last step, the position of any point in the object, can be calculated.
3.3 Extended Free Form Deformation Technique (EFFD)
Although the FFD is a powerful technique, arbitrarily shaped deformations are not
possible, because of the limitation of the FFD to use parallelepipedical shape of the
FFD lattice.
In 1991, Coquillart introduced a method, which is an extension of the FFD tech-
nique proposed by Sederberg and Parry [27][94]. This method is called Extended
Free-Form Deformation (EFFD). All the advantages of FFD are not only retained,
but extended. The main advantage of this method is the possibility of using non-
parallelepipedic 3D lattices for object deformation. Moreover, an arbitrary shape of
the boundary is allowed.
The EFFD algorithm follows the workflow of the FFD algorithm:
Step 1: Definition of the EFFD control lattice and computation of the local coordi-
nates of each point of the object in the EFFD lattice region
As previously mentioned, the EFFD control lattice can have an arbitrary shape.
Figure 3.2 shows two arbitrary shaped EFFD control lattices.
Because of the arbitrary shape of the EFFD control lattice, any point P of the orig-
inal model has local coordinates (s, t,u), which are computed using Newton’s
method. The main problem using the Newton method is the possible failure to
converge to the root. Therefore, it is important to choose a good starting point for
the Newton iteration. Choosing s = 0.5, t = 0.5 and u = 0.5 as a starting point often
leads to very good convergence. To protect from divergence, an under-relaxation
factor in the interval can be defined.
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Figure 3.2.: Arbitrary shaped EFFD control lattices: decahedron (left) and cylinder
(right) [27]
Step 2: Impose a grid of control points
The control points on the EFFD control lattice are defined on every intersection
between two edges, i.e in the lattice nodes. The EFFD control lattice is deformed
by the movement of the control points. All the transformations applied by the user
to the lattice are passed to the object. The local coordinates of the control points
are obtained also by using the Newton method, due to the arbitrary shape of the
EFFD control lattice.
Step 3: Deform the original object
The calculation of the deformed position of an arbitrary point P, which belongs to
the embedded object, is equivalent to the FFD case given by Equation 3.4.
3.3.1 Application of the EFFD in the Poser Program
The Extended Free Form Deformation technique is used in “BodyFlex” in order to
deform the elbow. Because of the specific initial position of the arms of the HUGO
model, putting a parallelepipedical shape of the FFD control lattice can lead to an
unsatisfactory deformation of this body part. Therefore, a decahedron is defined
as an EFFD control lattice. The decahedron is built from two hexahedrons. A
description of the algorithm for elbow deformation is given in Chapter 5.
In order to use the EFFD algorithm with a decahedron lattice shape, one mapping
and two methods should be implemented: mapping a hexahedron to a unit cube,
the Gauss-Jordan elimination method and Newton’s method. The local coordinates
of an object point P can not be obtained by simply solving a set of linear equations,
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as in the FFD case. Therefore, a mapping of the coordinates of the hexahedron to
a unit cube is needed.
Mapping a Hexahedron to a Unit Cube
Mapping a hexahedral form from a Cartesian coordinate system (x, y, z) to a unit
cube or half of the unit cube with coordinates (m, n, p) is described in [103]. Figure
3.3 shows the hexahedron and the eight vertices on the corners (left) which are
mapped to the eight vertices on the corners of the unit cube (right). All vectors and
matrices described below have 8 elements, corresponding to the 8 vertices on the
corners of the hexahedron.
Figure 3.3.: Hexahedron (left) mapped on a cube (right) [103]
The Cartesian coordinates (x, y, z) expressed in terms of (m, n, p) can be obtained
using the trilinear functions:


x = α1 + α2m+α3n+ α4p+ α5mn+α6np+ α7mp+α8mnp
y = β1 + β2m+ β3n+ β4p+ β5mn+ β6np+ β7mp+ β8mnp
z = γ1 + γ2m+ γ3n+ γ4p+ γ5mn+ γ6np+ γ7mp+ γ8mnp
(3.8)
The system can be expressed in vector form as follows:


x =Mα
y =Mβ
z=Mγ
(3.9)
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Where:
α =


α1
α2
α3
α4
α5
α6
α7
α8


,β =


β1
β2
β3
β4
β5
β6
β7
β8


,γ =


γ1
γ2
γ3
γ4
γ5
γ6
γ7
γ8


, x =


x1
x2
x3
x4
x5
x6
x7
x8


, y =


y1
y2
y3
y4
y5
y6
y7
y8


, z =


z1
z2
z3
z4
z5
z6
z7
z8


M=


1 m1 n1 p1 m1n1 n1p1 m1p1 m1n1p1
1 m2 n2 p2 m2n2 n2p2 m2p2 m2n2p2
1 m3 n3 p3 m3n3 n3p3 m3p3 m3n3p3
1 m4 n4 p4 m4n4 n4p4 m4p4 m4n4p4
1 m5 n5 p5 m5n5 n5p5 m5p5 m5n5p5
1 m6 n6 p6 m6n6 n6p6 m6p6 m6n6p6
1 m7 n7 p7 m7n7 n7p7 m7p7 m7n7p7
1 m8 n8 p8 m8n8 n8p8 m8p8 m8n8p8


When the global coordinates of the initial shape (the hexahedron) and the local
coordinates that should be obtained (the coordinates of the unit cube) are already
known, the coefficients for the hexahedron α,β and γ, can be computed easily. To
this aim, the inverse matrix M−1 is obtained by using the Gauss-Jordan elimination
method [6].
Knowing the coefficients of the hexahedron α,β and γ as well as the Cartesian
coordinates of the eight vertices on the corners of the hexahedron, the coordinates
(m, n, p) from which the M matrix consists of, can be obtained by using the Newton
method described next in this section.
Newton’s Method
Newton’s method is a method which iteratively calculates better approximation to
the roots of a real-valued function [84].
The system of trilinear equations given in Eq. 3.8 is a system of 3 non-linear equa-
tions with 3 unknowns m, n, and p. In order to use the Newton method for solving
the system, it should be reformulated as in Eq. 3.10
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

f1(m, n, p) = α1 + α2m+α3n+ α4p+ α5mn+α6np+ α7mp+ α8mnp− x
f2(m, n, p) = β1 + β2m+ β3n+ β4p+ β5mn+ β6np+ β7mp+ β8mnp− y
f3(m, n, p) = γ1 + γ2m+ γ3n+ γ4p+ γ5mn+ γ6np+ γ7mp+ γ8mnp− z
(3.10)
The same system in vector form is given by
f(v ) = 0 (3.11)
where v and f are
v=

mn
p

 , f=

 f1(v )f2(v )
f3(v )


The next step is to calculate the Jacobian matrix, which contains the first-order
partial derivatives of a vector-valued function. The Jacobian matrix of the trilinear
system of equations is a matrix with dimensions 3 by 3, defined as:
J=


∂ f1
∂m
∂ f1
∂ n
∂ f1
∂ p
∂ f2
∂m
∂ f2
∂ n
∂ f2
∂ p
∂ f3
∂m
∂ f3
∂ n
∂ f3
∂ p

 (3.12)
The first guess of the solution is v=v0 and the functions f and the Jacobian
J are evaluated. Usually the initial guess for finding the coordinates (m, n, p),
from the given (x, y, z) coordinates is chosen to be the middle point of the cube
(0.5,0.5,0.5). The successive approximations to the solution are obtained using
the formula:
vn+1 = vn − J
−1f(vn) (3.13)
The algorithm for the Newton method first checks if the Jacobian matrix is singular.
If the Jacobian matrix is singular, then a new initial guess should be chosen. The
condition for convergence of the system of non-linear equations is that the absolute
value of the vector f(vn) is smaller than prescribed tolerance ε:
|f(vn)|< ε (3.14)
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The successive approximation of solution is checked in certain number of iterations.
If the maximum number of iterations is reached the solution is not found. Also, if
the absolute value of the vector f(vn) is larger than previously defined big number,
which could not be the solution, then the solution does not converge. To protect
from this situation and to improve the convergence, an under-relaxation factor c
in the interval 0 < c < 1 is defined. The current solution starts with c = 0.9
and it is decreased for 0.1 each time the solution does not converge. When the
under-relaxation factor c is decreased, the number of iterations is reset, which in
the current algorithm is set to 100. In this case, the successive approximation of
the solution is obtained using the formula:
vn+1 = vn − cJ
−1f(vn) (3.15)
The previously described Newton’s method algorithm is written in pseudo code
in Appendix A. In the pseudo code, the function FuncF evaluates the function f
as described in Eq. 3.10. Further, the function Jacobian calculates the Jacobian
matrix, using the Eq. 3.12.
The input parameters for the algorithm are the following:
• v0 - the initial guess
• α - an array of coefficients for the first trilinear equation
• β - an array of coefficients for the second trilinear equation
• γ - an array of coefficients for the third trilinear equation
• p - point to be transformed from global to local coordinate system
3.4 Relationship between FFD and EFFD Techniques
In order to deform the human body parts satisfactorily, both techniques are imple-
mented in the poser program “BodyFlex”. Most of the body parts are axis-aligned,
which allows a parallelepipedical control lattice to be placed around them. Also
there are some body parts which are non-axis aligned, but simply rotated around
one or more axes. For deformation of these body parts, the parallelepiped-shaped
control lattice can be also used. However, there are some body parts which are
initially bent and can not be embedded in a parallelepipedical lattice. Therefore
an arbitrary shaped lattice must be used. In the poser program “BodyFlex”, the
FFD algorithm is applied to all body parts, while the EFFD algorithm is used for
deformation of the tissues around both elbows and between the elbows and the
wrists.
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Regarding performance, the FFD algorithm is preferred over the EFFD algorithm.
The FFD algorithm is faster and requires less memory compared to the EFFD algo-
rithm. Therefore, the deformation of the most body parts is conducted using FFD
control lattices.
Although the deformation of the human body parts causes a change of the position
of the tissues, their continuity must be maintained after their deformation. In
order to maintain the continuity of the tissues which are embedded in neighboring
control lattices, there has to be a connection between the control lattices. This
connection could be achieved by a shared face. Therefore, the FFD control lattice
which embeds the tissues above the elbow should be connected to the EFFD control
lattice placed around the elbow, through the shared face. Figure 3.4 shows the
EFFD control lattice around the right elbow and the FFD control lattice above the
elbow.
Figure 3.4.: FFD and EFFD control lattices
3.5 Marching Cubes Algorithm for Rendering (MC)
In 1987, Lorensen and Cline introduced a high-resolution 3D surface construc-
tion algorithm called marching cubes (MC) [71]. This algorithm constructs human
models from a 3D data array, such that it creates a polygonal representation of
constant density surfaces. The 3D surface images are widely used in medical ap-
plications. They are constructed from multiple 2D slices of computer tomography
(CT), magnetic resonance imaging (MRI), and single-photon emission computed
tomography (SPECT).
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Some algorithms for 3D surface construction existed before MC was introduced:
contour connection [63], the cuberille approach [50], and the ray casting method
[35]. However, all of them have some drawbacks because they do not consider
some of the useful information in the original data.
The basic idea of the MC algorithm is to extract a polygonal mesh of an iso-surface
from a three-dimensional discrete scalar field [71]. The MC algorithm is already
implemented in the first version of “BodyFlex” [44]. In this implementation, the
three-dimensional discrete scalar field consists of the tissue ID numbers of the vox-
els from which the human model is built. An example to describe the working
principle of the MC algorithm is explained by Gao in [44].
Figure 3.5.: Bones, liver, heart and kidneys of HUGO (left), Gustav (middle) and
Laura (right) rendered with the marching cubes algorithm
The new version of the rendering function in “BodyFlex” allows choosing one or
more tissues or organs at once, whose surface can be drawn in 3D. This option
helps users to get a more clear picture of the tissues and organs of interest after a
certain deformation of the human model. Figure 3.5 shows different tissues and
organs of HUGO, Gustav and Laura, which are rendered with the MC algorithm.
3.6 Combination of the FFD Technique and the MC Algorithm
The main reason to use the marching cubes algorithm in “BodyFlex” is not only
the high rendering speed, but also the feature to preserve the continuity of the
deformed human model. In a combination with the FFD technique, the deformed
human model can be drawn without being exported first [44].
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An example for explaining the advantage of combining the FFD technique and the
MC algorithm is given by Gao [44].
Figure 3.6.: Two marching cubes side by side: before model deformation (left) and
after the model deformation (right) [44]
Figure 3.6 shows two imaginary cubes of the MC algorithm, which are placed one
next to the other. Each of them contains one facet: a blue triangular facet in the
left and a red rectangular facet in the right cube. These connected facets belong
to a certain tissue or organ. They should remain connected even after deformation
of the human model because they build an outer surface of that certain tissue or
organ. When a deformation is imposed to the human model, the voxels might
change their initial position, as shown in Figure 3.6 right. Despite of the changed
position of the voxels, the combination of both techniques (FFD and MC) prevent
from discontinuities in the rendered human model. Namely, the two imaginary
cubes still share one surface, and the facets share one edge which means that the
two facets will stay connected to each other.
Also the EFFD technique can be combined with the MC algorithm in the same
manner as the FFD technique, preserving the continuity of the human model after
the deformation. Any additional change of the existing algorithm is not necessary,
because only the deformed position of the voxel is of interest, not the shape of the
lattice to which the deformation is imposed.
Using this feature in “BodyFlex”, the user saves a lot of time until a satisfactory
human model position is obtained. In few seconds the user can check the posture of
the human model by using the feature and he/she can change its posture until the
expected one is achieved. This prevents the user repeatedly to export the postured
human model in a new dataset, which can take from a few seconds, up to several
minutes for large human model datasets. Figure 3.7 shows some example postures
of HUGO, Gustav and Laura.
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Figure 3.7.: HUGO (left), Gustav (middle) and Laura right in different postures
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4 Time Domain Electromagnetic Field
Simulation Algorithm
Within this dissertation, the influence of the electromagnetic fields on a set of
voxel-based human body models is observed. Four physical laws that describe the
time-varying electromagnetic fields are collected in a set of equations known as
Maxwell’s equations. These equations, that describe all macroscopic phenomena of
electromagnetism are stated in the first section of this chapter.
Since the analytical solution of Maxwell’s equations is not applicable for complex
electromagnetic problems, using numerical methods to solve Maxwell’s equations is
more convenient. These methods are based on discretization of the computational
domain and time to a set of discrete elements and discrete time instants. Later,
the numerical solution is calculated for every spatial element at each time instant.
Some of the well known numerical methods for solving Maxwell’s equations are:
Finite Integration Technique (FIT), Finite Volume Method (FVM), Finite Element
Method (FEM) and Finite Difference Time Domain (FDTD). The second section
of this chapter introduces the Finite Integration Technique for solving Maxwell’s
equations.
4.1 Maxwell’s Equations
Macroscopic electromagnetic phenomena in continuous space are described us-
ing a set of four equations known as Maxwell’s equations, named by James Clerk
Maxwell. Maxwell’s equations in integral form are expressed as follows:
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∫
∂ A
~E(~r, t) · d~s = −
∫
A
∂ ~B(~r, t)
∂ t
·d~A (4.1)
∫
∂ A
~H(~r, t) · d~s =
∫
A
∂ ~D(~r, t)
∂ t
+ ~J(~r , t)

·d~A (4.2)
∫
∂ V
~D(~r, t) ·d~A =
∫
V
ρ(~r, t)dV (4.3)
∫
∂ V
~B(~r, t) ·d~A = 0 (4.4)
for any surface A with its boundary ∂ A and volume V with its boundary ∂ V . The
electric field strength is denoted by ~E, ~H denotes to the magnetic field strength,
~B the magnetic flux density, ~D the electric flux density, ~J the electric current den-
sity and ρ the electric charge density. The electric current density consists of three
parts: conduction current density ~Jκ, convection current density ~Jc and the im-
pressed current density ~Ji. The spatial variable is indicated by ~r and the temporal
variable by t.
Equation 4.1 is known as Faraday’s law and equation 4.2 as Ampère’s law. These
two equations bind the electric and magnetic field vectors along the boundary ∂ A of
a surface A with the electric, magnetic or current fluxes through the same surface.
The last two equations, 4.3 known as Gauss’ law and 4.4 known as Gauss’ law of
magnetism, connect the electric and magnetic flux over a closed surface ∂ V of a
volume V to the total charge within the same volume.
Maxwell’s equations can be also expressed in differential form using the Stokes and
the Gauss-Ostrogradsky theorem to the integral form [97][62]. Stokes’ theorem
connects the surface integral of the curl of a vector field over a surface A and the
line integral of the vector field over the boundary of the same surface ∂ A:
∫
∂ A
~F ·d~s =
∫
A
∇× ~Fd~A (4.5)
Gauss-Ostrogradsky’s theorem known also as Gauss’ or divergence theorem reads:
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∫
∂ V
~G ·d~A=
∫
V
∇ · ~GdV (4.6)
Applying Stokes’ theorem to the equations 4.1 and 4.2 and Gauss’s theorem to the
equations 4.3 and 4.4 and taking into account that the area A and the volume V in
these equations are arbitrary, yields the differential form of Maxwell’s equations:
∇× ~E(~r, t) = −
∂ ~B(~r, t)
∂ t
(4.7)
∇× ~H(~r, t) =
∂ ~D(~r, t)
∂ t
+ ~J(~r, t) (4.8)
∇ · ~D(~r, t) = ρ(~r , t) (4.9)
∇ · ~B(~r, t) = 0 (4.10)
The connection between fields and fluxes in a material is given by the constitutive
equations. The constitutive equations read:
~D(~r , t) = ǫ0 ~E(~r , t) + ~P(~r, t) (4.11)
~B(~r , t) = µ0 ~H(~r, t) +µ0 ~M(~r , t) (4.12)
~Jκ(~r , t) = σ(~r)~E(~r , t) (4.13)
where ǫ0 is the permittivity of vacuum, µ0 is the permeability of vacuum and σ
is the conductivity of the medium. The vectors ~P and ~M are the polarization and
magnetization field. The permittivity and permeability of a material are usually
expressed relative to their values in vacuum:
µ(~r) = µ0µr(~r) , µ0 = 4π× 10
−7Vs/Am (4.14)
ǫ(~r) = ǫ0ǫr(~r) , ǫ0 =
1
µ0c
2
0
≈ 8.854 ·10−12As/Vm (4.15)
where c0 ≈ 2.998 ·10
8 m/s is the speed of light in vacuum.
In frequency domain computations, the electromagnetic fields have harmonic time
dependence and oscillate at a certain frequency ω. Therefore, the electromagnetic
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fields are represented by a complex-phasor vector which is independent of time.
Since the dielectric properties of the human tissues are frequency dependent, they
are also expressed using complex quantities. The constitutive equations for linear,
homogeneous, isotropic, and dispersive materials read:
~D(~r) = ǫ ~E(~r) (4.16)
~B(~r) = µ ~H(~r) (4.17)
~Jκ(~r) = σ(~r)
~E(~r) (4.18)
where ǫ and µ are given by:
ǫ = ǫ0(ǫ
′
r
− jǫ′′
r
) (4.19)
µ = µ0(µ
′
r
− jµ′′
r
) (4.20)
4.2 Finite Integration Technique
One of the numerical techniques for solving Maxwell’s equations is the Finite Inte-
gration Technique (FIT), which was introduced by Weiland in 1977 [106]. Using
this technique, many computational electromagnetic problems in different areas
have been solved. Further research activities related to the Finite Integration Tech-
nique can be found in [24][102][93][99][107].
The first step towards solving Maxwell’s equations is the discretization of the com-
putational domain Ω into a computational grid G. This computational grid consists
of individual non-overlapping grid cells, which can have arbitrary shape. In two-
dimensional space, the computational domain is usually discretized with triangles
or rectangles, while in three-dimensional space, hexahedral or tetrahedral volu-
metric cells are applied. This work deals with voxel-based human models, which
perfectly match to a hexahedral Cartesian grid type. Therefore, the simulations
performed during this work use a three-dimensional Cartesian grid.
A hexahedral grid consists of hexahedral elementary volumes (cells) Vn (n =
1, ..., NV ) which are bounded by elementary faces (facets) An (n = 1...NA). A
hexahedral cell is bounded by six faces. Each facet has an orientation. The facets
are bounded by edges Ln (n = 1...NL). There are four edges that bound the facets
of a hexahedral elementary volume. The edges are always bounded by two points
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which are known as nodes Pn (n= 1...NP). Figure 4.1 shows a hexahedral grid cell
containing all the elementary geometric entities listed above.
point
ed
g
e
volume
face
Figure 4.1.: Hexahedral grid cell
For discretization of Maxwell’s equations, the Finite Integration Technique de-
mands the usage of two grids: a primary grid G and a dual grid eG. In three-
dimensional Cartesian space, the dual grid eG is obtained from a translation of the
first grid by half a mesh step in each of the three spatial directions. Each dual edge
intersects a primary facet in its center and vice versa. Also each dual cell contains
one primary point and vice versa. Regarding the relative orientation (indexes) of
the entities, the oriented (indexed) dual entities have the same orientation (index)
as the corresponding primary entities.
On the primary grid, two electromagnetic quantities are defined:
⌢en =
∫
Ln
~E ·d~s (4.21)
⌢
bn =
∫
An
~B ·d~A (4.22)
where ⌢en are the electric voltages along the edges and Ln is the edge with number
n. Magnetic fluxes through the facets are denoted by
⌢
bn and An is the facet with
number n.
On the dual grid, four electromagnetic quantities are defined:
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⌢
hn =
∫
eLn
~H ·d~s (4.23)
⌢
dn =
∫
eAn
~D ·d~A (4.24)
⌢
j n =
∫
eAn
~J ·d~A (4.25)
qn =
∫
eVn
ρdV (4.26)
where
⌢
hn are the magnetic voltages along the dual edges and eLn is the dual edge
with number n. Electric fluxes through the dual facets are denoted by
⌢
dn andeAn is the facet with number n. The electric currents through the dual facets are
represented by
⌢
j n. Finally, the electric charge in the dual cells is denoted by qn
where eVn is the dual cell with number n.
⌢e1
⌢e2
⌢e3
⌢e4
⌢
bn
Figure 4.2.: Discretization of Faraday’s law shown on a facet n
The discretization of Faraday’s law is explained using Figure 4.2. The first step
towards the discretization of Faraday’s law, is writing the left-side integral on the
boundary of the face as a sum of four integrals over the four edges (see equation
4.1). Each integral is actually a discrete electric voltage along the edge. This leads
to the discretized form of Faraday’s law on the given facet:
⌢e1 +
⌢e2 −
⌢e3 −
⌢e4 = −
d
dt
⌢
bn (4.27)
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The signs in front of the electric voltages are determined from the orientations of
the edges.
Equation 4.27 is valid for all facets of the grid. Combining all the coefficients
multiplying the discrete electric voltages (+1 and -1) in a matrix C and all the
discrete electric voltages and magnetic fluxes in vectors
⌢e and
⌢
b respectively, leads
to the matrix form of Faraday’s law discretized by FIT:
C⌢e = −
d
dt
⌢
b (4.28)
The matrix C is the discrete equivalent of the curl operator. It is a topological
matrix, because it describes the relationship between edges and facets in a grid G,
i.e., which edge belongs to a certain facet and what is the relative orientation. If
an edge belongs to a certain facet and has the same orientation as the facet, then
the value of the respective element in the matrix is 1. If the orientation is opposite,
then the value is set to -1. Otherwise, if the element does not belong to the face,
the value of the respective element in the matrix is set to 0.
⌢
h1
⌢
h2
⌢
h3
⌢
h4
⌢
dn
⌢
j n
Figure 4.3.: Discretization of Ampère’s law on a dual grid facet n
The second law from Maxwell’s equations, Ampère’s law, is discretized in a similar
way as Faraday’s law, but on the dual grid eG. The left-side integral from equation
4.2 is split into sum of four integrals along the dual grid edges as shown in Fig-
ure 4.3. Each integral is the discrete magnetic voltage along the respective edge.
Ampère’s law discretized using FIT reads:
⌢
h1 +
⌢
h2 −
⌢
h3 −
⌢
h4 =
d
dt
⌢
dn +
⌢
j n (4.29)
Similarly as for Faraday’s law, the matrix form of the Ampère’s law discretized with
FIT reads:
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eC⌢h = − d
dt
⌢
d+
⌢
j (4.30)
where eC contains the coefficients multiplying the discrete magnetic voltages. This
matrix is again the discrete equivalent of the curl operator, but on the dual grid.
⌢
b1 ⌢
b2
⌢
b3
⌢
b4
⌢
b5
⌢
b6
Figure 4.4.: Discretization of Gauss’s law of magnetism on a primary grid cell
The discretization of Gauss’s law of magnetism is performed on a cell of the primary
grid, by splitting the left-hand side integral from equation 4.3 into six integrals on
the six facets (Figure 4.4). Each integral on a facet is the discrete magnetic flux
through that facet. The Gauss’s law of magnetism discretized using FIT reads:
⌢
b1 −
⌢
b2 +
⌢
b3 −
⌢
b4 +
⌢
b5 −
⌢
b6 = 0 (4.31)
The matrix form of Gauss’s law of magnetism reads:
S
⌢
b = 0 (4.32)
where the matrix S consists of the coefficients of the magnetic fluxes. The S is the
discrete equivalent of the divergence operator on the primary grid.
In similar manner to Gauss’s law of magnetism, the discretization of the left-hand
side integral of Gauss’s law is performed on a cell, but on the dual grid. The left-
hand side integral is split into six integrals on the six faces (Figure 4.5). The Gauss’s
law reads:
⌢
d1 −
⌢
d2 +
⌢
d3 −
⌢
d4 +
⌢
d5 −
⌢
d6 = qn (4.33)
The matrix form of Gauss’s law reads:
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⌢d1 ⌢
d2
⌢
d3
⌢
d4
⌢
d5
⌢
d6
Figure 4.5.: Discretization of Gauss’s law on a dual grid cell
eS⌢d= q (4.34)
where eS is the discrete equivalent of the divergence operator on the dual grid. It
consists of the coefficients of the electric fluxes.
The equations 4.28, 4.30, 4.32, and 4.34 are known as Maxwell’s grid equations.
Some of the basic properties of the topological matrices which are part of the equa-
tions above are the following.
eC = CT (4.35)
The first property from Eq. 4.35 connects the curl matrix on the dual grid with the
transpose of the curl matrix on the primary grid.
The following properties, which originate from vector analysis, and consider the
discrete equivalents of the divergence and the curl operators read:
SC= 0, eSeC= 0 (4.36)
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5 Positioning of General Voxel
Human Models
This chapter explains the existing and the new functionalities of the posturing soft-
ware “BodyFlex”. A Graphical User Interface (GUI) is used to assist the user in
the generation of different postures of human models. The main functions of
“BodyFlex” are to import a non-deformed human model from a dataset file, de-
form the human model in different postures and export it in a new dataset file. As
an intermediate step between the main functions, the user can render the origi-
nal human model as well as the deformed one, before it is exported. In addition
to the functions already introduced by Gao [44], other useful functions such as
definition of joint points in the Voxel Model Observer (VMO) by Patrushev [85],
automatic placement of the control lattices based on the positions of the joints,
separation and movement of the fingers of the HUGO model are included in the
software. New algorithms are introduced to improve some of the functionalities of
“BodyFlex”, such as algorithms for elbow deformation and improved export of the
human models. In order to speed up the deformation and the export process, some
parts of the software are enabled for parallel execution, which saves a lot of time
especially for large human dataset files. Both deformation techniques implemented
in “BodyFlex” are based on matrix manipulation to define the initial and calculate
the deformed positions of the control points of the lattices based on the adjusted
rotation angles.
The poser program “BodyFlex” was initially developed based on Microsoft Visual
Studio 2008®. For the second version of the program, which includes the enhance-
ments introduced in this thesis, it was upgraded to Microsoft Visual Studio 2010®.
The program is written in the C++ language and has a GUI, which is developed
with the MFC (Microsoft Foundation Class). Additional libraries are used to enable
some specific functionalities, such as: OpenGL®libraries, for graphical representa-
tion of the human model and the simplified puppet, OpenMP®for parallelization of
the code execution and TinyXml for parsing XML files. The program was developed
on a Microsoft Windows 7®professional version operating system as a 64 bit (x64)
application, but it can also run on a Windows Server 2008®and Windows Server
2012®.
This chapter is organized as follows: the first section describes the main and the
optional functionalities of the “BodyFlex” which the user can manipulate. The
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second section explains the way of defining the joint points of a human model.
In the third section, the principle of automatic placement of the control lattices
based on the positions of the joints is described, supported by few examples. The
movement of non-axis aligned body parts, the separation and the movement of the
fingers of HUGO model and also the algorithm for elbow’s movement are explained
in the fourth section. An algorithm for fast export of human models is described in
the fifth section, while in the last section the parallelization of the software and its
benefits are presented.
5.1 Functionality and Scope of the Poser Program
Figure 5.1 shows all modules included in “BodyFlex”. Below the figure each module
is described separately.
Import original human voxel model
Generate control points and lattices
Set rotation angles at different joints
Deform original human model
Export deformed human voxel model
Main modules
Render voxel/simplified human model
Mass calculation
Translate, rotate, zoom
Scale human voxel model
Optional modules
BodyFlex
Figure 5.1.:Modules of “BodyFlex”
Import of human voxel model dataset file
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The current version of “BodyFlex” allows import of three human voxel models:
HUGO, Gustav and Laura. One of the three .vox files should be selected through the
model selection dialog, shown in Figure 5.2. These files contain information about
the human model names, their dataset size and resolution, as well as characteristics
of the tissues at certain frequencies. As soon as the .vox file is selected, the cell size
of the model should also be chosen from a drop-down list. Based on this input
data, the appropriate human model dataset is loaded in “BodyFlex”.
Figure 5.2.: Model selection dialog before (left) and after (right) selection of a hu-
man model
A human model dataset contains tissue IDs and has a dimension X × Y × Z , which
is available in a .vox file. Gao [44] proposes two ways of storing the human model
dataset: in a one-dimensional array and a three-dimensional array. The most intu-
itive way of storing the human model dataset when importing in “BodyFlex” would
be a three-dimensional array with dimension X × Y × Z . This way of storing the
human model dataset, which was initially used for HUGO, is also used for Gustav
and Laura. Each element of the three-dimensional array is an object derived from
a voxel class, which has the following member variables: voxel value (tissue ID),
position of the voxel in 3D, and the body part ID to which the voxel belongs. This
way of storage allows easy access to each element during the posture when the
coordinates of each voxel should be recalculated.
Set rotation angles at different joints
After the human model is imported in “BodyFlex”, rotation angles at different joints
can be set. To this aim, a simplified human model, which consists of geometri-
cal forms (cylinders, spheres and elliptical cylinders) is used. Depending on the
range and the direction of movement of the joint points, rotation angles around x,y
and/or z - axis can be set. Figure 5.3 shows a dialog to set up the rotation angles
in the respective directions using sliders.
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Figure 5.3.: Set joints rotation angles dialog
For the HUGO model, rotation angles of all joint points can be set, while for Gus-
tav and Laura, the rotation of the fingers is not yet implemented. Therefore, the
graphical representation of the simplified human model for HUGO differs from the
one for Gustav and Laura, as shown in Figure 5.4.
Figure 5.4.: Simplified human model used for deformation of HUGO (left), Gustav
(middle), Laura (right)
The dimensions of the body parts of the simplified human model are chosen to
relate to the ones in the voxel human model. This is achieved by calculating the
distances between the joints. In order to have the same initial position of the
simplified human model as the one of the human voxel model, the angles between
the upper-arms and the fore-arms are considered.
Deform the original human model
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The deformation of the human model depends on the rotation angles at the joints.
After the user sets the rotation angles at the joints, the FFD or EFFD control lattices
related to the joints are deformed. Then, the process of deforming the human
model is started. During this process, new positions of the voxels are calculated.
Usually this process takes from a few seconds to a few minutes, depending on the
human model dataset size. If the user is not satisfied with the deformation, he
can correct the rotation angles at the joints and again run the deformation process.
This procedure can be repeated until the human model is postured satisfactorily.
When this is achieved, the model can be exported for further usage.
Render the human model
After the model is imported in “BodyFlex”, the user can see the model. By default
the fat tissue of the human model is rendered with the MC algorithm and shown in
the GUI. Also, the user has the possibility to choose other tissues to be shown, from
a list of available tissues for the respective human model. Additionally, when the
calculations in the deformation process are finished, the postured human model
can be displayed in the GUI. This possibility is very useful, because the user can
check the deformed model before it is exported. If the user is not satisfied with the
resulting position, he can change it without exporting the human model and start
the rendering functionality again. Since the export process is also time consuming,
in this manner, the user saves a lot of time.
Export of deformed human model as a new dataset file
The human model can be exported as a new voxel dataset file in CST®voxel file
format. The first version of “BodyFlex” had two different export functions: a slow
one, which occupies less memory and a fast one with larger memory requirements.
During this PhD work, an improved export function was developed, which is also
fast, but with medium memory requirements. The principle of working of this
function is described in section 5.5.
Mass calculation
This functionality allows the user to compare the mass of the deformed human
body model with the mass of the original human model. The mass of all tissues
from both models is calculated. Additionally, the relative error of the tissue masses
of the deformed model referred to the original model is calculated.
Translate, rotate, zoom
The software has a list of commands that allow translation, rotation and zoom of
the voxel-based and of the simplified human model, to enable the user to see the
human model from different perspectives. This functionality also helps the user to
set the rotation angles in an easier way.
Scale the human model
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This functionality allows the user to scale the human model. It recalculates the
joint point positions to fit to the scaling factor given by the user. Based on the new
joints positions, all FFD lattices are rebuilt for further deformation of the human
model. Scaling the human model is useful when some electromagnetic simulations
should be performed with a child model and such a model is not available. Figure
5.5 shows the original and a scaled HUGO model.
Figure 5.5.: Original and scaled HUGO model
5.2 Definition of Joint Points
Human body movements are closely related to, as well as dependent on the move-
ments of the joints. Therefore, the positions of the joints need to be determined,
in order to allow posing of the human models. The movements of the body parts
in “BodyFlex” are related to the movement of joint points. For the HUGO model, a
joint point can be defined at each joint of the original voxel model using the CST
STUDIO SUITE ® [44]. In this manner, the positions of 14 joints and 6 help-joints,
except the finger joints, are defined. Additional help-joints are defined in the patel-
las and at the end of the hands and feet in order to facilitate the placement of the
control lattices needed for deformation of these body parts. The process of determi-
nation of the joint point positions in a 3D environment is time-consuming. Taking
into account that each hand has 14 movable joints in the fingers, determination of
the position of each of them in a 3D environment would be very time-consuming
(one or two days), because the human models with the lowest resolution are con-
sidered. Therefore, the Voxel Model Observer (VMO) is used [85]. The VMO offers
three cross-sectional views of the human body, in which the joint point position can
be easily defined without rotating the whole human body to determine the right
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joint position in 3D space. Using VMO, all joints positions of a human model can be
determined in a few hours. Figure 5.6 shows the graphical user interface of VMO.
Figure 5.6.: Definition of a knee joint point in the Voxel Model Observer (VMO)
The workflow of the VMO is as follows:
Step 1: Import of a human voxel model
All three models, which are supported by the “BodyFlex” can be imported in the
VMO.
Step 2: Definition of joint points or loading joint points from .xml file
The joint points can be easily placed in any of the three cross-sectional views by
pressing the left mouse button. A red circle appears on the place where the joint
point is defined. If the user is not satisfied with the location of the joint point in
a certain cross-section, he/she can easily select the red circle and move it to the
desired location. Then, the joint point will be automatically moved in all cross-
sectional views.
The coordinates of the joint point are shown in a table, which is located in the
right-down window. Additionally, the user can give a name of the joint point in the
first column of the table. The VMO allows the user to choose one, several or all the
tissues that should be rendered on the screen. If the user can not see the right cross-
section where the joint point should be placed, he can use the appropriate slider to
move between the slices. Also if the cross-section is too zoomed in or zoomed out,
the user can use the appropriate slider to scale the current view. Another useful
option in the VMO is to show all the joint points. Pressing the button with the same
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name, all the joint points will be drawn in all the cross sectional views. With this
option, the user can see the approximate positions of the joints on the skeleton.
Figure 5.7.: Definition of the joint points in .xml file
Step 3: Export of the joint points in .xml file
After a satisfactory placement of all the joint points, the user can export the joint
points data in a .xml file. This file is later imported in “BodyFlex” together with the
human model voxel dataset in order to allow the automatic placement of the initial
control lattices. The structure of the .xml file which contains the joint points data
is shown in Figure 5.7.
5.3 Automatic Placement of Control Lattices
The whole human model deformation process is guided by control lattices which
are defined around the body parts. The manual definition of such control lattices
for a variety of human body models is a very time-consuming process. Because the
first version of “BodyFlex” implemented by Gao [44] concerned only HUGO, an en-
hancement was needed to allow automatic generation of the control lattices around
almost all body parts, in order to generalize the usage of “BodyFlex”. As in the first
version, the placement of the control lattices is based on the joint points positions.
An exception is the elbow control lattice, which is defined semi-automatically be-
cause of the different initial position of this body part in different human models.
The first step towards the definition of the control lattices is to make a segmenta-
tion of the human body in such a way that almost each segment includes one joint
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Figure 5.8.: Segmentation of the humanmodels HUGO, Gustav and Laura based on
the joints positions
point (denoted by a red circle in Figure 5.8). Later, in each segment, one or several
control lattices are defined. Based on the segmentation of HUGO, initially intro-
duced by Gao [44], the segmentation of the three human body models is shown in
Figure 5.8.
Although in Figure 5.8 all human models are segmented into 17 body parts, HUGO
has an additional segmentation of the fingers which is explained later in section
5.4.2. Even though in Figure 5.8 all body parts appear precisely segmented, there
are some of them that actually overlap. Such body parts are 2 and 8, as well as
body parts 3 and 9. Also body part 10 overlaps body part 12 and body part 11
overlaps body part 13. Therefore, an additional algorithm was implemented by
Gao [44], to distinguish between voxels that belong to the trunk and voxels that
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belong to the arm in the HUGO model. Namely, the arms of the HUGO model were
segmented in five parts. However, the initial position of the arms of Gustav and
Laura do not require such detailed segmentation as HUGO. The arms of these two
human models are divided in two segments, one containing the upper arm and half
of the forearm, and the other one containing the lower part of the forearm and the
hand.
Control lattice around the head
Body part number 5 from the previously shown segmentation corresponds to the
head which can be moved by the neck joint. To deform the head only one FFD
control lattice is defined. The most intuitive way to define this control lattice is
to create a box from 3D planes. Four planes can be immediately defined in the
following way: plane 1 passes through the neck joint and has a normal vector
~n1 = (0,0,1); plane 2 is parallel to plane 1 with normal vector ~n2 = − ~n1 and
passes through the highest voxel in z-direction; plane 5 has a normal vector ~n5 =
(0,−1,0) and passes through the last back voxel in y-direction; plane 6 is parallel
to plane 5 with a normal vector ~n6 opposite to vector ~n5 and passes through the
first front voxel in y-direction. Two more planes, 3 and 4 need to be defined. Let
us first define plane 3. The first step is to calculate the middle point M between
the neck joint and the highest voxel in z-direction. Starting from point M an air
voxel is searched in negative x-direction. When such voxel is found, a plane is
created at that position. This plane should not contain any voxel filled with tissue
different than air. Therefore a rectangle is created from the intersection of this
plane with planes 1, 2, 4 and 5. This rectangle is divided in two other rectangles,
upper and lower one, and only the upper one is investigated, so that the voxels
belonging to the torso are excluded from the investigation. This rectangle is moved
further in negative x-direction if it contains at least one voxel which is not filled
with air. Otherwise, plane 3 is defined from one of the voxels that lie on the
rectangle and the normal vector ~n3 = (1,0,0). As soon as plane 3 is defined, the
plane 4 is defined symmetrically to the point M in opposite direction, with vector
~n4 = (−1,0,0). All normal vectors defined above point to the inside of the box.
In Figure 5.9 left, the two planes 3 and 4, which are colored in blue, should be
defined, while in Figure 5.9 right, plane 3 is created.
When the box is created, a control lattice with 36 control points split in 4 layers,
each containing 3 x 3 control points is defined in the following way: the box is first
split in two parts along the x-axis, such that the 3/4 of the volume belong to the
upper box and the rest belongs to the lower box. The lower box is additionally split
in two equal boxes along the x-axis, because the deformation occurs in the middle
of the lower box. Then the control points are defined at each layer. The control
points on the top and bottom of the box border are obtained with an intersection
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Figure 5.9.: Six planes around the head to define a box(left) and definition of plane
3 (right)
Figure 5.10.: FFD control lattices around heads
between the planes which define the box. The rest control points on one layer are
calculated as middle control points of the border control points. All the control
points positions in the two middle layers in the box are obtained by shifting the
control points in the bottom layer at a certain distance in z-direction. Finally the
FFD control lattice around the head is defined. Figure 5.10 shows the control
lattices around the head of Hugo, Gustav and Laura, defined using the algorithm
described above.
Control lattice around the hip
Body part 12 includes the upper part of the leg (thigh) and the lower part of the
abdomen. The thigh is moved by the hip joint. In this body part, two FFD control
lattices are defined: one controlling the movement of the leg and other protecting
the tissues in the pelvis from movement. Both FFD control lattices have 4 layers,
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each with 3 x 3 control points. Here an example for the definition of lattices around
the right hip is given. The FFD control lattices of the left hip are defined in the same
manner.
At first, the FFD control lattice around the thigh is defined. The same process of
definition of a box as for the head is conducted. The top plane (plane 1) is defined
at the waist joint height. The bottom plane (plane 2) is defined at a point above
the knee. Plane 5 and 6 are defined as by the head, at the most back and the most
front point, respectively. Also plane 2 is defined in the same way as by the head
(finding rectangle containing only air voxels). The plane 3 is defined at a point
which is placed in positive x-direction away from the right hip joint, at 1/20 of the
distance between the hip joints.
Since the box is defined now, the control points can be also calculated. There are
36 control points split in 4 layers, each containing 3 x 3 control points. At first,
the box is split in two parts along the x-axis, such that a little bit less than half of
the volume belongs to the upper box and the rest belongs to the lower box. The
hip joint which guides the movement of the leg is in the upper box. Therefore this
box is split in two equal boxes along x-axis. After all four layers are defined, the
border control points are calculated as intersections between the layers and the
planes defining the box. The points in the middle of the lattice are calculated from
the middle between two border control points, which lie in same layer.
Figure 5.11.: FFD control lattices right upper leg
Next, the second FFD control lattice is defined. Planes 1,2,4 and 5 are the same as
at the thigh box. Because the two FFD control lattices are placed one next to the
other, they share same face, which means that plane 3 defined at the thigh box is
plane 2 at the second box, with a normal vector in opposite direction to the one
53
at plane 3. At last, plane 3 is defined in the middle point between the two hip
joints. The 36 control points that build the second FFD control lattice are defined
in the same manner as the one at the thigh FFD control lattice. The only difference
between these two lattices is that the control points at the second FFD control
lattice, which belong to the upper box are static, so that the tissues in the pelvis
are not moved. Figure 5.11 shows the two control lattices defined on the three
human models. The blue one is the thigh FFD control lattice, while the second one
is colored in green. The face that the both FFD control lattices share is in orange.
5.4 Movement of Human Body Parts
Within the first version of the “BodyFlex” application, not all parts of the body
could be deformed. Exceptions were the wrist and finger movements which require
a change in the implemented deformation algorithm because of the position of the
forearm and the hand of the HUGO model. These body parts are bent on the lower
part of the abdomen.
Two enhancements of the “BodyFlex” application are introduced in this thesis,
which are connected to each other. The first enhancement is the algorithm for
movement of non-axis aligned body parts, which is developed because of the above
mentioned non-standard initial position of the forearm and hand of the HUGO
model. The author discusses this enhancement in [104]. The second enhancement
is the numerical approach for the separation and movement of the fingers of the
HUGO model. This approach allows generation of a proper posture of the hand of
the HUGO model. First, an algorithm is developed to geometrically separate the
fingers and distinguish between the voxels that belong to each finger. Later, non-
axis aligned control lattices are placed around the fingers to cope with their initial
position. The author published this approach in [105].
5.4.1 Movement of Non-axis Aligned Body Parts
In the first version of the “BodyFlex” wrist movements were not possible. The fore-
arm and the hand of HUGO were embedded in one FFD control lattice, as it is
shown on Figure 5.12 left, which could not be deformed. In realistic electromag-
netic simulation scenarios, sometimes the possibility for bending the wrist and also
the fingers is important. Therefore it is necessary to embed these body parts in
separated FFD control lattices. Moreover, the FFD control lattice on Figure 5.12
left is aligned to the global coordinate system axes, which does not fit to HUGO’s
initially bended forearm and wrist.
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Figure 5.12.: Old version (left) and new version (right) of the FFD lattices for the
wrist
The first enhancement of “BodyFlex” is shown in Figure 5.12 right. The initially
rotated FFD control lattice in which the wrist is embedded allows rotation and
movement of the wrist, not in the direction of the global coordinate system axes,
but in the direction of the rotated coordinate system axes which are defined along
the FFD control lattices. The position of a control point or a voxel data point in the
rotated coordinate system of the lattice is obtained using the well known direction
cosine matrix. This matrix, which is used for transformation from one to another
coordinate system is defined as follows:
R=

 cosθx′ x cosθx′ y cosθx′zcosθy′ x cosθy′ y cosθy′z
cosθz′ x cosθz′ y cosθz′z

 . (5.1)
where θ is the angle between the global coordinate system axis x , y or z and
the axis x ′, y ′ or z′ of the rotated coordinate system, respectively (Figure 5.13).
The transformation (rotation, translation) of the FFD control lattices could be per-
formed around or along axes aligned with the global coordinate system, but it
could result in an unnatural deformation. Therefore, the movement of this body
part should be performed around or along axes of the rotated coordinate system,
which is aligned to the wrist. The axes of the rotated coordinate system are treated
as arbitrary axes in 3D space and the rotation of this body part should is performed
around these axes[15].
Rotation around an arbitrary axis differs from the rotation around the Cartesian
coordinate axes. Figure 5.14 shows an arbitrary axis defined as a line between two
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Figure 5.13.: Global and rotated coordinate systems
Figure 5.14.: An arbitrary axis between the points A and B
points A(x1, y1, z1) and B(x2, y2, z2). Rotation of a point in 3 dimensional space
by angle θ around the given arbitrary axis can be achieved in a few steps.
Step1 Translation of A so that the rotation axis passes through the origin
In order for the rotation axis to pass through the origin as shown on Figure 5.15,
the point A should be translated by −A(−x1,−y1,−z1). To accomplish this step, a
translation matrix T should be used.
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Figure 5.15.: Translation of A to the origin
T =


1 0 0 −x1
0 1 0 −y1
0 0 1 −z1
0 0 0 1

 (5.2)
Step2 Rotation around the x-axis so that the rotation axis lies in the xz plane
Figure 5.16.: Rotation around x-axis until B lies on xz plane
The first step towards placing the rotation axis in the xz plane (see Figure 5.16)
is the definition of a unit vector ~n = (nx , ny , nz) along the rotation axis and d =q
n2
y
+ n2
z
, which is the length of the projection of the rotation axis on the yz plane.
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The rotation angle α is the angle between the z-axis and the projection of the
rotation axis on the yz plane. The rotation matrix Rx which describes this rotation
has the cosine and the sine of the angle as elements. They can be calculated using
the following formulas:
cos(α) = nz/d, sin(α) = ny/d (5.3)
Rx =


1 0 0 0
0 nz/d −ny/d 0
0 ny/d nz/d 0
0 0 0 1

 (5.4)
Step3 Rotation around the y-axis so that the rotation axis lies along the z-axis
For this purpose the rotation matrix Ry is used, whose sine and cosine elements
are nx and d respectively. This step is shown on Figure 5.17.
Ry =


d 0 −nx 0
0 1 0 0
nx 0 d 0
0 0 0 1

 , (5.5)
Figure 5.17.: Rotation around y-axis until B lies along the z-axis
Step4 Perform the desired rotation by θ around the z axis
The last forward step is the desired rotation around the z axis by an angle θ . The
rotation matrix Rz describes this step which is shown on Figure 5.18.
58
Figure 5.18.: Rotation around z-axis
Rz =


cos(θ ) 0 − sin(θ ) 0
sin(θ ) 0 cos(θ ) 0
0 0 1 0
0 0 0 1

 (5.6)
Step5 Inverse of steps 3, 2 and 1
The last step of the rotation around an arbitrary axis is to apply an inverse of steps
3, 2 and 1 respectively, to bring the arbitrary axis in its initial position.
The transformation steps to rotate a point P1(x1, y1, z1) around the rotation axis to
a new point P2(x2, y2, z2) can be described by the following equation:

x2
y2
z2
1

 = T−1R−1x R−1y RzRyRxT


x1
y1
z1
1

 (5.7)
In Eq. (5.7), the translation of the point P1 is performed by first using the trans-
lation matrix T, then the rotation matrices Rx,Ry,Rz . Later, the inverse rotation
matrices R−1y and R
−1
x are applied and finally the inverse translation matrix T
−1 is
used.
Using the following example, written by the author in [104] [105], the transforma-
tion of the position of a voxel data point P with Cartesian coordinates (x1,y1,z1)
is explained. This voxel point belongs to the wrist and it is located in the FFD con-
59
trol lattice of the wrist. Because the movement of the voxel point depends on the
movement of the wrist and HUGO’s wrist is not aligned to the Cartesian coordinate
system axes, a second coordinate system attached to the FFD control lattice on the
wrist is considered, with a center in a point O(a, b, c). The goal is to determine
the position of the voxel point (x2,y2,z2) in the Cartesian coordinate system after
rotation and translation of the point with respect to the coordinate system attached
to the FFD control lattice.
Figure 5.19.: Initial rotated FFD control lattice (left) and unit cube which represents
the local FFD control lattice (right)
The first step is to map the FFD control lattice onto a unit cube as shown on Fig-
ure 5.19. Each control point of the FFD control lattice is mapped to one vertex on
the unit cube. First, the direction cosine matrix R is used to describe the position
of the FFD control lattice points with respect to the Cartesian coordinate system.
Additionally, the dimensions of the FFD control lattice in the three directions, de-
noted as ℓx , ℓy and ℓz are necessary for the transformation. There are 27 control
points distributed in three dimensional matrix with dimensions 3x3x3, denoted
by C which describe the FFD control lattice. The control points mapped on the
unit cube, which actually represent local coordinates, are denoted with C′. The
transformation is described in Eq. 5.8:
 C′ i jk(x)C′ i jk(y)
C′ i jk(z)

=

 Ci jk(x)− aCi jk(y)− b
Ci jk(z)− c

 ·R ·

 ℓ−1xℓ−1
y
ℓ−1
z

 (5.8)
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where 0 < i, j, k < 3. The same equation is used to determine the position of the
point P(x1, y1, z1) in the local coordinate system P
′(x ′
1
, y ′
1
, z′
1
). The terms C′ and
C are replaced with P ′ and P respectively, as described in Eq. 5.9.
 x ′1y ′
1
z′
1

=

 x − ay − b
z − c

R

 ℓ−1xℓ−1
y
ℓ−1
z

 (5.9)
After the FFD control points and the voxels embedded in this FFD control lattice
are transformed in local coordinates, the new position of the point P ′ is calculated
by the deformation function used in the FFD technique. This function is defined by
a trivariate tensor product Bernstein polynomial. The position of the voxel in local
coordinates (x
′
2
,y
′
2
,z
′
2
) after applying the deformation function is given by:
~P ′x′
2
y′
2
z′
2
=
2∑
i=0
2∑
j=0
2∑
k=0
B2
i
(x ′
1
)B2
j
(y ′
1
)B2
k
(z′
1
)C ′
i jk
, (5.10)
where B2
i
, B2
j
, B2
k
are the Bernstein polynomials of second order and C′ is the matrix
which contains the local coordinates of the control points of the FFD control lattice.
Finally, the position of the voxel data point P(x2, y2, z2) is determined in the Carte-
sian coordinate system. Therefore the inverse of the direction cosine matrix is used.
Eq. 5.11 calculates the position of the voxel data point embedded in the deformed
FFD control lattice: 
 x2y2
z2

 =

 ab
c

+ R−1

 x ′2 ·ℓxy ′
2
·ℓy
z′
2
·ℓz

 (5.11)
5.4.2 Separation and Movement of the Fingers of HUGO Model
Until this development, the “BodyFlex” did not allow the movement of the fin-
gers. The movement of the fingers is also important for investigating the effects of
electromagnetic fields on the human body. Algorithms for finger movement have
already been introduced in computer graphics and computer animation. Moccozet
proposed the Dirichlet Free Form Deformation (DFFD) [75], which can be used
for deformation of hands and fingers of human models. This technique uses a
Dirichlet-Voronoi tessellation for a set of arbitrary control points. Algorithms suc-
cessfully used to deform the human hand are [72], [68], [89], [65], [75].
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The first obstacle towards the movement of the fingers of HUGO is the missing skin
layer between the fingers in the original HUGO model, which should be a natural
boundary between the fingers. Therefore it was necessary to develop a geometrical
algorithm for finger separation, which can determine which voxel belongs to which
finger. Around each finger, hexahedrons are created such that each hexahedron
contains voxels only from one finger.
Separation of the Fingers
Before the algorithm for separation of the fingers is described, the terminology used
in this algorithm is explained. The fingers on each hand are named as shown on
Figure 5.20: thumb, index, middle, ring and pinky. There are in total 14 movable
joints in the fingers on each hand. They are split in three categories as shown on
Figure 5.21. In order to limit the area of each finger, one more point, threated as a
joint which does not move, is defined at the end of each finger. In total the number
of joints defined for all the fingers on each hand is 19.
Figure 5.20.: Hand parts and their names [28]
In Figure 5.22, the bones of the right hand are shown. The example given below
is used by the author in [105] to explain the algorithm for separating the fingers.
The relevant joints for describing the separation of the fingers are marked by points
denoted by MD, RD, ID, MM, MR and MU.
The middle finger is the first finger on which the separation algorithm is performed.
Starting with the joint pointMM and the normal vector ~a, oriented fromMM toMD,
the first plane is created. In the next step, a second plane between the middle and
62
Figure 5.21.: Movable joints in the fingers of both hands
Figure 5.22.: Definition of the planes for separation of the upper part(left) and the
lower part(right)
the ring finger should be created. To this aim, several vectors were tested until the
most suitable one was chosen for creating the plane. Namely, the vector, denoted
by ~b was created by projecting the joint points RD and ID on the first plane, denoted
by RDproj, IDproj in Figure 5.22 left and with an orientation RDproj to IDproj. Then
a third plane is created which is parallel to the second one and passes through the
middle point MR, between the upper parts of the middle and the ring finger. Two
more planes, in front and back, are created in the following way: first, the normal
vector ~c is obtained from the cross product of the vectors ~a and ~b. Then, a search
along this vector is performed in the both directions, to find the “first” and the
“last” voxel of the hand, through which the two planes are created. The last plane
to build the hexahedron is the plane created from the lower part of the FFD control
lattice around the wrist.
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The same vectors are used to create a hexahedron for the lower part of the middle
finger. A plane is created through the point MU with a normal vector ~a oriented
from MU to MM. The same planes used from the left, the right and the bottom side
of the upper hexahedron are used as a left, right and upper plane for the lower
hexahedron. Two new planes in front and back of the middle finger are created in
the same manner as for the upper hexahedron. After the voxels of the middle finger
are embedded in both hexahedrons, the same algorithm is used to define the two
hexahedra which surround the ring finger. These hexahedra are shown on Figure
5.23.
Figure 5.23.: Hexahedra for separating the ring finger
The same algorithm is applied to the pinky finger, with one additional examination.
Since the pinky finger is the last finger from the hand, it is necessary to determine
the boundary plane from the left side. To this aim, a search along the vector ~b
in the opposite direction is performed, starting from the joint point PD, which lies
left from the joint RD. The search allows to determine the “last” voxel in the given
direction and belonging to the hand. Through this voxel, the left boundary plane
is constructed, with the direction vector ~b.
For the index finger, the determination of the vectors to create a hexahedron differs
from the middle, ring and the pinky finger. All the vectors remain the same, except
the vector ~b which is oriented from the finger joint ID to the MD. Additionally, for
the thumb finger, the vector ~c has an orientation, which coincides with the unit
vector of the Cartesian coordinate system in y direction.
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Movement of the Fingers
The movement of the fingers is controlled by the FFD control lattices which are
aligned with the fingers. These lattices, similar to the lattices around the wrists,
are rotated with respect to the global coordinate system to cope with the position
of the body parts embedded in them. There are 5 FFD control lattices for the
thumb and 7 FFD control lattices for each of the rest fingers which control the
movement of the fingers. The FFD lattices have an orientation based on the vectors
~a, ~b and ~c determined during the separation process. Additionally, the left and the
right boundary planes from the FFD control lattices for a certain finger from index
to ring finger are defined through joints of the fingers next to the given finger.
For example, the right boundary plane of the FFD lattice of the ring finger passes
trough the MM joint of the middle finger (Figure 5.22). Each lattice has 3 layers
and 27 control points. In Figure 5.24, the FFD control points around the ring and
the index finger are shown.
Figure 5.24.: FFD control points for movement of the ring finger (left) and index
finger (right)
The algorithm for moving and deforming of the fingers does not differ from the
algorithm for moving the wrist, described in Section 5.4.1. Even though the FFD
lattices of two neighboring fingers can overlap, the FFD deformation algorithm runs
without any problem because the deformation is applied only to the voxels that
belong to a certain finger, not to all voxels embedded in the FFD lattice. Also the
continuity of the tissues between the roots of the fingers and the hand is preserved
during the deformation process, because all FFD lattices around the fingers have
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the same upper plane, which is the same as the lower plane of the FFD lattice of
the wrist.
5.4.3 Elbow Movement
The elbow deformation of HUGO is a specific problem. The arm is not in a straight
position, and the FFD control lattice, aligned with the global coordinate system
axes, is not a good choice for deforming the elbow. One approach for definition of
FFD lattice for this body part could be the initially rotated FFD lattice, but in this
case it would not fit to the actual form of this body part, which is bent. Another
approach is to use the Extended Free Form Deformation technique (EFFD) which is
based on the Free Form Deformation, but allows the use of arbitrary shaped non-
axis aligned hexahedrons. In this particular case, the EFFD lattice has the form of
a decahedron, that is built from two merged arbitrary hexahedrons, in which the
elbow is embedded. The transformed form of the arbitrary shaped decahedron to
the local coordinates is again a unit cube, which is the same shape as in the original
FFD. However, obtaining the coordinates of a certain point which is moved in an
arbitrary formed EFFD lattice demands many transformations. At first, the mapping
of the decahedron to a unit cube is not straightforward as in the case for the rotated
parallelepiped FFD lattice. The decahedron is separated in two hexahedrons and
each hexahedron is mapped on half of the unit cube. In the next subsection, the
mapping of a hexahedron to a unit cube is explained in detail.
Elbow Deformation Algorithm
In this subsection, the algorithm for elbow deformation is described. As already
mentioned earlier in this chapter, the initial form of the EFFD lattice for the elbow
consists of two irregular hexahedrons which are merged together and form a dec-
ahedron. The first transformation is the transformation of the global coordinates
(x, y, z) of the initial form in local coordinates (m, n, p). Figure 5.25 shows the
EFFD control lattice in form of a decahedron and the cube to which the decahe-
dron is mapped. The decahedron represents one EFFD lattice made of 3 layers and
27 control points (as shown on Figure 5.25 (left)).
Eight points are taken into consideration during the calculation of the α,β and
γ coefficients explained in section 3.3.1. The decahedron is mapped on a cube
within the range [0-1] in m, n and p direction. First the decahedron is split into
two hexahedrons. Each of these hexahedrons is mapped on a parallelepiped, cor-
responding to half of the cube. The eight points considered for calculating the
coefficients α,β and γ are the eight vertices from the corners of the hexahedron,
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Figure 5.25.: Decahedron around the elbow (left) and cube (right)
i.e the parallelepiped. The first parallelepiped occupies the range [0-1] in m and n
direction and [0-0.5] in p direction, while the second one occupies the same range
in m and n direction, but the range [0.5-1] in p direction. Therefore we have
two 8x8 matrices, M1 within the range [0,0,0]-[1,1,0.5] and M2 within the range
[0,0,0.5]-[1,1,1]. The unit cube has 3 layers and 27 control points, the same as the
decahedron. Each layer represents a 9-node quadrilateral. The local coordinates
of the points are saved in a three dimensional matrix B. Knowing the eight control
points from the eight corners of the hexahedron, i.e parallelepiped, all the other 19
points can be easily obtained once the coefficients α,β and γ are calculated, using
the following formulas


α1 =M
−1
1
x1
β1 =M
−1
1
y1
γ1 =M
−1
1
z1
(5.12)


α2 =M
−1
2
x2
β2 =M
−1
2
y2
γ2 =M
−1
2
z2
(5.13)
The movement of the elbow part is controlled by a transformation matrix with
dimension 4 x 4 which is already used by Gao [44], to control the movement of
the other body parts. This matrix keeps the current position of a certain joint with
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respect to its initial position. Here, all the previous transformations (movements)
of the joints on which depends the current joint position are taken into account.
For the transformation of the elbow part, the values of the transformation matrix
at the elbow joint are needed.
The transformation matrix is built as a product of a rotation and a translation
matrix. It includes coordinates of a point, represented by homogeneous coordinates
(using four values to represent a 3D point). In the current implementation of
“BodyFlex”, the first three values of the homogeneous coordinates are the x , y and
z coordinates and the fourth coordinate has a value 1. The rotation matrix Rx yz is
a product of the rotation matrices Rx , Ry and Rz in x , y and z direction. Since the
transformation matrix has dimension 4 x 4, the rotation matrices will also have a
dimension 4 x 4. The reason why homogeneous coordinates are used is to represent
a translation as a matrix multiplication operation. The translation is used to set the
rotation center in a point different than (0,0,0). The rotation matrices are defined
as:
Rx =


1 0 0 0
0 cos(θx ) − sin(θx ) 0
0 sin(θx ) cos(θx ) 0
0 0 0 1

 ,Ry =


cos(θy ) 0 sin(θy) 0
0 1 0 0
− sin(θy ) 0 cos(θy ) 0
0 0 0 1

 ,
Rz =


cos(θz) 0 − sin(θz) 0
sin(θz) 0 cos(θz) 0
0 0 1 0
0 0 0 1


If the cos is denoted by c and the sin is denoted by s, the rotation matrix Rx yz has
the following form:
Rx yz =


c(θy )c(θz) −c(θy)s(θz) s(θy ) 0
s(θx )s(θy )c(θz) + c(θx )s(θz) −s(θx )s(θy )s(θz) + c(θx )c(θz) −s(θx)c(θy ) 0
−c(θx )s(θy )c(θz) + s(θx )s(θz) −c(θx )s(θy )s(θz) + s(θx )c(θz) c(θx )c(θy ) 0
0 0 0 1


(5.14)
The Rx yz matrix is then multiplied with a translation matrix which keeps the cur-
rent position of the elbow joint, denoted by elc . This translation matrix has the
following form:
68
T =


1 0 0 elc(x)
0 1 0 elc(y)
0 0 1 elc(z)
0 0 0 1

 (5.15)
The transformation matrix RT is obtained by multiplication of the matrix Rx yz with
the matrix T:
RT = Rx yzT (5.16)
The positions of the control points on the EFFD lattice after the movement are
obtained in the following way. The distance in m, n and p direction is calculated,
between the center of rotation (in this case are the initial local coordinates of the
elbow joint, denoted by el) and the initial local values of the points from which
the decahedron is built (defined in the matrix C). Matrix C is a three dimensional
matrix which contains the initial local coordinates of all 27 control points, from
which the EFFD lattice for the elbow is built. The initial local coordinates have
values in the interval [0,0,0] to [1,1,1]. Then a translation matrix TL is built for
each of the 27 points from C, which has the following form:
TL =


1 0 0 Ci jk(m)− el(m)
0 1 0 Ci jk(n)− el(n)
0 0 1 Ci jk(p)− el(p)
0 0 0 1

 (5.17)
where i, j, k ∈ N and i, j, k ∈ [1,3]. Then RT and TL matrices are multiplied and
a new matrix called RTT is obtained.
RTT= RT ·TL (5.18)
There are three RT matrices for each layer of the EFFD control lattice of the elbow.
This is due to the movement of the elbow joint. Namely the upper layer is always
fixed, the middle layer is moved for half of the angle of rotation and the lower
layer is moved for the full angle of rotation. In order to keep the proper values
of the control points after the rotation, these three transformation matrices have
to be considered. The matrix elements from the last column of the RT T matrix
give the local coordinates of a deformed control point. All the local coordinates
of the deformed control points, are stored in a 3 x 3 x 3 matrix named LC, where
i, j, k ∈ N and i, j, k ∈ [1,3].
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

LCi jk(x) = RT T(1,4)
LCi jk(y) = RT T(2,4)
LCi jk(z) = RT T(3,4)
(5.19)
Knowing the local coordinates of the deformed control points, the deformed posi-
tion of each point that is inside the decahedron can be obtained. Let us assume a
point F which is inside the decahedron. Using the Newton method, first the point F
is transformed from the initial global coordinates (x, y, z) to the initial local coor-
dinates (m, n, p) in the hexahedron to which it belongs. For the given decahedron,
which is separated in two hexahedrons (upper and lower one), two systems of tri-
linear equations, two Jacobian matrices and two initial guesses are defined. For the
upper hexahedron, the middle point (0.5,0.5,0.25) is chosen as an initial guess,
while for the lower hexahedron its middle point (0.5,0.5,0.75) is chosen. Having
the initial local coordinates of F , a deformation function defined by a trivariate
tensor product Bernstein polynomial is used to find the deformed position F ′ of the
point F . In this case the Bernstein basis polynomials of second order are used.
~F ′(m1, n1, p1) =
2∑
i=0
2∑
j=0
2∑
k=0
B2
i
(m)B2
j
(n)B2
k
(p)LCi jk , (5.20)
The deformed position of a point F in the local coordinate system is F ′. To go
back to the global coordinates of the deformed (moved) point F ′, the following
algorithm should be used. Because it is not possible to perform a mapping of the
deformed cube (with coordinates in LC) on the deformed EFFD lattice directly, both
are first mapped on a unit cube. In this case, the deformed cube is treated as a dec-
ahedron, built from two merged arbitrary shaped hexahedrons. This decahedron is
transformed to a unit cube as described above, when the initial EFFD lattice of the
elbow is transformed to the unit cube. Since the coordinates of the points of the de-
formed cube (LC) and the coordinates of the vertices of a unit cube are known, the
transformation coefficients α3,β3, and γ3 for the upper hexahedron and α4,β4,
and γ4 for the lower hexahedron can be calculated. The eight points from the up-
per hexahedron are stored in vectors x3, y3 and z3, while for the lower hexahedron
they are stored in vectors x4, y4 and z4. The same matrices with dimensions 8 x 8
containing the initial coordinates of the upper i.e lower parallelepiped (M1 andM2
respectively) are used for calculating the coefficients of both hexahedrons.
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

α3 =M
−1
1
x3
β3 =M
−1
1
y3
γ3 =M
−1
1
z3
(5.21)


α4 =M
−1
2
x4
β4 =M
−1
2
y4
γ4 =M
−1
2
z4
(5.22)
The same transformation procedure is performed for the global deformed (moved)
EFFD lattice, which also has a decahedral shape. Since the coordinates of the
control points of the deformed (moved) lattice and the coordinates of the points of
the unit cube are known, the coefficients α5,β5, and γ5 for the upper hexahedron
and α6,β6, and γ6 for the lower hexahedron are calculated.

α5 =M
−1
1
x5
β5 =M
−1
1
y5
γ5 =M
−1
1
z5
(5.23)


α6 =M
−1
2
x6
β6 =M
−1
2
y6
γ6 =M
−1
2
z6
(5.24)
Then the Newton method is applied to determine the coordinates of the point F ′ in
the cube. The (m1, n1, p1) coordinates and the α3,β3, and γ3 or the α4,β4, and
γ4 coefficients are used depending on the hexahedron to which the point belongs.
The initial guess for the Newton method is set to (0.5,0.5,0.25) for the upper
hexahedron and (0.5,0.5,0.75) for the lower hexahedron. After the coordinates
of the point F ′(m2, n2, p2) in the cube are obtained, a vector D is assembled with
the following elements:
D =

1 m2 n2 p2 m2n2 n2p2 m2p2 m2n2p2

(5.25)
The vector D is multiplied with the transformation coefficients α5,β5, and γ5 for
the upper hexahedron or α6,β6, and γ6 for the lower hexahedron, depending
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on where the point is located in the cube and the final global coordinates of the
deformed point are obtained.
Figure 5.26 shows examples of elbowmovements of the three human models Hugo,
Laura and Gustav.
Figure 5.26.: Elbow movement of Hugo, Gustav and Laura
5.5 Algorithm for Fast Export of Human Models
During the export process, the export dataset, which consists of tissue IDs, is built
based on the voxel positions of the deformed human model. At the beginning, the
dimensions of the new dataset are calculated [44]. As the position of each voxel is
available, the minimum and maximum position values are considered to calculate
the dimension in each direction of the new dataset using the following formula:
EX =
Xmax − Xmin
∆X
+ 2, (5.26)
where∆X is the voxel dimension in x-direction. The formula shows the calculation
of the new dimension in x-direction. The same formula is used for calculation
of the new dimension in y- and z-direction taking the respective minimum and
maximum position values as well as the voxel dimension. Adding 2 at the end of
the equation is to ensure that there will not be any voxel placed outside of the
calculated dimension value.
The export dataset is built by voxelization of the whole space with the previously
calculated dimensions, using a regular mesh of identical cubes or parallelepipeds.
Figure 5.27 is used for further explanation. On the left side, the initial dataset with
dimensions IX, IY and IZ is shown. This dataset is obtained by voxelizing the whole
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space defined by the dimensions of the human model in initial position. During the
voxelization process, voxels with dimensions ∆x , ∆y and ∆z are created. Each
voxel is represented by one dataset element, which consists of: position of the
voxel in 3D space (center of the voxel), tissue ID and body part ID to which the
voxel belongs.
I Z
IX
IY ∆x
∆y
∆z
(x, y, z)
EZ
EX
EY
(nx, ny, nz)
Figure 5.27.: Initial (left) and export (right) dataset and voxel (middle)
With the voxelization of the deformed model space, voxels with the same dimen-
sion as in the initial dataset (∆x ,∆y and∆z) are created. The same characteristics
of the voxels as the one in the initial dataset are stored in the export dataset. Each
voxel in the export dataset should be assigned with one tissue ID. However, the
decision which tissue ID should be assigned to the voxel is not straightforward.
When the human model is deformed, the initial position of the voxel changes. All
the voxels from the initial dataset should be mapped in the export dataset, based
on their current position. Since the dimensions of the export dataset are known,
the mapping of the voxels is as follows:
nx =
(x + EX∆x
2
+ ∆x
2
)
∆x
, ny =
(y +
EY∆y
2
+
∆y
2
)
∆y
, nz =
(z + EZ∆z
2
+ ∆z
2
)
∆z
(5.27)
where x, y, z are the current position coordinates of a voxel from the initial dataset
and nx, ny, nz are the indices of that voxel in the export dataset. Since the only
information necessary for the export is the tissue ID, the export dataset is repre-
sented by an array and the 1D voxel index np corresponding to the three indices of
the dataset element is calculated by:
np = nx + nyEX + nzEX EY (5.28)
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It might happen that more than one voxel from the initial dataset has the same np
index, resulting in a voxel with several tissue IDs in the export dataset(as shown in
Figure 5.28 (right)). In this case, the decision which tissue ID should be assigned
to the voxel is based on finding the most often occurring tissue ID in that voxel
using the sub-division algorithm proposed by Gao [44].
Figure 5.28.: Overlapping voxels after deformation: voxels in initial position (left),
during the deformation (middle) and after voxelization of the space for export
Also with the deformation of the human model, some neighboring voxels in the
initial dataset might be separated in the export dataset. When mapping these voxels
in the export dataset some empty voxel/voxels can occur between them. Because
the human body cannot have any tissue discontinuities, these empty voxels should
be also assigned with a proper tissue ID. Gao proposed a compensation algorithm to
deal with this problem [44]. This algorithm is also used in this new implementation
of the export function.
Although the sub-division algorithm gives satisfactory results, an improvement was
required. In order to optimize the time for export of a deformed model and the
memory occupation, a new algorithm based on sparse matrices techniques is pro-
posed.
The fastest algorithm proposed by Gao stored the occurrence of a certain tissue
ID in a matrix which had as many rows as the number of the available tissues for
the given human model plus 2 and as many columns as the export dataset size
(EX × EY × EZ). For example the Hugo model has 32 different tissues and the
matrix created had 34 rows. A visual representation of the matrix is shown in
Figure 5.29.
In Figure 5.29, the 1D voxel index in the export array is denoted with np and the
tissue ID is denoted by TI D.
Since not all tissue IDs can occur in one voxel, most of the data kept in the matrix is
redundant. Therefore, this sparse matrix is stored in compressed form by the new
algorithm. Four different arrays are built, two with the export dataset size and two
with the initial dataset size. The first one has the export dataset size and stores
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Figure 5.29.: Matrix for the tissue ID occurrences in voxels
the occurrence of the 1D voxel index np. The second one of the same size stores
the tissue ID at np. If np occurs only once in the first array, the proper tissue ID
is stored in the second one at index np. Otherwise, if np occurs several times in
the first array, zero is stored in the second array at index np. At the same time, np
is stored in the third array and the corresponding tissue ID is stored in the fourth
array. Figure 5.30 shows one part of the described arrays and their content.
Figure 5.30.: Definition of several arrays to obtain the occurrence of tissue ID in a
voxel
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For example, from Figure 5.30, np = 3 occurs only once in the first array and the
proper tissue ID (3) is stored in the second array at np = 3. However, np = 2
occurs five times and therefore zero is written at np = 2 in the second array. At the
same time, np = 2 is written five times in the third array and the correspondent
tissue IDs which are located at np = 2 are stored in the fourth array.
When all the voxels from the initial set are mapped to voxels in the new dataset,
a Quick Sort algorithm is run to sort the pairs (np,Tissue ID) from the third and
fourth array in ascending order of np. The Quick Sort algorithm is introduced by
Hoare in [51]. Later, an algorithm is run to count and delete the duplicate pairs
(np,Tissue ID) and save the counted value in a new array. This is how the sparse
matrix is built and saved in a compressed form. The array index from the newly
created array, with the maximum value related to a certain np gives the array index
of the most occurring tissue ID.
Then tissue IDs are assigned to the empty voxels within the human body using the
compensation algorithm introduced by Gao [44].
Figure 5.31 and 5.32 show the memory consumption of the “BodyFlex” to export a
deformed human model and the time only for exporting the human model, respec-
tively, using the old (Export 1) and the new (Export 2) export function.
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Figure 5.31.: Memory consumption to export deformed human model
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The new export function proposed here occupies three times less memory and
works twice faster than the old one. This results in a lot resource and time sav-
ing especially when large human model datasets are used.
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Figure 5.32.: Time to export deformed human model
5.6 Parallelization of the Poser Program
The first version of “BodyFlex” worked only on one CPU core. Since most of the
program code allowed independent execution, it was parallelized to work on mul-
tiple CPUs using OpenMP®. OpenMP®(Open Multi-Processing) is an application
programming interface (API) which offers directives to be included in code written
in C, C++ or Fortran and usually only requires a minimal modification of the code,
to allow its parallel execution on a multicore computer using a shared memory
[18]. As the basic principle of working of OpenMP is multithreading, the program
or parts of the program which should be executed in parallel is/are then split be-
tween threads, each running on a separate CPU and having access to the shared
memory.
For test purposes, “BodyFlex” was run on a machine with the following specifica-
tions:
• Machine Type: DELL Precision T7600
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Figure 5.33.: Posture time depending on number of threads
• CPU: 2 * Intel Xeon E5-2643 (2 x 4 cores, 3.3 GHz)
• RAM: 256 GB
Within “BodyFlex”, both the posture and the export process are parallelized. Dur-
ing the posture process, voxels positions are calculated after the movement of the
human model. Each voxel data is written on a separate memory location, which
prevents conflicts during parallel execution. Therefore instead of calculating only
one voxel position at a time, using OpenMP®, the number of CPUs on the machine
where the program runs is found and the threads are defined for each CPU core.
Then, the threads are run in parallel and each thread calculates one voxel position.
Figure 5.33 shows the posture time depending on the number of threads defined
for parallel calculations. It can be noticed that the computing time when eight
threads are used, which is the number of the CPU cores that the testing machine
has, is twice faster than the time for calculation when only one thread is defined.
Setting larger number of threads than the actual number of CPU cores does not
lead to any further speedup of the program.
During the export process, not only the export dataset is built, but also the possible
discontinuities of the tissues inside the human model are being explored. Finding
the discontinuities of the tissues in a parallel manner is also possible. Again using
the OpenMP®directives, the execution of the code was accelerated. Figure 5.34
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Figure 5.34.: Export time depending on number of threads
shows the posture time depending on the number of threads defined for parallel
calculations. It is remarkable that the calculation when eight threads are defined, is
almost five times faster than the calculation when only one thread is defined. The
parallel execution drastically shortens the time for exporting large datasets, which
is of high importance for the user.
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6 Comparative Analysis of
Performance when Posturing
Human Models
In this chapter, a brief description of some existing softwares for posturing of hu-
man models is given. The performances of each software in terms of time for
posturing of the human model and in terms of memory occupation are analyzed.
Later, the performances and the results are compared to “BodyFlex”. All perfor-
mance checks are performed on a server with the following characteristics:
• CPU: 2 * Intel Xeon X5472 (Quadcore, 3.00 GHz, 1,600 MHz FSB, 12 MB L2
Cache)
• Memory: 64 GB, 800 MHz, QuadChannel FBD
6.1 Varipose Software
6.1.1 Overview and Characteristics
VariPose is a tool for posturing voxel-basedmesh of the Visible Human dataset [88].
This software tool deforms only one segmentation of the Visible Human dataset
which contains 39 tissues. The Visible Human dataset can be imported in a binary
format and exported in a binary (.raw), ASCII (.vox) or XFdtd suitable file. The
XFdtd suitable file which stores tissue electrical parameters for a certain frequency,
can be used in the XFdtd software for FDTD-based electromagnetic simulations.
Exporting the data in a .vox format leads to an ASCII file which holds information
about the locations of the voxels in 3D space and the color associated to the tissue
in each voxel. There are five mesh sizes in which the Visible Human data set is
available, namely, 10, 5, 3, 2 and 1 mm.
The process of repositioning of the human model is conducted through a project
which contains various studies. This project consists of a base skeleton and a base
mesh (see Figure 6.1), which are set in the default position of the Visible Human
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Figure 6.1.: Base Skeleton and Base Mesh representation
data. A copy of the base skeleton, which can be set in different postures, is available
for each study. After the skeleton is moved in a desired position it can be used as
an input for the VariPose engine, which builds a new repositioned mesh based on
the skeleton. This mesh can be exported by the user for future use. Also the user
has the opportunity to see the repositioned mesh in the Graphical User Interface
(GUI). Additionally, using the GUI, the volume, the mass and the voxel count of
all tissues are available for the initial as well as for the repositioned mesh of the
human model dataset.
The graphical user interface allows visualization and manipulation of the Human
Model dataset (as shown in Figure 6.2). Using the View menu, the user can see the
mesh model, choose between a X, Y and Z sliced view, a 3D view, or a combination
of both. The user can also choose to see the model in cubes or points. Another
useful option is the fast move option, which replaces the mesh model with a box
when the human model is rotating. Using the tools menu, the user can rotate,
move and zoom the model, select, add or delete certain tissue voxels and reset the
view without changing the joint positions.
After the skeleton is set in the desired position, an input generated by the user is
forwarded to the repositioning engine. This engine consists of five components.
The master program is called VPEngine. The input in this program is the file which
contains the repositioned skeleton, from which the new repositioned mesh should
be generated. This program creates input files for the other components and calls
their routines. The components are called in the following order: Separate_Body,
Multibend, Heal_Body, Join_Body and once more Heal_Body. The Separate_Body
component separates the limbs from the trunk. Then, the Multibend component
makes the reposition of the separated body parts. In the next step, the Heal_Body
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Figure 6.2.: VariPose graphical user interface
component is called in order to fill the gaps between the tissues that might appear
after the repositioning. This component is also called at the end of the repositioning
process, to add skin to the outer layer of the body, so that the whole human body is
covered with skin and to generate the output file. The Join_Body component makes
a combined mesh of the repositioned limbs and the trunk. All five components of
the repositioning engine can run separately with a certain input file. Additionally,
the repositioning engine can be run on several computers or several processors at
once.
6.1.2 Strengths and Weaknesses of the Software
The VariPose software has some advantages and disadvantages. The software al-
lows examining a single, multiple or all tissues. To increase the performance of the
GUI for large meshes, the user is allowed to reduce the drawn data from the hu-
man model dataset. Another useful advantage is the presence of the crop tool. The
crop tool allows a three-dimensional block of the mesh to be selected through the
two-dimensional view and to be saved as a separate file. However, these cropped
meshes cannot be further repositioned. Another tool worth to be mentioned is the
so-called edit mesh tool, which allows adding and deleting voxels of any tissue
type. This tool can be used when the repositioned mesh is non-satisfactory. A very
useful tool in VaryPose is the mesh comparison tool. This tool allows comparison
of the number of voxels, the volume and/or the mass of the tissues between the
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default and the repositioned mesh. Despite the options for the mesh view, the user
can save the skeleton after the repositioning and use it in future.
Although VariPose allows the generation of various postures by moving the skele-
ton, it does not guarantee that the repositioned mesh is a realistic position of a
human. Overlapping of body parts may occur after the skeleton is moved without
warning the user about the unrealistic posture. The software maintains the blood
vessels and the nerve tissues in the mesh, but this is not true for all possible cases
of deformation. The explanation is given in the next section. Another disadvantage
is the computationally intensive repositioning process. For finer meshes, depend-
ing on the number of joints moved, the process can take from a few hours to a
few days. It is recommended that the desired position of the mesh is chosen under
coarser mesh resolution, and later the same position is applied for repositioning
of the finer mesh. However, for more precise deformations, the repositioning of
the coarser mesh resolution might not result into the desired position of the finer
mesh. Another characteristic of the VariPose software is the support of two kinds of
movements: bending and twisting. The bends are applicable to all joints, while the
twists are only applicable to forearms, upperarms and neck. The twist movement
is not recommended to be used if it is not necessary because it is a computationally
intensive process.
6.1.3 Performance Analysis
The VaryPose software was tested according to the time for repositioning of the
human model and the memory occupation for running this process. All the tests
were conducted using the 2 mm mesh resolution.
At the beginning, two scenarios are tested. In the first scenario, the right arm of the
human model is stretched. To achieve this pose, the shoulder, the elbow and the
right index and middle finger MCP joints are rotated as shown in Figure 6.3. The
elapsed time for repositioning of the human model in VariPose, which took place
on one CPU core, is 55 minutes. The same posture is generated using the BodyFlex
(Figure 6.3 (right)). In this case, the elapsed time for repositioning of the human
model is 43 seconds by using one CPU core for computation.
In the second scenario, the right elbow of the model is bent for the maximum angle
of rotation allowed for the elbow. To achieve this position, rotation and twisting
of the shoulder and the elbow are performed. Again, the repositioning process
with VariPose is running on one CPU core, resulting in elapsed time of execution
of 9 hours and 53 minutes. The same posture of the human model in BodyFlex
is achieved in 43 seconds using one CPU core. The repositioned mesh in VariPose
for the second scenario is given in Figure 6.4 (left), while the repositioned human
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model from BodyFlex later imported in CST STUDIO SUITE® is shown in Figure 6.4
(right).
Figure 6.3.: Repositioned human model skeleton (left), model in VariPose (middle)
and model from BodyFlex (right) after right arm stretch
Figure 6.4.: Repositioned model in VariPose (left) and model from BodyFlex (right)
after right arm and elbow movements
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From Figure 6.3 and Figure 6.4 can be noticed the discontinuities of the tissues
and the deformations of the right arm in an unnatural position using the VariPose
software. These effects do not exist when the BodyFlex software is used.
Two more scenarios are tested using the VariPose and the BodyFlex software. In
the third scenario, the human model is brought to a sitting pose. To achieve this
position, the shoulders, elbows, hips and knees are rotated. The elapsed time for
repositioning of the mesh using the VariPose is 14 hours and 52 minutes, while
the RAM memory usage is around 0.4 GB. The deformed mesh and skeleton look
compact, with small discontinuities of the tissues, and are shown in Figure 6.5.
Figure 6.5.: Repositioned mesh of the human model in a sitting position using Vari-
Pose
What can be noticed from Figure 6.5 is the wrong position of the patella. Namely,
when the knee is bent, the patella should move from the upper leg bone to some-
where between the upper and lower leg bones. The position shown in the figure
above, is not natural. Also there exists a discontinuity of the blood vessels in the
area around the shoulder, which is not present in the original model.
The same posture is generated using BodyFlex. The time for repositioning the
human model is 43 seconds and the RAM memory usage is about 0.8 GB. It can
be noticed that the RAM memory usage is double compared to the RAM memory
usage of VariPose for the same posture. But if the time for repositioning the model is
considered, the BodyFlex software works 103 times faster compared to the VariPose
software. Additionally, the BodyFlex software treats the patellas separately, which
leads to a right placement between the tibia and the femur. The human model
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exported using the BodyFlex and later imported in the CST STUDIO SUITE® is
shown in Figure 6.6.
Figure 6.6.: Repositioned mesh of the human model in a sitting position using
BodyFlex
In the last scenario, the human model has the right hand postured in a talk position.
To achieve this position, the shoulder, elbow, wrist and fingers are rotated. The
elapsed time for repositioning the model is 6 hours and 52 minutes and the RAM
memory usage is as in the previous scenario about 0.4 GB. From the presented
results in Figure 6.7, it is noticeable that parts of the fingers are missing. Actually,
this parts are not missing in the total mesh, but they are placed on a wrong position,
and they overlap with the upper arm. Also, there are discontinuities of the other
tissues.
The HUGO model with the 2 × 2 × 2 mm3 resolution is also postured in a talk
position using BodyFlex. The elapsed time for repositioning is 43 seconds and
the RAM memory usage is about 0.8 GB. Although the RAM memory usage using
BodyFlex is double compared to the RAM memory usage of VariPose for the same
posture, the elapsed time for repositioning the model using the BodyFlex software
is 103 times shorter compared to the VariPose software. Furthermore, the BodyFlex
software postures the arm, hand and fingers accurately, without any missing body
parts or noticeable discontinuities of the tissues. Figure 6.8 shows the postured
HUGO model in CST STUDIO SUITE®.
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Figure 6.7.: Repositioned mesh of the human model with hand in a talk position
using VariPose
Figure 6.8.: HUGO model with hand in a talk position using BodyFlex
6.2 SEMCAD X Poser Package
6.2.1 Overview and Characteristics
SEMCAD X poser package named POP module allows deformation of human and
animal models [95]. Using this module requires previous installation of the Virtual
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Family Package, which is developed by the IT’IS Foundation [56]. The posable
extensions are later provided by a license from SPEAG, which allow the posable
models to be imported into semx (.sat) format in SEMCAD X.
The Virtual Population is a set of computational anatomical models developed by
the IT’IS Foundation [21].
For the test purposes within this project, the Ella and Duke posable models (from
Virtual Family version 1) were provided together with the POP module. These two
models have the following characteristics:
Name Gender Age Height Weight No. of tissues
Ella Female 26 1.6 m 58 kg 77
Duke Male 34 1.74 m 70 kg 77
The models were deformed in a few positions. Also a process of voxelization of
the deformed surface human model was performed right after the deformation.
After deformation, an option for creating a grid can be chosen. The grid can be
refined using an option scale and the number of voxels of the grid can be adjusted.
Depending on the number of voxels of the grid, the time for voxelization of the
model differs.
6.2.2 Strengths and Weaknesses of the Software
The SEMCAD X POP module has some strengths and weaknesses. The poser mod-
ule is based on techniques for computer animation. It allows a hierarchical move-
ment of the bones, e.g if the shoulder is moved, the movement is translated to the
elbow and hand respectively. One advantage of the software is the speeding up of
the deformation process by activating the multi-threading option.
The deformation of the model is performed through the bone mesh tool. An ad-
ditional advantage of this software is that during the deformation, influence fields
for all affected tissues between the bone and the skin surface are calculated, based
on the local distances to the corresponding bone. Calculating the influence fields
only to the skin surface prevents the other body parts near the deformation region
to be affected from the current deformation. To preserve the tissue continuity in
case when the influence regions overlap, a weighted interpolation is performed.
The method for deformation is described in [20].
Despite its strengths, the SEMCAD X POP module has also some drawbacks. Using
the bone mesh tool, the joints of the underlying rigid skeleton can be rotated in one,
two or three planes, depending on the bone. One disadvantage of the software is
that the range of rotation for the bones is not clearly limited, which allows the
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user to deform the model in unreal postures. Another drawback is the interactive
rotation. The interactive rotation means that the body part is moved right after the
user specifies the final position. When the user achieves the desired position of a
certain bone all the tissues around the deformed bone are repositioned. Depending
on the model, it can take some time until the final position is achieved.
In order to test the features of the poser package, at the beginning, few deforma-
tions of the human models Ella and Duke are shown. Later, specific postures, e.g.,
a sitting position and a talk position, are separately analyzed for both models.
Figure 6.9.: Shoulder deformation of Duke
Figure 6.9 shows the movement of the shoulder of Duke. After the deformation
of the shoulder, an unnatural change of the tissues around the shoulder can be
noticed.
A few more deformations of the right shoulder, elbow and the fingers are shown
in Figure 6.10. It can be noticed that the finger is deformed in an unrealistic posi-
tion. Also some of the tissues have an unnatural look after the deformation, like for
example the part of the skin which is stretched between the fingers. Another im-
portant remark is the discontinuity of the tissues after the deformation. Bones and
blood vessels preserve the continuity, but noticeable discontinuities can be observed
for the skin and the muscles.
Figure 6.11 shows the deformation of Ella. Also here some discontinuities of the
tissues are noticed.
6.2.3 Performance Analysis and Comparison with the Poser Program
In this section, Duke and Ella models are postured in a sitting position and in a talk
position using the SEMCAD X POP module. The time for deformation and voxeliza-
tion of Duke and Ella is calculated and also the memory requirements are marked.
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Figure 6.10.: Elbow and arm deformation of Duke
Figure 6.11.: Deformation of Ella
The performance and visual results are then compared to the results obtained us-
ing the BodyFlex software and the deformation of the three voxel models, namely,
Hugo, Laura and Gustav.
Figure 6.12 and Figure 6.13 show Duke in a sitting position. The memory consump-
tion of the program after importing Duke is 1.29 GB. The time for repositioning the
tissues after each deformation step is about 20 seconds. After posturing of Duke
in a sitting position, the memory consumption increased to 8.6 GB. In the next
step, Duke is voxelized in a dataset with dimensions 467× 609× 1083. The dura-
tion of the voxelization process is 6 minutes and 23 seconds. The rendering of the
voxelized model took 1 minute and increased the memory usage to 11 GB.
In Figure 6.12, the continuity of the blood vessels and the bones can be verified
despite the wrong position of the patella and some discontinuities of the skin.
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Figure 6.12.: Duke in a sitting position (skeleton, skin, arteries and voxels)
Figure 6.13.: Voxelized Duke in a sitting position
Figure 6.13 shows the voxelized Duke after deformation. The discontinuity of the
skin voxels around the shoulders and also the wrong deformation of the area be-
tween the legs are noticeable.
The female human model Ella is also postured in a sitting position. After the import
of Ella, the memory occupied by the program is 0.95 GB. The time for repositioning
the tissues after deformation of a certain body part is the same as for Duke (20
seconds). The memory consumption after Ella is set in a sitting position increased
to 3.81 GB. Then the process of voxelization of Ella is performed. The time for
voxelization of the model in a dataset with dimensions 394×471×1053 voxels is
3 minutes and 52 seconds. Again for the rendering 1 minute is necessary.
The results from the repositioning and voxelization process are shown in Figure
6.14. Further analysis is performed regarding the voxelization of the tissues. Each
tissue type is checked whether the voxelization is completely performed. The re-
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sults show that not all the tissues are completely voxelized. Namely, the bones in
the fingers are not present after the voxelization process.
Figure 6.14.: Ella in a sitting position (skin and voxels)
Using the BodyFlex, the human models HUGO, Laura and Gustav are postured in
a sitting position. The HUGO model postured in a sitting position has a voxel
resolution of 1 × 1 × 1 mm3 and it is stored in a dataset with dimensions 596 ×
1303 × 1875 voxels. The time for posturing of the model is 7 minutes and 24
seconds using one CPU core. The memory usage when the model is postured in
BodyFlex is 6.53 GB. The HUGO dataset has almost double of the size of the Duke
or the Ella dataset and therefore the time for posturing of Hugo, which would be
comparable to the time for voxelization of Duke and Ella is proportional.
Figure 6.15 shows the Hugo model postured in a sitting position. From the result
it can be noticed that the continuity of the tissues is maintained and even the small
bones in the fingers are present in the postured model. Also the patellas are placed
in a realistic position after the movement of the knees of Hugo.
Figure 6.15.: Hugo in a sitting position (skin and bones)
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Figure 6.16 shows Laura and Gustav in a sitting position. The human model Gustav,
with dataset size 260 × 581× 882, has a voxel resolution 2.08× 2.08 × 2 mm3.
The time for posturing the model is 3 minutes and 28 seconds and the memory
consumption of 0.49 GB is almost the same as in the import step. The human model
is rendered and shown in the user interface after 1 minute. From the figure it can
be noticed that the continuity of the skin and the bones is maintained. Analysis of
the continuity of the other tissues is also performed and the conclusion is that the
continuity of all tissues is well maintained.
Figure 6.16.: Gustav and Laura in a sitting position
The human model Laura, with a voxel resolution of 1.875 × 1.875 × 1.25 mm3,
after posturing in a sitting position has a dataset size 244×626×1386 voxels. The
time for posturing the human model is 5 minutes and 8 seconds and the memory
occupation is 0.78 GB, which does not differ from the memory after the import of
the human model. The rendering of the human model took 1 minute before the
whole model is shown in the graphical user interface. Similarly, the continuity of
the tissues is maintained to an acceptable level as in the Hugo and Gustav models.
Table 6.1 shows a summary of the human models, their dataset size and the posture
time.
In the second scenario, which is set up for comparison of the performances of
SEMCAD X Poser and BodyFlex, the right arm, hand and fingers of the human
models are postured in a talk position. The comparison relates to three human
models: Duke, Ella and Hugo. The models Laura and Gustav are not considered
for the second scenario because their fingers can not be deformed using BodyFlex
due to their voxel resolution and inappropriate initial position of the fingers.
Figure 6.17 shows the Duke model postured in a talk position. The memory oc-
cupation is 7.49 GB after the model is deformed. After Duke is postured in a talk
position, it is voxelized in a dataset with dimensions 401× 414× 1119. The vox-
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Table 6.1.: Sitting human models dataset size and posture time
Human model Dataset size/voxels Posture Time
Hugo 596× 1303× 1875 7m 24s
Gustav 260× 581× 882 3m 28s
Laura 244× 626× 1386 5m 8s
Ella 484× 571× 1281 5m 48s
Duke 401× 414× 1119 3m 42s
Figure 6.17.: The voxelized Duke in a talk position
Figure 6.18.: Ella in a talk position (skin)
elization time is 3 minutes and 42 seconds and the time to show the voxelized
model is 1 minute. Also the memory usage increased to 9.08 GB when the vox-
elized model is shown. As in the previous posture, not all bones were voxelized.
Especially it can be noticed that the bones in the fingers are missing, which can
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lead to inaccurate results in case of analysis of energy absorption due to mobile
phone radiation.
Figure 6.18 and Figure 6.19 show the model Ella postured in a talk position. After
the model is repositioned, the memory occupation is 7.52 GB. The next step is
the voxelization of Ella, which takes 5 minutes and 48 seconds. The model is
voxelized in a dataset with dimensions 484 × 571 × 1281. The time to render
the voxelized model and to show in the graphical interface is 1 minute. As in the
previous posture, not all bones are voxelized. Again, the bones in the fingers are
missing. However, the stretching of the skin near the fingers does not exist for Ella,
but still, some discontinuity of the tissues near the shoulder can be noticed.
Figure 6.19.: Voxelized Ella in a talk position
Figure 6.20.: Hugo in a talk position
Figure 6.20 shows Hugo in a talk position. The dataset size of the postured model
with voxel resolution 1× 1× 1 mm3 is 732× 785× 1875. Posturing of Hugo took
7 minutes and 27 seconds, which compared to the time for voxelization of Duke
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Table 6.2.: Human models in talk position: dataset size and posture time
Human model Dataset size/voxels Posture Time
Hugo 732× 785× 1875 7m 27s
Ella 484× 571× 1281 5m 48s
Duke 401× 414× 1119 3m 42s
Table 6.3.: Comparison of the time, the memory and the accuracy of Varipose, SEM-
CAD X POP and BodyFlex
Varipose SEMCAD X POP New BodyFlex
Posturing time long short short
Memory usage low high high
Accuracy
inaccuracies
discontinuities
inaccuracies
discontinuities
accurate
almost no discontinuities
and Ella is proportional to the dataset size. From the figure, the continuity of the
skin and the bones can be noticed well. There exists no discontinuity of the tissues
around the shoulder. Analyzing the fingers, it can be concluded that all the tissues,
that exist in the initial posture of the fingers are still present after deformation. At
the same time, the continuity of the other tissues is maintained to an acceptable
level.
Table 6.2 gives a summary of the dataset size and the posture time of human models
in a talk position.
6.3 Summary
Within this chapter, an analysis and a comparison of the performances of the three
softwares for posturing human models is given. Varipose, SEMCAD X POP module
and BodyFlex are the three softwares used to deform human models into various
postures. These softwares are analyzed in terms of the time for posturing of the
human model, the memory usage and the accuracy.
On one hand, Varipose has the lowest memory usage among the three softwares,
but also the longest time needed to posture a human model. On the other hand,
the SEMCAD X POP module and BodyFlex require more memory, but they posture
the human model in a much shorter time compared to Varipose. In terms of the
accuracy, BodyFlex generates highly accurate human models in different postures,
preserving the continuity of the tissues and organs to a high level. On the contrary,
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Varipose and SEMCAD X POP module generate human models which have lack
of accuracy, as well as visible discontinuities of some tissues and organs. Table
6.3 gives a summary of this analysis and comparison of the three softwares for
posturing human models.
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7 Analysis of SAR Distribution in
Human Models
In this chapter, various simulation scenarios are established to investigate the im-
pact of the electromagnetic fields on original and postured human models. An
analysis of the Specific Absorption Rate (SAR) distribution is performed to deter-
mine the impact of the posture of the human body and the impact of jewelry and
of the metal-framed eyeglasses. In four scenarios, the SAR distribution is related
to the radiation from mobile phones. The chapter is split in six sections. The first
section explains the Specific Absorption Rate (SAR). In the second section, the im-
pact of the hand on the SAR values is described. The third section describes the
impact of the fingers on the SAR values while the following section shows the ef-
fects of wearing common jewelry on the SAR distribution. In the fifth section, an
analysis of the SAR distribution due to wearing metallic framed eyeglasses is given.
Finally, in the last section, the influence of the position of human bodies on the SAR
distribution due to a fixed irradiation source is shown.
7.1 Specific Absorption Rate
With the increasing number of electromagnetic devices used all around, the need
for continuous examination of the effects of the electromagnetic device radiation
on the human body grows year-by-year. Estimating the possible harmful effects of
the interaction between the electromagnetic fields and the biological tissues on the
health is crucial for the design and the development of electromagnetic devices.
Nowadays, by using the electromagnetic simulations, it is possible to predict some
effects caused by the radio-frequency exposure, such as heating as well as the spe-
cific absorption rate (SAR) distribution, which can not be directly measured inside
the human body.
Two international agencies ICNIRP (2009) and IEEE (2005) have developed guide-
lines in which the radio-frequency exposure limits for mobile phone users are ex-
pressed in terms of specific absorption rate (SAR) [3, 2]. The SAR is related to the
rate of the energy absorbed by a body exposed to a radio frequency electromagnetic
field. It is commonly averaged over the whole body or a sample volume (typically
1 g or 10 g of tissue) and can be expressed by the following formula:
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Table 7.1.: Occupational and general public exposure SAR limits
Exposure characteristics Whole body Localized SAR Localized SAR
average SAR (head and trunk) (limbs)
Occupational exposure 0.4 W/kg 10 W/kg 20 W/kg
General public exposure 0.08 W/kg 2 W/kg 4 W/kg
SAR=
∫∫∫
V
σ(~r)|~E(~r)|
2
ρ(~r)
dV
V
W
kg
. (7.1)
In Eq. (7.1), σ represents the electrical conductivity, ρ is the mass density of the
sample tissue, dV is the volume element and V is the volume of the sample tissue.
The electric field strength magnitude ~E is given in terms of the root mean square
value.
The maximum allowed radio-frequency exposure to mobile phones is controlled by
the governments which prescribe the SAR limits in the head and in the limbs. In
the USA, FCC [36] limits the maximum SAR to 1.6 W/kg over 1 g of tissue, while
CENELEC in Europe [54] allows up to 2 W/kg averaged over 10 g of tissue. The
SAR values mentioned previously refer to the head and torso, while for the limbs,
the SAR limit is 4 W/kg as shown in Table 7.1.
7.2 Analysis of SAR Distribution due to Mobile Phone Radiation
This section contains the results from the analysis of the SAR distribution consid-
ering the radiation from mobile phones. Different simulation scenarios for investi-
gating the SAR distribution in the human body are performed. First a study of the
position of the hand and fingers of the human model is performed to determine
their influence on the SAR distribution due to mobile phone radiation. The next
scenario investigates the SAR effects of wearing common jewelry (rings and ear-
rings). Finally, the last scenario related to the mobile phone exposure shows the
results from the impact of eyeglasses on the SAR distribution.
In order to analyze the SAR distribution in the human body resulting from an ex-
posure to radio-frequency electromagnetic fields, simulations were performed with
the commercial software CST MICROWAVE STUDIO®[26]. Two types of human
models are considered in the electromagnetic simulation scenarios: Specific An-
thropomorphic Mannequin (SAM) and HUGO. The SAM head model, available in
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Table 7.2.: Dielectric properties of the tissue simulating liquid (TSL) at two GSM
frequencies [73]
TSL Rel. Permittivity El. Conductivity (S/m)
900 MHz 41.5 0.97
1800 MHz 40.0 1.4
CST MICROWAVE STUDIO [26], is a simplified homogeneous human model built
of two parts: the outer shell and a tissue simulating liquid. The dielectric proper-
ties of the head of SAM are obtained as an average of the dielectric properties of
the tissues in an anatomical head. The outer shell of the SAM head model has a
relative permittivity of 3.5 and an electrical conductivity of 0.0016 S/m, which are
independent from the frequency. On the contrary, the dielectric properties of the
tissue simulating liquid (TSL) are frequency-dependent. Their values at two typical
GSM frequencies are given in Table 7.2.
Using the SAM head model in the simulations allows a fast determination of the
SAR distribution in the human head, with low accuracy. The tissue simulating liq-
uid is a homogeneous material, which does not show in which tissue in the real
human head the maximum SAR value occurs. Therefore, it is more realistic to use
an inhomogeneous human model. The HUGO model, as previously mentioned in
Chapter 2, is a inhomogeneous human model built from 32 tissues. Each tissue
in HUGO has material properties which reflect the anatomical human tissue prop-
erties. This human model is largely used for electromagnetic simulations. In this
research study, the HUGO model allows detailed analysis of the SAR distribution
and determination of the exact location of the maximum SAR value.
7.2.1 Influence of the Position of the Hand and the Fingers on the SAR
Distribution
The current SAR measurement standards, specify the safety SAR limits by using a
homogeneous head phantom (SAM), without considering the hand in which the
mobile phone is held in realistic situations. Former studies referenced by the stan-
dards show that the presence of the hand generally reduces or slightly increases
the SAR in the head [7][66][74].
Recent studies have shown that the consideration of the hand during the measure-
ment of the SAR has an influence on the SAR distribution in the head of the human
model [70][76][90]. This type of simulation scenarios describe real life situations
in which the users hold the mobile phone in the hand in a talk position. Chung et.
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al [70] observed the influence of the hand holding a mobile phone in talk position
on the peak spatial-average SAR (psSAR) in the head. They performed simulations
and measurements with several mobile phones at GSM frequencies. None of the
simulation scenarios uses an inhomogeneous human hand, but only a generic and
an anthropomorphic hand. An anatomical hand and an anthropomorphic hand are
used only for the measurements. Both simulations and measurements have shown
that the presence of the hand causes an increase of the psSAR in the head.
Monebhurrun et. al [76] investigated the influence of the distance of the antenna
from the CTIA hand on the SAR distribution inside the SAM head. The CTIA
hand model is a homogeneous hand model, recommended by the CTIA (Cellu-
lar Telecommunication Industry Association) for usage with the SAM phantom for
evaluation of over the air performance of mobile phones [37]. This study shows
that higher 10g averaged SAR values are observed in the presence of the hand for
the UMTS frequency band, for a distance between the hand and the antenna of
about 20 mm.
Ronald et. al [90] designed a hand model to investigate the impact of the hand
on the SAR distribution in the head. To investigate the absorption of energy in the
tissue, they designed the hand model in three versions. The first version is a solid
hand; the second version has a skin and a bone tissue; the third version additionally
has finger properties defined as a tendon and a palm defined as a muscle. This
study shows that a smaller hand does not significantly change the SAR distribution
in the head compared to the standard CTIA hand. However, the definition of a
heterogeneous hand is recommended for investigation of the SAR distribution at
GSM frequencies, because the different tissues properties reflect the real anatomical
hand. The results have shown that the maximum SAR values appear in the hand
and this cannot be concluded if a solid hand without dielectric properties has been
used.
In this section, a solid hand and a heterogeneous hand with several tissues are used
to investigate the SAR distribution both in a hand and in a head. The author has
published the results from this study in [104]. The heterogeneous hand is the hand
of the HUGO model which was moved and set in different positions, represented
in the following simulation scenarios. In order to analyze how the position of the
hand and the fingers influence the SAR distribution in the human body, simulations
were performed with the commercial software CST MICROWAVE STUDIO®on two
models: SAM and HUGO.
Two scenarios with mobile phone placed in a talk position were considered to in-
vestigate the impact of the position of the hand. In the first scenario, the mobile
phone is solely placed in talk position, while in the second scenario, the hand is
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included in the simulation such that the mobile phone is held in the SAM’s hand or
the HUGO’s hand is placed behind the mobile phone as shown in Fig 7.1.
Figure 7.1.: SAM (on the left side) and HUGO (on the right side) models used for
simulations
All simulations were performed using the transient solver in CST MICROWAVE
STUDIO®[26]. A hexahedral mesh was used for discretizing the simulation do-
main. In all simulation scenarios, a foldable phone available in CST MICROWAVE
STUDIO®, with a PIFA antenna operating at 0.9 GHz and 1.8 GHz was considered.
For the excitation, a discrete face port with an impedance of 50 Ohm was defined.
The simulated frequency range was between 0 and 2.5 GHz. Field monitors for
far-fields, electric fields and power losses were defined at the GSM frequencies.
According to [87], mobile phones transmit radio signals only during one eight of
the time. Also the SAR values in such simulation scenarios must be avaraged over
a 6 minutes interval [1]. Therefore, the reference power at the antenna was set
to 1/8th of the maximum input power prescribed by the GSM standard. Namely,
at 0.9 GHz, the maximum input power is 2 W, while the reference power at the
antenna in the simulations was 0.25 W. Similarly, at 1.8 GHz, the maximum input
power is 1 W, while the reference power at the antenna in the simulations was set
to 0.125 W. The SAR values were obtained from the power loss density as a post
processing result according to the IEEE C95.3 standard averaging method. In this
study, the averaging mass was set to 10 g at the frequency of 0.9 GHz, while at the
frequency of 1.8 GHz, the averaging mass was set to 1 g.
As expected, the SAR distribution as well as the maximum SAR values differ at the
SAM and the HUGO model.
Figure 7.2 shows the SAR distribution in the SAM and the HUGO models at 0.9
GHz, when no hand is present. It can be noticed that the maximum SAR value
appears on the cheek of the SAM model. If the maximum SAR values in HUGO are
compared to the one in SAM, it can be concluded that for this simulation scenario,
the usage of SAM would be better since the results are over-estimated and below
the prescribed limits. However, if it is necessary to conduct further analysis about
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the SAR values inside the head, then using HUGO leads to more accurate results
and conclusions.
Figure 7.2.: SAR distribution in SAM (left) and HUGO (right) at 0.9 GHz without
hand
Figure 7.3.: SAR distribution in SAM (left) and HUGO (right) at 1.8 GHz without
hand
In Figure 7.3, the SAR distribution is plotted in SAM and HUGO at 1.8 GHz, without
hand. In terms of the maximal SAR value, the inhomogeneous HUGO has higher
value than SAM. As mentioned above, the advantage of using the realistic inhomo-
geneous human model instead of the homogeneous human model is that it allows
an accurate analysis of the SAR distribution inside the model. The area colored
with red as shown in Figure 7.4 identifies the part of the head which absorbs the
most energy. Analyzing HUGO, the maximum SAR values occur within the skin and
within the fat tissue near the cheek. Additionally, some increased SAR values occur
in the muscles in the cheek and in the mucous membrane in the nose.
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Figure 7.4.: Cut view of HUGO with SAR distribution at 1.8 GHz without hand
Figure 7.5.: SAR distribution in SAM (on the left side) and HUGO (on the right side)
models at 0.9 GHz with hand
Therefore, simulating only the phone next to the head, but without a hand, to
determine the maximum SAR value does not reflect reality. The next simulation
scenarios include the SAM head together with a solid hand and the HUGO head
together with HUGO’s hand placed behind the mobile phone. The plots of the SAR
distribution for this scenario are shown for both the SAM and HUGO models in
Figure 7.5 and Figure 7.6.
Figure 7.5 shows the SAR distribution in SAM and HUGO at 0.9 GHz with hand.
The results show that the maximum SAR value both in SAM and HUGO is lower
in the head when the hand is present. Moreover, the SAR distribution in the inho-
mogeneous HUGO’s hand can be computed and compared to the maximum SAR
values allowed in the limbs. This is not the case when the solid hand is considered.
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Figure 7.6.: SAR distribution in SAM (left) and HUGO (right) at 1.8 GHz with hand
Due to the lack of dielectric properties, the SAR values in the solid hand can not be
computed.
Figure 7.6 shows the SAR distribution in the SAM and HUGO models at 1.8 GHz,
with hand. The results show that in this case the SAR values in HUGO’s head are
lower than the ones in SAM’s head. Additionally, it is noticeable that the maximum
SAR appears in the hand of the human model, which is expected, because more of
the antenna energy is radiated in the direction away from the head.
Figure 7.7 shows the SAR distribution in the HUGO model at 1.8 GHz with and
without hand. When the hand is included in the simulation scenario, the maxi-
mum SAR value in HUGO’s head decreases. This means that the hand has to be
considered when the maximum SAR values are estimated in electromagnetic simu-
lation scenarios which are related to the exposure from the mobile phone radiation.
Figure 7.7.: SAR distribution in HUGO at 1.8 GHz
The next simulation scenarios are related to the impact of the positioning of the
fingers on the SAR distribution due to mobile phone radiation. In order to an-
alyze the SAR distribution in the human head, three simulation scenarios were
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Figure 7.8.: Three postures of the HUGO model used in the simulations
performed using the transient solver in the commercial software CST MICROWAVE
STUDIO®[26]: 1) the mobile phone is placed near the head, 2) the hand is placed
behind the mobile phone and 3) the mobile phone is held in the hand, as shown in
Figure 7.8. The same simulation setup is made and the same mobile phone is used
as in the previous simulation scenarios. The author has published the results from
this study in [105].
Figure 7.9.: SAR distribution at 0.9 GHz when the mobile phone alone is placed
near the head (left) and the hand is placed behind the mobile phone (right)
Figure 7.10.: SAR distribution at 0.9 GHz when the mobile phone alone is placed
near the head (left) and the mobile phone is held in the hand (right)
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Figure 7.11.: SAR distribution in the head at 0.9 GHz for three different positions of
the HUGO model
Figure 7.9 and Figure 7.10 show the SAR distribution at 0.9 GHz in the three
scenarios. For the sake of clarity the mobile phone is not shown. From the results
it can be observed that there is a slight difference between the SAR distribution
in the head when there is no hand in the simulation and when the hand is placed
behind the mobile phone. Namely, the presence of the hand causes a decrease of
the SAR values on the surface of the head. This effect is more obvious in the case
when the mobile phone is held in the hand. It can be observed that the area with
positive SAR values in the head is significantly smaller compared to both previous
cases. Also the maximum SAR value on the surface of the head is smaller when the
mobile phone is held in the hand compared to both previous cases.
Additional analysis of the SAR distribution inside the head is shown in Figure 7.11.
From Figure 7.11, it can be noticed that the maximum SAR values in the head,
which appear when the hand is not present in the simulation, are higher compared
to the case when the mobile phone is held in the hand. When the hand is present
in the simulations, it absorbs a large part of the energy. Also, the maximum SAR
values in HUGO’s head decrease when the mobile phone is held in the hand.
Although the SAR values in the hand are high, they are below the limits prescribed
in the standards, which are fixed to 4 W/kg for limbs. The computed SAR values
in the head are also below the prescribed limits from 1.6 W/kg in Europe and 2.0
W/kg in USA.
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7.2.2 Impact of Rings and Earrings on the SAR Distribution due to Mobile
Phones Exposure
In this study, the author analyzes the SAR distribution and the maximum SAR val-
ues obtained through simulations in which the head and the hand of the inhomo-
geneous human model HUGO are considered. Some of the results from this study
are published in [80].
Many mobile phone users wear jewellery, like earrings and rings, which may have
an influence on the absorption of energy in the head or/and the hand. There are
already numerous studies conducted within this research field.
Whittow [108, 109, 110] used a dipole and performed Finite-Difference Time-
Domain (FDTD) simulations to investigate the effects of metallic braces, earrings,
tongue and eyebrow jewellery on the SAR values. In his research he used a homo-
geneous and an anatomical human head and compared the SAR distributions in
both. The results show that when the size of the jewellery is of the same order as
of the wavelength, it can cause an increase of the SAR values in the head.
Islam [55] considered a ring placed on the human hand in order to analyze its im-
pact on the average peak SAR when the user talks on a mobile phone. In the
study, he used the homogeneous human model SAM (Specific Antropomorphic
Manequin) which is proposed for evaluation of the peak SAR by the measurement
standards. The ring, which was modeled as a perfect electric conductor (PEC), was
placed on a hand that is not conducting. For the simulations, he used an inter-
nal dual-band inverted F-antenna (PIFA). The results show an increase of the SAR
values in the head, but they vary depending on the finger on which the ring is worn.
Samsuri and Flint [92, 91] investigated the effect of wearing loop-like jewellery,
like rings and bangles in homogeneously filled head and hand phantoms. In their
research, they used two types of antennas: a monopole antenna and a PIFA an-
tenna. Considering the monopole antenna, their results show that by wearing a
ring on the hand, the absorbed energy in the head and in the hand decreases. On
the contrary, when the PIFA antenna is used, the absorbed energy increases both in
the head and in the hand. The authors conducted measurements and simulations
using the homogeneous head and hand phantoms.
Simulation Setup
The same simulation setup was made as in the previous simulation scenarios. In
this study, two types of simulation scenarios are proposed, based on the two types
of mobile phones used in them: a foldable phone, which is the same mobile phone
described in section 7.2.1, and a small phone. Figure 7.12 shows the position of
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the mobile phone and the human model for both simulation scenarios. The aim
of these simulations is to observe and compare the SAR distribution for different
shapes and phone positions.
Figure 7.12.: Phones used in the simulations
Figure 7.13.: Earrings and rings used in the simulations
Figure 7.13 shows the earrings and ring used in the simulations. There are three
different shapes of golden earrings, which are considered in the simulations: rhom-
boidal, straight and creole (see Figure 7.13). Numerous simulations are conducted
for each earring type and different earring dimensions to analyze the impact of the
earring’s shape and its dimensions on the maximum SAR values and the SAR distri-
bution in HUGO’s head. Within this dissertation, only the most important results in
terms of the maximum SAR values are presented. Also, simulations are conducted
with the golden ring, which is placed in two positions: on the index and on the ring
finger. From this simulations, an analysis of the maximum SAR value in the hand
and the SAR distribution in the head is performed.
As expected, in all simulations, the maximum SAR value occurs in the hand of the
HUGO model. The PIFA antenna, which is embedded in both phone types, radiates
in the direction away from the head.
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Effect of Earrings
The analysis of the effects of the earring’s shape on the maximum SAR value and
the SAR distribution at frequency of 1.8 GHz show that only the creole type earring
with circumference of ∼1λ has a noticeable effect when the small phone is used in
the simulations. For analyzing the SAR distribution, a cross section at z=765 mm
(below the ear) is shown in Figure 7.14. In comparison with the SAR values in the
head without earring, it can be noticed that the SAR values in the head decrease
when the creole type of earring is worn. However, it can be noticed that the SAR
values on the surface of the human head increase when the earring is considered in
the simulations. On the contrary, the rhomboidal and the straight shaped earrings
have only negligible effects.
The same analysis is conducted at a frequency of 0.9 GHz when the small phone is
used, but there are no significant changes in the SAR values and SAR distributions
when the earrings are considered in the simulations. Also the results obtained from
the simulations when the foldable phone is used show almost no change of the SAR
distribution and the maximum SAR value.
Figure 7.14.: SAR distribution in a cross section below the ear (z=765), at 1.8 GHz
and for 1 g averaging mass: without earring (left) and with creole-type earring
(right)
Effect of Rings
For an analysis of the effects of wearing a ring on the SAR distribution at the GSM
frequencies, several 2D planes (cross sections) are created starting below the ear (at
z=745) to above the ear (at z=815) with a step 10. The maximum SAR results are
calculated for both 10 g and 1 g averaging mass. However, all significant results are
obtained for 1 g averaging mass and will be discussed in this section. A comparison
in terms of the 1 g SAR is made between three scenarios in which either the ring is
110
not considered or it is placed on the index or the ring finger. The simulations are
performed using the both phones: a foldable and a small one.
First an analysis of the results at 0.9 GHz is given. When the foldable phone is used
in the simulation and the ring is placed on the ring finger, the maximum 1 g SAR
value significantly increases at the cross section z=795 as shown in Figure 7.15. At
this cross section, the maximum 1 g SAR value increases by a factor of 3 when the
ring is placed on the ring finger.
Figure 7.15.: SAR distribution in a cross section above the ring (z=795) at 0.9 GHz
and 1 g averaging mass when a foldable phone is used: without ring (left) and
with ring (right) on the ring finger
Figure 7.16.: SAR distribution in a cross section above the ring (z=795) at 0.9 GHz
and 1 g averaging mass when a small phone is used: without ring (left) and
with ring (right) on the ring finger
Figure 7.16 shows the maximum 1 g SAR value obtained at the same cross section
when the ring is placed on the ring finger and the small phone is used in the
simulation. At this cross section (z=795) the maximum 1 g SAR increases by a
factor of 2 when the ring is placed on the ring finger.
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From the both figures it can be noticed that the maximum 1 g SAR values in-
crease only in the fingers. Looking at the SAR distribution in the head, there is no
significant difference when the ring is worn on the ring finger.
The same simulation scenarios are repeated with the ring placed on the index fin-
ger. However, there are no significant differences in the calculated maximum 1 g
SAR values when there is no ring or there is a ring placed on the index finger.
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Figure 7.17.:Maximum 1 g SAR value at 0.9 GHz and at cross section z=795
Figure 7.17 shows a summary of the results for the maximum 1 g SAR value at 0.9
GHz at the cross section z=795.
At a frequency of 1.8 GHz when a foldable phone is used and the ring is placed
on the ring finger, the maximum 1 g SAR value significantly increases at the cross
section z=785 as shown in Figure 7.18 . At this cross section, the maxumum 1
g SAR value increases by a factor of 4 when the ring is worn on the ring finger.
Figure 7.19 shows the SAR distribution at the cross section z=785. On one side,
the SAR values in the ring finger near the ring increase significantly compared to
the case without ring. On the other side, there is no noticeable effect of the SAR
distribution in the head when a ring is worn on the ring finger.
From Figure 7.18 it can be noticed that there is almost no difference in the maxi-
mum 1 g SAR results when the ring is placed on the index finger.
Further analysis is performed at the same frequency but with the small phone. In
this case there is a significant increase of the maximum 1 g SAR value at the cross
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Figure 7.18.: Maximum 1 g SAR value at 1.8 GHz at different vertical cross sections
(inset) when a foldable phone is used
Figure 7.19.: SAR distribution in a cross section above the ring (z=785) at 1.8 GHz
and 1 g averaging mass when a foldable phone is used: without ring (left) and
with ring (right) on the ring finger
section z=775 when the ring is included in the simulation (as shown in Figure
7.20). Namely, when the ring is worn on the ring finger, the maximum 1 g SAR
value increases by a factor of 2. Moreover, when the ring is worn on the index
finger, the maximum 1 g SAR increases by a factor of 3.
Figure 7.21 shows the SAR distribution at the cross section z=775 when the ring
is worn on the index finger. In this case, the maximum 1 g SAR value increases
significantly in the index finger, near the ring. However, as in the case when the
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Figure 7.20.: Maximum 1 g SAR at 1.8 GHz over different z planes / cross sections
(inset) with a small phone
Figure 7.21.: SAR distribution in a cross section above the ring (z=775), at 1.8 GHz
and 1 g averaging mass, with a small phone: without ring (left) and with ring
(right) on the index finger
foldable phone is used, there is no noticeable difference in the SAR distribution in
the head when the ring is worn on the index finger compared to the case without
ring.
From all results it can be concluded that depending on the position of the antenna
and the ring, due to the radiation of the antenna, an induced current appears in the
ring, which causes additional energy to be absorbed by the tissues in the fingers.
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7.2.3 Impact of Eyeglasses on the SAR Distribution
In this section, the effects of wearing metal-framed eyeglasses are studied, when
a human model is exposed to mobile phone radiation. The author published the
results of this study in [81].
The motivation for this study is the increasing number of mobile phone users that
wear metal-framed spectacles. In presence of mobile phone radiation, an induced
current may appear in the metal frames, which could result in an increased energy
absorption in the human head. In most of the studies within this research field,
the authors simplify the real situation by either using homogeneous human models
or antennas which are not used in the mobile phones, which could lead to wrong
conclusions.
Mat et al. [73] used a dipole antenna instead of a real mobile phone antenna,
placed in front of the head of the SAM and HUGO models, to investigate the impact
of wearing metal-framed glasses on the SAR distribution. Their results show an
increase of the SAR values near the eyes and some parts of the head at both GSM
frequencies, when the metal-framed glasses are worn on the human head.
Bienkowski [14] used a PIFA antenna to investigate the influence of the dimen-
sion of the metal-framed spectacles on the SAR distribution in SAM’s head. The
results from his study show that the metal-framed spectacles can cause resonance
for certain dimension at both GSM frequencies, which leads to an increase of the
maximum SAR value up to 70%. However in his study the metal frames are not in
contact with the human head and also the phone is not placed in a talk position,
which does not reflect reality.
Another study conducted by Joó et al. [58] investigate the impact of the human
head size on the SAR distribution when wearing metal-framed spectacles or im-
plants. Their study shows a significant increase of the SAR values at 0.9 GHz when
a child has a metal implant and at 2.1 GHz when a mobile phone is vertically posi-
tioned next to an adult’s head. Also their results show an increase of the SAR values
in the human head when the metal-framed spectacles are considered. However, the
mobile phone used in this study does not represent a real mobile phone.
The increase of the maximum SAR value when the metal-framed spectacles are
considered is also shown by Zhang et al. in [114]. In this study they used a real
mobile phone and an inhomogeneous Chinese voxel human model.
Simulation Setup
The parameters for the simulations are setup with the same values as in Section
7.2.1. The two types of mobile phone (a foldable and a small phone) and the
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same HUGO model are also used in the simulation scenarios. The metal frames are
modeled with dimensions that fit to the head of HUGO. In all simulation scenarios
they are modeled by a perfect electric conductor (PEC). Figure 7.22 shows HUGO,
the metal frames and the phones used in the simulations.
Figure 7.22.: HUGO model, metal-framed eyeglasses and two types of phones: a
small phone (upper right) and a foldable phone (lower right picture)
Effect of Eyeglasses
Various realistic talk positions of the phones relative to the head are investigated
to analyze the effect of wearing metal-framed eyeglasses. First, a foldable phone
shown in Figure 7.22 is placed in a talk position. In this case, the results did not
show any significant change in the SAR values when the metal frames are placed
on the human head. This means that the antenna, which is placed in the lower part
of the foldable phone, did not induce a current in the metal frames.
On the contrary, when the small phone is considered in the simulations, the re-
sults show that the position of the mobile phone has a strong impact on the SAR
distribution as well as on the calculated maximum SAR values.
From several positions of the mobile phone, only the three most important (see
Figure 7.23) are chosen to analyze their impact on the SAR distribution and the
maximum SAR values when wearing metal-framed eyeglasses.
It is interesting to note the effect of wearing the eyeglasses depending on the
phone’s position. Namely, without the eyeglasses, the phone’s position has a minor
influence on the calculated SAR values, which is not the case when the eyeglasses
are worn. On one hand, at a frequency of 0.9 GHz there is no significant change
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Figure 7.23.: Three positions of the mobile phone (Case1, Case2 and Case3 from
left to right)
Table 7.3.: Maximum SAR values and SAR difference at 1.8 GHz, for the three posi-
tions of the mobile phone
Max SAR in W/kg Case 1 Case 2 Case 3
(1g) (10g) (1g) (10g) (1g) (10g)
Without eyeglasses 1.105 0.593 1.09 0.459 0.990 0.543
With eyeglasses 1.594 0.672 1.110 0.445 1.384 0.570
SAR diff (%) 44.25 13.32 1.83 -3.05 39.79 4.97
of the maximum SAR values when the metal-framed eyeglasses are considered (at
most 5%). On the other hand, at a frequency of 1.8 GHz, there is a drastic increase
of the maximum SAR values, which can be up to 44% when the metal-framed
eyeglasses are worn. Table 7.3 shows the maximum SAR values calculated in the
human head and the difference of the SAR values, at 1.8 GHz, with and without
metal-framed eyeglasses.
From the results presented in Table 7.3 it can be seen that at 1.8 GHz, the averaging
mass influences the difference between the maximum SAR values with and without
glasses. Since the increase of the SAR values when the metal-framed eyeglasses are
worn is a strongly localized effect, the maximum SAR values are higher when 1 g
averaging mass is considered. In Case 1 and Case 3, the maximum 1g SAR values
are almost close to each other and therefore only Case 1 is further analyzed in
detail.
At 1.8 GHz, as shown in Table 7.3, the maximum 1g SAR value significantly in-
creases when the metal-framed eyeglasses are considered. The maximum 1g SAR
value appears near the end of the edge of the metal frames, as shown in Figure
7.24.
On the contrary, in Case 2, the presence of the metal frames does not cause any
significant change of the maximum 1 g SAR value, which occurs in the middle
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Figure 7.24.: Case1: SAR distribution at 1.8 GHz without eyeglasses (left) and with
eyeglasses (right)
Figure 7.25.: Case2: SAR distribution at 1.8 GHz without eyeglasses (left) and with
eyeglasses (right)
of the ear, both with and without metal frames (see Figure 7.25). However, it is
interesting to notice that the maximum 10g SAR value decreases when the metal
frames are worn.
Because the SAR results depend on the electric field strength, analysis of the elec-
tric field in the near field is conducted to support the obtained results from the
simulations. Figure 7.26 and Figure 7.27 show the electric field at 1.8 GHz at 1
cm distance from the antenna both with and without metal-framed eyeglasses, for
Case 1 and Case 2 respectively. In both figures it can be noticed that the position
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Figure 7.26.: Case1: Electric field at 1.8 GHz without metal-framed eyeglasses (left)
and with metal-framed eyeglasses (right) at 1 cm distance from the antenna
Figure 7.27.: Case2: Electric field at 1.8 GHz without metal-framed eyeglasses (left)
and with metal-framed eyeglasses (right) at 1 cm distance from the antenna
of the phone as well as the presence of the eyeglasses impact the direction and the
shape of the electric field pattern. On one hand, in Case 1, the presence of the
metal frames in the model causes a significant change of the shape of the electric
field pattern. On the other hand, in Case 2, there is only a very small change of the
electric field pattern when wearing eyeglasses.
From the results obtained in this study it can be concluded that the position of the
mobile phone has a huge impact on the SAR results when metal-framed eyeglasses
are considered.
7.3 Influence of the Position of the Human Body on the SAR Distribution
This section describes how the geometry of the human model and its position influ-
ence the energy absorption from a fixed irradiation source. The human models are
irradiated from the frontal side and in all simulations a plane wave is considered
as an excitation source. The choice of the plane wave as an excitation source al-
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lows a good approximation of the electromagnetic field propagation in the far-field
region. Additionally, when the human model is exposed to a plane wave and the
electric field vector is parallel to the long body axis, the whole body averaged SAR
reaches it maximum value [3].
The simulations are performed with the CST MICROWAVE STUDIO®[26]. In the
simulations, open boundary conditions are set up. The intensity of the plane wave
is 1 W/m2. The frequency range in the simulation setup is from 0-300 MHz. This
frequency range is chosen based on the recommendations from ICNIRP [3]. For an
average not grounded human (height: 176 cm and weight: 73 kg) the resonant
frequency is 70 MHz. This value varies depending on the size of the human model
(it is lower for taller persons and higher for smaller ones). For analyzing of the
results, electric field and power loss monitors are defined for the frequency range
50-100 MHz. Furthermore, SAR calculations are performed as a post-processing
step.
Two groups of simulation scenarios are defined, depending on the position of the
human models. Within these simulations, HUGO, Gustav and Laura are used as
human models (see Figure 7.28). The HUGO model is used in the finest 1× 1× 1
mm3 resolution. The finest available resolutions for Gustav and Laura are 2.08×
2.08 × 2 mm3 and 1.875 × 1.875 × 1.25 mm3, respectively. In the first group
of simulations, the human models are in upright position. The second group of
simulations includes the three human models in a sitting position. The goal of
this simulations is to obtain the dependency of the whole body averaged SAR and
the localized SAR distribution on the human model geometry and position. This
analysis was already performed for the HUGO model by Gao [44].
Figures 7.29 and 7.30 show the localized SAR distribution in the human models
in upright and sitting position, respectively. The SAR values are monitored for an
averaging mass of 10 g at the frequency of 70 MHz, which is close to the reso-
nant frequency. According to ICNIRP, the SAR limits given at the beginning of this
chapter are defined for an averaging mass of 10 g and an incident plane wave with
intensity of 10 W/m2 for the occupational exposure and 2 W/m2 for the public ex-
posure. Most affected areas from the radiation with the plane wave differ for each
human model. In upright position, a large portion of the electromagnetic energy is
absorbed near the knees and ankles. Furthermore in comparison with HUGO, Gus-
tav and Laura have more energy absorbed in the neck. Also near the nose it can
be noticed that Laura has more energy absorbed compared to HUGO and Gustav.
The maximum SAR values obtained from the simulations for the three models are:
HUGO - 1.33 W/kg, Gustav - 0.4 W/kg and Laura - 0.45 W/kg. The SAR limits
in the limbs defined by ICNIRP are 20 W/kg and 4 W/kg for exposure on a plane
wave with an intensity of 10 W/m2 and 2 W/m2, respectively. In order to com-
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Figure 7.28.: Human models in upright position are shown in the upper figure. In
the lower figure the human models are in sitting position
pare the obtained maximum SAR values to the ICNIRP prescribed one, they need
to be multiplied by a factor of 10 and 2 respectively. For occupational and public
exposure, the obtained SAR values are listed in the Table 7.4. This shows that the
prescribed limits are not overestimated.
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Figure 7.29.: Localized SAR distribution in the upright human models at frequency
of 70 MHz and averaging mass of 10 g
Figure 7.30.: Localized SAR distribution in the sitting human models at frequency
of 70 MHz and averaging mass of 10 g
The human models in sitting position in Figure 7.30 have the most absorption
of the electromagnetic energy in the areas near the ankles, knees, elbows, hips
and neck. Opposite to the upright position of the human models, here can be
noticed that HUGO and Gustav have significant portion of energy absorbed near
the nose, which is not the case for Laura. However, the maximum SAR values for
the human models in sitting position are twice lower compared to the same values
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Table 7.4.: Localized SAR in the limbs for the three human models in upright posi-
tion
Localized SAR (W/kg) HUGO Gustav Laura ICNIRP limit
Occupational exposure 13.3 4 4.5 20
General public exposure 2.6 0.8 0.9 4
Table 7.5.: Localized SAR in the limbs for the three humanmodels in sitting position
Localized SAR (W/kg) HUGO Gustav Laura ICNIRP limit
Occupational exposure 6 2.3 2.5 20
General public exposure 1.2 0.4 0.5 4
for the human models in upright position. The following maximum SAR values are
obtained from the simulations: HUGO - 0.6 W/kg, Gustav - 0.23 W/kg and Laura
- 0.25 W/kg. For occupational and public exposure, the obtained SAR values are
given in Table 7.5. As in the previous human body setup, the obtained results are
lower than the prescribed SAR limits.
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Figure 7.31.: Localized SAR at frequency range 50-100 MHz
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Figure 7.32.: Whole body averaged SAR at frequency range 50-100 MHz
Figure 7.31 shows the dependence of the maximum localized SAR values in the
monitored frequency range (50-100 MHz). For all models, the maximum value is
at 70 MHz and therefore the SAR distribution is analyzed at this frequency.
The relationship between the whole body averaged SAR and the frequency is shown
on Figure 7.32. Here the resonant frequency for the human models in upright
position is 70 MHz. However, when the human models are in sitting position, the
resonant frequency is shifted to 80 MHz.
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8 Summary and Outlook
This dissertation presents the enhancements of the poser program “BodyFlex” to
generate a set of voxel-based human models in different postures. The aim of the
dissertation is to develop effective methods for intuitive deformation of the human
body parts combining existing deformation techniques while preserving the correct
anatomy of the human body.
A variety of simulation scenarios presented in Chapter 7 show realistic electro-
magnetic application of the deformed human models. This chapter gives a brief
summary of the main points in the dissertation and an outlook for possible future
research related to this work.
8.1 Summary
In this dissertation, the main achievements are the enhancements of the poser pro-
gram “BodyFlex” related to the deformation of the human model as well as the
performance of the software. The enhanced main modules are: generate control
points and lattices around the body parts and deform the original human model
with the FFD and EFFD techniques. One optional module to scale the human
voxel model in order to obtain a human model with different size is also added
to “BodyFlex” .
In order to generate the control points and lattices around the different body parts,
the joints are first defined using the Voxel Model Observer (VMO) [85]. Based
on the joint positions, an automatic placement of the control points to build the
control lattices around almost all body parts is performed. As the variety of human
body models leads to huge manual effort for definition of such control lattices, the
automation of this process is of a high importance. An exception is only the elbow
control lattice, because of the various initial positions of this body part in different
human models.
Because in the first version of “BodyFlex” not all body parts could be deformed, two
enhancements are introduced. The first enhancement is the algorithm for moving
of non-axis aligned body parts. The second enhancement is the numerical approach
for the separation and movement of the fingers of the HUGO model. Before the
movement of the fingers movement takes place, an algorithm for separating the
fingers based on geometrical techniques is applied, which allows determining of
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the voxels that belong to a certain finger. Later, control lattices used during the
deformation process are defined, which are aligned with the position of the fingers
in the original model. This separation and movement of the fingers and the hand
is important for generation of a proper posture of the HUGO model for evaluating
the electromagnetic effects from mobile phones.
Another enhancement introduced in this dissertation is the elbow deformation us-
ing the EFFD technique. The control lattice is built from two arbitrary shaped non-
axis aligned hexahedrons, to fit with the initial position of the elbow. Connecting
the two deformation techniques, FFD and EFFD, leads to a successful deformation
of the body parts, while using different shapes of control lattices.
An algorithm for fast export of human models, based on the sparse matrix logic is
developed in this work. Since after the deformation of the human voxel, the whole
space is voxelized with the same resolution as the initial one, it might happen that
multiple voxels from the initial dataset map to one voxel in the export dataset,
resulting in a voxel with several tissue IDs. In this case, the decision which tissue
ID should be assigned to the voxel is based on finding the most often occurring
tissue ID in that voxel. Therefore a sparse matrix in compressed form is used to
keep the voxel index in the export dataset, the tissue IDs that it contains and their
occurrence. The new export function which works with the proposed algorithm
occupies three times less memory and works twice as fast than the old one.
In order to improve the performance of “BodyFlex” the posture and the export pro-
cess are partially parallelized using OpenMP®. The results obtained on an eight
core CPU showed that the calculation of the voxel positions during posturing with
eight threads, is almost twice as fast as the calculation with only one thread. Re-
garding the export of the human model, the calculation with eight threads is almost
five times faster than the calculation with one thread. From the results obtained,
it can be concluded that parallel execution drastically shortens the time for large
datasets.
A comparative analysis of the performance of “BodyFlex” and other commercial
softwares for posturing human models is also performed within this dissertation.
The performances of each software are analyzed in terms of time for posturing of
the human model and the memory occupation. The results showed that “BodyFlex”
has many advantages over the tested softwares concerning the anatomic cor-
rectness of the deformed models. Regarding the performance, in certain cases
“BodyFlex” occupies more memory than the other softwares, but it is still at an
acceptable level. However, “BodyFlex” is the fastest in terms of the time to posture
the human model.
In this dissertation various simulation scenarios are established to investigate the
impact of the electromagnetic fields on original and postured human models. At
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the beginning, a study of the position of the hand and fingers of the human model
is performed to determine their influence on the SAR distribution due to mobile
phone radiation. First, a solid hand and a heterogeneous hand with several tis-
sues together with SAM and the HUGO model are used in two simulation scenar-
ios: in the first scenario, the mobile phone is not held by the hand (there is no
hand in the simulation) and in the second scenario, the hand is placed behind
the mobile phone. The results observed at GSM frequencies, i.e. 0.9 and 1.8 GHz,
showed a difference between the SAR values computed for the SAM and the HUGO
model. The maximal SAR value in HUGO’s head decreases in case when the hand
is present. In this case, a large part of the energy is absorbed by the hand. Addi-
tionally, if the mobile phone is held in HUGO’s hand, the area of SAR distribution
as well as the maximum SAR value in the head are significantly smaller compared
to the two previous cases. Therefore, it is important to consider the hand of the
human model for computation of the SAR values.
Another study in this dissertation considers the impact of rings and earrings on the
SAR distribution due to mobile phone exposure. Two types of mobile phones are
used in the simulation: a foldable and a small phone. Three different shapes of gold
earrings are observed: rhomboidal, straight and creole. The results obtained for the
earrings did not show any significant effect on the SAR distribution except for the
creole shape. Namely, when the creole earring has circumference of ∼1λ the SAR
values increase in the tissues on the surface of the human head. At the same time,
the SAR values in the head decrease compared to the simulation results without
the earring. This result is obtained using the small phone in the simulations.
Also, the SAR results for two positions of the golden ring are analyzed: ring placed
on the index and ring on the ring finger. The results showed that wearing the
ring on the index finger when the small phone is used, significantly increases the
maximum SAR value (by a factor of 3) obtained in the index finger, near the ring.
However, the presence of the ring in the simulation does not have any significant
influence on the SAR distribution in the head compared to the simulation results
without the ring. Wearing the ring on the ring finger has a significant effect on the
maximum SAR value which appears in the hand when the foldable phone is used.
Namely, in this case, the SAR value in the ring finger increases by a factor of 4 when
the ring is worn.
One more realistic electromagnetic application concerns the impact of eyeglasses
on the SAR distribution. The metal frames are modeled using a perfect electric
conductor (PEC), such that they fit to the shape of the head of the HUGO model.
The same two types of mobile phones are used in the simulations: a foldable and a
small phone. The results obtained for the foldable phone are not affected whether
the metallic frames are placed on the human head or not. However, when the small
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phone is used in the simulation, the results at the frequency of 1.8 GHz showed
that the difference between the maximum SAR values in both cases (wearing the
metallic frames or not) can be of up to 44% depending on the position of the mobile
phone.
The last electromagnetic application example shows the influence of the position
and the geometry of human bodies on the SAR distribution. Three human models
with different sizes are frontally irradiated with an incident plane wave. The whole
body averaged SAR and the localized SAR distribution are calculated for human
models in upright and sitting position, exposed to radio-frequency electromagnetic
fields in the range from 0 MHz to 300 MHz. The results showed a diversity in
the SAR distribution between the human models, which is related not only to the
position in which they are, but also to their geometry.
8.2 Outlook
In this section, potential research ideas and remarks related to this dissertation are
given.
• Use the poser program “BodyFlex” to deform child voxel models.
• Fully automate the semi-automatic placement of EFFD lattice at the elbow
to automatic.
• Use some existing techniques to prevent intersection between tissues after
deformation [59],[98].
• Generate human voxel models using “BodyFlex” for further electromagnetic
applications, like effects of implants or wearable devices on the SAR distri-
bution for various human postures. Also, thermal analysis of implants or
wearable devices is another interesting research topic.
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A Appendix
A.1 Newton’s method
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