Abstract. Current appearance-based face recognition system encounters the difficulty to recognize faces with appearance variations, while only a small number of training images are available. We present a scheme based on the analysis by synthesis framework. A 3D generic face model is aligned onto a given frontal face image. A number of synthetic face images are generated with appearance variations from the aligned 3D face model. These synthesized images are used to construct an affine subspace for each subject. Training and test images for each subject are represented in the same way in such a subspace. Face recognition is achieved by minimizing the distance between the subspace of a test subject and that of each subject in the database. Only a single face image of each subject is available for training in our experiments. Preliminary experimental results are promising.
Introduction
After decades of research [1] , face recognition is still a very challenging topic. Current systems can achieve a good performance when the test image is taken under similar conditions as the training images. However, in real applications, a face recognition system may encounter difficulties with intra-subject facial variations due to varying lighting conditions, different head poses and facial expressions. Most of the face recognition methods are appearance-based [2] [3] [4] [5] [6] which require that several training samples be available under different conditions for each subject. However, only a small number of training images, are generally available for a subject in real applications, which can not capture all the facial variations.
A human face is a 3D elastic surface, so the 2D image projection of a face is very sensitive to the changes in head pose, illumination, and facial expression. Utilizing 3D facial information is a promising way to deal with these variations [5] [6] [7] [8] [9] [10] [11] [12] . Adopting Waters' animation model [9] as our generic face model, we propose a face recognition system that synthesizes various facial variations to augment the given training set which contains only a single frontal face image for each subject. Both the training and test images are subjected to the model adaptation and synthesis in the same way. We use the synthetic variations to construct an affine subspace for each subject. The recognition is achieved by matching the subspace of the test image with that for each of the subjects in the training database. Yamaguchi et al. [13] used the minimal principal angle between two subspaces, which are generated from two sets of images, to measure the dissimilarity between them. However, the mean of the set of images is not taken into account. We use an alternative distance metric to measure the dissimilarity between two affine subspaces.
Face Synthesis

Face Alignment
The face alignment module adapts a 3D generic face model [10, 9] onto a face image to extract facial shape and texture information. Waters' animation model contains 256 vertices and 441 triangular polygons for one half of the face. The other half of the face can be generated using the symmetry assumption of the human face. The face alignment is based on two processes: labeling and adaptation. In labeling, feature vertices are chosen from the 3D model. Currently, the 2D projected positions of these feature vertices (totally 115 feature vertices in our experiments) are labeled manually in the given intensity image. Figures 1(a) (b) illustrates these feature vertices. In adaptation, vertices in the 3D model, other than the feature vertices, are adjusted iteratively based on the propagation of feature vertex displacement [14] .
Since there is no depth information available in the given 2D intensity image, the depth information (Z coordinate in Fig. 1 
Eye Augmentation
There is no mesh for the eye regions in Water's model, so we create an additional mesh in the eye region to augment the original 3D mesh model. In each eye region, based on the vertices on its boundary, a grid is generated. The augmented eye mesh is obtained by using the Delaunay triangulation on these vertices. These vertices are adjusted according to the adaptation of the boundary vertices (see Fig. 3(b) for an example of the eye augmented reconstruction result).
Facial Variation Synthesis
The face synthesis module synthesizes variations in head pose, illumination, and facial expression as follows. Rotating the face model and projecting it to the image plane can generate different pose variations. Lighting is simulated by adding a virtual light source around the reconstructed face surface. Phong shading technique is employed to render lighting effects on the face surface [15] . We use Terzopoulos and Waters [9, 10] approach of physics-based synthetic facial tissue and a set of anatomically motivated facial muscle actuators to synthesize facial expressions, see figure 2 . Figure 3 shows the given intensity face image and several synthesis results from the adapted 3D model. Different types of synthesis (pose, lighting and expression) are done independently, so the combination of different types of synthesis is seamless.
Face Matching
Subspace Construction
For each subject, besides the input training image, a number of synthetic images are available after face synthesis. An affine subspace is constructed based on the original and synthetic images of this subject for face representation.
In the classical subspace analysis, an image is represented as a high-dimensional vector by concatenating each row (or column) of the image. Given a set of linearly independent vectors, Gram-Schmidt orthogonalization can be used to obtain a set of orthogonal basis vectors to span the subspace. An affine subspace [16] M is of the form M = M 0 + L, where M 0 is a fixed vector and L is a subspace. Here, we call M 0 as the center of the affine subspace. Therefore, the sample mean of each set of images is taken into account in the following matching. Let X i (i = 1, . . . , N ) be the set of image vectors (original image and synthesized image vectors) for one subject, M be the affine subspace of this subject. 
Subspace Matching
The distance between two affine subspaces (DAS) is defined as the minimum Euclidean distance between any two vectors from two different affine subspaces.
where P and Q are any vectors coming from two different affine subspaces. Finding this minimum distance is an optimization problem, whose close-form solution is derived in Appendix A.
Experiments and Discussion
For each of the ten subjects, a frontal image is captured once a week over a period of five weeks. As a result, 5 images for each subject are captured, resulting in a total of 50 images. The size of face area in the images is approximately 128×128. Figure 4 shows 20 cropped images in our database, two samples for each subject. One image from the 5 images of each subject is randomly selected to construct the training set. Use the rest of the data set as the test set. This process is repeated 50 times. The same adaptation, synthesis and affine subspace analysis procedures are applied to each image.
In our experiments, a total of 8 images per subject with different poses are synthesized. They correspond to the in-plane-rotation to the left and right by 5 degrees (2 images are synthesized); tilt up and down by 10 degrees (2 synthetic images); pan to left and right by 5 and 10 degrees (4 synthetic images). The light source is placed above the face and 8 different angles are chosen to render the simulated lighting effect. A total of 8 synthetic images per subject are generated. Using the approach and parameters proposed in [9] , we synthesize 6 different expressions per subject. Thus, a total of 22 synthetic images for each subject are obtained. Twenty two images based on one input image per subject are illustrated in Fig. 3 . The images are closely cropped [4] . Cropped images are aligned by the centers of the two eyes and normalized to 64 × 64. All image vectors are normalized to be of unit length. For comparison purposes, the classical eigenface framework [2] (PCA) is applied to the data set without any synthesis augmentation. We captured 5 additional images for each subject. This additional data set is used for augmenting the original data to construct the eigenspace.
The matching results are illustrated in Fig. 5 . On this data set our proposed method outperforms the PCA-based (without synthesis) method, indicating that the proposed synthesis for recognition scheme is promising. 
Conclusions and Future Work
We have proposed a human face recognition framework with 3D model based synthesis scheme to augment data set for face recognition when only a single training sample for each subject is available. A novel distance metric are utilized to measure the dissimilarity between two affine subspaces, which are constructed by the synthetic set of images. We are currently investigating the automatic alignment of a 3D generic model onto an intensity image. Experiments on a large public domain face database are also being carried out.
