Current views suggest that one can frame human reproductive strategies along a continuum : Toward one end, individuals may adopt a slower life-history strategy that focuses on avoiding risks and producing a few high-quality offspring that are likely to survive and reproduce; toward the other end, individuals may adopt faster life strategies that consist of taking risks in the service of promoting mating opportunities, early reproduction, and a greater number of offspring with more variable outcomes. These risky strategies may be particularly adaptive in harsh environments, in which morbidity and mortality are high and individuals have to compete fiercely for resources. In contrast, in rich, predictable environments, a slower reproductive strategy could be more appropriate. In other words, the rationale is that harsh, unpredictable environments may lead individuals to gamble on shorter life spans and earlier reproduction, given that fitness is likely enhanced by breeding early and abundantly rather than wasting resources on promoting one's own (unlikely) survival in such conditions Frankenhuis & de Weerth, 2013) . There is indeed empirical evidence of the dependency between reproductive strategies and the harshness or unpredictability of local environments (Belsky, Schlomer, & Ellis, 2012; Simpson, Griskevicius, Kuo, Sung, & Collins, 2012; Wilson & Daly, 1997) . Life-history theory also suggests that risky behaviors can be expected to be more prevalent among males, who are more likely than females to face reproductive competition .
In sum, local conditions, such as the availability of resources and associated competition, are likely to affect individuals' propensity for risk taking. Ultimately, such factors may play a role in determining the shape of the age-risk relation, and resource scarcity and hardship may lead to longer periods of risk taking across the adult life span. In the present study, we tested whether local conditions of hardship could be used to predict cross-cultural variation in risk taking across the life span.
The Present Study
There has been considerable interest in accounting for similarities and differences in risk taking between cultures and countries (Becker, Dohmen, Enke, & Falk, 2014; Rieger, Wang, & Hens, 2015; Vieider et al., 2015) . However, this past work has not considered the extent to which the propensity to take risks is associated with age across cultures. We aimed to contribute to this effort by investigating the following research questions: Is a universal progression of risk propensity associated with age, such that risk propensity declines from adulthood to old age? Do local characteristics (e.g., exposure to hardship), as well as age and gender differences, account for potential differences in risk taking across cultures?
To answer these questions, we analyzed data from the World Values Survey (http://www.worldvaluessurvey .org), which aims to explore people's values and beliefs around the globe. It consists of a series of nationally representative surveys of various countries in which similar questionnaires are used, mostly in face-to-face interviews. We analyzed data collected in the last two independent waves of the survey (World Values Survey Association, 2008 , 2014 , which included one item we take to measure propensity for risk taking. Data for this item were available for 77 countries (see Fig. 1 ). In particular, participants were asked to report their similarity to a hypothetical individual: "Adventure and taking risks are important to this person; to have an exciting life" (for details, see Method). This item stems from Schwartz's (2012) Value Survey, which was designed to tap into a set of 10 independent universal values. According to Schwartz, this item captures individuals' need for variety and stimulation to maintain an optimal level of activation, and relates to feelings of excitement, variety seeking, and daringness. We take this item to measure the closely linked constructs of propensity for risk taking and sensation seeking that are empirically and theoretically related. For example, sensation seeking has been characterized as "a trait defined by the seeking of varied, novel, complex, and intense sensations and experiences, and the willingness to take physical, social, legal, and financial risks for the sake of such experience" (Zuckerman, 2007, p. 27) .
Our analytic strategy proceeded in two steps. First, we analyzed the link between age and propensity for risk taking across the 77 countries. Second, we examined the extent to which a measure of exposure to hardship (i.e., a composite index capturing economic and social hardship through measures of gross domestic product per capita, homicide rate, and income inequality, among others) could account for cross-country variation in the pattern of the propensity for risk taking across the life span. The rationale for the latter analysis was to test the expectation that countries in which individuals are most exposed to hardship are likely to show higher levels of risk taking and longer periods of risk taking across the adult life span.
Method

Participants and procedure
We used data from the last two independent waves, Waves 5 and 6, of the World Values Survey (World Values Survey Association, 2008 , 2014 . We based our analysis on a balanced sample that consisted of respondents with valid answers on the risk item as well as all covariates of interest. Our final sample comprised 147,118 individuals (76,617 females, 52%; age range = 15-99 years). The countries included in the analysis cover the full range of global variation, from very poor to very rich countries, in all of the world's major cultural zones.
Measures
Propensity for risk taking and demographic covariates. Each respondent in the World Values Survey (World Values Survey Association, 2008 , 2014 heard the following information:
Now I will briefly describe some people. Using this card, would you please indicate for each description whether that person is very much like you, like you, somewhat like you, a little like you, not like you, or not at all like you?
Respondents were then asked to rate a number of statements, including the following statement about adventure, excitement, and risk taking: "Adventure and taking risks are important to this person; to have an exciting life." Respondents rated the statements using a 6-point scale (1 = very much like me, 6 = not at all like me).
In our analyses, we reversed the scale of the item such that the highest value (6) represented the highest propensity for risk taking and the lowest value (1) represented the lowest propensity for risk taking. We also considered a number of demographic variables from the survey, including age and gender, education, marital status, parental status, and current occupational status. These variables represent (a) important indicators of human capital and (b) life-cycle phases that have been hypothesized to influence risk taking (Dohmen et al., 2011; Wilson & Daly, 1985) .
Hardship index. To capture exposure to hardship in each country, we considered a number of indicators that could plausibly capture adversity and economic and social strife: homicide rate, gross domestic product, income inequality, infant mortality, life expectancy at birth, and gender equality (as indexed by the ratio of males to females receiving primary education). We manually compiled data concerning these indicators from the World Health Organization (homicide rate; World Health Organization, 2015), the World Bank (gender equality; World Bank, 2015), and the U.S. Central Intelligence Agency (gross domestic product, income inequality, infant mortality, life expectancy at birth; U.S. Central Intelligence Agency, 2015). By and large, the single indicators were significantly correlated. To obtain a single index representing exposure to hardship in each country, we z-standardized all of the indicators and used appropriate transformations (i.e., log transform); some of the indicators required reverse coding. Each indicator had missing data; the number of countries with missing data ranged from one (1% of the sample) to nine (12% of the sample). We imputed the missing values with the median of each indicator so that we could use all countries and indicators in our analyses. Overall, the standardized and transformed hardship indicators were reasonably consistent, Cronbach's α = .86. Consequently, we obtained a single hardship index by averaging all six z-standardized and transformed indicators. The specific data sources, as well as our procedure and the intercorrelations among indicators, are described in detail in the Supplemental  Tables and Figures in 
Statistical analysis
We opted to use a linear regression approach to model the dependent variable, propensity for risk taking. First, however, we normalized it to have a mean of 50 and a standard deviation of 10 (i.e., T score), which is a common approach when using single, ordinal variables in linear regression models (Stevenson & Wolfers, 2008) . Note, however, that the results were identical for the linear regression and the ordinal logistic regression, but the latter are less straightforward to depict and interpret (see Supplemental Tables and Figures) .
We estimated the effects of different independent variables on the risk measure using mixed-effects linear regression in R (R Development Core Team, 2013). Specifically, we used the function lmer in the lme4 package (Bates, Maechler, Bolker, & Walker, 2014) , and we obtained p values for each effect on the basis of Satterthwaite's approximation using the package lmerTest (Kuznetsova, Brockhoff, & Christensen, 2015) . Note that our modeling approach was particularly suited to our research question because it considered fixed effects (i.e., across country, average) of age and gender but also random effects (i.e., country specific) of these factors. This approach permitted us to assess the effect of ecological (i.e., country) characteristics on age and gender differences in propensity for risk taking and to control for other potentially relevant demographic covariates, such as marital status and education.
We report models estimating linear effects of age and gender but no age-by-gender interactions because models including covariates as well as quadratic effects of age or interactions with gender (or both) failed to converge. This finding suggests that the models that included interactions do not provide an appropriate description of the data. In all our analyses, we used age as a continuous variable and binary or dichotomized predictors to simplify coefficient estimation and interpretation, leading to the following additional predictors: gender (0 = female, 1 = male), marital status (0 = not married, 1 = married), parental status (0 = no children, 1 = children), education (0 = no or incomplete primary education, 1 = primary education or higher), and occupational status (0 = not currently employed, 1 = currently employed). We compared different regression models using log-likelihood tests.
Results
We conducted a number of mixed-effects regression models with propensity for risk taking as the dependent variable. Table 1 presents the fixed-effects coefficients of all relevant models. We first compared a baseline model that did not consider any predictors (intercept-only model; not shown) with Model 1, which included age and gender as predictors. The significantly better fit of Model 1 relative to baseline suggests that age and gender are important predictors that contribute to explaining a Note: Variables were coded as follows-gender: 0 = male, 1 = female; parental status: 0 = no children, 1 = children; marital status: 0 = unmarried, 1 = married; occupational status: 0 = unemployed, 1 = employed; and education: 0 = no or incomplete primary education, 1 = primary education or higher.
at Max Planck Institut on February 10, 2016 pss.sagepub.com Downloaded from significant amount of variance in propensity for risk taking, χ 2 (7, N = 147,118) = 9,293, p < .001. Table 1 shows that propensity for risk taking tended to decrease as a function of age and was lower for females than for males. We also ran Model 2, which included additional covariates of interest (i.e., education, parental status, marital status, and occupational status). Model 2 provided a significant improvement in fit relative to Model 1, χ 2 (26, N = 147,118) = 1,524, p < .001, but the results in Table 2 show that the main effects of age and gender remained after the inclusion of the additional demographic predictors.
But to what extent are life-span reductions in propensity for risk taking universal? Figure 2 plots the aggregate results as well as the country-specific effects of age and gender as estimated from Model 2. The pattern of reduction in propensity for risk taking across the life span, as well as the increased propensity for risk taking of males relative to females, was replicated in the vast majority of countries.
Despite the commonalities across countries, Figure 2 also highlights considerable variance in propensity for risk taking; it steeply declined with age in most countries but there are exceptions, such as Nigeria or Mali. As expected from the predictions of life-history theory, variation between countries in propensity for risk taking was associated with local characteristics as captured by our hardship index. Model 3, which included the hardship index as a covariate as well as interactions of hardship with age and gender, provided an additional improvement in fit relative to Model 2, χ 2 (3, N = 147,118) = 124,283, p < .001. Moreover, the results suggest that hardship was related to intercept differences in propensity for risk taking, as well as the age and gender effects identified in the previous models.
The substantive interpretation of the hardship effects is better captured in Figure 3 , which depicts the relation between the random coefficients for each country (i.e., intercepts, age, gender) from the model without hardship as a predictor (Model 2). Figure 3 presents the zero-order correlations between the model coefficients for each country and the hardship index. The hardship index was significantly correlated to the intercept of propensity for risk taking in each country, r = .24, p < .03, as well as with the age coefficients, r = .56, p < .001, and gender coefficients, r = .40, p < .001. For example, Figure 3 shows that the higher the hardship experienced in each country, the closer the age coefficient was to 0, which represents a flat propensity-for-risk-taking curve across the adult life span.
In summary, we found that harsher environments were associated with increased propensity for risk taking in young adults, smaller gender differences, and smaller differences in propensity for risk taking between younger and older individuals (i.e., a flattening of the age-risk curve). Overall, this finding suggests that ecologically dire circumstances may reduce differences in propensity for risk taking between younger and older individuals.
Discussion
We analyzed data from a large-scale survey of 77 countries to test whether the typical age-risk progression, which peaks in young adulthood and declines with increased age, represents a pancultural regularity. We found that the overwhelming majority of countries show the typical age-risk pattern, but there is significant variation in the relation between age and propensity for risk taking. Crucially, we found that an index of hardship in each country is significantly associated with the shape of the age-risk function: Hardship is associated with flatter age-risk curves and thus with smaller differences between younger and older age groups and between males and females. In other words, ecologies with scarce resources and therefore heightened competition may lead to increased propensity for risk taking regardless of age and gender. Our work matches expectations from life-history theory that associate ecological characteristics with lifespan development of traits and reproductive strategies Mishra, 2014; Wilson & Daly, 1985) .
Our work has connections to the broader debate about universals in life-span personality development; exploration and risk taking may represent important facets of such development. Whereas some researchers emphasize universals (McCrae et al., 2000) , others emphasize the importance of normative as well as idiosyncratic life events in shaping personality; these events are likely to vary across cultures and individuals (Roberts, Wood, & Smith, 2005) . Previous research indicates that there are indeed reliable age differences in personality development, such as decreases in openness to new experiences or increases in conscientiousness with increasing age, that have been replicated across samples and cultures (Roberts, Walton, & Viechtbauer, 2006) . Nevertheless, considerable variation in personality development across cultures is explained by differences in timing of normative life events (Bleidorn et al., 2013) . For example, Bleidorn et al. showed that cultures with an earlier onset of adult-role responsibilities, such as starting employment and parenting, were marked by relatively early personality maturation. Our results, which demonstrate a default progression of propensity for risk taking modified by ecological circumstances, are in line with the findings of Bleidorn et al. and with associated theories positing that personality development is a product, at least in part, of experience with the characteristics of local ecologies. Viewed more generally, our work contributes to understanding the causes underlying cultural variation and resonates with calls for the use of diverse samples and cohorts (Henrich, Heine, & Norenzayan, 2010) .
There are a number of limitations associated with the data we report. First, the item "adventure and taking risks are important to this person; to have an exciting life" likely reflects a number of constructs, including propensity for risk taking, sensation seeking, and impulsivity, which are related but not necessarily identical (Zuckerman, 2007) . Research on such constructs suggests that each involves distinct components that may merit Age Effect Intercept Fig. 3 . Scatterplots (with best-fitting regression lines) of the relations between the hardship index and the country-specific (a) intercepts, (b) age-effect estimates, and (c) gender-effect estimates obtained from the mixed-effects regression model in which age and gender (but not hardship) were used to predict risk taking (Model 2). Values on the y-axes in (b) and (c) represent deviations from the mean estimate of the effects of age and gender, respectively. See Table 2 for explanations of the country codes.
individual investigation (Cross et al., 2013; Mata, Josef, Samanez-Larkin, & Hertwig, 2011; Sharma, Markon, & Clark, 2014) . Future work may consider other, more specific measures than these that disentangle potential subcomponents of these traits to examine any differential life-span courses between them.
Second, we relied solely on a self-report measure, which may capture current as well as retrospective reports of risk taking and thus cannot assess whether similar patterns would be observed for behavioral measures of risk taking. Past work suggests that there is a correlation, albeit small, between self-reported propensity for risk taking and behavior in economic tasks (Dohmen et al., 2011; Lauriola, Panno, Levin, & Lejuez, 2013; Mishra & Lalumière, 2011) . However, the pattern of age differences in behavioral measures of risk is considerably heterogeneous; only a few tasks suggest a decline in propensity for risk taking with increased age (Mata et al., 2011) . In future work, researchers will need to systematically assess the link between self-report and behavioral measures of propensity for risk taking and do so across cultures (Rieger & Mata, 2013) . Finally, a third limitation of the data is that the meaning of adventure, risk, and excitement is likely to differ between cultures, rendering direct comparisons between countries challenging. Future research may want to relate cultural differences in the perceptions of risk behavior to age differences in propensity for risk taking.
Our work also raises some questions. The monotonic age-related decline in risk taking that we found may not immediately follow from a life-history framework: If risk taking reflects the expected future trajectory of fitness prospects, life-history theory leads to the prediction that very old individuals with increased risk of morbidity and mortality could be more willing to take risks in the hope of immediate successful reproductive efforts, which would lead to a peak in propensity for risk taking in old age (Daly & Wilson, 2005) . Some researchers have suggested that the monotonic reduction in risk taking across the adult life span could be explained by the possibility of resource transfers from older adults (i.e., individuals with lower reproductive value) to their offspring with higher reproductive value (Rogers, 1994) . Future work that tracks the risk patterns of older individuals in combination with resource transfer behavior and goals could perhaps test this possibility.
In conclusion, age is associated with reduced propensity for risk taking in a quasi-universal fashion. Nevertheless, the considerable variation in the link between age and propensity for risk taking is systematically associated with local hardship. Specifically, highrisk ecologies favor reproductive strategies associated with increased risk taking across the life span and a flattening of the age-risk curve. Age-risk relations appear to reflect, among other factors, individuals' adjustment to the characteristics of local ecologies and cannot be understood without reference to the demands and affordances of the environment.
