We prove a theorem of Tits type for automorphism groups of projective varieties over an algebraically closed field of arbitrary characteristic, which was first conjectured by Keum, Oguiso and Zhang for complex projective varieties.
INTRODUCTION
In 1972, Jacques Tits [28] proved his famous alternative theorem for linear groups. Namely, a finitely generated linear group either contains a non-abelian free subgroup or has a solvable subgroup of finite index. Later, Keum, Oguiso and Zhang [17] raised a conjecture of Tits type for automorphism groups of compact Kähler manifolds or complex projective varieties with mild singularities. The first case was soon proved by Zhang [30] and further generalized in [5] showing that the automorphism group of a compact Kähler manifold satisfies the Tits alternative theorem. See Dinh [6] for a survey.
In this paper, we work over an algebraically closed field of arbitrary characteristic and prove a theorem of Tits type for automorphism groups of projective varieties. An algebraic variety is an irreducible reduced separated scheme of finite type over as in [14] . It is well known that the automorphism group scheme Aut X of a projective variety X is locally of finite type over and Aut(X) = Aut X ( ); in particular, the reduced neutral component (Aut 0 X ) red of Aut X is a smooth algebraic group over (see e.g. [4, §7] ). Denote (Aut 0 X ) red ( ) by Aut 0 (X).
Theorem 1.1. Let X be a projective variety of dimension n ≥ 2, and G a subgroup of Aut(X). Suppose that G does not contain any non-abelian free subgroup. Then the following assertions hold.
(1) There is a finite-index subgroup G 1 of G such that the induced group G 1 | NS R (X) is solvable and Z-connected. Moreover, let N (G 1 ) denote the subset of G 1 consisting of automorphisms in G 1 of null entropy. Then N (G 1 ) is a normal subgroup of G 1 such that the quotient group G 1 /N (G 1 ) is a free abelian group of rank r ≤ n − 1.
(2) Suppose further that G 0 := G ∩ Aut 0 (X) is finitely generated. Then G is virtually solvable (i.e., it has a solvable subgroup of finite index).
where κ(ω X ν ) and κ(X) denote the Kodaira-Iitaka dimension of X ν and the Kodaira dimension of X, respectively. (2) Suppose that dr(G) = n − 1. Then κ(ω X ν ) ≤ 0, κ(X) ≤ 0, the irregularity q(X) = 0 or n, and the birational irregularityq(X) = 0 or n.
See §2.1 for the precise definitions of κ(ω X ν ), κ(X), q(X) andq(X). Here we have two kinds of 'Kodaira dimension'. Indeed, there is no 'canonical' definition of the Kodaira dimension for general singular varieties since the resolution of singularities in positive characteristic is still unknown (at least for the dimension greater than three).
The paper is organized as follows. After a brief review of the Kodaira dimension and the (birational) irregularity in §2.1, as well as the intersection theory on singular varieties in §2.2, we shall introduce a non-standard notion, so-called 'weak numerical equivalence', which allows us to generalize [8] in our context. A crucial point is that it is equivalent to the usual numerical equivalence for nef classes (see Lemma 2.5) . Then in §2.4, we define the k-th dynamical degree which turns out to be a birational invariant. In §2.5, we prove a higher-dimensional Hodge index theorem for R-Cartier divisors. Note that this is the main ingredient utilized by Dinh and Sibony in [8] . In §2.6, we give a review of the quasi-nef sequence which plays an essential role in Zhang [30] . Finally, we prove Theorems 1.1 and 1.3 in Sections 3 and 4, respectively.
PRELIMINARIES
Throughout this section, unless otherwise stated, X is a projective variety of dimension n. We shall follow Hartshorne [14] for the standard definitions and notation in algebraic geometry. Besides, we refer to Lazarsfeld [21] for the theory of R-Cartier divisors and Fulton [12] for the intersection theory on general singular varieties.
2.1. Kodaira dimension and irregularity.
Kodaira dimension and Kodaira-Iitaka dimension.
Recall that the Kodaira dimension of a singular variety in characteristic zero is usually defined as the Kodaira dimension of any smooth model (see e.g. [21, Example 2.1.5]). However, due to the absence of the resolution of singularities in positive characteristic, there is some slight difficulty to define the Kodaira dimension of those singular varieties in positive characteristic. Here we list the following two reasonable definitions.
The Kodaira dimension κ(X) of X is defined as in [22, Definition 5.1] . Note that Luo's definition depends only on the (rational) function field (X) of X. So the main advantage of this definition is that κ(X) is indeed a birational invariant of X. Also, this definition coincides with Abramovich's (ad hoc) definition (i.e., [1, Definition 1, p. 46] ), at least for subvarieties of (semi)abelian varieties. We will make use of this definition in the proof of Lemma 4.7.
Another definition of Kodaira dimension is more or less in the usual sense by using the 'canonical sheaf'. Suppose that X is a normal projective variety. Then its canonical sheaf is defined by ω X := j * ω Xsm , where X sm is the smooth locus of X and j : X sm ֒→ X is the corresponding open immersion.
Note that ω X is a reflexive sheaf of rank one which gives rise to a Weil divisor, the canonical divisor K X , such that O X (K X ) ∼ ω X . The Kodaira-Iitaka dimension κ(ω X ) of X is then defined as the Iitaka dimension κ(X, ω X ) of the canonical sheaf ω X (or equivalently, the Iitaka-D dimension of the canonical divisor K X ). Recall that
where ω
[m] X := (ω ⊗m X ) ∨∨ is the double dual of ω ⊗m X . We refer to [25, Appendices A and B] for some standard properties of κ(X) and κ(ω X ). For instance, [25, Proposition B.1] asserts that κ(X) ≤ κ(ω X ). The main advantage of the second definition is the existence of the Iitaka fibration as in characteristic zero (see e.g. [25, Lemma A.7] ).
In an analogous way, we can also define the anti-Kodaira-Iitaka dimension κ −1 (ω X ) as the Iitaka dimension of the anti-canonical sheaf ω −1 X , i.e., κ −1 (ω X ) := κ(X, ω −1 X ).
2.1.2.
Albanese variety, Albanese morphism and irregularity. Due to Serre [26, Théorème 5] , there exist an abelian variety Alb(X) and a morphism alb X : X → Alb(X) such that any morphism from X to an abelian variety factors, uniquely up to translations, through this Alb(X). Then the abelian variety Alb(X) (resp. the morphism alb X ) is called the Albanese variety (resp. the Albanese morphism) of X.
Note, however, that this construction of the Albanese morphism is, in general, not of a birational nature. Alternatively, one can (birationally) define the birational Albanese variety Alb(X) and the Albanese map alb X : X Alb(X) using the universal property in an obvious way (cf. [20, Chapter II, §3]). The irregularity q(X) and the birational irregularityq(X) of X are then defined as follows:
It is easy to see that alb X factors through alb X by the universal property so that there is a surjective morphism Alb(X) → Alb(X) of abelian varieties. In particular,q(X) ≥ q(X). See [26, Théorème 6] for more relations between these two 'Albanese varieties'.
If we assume that X is a normal projective variety, then by [18, Theorem 9.5.4] , the neutral component Pic 0 X/ of the Picard scheme Pic X/ is a projective group scheme over (but it may not be reduced in positive characteristic). Nevertheless, the reduction (Pic 0 X/ ) red of Pic 0 X/ is an abelian variety which is the dual abelian variety of the Albanese variety Alb(X); see [18, Remark 9.5.25 ]. Let T 0 Pic 0 X/ denote the Zariski tangent space of Pic 0 X/ at [O X ], which is canonically isomorphic to H 1 (X, O X ) (cf. [18, Theorem 9.5.11] ). Then we have the following numerical relations:
The equality holds if and only if Pic 0 X/ is reduced, i.e., Pic 0 X/ itself is an abelian variety.
Numerical classes and dual classes.
An algebraic cycle of dimension k (or a k-cycle) on X is an element of the free abelian group Z k (X) generated by closed subvarieties of X of dimension k. Instead of studying Z k (X) directly, we work on the quotient groups of Z k (X) by some equivalence relations. The first one is rational equivalence (denoted by ∼; see [12, §1.3 ] for its precise definition). The group of k-cycles modulo rational equivalence is called the Chow group A k (X). Its element is called a k-cycle class. In [12, Chapter 3], Fulton constructed the following Chern classes operations
for any vector bundle E on X. It thus induces to define the numerical equivalence on algebraic cycles as follows. 
for all homogeneous polynomials P (E I ) of degree k in Chern classes of vector bundles E i on X.
Let N k (X) Z denote the quotient group of Z k (X) modulo numerical equivalence, i.e.,
It is known that N k (X) Z is a free abelian group of finite rank (cf. [12, Example 19.1.4] ). In this paper, we will consider the following finite-dimensional real vector space
A numerical class is an element of N k (X). Denote the numerical class of a real k-cycle Z by [Z].
Since our varieties may be singular, Chow's moving lemma is invalid so that the usual non-degenerate pairing N k (X) × N n−k (X) → R does not exist. Instead, it turns out to be quite useful to consider the abstract dual groups Z k (X) and N k (X) of Z k (X) and N k (X), respectively. Also, N k (X) is formally identified with the group of homogeneous R-polynomials of degree k in Chern classes of vector bundles on X modulo numerical equivalence (2.1). A numerical dual class is an element of N k (X). In particular, N 1 (X) is isomorphic to the Néron-Severi space NS R (X) of R-Cartier divisors modulo numerical equivalence (see e.g. [11, Example 2.1]). Usually, [D] represents the numerical class of an R-Cartier divisor D in N 1 (X). But by abuse of notation, we shall write D ∈ N 1 (X).
By sending [P (E I )] to P (E I ) ∩ [X], we have the following natural map φ : N k (X) → N n−k (X).
When k = 1, this is just the numerical version of the cycle map from Cartier divisors to Weil divisors, and it is injective as we shall see in Proposition 2.9. In general, φ may not be an isomorphism for singular varieties (see e.g. [11, Example 2.8]).
Convention. When there is no confusion, we will sometimes use · instead of ∩ to denote the intersection of Chern classes (or Cartier divisors) with cycles and omit the cap product with [X].
2.2.1.
Numerical pushforward and pullback. Let π : X → Y be a proper morphism of projective varieties. Then we have a well-defined (numerical) pushforward homomorphism π * : N k (X) → N k (Y ) which is naturally induced from the proper pushforward π * : Z k (X) → Z k (Y ) of cycles by the following projection formula (cf. [12, Theorem 3.2(c)]):
It thus induces the (numerical) proper pullback π * : N k (Y ) → N k (X) which is dually defined by (π * ) ∨ . When π is surjective, it is known that π * is surjective (see e.g. [11, Remark 2.13] ). Moreover, [11, Corollary 3.22] asserts the surjectivity of π * : Eff k (X) → Eff k (Y ) for all k (see §2.2.2 for the meaning of the notation Eff k ). Hence dually, we also have the injectivity of π * . We refer to [12, Chapter 19] and [11, §2.1] for more details about the intersection theory on singular varieties.
Positive cones.
A k-cycle Z ∈ Z k (X) is effective, if all of its defining coefficients are nonnegative. The corresponding numerical class [Z] ∈ N k (X) is called an effective numerical class. We denote by Eff k (X) the closure of the convex cone generated by all effective numerical classes in N k (X). It is called the pseudo-effective cone of N k (X). The cone dual to Eff k (X) in N k (X) is called the nef cone Nef k (X), which is a salient closed convex cone of full dimension (i.e., it generates N k (X) as a vector space). An element of Nef k (X) is called a nef class. In particular, Nef 1 (X) is the usual nef cone Nef(X) consisting of all nef R-Cartier divisor classes. A numerical dual class γ ∈ N k (X) is pseudo-
closed cone of all pseudo-effective dual classes in N k (X). Conventionally, the ample cone Amp k (X) (resp. the big cone Big k (X)) is the interior of the nef cone Nef k (X) (resp. the pseudo-effective cone Eff k (X)).
Besides, there is another salient closed convex cone in N k (X) of full dimension, the pliant cone PL k (X); see [11, Definition 3.2 ] for its precise definition. When k = 1, it coincides with the nef cone Nef 1 (X). When k ≥ 2, there exist nef classes which are not even pseudo-effective. However, this pliant cone behaves much better than the nef cone. We have the following relation (cf. [11, Lemma 3.7] ):
It should be mentioned that if H 1 , . . . , H k ∈ N 1 (X) are ample classes, then H 1 · · · H k ∈ N k (X) is in the ample cone Amp k (X) (actually, it is in the interior of the pliant cone PL k (X); see [11, Lemma 3.14] ), and
. We refer to Fulger-Lehmann [11] for more properties about those positive cones.
2.3.
Weak numerical equivalences. In this paper, we also need the following weak numerical equivalence on algebraic cycles (implicitly) introduced by Zhang [30] . for all homogeneous polynomials P (L I ) of degree k in the first Chern classes of line bundles L i on X (equivalently, it can be interpreted using the language of Cartier divisors as following:
for all ample divisors and hence for all Cartier divisors H i on X). equivalence is also weaker than numerical equivalence. In particular, the product D 1 · · · D k ∈ N k (X) of R-Cartier divisors D 1 , . . . , D k is weakly numerically trivial, if D 1 · · · D k · H 1 · · · H n−k = 0 for all ample R-divisors H i on X.
Let W k (X) denote the quotient group of Z k (X) modulo weak numerical equivalence, i.e.,
Then W k (X) = N k (X)/ ≡ w is a finite-dimensional real vector space since so is N k (X).
Surprisingly, it turns out that for nef classes weak numerical equivalence coincides with numerical equivalence. To see this, we need the following Bertini-type result which asserts the existence of general hypersurface sections containing a given closed subvariety. See [19, Theorem 1] or [9, Theorem 8.1] for a similar treatment. For the convenience of the reader, here we give its proof. Lemma 2.4. Let Z be a closed subvariety of X of codimension ≥ 1. Then for any ample divisor H on X, there exist an integer d ≫ 0 and an ample divisor H d in |dH| such that H d contains Z. If we assume further that X is normal and codim(Z, X) ≥ 2, then the above H d is a projective subvariety of X.
Proof. After replacing H by some large multiple, we may assume that H is very ample and hence the complete linear system |H| defines a closed immersion Φ |H| :
and i > 0. Hence we have the following exact sequence of finite-dimentional -vector spaces 
We claim that ι d is a locally closed immersion 1 
Hence ι d+1 is locally closed and the claim follows. Let Sing X denote the singular locus of X. Then by applying Bertini's theorem [15, Corollaire 6.11] to the composite morphism X \ (Z ∪ Sing X) ֒→ PV d which is still locally closed and hence unramified, a general member H d ∈ d d is smooth and irreducible outside Z ∪ Sing X.
By the assumption that X is normal, codim(Sing X, X) ≥ 2. So if codim(Z, X) ≥ 2, then the above H d itself is irreducible and has the property (R 0 ). To see H d is reduced, it suffices to show that it also satisfies the Serre's condition (S 1 ). This follows from the (S 2 )-ness of X by Serre's criterion for 1 A morphism is called a locally closed immersion (or an immersion for short), if it can be factored as a closed immersion followed by an open immersion. To prove the claim, two useful facts will be implicitly used. One is that a composition of immersions of schemes is an immersion (cf. [27, Tag 02V0] ). Another one is as follows. Let X1 → X2 → X3 be morphisms of schemes. If X1 → X3 is an immersion, then X1 → X2 is an immersion (see e.g. [27, Tag 07RK]). normality and a general fact that a (locally) hypersurface section of an (S d )-scheme is (S d−1 ). Therefore, our H d is integral and hence a projective subvariety of X. We have proved Lemma 2.4.
Remark.
The above H d may not be chosen so that it is still normal as one expects. Actually, in our proof, neither the condition (R 1 ) nor Serre's condition (S 2 ) is necessarily satisfied. A sufficient condition to ensure the normality of H d could be that codim(Z, X) ≥ 3 and X has properties (R 2 ) and (S 3 ).
Proof. It suffices to consider the case that each H i is an ample Cartier divisor. We shall prove this lemma by the induction on dim X. When dim X = 2, it is true by the Hodge index theorem for surfaces. Suppose that the lemma has been proved for any projective variety of dimension less than n. Replacing X by its normalization, we may assume that X is normal. By the definition of numerical equivalence (2.1), there exists an integral k-cycle Z on X such that γ · Z = 0 and hence γ · Z > 0 as γ ∈ Nef k (X). If k = n − 1, by Lemma 2.4, there exist an integer d ≫ 0 and an ample divisor Back to our arbitrary characteristic setting, it was Esnault and Srinivas who first introduced two natural algebraic definitions of entropy in [10] inspired by the above equality
More precisely, they defined the entropy h(g) (resp. the algebraic entropy h alg (g)) of an automorphism g of X to be the natural logarithm of the spectral radius of g acting on the ℓ-adic cohomology H • et (X, Q ℓ ) (resp. on the numerical Chow ring CH • num (X)). The equivalence of these two notions is still unknown except for smooth projective surfaces (cf. [10, §6.3]). In this paper, we define the k-th dynamical degree by the natural pullback action g * on N k (X) for any integer 0 ≤ k ≤ n. Namely,
Then the algebraic entropy h alg (g) = log max{d k (g) : 0 ≤ k ≤ n}. It follows from Corollary 2.11 that h alg (g) > 0 if and only if d k (g) > 1 for some (or equivalently, for all) 1 ≤ k ≤ n − 1.
We show that d k (g) has an intersection-theoretic characterization as follows (see [6, §3] for an analogue in complex dynamics).
Lemma 2.6. For any 0 ≤ k ≤ n and any ample R-divisor H on X, we have
In particular, the limit exists and does not depend on the choice of H.
Proof. We first define a norm on N k (X). Indeed, by [11, Lemma 2.12], we see that H n−k ∩ [X] is big, i.e., it belongs to the interior of the pseudo-effective cone Eff k (X). We can choose pseudo-effective
Then by the spectral radius formula,
On the other hand, note that the pliant cone PL k (X) is a salient closed convex cone in N k (X) of full dimension and preserved by g * | N k (X) (cf. [11, §3] ). So by applying the generalized Perron-Frobenious theorem to the triplet (PL k (X), N k (X), g * | N k (X) ), there exists an eigenvector υ g ∈ PL k (X) such that g * υ g ≡ d k (g)υ g in N k (X) (see Theorem 2.15) . We also notice that H k is in the interior of PL k (X) (cf. [11, Lemma 3.14] ). Then so is
It follows that λ k (g) is a well-defined limit which is equal to d k (g), and hence it is independent of the choice of H. Thus we prove the lemma.
Furthermore, we may replace the ample R-divisor H in Lemma 2.6 by a nef and big divisor.
Lemma 2.7. For any 0 ≤ k ≤ n and any nef and big R-Cartier divisor D on X, we have
Hence by Lemma 2.6, 
This yields that
by Lemma 2.6. Hence the lemma follows.
The lemma below shows that all dynamical degrees of an automorphism are equivalent to the same ones on its normalization or an equivariant resolution (if it exists) and hence are birational invariants.
i.e., the g-action on X descends to a biregular (possibly non-faithful) action on Y (denoted by g| Y ).
In particular, g| X is of positive entropy (resp. null entropy) if and only if so is g| Y .
Proof. By the generalized Perron-Frobenious theorem (see Theorem 2.15), there exists an eigenvector [11, Remark 2.13] for the surjectivity of π * . Then by the projection formula, we have
It follows readily that d k (g| X ) ≥ d k (g| Y ).
Thanks to Lemma 2.7, the second part of the lemma follows from the fact that the pullback of any nef and big divisor under a generically finite morphism is still nef and big. More precisely, we choose a nef and big divisor (e.g., an ample divisor) D Y on Y . Then so is D X := π * D Y on X. Further, we have
We thus prove the lemma.
2.5.
Higher-dimensional Hodge index theorem. Let X be a projective variety of dimension n ≥ 2, and H 1 , . . . , H n−1 ample R-divisors on X. We define a symmetric form q X on N 1 (X) by
Let
which is a hyperplane in N 1 (X). Sometimes, it is also denoted as Σ for short.
The following higher-dimensional Hodge index theorem is the main result of this subsection. 2 With the help of the Bertini-type result (i.e., Lemma 2.4), we provide a characteristic-free proof. This thus generalizes [31, Lemma 3.2] to arbitrary characteristic. Proposition 2.9. Let X be a projective variety of dimension n ≥ 2. Let H 1 , . . . , H n−1 be ample Rdivisors. Then the quadratic form q X is positive definite on Σ(H 1 · · · H n−1 ). In particular, let D be an R-Cartier divisor such that D · H 1 · · · H n−1 = D 2 · H 1 · · · H n−2 = 0. Then D ≡ 0 (numerically).
We first prove Proposition 2.9 in the case that H 1 , . . . , H n−1 are ample Q-divisors (although it has been well-known in literature already; see e.g. [2, Exposé XIII, Corollaire 7.4]).
Lemma 2.10. Let X be a projective variety of dimension n ≥ 2. Let H 1 , . . . , H n−1 be ample Q-divisors. Then the quadratic form q X is positive definite on Σ(H 1 · · · H n−1 ).
Proof. We shall prove the lemma by the induction on n. When n = 2, it is the usual Hodge index theorem for surfaces. Suppose that n ≥ 3 and the lemma holds in dimension n−1. It suffices to show that so is the case in dimension n. Namely, for any R-Cartier divisor D on X such that D · H 1 · · · H n−1 = 0, then either D 2 · H 1 · · · H n−2 < 0, or D ≡ 0. Suppose that D 2 · H 1 · · · H n−2 ≥ 0. Let C be any irreducible curve on X. We shall prove that D · C = 0. Replacing X by its normalization ν : X ν → X which is a finite morphism, we may assume that X is normal by the projection formula. Then by Lemma 2.4, there exists a hypersurface section H ′ in |dH n−2 | with d ≫ 0 such that H ′ is a projective variety containing C (since the curve C has codimension at least 2 in X). Now we have
However, by the induction hypothesis, q H ′ is positive definite on Σ(H 1 | H ′ · · · H n−3 | H ′ · H n−1 | H ′ ). This yields that either
or D| H ′ ≡ 0 (numerical equivalence for H ′ ). The first case does not happen by our previous assumption. While the last (numerical) equality implies that D · C = D| H ′ · C = 0, since H ′ contains the curve C. We thus complete the proof of Lemma 2.10.
Proof of Proposition 2.9. By passing to the limit in Lemma 2.10, the quadratic form q X is positive semi-definite on Σ, i.e., for any R-Cartier divisor D on X such that D · H 1 · · · H n−1 = 0, then either D 2 · H 1 · · · H n−2 ≤ 0, or D ≡ 0. Therefore, we only need to show (by the induction on dim X) that if the case D 2 · H 1 · · · H n−2 = 0 happens, then D ≡ 0.
When X is a surface, this is true by the usual Hodge index theorem. Suppose that this assertion holds in dimension n − 1. Replacing X by its normalization ν : X ν → X, we may assume that X is normal by the projection formula. Suppose to the contrary that D ≡ 0. Then there exists an irreducible curve C on X such that D · C = 0. On the other hand, since q X is positive semi-definite on Σ, by the Cauchy-Schwarz inequality, for any R-Cartier divisor D ′ whose class is in Σ, we have
Hence q X (D, D ′ ) = 0. We also have q X (D, H n−1 ) = 0 since D ∈ Σ. Note that the class of the ample R-divisor H n−1 is not in Σ. Thus q X (D, D ′ ) = 0 for any R-Cartier divisor D ′ since H n−1 and Σ span the whole N 1 (X).
Write H n−2 = a i A i with a i ∈ R >0 and ample prime divisors A i . Then for each A i , by Lemma 2.4 we may assume that it is a hypersurface section containing C (after replacing H n−2 by some multiple). By the previous discussion, we have q X (D, A i ) = 0 for any i. Hence
Thus it follows from the induction hypothesis that for each i either
But the latter case cannot happen since D| A i · C = D · C = 0. Therefore,
This contradicts with D 2 · H 1 · · · H n−2 = 0. We have completed the proof of Proposition 2.9.
As a corollary, we obtain the log-concavity of dynamical degrees.
Corollary 2.11. The function k → log d k (g) is concave in k. Namely,
In particular, d k (g) ≤ d k 1 (g) for any 0 ≤ k ≤ n, and there are two integers 0 ≤ r ≤ s ≤ n such that 1 = d 0 (g) < · · · < d r (g) = · · · = d s (g) > · · · > d n (g) = 1.
Proof. It follows readily from Proposition 2.9 by choosing H 1 = · · · = H k−1 = (g m ) * H and H k = · · · = H n−1 = H, where H is an ample divisor. More precisely, we have
See also [6, Corollary 2.2 and Proposition 3.6] for related results.
2.6. Quasi-nef sequences. The notion of quasi-nef sequences was initially introduced by Zhang [30] .
Definition 2.12. Let X be a projective variety of dimension n ≥ 2. Given a positive integer s ≤ n. A quasi-nef sequence of length s consists of non-zero divisor classes D 1 , . . . , D s ∈ N 1 (X) satisfying:
(i) D 1 is nef, and (ii) for every 2 ≤ r ≤ s, there are nef classes D r,k ∈ Nef(X) such that
It should be noted that D 1 · · · D r is actually contained in the nef cone Nef r (X) for each r; see §2.2.2 the definition of nef cone Nef r (X). The following two lemmas give us key properties of quasi-nef sequences which play an essential role in proving our main theorems. Lemma 2.13. Let D 1 , . . . , D s be a quasi-nef sequence of length s ≤ n, and H s+1 , . . . , H n ample R-divisors. Then the following assertions hold.
(1) D 1 · · · D s · H s+1 · · · H n > 0. In particular, D 1 · · · D s ≡ w 0.
(2) Suppose that s ≤ n − 1. Then the symmetric form
is positive semi-definite on the hyperplane Σ := Σ(D 1 · · · D s−1 · H s+1 · · · H n ).
Proof. (1) It follows readily from Lemma 2.5 by the nefness of D 1 · · · D s .
(2) The case s = 1 follows directly from Proposition 2.9. By passing to the limit, we obtain the positive semi-definiteness of the symmetric form q X defined by n−2 classes D 1 , . . . , D s−1 , H s+1 , . . . , H n−1 on Σ. Note that D 1 , . . . , D s−1 is a quasi-nef sequence of length s − 1 and hence D 1 · · · D s−1 · H s+1 · · · H n ≡ 0 by the previous assertion (1). Thus Σ is indeed a hyperplane in N 1 (X). (1) Suppose that D 1 · · · D s · D ′ s ≡ w 0. Then there exists a unique non-zero real number b such that
Proof. (1) We follow the proof of [8, Corollaire 3.5]. We may assume that D s and D ′ s are not collinear in N 1 (X). Denote F the plane spanned by D s and D ′ s . Then F is an R-vector subspace of N 1 (X) of dimension 2. Let H s+1 , . . . , H n−1 be ample R-divisors. We claim that there exists a non-zero class D ∈ F , unique up to a multiple scale, such that D · D 1 · · · D s−1 · H s+1 · · · H n−1 ≡ w 0 in W n−1 (X).
(2.3)
We first fix an ample R-divisor H n . Then the symmetric form q X defined in Lemma 2.13(2) is positive semi-definite on the hyperplane Σ. Note that by Lemma 2.13(1), we have q X (D s , D s ) ≤ 0 and q X (D ′ s , D ′ s ) ≤ 0. We also have q X (D s , D ′ s ) = 0 by the assumption. Hence the form q X is negative semi-definite on F . We then deduce that q X vanishes on F ∩ Σ. The intersection F ∩ Σ is not zero by the dimension reasoning. Hence there exists a non-zero class D ∈ F ∩ Σ such that q X ( D, D) = 0.
Since q X is positive semi-definite on Σ, by the Cauchy-Schwarz inequality, for any D ∈ Σ, we have
Hence q X ( D, D) = 0. On the other hand, q X ( D, H n ) = 0 since D ∈ Σ. Note that the ample R-divisor H n is not D 1 · · · D s−1 · H s+1 · · · H n -primitive by Lemma 2.13(1), i.e., H n / ∈ Σ. So q X ( D, D) = 0 for any D ∈ N 1 (X) since H n and Σ span the whole N 1 (X). Therefore, the equation (2.3) follows.
We show the uniqueness of D. If D is not unique up to a multiple scale, then the last equality is true for any D ∈ F since dim F = 2. In particular, it is true for D = D s . This contradicts Lemma 2.13 (1) . In particular, if we write D = aD s + bD ′ s , then ab = 0.
It has been shown that the set of all classes D ∈ F satisfying the equation (2.3) is equal to the straight line F ∩ Σ with Σ defined by D 1 , . . . , D s−1 , H s+1 , . . . , H n . We then deduce that F ∩ Σ does not depend on H n because the equation (2.3) does not depend on H n . By symmetry, this intersection does not depend either on H s+1 , . . . , H n−1 so that the equation (2.3) holds for any ample R-divisors H s+1 , . . . , H n−1 . So we have proved the assertion (1).
(2) Suppose that D 1 · · · D s−1 · D s · D ′ s ≡ w 0. Then by the assertion (1), there exists a unique nonzero real number b such that D 1 · · · D s−1 · (D s + bD ′ s ) ≡ w 0. Let g * act on the last equality. We have
This contradicts with the uniqueness of the non-zero real number b.
To conclude this section, we quote the following Birkhoff's generalization of the Perron-Frobenius theorem since we frequently use it, as well as a theorem of Lie-Kolchin type for a cone.
Theorem 2.15 (cf. [3] ). Let V be a finite-dimensional R-vector space and C ⊂ V a salient closed convex cone such that C spans V as a vector space. Let g be an R-linear endomorphism of V such that g(C) ⊆ C. Then there is an eigenvector υ g ∈ C such that g(υ g ) = ρ(g)υ g , where ρ(g) is the spectral radius of g. 
PROOF OF THEOREM 1.1
Proof of Theorem 1.1(1) . The proof will be split into the following four steps. STEP 1. We first consider the induced action of G on the complexification NS C (X) of the Néron-Severi group NS(X) by the natural pullback. Denote the induced group by G| NS C (X) which is a subgroup of GL(NS C (X)). By our assumption on G and the classical Tits alternative theorem [28, Theorem 1] , G| NS C (X) has a solvable subgroup of finite index. Let G 1 be the inverse image, via the natural group homomorphism G → GL(NS C (X)), of the neutral component of the Zariski closure of that solvable subgroup in GL(NS C (X)). Then G 1 is a finite-index subgroup of G such that G 1 | NS C (X) is solvable and Z-connected in GL(NS C (X)); see also [7, Remark 3.10] .
In what follows, for simplicity of notation, we will replace G by the above G 1 and assume that G| NS C (X) is solvable and Z-connected. STEP 2. Let us consider the induced action of G on the finite-dimensional R-vector space N 1 (X) ≃ NS R (X). Note that the natural map G| N 1 (X) → G| NS C (X) is an isomorphism and hence G| N 1 (X) is solvable and Z-connected. Since G| N 1 (X) preserves the nef cone Nef(X) of X, by applying Theorem 2.16 to the triplet (Nef(X), N 1 (X), G| N 1 (X) ), there is a common eigenvector D 1 ∈ Nef(X) of G| N 1 (X) . It thus defines a group character χ 1 : G → R >0 satisfying g * D 1 ≡ χ 1 (g)D 1 in N 1 (X) for any g ∈ G.
We are going to produce a quasi-nef sequence beginning from D 1 as follows. Consider the induced pullback action of G on the finite-dimensional vector subspace D 1 ·N 1 (X) ⊆ N 2 (X) which is the image of N 1 (X) under the linear map σ 1 induced from the multiplication by D 1 . It is easy to see that the σ 1image of Nef(X) in N 2 (X) is still a salient convex cone, which is non-zero by Lemma 2.13 (1) . Thus its closure 3 σ 1 (Nef(X)) in N 2 (X) is a salient closed convex cone preserved by G| σ 1 (N 1 (X) ) . Also, as the image of G| N 1 (X) , the induced group G| σ 1 (N 1 (X) ) is solvable and Z-connected. Therefore, applying Theorem 2.16 to the triplet (σ 1 (Nef(X)), σ 1 (N 1 (X)), G| σ 1 (N 1 (X)) ), there is a common eigenvector σ 1 (D 2 ) ∈ σ 1 (Nef(X)) of G| σ 1 (N 1 (X) ) . We then define a group character
Repeating this procedure, we will obtain a quasi-nef sequence D 1 , . . . , D n of length n such that for any 1 ≤ r ≤ n − 1, the induced group G| σr (N 1 (X)) is solvable, Z-connected, and preserves the salient closed convex cone σ r (Nef(X)) ⊂ σ r (N 1 (X)) ⊆ N r+1 (X).
Moreover, there are group characters χ i : G → R >0 with 1 ≤ i ≤ n such that for any 1 ≤ t ≤ n,
Also, note that χ 1 (g) · · · χ n (g) = 1 for any automorphism g in G. We then define a group homomorphism of G as follows:
. . , log χ n−1 (g)).
(3.1) STEP 3. We claim that Ker ψ = N (G); in particular, N (G) G. On the one hand, for any g ∈ N (G), it follows from Corollary 2.11 that all dynamical degrees equal 1 and hence χ 1 (g) · · · χ t (g) ≤ 1 for any 1 ≤ t ≤ n. Observe that the pullback action of g * on N t (X) is defined over Z so that all minimal polynomials of dynamical degrees are also defined over Z. We thus have χ 1 (g) · · · χ t (g) = 1 for any t. This yields that χ t (g) = 1 for all t, i.e., g ∈ Ker ψ.
On the other hand, suppose that there is an automorphism g o ∈ Ker ψ but g o / ∈ N (G). Namely, χ i (g o ) = 1 for all 1 ≤ i ≤ n, but the first dynamical degree d 1 (g o ) > 1. Applying the generalized Perron-Frobenious theorem to the triplet (Nef(X), N 1 (X), g * o | N 1 (X) ) (see Theorem 2.15), there is a nef eigenvector L go of g * o | N 1 (X) such that g * o L go ≡ d 1 (g o )L go in N 1 (X). Since d 1 (g o ) > 1, we have D 1 · · · D n−1 · L go = 0 by the following displayed equalities
Note that for each s, D 1 , . . . , D s is a quasi-nef sequence of length s by the construction of D i in Step 2. Then D 1 , . . . , D n−2 , L go cannot be a quasi-nef sequence of length n−1 (which implies that D 1 · · · D n−2 · L go ≡ 0). Since otherwise, by applying Lemma 2.14(2) to the two quasi-nef sequences D 1 , . . . , D n−1 and D 1 , . . . , D n−2 , L go , we would have D 1 · · · D n−2 · D n−1 · L go = 0. This is a contradiction. Repeating this argument several times, we eventually show that D 1 · L go ≡ 0. Then by Lemma 2.14(1), D 1 +bL go ≡ w 0 for a unique real number b. Let g * o act on the last equality. We have D 1 +bd 1 (g o )L go ≡ w 0 with bd 1 (g o ) = b. This contradicts with the uniqueness of the real number b, and hence the claim follows. STEP 4. We claim that Im ψ is discrete in the additive group R n−1 and hence Im ψ ≃ Z ⊕r with r ≤ n − 1. It suffices to show that the origin o is an isolated point in Im ψ. That is, there exists a constant 0 < ǫ ≪ 1 such that for any g ∈ G, ψ(g) ∈ B ǫ (o) \ {o}, where o is the usual origin of the Euclidean space R n−1 .
Choose ǫ = log A n−1 , where A > 1 is a constant depending only on the Picard number ρ(X) := rank NS(X) of X such that for any automorphism g ∈ Aut(X),
The existence of such a constant A is due to the fact that the minimal polynomial of g * | N 1 (X) is a monic polynomial of degree ρ(X) with integral coefficients (see also the proof of [6, Corollary 3.7] ). Suppose that there is an automorphism
· is the standard Euclidean norm of R n−1 . Then e −ǫ < χ i (g o ) < e ǫ for all i. Also, by Step 3, g o is of positive entropy since g o / ∈ Ker ψ. Thus by Theorem 2.15 again, there is a nef eigenvector L go of
If D 1 · · · D n−1 · L go = 0, then d 1 (g o ) = (χ 1 (g o ) · · · χ n−1 (g o )) −1 < e (n−1)ǫ because of the following equalities
If D 1 · · · D n−1 · L go = 0, as the proof in Step 3 (essentially using Lemma 2.14), we would have
Therefore, in either case, we prove that
This is a contradiction of the choice of the constant A and hence the claim follows.
We thus complete the proof of Theorem 1.1 (1) .
Proof of Theorem 1.1 (2) . Note that G| NS C (X) does not contain any non-abelian free subgroup because neither does G. So according to the classical Tits alternative theorem [28, Theorem 1], G| NS C (X) is virtually solvable. Let K denote the kernel of the natural group homomorphism G → GL(NS C (X)).
Then by [6, Lemma 5.5] , it suffices to prove that K is virtually solvable. Denote K 0 := K ∩ Aut 0 (X). By a Fujiki-Lieberman type theorem (see [23, Remark 2.6 ] for a proof in arbitrary characteristic using a Hilbert scheme argument), we have
where Aut [L] (X) denotes the subgroup of Aut(X) fixing an ample class [L] ∈ NS(X). Also note that K 0 = G 0 is finitely generated. Hence, after replacing K by K 0 , we may assume that K is contained in Aut 0 (X) and finitely generated. Let K be the Zariski closure of K in the smooth algebraic group (Aut 0 X ) red . Then there exists a normal subgroup scheme H of K such that the quotient K/H is affine and H is commutative (cf. [4, Theorem 1]). Applying the Tits alternative theorem to the finitely generated linear group K/K ∩ H( ) ≤ (K/H)( ) (cf. [28, Corollary 1]), it follows that either K/K ∩ H( ) (and hence K) contains a non-abelian free subgroup, or K/K ∩ H( ) is virtually solvable. The first case cannot happen since we assume that G does not contain any non-abelian free subgroup. Hence by [6, Lemma 5.5] again, K is virtually solvable which concludes the proof of the assertion (2).
The following example shows that the upper bound dr(G) ≤ n − 1 is optimal.
Example 3.1. Let E be an elliptic curve such that its endomorphism algebra End Q (E) = Q (in positive characteristic, this is equivalent to say that E cannot be defined over a finite field; see [24, §22, Deuring's Theorem]). Let X = E n . Then by Poincaré's complete reducibility theorem (cf. [24, §19, Theorem 1]), we have End Q (X) = M n (End Q (E)), where M n (R) denotes the ring of n × n matrices over R. In particular, there is still a faithful SL n (Z)-action on X as in [8, Example 4.5] or [6, Example 1.4] . Hence it suffices to show that if g = A ∈ SL n (Z) has the spectral radius ρ(A) > 1, then g is of positive entropy in the sense that ρ(g * | NS R (X) ) > 1.
We first notice that the Néron-Severi space NS Q (X) can be identified with the subgroup End s Q (X) of End Q (X) consisting of symmetric elements with respect to the Rosati involution (cf. [24, §21] ). More precisely, we send a line bundle L on X to φ −1 L 0 • φ L , where L 0 is a fixed ample line bundle on X and in general, φ L : X → X := Pic 0 (X) via x → T * x L ⊗ L −1 is an isogeny. Hence the pullback action g * on NS Q (X) can be realized as follows:
where g is the induced dual automorphism of X and represented by the transpose A ⊺ . 4 After changing of basis (as φ L 0 is invertible in End Q (X)), we may assume that ψ is the restriction of
It is easy to verify that Ψ is represented by the Kronecker product A ⊺ ⊗A ⊺ whose spectral radius is ρ(A) 2 . Furthermore, in our case, the Néron-Severi space NS R (X) is isomorphic with the subspace Sym n (R) of symmetric real matrices (cf. [24, §21, Theorem 6] ). In particular, if we denote all eigenvalues of A by λ i , 1 ≤ i ≤ n, then all eigenvalues of Ψ are all possible products λ i λ j for 1 ≤ i, j ≤ n and all eigenvalues of ψ are just all λ i λ j with 1 ≤ i ≤ j ≤ n. It follows that ρ(g * | NS R (X) ) = ρ(A) 2 > 1. Let G be a subgroup of Aut(X). A morphism π : X → Y of projective varieties, or more generally, a rational map π : X Y is called G-equivariant if G descends to a biregular (possibly non-faithful) action on Y . The induced G-action on Y would be denoted by G| Y .
PROOF
Lemma 4.1. Let π : X → Y be a G-equivariant surjective morphism of projective varieties with n = dim X > dim Y = m > 0. Suppose that G| N 1 (X) is solvable and Z-connected. Then we have
Proof. It is known that π * : N 1 (Y ) → N 1 (X) is injective and π * N 1 (Y ) is a g * -invariant subspace of N 1 (X) for any g ∈ G. Then there is a natural restriction homomorphism G| N 1 (X) ։ G| π * N 1 (Y ) ≃ G| N 1 (Y ) . By the assumption, G| N 1 (Y ) is also solvable and Z-connected. Running Steps 1 and 2 in the proof of Theorem 1.1 for Y and G| Y , we obtain a quasi-nef sequence B 1 , . . . , B m of length m in N 1 (Y ) and group characters
follows from [6, Lemma 5.5] that G| N 1 (X) is virtually solvable. Lastly, we note that replacing G by a finite-index subgroup will not change the dynamical rank. So we prove the lemma.
Thanks to the lemma above, we are able to weaken the condition on π in Lemma 4.1 to a G-equivariant dominant rational map. For the sake of completeness, we give the full statement as follows.
Proof. Let Γ be the normalization of the main component of the closure of the graph of π in X ×Y . Then p : Γ → X is a surjective birational morphism such that q = π • p : Γ → Y is a surjective morphism. The G-actions on X and Y naturally lift to a biregular faithful action on Γ so that both p and q are G-equivariant. Then the lemma follows by applying Lemma 4.2 to p and Lemma 4.1 to q.
Using the same argument as in the proof of Lemma 4.3, one can show that the dynamical rank dr(G) is actually an invariant of a G-equivariant birational map. Lemma 4.5. Let X be a projective variety of dimension n ≥ 2, and G a subgroup of Aut(X) such that G| N 1 (X) is solvable and Z-connected. Then the following assertions hold.
(1) Let ν : X ν → X be the normalization of X. Then dr(G| X ) = dr(G| X ν ) ≤ max{0, n−1−κ(ω X ν )}, where κ(ω X ν ) is the Kodaira-Iitaka dimension of X ν . (2) Let κ(X) be the Kodaira dimension of X. Then dr(G| X ) ≤ max{0, n − 1 − κ(X)}.
(3) Suppose that dr(G| X ) = n − 1. Then κ(ω X ν ) ≤ 0 and κ(X) ≤ 0.
Proof. It suffices to show the first assertion. In fact, by [25, Proposition B.1], we know that κ(X ν ) ≤ κ(ω X ν ). We also have κ(X) = κ(X ν ), since Luo's κ(X) is a birational invariant of X. Then it is easy to verify that max{0, n − 1 − κ(ω X ν )} ≤ max{0, n − 1 − κ(X)}. So the assertion (2) follows directly from the first one. The third assertion is a consequence of the first two.
Note that the normalization ν is a G-equivariant finite surjective morphism. So by Lemma 4.2, we have the equality dr(G| X ) = dr(G| X ν ). To prove the assertion (1), it remains to show the inequality. For simplicity, we may assume that X itself is normal and suppress the notation X ν from now on. First, it is known that for sufficiently large m, there exists a rational map
where Y is the image of φ satisfying dim Y = κ(ω X ). Also, the G-action on X descends to a linear action on P N via pullback of sections, so does on Y . Hence G| Y is a subgroup of Aut(P N , Y ) := {g ∈ Aut(P N ) : g(Y ) = Y }. Let H Y denote the restriction of some hyperplane H on P N to Y . Then g * H Y ∼ H Y for any g ∈ G and hence G| Y is of null entropy (see Lemma 2.6) . In other words, dr(G| Y ) = 0. If κ(ω X ) = n, then φ is a G-equivariant birational map so that dr(G| X ) = dr(G| Y ) = 0 by Lemma 4.4. It remains to consider the case that 0 < κ(ω X ) < n. Applying Lemma 4.3 to φ : X Y , we have dr(G| X ) ≤ dr(G| Y ) + n − dim Y − 1 = n − κ(ω X ) − 1. Hence the lemma follows.
Remark 4.6. The proof of Lemma 4.5(1) remains valid if we replace κ(ω X ) by the anti-Kodaira-Iitaka dimension κ −1 (ω X ); see §2.1.1 for its definition. In other words, as in the assertion (1), the dynamical rank dr(
Lastly, to complete the proof of Theorem 1.3, we only need to apply Lemma 4.3 to the Albanese morphism alb X and the Albanese map alb X . See §2.1.2 for their precise definitions.
Lemma 4.7. Let X be a projective variety of dimension n ≥ 2, and G a subgroup of Aut(X) such that the dynamical rank dr(G) = n − 1. Then the following assertions hold.
(1) The irregularity q(X) = 0 or n. If the latter case happens, i.e., q(X) = n, then the Albanese morphism alb X is generically finite surjective. (2) The birational irregularityq(X) = 0 or n. In the latter case, i.e.,q(X) = n, the Albanese map alb X is generically finite dominant.
Proof. We show the first assertion only since the second one is exactly the same. It follows from the universal property of the Albanese morphism that alb X : X → Alb(X) is G-equivariant and the image of alb X , denoted by Y , generates the Albanese variety Alb(X) of X. Suppose that q(X) = dim Alb(X) > 0. Then dim Y > 0. By applying Lemma 4.3 to the G-equivariant morphism X → Y , we have dim Y = dim X = n because the dynamical rank dr(G| X ) = n − 1. Namely, X has maximal Albanese dimension and hence alb X is a generically finite morphism. We then claim that κ(Y ) = 0. . This yields that Y = Alb(X) since Y generates Alb(X). So we have eventually showed that the Albanese morphism alb X is surjective. We thus deduce that q(X) = dim Alb(X) = dim Y = dim X = n.
Remark 4.8. Let (X, G) be as in Lemma 4.7. In the case that q(X) = n (and henceq(X) = n automatically), we also have κ(ω X ν ) = 0, where X ν denotes the normalization of X. Indeed, by the maximal dynamical rank assumption, we have seen in Lemma 4.5 that κ(ω X ν ) ≤ 0. We then consider the Albanese morphism alb X ν : X ν → Alb(X ν ) of X ν . Note that ν is a G-equivariant finite surjective morphism. Hence q(X ν ) ≥ q(X) and dr(G| X ν ) = dr(G| X ) is maximal by Lemma 4.2. Then according to Lemma 4.7(1), alb X ν is a generically finite surjective morphism. Applying [13, Proposition 1.4] to alb X ν , it follows that alb X ν is separable and hence κ(ω X ν ) ≥ 0. Thus, we show that κ(ω X ν ) = 0.
However, we do not know whether κ(X) = 0 (in general, it may occur that κ(X) < κ(ω X ) for singular X; see e.g. [21, Example 2.1.6]). Nevertheless, if we assume further that X is smooth, then the two Kodaira dimensions agree and both of them vanish. In this case, alb X = alb X is birational by [16, Corollary 2] This is an example of a finitely generated solvable subgroup of the automorphism group of a projective variety whose homological trivial part is infinitely generated.
A.1. Free groups generated by two elements. Let F 2 = a, b be a free group generated by two elements a, b. Let F ′ 2 := [F 2 , F 2 ] and F ′′ 2 := [F ′ 2 , F ′ 2 ] be the first and second derived subgroup of F 2 , respectively. Then the maximal abelian quotient group F ab 2 := F 2 /F ′ 2 is isomorphic to the free abelian group of rank 2 generated by the imageā,b of a, b. The group F 2 acts on the abelian group (F ′ 2 ) ab := F ′ 2 /F ′′ 2 by the adjoint action ad(g) ∈ Aut((F ′ 2 ) ab ) for g ∈ F 2 defined by ad(g)(s) = gsg −1 . for any w ∈ F ′ 2 , we have ad(g) ad(h) = ad(h) ad(g) ∈ Aut((F ′ 2 ) ab ).
Since
Thus the above adjoint action of F 2 on (F ′ 2 ) ab induces an adjoint action of F ab 2 on (F ′ 2 ) ab . Therefore, (F ′ 2 ) ab becomes a module over a (commutative) Laurent polynomial ring Z[ad(ā) ±1 , ad(b) ±1 ] generated by two elements ad(ā), ad(b). The lemma follows from these relations.
A.2. A group homomorphism from F 2 to PGL(2, K). Let K be an algebraically closed field whose transcendental degree over the prime field is greater than or equal to 2. Let α, β be elements algebraically independent over . We set A = α 1 0 1 , B = 1 0 0 β .
The class of A, B in PGL(2, K) = Aut(P 1 K ) is denoted by A, B. We define a group homomorphism ϕ : F 2 −→ PGL(2, K) via ϕ(a) = A, ϕ(b) = B.
One can easily check the following lemma.
Lemma A.2. The image of F ′ 2 under ϕ is contained in N = 1 n 0 1 : n ∈ K .
Since N is an abelian group, the image of F ′′ 2 under ϕ is the identity group. Thus we have a homomorphism between abelian groups:
We introduce an R = Z[ξ ±1 , η ±1 ]-module structure on the abelian group N by setting ξ i η j 1 n 0 1 = 1 α i β −j n 0 1 .
By a direct calculation, we have the following lemma. A.3. Homological trivial part of a finitely generated solvable subgroup of automorphisms. Let K be the field as in §A.2. Let Y be a smooth projective K3 surface over K such that the automorphism group Aut(Y ) of Y contains a subgroup M isomorphic to Z 2 . We choose a generator {p, q} of M . We set X = P 1 K × Y . We define the homologically trivial part Aut 0 (X) of Aut(X) by Ker(ρ : Aut(X) −→ GL(H * (X, Q))).
Then Aut 0 (X) is isomorphic to Aut(P 1 K ) = PGL(2, K). Let G be the subgroup of Aut(X) generated by s = (A, p), t = (B, q) ∈ Aut(P 1
where A, B are elements in PGL(2, K) defined in §A.2. Then G becomes a finitely generated solvable subgroup of Aut(X). In particular, the solvable length of G is 2.
Proposition A.4. The subgroup G 0 := Aut 0 (X) ∩ G = Ker(G −→ GL(H * (X, Q))) of G is not finitely generated.
Proof. We define homomorphisms ψ : F 2 → G, π : Then the morphism ψ is surjective and j is injective. We consider the diagram
Since the actions of A, B ∈ Aut(P 1 K ) on H * (P 1 K ) are trivial, we have ρ • ψ = j • π. The morphism π will be identified with the abelianization of F 2 .
We show that the group G 0 is equal to the image ψ(F ′ 2 ) of F ′ 2 under ψ. Let k be an element of G 0 . Using the surjectivity of ψ, we choose an element k of F 2 such that ψ( k) = k. Since (j • π)( k) = (ρ • ψ)( k) = ρ(k) = id, and j is injective, we have
Thus we have k ∈ ψ(F ′ 2 ). We set G ′ = [G, G]. Since ψ is surjective, the group ψ(F ′ 2 ) = G 0 is identified with G ′ . Thus we have G ′ = G 0 ⊂ Aut(P 1 K ). Also, the image of F ′′ 2 in G ′ under the morphism ψ is trivial. The composite homomorphism (F ′ 2 ) ab −։ G ′ = G 0 ֒−→ Aut(P 1 K ) = PGL(2, K) is nothing but the homomorphism ϕ ′ defined in (A.1). Therefore, G 0 = Im(ϕ ′ ) is equal to the group (A.2) by Lemma A.1, which is not finitely generated.
