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OpenFOAMThe paper compares two serrated plate-fin Heat Exchanger (HE) corrugation modelling methods using
Computational Fluid Dynamics (CFD). The first method follows closely recent literature studies and mod-
els a finite length single channel of a corrugation layer inside the HE core. The second method utilises the
conjugate heat transfer methodology and models a section of the HE core with both cold and hot fluid
streams separated by a solid conducting wall (HE corrugation). The results of latter model are then
extrapolated for the full dimensions of a HE core layer to obtain flow and heat transfer characteristics.
The conjugate heat transfer analysis methodology presented is novel and eliminates the need for analyt-
ical/empirical modelling currently widely used within industry. Furthermore, it provides more detailed
information about the flow and heat transfer inside the HE core enabling potential for more efficient
HE designs. Predictions at the corrugation level were carried out at 88 6 Recorrug 6 2957 with mesh inde-
pendence studies completed for all the computational domains. The results obtained in the HE corruga-
tion predictions were then implemented to the multi-scale HE unit model where the flow inside the HE
core was modelled using two porous media simplifications whilst the heat transfer was simplified using
the effectiveness source term. The HE unit predictions were validated against industrial experimental
data with good agreement found between the numerical and experimental results. All the simulations
were completed using the open-source CFD package OpenFOAM.
 2019 Elsevier Ltd. All rights reserved.1. Introduction
Heat Exchangers (HE) are the devices used widely in aerospace,
automotive and other industries in which heat is transferred
between two or more fluid streams, provided there is a significant
temperature gradient between them [1]. Compact HE have a high
heat transfer area to flow volume ratio, which is typically the case
where flow hydraulic diameter (dh) is of  8 9 mm or lower [2].
Those are often used in aerospace due to the small packaging size
and are typically of a platular type where the flows are separated
by the plates. Kays and London [3] pioneered the design of compact
HE, experimentally assessed a wide range of HE corrugation
designs and developed an analytical methodology (NTU  model)
enabling estimation of the HE core performance. However, suchmethodology provides only a limited understanding about the flow
and heat transfer inside the HE.
Thus, in recent years there has been increasing number of stud-
ies using CFD aiming to improve the efficiency of flow and heat
transfer inside the HE. However, because of the high surface area
density to the flow volume the numerical analysis of compact HE
is challenging and typically requires splitting the simulations into
two parts to make the computations feasible. Firstly, a small sec-
tion of HE core is analysed in detail to obtain flow and thermal per-
formance data of the HE corrugation. This data is then used in a
macro HE unit model where the flow and heat transfer inside the
HE core are simplified by employing porous media and heat trans-
fer effectiveness models to obtain pressure drop and thermal char-
acteristics. The flow in the HE headers, however, can be modelled
using conventional CFD with recent examples of similar related
studies for compact HE in [4–7]. The two step approach also high-
lights the need for accurate detailed modelling of HE corrugation in
order to predict performance of the complete unit.
Nomenclature
CFD Computational Fluid Dynamics
HE heat exchanger(s)
NTU Number of Transfer Units
 heat transfer effectiveness
dh hydraulic diameter of the corrugation
u velocity vector
q density, kg=m3
p pressure, Pa
l viscosity, Pa  s
lt turbulent viscosity, Pa  s
Recorrug Reynolds number using, Recorrug ¼ ðqUdhÞ=l
Reinlet Reynolds number at the HE inlet, Reinlet ¼ ðqUDÞ=l
S source term
T temperature, K
d Darcy factor
f Forchheimer factor
Q heat source
cp specific heat capacity, J/(kgK)
ð _m; _m2Þ heat transfer effectiveness table
_m net mass flux entering heat exchanger, kg/s
_m2 mass flow rate of the secondary stream, kg/s
T1 primary inlet temperature, K
T2 secondary inlet temperature, K
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ture is to consider only a single period of a certain HE corrugation.
It is typically modelled by employing a periodic flow and heat
transfer assumption with either a constant temperature or con-
stant heat transfer rate condition. The approach was introduced
by Patankar [8] in 1977 and is still observed in the recent studies
[9,10]. Whilst this approach is computationally inexpensive it has
two disadvantages. Firstly, it does not capture complex entry/exit
effects of the HE core shown in [11]. Secondly, estimating heat
transfer requires special treatment as described in [8] since with
the periodic flow assumption standard heat transfer conditions
would result in the perpetual addition of energy. As alternatives
to this method, researchers have developed finite length corruga-
tion models such as in [12,13] and introduced conjugate heat
transfer [14,15] aiming to improve solution accuracy.
In this paper a more recent computational approach using a
single finite length channel similar to [12,13] is compared to a
novel method utilising a conjugate heat transfer approach by
modelling a slice of the HE core. The flow is simulated at
88 6 Recorrug 6 2957 using laminar and RANS kxSST modelling
assumptions [16]. Data obtained in these detailed simulations is
applied to a HE unit model where two porous flowmodels are used
to simplify the flow. A heat transfer effectiveness () model, mea-
suring the actual heat transfer/maximum heat transfer possible
at certain conditions is used to simplify the heat transfer inside
the HE core. The HE unit data is then validated against industrial
experimental data.
2. Background & methodology
A compact plate-fin HE unit shown in Fig. 4 (assembled form)
with an asymmetric serrated corrugation (Figs. 1 and 3) was
selected and used for both numerical and experimental testing.
The corrugation has a hydraulic diameter of dh ¼ 1:134 mm with
a channel height of  2:5 mm and a mean width between theFig. 1. Cut through of the flow domain showing the asymmetric pattern of the
serrated corrugation.serrations of  0:86 mm. The HE core is composed of 10 cold (JET
A-1 fuel) and 9 hot (BP Turbo Oil 2380) flow layers with the iden-
tical corrugation in cross-flow with the solid (aluminium) separat-
ing the flows. Fig. 3c shows the schematic of the core with Table 1
providing dimensions of the HE core components.
Prior to the more computationally extensive work, the complex
asymmetric corrugation (Fig. 3a) was simplified (Fig. 3b) modelling
a single period of the geometry in order to aid the meshing process
using the fully periodic flow assumption [17]. The two CFD
domains used for modelling the HE corrugation in this study are
shown in Fig. 2. A finite length single column model is shown in
the Fig. 2a. Using a single column domain has been established
in the literature, but has significant disadvantage because of the
limitations in terms of only considering heat transfer via a constant
temperature or heat flux boundary conditions through the walls of
the domain. These boundary conditions are not directly suitable in
this case because the computations cannot account for the cross-
flow nature of the heat transfer between two fluid streams. These
effects are of particular importance in many cross-flow HE applica-
tions where one of the streams does not remain at a constant tem-
perature throughout the HE core. It should be noted that
estimation of the effectiveness inside the HE core using the single
column model data is feasible, but would rely on applying correc-
tions using the empirical/analytical data, provided by Kays and
London [3], thus, not done in this study. The predicted pressure
drop from the single column computational domain were useful
for verifying the HE section model described below.
A proposed improved numerical approach that enables the
direct capture of the cross-flow heat transfer effects occurring in
many HE is to take a section of a HE core. Such a computational
domain consists of both hot and cold fluid streams which are sep-
arated by a conducting solid. A schematic diagram of such section
is given in Fig. 2b with the output of the solid domain with a size of
the 1=16th of the layer area of the HE core in Fig. 7. The result from
this approach can then be extrapolated in both flow-wise and
cross-flow directions to obtain the overall HE core layer perfor-
mance for a particular flow condition.
The CFD predictions were completed using OpenFOAM with
both laminar and kxSST RANS modelling assumptions with
the governing equations used [18]:Table 1
HE core geometry data.
Part Dimensions, (x; y; z; mm)
Top/Bottom plates 83:82 64:77 2:5
Partition sheet 83:82 64:77 0:5
Cold flow spacer 83:82 2:5 2:5
Hot flow spacer 2:5 64:77 2:5
Fig. 2. (a) Serrated single channel corrugation of approximately 50% of the cold flow layer length model used for mesh independence. (b) 2D schematic of the conjugate heat
transfer domain.
Fig. 3. View of (a) original and (b) simplified chamfered corrugation models with
H  3:5 mm and W  2:15 mm. (c) HE core structure schematic showing alternat-
ing 9 red hot flow and 10 blue cold flow layers with grey illustrating the solid). (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
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qðu  rÞu ¼ rpþ leffr2uþ S ð2Þ
u  rT ¼ aeffr2T þ Q  ð3Þ
where u – velocity vector, p – pressure, q – density, T – tempera-
ture, S and Q  – source terms to the momentum and energy equa-
tions, leff ¼ lþ lt , where lt is the dynamic turbulent viscosity
and calculated based on the turbulence model [16] and
aeff ¼ aþ lt=ðqPrtÞ, where a ¼ k=qCp and Prt is the turbulent
Prandtl number taken to be 0.85 in RANS simulations. The flow
inside the HE core (Fig. 3c) was modelled using the two porous
media approaches for the HE core assuming each corrugation layer
is a single porous region and employing the Darcy-Forchheimer
model
S ¼ ðldþ 1
2
fqjujÞu ¼ rp ð4Þ
where d and f are the Darcy and Forchheimer constants respectfully.
The Darcy coefficient d in these simulations was left as 0 eliminat-
ing the term as the flows are of low viscosity and forced convection
dominant and allowed calculating the f coefficient for a selection of
flow rates from the detailed simulation data. An alternative power
law model was also implemented which is defined as
S ¼ qC0jujðC11Þu ¼ rp ð5Þ
where C0 and C1 are the curve fitted constants which were obtained
from the detailed simulation data. The implementation of the two
models is quite different within OpenFOAM. The Darcy-
Forschheimer model allows manually specifying constant flow
resistance values in three directions for a specific case. The power
law model, however, considers the mass flow reaching each porous
layer and then selects a uniform resistance level in all three direc-
tions, which could be beneficial in the cases of HE cores where
maldistribution is likely. The heat transfer inside the HE core was
modelled using the effectiveness model which for a single fluid is
implemented as
Q  ¼ _m1cpð _m; _m2ÞðT2  T1Þ ð6Þ
where _m1; _m2 - primary and secondary mass flows, cp - specific heat,
T1; T2 - primary and secondary fluid temperatures, ð _m; _m2Þ - effec-
tiveness lookup table. It should be noted that although the HE core
is simplified, the flow inside HE headers is resolved using fully
detailed CFD.
The HE unit flow volumes (headers and core included) together
with the solid region of the HE core that separates the two flows
are shown in Fig. 5 were extracted from the HE unit shown inthe Fig. 4a. CFD modelling of only the cold flow side of the HE unit
was undertaken (blue flow volume in Fig. 5) using the same mesh-
ing methodology with the RANS kxSST[16] model. This was
done to reduce the overall computational cost and was appropriate
as the cross-flow heat transfer effects were taken into account by
the HE section model. Constant fluid and solid properties through-
out the simulations were taken based on the inlet temperatures of
both fluids during the experiments and are given in Tables 2 and 4.
This is acceptable due to the small experimental temperature
Fig. 4. (a) Assembled experimental HE unit showing welding seams (b) Internal view of the HE core inlet corner where multiple welds meet (c) example of a large weld at the
hot flow inlet position, causing partial blockage of one of the HE core layers.
Fig. 5. Computational domains of HE unit (red for hot flow and blue for cold flow
and grey for solid). Inlets and outlets of each flow are marked with arrows. (For
interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)
Table 2
Properties of fluids used for predictions.
Cold Fluid, Hot Fluid, Cold Fluid, Units
DT test DT test DP test
q 780:94 925:72 742:5 ks=m3
l 0:0012 0:0031 6:1 104 Pa  s
Cp 2020:2 2111:1 – J/(kg K)
Pr 18:03 49:57 – –
Table 3
Summary of discretisation schemes used for simulations.
Discretisation scheme
Gradient Gauss linear
Pressure Gauss linear corrected
Momentum Gauss linearUpwind
Turbulent kinetic energy bounded Gauss upwind
Specific dissipation rate bounded Gauss upwind
Energy Gauss linearUpwind
Transient Euler
Table 4
Relevant properties of the solid material used (aluminium).
Quantity Units
q 2739 kg=m3
k 168 W/(mK)
h 910 J/(kg K)
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fluid properties. The discretisation schemes used for the final
numerical solutions are provided in Table 3. It should be noted,
that prior to using these schemes the solutions for each case were
initialised using first order accurate schemes where possible
(bounded Gauss upwind in OpenFOAM) to provide a close initial
solution (further detail is outlined in [11]).
2.1. Experimental setup
The experiments were carried out using an assembled proto-
type HE unit shown in Fig. 4 at an industrial facility and were splitinto two parts. Firstly the pressure drop was measured through the
HE cold flow side under isothermal conditions. Then the thermal
performance of the HE was established by varying the cold flow
HE stream rates whilst maintaining a constant low flow rate
through the hot side of the HE unit. A Reynolds numbers range
of 88 6 Recorrug 6 2957 (assuming uniform flow expansion in the
inlet HE header) was covered allowing for an opportunity to
observe the unsteady flow occurrence in CFD simulations previ-
ously resolved numerically by the author [11] and shown experi-
mentally by Rush et al. [19]. Repeatability of the thermal
performance experiments was ensured by running the same test
points twice and measuring the heat balance in both cases. It
was calculated using the relationship:
Qbalance ¼
Qhot
Qcold
 100 ð7Þ
The heat balance in Fig. 6 shows that the results were repeat-
able throughout the Reynolds number range tested and was also
found above 100% (on average  105%) which can be explained
by some inevitable heat loss to the environment despite insulating
the HE unit. It should be noted that the thermocouples used in the
experiments had a measurement tolerance of 0:3 K and if it was
assumed that for the both fluids the highest measurement devia-
tion occurred (DThot þ 0:6 K & DTcold  0:6 K) it could lead to an
 10% error in Qbalance. However, an error this size is unlikely as
the experiments were verified by repeating the experimental
Fig. 6. Experimental heat balance during the thermal performance testing.
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some imperfections from manufacturing processes employed such
as welding and vacuum brazing. Whilst it is difficult to quantify
their exact effect, the reduction in cross-section could be assumed
to increase the pressure drop across the unit by up to 5–10% and
would reduce heat transfer.Fig. 7. Temperature contours of (a) solid domain (b) cut-through the middle part of
the top cold flow portion outputs at Recorrug ¼ 146.
Table 6
Overall channel data for the single channel calculations. Resolution in bold was
selected.
Mesh DP; Pa=q % diff. DT; K % diff.
Coarse 0.5835 – 22.05 –
Coarse 1 0.6098 4.5 25.97 17.7
Medium 0.6423 5.3 27.04 4.11
Fine 0.6429 0.0001 28.69 6.11
Table 7
Overall data for the HE section calculations. Resolution in bold was selected.
Flow domain DP; Pa DT; K % diff. % diff.
Coarse, Cold 131.75 26.3 – –
Coarse, Hot 119.51 20.0 – –
Coarse 1, Cold 114.07 17.2 15.5% 52.9%
Coarse 1, Hot 99.03 17.2 20.7% 16.3%
Medium, Cold 113.01 17.3 0.9% 0.6%
Medium, Hot 97.8 17.2 1.3% –
Fine, Cold 113.14 18.5 0.1% 6.5%
Fine, Hot 98.39 17.9 0.6% 3.9%3. Mesh independence of the computational domains
A number of meshes were generated using inbuilt OpenFOAM
blockmesh and snappyHexMesh tools for the mesh independence
study as summarised in the Tables 5 and 8. Overall, meshing a sin-
gle channel domain was found less challenging computationally
and allowed higher resolution of the mesh boundary layer com-
pared to the HE section model due to the smaller size of the
domain. The predictions of the detailed domains were completed
at an experimental point of the thermal performance test with
the mean Recorrug ¼ 146 for the cold and Recorrug ¼ 35 for the hot
side corrugations respectively (assuming even expansion at the
HE headers). Inlet temperatures of Tincold ¼ 302 K and
Tinhot ¼ 373 K were used for the cold and hot streams respectively
for the HE section model calculations and they corresponded to the
set experimental inlet temperatures at the HE header inlets with
the example outputs of the model given in Fig. 7. As the nature
of the single channel modelling approach limits the heat transfer
methods the cold flow side with a constant temperature boundary
with a mean temperature of T ¼ 0:5ðTincold þ TinhotÞ ¼ 338 K used.
The summarised mesh independence data for both computational
domains can be found in Tables 6 and 7. Both tables compare the
overall performance obtained by taking plane averages at the inlets
and outlets of the two domains. In both cases the medium meshes
were considered sufficiently accurate. However, it should be noted
that whilst the pressure drop values in both cases stabilised, the
overall temperature data was found to change by a small extent
between the medium and fine meshes ( 6%). The medium accu-
racy in both domains was selected to balance the computationalTable 5
Resolution data of the meshes for both single column and HE section domains.
Resolution in bold was selected.
Mesh Single column HE section
No. of elements No. of elements
Coarse 1:2 106 6:5 106
Coarse 1 2:9 106 15:4 106
Medium 8:7 106 18:7 106
Fine 18 106 29:4 106resources and power requirements. The simulations for this article
were implemented at the local high performance facility using 48
cores of Intel Broadwell E5-2560 v4. Typically an individual simu-
lation of a HE section model at the medium mesh resolution (as
shown in Fig. 7)) took two days to compute under steady-state
assumption.
Transient solutions of the corrugation were run and showed the
unsteady flow behaviour for both computational domains at the
medium mesh resolution and Recorrug ¼ 1213. The steady-state
assumption was judged acceptable in this case as the transient
E. Greiciunas et al. / International Journal of Heat and Mass Transfer 139 (2019) 928–937 933fluctuations were small when compared with [11]. It should be
noted though that a previous study [11] identified that the
steady-state assumption would result in some under-prediction
of the pressure drop. For this particular application it is estimated
to be up to > 5% inside the HE core section.
The summarised mesh independence data for the cold side of
HE unit model is shown in Tables 8 and 9. Darcy-Forchheimer
and effectiveness models were used to simplify the flow and heat
transfer inside the HE core for the mesh independence calculations.
Uniform friction factor of f ¼ 714 was used which was extracted
from one of the HE section mesh independence results together
with an effectiveness  ¼ 0:61 prescribed across the cold HE core
side. Meshes were run using the thermal performance test fluid
properties at Reunit ¼ 11120 prescribed at the cold flow inlet
(Recorrug ¼ 146 at the corrugation level assuming even expansion
of the flow). The overall values between the inlet and the outlet
of the domain (Table 9) produced a similar trend to the results of
the detailed domains. It was decided to use the Fine2 resolution
mesh for the HE unit model predictions - the overall DP and DT
showed a trend towards stabilising which supported that the finest
mesh is of the sufficient accuracy.
3.1. Extending the detailed prediction domains
After the mesh independence simulations were obtained for
both single column and HE section corrugation domains, both
models were increased twice in the length in the main flow-wise
directions. The same mesh density was maintained by keeping
identical mesh refinement levels through the meshing settings inTable 8
Mesh data of the HE unit. Resolution in bold was selected.
Mesh No. of elements First layer, m
Coarse 7:19 105 5 104
Medium 2:7 106 3:92 104
Fine 4:8 106 3:18 104
Fine1 8:59 106 2:07 104
Fine2 11:5 106 1:71 104
Table 9
Averaged HE unit mesh independence data.
Mesh DP; Pa % diff DT; K % diff
Coarse 1582 – 14.31 –
Medium 1586 0.3% 19.16 33.9%
Fine 1602.7 1.1% 25.99 33.9%
Fine1 1619.8 1.1% 22.26 15.5%
Fine2 1620 0.01% 23.22 4.3%
0 0.01 0.02 0.03 0.04
Distance along 
0
500
1000
1500
2000
f f
ac
to
r
Fig. 8. Predicted friction factor f data obtained every period of the cOpenFOAM. It resulted in modelling the full cold layer length
single column domain (Fig. 2a) whilst the HE section model
(Figs. 2b, 7) was doubled in length along the cold stream direction
resulting in the 1=8th layer area model. This step was undertaken to
minimise the flow exit effects and also to obtain better quality data
across the Reynolds number range. The selective expansion of the
HE section model was completed to reduce the computational
expense as only the cold stream flow rate was varied during the
experiments whilst the hot stream was kept at a constant
Recorrug ¼ 35. To compare the different corrugation domains the
friction factor f was used derived from the Eq. (4) as
f ¼ 2rpflowwise
qu2f
ð8Þ
where uf was taken as a velocity set at the inlet. The friction factor f
data was calculated at every period of the cold side corrugation
(Fig. 8) with the extended domain simulations were run at the same
flow rate and fluid properties. Full length single column model data
was treated as a benchmark (since it is a full length model of the
cold stream layer) and showed that the difference between the
two single column domains was minimal. The plot also highlights
that the shorter of the two HE section model domains was not long
enough and was significantly influenced by the flow exit effects. The
extended HE section domain, however, agreed relatively well with
the full length channel data, although, was still influenced by the
flow exit effects (drop in flow resistance) at the last corrugation per-
iod. The slightly lower overall friction factors of the HE section
model were predicted due to an overall lower resolution of the
mesh due to a very large modelling domain. Thus, to compare the
HE corrugation predictions further, both double length simulation
domains were used to generate the flow resistance data across
the experimental Reynolds number range. Results of the last period
of the HE section model, however, are purposely omitted from the
input data to the HE unit models during validation due to the
unwanted exit effects discussed above.
4. Results
4.1. Corrugation predictions
Results from the HE corrugation domains were used to generate
the data for the pressure drop test validation, whilst the HE section
model was employed to generate the data for the thermal perfor-
mance test modelling. The overall flow resistance characteristics
between the single channel and HE section models are compared
in Fig. 9. The single column domain simulations were completed
with the laminar flow assumption, whilst the HE section model
was implemented using both flow momentum assumptions. A
change in solution residual behaviour was observed for the single0.05 0.06 0.07 0.08 0.09
the domain, m
Short HE section model
Long HE section model
Short single column model
Long single column model
orrugation to compare the different length prediction domains.
0 1000 2000 3000
Reynolds number
100
200
300
400
500
600
700
800
900
f f
ac
to
r
Single column
HE section
Fig. 9. Overall friction factor f comparison for the pressure drop experiments
between the two extended corrugation modelling domains. Error bars of the single
column results show the standard deviation of the solutions obtained.
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the Recorrug ¼ 300 the residuals converged to 1012 whilst the resid-
uals for the predictions above remained steady and at the 103
level). This is believed to coincide with the onset of the unsteady
flow which was not resolved directly here due to the computa-
tional cost as identified earlier. Instead the flow instability levels
of the steady-state single channel predictions were considered by
calculating standard deviations of overall pressure drop of itera-
tions 2000 to 8000, sampling the results every 100 iterations. They
are shown as error bars in Fig. 9, revealing the low flow unsteadi-
ness levels to Recorrug 6 2010. This onset of the transitional flow
agrees well with results from previous work [11] where for a 2D
sinusoidal geometry the onset of the transitional flow was
observed at Recorrug  200. Interestingly, the same switch in residu-
als was not observed for the conjugate heat transfer domain (HE
section model) and is thought to be associated with a coarser
boundary layer of the domain not being sufficient to capture the
phenomena. It highlights the necessity of a sufficient boundary
layer resolution in order to predict transient flow at the higher
Reynolds numbers. It may also suggest why the transitional Rey-
nolds number regime has not been studied extensively in the liter-
ature relating to the compact HE. Despite the overall lower mesh
resolution of the HE section domain the results of the two solution
domains (Fig. 9) agree well in terms of the flow resistance predic-
tions (around 5% on average). Furthermore, the lower resolution of
the HE section domain resulted in a better convergence of theFig. 10. Results of the HE section model across the Reynolds number range expressed as
momentum models. (b) Cold HE side heat transfer effectiveness data for the thermal pesimulations at the higher Reynolds numbers whereas the single
column model starts to diverge at Recorrug ¼ 2484 and onwards as
shown in Fig. 9. Mainly the differences between the two corruga-
tion domains were found around the flow instability at
Recorrug  600 800 where the HE section domain showed a mini-
mal fluctuation in terms of the flow resistance compared to the sin-
gle column domain. This common fluctuation between the
different models also suggests a potentially highly transitional flow
in this HE unit around these Reynolds numbers.
The detailed flow and heat transfer predictions for the thermal
performance test are presented in Fig. 10. Both were obtained
using the HE section model and with the two flow momentum
modelling assumptions (laminar and kxSST) and presented for
the f factor and the overall effectiveness data of the cold side of
the HE section model which is calculated as [3]:
cold ¼ CcoldðToutlet cold  T inlet coldÞCminðT inlet hot  T inlet coldÞ ð9Þ
where the Ccold ¼ _mcoldCp;cold;Cmin ¼ MINðCcold;ChotÞ and Chot ¼
_mhotCp;hot. Interestingly, both flow momentum assumptions pre-
dicted nearly identical results across the Reynolds number range
which is contrary to the previous result by the authors [11] for sinu-
soidal corrugation where the pressure drop was found to be over-
predicted by up to 30% (increasing with the Reynolds number) by
the laminar momentummodel. There are a number of potential rea-
sons for this: firstly, the serrated corrugation is much less disruptive
and leads to less mixing compared to the sinusoidal geometry in
[11] which enables validity of the laminar flow assumption at the
higher Reynolds numbers. Another reason again is the coarser mesh
resolution in 3D (compared to [11] where a 2D geometry was used)
which could have caused both the suppression of flow instability
and the lack of contrast between the laminar and kxSST models.
In addition, the start of the difference between the two models in
[11] was also observed at the onset of the flow transition which
in this study was not resolved due to the excessive computational
cost.
The lowest effectiveness values presented in Fig. 10b were also
produced around the Recorrug  300 as suggesting the suspected
onset of the flow instability and increasing the role of flow mixing
in vicinity of this point. It also shows that with the increasing flow
rate the effectiveness of the HE unit increases which supports the
importance of mixing in HE. The thermal HE section data was
extrapolated for the complete layer prior to being used as the input
for the HE unit modelling. This was completed in two directions:
parallel and normal to the cold side flow direction. Firstly, it was
found that the vast majority of heat transfer in this application
was predicted to occur during the flow development phase: (a) Friction factor f data for the thermal performance experiments using two flow
rformance experiments using two flow momentum models. (Fig. 7 for reference).
Fig. 12. Experimental HE unit pressure drop DP results with comparison to the HE
unit model outputs. Experimental error is shown as error bars.
Fig. 13. Experimental HE unit and CFD modelling results comparison in terms of (a)
temperature change DT and (b) effectiveness. Experimental error is shown as error
bars.
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data results also indicates that the flow does not undertake a sig-
nificant temperature change further down the layer. This is
thought to have been due to the highest temperature gradient
occurring between the HE streams, which then reduces signifi-
cantly further downstream. The absence of transient flow mixing
in this application, which in [11] was shown to enhance the heat
transfer down the channel is identified as another potential reason
for the relatively constant downstream temperature. In contrast,
the thermally negative cross-flow effects on the cold side HE per-
formance were found to be much more significant. They were mea-
sured by sampling the multiple lines across the cold flow HE
section model domain, normal to the main flow-wise direction at
the end of the first corrugation period (after the highest heat trans-
fer section). The sampled data was then curve fitted across the HE
core layer width to produce an estimate for a decrease in DT . The
cross-flow heat transfer effects measured were proved significant
and increasingly dominant with Reynolds number ( 18 30%
in terms of DT) and required adjusting the effectiveness values
for the HE unit model input.
4.2. Comparing HE unit predictions to the experimental data
The two flow resistance models were implemented together
with the effectiveness model using the detailed CFD data into the
HE unit model (Fig. 5). Outputs of both porous media models were
very similar in terms of the overall results despite the different
implementation of them (Figs. 12 and 13). Only small visual differ-
ences can be observed between the two models as shown in the
Fig. 11 where the temperature contours through the cold flow of
the HE unit are given. The pressure drop test results in Fig. 12 gen-
erally agree well, but with increasing under prediction at the
higher Reynolds numbers reaching an  10% difference at the
highest of the Reynolds numbers tested. Some of the discrepancy
could be explained by the experimental error which can be
assumed to be up to at least 5% (increasing with the flow rate, as
estimated by the error bars in Fig. 12) which arises both from
experimental equipment and the afore mentioned manufacturing
defects. Additionally, the diverging agreement between the
numerical predictions and the pressure drop experiments could
also be partly contributed to steady-state assumption used
throughout the detailed corrugation simulations. A previous study
by the authors [11] identified that the pressure drop can be under-
predicted in the transitional Reynolds number regime if the steady
state solution is maintained. In this case, the effect of a steady state
assumption was lower as a less disruptive corrugation was used
(sinusoidal versus serrated) and the underprediction could be esti-
mated to be  5 10%.
Overall, a good agreement was found in terms of the thermal
quantities presented in Fig. 13. On average, the difference between
the DT measured was 0:94 K whilst the average mismatch in termsFig. 11. Temperature (K) contours with 302–308 K temperature range through the cold HE side inlet/outlet ports at Re = 66680 (HE inlet level) Re = 880 (corrugation level) of
(a) Darcy-Forschheimer and (b) Power law models.
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can be partially explained by the two experimental factors. Firstly,
the thermocouples used in experiments had a tolerance of 0:3 K.
Fig. 13b shows the error bars of the experimentally measured
effectiveness which increase with the Reynolds number, arising
from the smaller DTcold measured, stressing the necessity of both
accurate thermocouples and numerics in order to calculate the
derived heat transfer quantities accurately. Secondly, during the
thermal performance experiments the heat balance measured
throughout ( _Qhot= _Qcold) was at  105% explaining the overpredic-
tion of heat transfer at the higher end of the Reynolds range. In
terms of the numerical results, in the first third of the Reynolds
number range tested the underprediction of heat transfer in terms
of both DT and  is observed after the first two analysis points and
is thought to be associated with the onset of the transitional flow.
However, from the Reinlet  40000 onwards the numerics agree
very well in both quantities (especially when the error bars of
the experiments are considered). Furthermore, it is interesting that
a very similar initial drop in the heat transfer effectiveness was
observed experimentally as well as numerically (although slightly
delayed in terms of Re), suggesting the onset of significant mixing
onwards from low Reynolds numbers.4.3. Maldistribution within the HE core
Fig. 11 indicates levels of maldistribution occurring within the
HE core. This was further analysed by taking plane averages of flow
and heat transfer quantities entering and exiting each layer of the
HE core. This output is provided in Fig. 14 where the HE core layers
were numbered from 1 to 10 (bottom to the top). A clear prefer-
ence for the flow entering the channels 2 and 3 is seen (15% and
12% of all the mass flow is entering the layers respectively) as could
have been expected due to the shape of the HE headers. It should
be noted that the layer 1 was half blocked due to the welding of
the headers to the core limiting the mass flow through it as shown
in Figs. 4 and 11. A similar behaviour was also observed through-
out the simulations for the Reynolds number range tested. Both
core flow simplifications (Power law - blue and Forschheimer -
red lines) also produced a close agreement in terms of the maldis-
tribution of the flow between the HE layers. However, the slightly
reduced maldistributed prediction of the Forschheimer model led
to higher temperature change prediction across the individual HE
core layers. In this case it did not make a significant effect for theFig. 14. Mass flow distribution (left) and temperature change (right) across the HE
core at Recorrug ¼ 880. Blue line shows the power-law, red line Forschheimer model
results. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)overall HE performance, but it could become more important in
other applications or designs.5. Conclusions
A novel HE corrugation modelling approach has been proposed
and evaluated at the Reynolds number range of 25 6 Recorrug 6
2957. It takes a section of an HE core and models both cold and
hot HE streams separated by a conducting solid, implemented
using a conjugate heat transfer methodology. The method elimi-
nates the need for analytical/empirical relations such as in [3]
and provides with potential for a more efficient HE design. The
novel HE section domain data was implemented in the macro HE
unit models where the HE core was simplified using porous media
and effectiveness models for the flow and heat transfer. Main find-
ings of the study are:
 HE section domain was verified using the flow resistance data of
a single channel corrugation model. Strong agreement was
observed across a wide Reynolds number range between the
predictions with the HE section domain producing marginally
lower flow resistance. The single channel domain also detected
a suspected onset of transitional flow at Recorrug  300, levels of
which were found significantly smaller than in [11,19].
 The two HE unit models with Darcy-Forschheimer and the
powerLaw porous media HE core flow simplifications predicted
only a marginally different maldistribution level inside the HE
core. This leads to only small overall differences being observed,
despite the different implementation of them in OpenFOAM for
both heat transfer and pressure drop.
 The HE unit model was compared to the experiments. Overall, a
strong agreement was found between the experimental and
numerical HE unit results when comparing the overall pressure
drop (maximum  10% disagreement at the highest flow rate)
and the temperature change (on average DT  0:94 K and
  4:8% disagreement) of the HE unit. This agreement vali-
dates the novel HE corrugation evaluation methodology and
makes this approach an important achievement for the design
of such HE. It potentially enables the design of an improved per-
formance HE compared to the existing approaches, being
achieved through obtaining detailed information on the cross-
flow heat transfer effects.
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