Intrusive Uncertainty Quantification methods such as stochastic Galerkin are gaining popularity, whereas the classical stochastic Galerkin approach is not ensured to preserve hyperbolicity of the underlying hyperbolic system. We present a modification of this method that uses a slope limiter to retain admissible solutions of the system, while providing high-order approximations in the physical and stochastic space. This is done using spatial discontinuous Galerkin and a Multi-Element stochastic Galerkin ansatz in the random space. We analyze the convergence of the resulting scheme and apply it to the compressible Euler equations with different uncertain initial states. The numerical results underline the strength of our method if discontinuities are present in the uncertainty of the solution.
Introduction
In the context of hyperbolic systems of conservation laws, Uncertainty Quantification (UQ) has evolved in recent years, for an overview see for example [1, 14, 16, 21, 28] . Non-deterministic effects influence the validity of accurate approximations of deterministic systems [15, 23] whereas uncertain inputs in the parameters, initial or boundary conditions yield a propagation of the uncertainty into the solution. The two main sources for these non-deterministic effects (or uncertainties) are the limitations in measuring physical parameters exactly and the absence of knowledge of the underlying physical processes. Moreover, the solutions of hyperbolic systems are likely to develop discontinuities which carry on to the stochastic space cf. [1, 23, 29] . This imposes an additional challenge to high-order schemes in space, time and stochasticity to ensure that especially waves in the spatial far field are well captured.
In general there exist two major approaches to quantify the influence of uncertain parameters. Statistical approaches such as (multilevel) Monte Carlo (MC) type methods [17] [18] [19] [20] sample the random space to obtain statistical information, like mean, variance or higher-order moments of the corresponding random field. While they are very robust even for non-smooth problems like solutions of hyperbolic systems, they suffer from a slow rate of convergence dictated by the law of large numbers. In contrast, non-statistical approaches, like the intrusive and non-intrusive Polynomial Chaos (PC) expansion, approximate the random field by a series of polynomials and derive deterministic models for the stochastic modes. The theoretical foundation for the PC expansion has been laid in [34] and can be described as a polynomial approximation of Gaussian random variables to represent random processes. Later, the approach has been generalized to a broader class of distributions [36] , which is now known as generalized Polynomial Chaos (gPC). The intrusive PC expansion, also known as stochastic Galerkin (SG) approach, considers a weak formulation of the partial differential equation with respect to the stochastic variable and uses corresponding orthonormal polynomials as ansatz and test functions.
For many random elliptic and parabolic equations, the underlying random field is sufficiently smooth with respect to the stochastic variable and hence the use of the SG method is superior compared to MC methods. This is mainly due to the fact that the gPC approximation exhibits spectral convergence [3, 10, 37] . However, the naive usage of the stochastic Galerkin (SG) approach for nonlinear hyperbolic problems typically fails [1, 23] since the polynomial expansion of discontinuous data leads to huge oscillations (also known as Gibbs phenomenon). In the case of nonlinear systems of conservation laws, the resulting SG system might even loose its hyperbolicity.
A huge amount of work has been spent to remove these disadvantages. To reduce the Gibbs oscillations, the authors of [31] developed the so-called Multi-Element method which subdivides the random space into smaller, disjoint elements. This corresponds to an h-refinement in the random space. Further developments of the Multi-Element approach encompass h-and hp-adaptive refinements in the stochastic space ( [30, 31, 33] ) or a multi-resolution discretization using wavelets instead of gPC, cf. [5, 22] . Another approach which ensures hyperbolicity of the resulting nonlinear SG system is the intrusive polynomial moment method. It bounds the oscillations of the Gibbs phenomenon by expanding the stochastic solution not in the conserved variables but in so-called entropic variables [23] , which is well known in the radiative transfer community as minimum entropy models. The resulting SG system is hyperbolic and has good approximation properties but requires to solve (typically) expensive nonlinear systems in every space-time cell. Furthermore, it is necessary that the system possesses a strictly convex entropy function, which has to be known beforehand to define the entropic variables.
In this article, we extend the hyperbolicity-preserving limiter developed in [25] to (spatial) discontinuous Galerkin (DG) schemes ensuring the hyperbolicity of the resulting DG-SG system. Moreover, we combine this limiter with the Multi-Element approach to further decrease the Gibbs oscillations and ensure a highorder approximation in both physical and stochastic space.
The rest of the paper is organized as follows. In Section 2 we describe our hyperbolic model problem and the classical stochastic Galerkin approach. Moreover, we explain the Multi-Element approach and define the domain of hyperbolicity. Our modification of SG combined with DG and the hyperbolicity-preserving limiter is stated in Section 3, where we also prove its hyperbolicity-preservation and embed the compressible Euler equations into our framework. Section 4 is devoted to a convergence analysis and applications to the compressible Euler equations with two uncertain initial states, which we extensively investigate numerically.
Uncertainty Quantification
Throughout this paper, we restrict ourselves to the study of random systems of hyperbolic conservation laws of the form
with a flux function f (u) : R d → R d in one spatial dimension x ∈ X ⊂ R, and where the solution
is depending on a one-dimensional random variable ξ with probability space (Ω, F, P). We denote the random space of this uncertainty by Γ := ξ(Ω) and its probability density function by f Ξ (ξ) : Γ → R + . We further assume that the uncertainty is introduced via the initial conditions, namely
The system (2.1) is solved using a Runge-Kutta time-stepping method combined with a discontinuous Galerkin method in space. The random space is discretized by the generalized Polynomial Chaos (gPC) theory [34, 36] which will be explained by the following stochastic Galerkin approach.
Stochastic Galerkin
The idea of the stochastic Galerkin (SG) method is to discretize the probability space Ω by a suitable orthonormal basis. According to [36] , we can write u as the Fourier series
2) with deterministic coefficients u κ and where φ κ (ξ(·)) : Ω → R describe orthonormal polynomials with respect to the inner product induced by the probability density function f Ξ ,
Example 2.1. For a uniformly distributed random variable ξ ∼ U(−1, 1) we have f Ξ = 1 2 and φ κ is given by the κ-th normalized Legendre polynomial. If the distribution is Gaussian, we instead use normalized Hermite polynomials and adapt f Ξ to the corresponding probability density.
The stochastic Galerkin approach now approximates the solution u of (2.1) by truncating the infinite sum (2.2) at finite order K Γ , i.e., 4) which, by the Cameron-Martin theorem [6] , is converging to (2.2) in L 2 (Ω), as K Γ → ∞. The polynomial moments u κ of u are determined by the Galerkin projection onto the random space, given by
We plug the ansatz (2.4) into the system of conservation laws (2.1) and project the result onto the space spanned by the basis polynomials up to order K Γ . Then we obtain
Using the orthonormality of the basis functions yields the following stochastic Galerkin system
. The Jacobian matrix of this model reads
The stochastic Galerkin system (2.6) can then be solved by the DG method, which we will describe in Section 3.
Multi-Element Stochastic Galerkin
A major drawback of the plain SG approach for hyperbolic conservation laws is that for a discontinuous solution, the gPC approach may converge slowly or even fail to converge, cf. [23, 31] . To overcome this issue we employ the Multi-Element approach as presented in [32] , where we subdivide Γ into disjoint elements and consider a local gPC approximation of (2.1) on every random element.
For ease of presentation we assume that
Moreover, we introduce an indicator variable χ j : Ω → {0, 1} on every random element Hence, we can define a new local random variable ξ j : χ
. Using Bayes' rule we compute the following local probability density functions
Remark 2.2. For a uniform distribution of the uncertainty, we have
If we let {φ κ,j (ξ j )} ∞ κ=0 be the orthonormal polynomials with respect to the conditional probability density function (2.9), we may consider the local gPC approximation in an element D j , 10) for all j = 1, . . . , N Γ . The global approximation 2.4 can then be written as 11) where the local approximation converges to the global solution in
Remark 2.3. Due to the disjoint decomposition of the random space, we may now apply the SG method from Section 2.1 on every random element D j , j = 1, . . . , N Γ .
The expected value of u is given by its moment of zeroth order. We assume φ 0,j (ξ j ) = 1 in D j and obtain the expected value and variance using the orthonormality of the basis polynomials 13) where the local variance Var(u j ) is given by
Hyperbolicity
Usually, the solution of the system of equations (2.1) has to fulfill certain physical properties. For example, a density should always be nonnegative. This property translates into the following definition of hyperbolicity.
Definition 2.4. Let λ i be the i-th eigenvalue of
∂u . We call the set
the hyperbolicity set and every solution vector u ∈ R admissible. Assumption 2.5. In the following we always assume that the hyperbolicity set R is open and convex.
Theorem 2.6. If the stochastic Galerkin polynomial (2.11) is admissible, then the SG system is hyperbolic.
Proof. The proof can be found in [35] .
It has been shown in [9] that for non-scalar and non-symmetric models like the Euler equations, the SG system may loose its hyperbolicity and thus produce non-physical states. In the following section we want to generalize the hyperbolic slope-limiter from [25] , which ensures hyperbolicity of the SG system, to high-order Runge-Kutta discontinuous Galerkin schemes.
Hyperbolicity-preserving discontinuous stochastic Galerkin scheme (hDSG)
Our aim is now to construct a numerical scheme that is high order in space, time and the uncertainty. Additionally, we want to ensure that the numerical scheme preserves hyperbolicity of the resulting SG system. We therefore first start with the description of the DG spatial discretization. Similar to Section 2.2, where we subdivided the random space Γ into
For the proof of hyperbolicity-preservation in Theorem 3.6 we do not write down the DG spatial discretization of the moment-system (2.6) but rather consider the weak formulation of (2.1) with respect to x and also ξ. For this sake, we test (2.1) for each i = 1, . . . , N x and j = 1, . . . , N Γ with test functions v(x, ξ) where supp (v) ⊆ C i × D j and obtain, after one formal integration by parts in x, the weak formulation
We replace each component of the solution u by a piecewise-polynomial approximation, i.e., u h Ci×Dj ∈
are the local polynomial degrees in x and ξ. For ease of notation, we will drop the index h in the following and write u instead of u h . The local approximation in the bases of the spaces of piecewise polynomials then reads as follows
Here, {φ κ,j } KΓ κ=0 are the local basis polynomials on the random element D j and {ϕ k,i } K X k=0 are the basis polynomials on the physical cell C i of the spatial domain X . For a simpler notation we now also drop the additional indices i and j in (3.2).
Plugging the ansatz into the weak formulation (3.1) with test functions v = φκϕk yields
Remark 3.1. Using the orthogonality of the local basis polynomials in the random element D j , we would come up with the DG spatial discretization of (2.6).
For the numerical approximation of the integrals in (3.3) we use a Gauß-Lobatto rule on C i with Q X + 1 = K X +1 2 + 1 points and weights (x q ,ŵ q ), for q = 0, . . . , Q X . For an uniformly distributed uncertainty and Legendre basis functions, we apply a Gauß-Lobatto quadrature rule on D j with order K Γ , i.e., Q Γ + 1 points and weights (ξ ρ ,ω ρ ), ρ = 0, . . . , Q Γ , where
. For other distributions we use the corresponding Gauß quadrature based on the orthogonal basis polynomials and weighted by the probability density function f Ξj . We scale the quadrature weights such that
Remark 3.2. The Gauß-Lobatto quadrature rule includes the endpoints, i.e. cell interfaces. This property will be used in the proof of Theorem 3.6.
Since u| Ci×Dj is discontinuous across the physical cell interfaces x i± 1 2 , we replace the evaluation of f at these points with a numerical flux function f , (approximately) solving the corresponding Riemann problem at the interface. In our case, we use the global Lax-Friedrichs flux 5) where the values
denote the left and right spatial traces. The numerical viscosity constant c is taken as the global estimate of the absolute value of the largest eigenvalue of the local Jacobian ∂F ∂U given by (2.7). The semi-discrete system (3.3) can now be solved numerically by a K X -th order SSP Runge-Kutta method, see [11, 12, 26, 27] . In writing down the method we denote by
⊗d the right-hand side of (3.3). Furthermore,
is the TVBM minmod slope limiter from [7] . Then, the complete time-marching algorithm for the S-stage RKDG scheme for a given n-th time-iterate u (n) reads as follows
Remark 3.3. The initial condition v (0) also has to be limited by the TVBM minmod slope limiter ΛΠ h .
The parameters α sl , β sl satisfy the conditions α sl ≥ 0,
α sl = 1 , and if β sl = 0, then α sl = 0 for all s = 1, . . . , S, l = 0, . . . , s.
Hyperbolicity-preservation
In order to formulate the desired theorem, we need the following assumption.
Remark 3.5. In practice, we can calculate the value b for every time step t n and each cell
and define
Theorem 3.6. Assume that at time t n all point values satisfy u t n ,x q ,ξ ρ ∈ R for all cells
after one forward-Euler discretization of (3.3) is admissible under the CFL-type condition
The definition of the cell mean, the property ∂ x 1 ∆x = 0 and quadrature yield
In order to solve the Riemann problem at the cell interfaces x i+ , we replace the flux f (u) by the corresponding numerical flux (3.5)
Through the definition of the quadrature in X we have x
=x 0 Ci+1 as the first quadrature point in cell
=x Q X Ci as the last node in C i . In this way we denote
Moreover, we write the cell mean evaluated at time step t n as
One time step of forward Euler then reads
(3.12) 
Hyperbolicity limiter
To ensure that at time t n all point values satisfy u t n ,x q ,ξ ρ ∈ R for all cells C i × D j we define the slope-limited polynomial in each cell
The variable θ limits the polynomial towards the (assumed to be) admissible cell mean.
The case θ = 0 coincides with the unlimited solution and for θ = 1 we have
which is supposed to be admissible. Because of this property and since R is convex, we can choosê
Again, due to the openness of R, we need to modify θ slightly in order to avoid placing the solution onto the boundary (if the limiter was active). Therefore we use
where 0 < ε = 10 −10 should be chosen small enough to ensure that the approximation quality is not influenced significantly.
Using the limited point values, we derive the updated coefficients via
Note that the cell mean is preserved since
Remark 3.1. In the following we will again abuse notation and write ΛΠ θ (u) for the piecewise polynomial u instead of the local polynomials u i,j . By this we mean the application of the hyperbolicity limiter on each cell C i × D j separately. We thus obtain one value of the limiter variable θ in each cell.
A complete Runge-Kutta time-step using the hyperbolicity-preserving limiter is shown in Algorithm 2.
Algorithm 2 TVBM Runge-Kutta time-step with hyperbolic limiter 1: Compute b from (3.7) and then compute ∆t n from (3.9).
Computeb from (3.7) using v (s) .
7:
ifb < b and
Set b =b and go to 2.
9:
end if 10: end for
Remark 3.7. The initial condition u 0 also has to be limited by both limiters ΛΠ h and ΛΠ θ .
Calculations for the Euler equation
The one-dimensional compressible Euler equations for the flow of an ideal gas are given by
where ρ describes the density, m the momentum and E the energy of the gas. The three equations model the conservation of mass, momentum and energy. The pressure p reads
with the adiabatic constant γ > 1. The three eigenvalues of the Euler equations (3.14) are given by
The eigenvalues are real-valued and distinct (i.e., the system (3.14) is strictly hyperbolic) for positive densities and pressures. Thus we obtain the following hyperbolicity set
Lemma 3.8. Given a vector u and the flux function f (u) for the Euler equations, i.e., 16) it holds that u ± bf (u) ∈ R if and only if
Proof. The proof can be found in [25] .
T ∈ R and u 2 = (ρ 2 , m 2 , E 2 ) T ∈ R 3 be arbitrary. Then the solution of the hyperbolicity limiter problem
for the Euler equations has the solution
18)
Proof. We derive the values of the limiter variable θ, for which the expression θu 1 + (1 − θ)u 2 is in the hyperbolicity set R. In order to have a positive density we require
Otherwise, we have ρ 2 = ρ 1 > 0 and set θ 1 = 0. Analogously, we calculate the pressure term and check it for positivity
Since the density is supposed to be positive we can multiply it to the above equation
Writing this inequality as a polynomial in θ we obtain
The corresponding equality has the roots θ 2+ and θ 2− . Combining these results with θ ∈ [0, 1], we end up with (3.18).
Remark 3.10. In the previous lemma, the quantity u 1 plays the role of the cell mean u i,j in Theorem 3.6, whereas u 2 is given by the point values u(t,x q ,ξ ρ ).
Numerical Results

Convergence tests
This section is devoted to numerical experiments concerning the convergence of the hDSG and ME-hDSG method for smooth solutions of the Burgers' and Euler equations. As a numerical solver for the SG system we use the Runge-Kutta discontinuous Galerkin solver Flexi [13] .
Burgers' Equation
In this numerical example we consider the Burgers' equation
for a SG truncation order of K Γ = 1 and one random element, N Γ = 1. We let ξ ∼ U(−1, 1) and define the following modes
where C ∈ R \ {0} and t < 2. For the initial condition u 0 (x, ξ) := 1 2 u 0 (0, x) + 3 2 ξu 1 (0, x), the exact solution of the SG system is given by the modes u 0 (t, x) and u 1 (t, x).
Remark 4.1. For scalar equations the resulting SG systems stays hyperbolic [29] and thus we don't need to apply the hyperbolic limiter in this example.
For the following numerical test we let X = [0, 1], K X = 1 and T = 0.2. We compute the error in mean (resp. the space-approximation error in u 0 (t, x)) and variance in the L 1 -norm of the spatial domain, evaluated at t = T , by a 15-point Gauß quadrature rule in every physical cell. Moreover, we compute the L 2 (Γ × X ) error between the exact solution u(t, x, ξ) = For a h x -refinement of the physical space we can see in Figure 1 and Table 1 how all three errors converge with the rate of the DG method, which is two.
Euler Equations: smooth solution, spatial refinement
In this section, we apply the hDSG and ME-hDSG method to the compressible Euler equations (3.14) from Section 3.2.1. We let the spatial domain X = [0, 2], where we use periodic boundary conditions and set the adiabatic constant to γ = 1.4. To obtain an analytical solution of the Euler equations, we consider the method of manufactured solutions. To this end we introduce an additional source term S into the Euler equations (3.14), where
This additional source term then allows us to consider the following analytical solution of the Euler equations
As first benchmark example we consider a refinement of the spatial domain for a SG polynomial degree of K Γ = 10, Q Γ = 60, N Γ = 1 and DG polynomial degrees of one, two and three. For this example we use ξ ∼ U(0, 4) and compute the solution up to T = 0.2. In Figure 2 and Table 2 we display the error in mean and variance of the density in the L 1 -norm of the spatial domain evaluated at t = T . The error is clearly dominated by the spatial error as the resolution in the stochastic space is sufficiently high. Thus, the error converges with the rate of the DG method, which is K X + 1. Table 2 : L 1 -errors and experimental order of convergence (eoc) for the Euler equations (density) with K Γ = 10, N Γ = 1 and Q Γ = 60 for DG polynomial degrees K X = 1, 2 and 3. Example 4.1.2.
Euler Equations: smooth solution, stochastic refinement
We consider again the analytical solution from (4.3) but now let ξ ∼ U(0, 6) and compute the solution up to T = 0.5. In Figure 3 we consider one random element, i.e. N Γ = 1, and increase the polynomial degree K Γ of the SG approximation. For this example the physical mesh consists of N x = 512 cells and a DG polynomial degree of two. As expected, we can now see that the error exhibits spectral convergence when we increase the SG polynomial degree.
As last benchmark example we want to consider the Multi-Element approach from Section 2.2. We set N x = 512, K X = 2, Q Γ = 60 and K Γ = 0, 1, 2. In Figure 4 we show the L 1 -error in the mean of the density and in Table 3 we also present the L 1 -error in the variance of the density. As mentioned in [8, 32] the rate of convergence in mean and variance for smooth solutions corresponds to O(N −2(KΓ+1) Γ
) and hence the experimental order of convergence is in accordance with the theoretical rate of convergence. 
Euler Equations: Uncertain Sod Shock Test
In this numerical test we study the uncertain Sod shock problem as for example in [23, 25] , where the position of the discontinuity is depending on ξ. We let ξ ∼ U(−1, 1), T = 0.2, set the spatial domain to X = [0, 1] and the adiabatic constant to γ = 1.4. Moreover, we consider the following set of initial conditions given by ρ(t = 0, x, ξ) = 1, x < 0.5 + 0.05ξ, 0.125, x ≥ 0.5 + 0.05ξ, m(t = 0, x, ξ) = 0, E(t = 0, x, ξ) = 2.5, x < 0.5 + 0.05ξ, 0.25, x ≥ 0.5 + 0.05ξ.
We divide X into 500 cells, set the DG polynomial degree to three and consider the hDSG and ME-hDSG approach. For the hDSG method we use a truncation order of K Γ = 10 and for the ME-hDSG method we consider N Γ = 10 random elements and a linear approximation, i.e. K Γ = 1. The number of quadrature nodes is set to Q Γ = 60 and both methods are compared to a Monte Carlo simulation using an exact Riemann solver [4] with 200 000 samples.
In Figure 5 we compare mean and variance obtained with the hDSG and ME-hDSG method against the "exact" solution obtained by Monte Carlo sampling. The expected value in Figure 5a and Figure 5b indicate a good agreement between Monte Carlo, hDSG and ME-hDSG. However, for the hDSG method we can see in Figure 5b and Figure 5d , especially around the shock at x ≈ 0.8 that the hDSG solution exhibits (K Γ + 1 = 11) smaller shocks, which has also been observed for example in [9] . Because of the discontinuities in ξ, the plain hDSG approach suffers from Gibbs' oscillations and hence using a piecewise linear interpolation, as in the Multi-Element approach, yields a far better resolution of the mean and variance compared to the plain hDSG approach.
Spurious oscillations for the hDSG method can also be observed in the x − ξ-diagram in Figure 6 , especially in the vicinity of the shock-curve around x ≈ 0.8. Furthermore, the influence of the x − ξ discontinuities can also be seen in Table 4 , where we show the error in mean and variance between the hDSG-, ME-hDSGapproximation and the Monte Carlo solution with 200 000 samples. We see that the error for the hDSGapproach quickly starts to stagnate, whereas the error for the Multi-Element approach is still decreasing. However, for all three methods the computed order of convergence in this example is smaller than one which is due to the discontinuities in ξ. To further increase the rate of convergence, space-stochastic adaptive methods have to be considered which is beyond the scope of this work.
In Figure 7 we plot the values of the limiter variable θ for the hDSG and the ME-hDSG method. In Figure 7a we can see that the limiter clearly follows the discontinuity in x. For the ME-hDSG scheme we plot the maximum value of θ over all time-steps, random and physical cells. We can see in Figure 7b is only active for the initial condition. After that the SG solution doesn't leave the hyperbolicity set which also illustrates the strength of the Multi-Element approach. The superiority of the ME-hDSG is finally demonstrated in Table 5 . Here, we display the percentage of limited cells for both methods compared to all space-time-stochastic cells. It can be seen that the percentage of limited cells for the ME-hDSG is one order of magnitude lower than for the hDSG method. 
Euler Equations: Uncertain Riemann Problem with Shock
Next, we consider the second set of initial conditions for the Euler equations
As already mentioned in [25] , this initial state is inducing a numerically more complex situation where we found the solutions to be more likely to leave the hyperbolicity set. For this specific example we observed that the plain SG approach fails to converge and the computed mean and variance did not coincide with the Monte Carlo solution. We therefore only show the ME-hDSG results with N Γ = 10, 20 random cells Table 5 : Percentage of limited cells over all time-steps for the Euler equations with Nx = 500, Q Γ = 60 and DG polynomial degree K X = 3. For ME-hDSG we use K Γ = 1. Example 4.2 and N x = 500 physical cells, Q Γ = 60 and a DG polynomial degree of three. The mean and variance of ME-hDSG and MC are shown in Figure 8 . The Monte Carlo solution is computed with 200 000 samples. We can see in the mean and in the variance that the solution exhibits small discontinuities which become smaller when we increase the number of random cells.
Conclusions and Outlook
We have derived a modification of the stochastic Galerkin scheme that maintains the hyperbolicity of the original deterministic system under the assumption of admissible initial conditions. We have shown that it provides high-order approximations in time, the physical and stochastic space (cf. [24] ). The MultiElement ansatz yields consistent results compared to the Monte Carlo reference solution, especially when discontinuities are present in the uncertainty. The method preserves hyperbolicity and is therefore dedicated to nonlinear systems of hyperbolic equations where the classical SG is in general not applicable, in particular for low SG polynomial degrees. In contrast to other hyperbolicity-preserving UQ methods, such as the intrusive polynomial moment method [23] , our modification does not need to know the entropy of the system and is notably simple to derive.
So far, we only applied the ME-hDSG scheme to one-dimensional uncertainties. Future work should incorporate multi-dimensional random spaces, however, the cost of the SG system will increase significantly, such that other hyperbolicity-preserving methods on the stochastic level (like stochastic collocation) are more efficient. In this context, one has to find the range of dimensions in which the ME-hDSG scheme outperforms non-intrusive methods. Therefore, adaptive refinements should be applied in space and stochasticity to fur- ther improve the efficiency of the ME-hDSG method. In particular, additional modifications are necessary to use the hyperbolicity limiter and our main theorem in this specific situation.
Finally, we want to adopt our methodology to the intrusive polynomial moment method, which promises to require less hyperbolicity limiting.
