The stability of a system of neural networks connected to a ring has been studied extensively throughout recent years. Our main contribution within this work states that the stability region in the parameter space of a discrete-time model can be extended by breaking such a ring provided that there is a sufficiently large number of networks. Also, it has been shown that for a small ring, paradoxical values may appear within its parameter space for which such a ring is stable; meanwhile, corresponding linear configuration is unstable. MSC: 37B25
Introduction
Many neural networks of artificial or natural origin, including the brain net, have a ring structure [] . The stability of a ring neural network with delayed interactions has been studied in recent works such as [-] . In particular, [] examined the breaking of a ring neural network into a linear neural network which gives an extended stability region in the parameter space provided that there is a sufficiently large number of neurons at the ring neural network. In this paper, we take such an approach to address the related question dealing with a discrete-model of ring consisting of identical (maybe complicated) networks. We characterize closely what happens with the stability of such rings after they are broken.
This paper is structured as follows. In Section , formal definitions of the Cartesian product of neural networks, ring and linear configuration of a network are stated. In Section , it is proven that by breaking a sufficiently large ring of neural networks, it does not lose its stability. Also an example of a small torus neural network, i.e. a ring consisting of small neural rings, is given. Hence, after two consecutive cut transformations, it yields a grid configuration. We show that there is a small region within the parameter space resulting in loss of stability in the breaking of the ring neural network. Such parameter values will be called paradoxical. 
The Cartesian product of neural networks
where n is the number of neurons in the network, γ ∈ R is a damping factor of neuron selfoscillations, m ∈ Z + is a delay in the damping process of neuron self-oscillations, k ∈ Z + is a delay in the neuron interactions (k ≥ m). Entries of the matrix A ∈ R n×n represent interaction forces among n different neurons, thus that every entry at the principal diagonal of A will be zero. For every j ( ≤ j ≤ n), the jth component of x s is the state of the jth neuron at the moment s. The entry a jv of the matrix A is the force of action from the vth neuron to the jth neuron. We proceed to give formal definitions to neural networks and the Cartesian product of networks as follows. These definitions do not contradict those given in [, ]. We also notice that the square block matrix A  ⊕ A  of order rn has the form
Definition  A neural network is an ordered -tuple
It is not hard to see that for any given neural network A = (γ , k, m, n, A), its matrix A can be seen as a weighted directed graph (V ; E) with a set of vertices V = {, , . . . , n} and a set of directed edges E defined as follows: if an entry a jv of A is nonzero, then (j, v) ∈ E and weighted by a jv . Such a graph does not depend on γ , k, m. Example  Let C n (a, b) be an n × n circulant matrix for n > , and let L n (a, b) be a tridiagonal matrix for n > :
as the ring and linear neural networks, respectively, where b is the strength of the connection between a neuron to its counterclockwise neighbor neuron, a is the strength of their opposite direction connection ( Figure ) . We point out that C n (a, b) has a connection between its first and last neuron, meanwhile L n (a, b) has no connection between them.
It follows that
We state the following key property of the Kronecker sum.
is a full list of eigenvalues of an r × r matrix A  and μ v ( ≤ v ≤ n) is the corresponding list for an n × n matrix A  , then the eigenvalues of
The stability of a ring of neural networks
Our main purpose is to study the stability of a ring and linear configuration of a neural network. Hence, we proceed to state straightforwardly stability definitions for the defining equation ( It is a plausible step to take the compatible network L n (a, b) as the breaking of the network C n (a, b). Now, let us consider A to be an arbitrary neural network, then it follows that the network A L n (a, b) is the compatible breaking of the ring A C n (a, b) ( Figure  ) in the sense that it is the resulting neural network after the breaking of all links between the first and the last copy of A at the latter network. The stability of those neural networks involved along this process will be addressed in the following theorem. 
Secondly, the set of points
We proceed with such a construction by an exhaustive case analysis over a and b. 
. But the section of the ρ-stability cone at the level u  = |γ | has the property of being convex, hence all the points P jv ( ≤ j ≤ r,  ≤ v ≤ n) lie inside the ρ-stability cone. Therefore the neural network A L n (a, b) is asymptotically ρ-stable. This enables one to put n  =  in the conclusion of the theorem.
CASE : a ≤ , b ≤ . This case is similar to CASE . 
This case is similar to CASE . Hence, our proof is completed.
Considering the semigroup structure of all neural networks for γ , k, m fixed, it is not hard to see that the neural network E = (γ , k, m, , ) its identity element, the fact which entails that such a structure is really a commutative monoid. By replacing A by E in Theorem , we obtain an interesting consequence. A similar result to this corollary for a continuous-time neural network model was shown in [] . We do remark that our main Theorem  states that in the case a  + b  = , the breaking of large ring neural networks extends the asymptotic stability domain in the parameter space providing a sufficiently large size. The latter is crucial to it, in fact it is no longer true when the number of networks in such a ring is not large enough. We will state adequate definitions and an example to support this issue.
Definition  Let A, C n (a, b) and L n (a, b) be pairwise compatible neural networks. Consider (a, b) to be a point in the ab-plane; we call it paradoxical for both transformations
is asymptotically stable, and A L n (a, b) is unstable.
Example  By considering C  (a, b) C  (a, b) be a toroidal neural network, significant changes in the stability domains can be shown after C  (a, b) and C  (a, b) are broken according to the following diagram
Now, by using the stability cones methods from [, , ], stability domains can be found for those networks involved in the previous diagram. It is not hard to see how in all four operations denoted by arrows in (), the stability domains are significantly increased. Nevertheless, Figure  shows in detail how these operations create paradoxical points, for which the system loses stability after the ring has been broken.
Conclusion
In connection with the above investigations, some open problems arise. For example, in [] a detailed analysis of appearance and disappearance of paradoxical points in a continuous-http://www.advancesindifferenceequations.com/content/2014/1/176 time model of neural ring networks was performed. Consequently, natural directions for future research are the analysis of these phenomena in our discrete-time model of neural networks. Moreover, in the future, we intend to examine relevant issues in neural networks with distributed delays.
