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Povzetek
Naslov: Primerjava in redukcija bio navdihnjenih metahevristik za optimi-
zacijo
Avtor: Bjorn Bracˇko
Bio navdihnjena metahevristicˇna optimizacija je zelo aktivno podrocˇje raz-
iskav. V nalogi je narejen pregled bio navdihnjenih metahevristicˇnih al-
goritmov in razdelitev na podskupine. Izbral sem dva podobna algoritma
(Optimizator sivih volkov in Algoritem optimizacije s kiti) in ju podrobno
analiziral in primerjal. V primerjavi sem izpostavil kljucˇne podobnosti in
razlike obeh pristopov, ki sem jih nato prenesel v prevedbo. Implementiral
sem eno prevedbo za vsak algoritem. Prevedbi sta vsebovali mehanizme za
optimizacijo iz drugega algoritma. Testiranje je bilo izvedeno na dobro po-
znanih testnih funkcijah za optimizacijo. Pri testiranju sem opazil splosˇno
poslabsˇanje ucˇinkovitosti pri hibridih. Ugotovil sem, da razlicˇni mehanizmi
za optimizacijo delujejo razlicˇno dobro na razlicˇnih testnih funkcijah in se
vecˇino cˇasa ne mesˇajo najbolje. Vsebnost drugega algoritma lahko povzrocˇi
poslabsˇanje ucˇinkovitosti, lahko povzrocˇi izboljˇsanje, kjer bi se osnovni algo-
ritem slabo odrezal, lahko pa tudi povrocˇi mocˇno poslabsˇanje, kjer bi osnovni
algoritem dobil dober rezultat.
Kljucˇne besede: metahevristka, optimizacija, bio-navdihnjnena.

Abstract
Title: Comparison and reduction of nature inspired metaheuristics for opti-
mization
Author: Bjorn Bracˇko
Nature inspired metaheuristic optimization is a very active field of research.
In this thesis I conducted an overview of nature inspired metaheuristics and
made a comparison based on their features. I chose two very similar al-
gorithms (Grey wolf optimizer and Whale optimization algorithm), made a
detailed analysis of each one and a detailed comparison between the two.
In the comparison I highlighted the key similarities and differences of both
approaches which I then carried into the hybridization of the two. I im-
plemented one hybrid for each of the algorithms. The hybrids contained
mechanisms for optimizations from the other algorithm. Testing was done
on well known test functions for optimization. In the results I noticed a gen-
eral degradation of performance for the hybrid algorithms. I concluded that
the different optimization mechanisms work with varying efficiencies for the
different test functions and most of the time do not mix well. The presence
of a different optimization mechanism from another algorithm can degrade
performance in some cases, may improve it in others, where the original
performs poorly, or may cause a significant degradation where the original
performs well.
Keywords: metaheuristic, optimization, nature-inspired.

Poglavje 1
Uvod
Optimizacija predstavlja pomebno podrocˇje z veliko doprinosa za teoreticˇne
in prakticˇne namene. Obstaja mnogo razlicˇnih optimizacijskih algoritmov,
cˇedalje vecˇ pozornosti pa pritegujejo metahevrsiticˇni algoritmi za optimiza-
cijo. Metahevristicˇni algoritmi so priblizˇni, torej nam ne zagotovijo popolne
resˇitve temvecˇ samo aproksimacijo. Zato so dobra izbira pri resˇevanju pro-
blemov, kjer nimamo popolnih informacij in pri NP-tezˇkih problemih, kjer bi
bilo izcˇrpno preiskovanje nemogocˇe in bi izcˇrpni algoritmi lahko potrebovali
eksponenti racˇunski cˇas. Velik del metahevrstik je navdihnjenih iz naravnih
sistemov. Te v nadaljevanju imenujem bio navdihnjene metahevristke.
Bio navdihjena metahevristika predstavlja zelo aktivno podrocˇje razvoja.
Narava nam sluzˇi kot vir konceptov, mehanizmov in principov za resˇevanje
kompleksnih problemov. Z velikim zanimanjem za podrocˇje je mnogo no-
vejˇsih metahevrsitik pritegnilo kritike zaradi pomankanja novosti in skrivanja
osnovnega delovanja za zapleteno metaforo.
Zato sem v tej nalogi poskusil izolirati glavne lastnosti posameznih al-
goritmov in ugotoviti, kako se posamezni deli algoritmom razlikujejo med
podobnimi algoritmi in kaksˇne vplive imajo te razlike na proces optimizacije.
Cilj diplomske naloge je ugotoviti kljucˇne podobnosti in razlike podobno
delujocˇih bio navdihnjenih metahevristicˇnih algoritmov. Cilj je tudi narediti
primerjavo med dvema izbranima algoritma in narediti prevedbo enega na
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drugega.
Za testiranje implementacij so algoritmi testirani na raznih testnih funkcijah
za optimizacijo.
V 2. poglavju sem naredil pregled metahevristik s poudarkom na bio nav-
dihnjenih metahevristikah. Razne algoritme sem tudi razporedil po skupinah
po podobnostih. V 3. poglavju sem naredil podrobno analizo dveh podobnih
metahevristik in naredil primerjavo. Za oba algoritma sem naredil prevedbo
enega algoritma na drugega. V 4. poglavju sem analiziral rezulatate testiranj
izbranih algoritmov in prevedenih inacˇic obeh algoritmov.
Poglavje 2
Bio navdihnjene metahevristike
2.1 Metahevristicˇna optimizacija
Metahevristcˇna optimizacija se ukvarja z optimizacijskimi problemi z upo-
rabo metahevrisiticˇnih algoritmov. Vecˇina realnih optimizacijskih problemov
je nelinearnih, multimodalnih in so pod raznimi omejitvami. Na splosˇno, je
iskanje optimalne ali pa tudi pod optimalne resˇitve pri takih problemih za-
pletena naloga. Tu nam prav pridejo metahevristicˇni algorimitmi. Kjer bi
izcˇrpni oziroma optimalni algoritmi potrebovali eksponentno dolgo cˇasa ali
v primeru, da razpolagamo samo z delnimi informacijami, lahko z metahe-
vristicˇnimi algoritmi v zadovoljivem cˇasu najdemo kvalitetno resˇitev, ne pa
nujno optimalno [33].
Metahevrsiticˇni algoritmi vsebujejo dve kljucˇni komponenti, eksplora-
cijo in eksploatacijo. Eksploracija pomeni pridobiti sˇirok nabor resˇitev, da
raziˇscˇemo globalni iskalni prostor. Eksploatacija pa pomeni osredotocˇiti iska-
nje na lokalno obmocˇje, kjer vemo, da se dobra resˇitev verjetno nahaja. Po-
trebno je dobro razmerje med tema dvema. Eksploatacija nam zagotovi, da
bodo resˇitve konvergirale proti mogocˇe: optimalni oz. lokalnem optimumu,
eksploracija pa nam zagotovi, da se ne ujamemo v lokalnem optimumu. Do-
bra kombinacija teh dveh komponent nam zagotovi, da je globalni optimum
3
4 Bjorn Bracˇko
dosegljiv [33].
2.2 Bio navdihnnjene metahevristike
Za velik delezˇ metahevrsiticˇnih algoritmov lahko recˇemo, da so bio navdih-
njeni oz. navdihnjeni iz naravnih sistemov.
2.2.1 Simulirano ohlajanje
Simulirano ohlajanje (Simulated annealing [15]) vzame navdih iz metalurgije.
Pri metalurgiji je kaljenje postopek, pri katerem se kovino krepi s segrevanjem
na temperaturo avstenitizacije in ohlajanjem s primerno hitrostjo. Algoritem
deluje na osnovi plezanja na hrib. Cˇe izbrani premik povecˇa energijo resˇitve,
ga vzamemo, cˇe ne pa zavrzˇemo. Pri simuliranjem ohlajanju izboljˇsamo ta
algoritem tako, da tudi cˇe je resˇitev slabsˇa, imamo mozˇnost, da jo sˇe vseeno
izberemo. S tem preprecˇimo ustalitve v lokalnih minimumih/maksimumih.
Resˇitev se vzame po naslednji enacˇbi.
e∆E/T > rand(0, 1) (2.1)
Kjer je ∆E sprememba v energiji resˇitve, T je temperatura in rand(0,1) je
nakljucˇna vrednost med 0 in 1. Temperatura se v algoritmu manjˇsa z vsako
iteracijo in s tem se tudi manjˇsa mozˇnost izbire slabsˇega rezultata [25, 29].
2.2.2 Optimizacija s kolonijo mravelj
Optimizacija s kolonijo mravelj (Ant colony optimization [6]) je verjetnostna
tehnika za resˇevanje problemov, ki se jih lahko reducira na problem, kjer je
potrebno najti dobro pot v grafu [29].
Navdih vzame iz nabiralnega obnasˇanja nekaterih vrst mravelj. Mravlje
izlocˇajo feromone, s katerimi oznacˇijo ugodne poti, katerim naj ostale mravlje
sledijo. Na algoritem to prevedemo tako, da na povezave med vozliˇscˇi v grafu
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simuliramo odlaganje feromonov, s katerimi nato verjetnostno dolocˇamo naj-
boljˇse poti [7].
Narejenih je mnogo implementacij algoritma. Originalni je Ant System,
MAX-MIN Ant System izboljˇsa ta algoritem tako, da omeji interval, ki ga
lahko feromon zasede in posodablja nivoje feromona samo glede na najboljˇse
mravlje. Ant Colony System pa uvaja sˇe nove nacˇine posodabljanja feromo-
nov, ki omogocˇajo ucˇinkovitejˇso eksploracijo [6].
2.2.3 Optimizacija roja delcev
Optimizacija roja delcev (Particle swarm optimization [14]) je bil v zacˇetku
predlagan kot nacˇin simuliranja socialnih interakcij v jati ptic ali rib. Algo-
ritem je bil poenostavljen in ugotovljeno je bilo, da lahko uncˇinkovito izvaja
optimizacijo.
V zacˇetku algoritma generiramo delce in za vsakega dolocˇimo pozicijo z
uniformno porazdelitvijo. To pozicijo tudi shranimo kot njegovo najboljˇso.
Dolocˇimo tudi hitrost in smer vsakega agenta po uniformni porazdelitvi. V
vsaki iteraciji za vsakega agenta posodobimo hitrost, smer, pozicijo in naj-
boljˇso resˇitev agenta ter roja, cˇe je le ta boljˇsa od obstojecˇe. Na hitrost
in smer vpliva najboljˇsa pozicija agenta in najboljˇsa pozicija celotnega roja.
Cikel zakljucˇimo, ko izpolnemo ustavitveni pogoj [14].
2.2.4 Algoritem umetne kolonije cˇebel
Algoritem umetne kolonije cˇebel (Artificial bee colony algorithm [11]) simu-
lira nabiralniˇsko obnasˇanje cˇebel. Algoritem temelji na roju, kjer simuliramo
tri vrste cˇebel. Te so zaposlene cˇebele (employed), opazovalke (onlooker) in
skavt (scout). Zaposlene cˇebele in opazovalke so zadolzˇene za eksploatacijo,
skavti pa za eksploracijo [11].
V algoritmu je vsak cikel iskanja sestavljen iz treh korakov. V prvem
koraku se cˇebele zberejo v panju in delijo informacije o virih hrane (pri ini-
cializaciji se vsaki cˇebeli nakljucˇno dolocˇi prvi vir). Glede na te informacije
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cˇebele opazovalke dolocˇijo, katere zaposlene cˇebele bodo postale skavti in jih
posˇljejo v nakljucˇne smeri. Nato se zaposlene cˇebele vrnejo na njihov vir in
v okolici vira izberejo nov vir. V drugem koraku opazovalke izberejo nek vir
(vecˇ nektarja, vecˇja mozˇnost, da je izbran) in v okolici vira izberejo nov vir
glede na vizualne informacije. V tretjem koraku, ko je nek vir hrane opusˇcˇen,
je nov vir hrane nakljucˇno dolocˇen s strani skavta. Te korake ponavljamo,
dokler ne izpolnimo nekega ustavitvenega pogoja [12].
2.2.5 Algoritem cˇebel
Algoritem cˇebel (Bees algorithm [20]) prav tako poskusˇa simulirati nabi-
ralniˇsko obnasˇanje cˇebel.
Na zacˇetku inicializiramo populacijo z nakljucˇnimi resˇitvami. Cikel is-
kanja je sestavljen iz naslednjih korakov. Prvo izberemo mesta za lokalno
iskanje glede na evaluacijo optimizacijske funkcije prejˇsnje populacije. Nato
zaposlimo cˇebele za izbrana mesta (vecˇ cˇebel za najboljˇsih x mest) in oce-
nimo optimizacijsko funkcijo. Iz vsakega lokalnega obmocˇja izberemo cˇebelo
z najboljˇso resˇitvo. Preostale cˇebele pa posˇljemo na nakljucˇna mesta in
ocenimo njihove resˇitve. Ta cikel ponavljamo, dokler ne izpolnemo nekega
ustavitvenega pogoja [20].
2.2.6 Optimizacija z rojem kresnicˇk
Optimizacija z rojem kresnicˇk (Glowworm swarm optimization [16]) je opti-
mizacijski algoritem, ki temelji na inteligenci roja. Obnasˇanje, ki ga algori-
tem uporabi, je zmozˇnost kresnicˇk, da spreminjajo intenziteto svetlobe, ki jo
oddajajo.
Algoritem povzrocˇi, da vsak agent prilagaja mocˇ svetlobe, ki jo oddaja,
proporcionalno glede na vrednost funkcije, ki jo optimiziramo. Predposta-
vljamo, da agenti, ki imajo mocˇnejˇso svetlobo, privlacˇijo agente s sˇibkejˇso
svetlobo. Pomemben del algoritma je tud nacˇin omejevanja vpliva daljnih
agentov, ko ima agent zadostno sˇtevilo sosedov oziroma je domet vecˇji od
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dometa zaznave agentov [16].
Drugi del naredi algoritem razlicˇen od ostalih evolucijskih multimodal-
nih optimizacijskih algoritmov, saj omogocˇa, da se roji avtomatsko raz-
delijo v podskupine, ki lahko nato konvergirajo v vecˇ lokalnih optimumov
istocˇasno [26].
2.2.7 Optimizacija z rojem macˇk
Optimizacija z rojem macˇk (Cat swarm optimization [4]) deluje na podoben
nacˇin kot Optimizacija s kolonijo mravelj in Optimizacija z rojem delcev.
Navdih vzame iz obnasˇanja macˇk.
Algoritem je sestavljen iz dveh glavnih delov, iskanje in sledenje. Iskanje
(seeking) predstavlja macˇko, ko miruje in iˇscˇe potencialno obetavne tocˇke.
Boljˇso vrednost optimizacijske funkcije kot ima tocˇka, vecˇjo mozˇnost ima, da
je izbrana za sledenje. Sledenje (tracing) pa predstavlja zasledovanje plena.
V tem delu se macˇka poskusˇa pomikati proti poziciji z najboljˇso vrednostjo
optimizacijske funkcije. Postopek (iskanje - sledenje) ponavljamo, dokler ne
izpolnimo nekega ustavitvenega pogoja [4].
2.2.8 Imperialisticˇni tekmovalni algoritem
Imperialisticˇni tekmovalni algoritem (Imperialist competitive algorithm [1])
je optimizacijski algoritem, navdihnjen iz imperialisticˇnega tekmovanja. Kot
ostali evolucijski algoritmi, tudi ta zacˇne z zacˇetno populacijo. Posamezniki
populacije predstavljajo drzˇavo, ki so lahko dveh tipov, kolonije in imperiali-
sti, ki skupaj tvorijo imperije. Imperialisticˇno tekmovanje predstavlja osnovo
algoritma. Cena drzˇave predstavlja njeno mocˇ. Med tekmovanjem sˇibkejˇsi
imperiji propadejo in mocˇnejˇsi imperiji vzamejo njihove kolonije. Cilj je, da
algoritem konvergira v tocˇko, kjer obstaja le en imperij in imajo vse njegove
kolonije enako pozicijo in ceno.
Glavna operatorja v algoritmu sta asimilacija in revolucija. Asimilacija
povzrocˇi, da se kolonije priblizˇajo imperialisticˇni drzˇavi v njihovih socio-
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politicˇinh karakteristikah (optimizacijski iskalni prostor). Revolucija pa pov-
zrocˇi nenadne spremembe v poziciji nekaterih drzˇav v iskalnem prostoru. Med
asimilacijo in revolucijo ima kolonija mozˇnost, da pride na boljˇsi polozˇaj, in
lahko prevzame nadzor nad imperijem in zamenja trenutno imperialisticˇno
drzˇavo.
Imperialisticˇno tekmovanje pa predstavlja del algoritma, kjer vsi imperiji
poskusˇajo zmagati igro in prevzeti ostale kolonije in imperije. V vsakem ciklu
imajo imperiji, glede na njihovo mocˇ, mozˇnost prevzeti eno ali vecˇ kolonij
sˇibkejˇsih imperijev. Sˇibki imperiji postopoma izgubljajo mocˇ, dokler niso
izlocˇeni [1].
2.2.9 Algoritem dinamike formacij rek
Algoritem dinamike formacij rek (River formation dynamics [21]) je osnovan
na imitiranju vode, ko tvori reke s pomocˇjo erozije in akumulacije sedimen-
tov(kapljice predstavljajo roj).
Za razliko od Optimizacije s kolonijo mravelj, kjer robovom v grafu pri-
pisujemo nivoje feromonov, pri tem algoritmu pripiˇsemo vozliˇscˇem viˇsino.
Algoritem inicializiramo tako, da so vsa vozliˇscˇa na isti viˇsini, z izjemo cilj-
nega vozliˇscˇa, ki predstavlja morje oziroma luknjo, kamor se voda izliva.
Kapljice spustimo na zacˇetno vozliˇscˇe in pustimo, da se razporedijo po rav-
nini in padejo v luknjo. S tem erodiramo sosednja vozliˇscˇa, kar povzrocˇi,
da se ustvarijo novi spusti med vozliˇscˇi (s tem se erozija propagira). Ver-
jetnost, da bo kapljica vzela nek rob namesto drugega, je proporcionalna
gradientu spusta iz vozliˇscˇa (razlika viˇsin vozliˇscˇ). Kapljice dodajamo, do-
kler se obetavne poti ne utrdijo s pomocˇjo erozije. S pomocˇjo akumulacije pa
se znebimo problemov, kjer vozliˇscˇe v grafu predstavlja slepo ulico oziroma
lokalni optimum. Ko je vozliˇscˇe nizˇje kot ostala vozliˇscˇa okoli njega, povrocˇi
nabiranje vode v tem vozliˇscˇu in s tem akumulacijo sedimentov. To povzrocˇi,
da se vozliˇscˇu viˇsina pocˇasi dviga in se ga s tem izlocˇi iz optimalne poti [21].
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2.2.10 Gravitacijski iskalni algoritem
Gravitacijski iskalni algoritem (Gravitational search algorithm [22]) je algori-
tem, pri katerem uporabimo zakon gravitacije in zakon gibanja. Gravitacijsko
silo uporabimo kot nacˇin prenosa informacij med agenti, z maso pa merimo
njihovo optimizacijsko funkcijo. Vsi agenti delujejo na ostale s silo gravita-
cije, kar povzrocˇi, da se agenti pomikajo proti agentom z vecˇjimi masami.
Za vsakega agenta dolocˇimo vrednost optimizacijske funkcije, posodobimo
gravitacijsko konstanto in dolocˇimo najboljˇsega ter najslabsˇega agenta. Nato
izracˇunamo maso in pospesˇke ter posodobimo hitrost in pozicijo vsakega
agenta. Cˇe smo izpolnili ustavitveni pogoj, vrnemo najboljˇso resˇitev, drugacˇe
pa ponovimo proces [22].
2.2.11 Kukavicˇje iskanje
Kukavicˇje iskanje (Cuckoo search [30]) je optimizacijski algoritem, ki po-
snema obnasˇanje nekaterih vrst kukavic, kjer svoja jajca izlegajo v gnezdih
drugih ptic. Algoritem za premikanje posameznih agentov uporablja Le´vy
let, za katerega je bilo ugotovljeno, da si deli podobne karakteristike kot let
pri raznih vrstah ptic in zˇuzˇelk. Le´vy let je nakljucˇni sprehod, pri katerem
imajo dolzˇine korakov Le´vy porazdelitev (porazdelitev s tezˇkim repom), ko-
raki pa so narejeni v izotropsko nacˇkljucˇnih smereh [27]. Pri algoritmu vsako
jajce v gnezdu predstavlja resˇitev, jajce kukavice pa predstavlja novo resˇitev.
Cilj je, da zamenjamo slabe resˇitve z jajci kukavic.
Na zacˇetku algoritma generiramo zacˇetno populacijo n gnezd in pona-
vljamo naslednje korake, dokler ne izpolnimo ustavitvenega pogoja. Izberemo
nakljucˇno kukavico in izvedemo Le´vy let. Izracˇunamo vrednost optimizacij-
ske funkcije in izberemo nakljucˇno gnezdo. Cˇe je vrednost vrednost optimi-
zacijske funkcije boljˇsa od tega v gnezdu, damo jajce v gnezdo. Del slabsˇih
gnezd opustimo in zgradimo nove, boljˇsa gnezda pa ohranimo. Rangiramo
vsa gnezda, najdemo trenutno najboljˇso resˇitev in ponovimo proces [30].
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2.2.12 Netopirji algoritem
Netopirji algoritem (Bat algorithm [31]) je algoritem z inteligenco roja, ki
posnema uporabo eholokacije pri mikro netopirjih. Algoritem avtomatsko
balansira eksploracijo (dolgo dometni skoki po globalnem iskalnem prostoru)
in eksploatacijo z uravnavanjem glasnosti in razmerja oddaje pulzov simuli-
ranih netopirjev v multi dimenzionalnem iskalnem prostoru.
Na zacˇeku algoritma inicializiramo populacijo netopirjev ter njihove hi-
trosti, frekvence pulzov, pogostost pulzov in glasnosti. Vsak netopir ima
dodeljeno hitrost, pozicijo in frekvenco. V vsaki iteraciji moramo posodobiti
frekvence, hitrosti in pozicije. Na koncu vsake iteracije izberemo najbolˇso
resˇitev in generiramo novo lokalno resˇitev v okolici najboljˇse resˇitve. Ko vza-
memo resˇitev, zmanjˇsamo glasnost in povecˇamo pogostost pulzov. Blizˇje kot
je netopir plenu, nizˇja je glasnost in vecˇja je pogostost pulzov [31].
2.2.13 Algoritem s spiralno optimizacijo
Algoritem s spiralno optimizacijo (Spiral optimization (SPO) algorithm [23])
je navdihnjen iz spiralnih fenomenov v naravi. Dinamike, ki generirajo loga-
ritmicˇne spirale, si delijo diversifikacijsko in intensifikacijsko obnasˇanje, kar
lahko uporabimo za eksploracijo in eksploatacijo.
Algoritem uporablja vecˇ spiralnih modelov, katere lahko opiˇsemo kot de-
terministicˇni dinamicˇni sistemi. Agenti sledijo logaritmicˇni spiralni usmeritvi
proti skupnemu centru, definiranem kot trenutna najboljˇsa resˇitev. Ko se
najde boljˇsa resˇitev se posodobi skupni center. Glede na nastavitev parame-
trov (kompozitna rotacijska matrika, stopnja korakov in zacˇetne tocˇke) ima
algoritem dva glavna nacˇina delovanja. Prva je nastavitev periodicˇnega spu-
sta smeri, ki zagotavlja, da spiralni model generira smeri spusta periodicˇno,
in nastavitev konvergence, ki zagotavlja konvergenco v stacionarni tocˇki, ko
je maksimalno sˇtevilo iteracij neskoncˇno [23].
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2.2.14 Algoritem oprasˇevanja rozˇ
Algoritem oprasˇevanja rozˇ (Flower pollination algorithm [34]) je navdihnjen
iz procesa oprasˇevanja pri cvetecˇih rastlinah.
Algoritem ima sˇtiri glavna pravila oziroma predpostavke. Biotsko in nav-
zkrizˇno oprasˇevanje je globalni oprasˇevalni proces z agenti, ki nosijo cvetni
prah in se premikajo s pomocˇjo Le´vy letov. Abiotsko in samoprasˇevanje je
lokalno oprasˇevanje. Mozˇnost reprodukcije je proporcionalna podobnosti rozˇ.
Lokalno in globalno oprasˇevanje je nadzirano s switch verjetnostjo. Zaradi
blizˇine drugih faktorjev, kot je npr. veter, ima lahko lokalno oprasˇevanje
pomemben del v celotnem oprasˇevanju [34].
2.2.15 Optimizacijski algoritem s sipami
Optimizacijski algoritem s sipami (Cuttlefish optimization algorithm [8]) je
populacijski optimizacijski algoritem, navdihnjen iz kamuflazˇnega obnasˇanja
pri sipah, kjer spreminjajo barvo kozˇe.
Algoritem ima dva glavna procesa, odsev in vidljivost. Odsev simulira
mehanizme odboja svetlobo (slika 2.1), vidljivost pa simulira vidljivost vzor-
cev na kozˇi. Formula za iskanje nove resˇitve je naslednja:
newP = Reflection+ V isibility (2.2)
Algoritem razdeli populacijo v sˇtiri skupine. Pri prvi skupini algoritem za
odsev uporabi primere 1 in 2 [glej sliko 2.1], ki predstavljajo globalno iskanje.
Pri drugi skupini uporablja primere 3 in 4 [glej sliko 2.1], ki predstavljajo
lokalno iskanje. Za tretjo skupino je uporabljen primer 5 [glej sliko 2.1], ki je
uporabljen za iskanje resˇitev okoli najboljˇse resˇitve. Skupina 4 pa uporablja
primer 6 [glej sliko 2.1], ki predstavlja globalno iskanje tako, da odbije vso
svetlobo brez modifikacij [8].
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Slika 2.1: Sˇest primerov odseva [8].
2.2.16 Algoritem heterogeno porazdeljenih cˇebel
Algoritem heterogeno porazdeljenih cˇebel (Heterogeneous distributed bees
algorithm, tudi poznan kot Modified distributed bees algorithm [24]) je vecˇ
agentni metahevrsiticˇni algoritem. Uporablja verjetnostne tehnike, kjer po-
snema nabiralniˇsko obnasˇanje cˇebel. Omogocˇa resˇevanje kombinatoricˇnih
optimizacijskih problemov z vecˇjimi heterogenimi agenti, ki imajo razlicˇne
sposobnosti in uspesˇnosti. Algoritem je bil prvotno zasnovan za razporedi-
tev agentov v roju tako, da je koncˇna porazdelitev proporcionalna kvaliteti
nalog.
Algoritem se razlikuje od presˇnje verzije (Distributed bees algorithm [10])
v tem, da omogocˇa delovanje v heteogenem omrezˇju. Ko agent dobi informa-
cije o nalogah, ki so na voljo, izracˇuna vrednost uporabnosti za vsako nalogo
kot funkcijo uspesˇnosti agenta za nalogo ter kvaliteto in ceno naloge. Na-
loge se nato izberejo s pomocˇjo kolesne selekcije (wheel-selection), kjer ima
vsaka naloga dolocˇeno verjetnost, da je izbrana izmed vseh nalog. Ko so vse
verjetnosti izracˇunane, je naloga izbrana tako, da se ’zavrti kolo’ [24].
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2.2.17 Algoritem kitev ubijalcev
Algoritem kitev ubijalcev (Killer whale algorithm [2]) je osnovan na vzorcih
gibanja kitov ubijalcev in njihove socialne strukture. Posebnost algoritma je
tudi zmozˇnost memorizacije kitov.
Algoritem posnema dinamiko lova v jati kitov. Na zacˇetku vsi cˇlani iˇscˇejo
plen (eksploracija). Vodja jate izbira, kateri plen bodo lovili. Vsi cˇlani
nato zacˇnejo loviti plen, vodja pa sˇe vedno iˇscˇe druge potencialne plene.
V primeru, da med lovom plena vodja najde boljˇsi potencialni plen, postane
ta plen nova tarcˇa lova. Iskalni prostor v algoritmu je razdeljen na grucˇe, kar
omogocˇa, da se globani optimum funkcije najde hitro z izogibanjem ustalitve
v lokalnem optimumu (n iteracij namenjeno za vsako grucˇo) [2].
2.2.18 Optimizator sivih volkov
Optimizator sivih volkov (Grey wolf optimizer [18]) vzame navdih iz socialne
hierarhije sivih volkov in njihovega skupinskega lovljenja. Posnema razlicˇne
faze v lovu, kot so sledenje, obkrozˇevanje in napad plena. Algoritem je lahko
razsˇirjen v viˇsje dimenzije.
V zacˇetku algoritma generiramo populacijo volkov oz. iskalnih agentov.
Trije najboljˇsi agenti postanejo alfa, beta in delta. V vsaki iteraciji posodo-
bimo pozicije agentov, glede na alfo, beto in delto. Ostali volkovi so omege.
Posodobimo tudi dva parametra, ki upravljata razmerje eksploracije in eks-
ploatacije, ter nakljucˇni parameter, ki predstavlja ovire v okolju, s katerim
omogocˇimo eksploracijo tudi v kasnejˇsih fazah algoritma. Izracˇunamo nove
vrednosti optimizacijske funkcije ter posodobimo alfo, beto in delto. Posoto-
pek ponavljamo, dokler ne izpolnimo ustavitvenega pogoja [18].
2.2.19 Optimizacija trcˇnih teles
Optimizacija trcˇnih teles (Colliding bodies optimization [13]) temelji na za-
konih energije in gibalne kolicˇine. Algoritem ni odvisen od nobenih notranjih
parametrov in je zelo enostaven za implementacijo.
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Agente v algoritmu predstavljajo trcˇna telesa (colliding body), ki so locˇeni
na stacionarna in gibajocˇa telesa. Gibajocˇa telesa se gibajo proti stacionar-
nim in povzocˇajo trke. S tem lahko izboljˇsamo pozicije gibajocˇih teles in
potisnemo stacionarna telesa proti boljˇsim polozˇajem [13].
2.2.20 Algoritem dvoboja
Algoritem dvoboja (Duelist algorithm [3]) posnema nacˇin, kako bojevalci
izboljˇsujejo svoje sposobnosti v dvoboju.
V zacˇetku algoritma generiramo agente oz. dvobojevalce. Vsak agent ima
svoje karakteristike, zakodirane v binarnem seznamu. Agenti se borijo ena
na ena, rezultat dvoboja pa je dolocˇen glede na njihove sposobnosti in srecˇo,
katera omogocˇi izogibanje lokalnim optimumom. Po dvoboju imata agenta
prilozˇnost izbolˇsati svoje sposobnosti. Zmagovalni agenti bodo poskusili od-
kriti novo sposobnost tako, da zamenjanjo njihove vrednosti. Porazˇenci se
izboljˇsajo tako, da zamenjajo del svojih vrednosti s temi od zmagovalca.
Agenti, ki postanjo prvaki, pa tudi urijo nove agente. Izboljˇsani agenti so
ovrednoteni in slabsˇi zavrzˇeni, da ostane sˇtevilo agentov enako, ko se vkljucˇijo
novo izurjeni agenti. Nacˇin dvobojevanja je strukturiran kot tekmovanje z
dolocˇenimi nacˇini za ustvarjanje novih agentov, vrednotenje agentov, izbira
prvakov, urnik dvobojev in cˇasa za urjenje, nacˇin urjenja in nacˇin izlocˇanja
slabsˇih agentov [3].
2.2.21 Optimizacija rjavega sokola
Optimizacija rjavega sokola (Harris hawk optimization [9]) je optimizacij-
ski algoritem, ki simulira lov rjavega sokola. Glavni navdih za algoritem
je kooperativno obnasˇanje in nacˇin sledenja ter lova rjavega sokola. Pri tej
strategiji sodeluje vecˇ sokolov, kjer vsak napade iz druge strani, da presentijo
plen.
V algoritmu so agenti sokoli, trenutna najboljˇsa resˇitev pa je plen. Skozi
potek algoritma zmanjˇsujemo parameter, ki upravlja razmerje med eksplora-
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cijo in eksploatacijo. V fazi eksploracije sokoli prilagajajo svojo pozicijo glede
na ostale sokole ali pa glede na trenutni plen (50%/50%). V fazi eksploatacije
sokoli izvedejo napad. Glede na strategije pobega plena so predpostavljene
sˇtiri strategije za napad. Izbira strategije temelji na nekaj faktorjih, kot je, cˇe
je plen uspesˇno pobegnil (50% verjetnost). Nato se simulira postopna izguba
energije plena, glede na katero se izbirajo nacˇini pribljizˇevanja in napada [9].
2.2.22 Algoritem optimizacije s kiti
Algoritem optimizacije s kiti (Whale optimization algorithm [17]) je navdih-
njen s strani kitov grbavcev in simulira njihov lov z mrezˇami mehurcˇkov.
V fazi eksploracije predvidevamo, da je trenutno najboljˇsa resˇitev plen.
Ko je najboljˇsi agent definiran, ostali agenti prilagodijo svoje polozˇaje proti
njemu. Vsako iteracijo se ostali priblizˇujejo njemu in ko se najde boljˇsa
resˇitev, ta postane najboljˇsi agent. Skozi potek algoritma se vrednost pa-
rametra, ki vpliva na velikost obmocˇja okoli najboljˇsega, v katerem se pri-
blizˇujejo ostali, manjˇsa. Ob visokih vrednostih se lahko kit premakne dalecˇ
stran od najboljˇsega (nakljucˇno iskanje), pri majhni pa je omejen na manjˇse
obmocˇje okoli njega. V fazi eksploatacije se uporabljajo dve metodi. Prva
je metoda s mrezˇo mehurcˇkov, ki simulira manjˇsanje obmocˇje okoli plena.
Druga pa simulira spiralno pozicioniranje kita okoli plena. Ker kiti izvajajo
obe metodi na enkrat, je za vsako metodo vrejetnost, da se izbere, 50% [17].
2.2.23 Algoritem optimizacije z levi
Algoritem optimizacje z levi (Lion optimization algorithm [35]) je navdihnjen
iz socialne strukture levov in njihovega lova.
V prvi fazi algorima se generira N nakljucˇnih resˇitev, vsaka predstavlja
leva. Del levov je nakljucˇno zbranih kot nomadi, preostali pa so nakljucˇno
porazdeljeni v P krdel. Vsaka resˇitev ima svoj spol, ki je konstanten skozi
celotni algoritem. Spol je dodeljen v zadnji fazi tako, da je %S(75%− 90%)
levov v krdelih samic, pri nomadih pa ravno obratno (1 − %S). Skozi po-
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tek algoritma vsak lev oznacˇi svoj najboljˇsi polozˇaj. Glede na te oznacˇene
polozˇaje so teritoriji krdel dolocˇeni.
V fazi lova so levi razdeljeni na 7 razlicˇnih vlog, za katere so natancˇno
dolocˇene pozicije. Lovci cˇasu lova konstantno prilagajajo svojo pozicijo glede
na ostale. Pri tem se uporablja tudi ucˇenje na podlagi opozicije. Levinje,
ki ne gredo na lov, pa se umaknejo na podrocˇja svojega teritorija. Ker so
teritoriji obmocˇja s prejˇsnjimi najboljˇsimi resˇitvami, je to ucˇinovit nacˇin za
izboljˇsanje resˇitev.
V algoritmu so vkljucˇene tudi socialne stukture v krdelu, tavanje noma-
dov, migracije iz krdel, parjenje in konflikti med krdeli in nomadi [35].
2.3 Razdelitev na podskupine
Metahevristicˇne algoritme je mozˇno razdeliti v vecˇ razlicˇnih hierarhij in pod-
skupin. V nadaljevanju sem definiral par svojih podskupin in razdelil algo-
ritme v le te (glej sliko 2.2).
Simulirano ohlajanje temelji na poti, smerni (ang. trajectory method)
in ima le enega agenta za optimizacijo. Vsi ostali algoritmi obdelani v tej
diplomski nalogi pa so populacijski. Populacijske algoritme lahko delimo sˇe
naprej na genetske algoritme, katerih v tej nalogi nisem obdelal. V nadalje-
vanju sem razdelil algoritme na (ne nujno izklucˇujocˇe) podskupine.
Metahevristike, ki posnemajo fizikalne pojave, razvrstimo v Fizikalne si-
mulacije. V te spadajo Simulirano ohlajanje, Algoritem dinamike formacij
rek, Gravitacijski iskalni algoritem, Optimizacija trcˇnih teles, Optimizacijski
algoritem s sipami, Algoritem s spiralno optimizacijo in Netopirji algoritem.
Mnogo algoritmov poskusˇa posnemati socialne interakcije v raznih sku-
pinah. To kategorijo bom imenoval Socialni simulatorji. V to spadajo algo-
ritmi, pri katerih so simulirane socialne interakcije med posameznimi agenti
kljucˇnega pomena za optimizacijo. Te so: Optimizacija s kolonijami mravelj,
Optimizacija roja delcev, Algoritem umetne kolonije cˇebel, Algoritem cˇebel,
Optimizacija z rojem kresnicˇk, Algoritem heterogeno porazdeljenih cˇebel, Im-
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perialisticˇni tekmovalni algoritem, Kukavicˇje iskanje, Algoritem kitev ubijal-
cev, Optimizator sivih volkov, Algoritem dvoboja in Algoritem optimizacije
z levi.
V kategorijo Simulacija lova/nabiralniˇstva spadajo algoritmi, ki posne-
majo metode lova oz. nabiralniˇstva dolocˇenih vrst zˇivali. Tu spadajao Op-
timizacija s kolonijami mravelj, Algoritem umetne kolonije cˇebel, Algoritem
cˇebel, Optimizacija z rojem macˇk, Algoritem heterogeno porazdeljenih cˇebel,
Algoritem oprasˇevanja rozˇ, Algoritem kitev ubijalcev, Optimizacija rjavega
sokola, Optimizator sivih volkov, Algoritem optimizacije s kiti in Algoritem
optimizacije z levi.
Z kategorijo heterogenih rojev oznacˇujem algoritme, ki imajo agente zˇe
v zacˇetku algoritma razdeljene v razlicˇne vloge. Agenti razlicˇnih vlog imajo
razlicˇne naloge pri optimizaciji. V to kategorijo spadajo: Algoritem umetne
kolonije cˇebel, Imperialisticˇni tekmovalni algoritem, Optimizacijski algoritem
s sipami, Optimizacija trcˇnih teles, Algoritem kitev ubijalcev in Algoritem
optimizacije z levi.
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Slika 2.2: Razdelitev na skupine.
Poglavje 3
Podrobna analiza
Za podrobno analizo, primerjavo in prevedbo sem izbral algoritma Optimi-
zator sivih volkov in Algoritem optimizacije s kiti. Slednja sem izbral, saj
imata zelo podobno delovanje, z manjˇsimi razlikami v strukturi agentov in
nacˇinu gibanja.
3.1 Optimizator sivih volkov
Optimizator sivih volkov (Grey wolf optimizer GWO [18]) vzame navdih iz
socialne hierarhije sivih volkov in njihovega skupinskega lovljenja. Posnema
razlicˇne faze v lovu, kot so sledenje, obkrozˇevanje in napad plena. Algoritem
je lahko razsˇirjen v viˇsje dimenzije.
3.1.1 Socialna hierarhija
Da lahko matematicˇno modeliramo socialno hierarhijo volkov, vzamemo naj-
boljˇso resˇitev kot alfa (α). Druga in tretja najboljˇsa resˇitev so beta (β) in
delta (δ). Ostale resˇitve pa so omega (ω). V algoritmu je lov voden s strani
α, β in δ. Medtem pa ω volkovi sledijo tem trem [18].
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Slika 3.1: Hierarhija sivih volkov [18].
3.1.2 Obkrozˇevanje plena
Za matematicˇno modeliranje obkrozˇevanja so predstavljene naslednje enacˇbe:
D⃗ = |C⃗ · X⃗p(t)− X⃗(t)| (3.1)
X⃗(t+ 1) = X⃗p(t)− A⃗ · D⃗, (3.2)
kjer t oznacˇuje trenutno iteracijo, A⃗ in C⃗ sta vektorja koeficientov, X⃗p je
pozicijski vektor plena, X⃗ pa oznacˇuje pozicijski vektor volka.
Vektorja A⃗ in C⃗ sta izracˇunana po naslednjih enacˇbah:
A⃗ = 2a⃗ · r⃗1 − a⃗ (3.3)
C⃗ = 2 · r⃗2, (3.4)
kjer se komponente a⃗ linearno zmanjˇsujejo iz 2 na 0 skozi iteracije. r1 in r2
pa sta nakljucˇna vektorja iz [0,1].
Vplivi enacˇb (3.1) in (3.2) so ponazorjeni v sliki 3.2. Nakljucˇne vrednosti
vektorjev r1 in r2 omogocˇajo volkovom, da lahko dosezˇejo vse mozˇne polozˇaje
med tocˇkami v sliki 3.2.
Isti koncept je lahko razsˇirjen na n dimenzij, kjer se volkovi premikajo v
hiper kockah okoli najboljˇse resˇitve [18].
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Slika 3.2: 2D in 3D pozicijski vektorji in njihovi mozˇni naslednji polozˇaji [18].
3.1.3 Lov
Volkovi imajo sposobnost prepoznati lokacijo plena in ga obkrozˇiti. Lov je
obicˇajno voden s strani alfe. Beta in delta lahko obcˇasno tudi prispevajo pri
lovu.
Ker pa v abstraktnem iskalnem prostoru ne poznamo lokacije optimuma
(plena), predvidevamo, da imajo alfa (najboljˇsi kandidat), beta in delta boljˇsi
vpogled v mozˇno lokacijo plena. Zato shranimo prve tri najboljˇse resˇitve in
narocˇimo ostalim agentom, da prilagodijo pozicije glede na najboljˇse agente.
Naslednje enacˇbe so predstavljene za to nalogo:
D⃗α = |C⃗1 · X⃗α − X⃗|, D⃗β = |C⃗2 · X⃗β − X⃗|, D⃗δ = |C⃗3 · X⃗δ − X⃗| (3.5)
X⃗1 = X⃗α − A⃗1 · (D⃗α), X⃗2 = X⃗β − A⃗2 · (D⃗β), X⃗3 = X⃗δ − A⃗3 · (D⃗δ) (3.6)
X⃗(t+ 1) =
X⃗1 + X⃗2 + X⃗3
3
(3.7)
Slika 3.3 prikazuje, kako agent prilagodi svojo pozicijo glede na alfo, beto
in delto. Opazimo lahko, da je koncˇna pozicija nakljucˇni polozˇaj v krogu,
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ki je definiran s pozicijami alfe, bete in delte. Alfa, beta in delta ocenjujejo
pozicijo plena, ostali volkovi pa posodabljajo svoje polozˇaje nakljucˇno okoli
plena [18].
Slika 3.3: Posodabljanje pozicij v lovu [18].
3.1.4 Napad (eksploatacija)
Da lahko matematicˇno modeliramo priblizˇevanje plenu, zacˇnemo zmanjˇsevati
vrednost a⃗. Z zmanjˇsevanjem a⃗ zmanjˇsamo tudi interval vrednosti, ki jih
lahko zavzame A⃗, saj je A⃗ v resnici nakljucˇna vrednost iz intervala [−2a, 2a],
kjer je a zmanjˇsevan iz 2 na 0 skozi iteracije. Ko so nakljucˇne vrednosti A⃗
iz [−1, 1], je lahko naslednja pozicija agenta katerakoli pozicija med agentom
in trenutno najboljˇso resˇitvijo. Slika 3.5 prikazuje, da |A| < 1 povzrocˇi, da
se volkovi premaknejo proti plenu [18].
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Slika 3.4: Psevdokoda algoritma GWO [18].
3.1.5 Iskanje plena (eksploracija)
Za naloge raziskovanja je predstavljenih nekaj operaterjev. Da lahko mode-
liramo divergenco, uporabimo A⃗ z nakljucˇnimi vrednostmi, ki so vecˇje od 1
ali manjˇse od -1, da se agent oddalji od plena. To poudari raziskovanje in
omogocˇi globalno iskanje.
Druga komponenta, ki prioritizira raziskovanje, pa je C⃗. Kot je vidno v
enacˇbi (3.4), vektor C⃗ vsebuje nakljucˇne vrednosti iz [0, 2]. Ta komponenta
predstavlja nakljucˇne utezˇi za plen, s katerim stohasticˇno poudari (C > 1)
ali zmanjˇsa (C < 1) efekt plena pri definiranju razdalje v enacˇbi (3.1). To
pomaga algoritmu, da se pokazˇe bolj nakljucˇno obnasˇanje skozi optimizacijo,
favoriziranje raziskovanja in izogibanja lokalnim optimumom. C ni linearno
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Slika 3.5: Napad plena in iskanje plena [18].
manjˇsan, kot je A. C mora imeti nakljucˇne vrednosti skozi potek celotnega
algoritma, da ne poudarjamo raziskovanja samo v zacˇetnih iteracijah, temvecˇ
tudi v koncˇnih. Vektor C lahko dojemamo kot ucˇinek ovir v okolju. Glede
na polozˇaj volka lahko plenu dodeli nakljucˇno tezˇo, kar povzrocˇi, da se je
plenu tezˇje ali lazˇje priblizˇati [18].
3.1.6 Potek algoritma
Psevdokoda algoritma je predstavljena na sliki 3.4. Iskalni proces se zacˇne z
generacijo nakljucˇne populacije sivih volkov. Skozi potek iteracij alfa, beta
in delta volkovi ocenjujejo verjetni polozˇaj plena. Vsak agent posodobi svojo
razdaljo do plena. Parameter a zmanjˇsujemo od 2 do 0, da poudarimo ek-
sploracijo na zacˇetku in eksploatacijo proti koncu. Agenti se oddaljujeo od
plena, ko je |A⃗| > 1, in pribljizˇujejo, ko je |A⃗| < 1. Algoritem se ustavi, ko
izpolnemo ustavitvene pogoje [18].
3.2 Algoritem optimizacije s kiti
Algoritem optimizacije s kiti (Whale optimization algorithm WOA [17]) je
navdihnjen s strani kitov grbavcev in simulira njihov lov z mrezˇami me-
hurcˇkov. Algoritem je prav tako lahko razsˇirjen na viˇsje dimenzije.
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Slika 3.6: Metoda napada z mrezˇo mehurcˇkov [17].
3.2.1 Obkrozˇevanje plena
Kiti grbavci lahko prepoznajo lokacijo plena in ga obkrozˇijo. Ker pozicija
optimalne resˇitve v iskalnem prostoru ni poznana, predvidevamo, da je tre-
nutna najboljˇsa resˇitev plen ali pa je blizu optimuma. Ko je najboljˇsi agent
definiran, se drugi agenti ravnajo po njem. To obnasˇanje je definirano v
naslednjih enacˇbah:
D⃗ = |C⃗ · X⃗∗(t)− X⃗(t)| (3.8)
X⃗(t+ 1) = X⃗
∗
(t)− A⃗ · D⃗, (3.9)
kjer t oznacˇuje trenutno iteracijo, A⃗ in C⃗ sta vektorja koeficientov, X⃗
∗
je
pozicijski vektor trenutne najboljˇse resˇitve, X⃗ je pozicijski vektor, ∗ pa je
Hardmardov produkt.
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Vektorja A⃗ in C⃗ izracˇunamo tako:
A⃗ = 2a⃗ · r⃗ − a⃗ (3.10)
C⃗ = 2 · r⃗, (3.11)
kjer je a⃗ linearno zmanjˇsan od 2 do 0 skozi potek iteracij, r⃗ pa je nakljucˇni
vektor v [0, 1].
Slika 3.7 (a) prikazje razmiˇsljanje za enacˇbo (3.9) pri 2D problemu. Pozi-
cija agenta je lahko posodobljena glede na pozicijo trenutne najboljˇse resˇitve.
Razlicˇne lokacije okoli najboljˇse resˇitve so lahko dosezˇene s spreminjanjem
vrednosti vektorjev A⃗ in C⃗. Mozˇne pozicije za agenta v 3D iskalnem prostoru
so prikazane na sliki 3.7 (b). Dobro je poudariti, da lahko z definiranjem vre-
dnosti r⃗ dosezˇemo vse pozicije v iskalnem prostoru, locirane med tocˇkami, ki
so prikazane na sliki 3.7.
Enak koncept lahko razsˇirimo nad iskalni prostor z n dimenzijami, kjer
se agenti premikajo v hiper kockah [17].
Slika 3.7: 2D in 3D pozicijski vektorji in njihove mozˇne naslednje lokacije
(X∗ je trenutna najboljˇsa resˇitev) [17].
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3.2.2 Metoda napada z mrezˇo mehurcˇkov (faza eksplo-
atacije)
Da lahko matematicˇno modeliramo tako obnasˇanje, sta predstavljena dva
pristopa:
1. Mehanizem krcˇenja obkrozˇevanja
To obnasˇanje je dosezˇeno z manjˇsanjem vrednosti a⃗ v enacˇbi (3.10). Z
manjˇsanjem a⃗ zmanjˇsamo tudi interval vrednosti za A⃗. Vrednost A⃗ je lahko
na intervalu [−a, a], kjer je a zmanjˇsevan iz 2 na 0 skozi potek iteracij. Pri
vrednostih [−1, 1] za A⃗ je lahko nova pozicija agenta definirana kjerkoli med
originalno pozicijo agenta in pozicijo trenutno najboljˇsega agenta. Slika 3.8
(a) prikazuje mozˇne pozicije iz (X,Y) do (X*,Y*), ki so lahko dosezˇene z
0 ≤ A ≤ 1 v 2D prostoru [17].
2. Spiralno posodabljanje pozicije
Kot je vidno na sliki 3.8 (b), s tem pristopom zacˇnemo z racˇunanjem razdalje
med kitom, lociranem na (X, Y ) in plenom, lociranem na (X∗, Y ∗). Nato na-
redimo sprialno enacˇbo med kitom in plenom, da simuliramo vijacˇno gibanje
kitov:
X⃗(t+ 1) = D⃗
′ · ebl · cos(2πl) + X⃗∗(t), (3.12)
kjer je D⃗
′
= |X⃗∗(t) − X⃗(t)| in oznacˇuje razadaljo i-tega kita do plena (naj-
boljˇsa trenutna resˇitev), b je konstanta za definiranje oblike logaritmicˇne
spirale in l je nakljucˇna sˇtevilka na intervalu [−1, 1].
Ker kiti istocˇasno uporabljajo obe metodi lova, predvidevamo, da ob-
staja 50% verjetnost, da izberemo ali mehanizem krcˇenja obkrozˇevanja ali
spiralno posodabljanje pozicije med optimizacijo. Matematicˇni model tega
je naslednji:
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X⃗(t+ 1) =
{︄
X⃗
∗
(t)− A⃗ · D⃗ p < 0.5
D⃗
′ · ebl · cos(2πl) + X⃗∗(t) p ≥ 0.5 ,
(3.13)
kjer je p nakljucˇna sˇtevilka na intervalu [0, 1] [17].
Slika 3.8: Iskanje z mrezˇo mehurcˇkov (X∗ je trenutna najboljˇsa resˇitev): (a)
mehanizem krcˇenja obrozˇevanja in (b) spiralno posodabljanje pozicije [17].
3.2.3 Iskanje plena (faza eksploracije)
Variacijo vektorja A⃗ lahko tudi uporabimo za iskanje plena (eksploracijo).
Zato uporabimo A⃗ z nakljucˇnimi vrednostmi, vecˇjimi od 1 in manjˇsimi od -1,
da prisilimo iskalnega agenta, da se premakne dalecˇ stran od referecˇnega kita.
Za razliko od eksploatacijske faze, kjer se kiti ravnajo po najboljˇsem kitu, se
v tej fazi referencˇni kit izbere nakljucˇno. Ta mehanizem in |A⃗| > 1 poudari
eksploracijo in dovoli algoritmu, da izvede globalno iskanje. Matematicˇni
model je naslednji:
D⃗ = |C⃗ · X⃗rand − X⃗| (3.14)
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Slika 3.9: Psevdokoda algoritma WOA [17].
X⃗(t+ 1) = X⃗rand − A⃗ · D⃗ (3.15)
kjer je X⃗rand nakljucˇni pozicijski vektor (nakljucˇni kit), izbran iz trenutne
populacije. Mozˇne pozicije z A⃗ > 1 so prikazane na sliki 3.10 [17].
3.2.4 Potek algoritma
Psevdokoda algoritma je predstavljena na sliki 3.9. Algoritem se zacˇne z
generiranjem mnozˇice nakljucˇnih resˇitev. V vsaki iteraciji agenti posodobijo
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Slika 3.10: Eksploracijski mehanizem (X∗ je nakljucˇno izbran iskalni
agent) [17].
svoje pozicije glede na nakljucˇno zbranega ali pa trenutno najboljˇsega agenta.
Parameter a zmanjˇsujemo od 2 do 0, da poudarimo eksploracijo na zacˇetku
in eksploatacijo proti koncu algoritma. Za posodabljanje polozˇaja agentov je
izbrani agent nakljucˇni, ko je |A⃗| > 1, ko je |A⃗| < 1, pa je izbrani agent tre-
nutni najboljˇsi. Glede na vrednost p lahko algoritem menja med spiralnim ali
krozˇnim gibanjem. Algoritem se ustavi, ko izpolnemo ustavitveni pogoj [17].
3.3 Primerjava metahevristik
Optimizator sivih volkov in Algoritem optimizacije s kiti sta oba metahe-
vristicˇna algoritma, ki simulirata proces lova. Po delovanju sta si algoritma
zelo podobna. Imata manjˇse razlike v strukturi agentov (α, β, δ) in nacˇinu
gibanja agentov.
Oba algoritma uporabljata parametre a⃗, A⃗ in C⃗.
Vektor A⃗ in C⃗ se pri obeh algoritmih izracˇuna po naslednji enacˇbi (r1⃗, r2⃗ ∈
[0, 1]):
A⃗ = 2a⃗ · r1⃗ − a⃗ (3.16)
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C⃗ = 2 · r2⃗ (3.17)
Vektor a⃗ pa pri obeh algoritmih linearno manjˇsamo iz 2 na 0 skozi potek
iteracij:
a⃗ = 2− iter num · ((2)/max iter) (3.18)
Parametra A⃗ in C⃗ imata enako nalogo pri obeh algoritmih. A⃗ predstavlja
utezˇ med eksploracijo in eksploatacijo (|A⃗| > 1 eksploracija, |A⃗| < 1 eksplo-
atacija), C⃗ pa predstavlja ovire v okolju in je nakljucˇen skozi celoten potek
algoritma.
Algoritma se razlikujeta v vodenju iskanja. GWO sledi trem najboljˇsim
resˇitvam (α, β, δ), WOA pa sledi le najbojˇsi resˇitvi.
V gibanju agentov so tri glavne razlike. Prva je pri algoritmu WOA z
uporabo kombinacije dveh vrst gibanj. V primeru, da je p ≥ 0.5, se za premik
agenta uporabi enacˇba (3.12), ki simulira spiralno posodabljanje pozicije.
Takega gibanja v GWO ni.
Druga razlika se pokazˇe, ko je |A⃗| > 1 (faza eksploracije). Pri WOA se na-
mesto najbojlˇsega izbere nakljucˇnega agenta za referencˇnega pri enacˇbah (3.14)
in (3.15), medtem ko se pri GWO vedno uporabijo α, β, δ za usmerjanje gi-
banja.
Tretja razlika pa je v napovedovanju pozicije plena. Pri algoritmu WOA
se gibanje usmerja glede na najboljˇsega agetna (ko je |A⃗| < 1 in p < 0.5)
po enacˇbah (3.8) in (3.9). Pri algoritmu GWO pa enacˇbi (3.1) in (3.2), kjer
Xp⃗ predstavlja plen, preoblikujemo v enacˇbe (3.5), (3.6) in (3.7), s katerimi
aproksimiramo pozicijo plena glede na pozicije α, β in δ.
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3.4 Prevedba
V nadaljevanju sem prevedel en algoritem na drugega oziroma sem enega
dopolnil z deli drugega. Z ustvarjanjem hibridov lahko sklepamo o doprinosu
dolocˇenih delov in metod algoritma.
3.4.1 GWO s spiralnim posodabljanjem pozicije
Algoritmu GWO sem dodal metodo spiralnega posodabljanja pozicije iz Al-
goritma optimizacije s kiti. Agent ima tako mozˇnost dveh vrst gibanja:
obicˇajno gibanje z GWO in spiralno krozˇenje okoli plena iz WOA. Enacˇba
za dolocˇanje naslednje pozicije je torej:
X⃗(t+ 1) =
{︄
X⃗1+X⃗2+X⃗3
3
p < 0.5
D⃗
′ · ebl · cos(2πl) + X⃗p(t) p ≥ 0.5
,
(3.19)
kjer je D⃗
′
= |X⃗p(t) − X⃗(t)|, X⃗1, X⃗2 in X⃗3 so izracˇunani po enacˇbah (3.5)
in (3.6), predvideno pozicijo plena pa izracˇunamo kot povprecˇje agentov α, β
in δ:
X⃗p =
X⃗α + X⃗β + X⃗δ
3
(3.20)
Agent bo torej izbral eno od dveh metod premika glede na p ∈ [0, 1].
Psevdokoda prevedenega algoritma je na sliki 3.11.
3.4.2 WOA z razsˇirjeno hierarhijo
Algoritmu WOA sem dodal hierarhijo (α, β, δ) in prilagodil pozicioniranje
glede na predviden plen in ne na najboljˇsega agenta. Naboljˇsi, drugi in tretji
najboljˇsi agenti postanejo α, β in δ.
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Slika 3.11: Psevdokoda prevedenega algoritma GWO s spiralnim posodablja-
njem pozicije.
Enacˇbi za pozioniranje (3.8) in (3.9) se spremenita in dobimo enacˇbe (3.5), (3.6)
in (3.7). Pri metodi za spiralno posodabljanje pozicije (3.12) pa se X∗ spre-
meni v aproksimacijo plena glede na α, β in δ.
X⃗
∗
=
X⃗α + X⃗β + X⃗δ
3
(3.21)
Opazimo, da prilagojeni algoritem postane precej podoben algoritmu
GWO s spiralnim posodabljanjem pozicije. Edina konkretna razlika, ki
ostane, je pri fazi eksploracije (|A| > 1), kjer pri algoritmuWOA pri enacˇbah (3.8)
in (3.9) namesto najboljˇsega agenta izberemo nakljucˇnega po enacˇbah (3.14)
in (3.15).
Psevdokoda prevedenega algoritma je na sliki 3.12.
34 Bjorn Bracˇko
Slika 3.12: Psevdokoda prevedenega algoritma WOA z razsˇirjeno hierarhijo.
Poglavje 4
Rezultati testiranj
4.1 Ogrodje
Za namene testiranja implementacij algoritmov sem uporabil EvoloPy [https:
//github.com/7ossam81/EvoloPy], odprtokodno ogrodje, namenjeno bio nav-
dihjeni metahevristicˇni optimizacji v jeziku Python. Osnovna algoritma Op-
timizator sivih volkov in Algoritem optimizacije s kiti sta zˇe implementirana,
prevedbe pa sem implementiral sam.
4.2 Testne funkcije
Optimizacijske algoritme sem testiral na 19 dobro poznanih testnih funkcijah
za optimizacijo (glej tabele 4.1, 4.2, 4.3) [5, 19, 18, 32, 17]. Dim dolocˇa
dimenzijo funkcije, Df dolocˇa definicijsko obmocˇje, fmin pa je optimum.
Testne funkcije, ki sem jih uporabil, so minimizacijske funkcije in jih lahko
razdelimo v tri glavne skupine: unimodalne, multimodalne in multimodalne
fiksnih dimenzij.
Funkcija je unimodalna, cˇe za neko vrednost m monotono pada za vse
x ≤ m in monotono narasˇcˇa za vse x ≥ m. V tem primeru je minimum
f(x) = f(m), drugih lokalnih optimumov pa ni [28].
V kontrastu z unimodalnimi funkcijami pa imajo multimodalne funkcije
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F Funkcija Dim Df fmin
F1 f(x) =
∑︁n
i=1 x
2
i 30 [−100, 100] 0
F2 f(x) =
∑︁n
i=1 |xi|+Πni=1|xi| 30 [−10, 10] 0
F3 f(x) =
∑︁n
i=1(
∑︁i
j−1 xj)
2 30 [−100, 100] 0
F4 f(x) = maxi{|xi|, 1 ≤ i ≤ n} 30 [−100, 100] 0
F5 f(x) =
∑︁n−1
i=1 [100(xi+1 − x2i )2 + (xi − 1)2] 30 [−30, 30] 0
F6 f(x) =
∑︁n
i=1([xi + 0.5])
2 30 [−100, 100] 0
F7 f(x) =
∑︁n
i=1 ix
4
i + random[0, 1) 30 [−1.28, 1.28] 0
Tabela 4.1: Unimodalne testne funkcije.
mnogo lokalnih optimumov, sˇtevilo katerih se eksponentno vecˇa s sˇtevilom
dimenzij [18].
Multimodalne funkcije fiksnih dimenzij pa so multimodalne funkcije z
definirano dimenzionalnostjo.
Slika 4.1: 2D verzije unimodalnih testnih funkcij [18].
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F Funkcija Dim Df fmin
F8 f(x) =
∑︁n
i=1−xi sin(
√︁|xi|) 30 [−500, 500] −418.9829×
5
F9 f(x) =
∑︁n
i=1[x
2
i − 10 cos(2πxi) + 10] 30 [−5.12, 5.12] 0
F10
f(x) = −20 exp(−0.2
√︂
1
n
∑︁n
i=1 x
2
i ) −
exp( 1
n
∑︁n
i=1 cos(2πxi)) + 20 + e
30 [−32, 32] 0
F11 f(x) = 1
4000
∑︁n
i=1 x
2
i − Πni=1 cos( xi√i) + 1 30 [−600, 600] 0
F12
f(x) = π
n
{10 sin(πy1) +
∑︁n−1
i=1 (yi −
1)2[1 + 10 sin2(πyi+1)] + (yn −
1)2} + ∑︁ni=1 u(xi, 10, 100, 4), yi =
1 + xi+1
4
, u(xi, a, k,m) =⎧⎪⎪⎪⎨⎪⎪⎪⎩
k(xi − a)m xi > a
0 −a < xi < a
k(−xi − a)m xi < −a
30 [−50, 50] 0
F13
f(x) = 0.1{sin2(3πx1)+
∑︁n
i=1(xi−1)2[1+
sin2(3πxi+1)]+(xn−1)2[1+sin2(2πxn)]}+∑︁n
i=1 u(xi, 5, 100, 4)
30 [−50, 50] 0
Tabela 4.2: Multimodalne testne funkcije.
38 Bjorn Bracˇko
F Funkcija Dim Df fmin
F14 f(x) = ( 1
500
+
∑︁25
j=1
1
j+
∑︁2
i=1(xi−aij)6
)−1 2 [−65, 65] −1
F15 f(x) =
∑︁11
i=1[ai − x1(b
2
i+bix2)
b2i+bix3+x4
]2 4 [−5, 5] 0.0003
F16 f(x) = 4x21−2.1x41+ 13x61+x1x2−4x22+4x42 2 [−5, 5] −1.0316
F17
f(x) = (x2 − 5.14π2x21 + 5πx1 − 6)2 + 10(1−
1
8π
) cosx1 + 10
2 [−5, 5] 0.398
F18
f(x) = [1+(x1+x2+1)
2(19−14x1+3x21−
14x2+6x1x2+3x
2
2)]× [30+(2x1−3x2)2×
(18−32x1+12x21+48x2−36x1x2+27x22)]
2 [−2, 2] 3
F19
f(x) = −∑︁4i=1 ci exp(−∑︁3j=1 aij(xj −
pij)
2)
3 [1, 3] −3.86
F20
f(x) = −∑︁4i=1 ci exp(−∑︁6j=1 aij(xj −
pij)
2)
6 [0, 1] −3.32
F21 f(x) = −∑︁5i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10] −10.1532
F22 f(x) = −∑︁7i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10] −10.4028
F23 f(x) = −∑︁10i=1[(X − ai)(X − ai)T + ci]−1 4 [0, 10] −10.5363
Tabela 4.3: Multimodalne testne funkcije fiksnih dimnezij.
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Slika 4.2: 2D verzije multimodalnih testnih funkcij [18].
Slika 4.3: 2D verzije multimodalnih testnih funkcij fiksnih dimenzij [18].
4.3 Rezultati
Algoritmi so bili pognani tridesetkrat za vsako testno funkcijo (velikost popu-
lacije n = 30, sˇt. iteracij k = 500). Statisticˇni podatki (povprecˇje in standar-
dni odklon najdenih resˇitev) so prikazani v tabelah 4.4, 4.6 in 4.8, povprecˇni
CPU cˇasi izvajanja pa so navedeni v tabelah 4.5, 4.7 in 4.9. Oznake GWO in
WOA predstavljata osnovni verziji algoritmov, GWO1 (glej razdelek 3.4.1)
in WOA1 (glej razdelek 3.4.2) pa sta prevedeni razlicˇici.
40 Bjorn Bracˇko
4.3.1 Analiza eksploatacije
Za namene analize eksploatacije so primene unimodalne testne funkcije, saj
pokazˇejo zmogljivost algoritma, da eksploatira optimum [18]. Po rezultatih
v tabeli 4.4 lahko opazimo dva trenda. Prevedena algoritma imata v vecˇini
primerov slabsˇo zmogljivost kot osnovne razlicˇice. Pri funkcijah F3 in F4,
kjer pa je algoritem WOA najslabsˇi, opazimo, da je WOA1 bil boljˇsi pri
optimizaciji teh funkcij (glej sliko 4.4).
Iz teh rezultatov sklepam na naslednje predpostavke: posamezni meha-
nizmi za pozicioniranje agentov se razlikujejo po ucˇinkovitosti za razlicˇne
funkcije; hibridizacija razlicˇnih delov algoritmov je povzrocˇila, da osnovni
del algoritma postane manj ucˇinkovit pri svoji nalogi. V primeru, ko je
osnovni algoritem neucˇinkovit pri dani funkciji, pa lahko dodani mehanizem
izboljˇsa njegove rezultate (funkciji F3 in F4).
Slika 4.4: Rezultati na unimodalnih testnih funkcijah.
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4.3.2 Analiza eksploracije
V kontrastu z unimodalnimi imajo multimodalne testne funkcije vecˇ lokalnih
optimumov z narasˇcˇajocˇim sˇtevilom dimenzij in so primerne za testiranje
zmozˇnosti eksploracije algoritma [18].
V rezultatih (glej tabelo 4.6) opazimo podoben trend poslabsˇanja ucˇinkovitosti
pri prevedenih algoritmih (glej sliko 4.5).
Pri rezultatih multimodalnih testnih funkcij fiksnih dolzˇin (glej tabelo 4.8)
pa opazimo izboljˇsanje v zmogljivosti WOA1 nad WOA pri vecˇini testnih
funkcij (glej sliko 4.6). Opazimo tudi primere, kjer vsebnost dolocˇenega me-
hanizma povzrocˇi slabsˇo ucˇinkovitost algoritma (F22), kjer hibridizacija iz-
boljˇsa rezultate (F16, F17, F19, F23).
Slika 4.5: Rezultati na multimodalnih testnih funkcijah.
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F GWO GWO1 WOA WOA1
Povpr. Std Povpr. Std Povpr. Std Povpr. Std
F1 2.94E-31 4.49E-31 6.38E-23 8.14E-23 4.62E-73 2.44E-72 2.33E-16 3.70E-16
F2 1.08E-18 1.30E-18 2.61E-17 2.78E-17 2.66E-50 1.23E-49 3.02E-13 3.11E-13
F3 0.000682 0.002941 37.0554 54.1091 46267.66 10134.82 67.6837 89.8405
F4 2.91E-06 2.94E-06 10.4417 6.850 45.1917 30.1786 10.214 3.802
F5 27.278 0.5917 28.0562 2.1781 27.9658 0.4789 33.1220 28.4573
F6 0.6406 0.3685 2.133 0.5432 0.3917 0.1767 1.2265 0.5959
F7 0.00204 0.0007 0.0134 0.00887 0.00324 0.0031 0.0200 0.0100
Tabela 4.4: Rezultati na unimodalnih testnih funkcijah.
F Cˇas izvajanja
GWO GWO1 WOA WOA1
F1 9.63 9.25 8.42 9.23
F2 9.78 9.41 8.46 9.27
F3 11.78 11.49 10.46 11.34
F4 9.61 9.21 8.31 9.11
F5 9.82 9.45 8.57 9.35
F6 9.75 9.40 8.44 9.37
F7 9.75 9.32 8.50 9.38
Tabela 4.5: Povprecˇen CPU cˇas na unimodalnih testnih funkcijah (v sekun-
dah).
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F GWO GWO1 WOA WOA1
Povpr. Std Povpr. Std Povpr. Std Povpr. Std
F8 -6188.02 961.44 -6377.31 1457.33 -10308.90 1650.75 -8687.99 1706.91
F9 7.8556 7.0248 74.8351 26.9536 0 0 86.8497 31.744
F10 6.51E-14 6.64E-15 1.797E-12 1.27E-12 3.997E-15 2.59E-15 0.0938 0.50487
F11 0.00289 0.0077 0.0164 0.0198 0.0023 0.0125 0.0085 0.0159
F12 0.151 0.0475 12.7462 16.794 0.0724 0.0979 16.8857 17.59
F13 0.5692 0.2515 14.6994 25.0112 0.4407 0.2254 14.1638 25.014
Tabela 4.6: Rezultati na multimodalnih testnih funkcijah.
F Cˇas izvajanja
GWO GWO1 WOA WOA1
F8 9.52 8.59 7.72 9.03
F9 9.19 7.69 7.43 8.70
F10 9.61 8.10 7.28 9.25
F11 9.83 8.23 7.14 9.11
F12 10.67 10.40 9.37 10.24
F13 10.64 10.29 9.34 10.16
Tabela 4.7: Povprecˇen CPU cˇas na multimodalnih testnih funkcijah (v se-
kundah).
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F GWO GWO1 WOA WOA1
Povpr. Std Povpr. Std Povpr. Std Povpr. Std
F14 4.161 4.2041 5.265 4.682 3.446 3.813 2.564 3.264
F15 0.0024 0.0059 0.0024 0.006 0.0007 0.0005 0.0005 0.0003
F16 -1.032 2.36E-08 -1.031 1.81E-10 -1.032 4.78E-09 -1.032 1.34E-10
F17 0.3979 1.12E-06 0.3979 6.34E-09 0.3979 8.3707E-06 0.3979 8.77E-09
F18 3.00003 2.19E-05 5.70004 14.5399 3.9003 4.8475 3.00003 4.49E-05
F19 -3.8622 0.0013 -3.8625 0.00031 -3.8567 0.0064 -3.8625 0.00041
F20 -3.2732 0.0712 -3.2525 0.0778 -3.2155 0.1159 -3.2667 0.0698
F21 -8.9293 2.1263 -8.6654 2.4254 -8.7313 2.2248 -9.2658 1.8747
F22 -8.7594 2.8465 -7.4502 3.3978 -7.4766 2.9682 -7.3412 3.2503
F23 -10.0307 1.7267 -8.7511 3.1848 -7.8138 3.0706 -9.1605 2.7047
Tabela 4.8: Rezultati na multimodalnih testnih funkcijah fiksnih dimenzij.
F Cˇas izvajanja
GWO GWO1 WOA WOA1
F14 8.01 8.12 8.01 8.06
F15 1.86 1.81 1.63 2.03
F16 0.84 0.85 0.81 0.89
F17 0.87 0.84 0.81 0.94
F18 0.90 0.89 0.82 0.97
F19 1.99 1.96 1.84 2.20
F20 3.00 2.95 2.73 2.90
F21 4.32 4.35 4.16 4.33
F22 5.60 5.58 5.42 5.56
F23 7.43 7.43 7.30 7.45
Tabela 4.9: Povprecˇen CPU cˇas na multimodalnih testnih funkcijah fiksnih
dolzˇin(v sekundah).
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Slika 4.6: Rezultati na multimodalnih testnih funkcijah fiksnih dimenzij.
4.3.3 Cˇas izvajanja
CPU cˇasi izvajanja so navedeni v tabelah 4.5, 4.7 in 4.9. Algoritma in njuna
hibrida so med seboj podobni in podobne so tudi cˇasovne zahtevnosti. Opa-
zimo lahko minimalno daljˇsi cˇas izvajanja pri algoritmih, ki vsebujejo hierar-
hijo (α, β, δ) in tako racˇunajo pozicije po enacˇbah (3.5), (3.6) in (3.7) (ali pa
njihovih izvedenkah).
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Poglavje 5
Sklepne ugotovitve
V diplomski nalogi sem obravnaval bio navdihnjene metahevristike in njihovo
uporabo pri optimizaciji. Najprej sem predstavil, kaj je metahevristicˇna op-
timizacija in zakaj ter pri kaksˇnih problemih (NP-tezˇki problemi, problemi z
nepopolnim znanjem) se uporablja. Nato sem na kratko opisal nekaj bio nav-
dihnjenih metahevristik. Za namene razporeditve in kategoriziranja teh me-
tahevristik v skupine sem definiral nekaj kategorij, ki so dane metahevrisitke
locˇile po navdihu oziroma vrsti simulacije za algoritem (fizikalne simulacije,
socialne simulacije, simulacije lova/nabiralniˇstva) ter po stukturi agentov v
algoritmu (heterogeni roji).
V nadaljevanju sem si izbral dva podobna algoritma (Optimizator sivih
volkov in Algoritem optimizacije s kiti) ter jih podrobno opisal. Nato sem ju
primerjal, kjer sem ugotovil glavne podobnosti in razlike pri delovanju (so-
cialna hierarhija agentov, spiralno pozicioniranje, aproksimacije plena). Pri
prevedbi sem zastavil dve razlicˇici algoritmov: Optimizator sivih volkov s spi-
ralnim posodabljanjem pozicije in Algoritem optimizacije s kiti z razsˇirjeno
hierarhijo. Namen take hibridizacije je bil, da bi iz rezultatov, kjer so me-
hanizmi zdruzˇeni, lahko ugotovili pomen in ucˇinkovitost posameznih meha-
nizmov za dolocˇene naloge. Opazil sem tudi, da je ostala le ena razlika v
prevedenih razlicˇicah algoritmov (nakljucˇni/najboljˇsi referencˇni agent, ko je
|A ≥ 1|). Iz tega bi lahko sklepal tudi na pomembnost te razlike v delovanju.
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Za testiranje sem uporabil ogrodje EvoloPy, odprtokodno ogrodje, name-
njeno bio navdihnjeni metahevristicˇni optimizaciji. Pri testiranju osnovnih
in prevedenih implementacij algoritmov sem uporabil dobro poznane mini-
mizacijske testne funkcije za optimizacijo (unimodalne, multimodalne, mul-
timodalne fiksnih dolzˇin). Vsak algoritem je bil pognan tridesetkrat na vsaki
testni funkciji, da sem dobil zanesljive rezultate. Rezultate sem prikazal s
povprecˇjem in standardnim odklonom najboljˇse resˇitve za vsako funkcijo.
Pri analizi rezultatov sem opazil nekaj poglavitih trendov. Pri vecˇini te-
stnih funkcij lahko opazimo poslabsˇanje ucˇinkovitosti pri prevedenih razlicˇicah.
Pri nekaterih funkcijah, kjer se je osnovni algoritem odrezal dobro, je priso-
tnost mehanizma iz drugega algoritma povzrocˇila mocˇno degradacijo ucˇinkovitosti
prevedene razlicˇice. So primeri, kjer pa se zgodi tudi nasprotno: kjer se je
osnovni algoritem odrezal slabo, se je prevedena razlicˇica z dodanim meha-
nizmom odrezala precej bolje. Ugotovil sem, da razlicˇni mehanizmi za op-
timizacijo delujejo razlicˇno dobro na razlicˇnih testnih funkcijah in se vecˇino
cˇasa ne mesˇajo najbolje.
Za prihodnje delo bi lahko diplomsko nalogo razsˇiril na vecˇ algoritmov in
tako mehanizmov za optimizacijo. S tem bi pridobil vecˇ podatkov o interak-
cijah med razlicˇnimi mehanizmi v hibridiziranih algoritmih in tako ugotovil
ali so trendi, opisani v tej diplomski nalogi, ekskluzivni algoritmoma GWO
in WOA, ali pa je to splosˇno dejstvo za vecˇino algoritmov.
Diplomska naloga 49
50 Bjorn Bracˇko
Literatura
[1] E. Atashpaz-Gargari and C. Lucas. Imperialist competitive algorithm:
An algorithm for optimization inspired by imperialistic competition. In
2007 IEEE Congress on Evolutionary Computation, pages 4661–4667,
2007.
[2] Totok R. Biyanto, Matradji, Sonny Irawan, Henokh Y. Febrianto, Na-
indar Afdanny, Ahmad H. Rahman, Kevin S. Gunawan, Januar A.D.
Pratama, and Titania N. Bethiana. Killer whale algorithm: An algo-
rithm inspired by the life of killer whale. Procedia Computer Science,
124:151 – 157, 2017. 4th Information Systems International Conference
2017, ISICO 2017, 6-8 November 2017, Bali, Indonesia.
[3] Totok Ruki Biyanto, Henokh Yernias Fibrianto, Gunawan Nugroho,
Agus Muhamad Hatta, Erny Listijorini, Titik Budiati, and Hairul Huda.
Duelist algorithm: An algorithm inspired by how duelist improve their
capabilities in a duel. In Ying Tan, Yuhui Shi, and Ben Niu, editors,
Advances in Swarm Intelligence, pages 39–47, Cham, 2016. Springer In-
ternational Publishing.
[4] Shu-Chuan Chu, Pei-wei Tsai, and Jeng-Shyang Pan. Cat swarm optimi-
zation. In Qiang Yang and Geoff Webb, editors, PRICAI 2006: Trends
in Artificial Intelligence, pages 854–858, Berlin, Heidelberg, 2006. Sprin-
ger Berlin Heidelberg.
51
52 Bjorn Bracˇko
[5] J.G. Digalakis and K.G. Margaritis. On benchmarking functions for
genetic algorithms. International Journal of Computer Mathematics,
77(4):481–506, 2001.
[6] M. Dorigo, M. Birattari, and T. Stutzle. Ant colony optimization. IEEE
Computational Intelligence Magazine, 1(4):28–39, 2006.
[7] M. Dorigo and G. Di Caro. Ant colony optimization: a new
meta-heuristic. In Proceedings of the 1999 Congress on Evolutionary
Computation-CEC99 (Cat. No. 99TH8406), volume 2, pages 1470–1477
Vol. 2, 1999.
[8] Adel Sabry Eesa, Adnan Mohsin Abdulazeez Brifcani, and Zeynep Or-
man. Cuttlefish algorithm-a novel bio-inspired optimization algorithm.
International Journal of Scientific & Engineering Research, 4(9):1978–
1986, 2013.
[9] Ali Asghar Heidari, Seyedali Mirjalili, Hossam Faris, Ibrahim Aljarah,
Majdi Mafarja, and Huiling Chen. Harris hawks optimization: Algori-
thm and applications. Future Generation Computer Systems, 97:849 –
872, 2019.
[10] A. Jevtic, A´. Gutierrez, D. Andina, and M. Jamshidi. Distributed bees
algorithm for task allocation in swarm of robots. IEEE Systems Journal,
6(2):296–304, 2012.
[11] D. Karaboga and B. Basturk. On the performance of artificial bee colony
(abc) algorithm. Applied Soft Computing, 8(1):687 – 697, 2008.
[12] Dervis Karaboga and Bahriye Akay. A comparative study of artificial bee
colony algorithm. Applied Mathematics and Computation, 214(1):108 –
132, 2009.
[13] A. Kaveh and V.R. Mahdavi. Colliding bodies optimization: A novel
meta-heuristic method. Computers Structures, 139:18 – 27, 2014.
Diplomska naloga 53
[14] J. Kennedy and R. Eberhart. Particle swarm optimization. In Pro-
ceedings of ICNN’95 - International Conference on Neural Networks,
volume 4, pages 1942–1948 vol.4, 1995.
[15] S. Kirkpatrick, C. D. Gelatt, and M. P. Vecchi. Optimization by simu-
lated annealing. Science, 220(4598):671–680, 1983.
[16] KN Krishnanand and Debasish Ghose. Glowworm swarm based op-
timization algorithm for multimodal functions with collective robotics
applications. Multiagent and Grid Systems, 2(3):209–222, 2006.
[17] Seyedali Mirjalili and Andrew Lewis. The whale optimization algorithm.
Advances in Engineering Software, 95:51 – 67, 2016.
[18] Seyedali Mirjalili, Seyed Mohammad Mirjalili, and Andrew Lewis. Grey
wolf optimizer. Advances in Engineering Software, 69:46 – 61, 2014.
[19] Marcin Molga and Czeslaw Smutnicki. Test functions for optimization
needs. Test functions for optimization needs, 101:48, 2005.
[20] D.T. Pham, A. Ghanbarzadeh, E. Koc¸, S. Otri, S. Rahim, and M. Zaidi.
- the bees algorithm — a novel tool for complex optimisation problems.
In D.T. Pham, E.E. Eldukhri, and A.J. Soroka, editors, Intelligent Pro-
duction Machines and Systems, pages 454 – 459. Elsevier Science Ltd,
Oxford, 2006.
[21] Pablo Rabanal, Ismael Rodr´ıguez, and Fernando Rubio. Using river for-
mation dynamics to design heuristic algorithms. In Selim G. Akl, Cri-
stian S. Calude, Michael J. Dinneen, Grzegorz Rozenberg, and H. Todd
Wareham, editors, Unconventional Computation, pages 163–177, Berlin,
Heidelberg, 2007. Springer Berlin Heidelberg.
[22] Esmat Rashedi, Hossein Nezamabadi-pour, and Saeid Saryazdi. Gsa:
A gravitational search algorithm. Information Sciences, 179(13):2232 –
2248, 2009. Special Section on High Order Fuzzy Sets.
54 Bjorn Bracˇko
[23] Kenichi Tamura and Keiichiro Yasuda. Primary study of spiral dynamics
inspired optimization. IEEJ Transactions on Electrical and Electronic
Engineering, 6(S1):S98–S100, 2011.
[24] I. Tkach, Y. Edan, A. Jevtic, and S. Y. Nof. Automatic multi-sensor task
allocation using modified distributed bees algorithm. In 2013 IEEE In-
ternational Conference on Systems, Man, and Cybernetics, pages 1401–
1406, 2013.
[25] Peter J. M. van Laarhoven and Emile H. L. Aarts. Simulated annealing,
pages 7–15. Springer Netherlands, Dordrecht, 1987.
[26] Wikipedia contributors. List of metaphor-based metaheuristics —
Wikipedia, the free encyclopedia. https://en.wikipedia.org/
w/index.php?title=List_of_metaphor-based_metaheuristics&
oldid=966445218, 2020. [Online; accessed 8-July-2020].
[27] Wikipedia contributors. Le´vy flight — Wikipedia, the free encyclo-
pedia. https://en.wikipedia.org/w/index.php?title=L%C3%A9vy_
flight&oldid=963054480, 2020. [Online; accessed 22-August-2020].
[28] Wikipedia contributors. Unimodality — Wikipedia, the free encyclope-
dia. https://en.wikipedia.org/w/index.php?title=Unimodality&
oldid=948036303, 2020. [Online; accessed 31-August-2020].
[29] X. Yang. Metaheuristic Optimization. Scholarpedia, 6(8):11472, 2011.
revision #91488.
[30] X. Yang and Suash Deb. Cuckoo search via le´vy flights. In 2009 World
Congress on Nature Biologically Inspired Computing (NaBIC), pages
210–214, 2009.
[31] Xin-She Yang. A New Metaheuristic Bat-Inspired Algorithm, pages 65–
74. Springer Berlin Heidelberg, Berlin, Heidelberg, 2010.
Diplomska naloga 55
[32] Xin-She Yang. Test problems in optimization. arXiv preprint
arXiv:1008.0549, 2010.
[33] Xin-She Yang. Metaheuristic optimization: Algorithm analysis and open
problems. In Panos M. Pardalos and Steffen Rebennack, editors, Expe-
rimental Algorithms, pages 21–32, Berlin, Heidelberg, 2011. Springer
Berlin Heidelberg.
[34] Xin-She Yang. Flower pollination algorithm for global optimization. In
Je´roˆme Durand-Lose and Natasˇa Jonoska, editors, Unconventional Com-
putation and Natural Computation, pages 240–249, Berlin, Heidelberg,
2012. Springer Berlin Heidelberg.
[35] Maziar Yazdani and Fariborz Jolai. Lion optimization algorithm (loa):
A nature-inspired metaheuristic algorithm. Journal of Computational
Design and Engineering, 3(1):24 – 36, 2016.
,
