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Chapter 1
Introduction
1.1 The nonlinear theory of suspension bridges
On the morning of November 7, 1940, the Tacoma Narrows Bridge collapsed into
the Puget Sound. This collapse and the preceding behavior documented in [1], to-
gether with the unexplained behavior observed in other high profile suspension bridges
around the world has made it clear that there is still a long way to go in understanding
and explaining the reasons for these observations. In this direction, increasingly so-
phisticated models have been proposed to explain the vertical motions of a suspension
bridge.
One important way to uncover the behavior that can be explained by these models
is to simulate periodic forcing and search for periodic responses in the bridge. The
multiplicity and stability of these periodic responses can help us to understand how
these models might explain real word phenomena.
In a suspension bridge, the roadbed is suspended from the main cable by hanger
1
2(or suspender) cables which connect the roadbed to the main cable. The main cable
is connected at both ends of the bridge to two towers. In all of the models considered
here, the roadbed is modeled as a beam with hinged ends using the Euler-Bernoulli
beam equation. When the hanger cables are under tension, they provide an upward
force on the roadbed which obeys Hooke’s law and is proportional to how far the
cables are stretched. The key idea is that if the roadbed rises high enough, the hanger
cables will lose tension and will not exert any force on the roadbed. This “one-sided”
Hooke’s Law introduces a nonlinear effect to our suspension bridge models.
1.2 Models of a suspension bridge
The first model which was introduced by Glover, Lazer, and McKenna in [11] models
the roadbed as a one dimensional beam of length L with hinged ends. The function
u(x, t) for 0 ≤ x ≤ L and t ≥ 0 measures the downward displacement of the beam
from the horizontal axis at position x and time t. After a damping term is added
to account for air resistance, the nonlinear term to account for the hanger cables,
and terms for loading of the bridge and external periodic forcing, we arrive at the
following boundary value problem.
utt + c1uxxxx + d1ut + k1u
+ = F1(x, t) +W1(x)
u(0, t) = u(L, t) = uxx(0, t) = uxx(L, t) = 0
(1.2.1)
3We will use the notation u+ to mean the positive part of the quantity u.
u+ =
u+ |u|
2
=

u, u ≥ 0
0, u < 0
Here we will collect some important properties of the function u+.
Proposition 1.1. These follow immediately from the definition.
1. (cu)+ = c(u)+, if c ≥ 0.
2. (u− v)+ ≤ |u− v|
3. u+ − v+ ≤ |u− v|
.
For equation (1.2.1), extensive theoretical and numerical results have been ob-
tained in [4, 12, 13, 20]. See also [8] for a survey of these and other results. Multiple
periodic solutions have been shown to exist for a certain range of parameters using
degree theory and have been confirmed numerically. Numerical simulations have also
4been used to demonstrate that the bridge exhibits high frequency shaking in response
to low frequency forcing.
Despite the variety of interesting behavior described by this model, there are still
ways in which it is still unsatisfactory. The main restriction of the model is that it
studies the motion of the roadbed in isolation. In reality, the motion of the roadbed
is coupled to the motion of the main cable through the hanger cables. This coupling
has had observed effects in the Tacoma Narrows Bridge, as well as the Golden Gate
Bridge, and is well documented in [1].
We remove this restriction by including a second equation in our model for the
main cable. The main cable is far more flexible than the roadbed and so we model it
as a vibrating string of length L using the wave equation with homogenous Dirichlet
boundary. The function v(x, t) for 0 ≤ x ≤ L and t ≥ 0 will measure the downward
displacement of the main cable at position x and time t from the horizontal axis
connecting the tops of the two towers. The motion of the main cable will also be
damped by air resistance, and it will have a loading term and external forcing as
well. The only term that we need to change in equation (1.2.1) is the force exerted
by the hanger cables. This force will still obey Hooke’s law when the cables are
stretched, however the length by which the hanger cables are stretched now depends
on the position of both the roadbed and the main cable. In particular, the distance
stretched is no longer u+, but (u − v)+. This force will be applied equally and in
opposite directions, pulling up on the roadbed and down on the main cable. Thus we
5arrive at the following system, first introduced in [18].
utt + c1uxxxx + d1ut + k1(u− v)+ = F1(x, t) +W1(x)
vtt − c2vxx + d2vt − k2(u− v)+ = F2(x, t) +W2(x)
u(0, t) = u(L, t) = uxx(0, t) = uxx(L, t) = 0
v(0, t) = v(L, t) = 0
(1.2.2)
The existence of solutions to these equations is studied in [3] and multiple periodic
solutions have been shown to exist for a range of parameters using variational methods
in [7], however there has not been any extensive numerical work done to this point.
See also [8] for a survey of results.
Before we move on, we make an additional assumption. We assume that the
external forcing is applied only to the main cable and set F1(x, t) = 0. This assump-
tion comes from the observations that high wind speeds have induced swaying in the
towers which affects the main cable but not the roadbed.
We choose L = pi for convenience and choose values of parameters as suggested
in [18], which represent a flexible roadbed and stiff cables. In particular, we assume
6that the roadbed is an order of magnitude heavier than the main cable and an order
of magnitude more flexible than the main cable and hanger cables. We ignore the
loading term of the main cable as it is assumed to be negligible relative to the weight
and loading of the roadbed. Most importantly, we choose periodic forcing of the form
F2(x, t) = λ sin(µt). We will thus refer to µ as the forcing frequency, λ as the forcing
amplitude, and T = 2pi/µ as the period of the forcing.
utt + 0.1uxxxx + 0.01ut + (u− v)+ = 1
vtt − 10vxx + 0.01vt − 10(u− v)+ = λ sin(µt)
u(0, t) = u(pi, t) = uxx(0, t) = uxx(pi, t) = 0
v(0, t) = v(pi, t) = 0
(1.2.3)
Although this model is more sophisticated, we must still address its shortcomings.
It is a one dimensional model and as such can only address the vertical motions of
the roadbed and main cable. In reality, the bridge is free to move not only vertically,
but also horizontally (both laterally and transversely) as well as torsionally around
the central axis of the roadbed’s length. Additionally, in this model the coupling
of the main cable and roadbed through the hanger cables takes place at each point
x ∈ (0, L). In reality, there are only a finite number of hanger cables from which
the roadbed is suspended. Interestingly, when we apply a finite difference scheme to
(1.2.3) in Chapter 6, the effect of discretizing in space will impose that this coupling
only takes place at the grid points in (0, L). Thus, regarding the coupling of the
main cable and roadbed, the discretized system may provide a better approximation
to reality than the continuous model.
7The system (1.2.3) will be the primary focus of the following work. In particular,
we will be interested in varying the forcing parameters λ and µ and finding the possible
periodic responses of the system. We will focus on periodic solutions whose period is
an integral multiple of the period of the forcing T = 2pi/µ. That is to say, solutions
u(x, t) and v(x, t) to the system (1.2.3) which satisfy the following equations for some
m ∈ Z+, for all x ∈ (0, pi) and for all t ≥ 0.
u(x, t+mT ) = u(x, t)
v(x, t+mT ) = v(x, t)
(1.2.4)
As with the initial work done on (1.2.1), we will use numerical methods to search
for approximate periodic solutions to (1.2.3). Since our parameters (λ, µ) form a two
dimensional parameter space, it will be convenient to consider fixed values of µ and
perform our analysis as if there were a single parameter λ. The choice to fix µ instead
of λ is arbitrary and does not affect the results.
The first way we attack this problem is to simplify to a system of ordinary differ-
ential equations by separating variables in the following way.
u(x, t) = y(t) sin(x)
v(x, t) = z(t) sin(x)
Solutions of this form represent standing waves of zero nodes in the main cable
and roadbed. We make the additional assumptions that F1(x, t) = λ sin(µt) sin(x)
and W2(x) = sin(x). We will drop these assumptions in favor of the more realistic
F1(x, t) = λ sin(µt) and W2(x) = 1 when we return to the study of the system of
8partial differential equations (1.2.3) in Chapter 6. Since sin(x) > 0 for x ∈ (0, pi), the
properties of u+ allow us to factor sin(x) out of each term in (1.2.3).
(
y(t) sin(x)− z(t) sin(x)
)+
=
(
sin(x)
(
y(t)− z(t)))+ = sin(x)(y(t)− z(t))+
For x ∈ (0, pi), we may divide both equations by sin(x) > 0 and arrive at the
following system of ODE.
y′′ + 0.1y + 0.01y′ + (y − z)+ = 1
z′′ + 10z + 0.01z′ − 10(y − z)+ = λ sin(µt)
(1.2.5)
We remark here that in [12, 13, 20], similar assumptions on the forcing and load-
ing allow the computation of separable solutions u(x, t) = y(t) sin(x) of (1.2.1) by
studying the following initial value problem.
y′′ + c1y + d1y′ + k1y+ = λ sin(µt) +W
y(0) = y0
y′(0) = y1
(1.2.6)
1.3 Linear Solution
Before we proceed, we consider a linear version of (1.2.5) which will help us understand
the effects of introducing the nonlinearity (y − z)+. Observe that any solution to
9(1.2.5) which satisfies y(t) ≥ z(t) for all t is a solution to the linear system (1.3.1).
We remark that saying y(t) ≥ z(t) for all t is equivalent to saying that the hanger
cables never lose tension.
y′′ + 0.1y + 0.01y′ + (y − z) = 1
z′′ + 10z + 0.01z′ − 10(y − z) = λ sin(µt)
(1.3.1)
This system represents the same suspension bridge, except that that the hanger
cables here act as springs. That is to say that if the roadbed rises high enough,
the cables become “compressed” and exert a downward force on the roadbed and an
upward force on the main cable. This is not realistic because, as documented in [1],
the hanger cables in the Tacoma Narrows Bridge were observed to go slack when then
roadbed rose high enough. We rewrite (1.3.1) to arrive at the following system.
y′′ + 0.01y′ + 1.1y − z = 1
z′′ + 0.01z′ − 10y + 20z = λ sin(µt)
(1.3.2)
Computation yields that there is a unique periodic solution to this linear system
which takes the following form.
y(t) =
5
3
+ λ
(
c1(µ) sin(µt) + c2(µ) cos(µt)
)
z(t) =
5
6
+ λ
(
c3(µ) sin(µt) + c4(µ) cos(µt)
) (1.3.3)
If we ignore the small damping term, the linear solution simplifies and we obtain
the following solution for all values of µ except the resonance frequencies µ ≈ 0.7648
10
and µ ≈ 4.5294.
y(t) =
5
3
+ λ
(
1
µ4 − 21.1µ2 + 12
)
sin(µt)
z(t) =
5
6
+ λ
(
1.1− µ2
µ4 − 21.1µ2 + 12
)
sin(µt)
(1.3.4)
In the absence of forcing (λ = 0) and for any fixed value of the forcing frequency
µ, the periodic solution (1.3.3) is an equilibrium solution y(t) = 5/3, z(t) = 5/6. For
λ > 0, we see the periodic response in the system is periodic oscillations about the
equilibrium. The amplitudes of the responses are proportional to the amplitude of the
forcing λ. This model works well for describing small oscillations that are the result
of small forcing, however this description breaks from reality when the oscillations
become large enough that the hanger cables lose tension.
Here we present a bifurcation diagram of periodic solutions to (1.3.2) which cap-
tures the information from this linear system that we are interested in. For each
fixed value of the forcing frequency µ, we will present two graphs. In each graph, the
horizontal axis will represent the value of the forcing amplitude λ. The vertical axes
in the first and second graphs will represent the amplitude of the periodic response
in the main cable and roadbed, respectively.
We will denote amp(y) to be the amplitude of the T -periodic function y(t) which
we may compute as follows.
amp(y) =
1
2
(
max
t∈[0,T ]
y(t)− min
t∈[0,T ]
y(t)
)
The diagram below are for µ = 0.85 and µ = 4. These are values we shall return
to in Chapter 5, but for the linear system (1.3.1) they are completely typical of all
11
values of µ. As the exact solution (1.3.3) demonstrates, all bifurcation diagrams of
this linear system will contain a single line whose slope depends only on the constants
ci(µ) for i = 1, 2, 3, 4.
We mark on the curves the first periodic solution for which the hanger cables lose
tension. Thus all points to the left of this mark represent solutions which satisfy
y(t) ≤ z(t) for all t and are therefore also solutions to the nonlinear system (1.2.5).
Points to the rights of this mark do not correspond to solutions to (1.2.5) as 0 >
y(t)− z(t) 6= (y(t)− z(t))+ = 0 for some t. Our aim in the coming chapters will be to
see how the periodic solutions of (1.2.5) extend beyond the marked value of λ where
the hanger cables first lose tension.
Figure 1.1: Bifurcation diagram for the linear system (1.3.2) with µ = 0.85.
12
Figure 1.2: Bifurcation diagram for the linear system (1.3.2) with µ = 4.
Chapter 2
Bifurcation Analysis
Bifurcation analysis is a powerful tool for analyzing the solution sets of parametrized
nonlinear equations. Bifurcation theory provides us with many useful insights and
techniques in the realm of numerical continuation which will be of crucial importance
in our search for periodic solutions. For this reason we recount here the relevant
theory upon which our numerical continuation algorithms are based. This theory has
been developed in great generality over the past century in the works of Andronov [2],
Crandall [6], Keller [14, 15], Kub´ıcˇek and Marek [17], Rabinowitz [21], Sattinger [23]
and others. For a modern treatment, see Ru¨diger [22]. Most of these works consider
parametrized mappings between arbitrary Banach spaces. For us, it will be enough
to consider the roots of maps F(λ,η) : R× Rn → Rn from Rn to itself parametrized
by a single real valued parameter λ.
F(λ,η) = 0 (2.0.1)
13
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We are interested in how the qualitative behavior of the roots η changes with the
parameter λ. We do this by finding as many connected components of the zero set
(2.0.2) as possible.
Γ = {(λ,η) ∈ R× Rn : F(λ,η) = 0} (2.0.2)
2.1 Simple Parametrization
We will first consider subsets of (2.0.2) which take the following form.
γ = {(λ,η(λ)) ∈ R× Rn : λ1 < λ < λ2}
In this context, we will define a point (λ∗,η(λ∗)) ∈ γ to be called a bifurcation
point if, in any neighborhood of (λ∗,η(λ∗)) in R× Rn, there exists a point of Γ that
is not in γ. In a more general context, we will say that λ∗ is a bifurcation point if the
number of solutions η to F(λ,η) = 0 changes as λ crosses λ∗.
Here we state a version of the Implicit Function Theorem from [16] which can
be used to give a necessary condition for a point (λ∗,η(λ∗)) ∈ γ to be a bifurcation
point.
Theorem 2.1. (Implicit Function Theorem) If F : R× Rn → Rn satisfies
1. F(λ∗,η∗) = 0
15
2. ∂F
∂η
is continuous in a neighborhood of (λ∗,η∗)
3. ∂F
∂η
(λ∗,η∗) is invertible
Then, there exists a neighborhood U ⊂ R of λ∗ and a continuous function η : U → Rn
such that η(λ∗) = η∗ and
F(λ,η(λ)) = 0, λ ∈ U
Moreover, there exists a neighborhood V ⊂ Rn of η∗ such that these are the only
solutions of F(λ,η) = 0 in U × V .
Proof. See [16].
Corollary 2.2. If (λ∗,η∗) is a bifurcation point, then ∂F
∂η
(λ∗,η∗) is singular.
Equivalently, if ∂F
∂η
(λ∗,η∗) is nonsingular, then (λ∗,η∗) is not a bifurcation point.
This simple consequence of the Implicit Function Theorem gives us a starting point
for a numerical continuation algorithm. Namely, if we are at a point (λk−1,ηk−1) ∈ γ
for which ∂F
∂η
(λk−1,ηk−1) is nonsingular, then for some sufficiently small ∆λ there
exists a nearby point (λk,ηk) ∈ γ where λk = λk−1 + ∆λ.
In practice, numerical continuation is achieved by so-called “Predictor-Solver”
methods. These methods work by taking points (λi,ηi) for i = 1, 2, . . . , k − 1 on the
curve γ and using them to predict the location of a new point (λk,η
0
k). Often for
convenience of implementation the increments λi−λi−1 will be uniform, but this need
not be the case. Here we list some common and useful predictor methods.
• Trivial Predictor
η0k = ηk−1
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This predictor is easy to implement and requires knowledge of only one point
on γ. This makes it ideal for the first step of most numerical continuation
algorithms.
• Secant Predictor
η0k = ηk−1 +
ηk−1 − ηk−2
λk−1 − λk−2 (λk − λk−1)
This predictor is also easy to implement but requires knowledge of two previous
points on γ. In the special case where we use uniform increments ∆λ, the secant
predictor simplifies to η0k = 2ηk−1 − ηk−2
• Higher Order Predictor Assuming knowledge of r previous points on the
curve (λk−1,ηk−1), . . . , (λk−r,ηk−r), we form the interpolating polynomial p(λ)
of degree at most r − 1 and use it to determine η0k = p(λk).
The newly predicted point (λk,η
0
k) need not be on γ, though the Implicit Function
Theorem guarantees (so long as ∂F
∂η
(λk−1,ηk−1) is nonsingular and λk − λk−1 is suffi-
ciently small) the existence of a nearby point of γ. We therefore use η0k as the initial
guess in a root finding method, usually the multidimensional Newton’s method or a
variation thereof. Due to the sensitivity of Newton’s method to the initial guess, it
is often necessary to take relatively small steps in λ, especially when using the trivial
predictor.
While stepping along this path of solutions, the following powerful theorem can
be used to tell us that we have crossed a bifurcation point λ∗. In particular, we will
use the following immediate corollary.
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Theorem 2.3. Suppose γ is a smooth arc of solutions to F(λ,η) = 0 of the form
(2.1). If the determinant of the Jacobian ∂F
∂η
changes sign at λ∗, then (λ∗,η(λ∗)) is a
bifurcation point.
Proof. See [15].
Corollary 2.4. Under the same hypothesis as Theorem 2.3, if sign(det(∂F
∂η
(λk−1,η(λk−1))) 6=
sign(det(∂F
∂η
(λk,η(λk))), then there is a bifurcation point λ
∗ in the interval (λk−1, λk).
We remark here that when η ∈ Rn for n > 2, it is not possible to visualize
the solution curve γ. For this reason it is common to visualize instead the curve
{(λ, ‖η(λ)‖) ∈ R × R : λ1 ≤ λ ≤ λ2} where ‖ · ‖ is some appropriate norm in Rn.
In this work, η are the initial conditions of some system of differential equations and
so instead of using a norm of the vector η, we will use a norm of the function y
which solves the differential equation with initial conditions η. When considering
ordinary differential equations, we will plot λ vs. amp as described in Chapter 1.
When considering partial differential equations we will plot λ vs. ‖y‖L1 .
2.2 Arclength Parametrization
A main restriction of the above considerations is that we are only able to consider
continuation and bifurcations for branches of solutions that are of the form (λ,η(λ))
for λ ∈ (λ1, λ2). To overcome this restriction, we drop the natural parametrization
using λ and introduce a new parameter s, called the arclength (or pseudo-arclength)
parameter. In this more general context, we can now consider subsets of (2.0.2) which
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take the following form.
γ = {(λ(s),η(s)) ∈ R× Rn : s1 < s < s2}
For simplicity of notation, we will write F(s) in place of F(λ(s),η(s)). A point
(λ(s),η(s)) ∈ γ is called a regular point if the n× (n+1) matrix of partial derivatives[
∂F
∂λ
(s) ∂F
∂η
(s)
]
has rank n.
Lemma 2.5. Rank
[
∂F
∂λ
(s) ∂F
∂η
(s)
]
= n if and only if either of the following condi-
tions hold.
1. ∂F
∂η
(s) is nonsingular.
2. dim Null(∂F
∂η
(s)) = 1 and ∂F
∂λ
(s) /∈ Range ∂F
∂η
(s)
Proof. See [15].
In the case of condition 2. of Lemma 2.5, the point (λ(s),η(s)) is said to be a
simple limit point or a simple fold.
Now we may consider continuation through a point where ∂F
∂η
(s) is singular. We
again start with a point of γ, (λ0,η0) = (λ(s0),η(s0)) but this time we choose a small
increment ∆s in the arclength parameter s. Now we let s1 = s0 +∆s and search for a
new point (λ1,η1) = (λ(s1),η(s1)) on γ. This method has the advantage that we are
no longer restricted by fixing the value of λ1 ahead of time and can follow the branch
around simple folds without any a priori knowledge of their existence or location.
One complication that arises from the addition of a new parameter s into the
equation is that the role of the old parameter λ has changed to that of a variable.
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We now are looking for (λ,η) ∈ Rn+1 which are the roots of F. Since Range F ⊂ Rn,
this precludes us from using Newton’s method to solve for the roots numerically.
To fix this complication we consider the following equation.
N(s, λ,η) = p(λ− λ(s))2 + (1− p)‖η − η(s)‖2 −∆s2 (2.2.1)
If we have more information and can determine the unit tangent (λ˙(s), η˙(s)) to
the curve γ at (λ(s),η(s)), then we may also alternatively define N as follows.
N(s, λ,η) = η˙(s)T (η − η(s)) + λ˙(s)(λ− λ(s))−∆s (2.2.2)
N(s, λ,η) = pη˙(s)T (η − η(s)) + (1− p)λ˙(s)(λ− λ(s))−∆s (2.2.3)
If we have two previous points (λ(s−∆s),η(s−∆s)) and (λ(s),η(s)) on the curve
γ, we may replace the unit tangent with a secant vector and define N as follows.
N(s, λ,η) = p
[
η(s)− η(s−∆s)
∆s
]T
(η − η(s))
+ (1− p)
[
λ(s)− λ(s−∆s)
∆s
]
(λ− λ(s))−∆s
(2.2.4)
All of the above are referred to as arclength (or pseudoarclength) normalization
equations. The parameter p satisfies 0 < p < 1 and may be varied as needed.
These equations all impose a geometric constraint on the point (λ(s),η(s)). The first
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equation requires that the weighted distance between the points (λ,η) and (λ(s),η(s))
is ∆s. The second and third equations require that the point (λ(s),η(s)) lie on the
hyperplane orthogonal to the unit tangent (λ˙(s), η˙(s)) whose distance (or weighted
distance respectively) from the point (λ(s),η(s)) is ∆s. The fourth equation is the
same constraint as the third except the plane is defined as orthogonal to the secant
vector (λ(s)−λ(s−∆s)
∆s
, η(s)−η(s−∆s)
∆s
).
We choose to use (2.2.1) as our definition of N . It is sometimes referred to as
the chord length normalization equations, but we will refer to it as the arclength
normalization equation. We now combine equations (2.0.1) and (2.2.1) and consider
the following mapping from Rn+1 to itself parametrized by the single real valued
parameter s.
F(s, λ,η) =
 F(λ,η)
N(s, λ,η)
 (2.2.5)
This additional equation allows us to reformulate our problem in a way that will
allow the use of the multidimensional Newton’s method. In particular F : R×Rn+1 →
Rn+1 and we may apply all of the above theory to it.
Chapter 3
Numerical Methods
Here we collect some important theorems from the theory of ordinary differential
equations which will be useful for what follows.
Theorem 3.1. Consider the initial value problem
Y′ = G(t,Y)
Y(t0) = η
(3.0.1)
If G : R×Rn → Rn is continuous in t and Lipschitz continuous in Y, then there
exists an ε > 0 and a unique solution Y : [t0 − ε, t0 + ε]→ Rn to (3.0.1).
Proof. See [5].
Theorem 3.2. Consider the initial value problem (3.0.1).
If G : R×Rn → Rn is continuous in t and continuously differentiable in Y, then
the solution Y = Y(t,η) is a continuously differentiable function of η. Moreover,
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Yηi satisfies the initial value problem Z
′ = ∂G
∂Y
(t,Y)Z, Z(0) = ei
Proof. See [5].
Theorem 3.3. Consider the initial value problem
Y′ = G(t,Y, λ)
Y(t0) = η
(3.0.2)
If G : R × Rn × R → Rn is continuous in t and continuously differentiable in Y
and the parameter λ, then the solution Y = Y(t,η, λ) is a continuously differentiable
function of λ. Moreover, Yλ satisfies the following initial value problem.
Z′ =
∂G
∂Y
(t,Y, λ)Z +
∂G
∂λ
(t,Y, λ),Z(0) = 0
Proof. See [5].
We recall our suspension bridge system of ordinary differential equations (1.2.5).
y′′ + 0.1y + 0.01y′ + (y − z)+ = 1
z′′ + 10z + 0.01z′ − 10(y − z)+ = λ sin(µt)
In the usual way, we can turn this system of two second order ODE into a system of
four first order ODE. We denote Y =
[
Y1 Y2 Y3 Y4
]T
=
[
y y′ z z′
]T
, yielding
the following first order system.
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
Y1
Y2
Y3
Y4

′
=

0 1 0 0
−0.1 −0.01 0 0
0 0 0 1
0 0 −10 −0.01


Y1
Y2
Y3
Y4

+

0
1− (Y1 − Y3)+
0
λ sin(µt) + 10(Y1 − Y3)+

(3.0.3)
Including initial values
[
Y1(0) Y2(0) Y3(0) Y4(0)
]T
=
[
η1 η2 η3 η4
]T
= η,
gives an initial value problem which we may write as follows.
Y′ = Gλ(t,Y)
Y(0) = η
(3.0.4)
3.1 Initial Value Solvers for ODE
By Theorem 3.2 and Theorem 3.3, the solution Y to (3.0.4) depends continuously
on the initial values η and the parameter λ. Thus we may write Y = Y(t,η, λ) to
emphasize this dependence.
We use the fourth order classical Runge-Kutta method (RK4) to numerically solve
the initial value problem (3.0.4). For completeness, we include below the numerical
scheme and Butcher tableau for RK4, detailed in [10]. By abuse of notation, we will
denote the numerical solution by Y.
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k1 = Gλ(tn,Yn)
k2 = Gλ(tn +
h
2
,Yn +
h
2
k1)
k3 = Gλ(tn +
h
2
,Yn +
h
2
k2)
k4 = Gλ(tn + h,Yn + hk3)
tn+1 = tn + h
Yn+1 = Yn +
h
6
(k1 + 2k2 + 2k3 + k4)
0
1/2 1/2
1/2 0 1/2
1 0 0 1
1/6 1/3 1/3 1/6
3.2 Newton’s Method
Given a function F : Rn → Rn, Newton’s method provides an iterative scheme for
approximating the zeros of F.
xk+1 = xk −
[
∂F
∂x
(xk)
]−1
F(xk)
It is well known that if F is smooth enough and x0 is sufficiently close to a simple
root x∗ of F, then the xk will converge quadratically to x∗. See [10] or [24] for more
details and conditions for convergence.
Since we are interested in T -periodic solutions to the ODE system (3.0.3), we are
searching for initial conditions η that produce a solution Y(t,η, λ) which satisfies the
following equation.
Y(T,η, λ) = η
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Recasting this as a root finding problem, we construct the function F : R×R4 →
R4.
F(λ,η) = Y(T,η, λ)− η (3.2.1)
For fixed λ, it will be useful to consider the function F(λ, ·) : R4 → R4. Roots
of F(λ, ·) are therefore initial conditions which produce periodic solutions to (3.0.3).
We will refer to F(λ, ·) as F, even when it is understood that λ is fixed.
In order to implement Newton’s method to find roots of F, we need to approximate
the Jacobian ∂F
∂η
. Since F itself is computed numerically, we cannot hope to compute
∂F
∂η
exactly. Thus we must rely on another numerical scheme to compute the Jacobian.
Since the columns of the Jacobian are simply the partial derivatives of F, we focus
on methods to compute the partial derivatives.
∂F
∂η
=
[
∂F
∂η1
∂F
∂η2
∂F
∂η3
∂F
∂η4
]
The first method we may attempt is a finite difference scheme, detailed in [19] and
[24]. By choosing a sufficiently small ε and denoting ei to be the i
th standard basis
vector in R4, we may use a second order central different quotient to approximate
∂F
∂ηi
(λ,η) as follows.
∂F
∂ηi
(λ,η) =
F(λ,η + εei)− F(λ,η − εei)
2ε
+O(ε2)
The second method we use relies on Theorem 3.2 and Theorem 3.3, concerning
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the differentiable dependence of the solution Y(t,η, λ) on its initial conditions η and
parameter λ.
We see that in order to compute ∂F
∂ηi
, it is enough to compute ∂Y
∂ηi
since by differ-
entiating F directly in (3.2.1), we obtain the following.
∂F
∂ηi
(λ,η) =
∂Y
∂ηi
(T,η, λ)− ei (3.2.2)
Similarly, by differentiating with respect to the parameter λ, we obtain the fol-
lowing.
∂F
∂λ
(λ,η) =
∂Y
∂λ
(T,η, λ) (3.2.3)
Using Theorem 3.2 and Theorem 3.3, we can obtain five new initial value problems,
each of which is satisfied by ∂Y
∂ηi
for i = 1, 2, 3, 4 and ∂Y
∂λ
. By coupling these equations
to the original system (3.0.4), we obtain a system of 24 ordinary differential equation
which may be solved using RK4.
Here, we use the indicator function 1{Y1>Y3} defined as follows.
1{Y1>Y3}(t) =

1, Y1(t) ≥ Y3(t)
0, Y1(t) < Y3(t)
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
∂Y1
∂η1
∂Y2
∂η1
∂Y3
∂η1
∂Y4
∂η1

′
=

0 1 0 0
−0.1 −0.01 0 0
0 0 0 1
0 0 −10 −0.01


∂Y1
∂η1
∂Y2
∂η1
∂Y3
∂η1
∂Y4
∂η1

+

0
−1{Y1>Y3} · (∂Y1∂η1 − ∂Y3∂η1 )
0
10 · 1{Y1>Y3} · (∂Y1∂η1 − ∂Y3∂η1 )

[
∂Y1
∂η1
∂Y2
∂η1
∂Y3
∂η1
∂Y4
∂η1
]T
=
[
1 0 0 0
]T

∂Y1
∂η2
∂Y2
∂η2
∂Y3
∂η2
∂Y4
∂η2

′
=

0 1 0 0
−0.1 −0.01 0 0
0 0 0 1
0 0 −10 −0.01


∂Y1
∂η2
∂Y2
∂η2
∂Y3
∂η2
∂Y4
∂η2

+

0
−1{Y1>Y3} · (∂Y1∂η2 − ∂Y3∂η2 )
0
10 · 1{Y1>Y3} · (∂Y1∂η2 − ∂Y3∂η2 )

[
∂Y1
∂η2
∂Y2
∂η2
∂Y3
∂η2
∂Y4
∂η2
]T
=
[
0 1 0 0
]T

∂Y1
∂η3
∂Y2
∂η3
∂Y3
∂η3
∂Y4
∂η3

′
=

0 1 0 0
−0.1 −0.01 0 0
0 0 0 1
0 0 −10 −0.01


∂Y1
∂η3
∂Y2
∂η3
∂Y3
∂η3
∂Y4
∂η3

+

0
−1{Y1>Y3} · (∂Y1∂η3 − ∂Y3∂η3 )
0
10 · 1{Y1>Y3} · (∂Y1∂η3 − ∂Y3∂η3 )

[
∂Y1
∂η3
∂Y2
∂η3
∂Y3
∂η3
∂Y4
∂η3
]T
=
[
0 0 1 0
]T
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
∂Y1
∂η4
∂Y2
∂η4
∂Y3
∂η4
∂Y4
∂η4

′
=

0 1 0 0
−0.1 −0.01 0 0
0 0 0 1
0 0 −10 −0.01


∂Y1
∂η4
∂Y2
∂η4
∂Y3
∂η4
∂Y4
∂η4

+

0
−1{Y1>Y3} · (∂Y1∂η4 − ∂Y3∂η4 )
0
10 · 1{Y1>Y3} · (∂Y1∂η4 − ∂Y3∂η4 )

[
∂Y1
∂η4
∂Y2
∂η4
∂Y3
∂η4
∂Y4
∂η4
]T
=
[
0 0 0 1
]T

∂Y1
∂λ
∂Y2
∂λ
∂Y3
∂λ
∂Y4
∂λ

′
=

0 1 0 0
−0.1 −0.01 0 0
0 0 0 1
0 0 −10 −0.01


∂Y1
∂λ
∂Y2
∂λ
∂Y3
∂λ
∂Y4
∂λ

+

0
−1{Y1>Y3} · (∂Y1∂λ − ∂Y3∂λ )
0
sin(µt) + 10 · 1{Y1>Y3} · (∂Y1∂λ − ∂Y3∂λ )

[
∂Y1
∂λ
∂Y2
∂λ
∂Y3
∂λ
∂Y4
∂λ
]T
=
[
0 0 0 0
]T
We remark here that because u+ is not differentiable at u = 0, solutions to (3.0.4)
do not satisfy the hypotheses of Theorem 3.2 and Theorem 3.3. For this reason, we
consider smooth approximations to the nonlinearity u+ in Chapter 8 and provide
evidence to justify our use of Theorem 3.2 and Theorem 3.3.
3.3 Method of Steepest Descent
The method of steepest descent (or gradient descent) allows us to perform global
searches for roots of F with reasonable efficiency. Unlike Newton’s method, we do not
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need to have a good initial guess in order to hope for convergence to a root. In order
to apply the method here, we must turn our vector valued function F(λ, ·) : R4 → R4
into a scalar valued function E : R4 → R. Here we consider λ to be fixed and suppress
the dependence of E on λ for convenience.
E(η) = ‖F(λ,η)‖2 (3.3.1)
Now we see that the roots of F will minimize E, since E(η) ≥ 0 and E(η) = 0
if and only if F(λ,η) = 0. The method works by applying a well known fact from
multivariable calculus.
Theorem 3.4. If E : Rn → R is differentiable at a point η ∈ Rn with ∇E(η) 6= 0,
then the direction derivative of E in the direction u, DuE(η), takes its minimum
value when u is in the direction of −∇E(η).
This tells us that if ∇E(η) 6= 0, then for sufficiently small ε ∈ [0, ε0] the following
real-valued function is decreasing in ε.
φη(ε) = E(η − ε∇E(η))
Thus we may take a step in the direction of ∇E(η) and arrive at point with a
smaller value of E. We may therefore develop the following algorithm to find local
minima of E.
Algorithm 3.1.
1. Choose an error tolerance TOLe and a maximum number of iterations TOLn.
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2. Choose a starting point η0 and set i = 0.
3. Compute E(ηi) using RK4.
4. If E(ηi) < TOLe or i > TOLn, stop. Otherwise, continue to step 5.
5. Update ηi+1 = ηi − h ∇E(ηi)‖∇E(ηi)‖ .
6. Update i = i+ 1 and return to step 3.
Again, our function E is computed numerically using RK4 and so we must concern
ourselves with the computation of the partial derivatives ∂E
∂ηi
for i = 1, 2, 3, 4. Observe
that we may write E in terms of the original solution to (3.0.3) as follows.
E(η) = ‖F(λ,η)‖2 = ‖Y(T,η, λ)− η‖2 =
4∑
j=1
(
Yj(T,η, λ)− ηj
)2
Now we may compute ∇E =
[
∂E
∂η1
∂E
∂η2
∂E
∂η3
∂E
∂η4
]
directly using the chain rule.
Here δij denotes the Kronecker delta. Observe that the partial derivatives
∂Yj
∂ηi
are
exactly the entries vectors ∂Y
∂ηi
which were used in (3.2.2) to compute the entries of
the Jacobian ∂F
∂η
.
∂E
∂ηi
(η) =
4∑
j=1
2
(
Yj(T,η, λ)− ηj
)(∂Yj
∂ηi
(T,η, λ)− δij
)
By running this algorithm over a large number of starting points η0, we can hope
to discover a number of new periodic solutions to (3.0.3). In this way, we may hope
to step to a local minimum of the function E.
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In the study of the single equation (1.2.6) in [12, 13], Algorithm 3.1 proved very
useful in finding new periodic solutions which were used as the starting point for a
numerical continuation algorithm. In practice, a grid of initial conditions is chosen
and Algorithm 3.1 is performed one time for each point on the grid in the role of
the starting point η0. Since the initial conditions of (1.2.6) are elements of R2, it
was possible to choose a sufficiently dense grid of initial conditions on the order of
m2. In contrast, our initial conditions to (3.0.4) are elements of R4 and choosing a
sufficiently dense grid of initial conditions of order m4 is not feasible to implement in
practice.
In an attempt to make more efficient use of the method of steepest descent, we
implement a more sophisticated line search algorithm, detailed in [9]. The idea is to
interpolate the function φηi(ε) at three points with a parabola p(ε) and determine
the value ε∗ which minimizes p. Then we set ηi+1 = ηi − ε∗ ∇E(ηi)‖∇E(ηi)‖ .
More precisely, we present the following algorithm.
Algorithm 3.2.
1. Choose a starting point η0 and set i = 0.
2. Set ε1 = 0, ε2 = 0.5 and ε3 = 1.
3. For j = 1, 2, 3, compute φ(εj) = E(ηi − εj ∇E(ηi)‖∇E(ηi)‖)
4. If φ(ε3) < φ(ε1), proceed to step 5. Otherwise, set εj = εj/2 for j = 2, 3 and
return to step 3.
5. Compute the divided differences φ[ε1, ε2], φ[ε2, ε3], and φ[ε1, ε2, ε3] in order to
interpolate φ(ε) at the points ε1, ε2, ε3.
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6. Compute ε0 =
1
2
(ε1 + ε2 − φ[ε1, ε2]/φ[ε1, ε2, ε3]).
Note: This is the extreme value of the quadratic interpolant
p(ε) = φ(ε1) + φ[ε1, ε2](ε− ε1) + φ[ε1, ε2, ε3](ε− ε1)(ε− ε2).
7. Among ε0, ε1, ε2, and ε3, find the one which gives the minimum value of φ().
Set ∗ to be this minimizer.
8. Set ηi+1 = ηi − ∗ ∇E(ηi)‖∇E(ηi)‖ .
9. If E(ηi+1) < TOLe or i > TOLn, stop.
Otherwise i = i+ 1 and return to step 2.
3.4 Numerical Continuation
Putting together what we have, we can construct a continuation algorithm to find a
family of periodic solutions to the system (3.0.3). We will fix a forcing frequency µ in
our forcing term f(t) = λ sin(µt) and try to find combinations of forcing amplitudes
and initial conditions, (λ,η), which correspond to periodic solutions.
The first important observation is that for any fixed µ, we can set λ = 0 and η =
(5/3, 0, 5/6, 0). This is the equilibrium solution computed in Chapter 1, a periodic
solution for any value of µ. This will be our starting point.
One way to proceed is to implement the simple parameter continuation method
outlined in Chapter 2 in which we increment lambda λ = λ + ∆λ for some ∆λ > 0
and use Newton’s method with the equilibrium solution above (trivial predictor)
as our initial guess to find a root η of the function F. Once we have a second
root corresponding to our new λ, we increment λ again and proceed using Newton’s
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method.
More precisely, we use the following algorithm.
Algorithm 3.3.
1. Choose a step size ∆λ, an error tolerance for Newton’s method TOLe, and the
maximum number of iterations for Newton’s method.
2. Set λ0 = 0, η0 = (5/3, 0, 5/6, 0), and i = 0.
3. Set λi+1 = λi + ∆λ and k = 0.
4. Set η0 = ηi.
5. Compute ηk+1 = ηk −
[
∂F
∂η
(λi+1,η
k)
]−1
F(λi+1,η
k).
6. If max
{
‖ηk+1−ηk‖, ‖F(λi+1,ηk+1)‖
}
< TOLe, set ηi+1 = η
k+1, i = i+ 1 and
return to step 4. Otherwise, set k = k + 1 and return to step 6.
A more sophisticated algorithm relies on the arclength parametrization outlined
in Chapter 2. In what follows, we denote λi = λ(si) and ηi = η(si). Assuming we
have a solution (si, λi,ηi), the next step will be to increment si+1 = si + ∆s and
search for values (λi+1,ηi+1) which satisfy F(si+1, λi+1,ηi+1) = 0. Using the trivial
predictor means setting λ0i+1 = λi and η
0
i+1 = ηi.
With this algorithm, the trivial predictor is no longer appropriate. This is because
the last row of the Jacobian ∂F
∂(λ,η)
, which consists of the following derivatives, will be
identically 0.
[
∂N
∂λ
∂N
∂η
]
=
[
2p(λ− λ(s)) 2(1− p)(η − η(s))T
]
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Thus when we attempt to implement Newton’s method, in the above formula we
will have λ = λ(s) and η = η(s). We this reason we employ the secant predictor which
guarantees that λ 6= λ(s) and η 6= η(s) so we can be confident that our derivative in
Newton’s method is nonsingular.
As described in Chapter 2, we need two solutions in order to implement the secant
predictor. For this reason, the following algorithm takes one step using the natural
parameter λ and the trivial predictor, and then switches to the arclength parameter
and the secant predictor. The following algorithm will be the main tool used to obtain
the results of Chapter 5.
Algorithm 3.4.
1. Choose a step size ∆s, an error tolerance for Newton’s method TOLe, and the
maximum number of iterations for Newton’s method.
2. Perform one iteration of Algorithm 3.3 to obtain λ0, λ1 and η0,η1 and set i = 1.
3. Set si+1 = si + ∆s and k = 0.
4. Set λ0 = 2λi − λi−1 and η0 = 2ηi − ηi−1.
5. Compute
λk+1
ηk+1
 =
λk
ηk
− [ ∂F∂(λ,η)(si+1, λk,ηk)]−1F(si+1, λk,ηk).
6. If max

∥∥∥∥∥∥∥
λk+1
ηk+1
−
λk
ηk

∥∥∥∥∥∥∥ , ‖F(si+1, λk+1,ηk+1)‖
 < TOLe, set λi+1 = λk+1,
ηi+1 = η
k+1, i = i+1 and return to step 3. Otherwise, set k = k+1 and return
to step 5.
Chapter 4
Stability Analysis and
Subharmonic Solutions
In this chapter we develop the theory necessary to classify the stability of our periodic
solutions. As we step along our bifurcation curve, this will allow us to determine when
we have entered a region of the curve where the stability has changed.
Since we are interested in periodic solutions, the appropriate notion of stability is
that of asymptotic orbital stability. For a given T -periodic solution Y(t) to (3.0.4),
we consider its orbit O in the phase space R4.
O = {Y(t) ∈ R4 : 0 ≤ t ≤ T}
The solution Y is called asymptotically orbitally stable if there exists an open
neighborhood U of O, such that any solution which passes through a point of U will
tend to the orbit O as t→∞.
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More precisely, if u ∈ U and Y∗(t1) = u for some t1, then there exists a phase
shift c ∈ [0, T ] such that the following limit holds.
lim
t→∞
‖Y∗(t)−Y(t+ c)‖ = 0
4.1 Linearization
In this section we consider the periodic solutions to our suspension bridge system of
ordinary differential equations (3.0.4).
Y′ = Gλ(t,Y)
Y(0) = η
By considering a second solution W = Y + Z to (3.0.4) which is a small pertur-
bation of our known solution Y we may compute
Z′ = W′ −Y′ = Gλ(t,Y + Z)−Gλ(t,Y) = ∂Gλ
∂Y
(t,Y)Z + o(‖Z‖)
Thus, by dropping the o(‖Z‖) terms we arrive at (4.1.1), the linearization of (3.0.4)
with respect to the solution Y.
Z′ =
∂Gλ
∂Y
(t,Y)Z (4.1.1)
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Due to a theorem in [5], in order to determine the asymptotic orbital stability of
a periodic solution Y to (3.0.4), it suffices to consider (4.1.1), the linearization of the
problem at the solution of interest. By investigating the stability of the zero solution
to (4.1.1) we can infer the orbital stability of our periodic solution to (3.0.4).
Since Y is a T -periodic solution to (3.0.4), it is clear that the 4 × 4 matrix
A(t) = ∂Gλ
∂Y
(t,Y) has entries which are T -periodic. This allows us to investigate the
stability of (4.1.1) by applying Floquet theory.
4.2 Floquet Theory
Floquet theory is the subset of ordinary differential equations concerned with solutions
to periodic linear systems of the form (4.2.1), detailed in [5].
Z′ = A(t)Z (4.2.1)
Here A(t) is an n × n matrix of piecewise continuous, complex valued functions
of t, satisfying A(t+ T ) = A(t) for some period T > 0 and all t.
A matrix Φ(t) is called a fundamental solution of (4.2.1) if the columns of Φ(t)
are linearly independent and each is a solution of (4.2.1). The main result of Floquet
theory is the following theorem.
Theorem 4.1. To each fundamental solution Φ(t) to (4.2.1), there corresponds a
nonsingular, T -periodic matrix P (t) and a constant matrix R such that the following
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equation holds for all t.
Φ(t) = P (t)etR (4.2.2)
Proof. See [5].
If we choose initial conditions Φ(0) = I, Theorem 4.1 tell us that P (0) = I
and Φ(T ) = P (T )eTR = eTR by the periodicity of P (t). The eigenvalues of the
matrix R are called Floquet exponents or characteristic exponents and are denoted
σ1, σ2, . . . , σn. The matrix e
TR is called the monodromy matrix and its eigenvalues
are called Floquet multipliers or characteristic multipliers and denoted ρ1, ρ2, . . . , ρn.
First we note the trivial relationship between the Floquet exponents σi and Flo-
quet multipliers ρi. Namely ρi = e
Tσi which implies the following relationship.
<(σi) < 0 ⇐⇒ |ρi| < 1
The asymptotic stability of the zero solution to (4.1.1) is a directly related to the
Floquet exponents and multipliers, as the following theorem makes clear.
Theorem 4.2. If the Floquet multipliers satisfy |ρi| < 1 for i = 1, 2, . . . , n, then the
zero solution to (4.2.1) is asymptotically stable.
Proof. See [5].
By constructing the monodromy matrix Φ(T ) and checking whether all of its
eigenvalues, the Floquet multipliers, lie inside the unit disc in the complex plane, we
obtain the desired stability information. We now turn our attention to the numerical
computation of these Floquet multipliers.
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As it turns out, the information needed to construct the entries of Φ(T ) has already
been computed in section 3.2 when finding the entries of the Jacobian ∂F
∂η
. This is
because the columns of the fundamental solution matrix Φ satisfy the same linearized
equation as the columns of ∂Y
∂η
. The initial conditions are also the same, since we
chose Φ(0) = I. Finally, in order to form the Jacobian ∂F
∂η
and the monodromy matrix,
we evaluate the ∂Y
∂η
and Φ, respectively, at time T .
Thus, we observe the following relation holds. The first equality holds by definition
of the monodromy matrix. The second equality hold by the definition of F.
Φ(T ) =
∂Y
∂η
(T ) =
∂F
∂η
+ I
With this information, we need only slightly modify Algorithm 3.4 in order to
obtain an algorithm which also computes the stability of each periodic solution as we
step along the bifurcation curve.
Algorithm 4.1.
1. Choose a step size ∆s, an error tolerance for Newton’s method TOLe, and the
maximum number of iterations for Newton’s method.
2. Perform one iteration of Algorithm 3.3 to obtain λ0, λ1 and η0,η1 and set i = 1.
3. Set si+1 = si + ∆s and k = 0.
4. Set λ0 = 2λi − λi−1 and η0 = 2ηi − ηi−1.
5. Compute
λk+1
ηk+1
 =
λk
ηk
− [ ∂F∂(λ,η)(si+1, λk,ηk)]−1F(si+1, λk,ηk).
40
6. If max

∥∥∥∥∥∥∥
λk+1
ηk+1
−
λk
ηk

∥∥∥∥∥∥∥ , ‖F(si+1, λk+1,ηk+1)‖
 < TOLe, set λi+1 = λk+1,
ηi+1 = η
k+1, i = i+ 1 and proceed to steps 7-10. Otherwise, set k = k + 1 and
return to step 5.
7. Using the initial value solver, compute the matrix ∂F
∂η
(λi+1,ηi+1).
8. Compute the monodromy matrix Φ(T ) = ∂F
∂η
(λi+1,ηi+1) + I.
9. Compute the eigenvalues ρ1, ρ2, ρ3, ρ4 of Φ(T ) and check if max
1≤i≤4
|ρi| < 1. If so,
mark the solution as stable. If not, mark the solution as unstable.
10. Return to step 3.
4.3 Subharmonic Solutions and Isolae
In addition to determining stability, the Floquet multipliers ρi can also be used to
aid in the search for bifurcations of subharmonic solutions from our bifurcation curve
of periodic solutions. We have seen that when all of the Floquet multipliers lie inside
the unit circle, our solution is stable. When one or more of the multipliers leaves the
unit circle, solutions become unstable. The manner in which the multiplier leaves
the unit circle can give us information above possible subharmonic solutions, that is
solutions Y(t) which satisfy the following periodicity condition.
Y(t+mT ) = Y(t), for all t ∈ [0, T ] and some integer m ≥ 2 (4.3.1)
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This follows from observing that for each multiplier ρi, there exists a nontrivial
solution Z to (4.1.1) which satisfies the following equation.
Z(t+ T ) = ρiZ(t) for all t ≥ 0 (4.3.2)
We therefore have the following possibilities when one or more of the multipliers
lies on the unit circle in C and the rest lie inside it.
1. ρi = 1
In this case we see from (4.3.2) that
Z(t+ T ) = Z(t)
2. ρi = −1
In this case we see from (4.3.2) that
Z(t+ T ) = −Z(t) and so Z(t+ 2T ) = Z(t)
3. ρi = e
iθ
In this case we see from (4.3.2) that
Z(t+ T ) = eiθZ(t)
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In case eiθ is an mth root of unity, eimθ = 1, we obtain
Z(t+mT ) = eimθZ(t) = Z(t)
Thus, by keeping track of the multipliers ρi for i = 1, 2, 3, 4 can mark points on our
bifurcation curve where we expect to find subharmonic bifurcations of mT -periodic
solutions. In order to find thesemT -periodic solutions, we replace the function F(λ,η)
with a new function Fm(λ,η) defined here.
Fm(λ,η) = Y(mT,η, λ)− η
This function plays the same role as F, namely the roots (λ,η) of Fm contain the
initial conditions η which lead to mT -periodic solutions to (3.0.4). Using Fm may
perform the Steepest Descent search in Algorithm 3.2 to find periodic solutions of
period mT . We may then also use the numerical continuation algorithms 3.3, 3.4, 4.1,
again with Fm in place of F, starting at any solutions discovered by steepest descent.
In this way we may include branches of subharmonic solutions in our diagrams to
obtain a more complete picture of the periodic solutions to (3.0.4).
We remark here on the nature of branches of periodic solutions which form closed
loops in our bifurcation diagram and do not intersect or branch off of the main curve
which contains the equilibrium. Such a branch is called an isola. It is common when
performing steepest descent searches that we will obtain convergence to solutions
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lying on an isola, even if we are intending to converge to a solution on a subharmonic
branch bifurcating from the main branch.
Chapter 5
Numerical Results for the
Suspension Bridge System of
Ordinary Differential Equations
In this chapter, we will examine and discuss the results of various numerical experi-
ments which illuminate the nature of the periodic solutions to (1.2.5). In each exper-
iment, we fix the forcing frequency µ at a particular value and examine the resulting
bifurcation diagrams λ v. ampy and λ v. ampz constructed using the algorithms
detailed in Chapters 3 and 4.
We first use the arclength continuation algorithm, Algorithm 4.1, to construct the
branch which contains the equilibrium solution. Then we use the steepest descent al-
gorithm, Algorithm 3.2, to search for solutions that are not on this main branch. Any
such solutions which are found may then be used as the starting point for Algorithm
4.1 in order to construct secondary branches and isolae.
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Figure 5.1: The bifurcation diagram for Experiment 5.1.
Experiment 5.1. We choose µ = 4 and perform Algorithm 4.1. The result is an
“S-shaped” bifurcation curve, which provides numerical evidence of the existence of
multiple periodic solutions. There are three solutions for 0.0906 ≤ λ ≤ 3.9051, the
upper and lower branches contain stable solutions, while the middle branch contains
unstable solutions. Fold points occur at λ = 0.0906 and λ = 3.9051. There is evidence
of a secondary bifurcation occurring at λ = 5.9212 where the stability changes, but
the steepest descent algorithm was unable to find any solutions branching off the
main curve.
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Figure 5.2: The bifurcation diagram for Experiment 5.2.
Experiment 5.2. We choose µ = 3.3 and perform Algorithm 4.1. The result is
a bifurcation curve in which the amplitude of the periodic response is a monotone
increasing function of the forcing amplitude λ. All solutions are stable. Despite the
lack of multiple solutions, the nonlinearity in the model has a noticeable effect as
the response amplitude clearly breaks from the linear relationship with the forcing
amplitude near λ = 10. This effect is more noticeable in the cable than the roadbed.
Experiment 5.3. We choose µ = 4.5 and perform Algorithm 4.1. This value of µ is
very near the resonant frequency µ = 4.5294 of the undamped linear model explored
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Figure 5.3: The bifurcation diagram for Experiment 5.3.
in Chapter 1. As such, the slope of the initial segment of the curve is very steep and
causes the nonlinearity to come into play very early. The result is an “S-shaped” curve
which demonstrates existence of multiple periodic solutions. There are three solutions
for 0.0415 ≤ λ ≤ 0.2146. Consistent with all the “S-shaped” curves discovered, the
upper and lower branches contain stable solutions, while the middle branch contains
unstable solutions. There is evidence of a secondary bifurcation occurring at λ =
3.3801 where the stability changes, but the steepest descent algorithm was unable to
find any solutions branching off the main curve.
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Figure 5.4: The bifurcation diagram for Experiment 5.4.
Experiment 5.4. We choose µ = 5 and perform Algorithm 4.1. The result is a
bifurcation curve in which the amplitude of the periodic response is a monotone
increasing function of the forcing amplitude λ. There is a region of unstable solutions
for 4.2293 ≤ λ ≤ 12.0618. We expect secondary bifurcations at λ = 4.2293 and
λ = 12.0618 where the stability changes, but the steepest descent algorithm was
unable to find any solutions branching off the main curve.
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Figure 5.5: Bifurcation diagrams for λ sin(µt). (a) µ = 3.3, (b) µ = 3.38,
(c) µ = 3.6, (d) µ = 4, (e) µ = 4.4, (f) µ = 4.5, (g) µ = 4.6, (h) µ = 5.
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Figure 5.6: The bifurcation diagram for Experiment 5.5.
Experiment 5.5. We choose µ = 0.85 and perform Algorithm 4.1. The result is a
bifurcation curve which provides numerical evidence of the existence of multiple pe-
riodic solutions. There are three solutions for 5.0384 ≤ λ ≤ 6.0402, the upper branch
contains unstable solutions, while the two lower branches contain stable solutions.
Fold points occur at λ = 5.0384 and λ = 6.0402. There is evidence of a secondary
bifurcation occurring at λ = 3.7623 and λ = 4.3254 where the stability changes, but
the steepest descent algorithm was unable to find any solutions branching off the main
curve. In Figure 5.7 through Figure 5.14, we present the periodic solutions which are
labeled on the bifurcation diagram in Figure 5.6. Notably, as the curve enters the
unstable region at λ = 3.7623, a high frequency component emerges in the oscillation
of the cable which persists for λ > 3.7623.
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Figure 5.7: The solution curve (a), λ = 0.7347.
Figure 5.8: The solution curve (b), λ = 3.1899.
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Figure 5.9: The solution curve (c), λ = 4.0036.
Figure 5.10: The solution curve (d), λ = 4.8081.
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Figure 5.11: The solution curve (e), λ = 5.3239.
Figure 5.12: The solution curve (f), λ = 5.7030.
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Figure 5.13: The solution curve (g), λ = 8.1645.
Figure 5.14: The solution curve (h), λ = 9.8051.
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Figure 5.15: The full bifurcation diagram for Experiment 5.6.
Experiment 5.6. We choose µ = 2.9 and perform Algorithm 4.1. The result is a
bifurcation curve, Figure 5.16(a), in which the amplitude of the periodic response
is a monotone increasing function of the forcing amplitude λ. There is a region of
unstable solutions for 9.8341 ≤ λ ≤ 11.7976. Using Algorithm 3.2 we find a secondary
branch of 2T -periodic solutions bifurcating from the main branch at λ = 9.8341 and
reconnecting to the main branch at λ = 11.7976, Figure 5.16(b). Also using Algorithm
3.2, we find an isola of 4T -periodic solutions for 1.6167 ≤ λ ≤ 5.3299, Figure 5.16(c).
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Figure 5.16: The bifurcation diagrams for Experiment 5.6. (a) Main branch of
T -periodic solutions, (b) Main branch with secondary bifurcation of 2T -periodic solutions,
(c) Main and secondary branches with isola of 4T -periodic solutions.
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Figure 5.17: The solution curve (a), λ = 3.0309, period T .
Figure 5.18: The solution curve (b), λ = 10.6528, period T .
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Figure 5.19: The solution curve (c), λ = 16.0317, period T .
Figure 5.20: The solution curve (d), λ = 9.0525, period 2T .
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Figure 5.21: The solution curve (e), λ = 9.0800, period 2T .
Figure 5.22: The solution curve (f), λ = 4.2335, period 4T .
Chapter 6
Numerical Methods for Partial
Differential Equations
In this chapter, we return to the study of the original system of partial differential
equations.
utt + c1uxxxx + d1ut + k1(u− v)+ = W (x)
vtt − c2vxx + d2vt − k2(u− v)+ = f(x, t, λ, µ)
u(0, t) = u(L, t) = uxx(0, t) = uxx(L, t) = 0
v(0, t) = v(L, t) = 0
(6.0.1)
For simplicity of presentation, we will present the following methods in terms of the
constants c1, c2, d1, d2, k1, k2 which were set in Chapter 1 and the forcing parameters
λ, µ which we vary. We first define U(x, t) = ut(x, t) and V (x, t) = vt(x, t) in order
to turn (6.0.1) into the following system which is first order in time.
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ut = U
Ut = −c1uxxxx − d1U − k1(u− v)+ +W (x)
vt = V
Vt = c2vxx − d2V + k2(u− v)+ + f(x, t, λ, µ)
(6.0.2)
We will proceed by discretizing in the spacial variable x using a second order finite
difference scheme and then applying a second order implicit-explicit (IMEX) method
to step in time. This particular IMEX method is implicit in the linear terms using the
Crank-Nicolson method and explicit in the nonlinear terms using the second order
two-step Adams-Bashforth method. For more information on these methods, see
[24]. Beginning with this second order initial value solver, we will develop numerical
continuation algorithms analogous to those in Chapter 3 and 4 in order to investigate
the multiplicity and stability of periodic solutions to (6.0.1).
We initially set f(x, t, λ, µ) = λ sin(x) sin(µt) and W (x) = sin(x) (as in Chapter 1
and compare our solutions here with the solutions obtained using the ODE methods
of Chapter 3. Then, we will replace f(x, t, λ, µ) = λ sin(µt) and W (x) = 1 and
compare the qualitative behavior of the solutions.
6.1 Initial Value Solver
We employ a uniform grid in space to discretize the interval [0, pi]. We choose h = pi
N+1
and set xi = ih for i = 0, 1, . . . , N + 1. Thus x0 = 0 and xN+1 = pi are the boundary
nodes, and x1, x2, . . . , xN are the N interior nodes. We set ui ≡ ui(t) = u(xi, t), Ui ≡
Ui(t) = U(xi, t), vi ≡ vi(t) = v(xi, t), Vi ≡ Vi(t) = V (xi, t).
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Using the standard second order central difference approximations to uxxxx(xi, t)
and vxx(xi, t) we obtain the following difference formulae. See [19] for detailed deriva-
tions of the finite difference schemes presented here.
uxxxx(xi, t) =
1
h4
(
ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2
)
+ o(h2)
vxx(xi, t) =
1
h2
(
vi+1 − 2vi + vi−1
)
+ o(h2)
(6.1.1)
Our Dirichlet boundary conditions impose the following restrictions.
u0 = uN+1 = v0 = vN+1 = 0
At the first inner node x1, we have
uxxxx(x1, t) =
1
h4
(
u3 − 4u2 + 6u1 − 4u0 + u−1
)
+ o(h2)
In order to solve for the value u−1 at the “ghost point” x−1, we consider another
finite difference approximation to uxx and recall the boundary condition uxx(0, t) = 0.
We use a fourth order approximation (instead of second order) to avoid a possible
loss of accuracy when substituting for u−1 in the equation above.
0 = uxx(x0, t) =
1
12h2
(
− u2 + 16u1 − 30u0 + 16u−1 − u−2
)
+ o(h4) (6.1.2)
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We also need another equation involving the values above, so we consider the
differential equation (6.0.2) at the boundary point x0.
Ut(x0, t) = −c1uxxxx(x0, t)− d1U(x0, t)− k1(u(x0, t)− v(x0, t))+ +W (x0)
Here we observe that from the boundary condition u(x0, t) = 0, we get that
U(x0, t) = ut(x0, t) = 0 and also that Ut(x0, t) = 0. Using the other boundary
conditions and the finite difference scheme for uxxxx(x0, t) we obtain the following.
0 = − c1
h4
(
u2 − 4u1 + 6u0 − 4u−1 + u−2
)
+W (x0) + o(h
2) (6.1.3)
Combining (6.1.2) and (6.1.3), we solve for the ghost point u−1.
u−1 = −u1 + h
4
12c1
W (x0) + o(h
6)
When considering uxxxx(xN , t), we introduce the ghost point uN+2 which we may
solve for in a similar manner.
uN+2 = −uN + h
4
12c1
W (xN+1) + o(h
6)
Thus, we have obtained second order approximations to uxxxx(xi, t) for all interior
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nodes xi.
uxxxx(x1, t) =
1
h4
(
u3 − 4u2 + 5u1
)
+
1
12c1
W (x0) + o(h
2)
uxxxx(xi, t) =
1
h4
(
ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2
)
+ o(h2), 2 ≤ i ≤ N − 1
uxxxx(xN , t) =
1
h4
(
5uN − 4uN−1 + uN−2
)
+
1
12c1
W (xN+1) + o(h
2)
Now that we have discretized in space, we have the following system of equations
for i = 1, 2, . . . , N and k ≥ 0.

u
U
v
V

′
=

0 I 0 0
−c1B1 −d1I 0 0
0 0 0 I
0 0 c2B2 −d2I


u
U
v
V

+

0
−k1(u− v)+ + W
0
k2(u− v)+ + f(t)

(6.1.4)
Here, the vector-valued functions of time u,U,v,V, f , the banded matrices B1, B2
and the vector W are defined as follows.
u(t) =

u1(t)
u2(t)
...
uN(t)

U(t) =

U1(t)
U2(t)
...
UN(t)

v(t) =

v1(t)
v2(t)
...
vN(t)

V(t) =

V1(t)
V2(t)
...
VN(t)

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B1 =
1
h4

5 −4 1
−4 6 −4 1
1 −4 6 −4 1
1 −4 6 −4 1
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
1 −4 6 −4 1
1 −4 6 −4
1 −4 5

∈ RN×N
B2 =
1
h2

−2 1
1 −2 1
1 −2 1
. . . . . . . . .
. . . . . . . . .
1 −2 1
1 −2

∈ RN×N
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f(t) =

λf(x1, t, µ)
λf(x2, t, µ)
...
λf(xN , t, µ)

W =

W (x1)− 112W (x0)
W (x2)
...
W (xN−1)
W (xN)− 112W (xN+1)

In order to make use of an even more compact presentation of the above system,
we introduce the following additional notation.
U =

u
U
v
V

A =

0 I 0 0
−c1B1 −d1I 0 0
0 0 0 I
0 0 c2B2 −d2I

G(t,U) =

0
−k1(u− v)+ + W
0
k2(u− v)+ + f(t)

Since we have N interior grid points, we must specify initial conditions at the grid
points xi for 1 ≤ i ≤ N . Thus we have 4N initial values, which we collect in the
following vector η ∈ R4N .
η =

ηu
ηU
ηv
ηV

where ηu =

u01
u02
...
u0N

ηU =

U01
U02
...
U0N

ηv =

v01
v02
...
v0N

ηV =

V 01
V 02
...
V 0N

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For convenience, we shall also refer to the coordinates of η =
[
η1 η2 · · · η4N
]T
directly. We have arrived now at the following initial value problem.
U ′ = AU + G(t,U)
U(0) = η
(6.1.5)
Now that we have discretized in space to obtain the nonlinear system (6.1.5), we
discretize in time and introduce our second order time stepping method. We discretize
the time interval [0, T ] by choosing ∆t = T
M
and setting t = k∆t. Thus t0 = 0 and
tM = T .
As stated above, our second-order IMEX method is a combination of the implicit
Crank-Nicolson method and the explicit two-step Adams-Bashforth method which
are presented here for completion. As with all two-step methods, we must use a one-
step method for the first step. Since the simple Forward Euler’s method has local
truncation error of order o(∆t2), we may use it for the first step and still maintain
the global o(∆t2) error of our IMEX method.
• Forward Euler’s method for solving the nonlinear system U ′ = AU +G(t,U)
Uk+1 − Uk
∆t
= AUk + G(tk,Uk)
Uk+1 =
(
I + ∆tA
)
Uk + ∆tG(tk,Uk)
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• Crank-Nicolson method for solving the linear system U ′ = AU
Uk+1 − Uk
∆t
=
1
2
(
AUk+1 + AUk
)
Uk+1 =
(
I − ∆t
2
A
)−1(
I +
∆t
2
A
)
Uk
• Two-step Adams-Bashforth method for solving the nonlinear system U ′ =
G(t,U)
Uk+1 − Uk
∆t
=
3
2
G(tk,Uk)− 1
2
G(tk,−1Uk−1)
Uk+1 = Uk + ∆t
(
3
2
G(tk,Uk)− 1
2
G(tk−1,Uk−1)
)
• IMEX method for solving U ′ = AU + G(t,U)
Uk+1 − Uk
∆t
=
1
2
(
AUk+1 + AUk
)
+
3
2
G(tk,Uk)− 1
2
G(tk−1,Uk−1)
Uk+1 =
(
I − ∆t
2
A
)−1[(
I +
∆t
2
A
)
Uk + ∆t
(
3
2
G(tk,Uk)− 1
2
G(tk−1,Uk−1)
)]
Algorithm 6.1.
1. Choose the number of interior space nodes N , the number of time steps M , and
set k = 0.
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2. Partition the interval [0, pi] using a grid with N + 2 points and uniform spacing
h = pi
N+1
. Partition the time interval [0, T ] using a grid with M + 1 points and
uniform spacing ∆t = T
M
. Using the initial conditions, initialize the following
variables for 1 ≤ i ≤ N .
u0i = ηu(xi), U
0
i = ηU(xi), v
0
i = ηv(xi), V
0
i = ηV (xi)
Using the boundary conditions, set the following variables for all k ≥ 0.
uk0 = U
k
0 = v
k
0 = V
k
0 = 0
ukN+1 = U
k
N+1 = v
k
N+1 = V
k
N+1 = 0
3. Use the Forward Euler’s method to solve for U1 and set k = 1.
4. If k < M , complete steps 5-6. Otherwise, stop.
5. Use the IMEX method to solve for Uk+1.
6. Set k = k + 1 and return to step 4.
6.2 Computation of Periodic Solutions
With our initial value solver, we may now begin the search for periodic solutions to
(6.1.5). Analogous to the work done in Chapter 3, we define a function whose roots
are the initial conditions which give rise to periodic solutions.
As mentioned above, we will consider two formulations of this problem.
• f(x, t, λ, µ) = λ sin(x) sin(µt), W (x) = sin(x)
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• f(x, t, λ, µ) = λ sin(µt), W (x) = 1
As before, we are interested in solutions whose period is equal to the period
T = 2pi/µ of the forcing term f . We observe that for any particular value of µ, the
period T is the same for either choice of the forcing function f .
We make explicit the dependence of our numerical solution U = U(t,η, λ) on
the initial conditions η and the parameter λ. We abuse notation here slightly since
U(·,η, λ) is only defined at the grid points 0 = t0 < t1 < · · · < tm = T , but these
will be the only points at which we evaluate it. This allows us to define the following
function F : R4N → R4N whose roots are the initial conditions of periodic solutions.
F(λ,η) = U(T,η, λ)− η (6.2.1)
In order to implement Newton’s method in the search of roots of F, we need
to approximate the Jacobian ∂F
∂η
(λ,η). This can be achieved by applying difference
quotient to approximate each of the 4N columns of the Jacobian. When we consider
arclength continuation in the next section, it will again be necessary to compute the
derivative ∂F
∂λ
(λ,η) which we compute here using the same method.
∂F
∂η
=
[
∂F
∂η1
∂F
∂η2
· · · ∂F∂η4N
]
By choosing a sufficiently small ε and denoting ei to be the i
th standard basis
vector in R4N , we may use a second order central different quotient to approximate
the ith column of the Jacobian and the derivative ∂F
∂λ
(λ,η).
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∂F
∂ηi
(λ,η) =
F(λ,η + εei)− F(λ,η − εei)
2ε
+O(ε2), 1 ≤ i ≤ 4N
∂F
∂λ
(λ,η) =
F(λ+ ε,η)− F(λ− ε,η)
2ε
+O(ε2)
We remark here that the investigations of asymptotic orbital stability may be
undertaken in the same way as Chapter 4. In particular, we recall the monodromy
matrix which in this context takes the form ∂U
∂η
(T,η, λ). As detailed in Chapter 4,
if all eigenvalues of the monodromy matrix (the Floquet multipliers) lie inside the
unit disc in the complex plane, then the periodic solution to (6.0.1) is asymptotically
stable.
By differentiating in (6.2.1), we obtain the following relationship between the
monodromy matrix and the Jacobian ∂F
∂η
.
∂F
∂η
(λ,η) =
∂U
∂η
(T,η, λ)− I
In particular, we may compute the Jacobian using the difference quotients above
and simply add the 4N × 4N identity matrix to the result in order to obtain the
monodromy matrix.
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6.3 Continuation Algorithms
For fixed values of the forcing frequency µ and forcing amplitude λ, we are interested
in the various periodic responses of the suspension bridge system to this forcing. As
before, we construct bifurcation diagrams for fixed values of the frequency µ. With µ
fixed, we may vary the single parameter λ and find corresponding initial conditions
η which lead to periodic solutions.
We again perform numerical continuation of periodic solutions to (6.0.1). We
detail here two algorithms. The first uses the forcing amplitude λ as the parameter
and solves for corresponding initial conditions η which lead to periodic solutions.
The second uses the arclength parameter s in order to solve for a pair (λ,η) which
produce periodic solutions. As detailed in Chapter 2, we prefer the second method
because it allows us to follow the curve around simple folds.
In order to implement the more sophisticated arclength continuation, we need a
second equation. Again we choose an arclength normalization equation, whose effect
is to force the weighted distance between successive points (λi,ηi) and (λi+1,ηi+1) to
be a chosen step size ∆s.
N(s, λ,η) = p(λ− λ(s))2 + (1− p)‖η − η(s)‖2 −∆s2
We may now define the parametrized function F : R × R4N+1 → R4N+1 upon
which we may perform the bifurcation analysis detailed in Chapter 2.
F(s, λ,η) =
 F(λ,η)
N(s, λ,η)

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As before, we need to Jacobian ∂F
∂(λ,η)
in order to implement Newton’s method in
our continuation algorithms. The Jacobian ∂F
∂(λ,η)
is comprised of the partial deriva-
tives of N which may be computed explicitly, and the Jacobian ∂F
∂η
and partial deriva-
tive ∂F
∂λ
whose numerical computations are described above.
∂F
∂(λ,η)
=
 ∂F∂λ ∂F∂η
∂N
∂λ
∂N
∂η
 =
 ∂F∂λ ∂F∂η
2p(λ− λ(s)) 2(1− p)(η − η(s))T

In order to obtain the equilibrium solution when λ = 0, we present two options.
The first relies on the observation that when at rest, the hanger cables will be under
tension. In this case we may replace (u− v)+ in (6.1.4) with (u− v). We may thus
absorb the terms −k1(u−v) and k2(u−v) into the matrix A. Since there is no forcing
and the system is at rest, we also have f(t) = 0 and
[
u′ U′ v′ V′
]T
=
[
0 0 0 0
]T
.
After these considerations, (6.1.4) simplifies to the following linear system, which may
be solved for the equilibrium
[
u U v V
]T
.

0 I 0 0
−c1B1 − k1I −d1I k1I 0
0 0 0 I
k2I 0 c2B2 − k2I −d2I


u
U
v
V

=

0
−W
0
0

(6.3.1)
Alternatively, we may set λ = 0 and simply set our initial value solver to run until
the values of U at successive time steps is sufficiently small. For initial conditions we
choose ηu and ηv as follows.
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Figure 6.1: Equilibrium in the roadbed and main cable for N = 50 under both loading
conditions W (x) = 1 and W (x) = sin(x).
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ηu =
5
3

sin(x1)
sin(x2)
...
sin(xN)

ηv =
5
6

sin(x1)
sin(x2)
...
sin(xN)

These values should be very close to the equilibrium since we computed in Chapter
1 that the separable solutions u(x, t) = 5
3
sin(x), v(x, t) = 5
3
sin(x) exactly solve (6.0.1)
when f(x, t, λ, µ) = λ sin(x) sin(µt) and W (x) = sin(x).
Figure 6.1 contains the equilibrium solutions for the roadbed and main cable
obtained by solving (6.3.1) with N = 50 for both W (x) = 1 and W (x) = sin(x). In
the case W (x) = sin(x), we also include the exact separable equilibrium solutions
computed in Chapter 1.
We may now present the continuation algorithms which utilize our computation
of equilibrium solutions (6.3.1) and the IMEX method.
Algorithm 6.2.
1. Choose a step size ∆λ, an error tolerance for Newton’s method TOLe, and the
maximum number of iterations for Newton’s method.
2. Set λ0 = 0 and i = 0.
3. Solve (6.3.1) for the equilibrium
[
u U v V
]T
and set this equal to η0.
4. Set λi+1 = λi + ∆λ and k = 0.
5. Set η0 = ηi.
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6. Using Algorithm 6.1 to compute U(T, λi+1,ηk) and the difference quotients
needed for ∂F
∂η
(λi+1,η
k).
7. Compute ηk+1 = ηk −
[
DF(λi+1,η
k)
]−1
F(λi+1,η
k).
8. If max
{
‖ηk+1−ηk‖, ‖F(λi+1,ηk+1)‖
}
< TOLe, set ηi+1 = η
k+1, i = i+ 1 and
return to step 4. Otherwise, set k = k + 1 and return to step 7.
The above algorithm utilizes the natural parametrization in λ and uses the triv-
ial predictor to initiate Newton’s method. As before, we appeal to the more ro-
bust arclength parametrization in the parameter s and the necessary secant predictor
needed for arclength continuation. The following continuation algorithm will be the
workhorse of the results which follow and also includes the determination of stability
in steps 8-10.
Algorithm 6.3.
1. Choose a step size ∆s, an error tolerance for Newton’s method TOLe, and the
maximum number of iterations for Newton’s method.
2. Perform one iteration of Algorithm 6.2 to obtain λ0, λ1 and η0,η1.
3. Set i = 1.
4. Set si+1 = si + ∆s and k = 0.
5. Set λ0 = 2λi − λi−1 and η0 = 2ηi − ηi−1.
6. Compute
λk+1
ηk+1
 =
λk
ηk
− [ ∂F∂(λ,η)(si+1, λk,ηk)]−1F(si+1, λk,ηk).
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7. If max

∥∥∥∥∥∥∥
λk+1
ηk+1
−
λk
ηk

∥∥∥∥∥∥∥ , ‖F(si+1, λk+1,ηk+1)‖
 < TOLe, set λi+1 = λk+1,
ηi+1 = η
k+1, i = i+ 1 and proceed to steps 8-11. Otherwise, set k = k + 1 and
return to step 6.
8. Use the initial value solver Algorithm 6.1 to compute the difference quotients
used to approximate DF(λi+1,ηi+1).
9. Compute the monodromy matrix Φ(T ) = DF(λi+1,ηi+1) + I.
10. Compute the eigenvalues ρ1, ρ2, . . . , ρ4N of Φ(T ) and check if max
1≤i≤4N
|ρi| < 1. If
so, mark the solution as stable. If not, mark the solution as unstable.
11. Return to step 4.
Chapter 7
Numerical Results for the
Suspension Bridge System of
Partial Differential Equations
In this chapter, we examine and discuss the results of various numerical experiments
which illuminate the nature of the periodic solutions to (6.0.1). In each experiment, we
fix the forcing frequency µ at a particular value and examine the resulting bifurcation
diagrams λ vs. ‖u‖L1 and λ vs. ‖v‖L1 constructed using the algorithms detailed in
Chapter 6.
Here we compute the L1 norm of u(x, t) over [0, pi]×[0, T ] using the two dimensional
trapezoid rule. We recall that we have discretized the intervals [0, pi] and [0, T ] using
xi = ih for 0 ≤ i ≤ N + 1 and tk = k∆t for 0 ≤ k ≤M where h = piN+1 and ∆t = TM .
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∫ pi
0
∫ T
0
|u(x, t)| dt dx =
1
4
(
|u(x0, t0)|+ |u(x0, tM)|+ |u(xN+1, t0)|+ |u(xN+1, tM)|
)
+
1
2
( N∑
i=1
|u(xi, t0)|+
N∑
i=1
|u(xi, tM)|+
M−1∑
k=1
|u(x0, tk)|+
M−1∑
k=1
|u(xN+1, tk)|
)
+
N∑
i=1
M−1∑
k=1
|u(xi, tk)|+ o(h2) + o(∆t2)
The first set of experiments will verify the second order convergence of our IMEX
scheme by successive grid refinements. We will refine the grid in such a way so that
the ratio of h to ∆t is always constant. This way we may refer to the grid in terms
of h alone.
We will use uh to denote the approximate solution on the grid h. If u is the true
solution, then we have the following error estimate for sufficiently small h.
‖uh − u‖ ≤ Chp
Even though we do not have access to the true solution u, we may still estimate the
convergence rate p by considering the following differences in error between successive
refinements of the grid. We assume here that the values uh depend smoothly on h so
that we may write uh − u = Chp + o(hp).
Thus, ignoring the higher order terms, we obtain the following error estimate for
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differences between solutions on different grids.
uh − uh/2 = (uh − u)− (uh/2 − u) ≈ Chp − C(h/2)p
We assume additionally that this estimate translates to an L1 error estimate.
‖uh − uh/2‖L1 ≈ Chp − C(h/2)p
Thus by looking at the solutions on three different grids, we may estimate the
convergence rate p as follows.
‖uh − uh/2‖L1
‖uh/2 − uh/4‖L1 ≈
Chp − C(h/2)p
C(h/2)p − C(h/4)p = 2
p
p =
log
(
‖uh−uh/2‖L1
‖uh/2−uh/4‖L1
)
log(2)
We use the following algorithm to ensure that the periodic solutions we compare
satisfy (6.0.1) for the same values for λ and µ.
Algorithm 7.1.
1. Choose values µ∗ and λ∗. Choose a course starting grid h = h1 and ∆t = ∆t1
and set j = 1.
2. Use Algorithm 6.2 until λk−1 < λ∗ < λk.
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3. Use one iteration of Algorithm 6.3 with λ0 = λk−1,η0 = ηk−1 and ∆λ =
λ∗ − λk−1.
4. Store the numerical solutions for the roadbed as uj(x, t) and the cable as vj(x, t).
5. Set hj+1 = hj/2 and ∆tj+1 = ∆tj.
6. If j = 1, proceed to step 7. Otherwise, use the trapezoid rule to compute the
errors ‖uj − uj−1‖L1 and ‖vj − vj−1‖L1 on the courser grid hj−1.
7. Set j = j + 1 and return to step 2.
Figure 7.1: Second order convergence resulting from successive refinements of the grid
for µ = 4 and λ = 1.
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An additional test of the method which was performed was to make the assump-
tions from Chapter 1, namely F (x, t) = λ sin(µt) sin(x) and W (x) = sin(x), and com-
pare the results using the methods of Chapter 6 with the separable solutions found
using the ODE methods of Chapter 3. The solutions agree to within discretization
error, further validating the correctness of the numerical methods of Chapter 6.
Thus we proceed to investigate the periodic solutions of the original system (1.2.3),
with the functions F (x, t) = λ sin(µt) and W (x) = 1.
Experiment 7.1. We choose µ = 4 and perform Algorithm 6.3. The result is an
“S-shaped” bifurcation curve, which provides numerical evidence of the existence of
multiple periodic solutions. There are three solutions for 0.0929 ≤ λ ≤ 3.9023, the
upper and lower branches contain stable solutions, while the middle branch contains
unstable solutions. Fold points occur at λ = 0.0929 and λ = 3.9023. There is evidence
of a secondary bifurcation occurring at λ = 4.8480 where the stability changes, but
the steepest descent algorithm was unable to find any solutions branching off the main
curve. The qualitative properties of the curve are in agreement with the experiments
for F (x, t) = λ sin(µt) and W (x) = sin(x). This includes the number and location of
the fold points as well as the regions of stability and the qualitative behavior of the
solutions.
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Figure 7.2: The bifurcation diagram for Experiment 7.1
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Figure 7.3: The solution (a), λ = 0.2000
Figure 7.4: The solution (b), λ = 3.5980
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Figure 7.5: The solution (c), λ = 3.5770
Figure 7.6: The solution (d), λ = 0.4370
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Figure 7.7: The solution (e), λ = 0.4311
Figure 7.8: The solution (f), λ = 5.0533
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Figure 7.9: The bifurcation diagram for Experiment 7.2
Experiment 7.2. We choose µ = 5 and perform Algorithm 6.3. The result is a
bifurcation curve in which the amplitude of the periodic response is a function of
the forcing amplitude λ. There is a region of unstable solutions for λ ≥ 4.1222. We
expect secondary bifurcations at λ = 4.1222 where the stability changes, but the
steepest descent algorithm was unable to find any solutions branching off the main
curve. The qualitative properties of the curve are in agreement with the experiments
for F (x, t) = λ sin(µt) and W (x) = sin(x). This includes the regions of stability as
well as the qualitative behavior of the solutions.
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Figure 7.10: The solution (a), λ = 0.5000
Figure 7.11: The solution (b), λ = 3.5003
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Figure 7.12: The solution (c), λ = 4.6087
Figure 7.13: The solution (d), λ = 7.3257
Chapter 8
Smoothing the Nonlinearity
In this chapter, we investigate the effect of replacing the nonlinearity g(u) = u+ with
a smooth approximation. It is worth considering whether the existence of multiple
periodic solutions which has been discovered here is due specifically to the lack of
smoothness of the nonlinearity.
Also, since g(u) is not differentiable at u = 0, the theorems of ordinary differential
equations regarding the differentiability of the solutions Y(t,η, λ) with respect to the
initial condition η and the parameter λ do not apply in the non-smooth case.
8.1 Choosing a Smoothed Nonlinearity
First we observe that u+ may be written in terms of u and the absolute value |u| in
the following way.
u+ =
1
2
(
u+ |u|
)
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Clearly, the lack of smoothness comes from |u|, and so we focus on replacing
h(u) = |u| with a smoothed version. We present the following options.
1. h1(u, ε) =
√
u2 + ε
2. h2(u, ε) =
√
u2 + ε−√ε
We thus define two approximations to the nonlinearity g(u) = u+ as follows.
1. g1(u, ε) =
1
2
(
u+ h1(u, ε)
)
2. g2(u, ε) =
1
2
(
u+ h2(u, ε)
)
Figure 9.1 contains the graphs of g(u) = u+ together with the smooth functions
g1(u, ε) on the left and g2(u, ε) on the right for ε = 0.1, 0.01, 0.001. From the graphs
and the definitions it is clear that the following inequalities hold for all ε > 0 and all
u ∈ R.
g1(u) > u
+
g2(u) ≤ u+
Additionally g1(·, ε) converges monotonically and uniformly to u+ from above as
ε → 0 while g2(·, ε) converges monotonically and uniformly to u+ from below as
ε→ 0. In fact, when ε = 0, g1(u, 0) = g2(u, 0) = u+.
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Figure 8.1: Graphs of u+ and it’s smooth approximations g1 and g2.
8.2 Results for the Smoothed Nonlinearity
In the following figures, we recompute the bifurcations curves from Chapter 5 with the
nonlinearity u+ replaced by both g1 and g2. The results demonstrate the convergence,
as ε → 0, of the curves for the smoothed equation to the original bifurcation curve.
The regions of stability are also preserved.
This provides further evidence that we are justified in applying the theorems of
Chapter 3 when solving for the derivative ∂F
∂η
and that the variety of the behavior
discovered here is not due to the lack of differentiability of the nonlinearity u+.
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Figure 8.2: Bifurcation diagrams with u+ and it’s smooth approximation g1 when µ = 4.
Figure 8.3: Bifurcation diagrams with u+ and it’s smooth approximation g2 when µ = 4.
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Figure 8.4: Bifurcation diagrams with u+ and it’s smooth approximation g1 when
µ = 0.85.
Figure 8.5: Bifurcation diagrams with u+ and it’s smooth approximation g2 when
µ = 0.85.
Chapter 9
Conclusions
The following results have been obtained concerning the periodic solutions of the
following suspension bridge system.
utt + 0.1uxxxx + 0.01ut + (u− v)+ = 1
vtt − 10vxx + 0.01vt − 10(u− v)+ = λ sin(µt)
u(0, t) = u(pi, t) = uxx(0, t) = uxx(pi, t) = 0
v(0, t) = v(pi, t) = 0
(9.0.1)
1. The assumptions F (x, t) = λ sin(µt) sin(x) and W (x) = sin(x) which were used
to simplify to the following system of ordinary differential equations do not
change the qualitative behavior of the solutions to the original system.
y′′ + 0.1y + 0.01y′ + (y − z)+ = 1
z′′ + 10z + 0.01z′ − 10(y − z)+ = λ sin(µt)
(9.0.2)
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2. Numerical evidence supporting the existence of multiple periodic solutions has
been found for a large range of forcing frequencies µ and amplitudes λ. Addi-
tionally, secondary branches and isolas of subharmonic solutions were shown to
exist. Finally, high frequency shaking in the cable was found in response to low
frequency forcing. All of these results agree with the work done on the single
equation model (1.2.1) and confirms that such behavior is inherent to models
of suspension bridges which include the nonlinear effects of the hanger cables.
3. The Floquet multipliers of the linearized system (4.1.1) were able to determine
regions of stable and unstable solutions. Additionally, they were used to deter-
mine the locations of secondary bifurcations from the main branch of solutions.
4. Smoothing of the nonlinearity u+ did not affect the results. In fact, the bifur-
cation curves for the smoothed nonlinearities g1, g2 converged to the original
bifurcations curves as the smoothed approximations converged to u+.
9.1 Future Directions
In the future, we hope to investigate how the relative values of the parameters c1,
c2, k1, k2 which capture the stiffness of the roadbed, main cable and hanger cables,
respectively, affect the regions of multiple periodic solutions and high frequency re-
sponse. Additionally we hope to further improve the method of steepest descent in
order to find secondary bifurcations more reliably.
Bibliography
[1] O. H. Amann, T. von Karman, and G. B. Woodruff. The Failure of the Tacoma
Narrows Bridge. Federal Works Agency, Washington, DC, 1941.
[2] A. A. Andronov, E. A. Leontovich, I. I. Gordon, and A. G. Ma˘ıer. Theory of
Bifurcations of Dynamic Systems on a Plane. Halsted Press, New York-Toronto,
Ont.; Israel Program for Scientific Translations, Jerusalem-London, 1973.
[3] I. Bochicchio, C. Giorgi, and E. Vuk. Asymptotic dynamics of nonlinear coupled
suspension bridge equations. J. Math. Anal. Appl., 402(1):319–333, 2013.
[4] Y. S. Choi, K. C. Jen, and P. J. McKenna. The structure of the solution set
for periodic oscillations in a suspension bridge model. IMA J. Appl. Math.,
47(3):283–306, 1991.
[5] E. A. Coddington and N. Levinson. Theory of Ordinary Differential Equations.
McGraw-Hill Book Company, Inc., New York-Toronto-London, 1955.
[6] M. G. Crandall. An introduction to constructive aspects of bifurcation and the
implicit function theorem. In Applications of Bifurcation Theory (Proc. Advanced
Sem., Univ. Wisconsin, Madison, Wis., 1976), pages 1–35. Publ. Math. Res.
Center, No. 38. Academic Press, New York, 1977.
97
98
[7] Z. Ding. Multiple periodic oscillations in a nonlinear suspension bridge system.
J. Math. Anal. Appl., 269(2):726–746, 2002.
[8] P. Dra´bek, G. Holubova´, A. Matas, and P. Necˇesal. Nonlinear models of suspen-
sion bridges: discussion of the results. Appl. Math., 48(6):497–514, 2003.
[9] J. D. Faires and R. Burden. Numerical Methods. Brooks/Cole Publishing Co.,
Pacific Grove, CA, second edition, 1998.
[10] C. F. Gerald and P. O. Wheatley. Applied Numerical Analysis. Addison-Wesley
Publishing Company, Advanced Book Program, Reading, MA, fourth edition,
1989.
[11] J. Glover, A. C. Lazer, and P. J. McKenna. Existence and stability of large scale
nonlinear oscillations in suspension bridges. Z. Angew. Math. Phys., 40(2):172–
200, 1989.
[12] L. D. Humphreys and P. J. McKenna. When a mechanical model goes non-
linear: unexpected responses to low-periodic shaking. Amer. Math. Monthly,
112(10):861–875, 2005.
[13] L. D. Humphreys, P. J. McKenna, and K. M. O’Neill. High frequency shaking
induced by low frequency forcing: periodic oscillations in a spring-cable system.
Nonlinear Anal. Real World Appl., 11(5):4312–4325, 2010.
[14] H. B. Keller. Numerical solution of bifurcation and nonlinear eigenvalue prob-
lems. In Applications of Bifurcation Theory (Proc. Advanced Sem., Univ. Wis-
consin, Madison, Wis., 1976), pages 359–384. Publ. Math. Res. Center, No. 38.
Academic Press, New York, 1977.
99
[15] H. B. Keller. Lectures on Numerical Methods in Bifurcation Problems, volume 79
of Tata Institute of Fundamental Research Lectures on Mathematics and Physics.
Published for the Tata Institute of Fundamental Research, Bombay; by Springer-
Verlag, Berlin, 1987.
[16] S. Kesavan. Nonlinear Functional Analysis: A First Course. Texts and Readings
in Mathematics. Hindustan Book Agency, New Delhi, India, 2004.
[17] M. Kub´ıcˇek and M. Marek. Computational Methods in Bifurcation Theory
and Dissipative Structures. Springer Series in Computational Physics. Springer-
Verlag, New York, 1983.
[18] A. C. Lazer and P. J. McKenna. Large-amplitude periodic oscillations in sus-
pension bridges: some new connections with nonlinear analysis. SIAM Rev.,
32(4):537–578, 1990.
[19] R. J. LeVeque. Finite Difference Methods for Ordinary and Partial Differential
Equations: Steady-State and Time-Dependent Problems. Society for Industrial
and Applied Mathematics, 2007.
[20] P. J. McKenna and K. S. Moore. The global structure of periodic solutions to a
suspension bridge mechanical model. IMA J. Appl. Math., 67(5):459–478, 2002.
[21] P. H. Rabinowitz. A survey of bifurcation theory. In Dynamical Systems (Proc.
Internat. Sympos., Brown Univ., Providence, R.I., 1974), Vol. I, pages 83–96.
Academic Press, New York, 1976.
[22] S. Ru¨diger. Practical Bifurcation and Stability Analysis, volume 5 of Interdisci-
plinary Applied Mathematics. Springer, New York, third edition, 2010.
100
[23] D. H. Sattinger. Topics in Stability and Bifurcation Theory. Lecture Notes in
Mathematics, Vol. 309. Springer-Verlag, Berlin-New York, 1973.
[24] J. Stoer and R. Bulirsch. Introduction to Numerical Analysis, volume 12 of Texts
in Applied Mathematics. Springer-Verlag, New York, third edition, 2002.
