Abstract. We investigate the fluctuations and large deviations of the root of largest modulus in a model of random polynomial with independent complex Gaussian coefficients (Kac polynomials). The fluctuations were recently computed by R. Butez (arxiv 1704.02761) and involve a Fredholm determinant. The precise large deviations involve a function defined by a series of mutiple integrals similar to such an expansion and exhibit a link with moments of characteristic polynomials of truncated Haar-distributed random unitary matrices.
Introduction
Consider the following random polynomial
where (G k ) 0 k n is a sequence of i.i.d. Gaussian random variables. These polynomials are commonly called Kac polynomials since their seminal study by Kac ([18] ; see also [9, ch.
1.1] for historical remarks)
. The study of their roots has given rise to numerous interesting questions, concerning for instance the number of roots in a given set (in the case where the G k 's are real, a classical question concerns the number of real roots of such a polynomial, see [10] ) or more generally the linear statistics of the roots, i.e. random variables of the form 1 n n k=1 f (Z k,n ) for a given function f (see the introduction of [7] and cited references for a review of recent results).
In the case of complex Kac polynomials, a lot is known about the repartition of the roots, in particular, one knows that the roots cluster uniformly around the unit circle (see e.g. [16, 17] ). Nevertheless, this does not preclude some particular roots to escape arbitrarily far away from this area and a natural question is thus to investigate if the maximum modulus of the roots is concentrated around 1. Such a behaviour was recently investigated by R. Butez ([7] ) who addresses the question of fluctuations of the extreme value statistics of the roots and answers it in the following theorem : Theorem 1.1 (Butez) . Order the sequence of roots (Z k,n ) 1 k n according to their modulus, so that |Z 1,n | < · · · < |Z n,n | a. s. Then, (Z 1,n ) n converges in distribution to a random variable Z * a. s. inside the unit disk and (Z n,n ) n converges in law to 1/Z * . Moroever, the point process {Z k,n , |Z k,n | < 1} converges in distribution in the space of Radon measures 1 to the roots of the Gaussian analytic function n 0 G n z n |z|<1 whose law is given by a determinantal point process with Bergman kernel (the zeroes of such an analytic function are countable with no accumulation points a. s.).
The determinantal character of the roots of such a random analytic function is a direct consequence of a theorem of Peres and Viràg (see [23] ), a corollary of which is the explicit computation of the law of max 1 k n |Z n,k | when n → ∞ : Theorem 1.2 (Peres-Viràg). Let (U k ) k 1 be a sequence of i.i.d. random variables uniformly distributed on the interval [0, 1]. Then, one has the following equality in distribution
As one can see, the root of maximum modulus does not converge to 1. One can check moreover that P max
namely, its law is supported on (1, +∞). This fact raises the natural question of the large deviations of max 1 k n |Z n,k | inside the unit circle. This is the main theorem of the paper.
Theorem 1.3 (Precise left large deviations).
Let y ∈ (0, 1). Then
The plan of this article is the following : we start by recalling some classical facts about Kac polynomials, and we give an alternative proof to Butez' theorem 1.1, we then treat in an elementary way the left large deviations (in the logarithmic setting, thus) and we finally prove theorem 1.3. The proof involves the characteristic polynomial of a model of truncated random unitary matrices distributed according to the Haar measure (the socalled Circular Unitary Ensemble). We conclude with questions of interest, perspectives and future work on the topic.
Notations and properties
We gather here some notations used throughout the paper. The unit circle will be denoted by U, the unit disk by D and the disk of radius y by D(y), i.e. D(y) := {z ∈ C : |z| y} When integrating on U or any curve in the complex plane, we set
We define the Vandermonde determinant, for a := (a 1 , . . . , a n ), by
In particular, for u j ∈ U, one has
For k 0, we define the k-th elementary symmetric polynomial by e 0 (a) := 1 and
We recall that for all t ∈ C, we have the following equality (see e.g. [21] )
The Cauchy determinant is given by
Last, for a matrix A, we will write A[i, j] for its (i, j)-coefficient.
Fluctuations

2.1.
Reminders on random Gaussian polynomials. From now on, we denote by (Z k ) k in place of (Z k,n ) k the roots of the complex Kac polynomial (1). The correlation functions or joint intensities of the roots (Z k ) 1 k n in (1) are defined by 
one gets the formula (see [3, (3.4 .2) p. 40] and references cited)
where A k,n (z), B k,n (z) and C k,n (z) are the k × k matrices of general term given by
Let (X k ) k 1 be a sequence of random variables with values in R and with correlation functions (ρ X,k ) k . Then, if for a set A ⊂ R one has
then, using an inclusion-exclusion formula (see e.g. [4] ), one gets
We will use this formula to compute the limiting distribution of the maximum modulus of (1).
2.2.
The limiting distribution of the maximum modulus. We define the maximum modulus of the roots by
The following gap probability for y > 1 P(ρ n y) = P(∀ k ∈ 1, n , |Z k | y) is known to converge to (see [7] )
where B is the operator of kernel B(z, z ) :
This is a consequence of the convergence of the polynomial (P n (z)) z∈D(r) to the Gaussian Analytic Function (P ∞ (z)) z∈D(r) := ( k 0 G k z k ) z∈D(r) for all r < 1 and the measurability of the map P → max P (x)=0 |x| (see [7] ). We moreover have for all y ∈ R + P(ρ n y)
where
We now prove this result in a more analytic way.
of the roots of the Gaussian polynomial (1) converge for all k, when n → ∞, uniformly on D(y)
k for all y < 1.
Proof. Using the formula (6), one sees that it is enough to prove the convergence of the covariances given in (7) in the underlying domain, namely, to prove that f n , h n and g n defined in (7) converge inside the unit disc. One has, uniformly in z ∈ D(y) with y < 1
Moreover,
As a result, one has the convergence, uniformly in D(y)
Corollary 2.2. The following convergence is satisfied for all y 0
Proof. The convergence of the extreme values of the roots of (1) is then a consequence of the following result from [23] : the limiting correlation functions (11) take the form
This theorem uses the invariance of the limiting analytic function ( k 0 G k z k ) z∈D by the group of homographies of D and the Borchardt's identity (see [3, 5.1.12] ).
Writing
As a corollary, the set of modulus of the roots converge in distribution of an i.
In the case of the maximum modulus of the roots, one can give a more analytical proof of this last result by finding the eigenvectors of the Bergman kernel acting on L 2 (D(t), dz) with t < 1. Indeed, setting {λ k (t)} k 1 for the set of eigenvalues of the compact operator
Thus, one has (see e.g. [12] )
hence the result.
Remark 2.3. As the correlation functions determine the process, this proof applies to other models of random Gaussian polynomials if one can prove the convergence of the covariances.
In general, using the inclusion-exclusion (8) for A = (−∞, y), one gets
A remark on the Tracy-Widom distribution. The Tracy-Widom distribution (see [26] ) writes as a Fredholm determinant in the same vein as the previous probability and satisfies moreover
where H T W 2 (t) writes as
with q the Hastings-McLeod solution of the Painlevé II equation
satisfying q(x) ∼ Ai(x) when x → +∞, Ai being the Airy function (see [15] ) and * designates the additive convolution f * g(
We are interested in the equivalent form for the probability density (12) . For this, we write for y > 1
Note that one can write
where designates the multiplicative convolution defined by f g(
. We see that S is the analogue of −q 2 * 1 R + . This motivates the following question :
Question 2.4. Can one find the same decomposition with the Tracy-Widom distribution, namely, can one find the eigenvalues of the Airy operator which is the analogue of the Bergman operator in the previous setting ?
3. Large deviations and precise large deviations 3.1. The density of the zeroes. The distribution of the roots vector (Z k ) 1 k n of the polynomial (1) is given by (see e.g. [3, 5, 11, 13, 20] )
where we have set z := (z 1 , . . . , z n ) and dz := n k=1 dRe(z k ) dIm(z k ). The formula (13) is obtained using the transformation (X 0 , X 1 , . . . , X n ) → (X n , Z 1 , . . . , Z n ) given by the well-known formula valid for all k ∈ 1, n
The Jacobian of this transformation is given by the Vandermonde determinant (see e.g. [3] ). One then integrates on X n to get (13), namely
Denote by f n the Lebesgue-density of (Z 1 , . . . , Z n ) :
Using the Plancherel-Parseval formula for a polynomial, i.e. k |a k | 2 = 1 0 k a k e 2iπkθ 2 dθ, and (4) we get
This transforms (14) into
Remark 3.1. This form was used in [27] to prove a large deviations result for the empirical measure of the roots.
We are now interested in the tail of this last probability. Using (13) and (15), we have
Using the scaling property of the Vandermonde determinant
One can thus define the probability measure
There is a matrix model underlying such a probability measure given by a n-block truncation of a CU E(n+1) random matrix, i.e. a random Haar-distributed unitary matrix of size (n + 1) × (n + 1) (see [24, 
eq. (16)]).
Using the formula valid for all x > 0 and n ∈ N * n! x n = +∞ 0 e −tx t n dt we can write this last probability as
where Z n (x) is the characteristic polynomial of the random matrix M n from the truncated CU E given by
Large deviations.
In the limiting fluctuations of the largest modulus, the support of the limiting law given in (12) is defined on [1, +∞). We are interested in the the large deviations of ρ n inside the disk.
Theorem 3.2 (Left large deviations).
Let y ∈ (0, 1). Then, (ρ n ) n satisfies a (left) large deviation principle at speed n 2 with rate function y → log(y −1 ), namely, for all y ∈ (0, 1)
More precisely, one has, with a O independent of y 1 n 2 log P(ρ n y) = − log(y −1 ) + O log n n Proof. We have
We have
where Λ are the eigenvalues of M n . This last inequality comes from the fact that e 0 (Λ) = 1.
In particular, we have
Taking the logarithm and dividing by n 2 , we get 1 n 2 log P(ρ n y) = n(n + 1) n 2 log(y) + log(n!)
where we have used the Stirling formula (2).
Precise large deviations.
We now prove theorem 1.3.
Proof. Let A > 0 be a constant to be choosen later. Write
Expanding the Laplace transform of the random variable
Z n e −2iπθ y −1 2 dθ and applying the Fubini theorem, one gets
This last moment expansion is valid if the law of ξ n (y) is defined by its moments. We now prove this fact. Using the Fubini theorem, we have
An explicit formula is available to compute the integer moments of the characteristic polynomial (see e.g. [1, eq. (2.11)] ; for the reader's convenience, this result is reminded in section 5), namely
where g n is the function defined by
We thus have
, we have, when N = n + k → ∞, and z ∈ U
Note that the implied constant in the O is independent of z and y. We then get
Using the Cauchy determinant (5) and the relation (3), we get for u j ∈ U
It is moreover clear that the function u
One can check that a possible choice for f (y) is given by e y/(1−y 2 ) . For the choice A := y n n and using (−1)
, we obtain
where F (y) is a function that can be made explicit.
Remainder : Define
Let γ n+1 be a random variable defined by P γ n+1 x := +∞ x e −t t n dt n! (i.e. Gammadistributed). Let us suppose that γ n+1 is independent of (X k ) 1 k n , the determinantal point process of kernel (z 1 , z 2 ) → g n (z 1 z 2 ) on the unit disk (namely the eigenvalues of the truncated CU E(n + 1) random matrix whose (16) is the law). Then, we have
We have moreover
and, using (12) for t = y −1 , with G(t) := k 1 (1 − t 2k ), one gets for all t ∈ (0, 1)
In particular, using the fact that for all t ∈ (0, 1) and for all k ∈ 0, n , t 2k−2n t 4n−2k , one gets
Remark 3.3. It is clear that F(y) ∈ R since it writes as
Remark 3.4. The function F is similar to a Fredholm expansion since it involves a series with integrals, but one can ask about a more "classical" expression, for instance, a series expansion of the form F(y) = k 0 a k y k . Such an expression is possible if one writes the expansion of the Cauchy product in terms of Schur functions or power functions (see [21, 
with (the notations are the ones in [14, ch. 2])
Integrating these expressions and applying the Fubini theorem for double sums (wich is convergent due to the presence of the term
and the fact that the number of terms in h n [uu] is equal to p(n), the number of partitions of an integer n, and the fact that p(n) = O(e C √ n ) for C = π 2/3 in virtue of a celebrated result of Hardy and Ramanujan), one gets the result. Nevertheless, the integrals
do not have a simple expression other than a combinatorial sum involving semi-standard tableaux or equivalent quantities. We leave to the interested reader the exercise to express such quantities.
Conclusion and perspectives
In view of the previous results, a natural continuation of the problem is the following one : compute the (precise) transition deviations around y = 1, in particular, one can conjecture that there exists a function ψ such that for all x > 0
and more generally that there exists a function G such that
Note that one can replace the term e −x/n by 1 − x n . The problem of the precise transition deviations is then reminiscent of another problem of random polynomials, the computation of the persistence exponent ; in the case of the real Kac polynomial, when max k |Z k | is replaced by the maximum absolute value of the real roots, see e.g. [2, 6, 9, 22] and references cited. The proof of theorem 1.3 can be adapted to this setting, but the rescaling of the integrals involve the moments of the characteristic polynomial of a random truncated CU E(n) matrix in the microscopic scaling (see [8, 19] for the case of the CU E) and requires additional care to extract its asymptotic behaviour. We plan to address this question in a subsequent publication.
Annex : Expectation of products of characteristic polynomials
We prove here (17) . We want to compute
We now compute
This is, up to a multiplicative constant, the n-joint intensity of a random variable of size n + k with a joint law given by P n defined in (16) (see e.g. [25] or [3, ch. 3 
]).
A classical method expresses |∆(z, 
In order to compute (19) with this last formula, we need to find the kernel R n associated to µ. One thus needs to norm the columns of the Vandermonde matrix (Q i (x j )) i,j n since these polynomials are monic. For this, we compute The normed polynomials are thus given for k ∈ 0, n − 1 by
and the kernel is
where g n is defined in (18) . det(g n+k (u i u j )) 1 i,j k which is (17) .
