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We study the diffusive behavior of a Bose
polaron immersed in a coherently coupled
two-component Bose-Einstein Condensate
(BEC). Polaron superdiffuses if it couples
in the same manner to both components,
i.e. either attractively or repulsively to
both of them. This is the same behavior
as that of an impurity immersed in a sin-
gle BEC. Conversely, the polaron exhibits
a transient nontrivial subdiffusive behav-
ior if it couples attractively to one of the
components and repulsively to the other.
The anomalous diffusion exponent and the
duration of the subdiffusive interval can be
controlled with the Rabi frequency of the
coherent coupling between the two com-
ponents, and with the coupling strength
of the impurity to the BEC.
1 Introduction
The phenomenon of anomalous diffusion attracts
a growing interest in classical and quantum
physics, appearing in a plethora of various sys-
tems [1, 2]. In classical systems, there has been
a considerable effort to elucidate the properties
and conditions of anomalous diffusive behavior,
with a large emphasis given to the question of
how this anomalous diffusion could potentially
be controlled. In many models, the appearance
of the anomalous diffusion is attributed to some
random component of the system-environment
setup, usually distributed with a power-law. Ex-
amples include continuous time random walks [3],
diffusion on a fractal lattice [4], diffusivity (i.e.
diffusion coefficient) that is inhomogeneous in
time [5, 6], or space [7–11] in a regular or ran-
dom manner, the patch model [12, 13], hunters
model [14], etc. In quantum systems, a paradig-
matic instance of a highly controlled system is
that of a Bose Einstein Condensate (BEC). It was
shown that BEC with tunable interactions, are
promising systems to study a number of diffusion-
related phenomena, such as Anderson Localiza-
tion (AL) in disordered media [15–17], the ex-
pansion of 1D BEC in disordered speckle po-
tentials [15–23], the subdiffusive behavior of the
expansion of a wave packet of a 1D quantum,
chaotic and nonlinear system [15, 22, 24–33], the
Brownian motion of solitons in BEC [34], as well
as the superdiffusive motion of an impurity in a
BEC studied in [35–37].
In this work, we study how an impurity in a
coherently coupled two-component BEC shows
a transient anomalous diffusing behavior. We
study this phenomenon under experimentally re-
alistic conditions and we show that this behav-
ior can be controlled through the strength of the
interactions and the coherent coupling. To this
end, we treat the Bose Polaron problem within
an open quantum system framework. The open
quantum system approach has been used recently
in the context of ultracold quantum gases to
study the diffusion of an impurity and two im-
purities in a BEC [35–37], for the movement of
a bright soliton in a superfluid in one dimension
[38], see also[39–41]). On the other hand, the
effect of contact interactions, dipole-dipole inter-
actions and disorder on the diffusion properties
of 1D dipolar two-component condensates were
studied in [42], identifying again the conditions
for subdiffusion. The study of the diffusive be-
havior of a 2D two-component BEC in a disor-
dered potential was undertaken in [43]. Finally,
an important study on an impurity immersed in
a two-component BEC was reported in [44].
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To be specific, we consider that an external
field drives the population transfer (spin-flipping)
between the two atomic levels. The popula-
tion transfer between the two levels turns out
to be described by Josephson dynamics, lead-
ing to what is known as internal Josephson ef-
fect (see e.g. [45]). This internal Josephson inter-
action controls the many-body physics of multi-
component phase coherent matter. We identify
how under suitable assumptions, starting from
the Hamiltonian describing the aforementioned
system of an impurity in a coherently coupled
two component BEC, one can equivalently de-
scribe the impurity as a Brownian particle in a
bath, where the role of the bath is played by
the Bogoliubov modes of the coherently coupled
two-component BEC. Importantly, the Bogoli-
ubov spectrum has two branches: the density
mode, ungapped and with a linear behavior at
low momenta; and the spin mode, gapped, with
a parabolic behavior even at low momenta. This
results in two distinct spectral densities, which
we derive in Section 3. We consider two scenar-
ios: same coupling among the impurity and the
two bosonic components, and repulsive coupling
to one component and attractive to the other.
We show that these scenarios correspond to the
impurity coupling either to the density or to the
spin mode of the two-component BEC, respec-
tively. For the coupling to the density mode there
is no qualitative difference in comparison to the
case where the impurity is embedded in a single
BEC [35]. For the coupling to the spin mode, we
find a different spectral density, namely a gapped
sub-ohmic spectral density. We derive and solve
the equations of motion of the impurity. These
are obtained through the corresponding Heisen-
berg equations for the bath and impurity particles
and they have the form of Generalized Langevin
equations with memory effects. By solving nu-
merically these equations we find the effect of the
gapped sub-Ohmic spectral density on the Mean
Square Displacement (MSD) of the impurity. We
show that a transient subdiffusive behavior oc-
curs for experimentally feasible parameters, and
study how the strength of the coherent coupling
and interactions modify this subdiffusive behav-
ior.
The paper is organized as follows. In Section 2
we introduce the model Hamiltonian and trans-
form it into the form of a Caldeira-Leggett one.
In we derive the spectral densities for the cases
of coupling to the density or spin modes. In Sec-
tion 4 we find and solve the Langevin equations
and in Section 5 we present the results. We end
the paper with the discussion and outlook pre-
sented in Section 6.
2 Hamiltonian
The dilute Bose-Einstein condensates created in
atom traps [46] consist of bosons with internal
degrees of freedom: the atoms can be trapped
in different atomic hyperfine states. Soon after
the first observation of atom trap BECs, experi-
mentalists succeeded in trapping partly overlap-
ping BECs of atoms in different hyperfine states
that are (i) hyperfine split [47] or (ii) nearly de-
generate and correspond to different orientations
of the spin [48]. We consider a two-component
Bose gas with both one-body (field-field) and
two-body (density-density) couplings, composed
of such atoms in different hyperfine states. Fur-
thermore, we assume that the two components
are coupled through a Josephson (one-body) type
of coupling. The two-body interaction results
from short-range particle-particle interactions be-
tween atoms in different internal states, while
the one-body interaction can be implemented by
two-photon Raman optical coupling, which trans-
fers atoms from one internal state to the other.
In present-day BEC experiments, the internal
Josephson or Rabi interactions, interconverting
atoms of different internal states, consist in two-
photon transitions, induced by a laser field or a
combination of a laser field and oscillating mag-
netic field. To gain a perspective on the experi-
mental relevance of our study, we refer the readers
to the work of Refs. [47, 49–51]. Finally, we as-
sume an impurity that is immersed in the two-
component BEC. This impurity interacts with
both components through contact interactions.
In Fig. 1 a sketch of the setup is shown.
The Hamiltonian of an impurity interacting
with a two-species bosonic mixture in one dimen-
sion reads
H = HI +H(1)B +H
(2)
B +HIB +H
(12)
B , (1)
where the impurity of mass mI is described by
HI = p
2
2mI + U(x), with U(x) being the trapping
potential. The interactions with the bosons are
described by HIB. We study here only the case of
2
free impurities, hence we assume U(x) = 0. The
terms of the individual bosonic species, labelled
with the index j = 1, 2, are
H
(j)
B =
∫
Ψ†j (x)
[
− p
2
j
2mB
+ V (x)
]
Ψj (x) dx
+ gj2
∫
Ψ†j (x) Ψ
†
j (x) Ψj (x) Ψj (x) dx,
where the intra-species contact interactions have
a strength given by the coupling constants gj , the
external potential is V (x), and we assume the
mass equal for both species, mB. The coupling
Hamiltonian between the two bosonic species
consists in inter-species contact interactions, with
coupling constant g12, and a Rabi coupling Ω,
which exchanges atoms between components, i.e.,
H
(12)
B = g12
∫
Ψ†1 (x) Ψ
†
2 (x) Ψ2 (x) Ψ1 (x) dx
+ ~Ω
∫
Ψ†1 (x) Ψ2 (x) dx + H.c. (2)
Without any loss of generality, we will only con-
sider Ω real and positive. This is because even if
a complex Rabi frequency is assumed, this can al-
ways be cancelled by introducing a counteracting
phase for one of the BECs, which can be shown
to have no effect on the energy spectrum of the
bath. The latter part of the Hamiltonian, referred
to as an internal Josephson interaction, is a two-
photon transition that is induced by a laser field
or a combination of a laser field and an oscillat-
ing (rf) magnetic field. This also introduces an
effective energy difference between the two inter-
nal states/species of the BEC, which, assuming a
low intensity driving field, is simply equal to the
detuning δ of the two-photon transition. This de-
tuning does not affect our studies however, so for
sake of clarity and simplicity, we will assume it
to be zero. We also consider here only repulsive
two-body coupling, i.e. g12 > 0.
In what concerns the impurity-bosons interac-
tion part of the Hamiltonian, we assume that the
interaction is between the impurity and the densi-
ties of the bosons, i.e. it has the form of a contact
interaction:
HIB =
∑
j=1,2
g
(j)
IB Ψ
†
j(x)Ψj(x) + h.c.
 . (3)
From this point onwards, we assume that the
BEC is one dimensional, which simplifies the ana-
lytical part of our studies. Nevertheless, the main
𝑔1
𝑔2
𝑔12
𝑔𝐼𝐵
(1)
𝑔𝐼𝐵
(2)
Ω
Figure 1: We consider a setup of a coherently coupled
two-component BEC in which an impurity is immersed.
By g1 and g2 we denote the intraspecies contact interac-
tions of the atoms of the first and second species respec-
tively. g12 refers to the coupling strength of the inter-
species contact interaction among atoms of the first and
second species. By Ω we denote the Rabi frequency of
the Raman coherent coupling between the two species.
Finally g(1)IB and g
(2)
IB indicate the coupling of the impurity
to the atoms of the first and second species respectively.
result of our work, which is the control of the dy-
namics of an impurity in a coherently coupled
two-component BEC by coupling it either to the
density mode of the BEC or to the spin mode of
the BEC, will remain irrespective of the dimen-
sion. We assume a dilute gas of low depletion
in order to be able to apply the Bogoliubov di-
agonalization technique. In the low-density sub-
milikelvin temperature regime of the atom trap
experiments, we may assume that the trapped
atoms interact only through the partial s-wave
channel, and that the many-body properties are
well described by assuming the particles to inter-
act as hard spheres. The radius of those spheres is
given by the scattering length a, which we assume
to be positive. We say that the system of particle
density n is dilute if the packing fraction of space
occupied by the spheres na3  1. The assump-
tion of low depletion means that almost all parti-
cles occupy, on average, the single particle state
associated with the condensate (k = 0, where k
is the momentum for the particular case of homo-
geneous BEC that we will be considering). This
implies that the temperatures to be considered
should be smaller than the critical temperature.
The 1D case in fact is peculiar since, in principle,
in 1D the condensation is destroyed by the phase
fluctuations [52]. However, if the phase coherence
length is larger than the band-size, then one can
speak about "true" BEC. Hence we can assume
that the "true" condensation occurs at some finite
temperature as well. For a single BEC, all the
bosons condensate at the same state. However,
this will not be the case for the two-component
BEC and one has to determine the fraction of
3
particles in each component, which will depend
on the ground state of the system. This is deter-
mined by the parameters of the system.
With the above considerations in mind, we as-
sume that the two bosonic gases condensate. This
means that we can apply mean field theory and
further assuming that the ground state is coher-
ent, the wavefunctions Ψj (x) ,Ψ†j (x) for a homo-
geneous BEC are given by
Ψj(x) = Ψj,0(x) + δΨj(x), (4)
where Ψj,0(x) = φ0(x)
√
Nje
iθj , with θj being
the phase of the coherent jth component, Nj
the number of bosons of the jth species and
δΨj(x) =
∑
k 6=0 φj,k(x)aj,k with φk(x) = 1√Vj e
ikx
the plane wave solutions, with Vj the correspond-
ing bath’s volume. From here onwards we assume
for simplicity that V1 = V2 = V , i.e. that the
two baths have the same volume, and that we
are dealing with homogeneous BECs. Here aj,k
and a†j,k are bosonic annihilation and creation op-
eratos. To proceed further, we write the Hamil-
tonian in terms of these operators. The bosonic
parts read
H
(j)
B =
∑
k
ka
†
j,kaj,k
+ gj2
∑
k,k′,q
a†j,k+qa
†
j,k′−qaj,kaj,k′ ,
H
(12)
B = g12
∑
k,k′,q
a†1,k+qa
†
2,k′−qa2,ka1,k′
+ Ω
∑
k
a†1,ka2,k+H.c.,
with k = k2/2mB. Here we set ~ = 1 and we
adimensionalized correspondingly. Note that we
also assume mI = 1 from now onwards. The ze-
roth order expectation value (or mean field value)
of the Hamiltonian reads as
H0 =
∑
j
gj
2V Ψ
4
j,0 +
g12
V
Ψ21,0Ψ22,0
+ Ω (Ψ1,0(Ψ2,0)∗ + (Ψ1,0)∗Ψ2,0) (5)
2.1 Generalized Bogoliubov transformation
We now perform a generalized Bogoliubov trans-
formation to diagonalize the Bosonic part of the
Hamiltonian and hence obtain the energy spec-
trum of the bath. We follow closely the results
of [53–55] in the rest of this section. This gener-
alized Bogoliubov transformation is understood
to be composed of a rotation, a scaling and one
more rotation as in [53]. The derivation is based
on a simple geometrical picture which results in
a convenient parametrization of the transforma-
tion. Following the generalized Bogoliubov trans-
formation, the initial bath operators are trans-
formed as
aj,k = Q0j,+,k b+,k +Q1j,+,k b†+,−k
+ (−1)δj,−
(
Q0j,−,k b−,k +Q1j,−,k b†−,−k
)
a†j,−k = Q1j,+,k b+,k +Q0j,+,k b†+,−k (6)
+ (−1)δj,−
(
Q1j,−,k b−,k +Q0j,−,k b†−,−k
)
,
with b†+(−),k and b+(−),k and the cre-
ation/annhilation operators for the final spin
(+) and density or phonon (−) mode. In the
latter, the total density fluctuates, while in
the spin mode (+) the unlike particle densities
fluctuate out of phase. This, in the presence
of an internal Josephson interaction as in our
case, is a Josephson plasmon [56]. In Eq. (6)
the parameters are as follows: δ1(2),−(+) = 1,
δ1(2),+(−) = 0 and
Qφj,s,k = (7)
RsjΓˆj,s,k
[
(1−δj,s) cos (γk)+δj,s sin (γk)
]
cos θ
+Rsj′Γˆj′,s,k
[(
1−δj′,s
)
cos (γk)+δj′,s sin (γk)
]
sin θ,
where j′ 6= j, φ ∈ {0, 1}, s ∈ {+,−}, Γˆj(j′),s,k =
[Γ2j(j′),s,k + (−1)φ]/2Γj(j′),s,k and R1+ = R2− =
(1,−1)>, R2+ = −R1− = (1, 1)>. Also, in
Eq. (7),
sin (γk) = (8)√√√√√12
1− [ω21,k − ω22,k]√
(ω21,k − ω22,k)2 + 16Λ212n1n2e1,ke2,k
,
with cos (γk) defined accordingly, and Γj,s,k =√
ej,k/Es,k where
E±,k = (9)∑jω2j,k±
√
(ω21,k − ω22,k)2+16Λ212n1n2e1,ke2,k
2

1
2
,
4
with
ej,k =
k2
2m− (−1)
j
(
1+ (−1)jcos θ12
)
Ωn
2n1n2
ωj,k =
√
e2j,k + 2Λjnjej,k,
Λ1n1 = g1n1 cos2 (θ)
+ g2n2 sin2 (θ)+g12 sin (2θ) cos (θ12),
Λ2n2 = g1n1 sin2 (θ)
+ g2n2 cos2 (θ)−g12 sin (2θ) cos (θ12),
Λ12
√
n1n2 =
g2n2−g1n1
2 sin(2θ)
+ g12
√
n1n2cos (2θ)cos(θ12),
where nj = NjV is the particle density of the jth
bath, and θ is the free parameter (angle) to be
determined by the minimisation of the total en-
ergy. In the above expression, θ12 = θ1−θ2 is the
relative phase between the two BEC. The mini-
mization of the zeroth energy with respect to the
angle θ gives
tan(θ) =

√
n1
n2
, if θ12 = pi,√
n2
n1
, if θ12 = 0.
(10)
By minimizing with respect to the population
imbalance f = N1−N2N , one can obtain the follow-
ing conditions on the parameters of the system in
order to have an extremum of the energy,
∆ +Af − cos θ12 f
(1− f2)1/2
= 0, (11)
where A = (g1+g2−2g12)n4Ω is the mutual interac-
tion parameter, ∆ = 2δ+(g1−g2)n4Ω is the effective
detuning parameter, and
A− cos θ12 1
(1− f2)3/2
> 0, (12)
is the condition to have a minimum of the en-
ergy. In [53], it was shown that to obtain the
minimum energy of the system, without impos-
ing any condition on the detuning δ, as is our
case, then the relative phase should be chosen to
be θ12 = pi, referred to as the pi-state configu-
ration. From here on we assume the symmetric
case, i.e, g1 = g2 = g as this will allow us to ob-
tain analytically the spectral density in section 3.
In this case, the equilibrium condition Eq. (11)
reads as(
g − g12 + Ω√
n1n2
)
(n1 − n2) = 0, (13)
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Figure 2: (a) Energy spectrum for a coherentely cou-
pled two component BEC. There are two branches in
the spectrum corresponding to the density (-) and spin
modes (+). We plot both for different values of the co-
herent coupling, Ω. First, this illustrates that the gap
opens for the spin mode (+); and second, it shows that,
while for Ω = 0 both branches behave similarly, i.e., lin-
early for low k and quadratically for large k, for finite
Ω the (+) mode behaves quadratically even at low k.
This has direct implications on the behavior of the spec-
tral density in case 2, plotted in (b). When the Ω = 0
(blue line) the spectral density behaves as for the den-
sity mode (i.e. with a w3-behavior). The red and green
lines (for Ω = 50pi, 100piHz, respectively) show instead
a different behavior. The inset shows a zoom, where we
checked that it fits the simplified behavior in Eq. (50),
i.e. has a lower gap and behaves as√w initially. In these
plots we used g = g12 = 2.15x10−37J ·m , n = 7µm ,
gIB = 0.5x10−37J ·m, with BEC and impurities made
of Rb and K atoms, respectively.
which has two solutions
n1 − n2 = 0 (GS1) ,
n1 − n2 = ±n
√
1−
(
2Ω
(g−g12)n
)2
(GS2) ,
(14)
corresponding to neutral GS1 and polarized
ground states GS2. Here, we make the strong
Josephson junction assumption
|A| < 1, (15)
which is also referred to as the miscibility condi-
5
tion. This implies that the minimum energy equi-
librium ground state has to be GS1 as is shown
in [53, 55]. Handable expressions for the spec-
tral density obtained section 3 are possible over
GS1. For the regime in which ground state is GS2
we expect similar qualitative behavior, but we
did not obtained a form for the spectral density
which allows us to obtain the diffusive behavior
of the impurity. The study of the impurity diffu-
sion over GS2, and even at the phase transition,
falls out of the scope of this paper. Under the
miscibility condition (15), the energy spectrum
expressions simplifies into
E−,k=
(
k2
2mB
(
k2
2mB
+ (g + g12)n
)) 1
2
, (16)
E+,k=
[
k2
2mB
(
k2
2mB
+ (g − g12)n+ 4Ω
)
+2Ω [(g − g12)n+ 2Ω]]
1
2 . (17)
In Fig. 2 we plot the energy spectra as a func-
tion of k for specific parameters, to illustrate the
spin and density branches. Furthermore, note
that the bogoliubov transformation elements sat-
isfy the well-known relation
Q0k(Q0k)T −Q1k(Q1k)T = 1, (18)
where Qφk =
(
Qφ1,+,k Qφ1,−,k
Qφ2,+,k Qφ2,−,k
)
with φ ∈ {0, 1},
that implies normalization. However, as is shown
in [54], these Bogoliubov operators, do not fulfill
the bosonic commutations relations, which is un-
derstood as a consequence of the fact that they
are not orthogonalized with respect to the quasi-
condensate functions Ψj,0 =
√
Nje
iθj . In [54] it is
shown that to overcome this problem one needs to
define some new transformation with components
Q̂0j,s,k, Q̂1j,s,k, that are related to the previous ones
as
Q̂φj,s,k = Qφj,s,k −
Ψj,0
Nj
Qφj,s,kΨ∗j,0. (19)
The elements of this transformation, these new
Bogoliubov operators, are expressed in terms of
the Bogoliubov wave functions of our system
fj,s,k, f˜j,s,k as
Q̂φj,s,k =
fj,s,k + (−1)φ f˜j,s,k
2 , (20)
where
f1,−,k = f2,−,k =
[
k
2E−,k
]1/2
,
f˜1,−,k = f˜2,−,k =
[
E−,k
2k
]1/2
,
f1,+,k = f2,+,k =
[
k + Ω
2E+,k
]1/2
,
f˜1,+,k = f˜2,+,k =
[
E+,k
2 (k + Ω)
]1/2
.
The spin mode branch is gapped while the den-
sity mode branch is gapless. For the latter, at low
values of the momentum k the dispersion is linear,
with a speed of sound cd =
√
n (g + g12) /(2mB).
On the contrary for the gapped branch, the dis-
persion relation goes as k2 for low k, and at k = 0,
it has a gap
Egap =
√
2Ω [(g − g12)n+ 2Ω]. (21)
This corresponds to the Josephson frequency for
small amplitude oscillations. As we will see the
fact that there are two branches in the spectrum
will give rise to two different noise sources.
Furthermore, one should note that, had we not
introduced the Rabi coupling term in the Hamil-
tonian, the latter would commute with both n1
and n2 such that we would have two broken con-
tinuous symmetries and both branches would be
gapless (notice that Egap → 0 when Ω → 0). In
this case, the low momentum excitations would
be both phase-like, as it has to be for Goldstone
modes of the U (1)xU (1) broken symmetries [57].
Hence the introduction of the Rabi coupling term,
results in the system having only one continuous
broken symmetry, namely only n has to be con-
served now and not both n1 and n2. The long
wavelength limit of the Goldstone mode corre-
sponds to a low-amplitude phonon fluctuation in
which the total density oscillates and the unlike
atoms move in unison (i.e., with the same su-
perfluid velocity). In contrast, in the long wave-
length gap mode the unlike atoms move in op-
posite directions, while their center of mass re-
mains at rest. This fluctuation is then reminis-
cent of the motion of ions in an optical phonon
mode, which also exhibits a gapped dispersion.
At zero momentum, the gap mode corresponds to
an infinitesimal Josephson-like oscillation of the
populations in the distinguishable internal states.
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In the strong Josephson coupling regime we have
closed orbits around a fixed point for the Joseph-
son Hamiltonian, with vanishing mean polarisa-
tion (or population imbalance) and a phase differ-
ence around pi if Ω ≥ 0, giving rise to plasma-like
oscillations.
2.2 Transformed Impurity-Bath interaction
In terms of the original annihilation and creation
operators, the impurity-bath term reads as
HIB =
∑
j
1
V
∑
k,q
V
(j)
IB (k) ρI (q) a
†
j,k−qaj,k (22)
=
∑
j
√
nj
V
∑
k 6=0
ρI (k)V (j)IB
(
aj,k + a†j,−k
)
,
with ρI (q) =
∫∞
−∞ e
−iqx′δ (x′ − x) dx′, V (j)IB (k) =
Fk[g(j)IB δ (x− x′)] and g(j)IB = 2pia(j)IB /mR, where
F is the Fourier trasnform, a(j)IB represents the
scattering length of the impurity with the bosons
of the jth BEC, and mR = mBmI/(mB + mI)
is the jth reduced mass. Furthermore, nj , with
j = 1, 2, is the averaged density of the jth bath.
The second line of Eq. (22) is a consequence of
the assumption that the bosons condensate. We
will consider two cases for the coupling of the
impurity to the baths. In the first scenario the
impurity couples to the two baths in the same
way
1. g(1)IB = g
(2)
IB = gIB, (23)
while in the second scenario, the interactions are
attractive with one of the baths and repulsive
with the other the other,
2. g(1)IB = −g(2)IB = gIB. (24)
After the Bogoliubov transformation the
impurity-bath term reads in both cases as
1. H(−)IB =
[
n
V
]1
2∑
j,k 6=0
ρI (k) gIB
[
Q̂0j,−,k+Q̂1j,−,k
]
x−,k,
2. H(+)IB =
[
n
V
]1
2∑
j,k 6=0
ρI (k) gIB
[
Q̂0j,+,k+Q̂1j,+,k
]
x+,k,
where x±,k =
(
b±,k + b†±,k
)
. These equations
show that in case 1 the impurity only couples to
the density (−) mode of the bosonic baths, while
in case 2 it couples only to the spin (+) mode. For
both cases, we rewrite the impurity-bath terms as
HsIB =
∑
j,k 6=0
s∈{+,−}
Vj,s,ke
ikx
(
bs,k + b†s,−k
)
, (25)
where s = − for case 1 and s = + for case 2, and
Vj,s,k =
√
n
V
gIB
(
Q̂0j,s,k+Q̂1j,s,k
)
. (26)
We note here that Q̂01,s,k+Q̂11,s,k = Q̂02,s,k+Q̂12,s,k,
such that V1,s,k = V2,s,k = V̂s,k. We linearize the
interaction (see [35] for validity of this assump-
tion) to get
HIB =
∑
k 6=0
s∈{+,−}
Vs,k (I+ ikx)
(
bs,k + b†s,−k
)
.
(27)
where Vs,k = 2V̂s,k. Thus, after a redefinition
bs,k → bs,k − Vs,kEs,k I, the final total Hamiltonian
reads as
H = HI +
∑
k 6=0
s∈{+,−}
Es,kb
†
s,kbs,k +
∑
k 6=0
s∈{+,−}
gs,kpis,k,
(28)
with gj,s,k = kVs,k~ and pis,k = i
(
bk,s − b†k,s
)
the
momentum of the bath particles. We see that as
in [35], the coupling occurs between the position
of the impurity and the momentum of the bath
particles. However, in our work, the coupling can
take place to one of the two different quasiparticle
branches, depending on the form of the impurity-
baths interactions.
3 Spectral densities
The spectral densities can be obtained from the
self-correlation functions [35] for each environ-
ment (corresponding to cases 1 and 2). These
read
C (t) =
∑
k 6= 0
s ∈ {+,−}
g2s,k 〈pis,k (t)pis,k (0)〉 . (29)
Using that the bath is composed of bosons for
which 〈
b†k,sbk,s
〉
= 1
e
ωk
kBT − 1
, (30)
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we obtain
C (t)=
∑
k 6=0
s∈{+,−}
g2s,k
[
coth
(
ωk
2kBT
)
cos (ωkt)−i sin (ωkt)
]
= ν (t)− iλ (t) , (31)
where
ν (t) =
∫ ∞
0
∑
s∈{+,−}
JD (ω) coth
(
ω
2kBT
)
cos (ωt) dω,
λ (t) =
∫ ∞
0
∑
s∈{+,−}
JD (ω) sin (ωt) dω. (32)
In these definitions we used the spectral density,
JD (ω) =
∑
k 6=0
(gs,k)2 δ (ω − ωk) . (33)
The spectral density is then evaluated in the con-
tinuous frequency limit as
JD (ω) = (34)
4ng2IB
Dd
(2pi)d
∫
dkkd+1(Us,k+Vs,k)2 δ (k−kEs(ω))
∂kEs(k) |k=kEs(ω)
,
where Dd is the surface of the hypersphere in the
momentum space with radius k in d-dimensions.
In the particular case of 1D becomes D1 = 2.
To obtain the expression for the continuous fre-
quency case, the inverse of the dispersion relation
from Eq. (9) is needed. For this general energy
spectrum, obtaining such inverse function is not
easy. However this is indeed possible for the sim-
plified case, Eqs. (16)–(17). The inverse of the
density (-) branch which is the one to which the
impurity couples for the case 1 type of coupling,
reads
kE− (ω) = (35)
√
mBng
g12
g
−1 +
√
1− 2g12
g
+
[
g12
g
]2
+
[2ω
ng
]212.
With this, for the density (−) branch (case 1 type
of coupling), the spectral density is
J− (ω) = τ˜−
G−(ω)3/2√
F−(ω)
, (36)
with
F−(ω) = 1 +
(
ω
Λ−
)2
, (37)
G−(ω) = −1 +
√
F−(ω), (38)
τ˜− =
(2gIB)2 nm3/2B
21/2pi
√
Λ−, (39)
and where Λ− = n (g + g12) /2 is the cutoff fre-
quency, which resembles the one in [35] when g is
replaced by g+g122 . In the limit of ω  Λ−, the
spectral density can be simplified to
J− (ω) = τ−ω3, (40)
where
τ− =
(2η)2
2pi
(
mB
n (g + g12)1/3
)3/2
, (41)
with η− = gIBg+g12 . Thus, for the the pi-state equi-
librium configuration one obtains a cubic spectral
density.
3.1 Spin branch coupling
For the spin (+) branch (case 2 type of coupling),
the inverse of the spectrum reads as
kE+ (ω) =
√
mBng× (42)g12
g
−1− 4Ω
ng
+
√
1− 2g12
g
+
[
g12
g
]2
+
[2ω
ng
]2 12 .
In this case, the spectral density is
J+ (ω) = τ˜+
G+ (ω)√
F+ (ω)
, (43)
where
F+ (ω) = 1 +
(
ω
Λ+
)2
,
G+ (ω)=W (ω)
W (ω)+ 12− 12
√
1+
[
Egap
Λ+
]212 ,
W (ω) = −12 +
√
F+ (ω)− 12
√
1 +
[
Egap
Λ+
]2
,
τ˜+ =
(2gIB)2 nm3/2B
21/2pi
√
Λ+, (44)
with Λ+ = n (g − g12) /2. We note that to in-
terpret τ˜+ as a relaxation time, as is custom to
do (see [35]), one has to impose g ≥ g12 to as-
sure it remains a real quantity. In other case, the
spectral density will be imaginary (note G+(ω)√
F+(ω)
is independent of the sign of g − g12).
Let us find how the spectral density in Eq. (43)
simplifies in two limiting cases. First, in the ab-
sence of coherent coupling, Ω = 0, the gap van-
ishes, Egap = 0. In this case, Eq. (43) is equal to
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that of the density mode, upon the interchange
Λ− → Λ+. Therefore, on the long time limit
ω  Λ+ we obtain the same cubic behavior of the
spectral density. We illustrate this case in Fig. 2.
In panel (a) we show that the two branches of
the energy spectra have the same behavior, that
is, linear at low k and parabolic for large k.
Second, we consider the case of finite Ω which
implies Egap > 0. A requirement which we im-
pose on the spectral density is that one cannot
consider frequencies lower than the gap energy
Egap. Physically, one can interpret this as fol-
lows: Since the energy spectrum of the bath is
gapped, with a gap given by Eq. (21), the spec-
tral density cannot assign a weight at frequencies
lower than this, because the bath cannot excite
the impurity with such frequencies since it is not
part of its spectrum. Then, we simplify the spec-
tral density as
Ĵ+ (ω) = Θ (ω − Egap) J+ (ω) , (45)
with Θ(.) the step delta function.
Let us now comment on the frequency region
right above the energy gap of our system. To this
end, we replace ω = Egap + , where  > 0. We
use  as the small value expansion parameter in
our case, i.e. we consider the limit   Egap,
such that ω ≈ Egap. We furthermore introduce a
cutoff Λ, for which it holds that   Λ − Egap.
The expressions in the spectral density will now
read as
F+ () = 1 +
(
Egap
Λ+
)2
, (46)
W () =
− 12 +
1
2
√
1+
(
Egap
Λ+
)2
+EgapΛ+
(
E2gap + Λ2+
)− 12 ,
such that
G+() = (47)−12 + 12
√
1+
[
Egap
Λ+
]2[Egap
Λ+
]1
2 [
E2gap+Λ2+
]−14  12 .
Hence the spectral density is
Ĵ+ () = Θ () τ̂+1/2, (48)
with
τ̂+ = τ˜+
(
−12 + 12
√
1 +
(
Egap
Λ+
)2)
(Egap)
1
2
(
1 +
(
Egap
Λ+
)2)1/4 . (49)
The final form of the spectral density, after intro-
ducing a cutoff Λ, to avoid the related ultraviolet
divergencies mentioned above, is
Ĵ+(ω) = (50)
Θ (ω − Egap) τ+ [ω − Egap]
1
2 Θ (Λ + Egap − ω) .
We introduced a hard cutoff to our spectral den-
sity as this better describes the physical system
we study. Such a spectral density, i.e. with an ex-
ponent on the frequencies less than 1, is often as-
sociated to subdiffusive impurity dynamics. Note
that in the results that we present below, we as-
sume g ≈ g12 as in [58], which significantly simpli-
fies the expression for the coefficient of the spec-
tral density τ+ without changing its behavior. In
particular in this case τ+ = (2gIB)2 nm3/2B /21/2pi.
In Fig. 2(b), we show how the approximate spec-
tral density in Eq. (50), under the assumption
 Egap, compares to the original spectral den-
sity. For vanishingly small values of Egap the
spectral density approaches the form of that of
the density mode, i.e. it goes as ∝ ω3, as ex-
pected. In the limit we are interested, that is, for
finite Egap, the spectral density behaves approx-
imately as in Eq. (50) (see inset in Fig. 2(b)).
Such gapped spectral densities as in Eq. (50),
have been studied extensively in the literature.
In general, they are usually related to semicon-
ductors [59–61] or photonic crystals (PC) [62].
In particular, the simplified form of the spectral
density, Eq. (50), is related in particular with
3D PCs. The latter, are artificial materials en-
gineered with periodic dielectric structures [63].
If one considers an atom embedded in such a
material, it is known that if the resonant fre-
quency of the excited atom approaches the band
gap edge of the PC, strong localization of light,
atom-photon bound states, inhibition of sponta-
neous emission and fractionalized steady-state in-
version appear [64–67]. The rapidly varying dis-
tribution of field modes near the band gap [62, 68]
requires a non-Markovian description [69] of the
reduced dynamics of quantum systems coupled
to the radiation field of a PC [66, 67, 70–72].
This enhanced appearance of non-Markovian ef-
fects is also confirmed by a recent study based on
exact diagonalization [73]. In this study it was
observed that for frequencies of the bath much
larger than the band gap, energy transfer be-
tween the system and the bath is such that infor-
mation and energy flow irreversibly from system
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to bath leading to Markovian dynamics. Con-
versely, at the edges of the gaps, one observes the
largest backflow of information where the energy
bounces between the system and bath leading to
non-Markovian evolution of the system. Further-
more, deep within the band gap, less excitations
and energy are exchanged between the system
and the bath, which is shown to lead to localized
modes [74], expressed as dissipationless oscilla-
tory behavior, plus non-exponential decays (such
as for example fractional relaxations [75]).
From the work in [74], a relationship is sug-
gested of such long-lived oscillations that appear
in the dynamics of a system coupled to a bath
with a gapped spectral density, with the fact that
the Hamiltonian of the system might have ther-
modynamic and dynamic instabilities. This is the
case when the Hamiltonian is unbounded from
below, i.e. non-positive. Physically this happens
when one deals with Hamiltonians that do not
conserve the particles number, and this is indeed
the case for the Hamiltonian of the free quan-
tum Brownian motion we study here. Hence, as
a result, this unbounded Hamiltonian induces dy-
namical instabilities in the long-time regime, cor-
responding to the limit ω  Λ. In practice, as
in the spirit of [35], one can show that the effect
of the bath on the impurity is not only to dissi-
pate its energy, but as well to introduce an inverse
parabolic potential in which the impurity is dif-
fusing (which would work as a renormalization of
the trapping frequency had we considered a har-
monic trapping potential). This inverse parabolic
potential is understood to be a consequence of the
unboundedness of the Hamiltonian, and is what is
resulting in the dynamical instability of the long
time solution of the impurity dynamics. Unfor-
tunately, contrary to the case in [35], we will not
consider a harmonic trap for the impurity, and
hence the positivity of the Hamiltonian is vio-
lated irrespective of the strength of the coupling
of the impurity to the bath. In practice one would
study the impurity constrained in a box of a cer-
tain size, which if included in the modelling of
the system, would result in a positively defined
Hamiltonian, at the price of complicating signif-
icantly the analytical solution for the impurity’s
dynamics. Hence, we assume here that we are
looking at timescales where the effect of the fi-
nite sized box are not manifested. Theoretically,
there are also a number of other ways to circum-
vent this problem, even without referring to the
presence of a box, such as taking into account bi-
linear terms in the impurity’s or bath’s operators
in the Hamiltonian as in [76–79]. In any case, we
will show below that for the regime of the tran-
sient effect that we are interested in, this will not
change our results.
Following the approach sketched above, we
take advantage of the simplicity of the Fröhlich
like Hamiltonian we are considering above. Fur-
thermore, we remind that we will look at the long
time dynamics of the impurity, i.e. ω  Λ, as
was implied by the above study on the spectral
density’s form. In addition, one should take into
account the dissipationless oscillatory behavior,
which can also be expressed as an incomplete de-
cay of the Green function impurity propagator
which we will study below. In fact by identifying
the equivalence of the appearance of these oscil-
lations with the incomplete decay of the Green
function, this provides us with a very simple con-
dition upon which the long-lived oscillations ap-
pear, that is that the Green function has at least
one purely imaginary pole, which can be shown to
only be possible for frequencies within the band
gap [62]. We will study this in the next section.
4 Heisenberg equations and their solu-
tion
In this section, we derive the equation of motion
for the impurity, which will allow us to study its
diffusive behavior under various scenarios. To do
so, we begin with the Heisenberg equations of mo-
tion for both the impurity and the bath particles.
The latter set of equations can be solved, and we
use this solution to obtain a Langevin like equa-
tion of motion for the impurity. The Heisenberg
equations for the bath particles are
dbs,k (t)
dt
= i
~
[H, bs,k (t)]
= − i
~
Ωs,kbs,k (t)−
2∑
j=1
g
(j)
s,kx (t) ,
db†s,k (t)
dt
= i
~
[
H, b†s,k (t)
]
= i
~
Ωs,kb†s,k (t)−
2∑
j=1
g
(j)
s,kx (t) , (51)
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and for the central particle
dx (t)
dt
= i
~
[H,x (t)] = p (t)
mI
, (52)
dp (t)
dt
= i
~
[H, p (t)]
= i
~
[U(x),x (t)]−~
∑
k 6=0
j={1,2}
s={+,−}
g
(j)
s,kpis,k (t) .
Substituting the solutions of the equations of mo-
tion for the bath into that of the central particle,
one gets
x¨ (t) + ∂
∂t
∫
Γ (t− s)x (s) ds = B (t)
mI
, (53)
where
Γ (τ) = 1
mI
∫ ∞
0
∑
j={1,2}
s={+,−}
J
(j)
s (ω)
ω
cos (ωτ) dω,
B (t) = (54)∑
k 6=0
i~
∑
j={1,2}
s={+,−}
g
(j)
s,k
(
b†s,k (t) e
iωkt − bs,k (t) e−iωkt
)
,
are the damping and noise terms, respectively.
Note that in Eq. (53) we neglected a term
−Γ (0)x (t). This term may introduce dynamic
instabilities in our system in the long time regime.
As in [35], we neglect it as these instabilities are
unphysical, that is, will not occur in a physical
realization of the system and will only occur in
the long time behavior. To be more specific, for
the coupling to the density mode this term reads
as,
Γ− (0) = τ−
Λ3−
3 . (55)
For the coupling to the spin mode this term reads
as
Γ+ (0) = τ+
[
− piE1/2Gap + 2 (Λ + EGap)0.5 (56)
× F2,1
(
−12 ,−
1
2;
1
2;
EGap
Λ + EGap
)]
.
As in [35], the solution of Eq. (53) takes the
form
x(t) = (57)
G1(t)x(0) +G2(t)x˙(0) +
1
mI
∫ t
0
G2(t− s)B(s)ds,
with the corresponding Green functions given by
Lz [G1(t)] = z + Lz [Γ(t)]
z2 + zLz [Γ(t)] =
1
z
, (58)
Lz [G2(t)] = 1
z2 + zLz [Γ(t)] , (59)
where Lz [·] represents the Laplace transform.
Then, G1 (t) can be obtained without any ref-
erence on the specific nature of the bath. Since
G1(t) = 1, it is possible to invert the Laplace
transform in Eq. (58) directly. To obtain an ex-
pression for G2(t) is much more involved and de-
pends on the specific type of bath we consider.
For the first scenario (coupling to the density
mode), in [35] it was found that Γ(t) is
Γ−(t) = (60)
τ−
t3
[
2Λ−t cos (Λt)− 2
(
2− Λ2−t2
)
sin (Λ−t)
]
,
and under the assumption of z  Λ−
Lz [Γ−(t)] = τ−Λ−z +O
(
z2
)
, (61)
which results in
Lz [Γ−(t)] = 1(1 + Λ−τ−) z2 . (62)
Then, one obtains
G2(t) =
t
(1 + Λ−τ−)
, (63)
where we see that the Green function has an iden-
tical form to that of [35]. More importantly, this
diverges at t→∞, a consequence of the fact that
an equilibrium state is not reached at this limit,
as we see in next section.
For the second case (coupling to the spin
mode), as discussed in previous section the spec-
tral density is gapped and given by Eq. (50).
To proceed, we first need an expression for the
Laplace transform Lz [Γ+(t)] which can be shown
to read as
Lz [Γ+(t)] =
∫ ∞
0
[∫ ∞
0
dω
Ĵ+ (ω)
ω
cos (ωt)
]
e−ztdt
= z
∫ ∞
0
dω
Ĵ+ (ω)
ω (ω2 + z2) =
τ+
z
(
E3gap+Egapz2
)Λ1.5
×
[
−Egap3 (Egap+iz)F2,1
(
1, 32;
5
2;−
Λ
Egap−iz
)
− Egap3 (Egap − iz)F2,1
(
1, 32;
5
2;−
Λ
Egap + iz
)
+23
(
E2gap + z2
)
F2,1
(
1, 32;
5
2;−
Λ
Egap
)]
, (64)
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where F2,1 (α, β; γ; z) is the hypergeometric func-
tion
F2,1 (α, β; γ; z) =
∞∑
n=0
(α)n (β)n
(γ)n
zn
n! , (65)
with (·)n being the Pochhammer symbol. Un-
fortunately, to invert the Laplace transform in
Eq. (59), given Eq. (64), is rather complicated.
For this reason we restrain ourselves to study only
the long-time limit, determined by z  Λ. In this
case the inverse Laplace transform of the Green’s
function in Eq. (59), reads as
G2(t) = At, (66)
A=E5gap
[
E5gap+
2
3E
2
gapΛ1.5τ+F2,1
(
1, 32;
5
2;
−Λ
Egap
)
− 45EgapΛ
2.5τ+F2,1
(
2, 52;
7
2;−
Λ
Egap
)
+0.285714Λ3.5τ+F2,1
(
3, 72;
9
2;−
Λ
Egap
)]−1
,
which has the same time dependence as in case
1 (coupling to the density mode). Unfortunately
this is as far as we can get analytically, as con-
trary to the coupling to the density mode, even
though we have the Green function at hand, using
it to obtain an analytic expression for the MSD
of the impurity which is our ultimate goal is not
possible.
Equation (63) as well as Eq. (64) have been
both obtained at the long time limit, which im-
plied expanding the Laplace transform of the
damping kernel Lz [Γ−(t)] ,Lz [Γ+(t)] at the first
order in z/Λ−, z/Λ. In general, one could have
considered higher orders of the aforementioned
expansion, but should then be careful in inverting
the Laplace transform to obtain the Green func-
tion in defining the relevant Bromwich integral in
the complex plane in such a way as to not include
the roots which correspond to divergent runaway
solutions [35]. Even if one would do so, the result
for the Green function would not change much,
and this can be proven by considering a numerical
inversion of the Laplace transform for the Green
function, where the long time limit assumption is
not made. For the coupling to the density mode
this was shown using the Zakian method in [35].
For the spin mode, we checked this using the
same method. Moreover, we contrasted its results
to two other methods for numerically inverting a
Laplace transform, in particular, the Fourier and
the Stehfest methods [80]. The Zakian method,
gives the inverse of the Laplace transform of a
function F (z) in the following form
f (t) = 2
t
N∑
j=1
Re
[
kjF
(
βj
t
)]
, (67)
where kj and βj are real and complex constants
given in [80]. With all of these methods, the
Green function behaves linearly with time for the
range of parameters we considered. In fact in the
numerical results presented in the next section,
the Zakian method was used to obtain the Green
function, such that our results are not restricted
just to the long time limit, z  Λ.
In addition, we are also now in a position to
check the presence of the long-lived oscillations
in our system. As was mentioned before, this can
only be the case if the Green function exhibits a
purely imaginary pole, which if it exists, should
correspond to a frequency within the bandgap.
As is shown in [81], this will be the case, for the
frequency that is a solution of
ω2 + Γ (0)−∆ (ω) = 0, (68)
where
∆ (ω) := P
∫ ∞
0
Ĵ+ (ω′)
ω − ω′ dω
′
= −
2τ+Λ1.5F2,1
(
1, 32 ;
5
2 ;− ΛEgap−ω
)
3 (Egap − ω) , (69)
is the bath self energy correction, where P de-
notes the principal value. One can show that the
expression of Eq. (69) is always non-positive for
ω < Egap and hence the condition in Eq. (68) is
never satisfied, such that we do not have to worry
about these oscillations in the transient dynamics
that we will study in the next section.
Finally, one can evaluate the validity of the lin-
earity assumption which allowed us to consider
a linear coupling between the BEC and the im-
purity (see Hamiltonian in Eq. (27)) in terms of
the physical parameters of the system. This as-
sumption reads as kx  1. In [35] it was shown
that, as a function of the temperature, there ex-
ist a maximum time for which the linear assump-
tion holds. In the system discussed here, since
an expression for the MSD cannot be found, for
each set of parameters one has to evaluate nu-
merically the long-time behavior of the MDS and
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determine the maximum time for which the as-
sumption holds. To this end, one has to note
that, differently to [35], for the coupling to the
spin mode the momenta grows parabolically with
ω even for small k and there is an energy gap.
Then, to evaluate the criteria (kx  1), one has
to use the expression for the energy, Eq. (17) to-
gether with the numerically evaluated MSD. We
checked this condition in the numerical examples
presented in next section.
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Figure 3: Mean square displacement vs time for the case
of coupling to the spin mode. A cutoff of Λ = 10Ω¯ was
used. In (a) we plot it for different coherent couplings Ω
and in (b) for different couplings to the bath. The MSD
shows three regimes, where it behaves approximately as
MSD(t) ∝ tα, and therefore linearly in log-log pots, with
a different slope given by the anomalous exponent α: (i)
an initial short time behavior, where α ≈ 2; (ii) a non-
trivial transient subdiffusive behavior, where α < 1. We
plot a dashed orange line as a guide to the eye, to illus-
trate the different slopes in this regime; (iii) a long time
ballistic regime, with α = 2. In (a) we show that, as Ω
is reduced, the subdiffusive platteau enlarges and α gets
smaller. In (b) we show that increasing the couplings to
the bath τ+, also enlarges the plateau and reduces α.
We consider Rb and K atoms for BEC and impurities,
respectively. We use g = g12 = 2.15x10−37J ·m, den-
sity n = 7µm, and impurity-BEC gIB = 0.5x10−37J ·m;
We take τ+ = 1 in (a) and Ω = 100 in (b).
5 Results: Mean square displacement
With the Green propagator and the spectral den-
sity at hand, we are now in a position to evaluate
the MSD. This, as shown in [35], is evaluated in
the long time limit ω  Λ−,Λ as
〈[x (t)− x (0)]2〉 = MSD(t)=G22(t)〈x˙2 (0)〉
+ 12
∫ t
0
ds
∫ t
0
dσG2(s)G2(σ)〈{B(s), B(σ)}〉ρB , (70)
where we assumed that the impurity-bath are ini-
tially in a product state ρ (0) = ρB⊗ρS (0), where
ρB is the thermal Gibbs state for the bath at tem-
perature T . The initial conditions of the impurity
and bath oscillators are then uncorrelated. Then,
averages of the form 〈x˙ (0)B(s)〉 vanish. To treat
the second term in Eq. (70), we note that
〈{B(s), B(σ)}〉ρB = 2ν (s− σ) , (71)
where ν (t) is defined as in Eq. (32).
In case 1 (coupling to density mode) the spec-
tral density reads as in Eq. (40). Then, the MSD
behaves the same way as in [35], with the only
difference of replacing g → g + g12. Hence the
impurity will again superdiffuse as
〈[x (t)− x (0)]2〉 =
[
〈x˙2 (0)〉+ τ−Λ
2−
2
](
t
ζ
)2
,
(72)
where ζ = 1 + τ−Λ−. Note that the superdif-
fusive behavior 〈x2 (t)〉 ∝ t2 appears for both
low temperature (coth (~ω/2kBT ) ≈ 1) and high
temperature (coth (~ω/2kBT ) ≈ 2kBT/~ω) lim-
its. Hence from Eq. (72) we see that, effectively,
the contribution of the Bogoliubov modes to the
MSD behavior in this case is just to modify the
mass of the free particle.
In case 2 (coupling to the spin mode), analyti-
cal expressions for the Eq. (70) cannot be found.
We remind again that we are interested in the
transient effects attributed to the bath frequen-
cies right above the band gap, after making the
assumption for ω = Egap +  that ω ≈ Egap i.e.
  Egap. In this case the Green function reads
as in Eq. (50), while the noise kernel at low tem-
peratures, where coth
(
ω
2kBT
)
→ 1, can be shown
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to be equal to
ν (t) = τ+(Λ−Egap)1.5 (73)
×
[2
3 cos (Egapt)F1,2
(3
4;
1
2 ,
7
4;−
1
4 t
2 (Egap−Λ)2
)
+ 25 t (Egap − Λ) cos (Egapt)
×F1,2
(5
4;
3
2 ,
9
4;−
1
4 t
2 (Egap − Λ)2
)]
,
where
F1,2 (α;β, γ; z) =
∞∑
n=0
(α)n
(β)n (γ)n
zn
n! . (74)
In this case, we were not able to obtain an ana-
lytic solution for the MSD. We evaluate it numer-
ically, with the results being valid for finite Ω, as
we used the simplified version of the spectral den-
sity, Eq. (50). In all calculations we checked that
all assumptions made are fulfilled. We numeri-
cally find three regimes of behavior for the MSD,
and in each regime it behaves as MSD(t) ∝ tα,
where α is different at each regime. The expo-
nent α is known as the anomalous exponent. In
regime (i), there is an initial short time behavior
where, as expected, the MSD grows more or less
ballistically with time. So here, α ≈ 2; In regime
(ii), there is a plateau where α < 1. This is a
transient subdiffusive behavior; Finally, in regime
(iii), which is the long time behavior, the impu-
rity superdiffuses with α = 2. We interpret this
behavior as follows: the impurity performs free
motion initially. Then after interacting with the
large frequencies of the bath, the impurity begins
to perform a subdiffusive motion since it screens
the part of the spectral density that depends on
the square root of the bath modes frequencies.
At long times, and after undergoing dissipation
for some time, the impurity again effectively only
interacts with the lower frequencies of the bath
which have zero effect on the motion of the im-
purity and hence the impurity performs a ballistic
motion.
In Fig. 3 we show the numerically evaluated
MSD as a function of time according to Eq. (70)
and different Rabi frequencies and interaction
strengths. We remind that initially, 〈x˙2 (0)〉 = 0.
In Fig. 3 (a) we show how decreasing Ω both en-
larges the duration of the subdiffusive plateau
and reduces the anomalous exponent α. We
should note that the results are valid only for fi-
nite Ω: since we use the simplifies spectral den-
sity, Eq. (50), we are never able to decribe the
smooth transition to the cubic spectral density,
which will show an smooth change to ballistic
behavior for the whole range. Then, the effect
of reducing Ω is merely to reduce the gap, not
to change the form of the spectral density. As a
consequence, the plateau is enlarged. In Fig. 3
(b) we show how the MSD varies as a function
of the coupling stength of the impurity to the
BECs. Here, we observe that increasing the cou-
pling strength results in more subdiffusive motion
and an increase in the duration of the subdiffu-
sive plateau. Finally, note that, in Fig. 3, time
is measured in units of Ω¯ = 1000pis and hence
the transient subdiffusive phenomenon appears in
time of the order of ms.
6 Conclusions
In this work, we studied the diffusive behavior
of an impurity immersed in a coherently coupled
two-component BEC, that interacts with both of
them through contact interactions. We showed
how starting from the standard Hamiltonian that
would describe such a scenario, one can recast the
problem into that of a quantum Brownian particle
diffusing in a bath composed of the Bogoliubov
modes of the two-component BEC. We discussed
the under certain assumptions and conditions re-
quired to obtain this description.
We found that the main difference of this sce-
nario compared to that of the impurity being cou-
pled to a single BEC studied in [35], is that for
the scenario of the impurity being coupled differ-
ently to the two BECs, namely coupled attrac-
tively to one of them and repulsively to the other
but with the same magnitude, results in the im-
purity being coupled to the spin mode of the co-
herently coupled two-component BEC. This im-
plies that its dynamics is determined by a qual-
itatively different spectral density. In particu-
lar this new spectral density is gapped and sub-
ohmic close to the gap. We demonstrate numer-
ically, that such a spectral density gives rise to
a transient subdiffusive behavior. Furthermore,
we show that this transient effect can be con-
trolled by the magnitude of the Rabi frequency,
as well as by the strength with which the impurity
couples to the two BECs. These can control the
time duration for which this subdiffusive behav-
ior appears. A mechanism for inducing a tran-
sient controlled subdiffusion in Brownian motion
14
has been also proposed in [82], but with a com-
pletely different way for achieving it and most
importantly not considering the system from a
microscopic perspective. Moreover, we comment
that the setup we studied, thanks to the appear-
ance of this gapped subohmic spectral density,
could also serve for simulating quantum-optical
phenomena, phenomena that could be seen in
photonic crystals, with cold atoms, as was pro-
posed also in [83] for the case of optical lattices.
In addition, we note that our studies could be ex-
tended to the scenario of having two impurities in
the coherently coupled two-component BEC, and
study as in [37], the effects that the coupling to
the spin mode could have on the bath-induced
entanglement between the two impurities. Fi-
nally, we could also study the effect that this new
gapped spectral density could have on the func-
tioning of the impurity as a probe to measure the
temperature of the two-component BEC, as in
[84]. Last but not least, it should be noted here
that, if one considers the scenario of attractive
two-body coupling, i.e. g12 < 0, and includes the
Lee-Huang-Yang corrections to the Hamiltonian,
one will obtain the scenario of quantum droplets
studied theoretically in [85] and recently proven
experimentally in [86] . This we expect to lead in
different interesting dynamics for the immersed
impurity in the two-component coherently cou-
pled BEC.
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