Abstract Understanding building occupancy is critical to a wide array of applications including natural hazards loss analysis, green building technologies, and population distribution modeling. Due to the expense of directly monitoring buildings, scientists rely in addition on a wide and disparate array of ancillary and open source information including subject matter expertise, survey data, and remote sensing information. These data are fused using data harmonization methods, which refer to a loose collection of formal and informal techniques for fusing data together to create viable content for building occupancy estimation. In this paper, we add to the current state of the art by introducing the population data tables (PDT), a Bayesian model and informatics system for systematically arranging data and harmonization techniques into a consistent, transparent, knowledge learning framework that retains in the final estimation uncertainty emerging from data, expert judgment, and model parameterization. PDT aims to estimate ambient occupancy in units of people/1000 ft 2 for a number of building types at the national and sub-national level with the goal of providing global coverage. We present the PDT model, situate the work within the larger community, and report on the progress of this multi-year project.
Introduction
Estimating building occupancy is an emerging research domain with a wide array of applications including natural hazards loss analysis, green building technologies, and population distribution modeling. Building occupancy is tightly connected with human activity patterns such as home life, entertainment, religious meetings, and shopping. Patterns of life have been studied from a variety of perspectives. For example, geographers have a long history in tracking individual movement patterns using travel diaries (e.g. Axhausen et al. 2000) , time use surveys, social media, and mobile phone location data (e.g. Noulas et al. 2012; Gonzalez et al. 2008; Schlich and Axhausen 2003) . Others focus on patterns of life from a building use perspective. In the energy domain, studies have focused on the relationship between occupancy and energy consumption, particularly in commercial buildings. By detecting occupancy levels in real time with motion detectors, infrared devices, and WIFI connectivity, smart building technologies aim to improve energy efficiencies by adjusting climate controls, lighting, and IT infrastructure (e.g. Hong and Lin 2013; Martani et al. 2012; Melfi et al. 2011; Meyn et al. 2009 ). Natural hazard loss analytics estimate human fatalities over wide geographic coverages by integrating geophysical modeling with building construction practices and human occupancy patterns . Population distribution modeling at fine spatial scales also requires analysts to match building use with population distribution patterns (e.g. Bhaduri et al. 2007) .
In this paper, we focus on occupancy from a building perspective. Collecting occupancy data through direct building observation is impractical especially for large geographic extents. Because human activities are highly variable, obtaining direct and detailed occupancy data for even a small set of buildings is resource intensive. Instead, experiential accounts or simple inference methods are used to produce a single representative value or range of values for a given building. This representative value is often the ambient occupancy, defined as the temporally averaged number of people within a space over a given time, for example daytime or nighttime (e.g. Bhaduri et al. 2007; Sutton et al. 2003) . Because of the social and geographic variation in building use dynamics, efforts at ambient occupancy have proved to be effort intensive as well. Scientists have responded to this data challenge by relying on inference methods that harmonize disparate data usually from the open source.
1 The data and corresponding inference methods form a patchwork of resources that vary widely in availability and sophistication, often relying on expert judgment for harmonization and the production of occupancy estimates. This heterogeneity reflects the kind of analytic agility required to utilize data found in open source environments that is often ancillary, incomplete, and improperly scaled both spatially and temporally for the job at hand.
The goal of this paper is to contribute to the state of the art by developing and implementing a novel approach to formalizing harmonization of multiple data sources with expert judgment. Specifically, the model 1. provides an explicit, systematic approach to engaging data, data harmonization techniques, and expert judgment in the production of occupancy estimation across building types, 2. probabilistically evolves and refines estimates over time as new data and expertise emerge, 3. formally and explicitly links expert judgment, data, and harmonization techniques, 4. retains and characterizes uncertainty emerging from expert judgment, data, and inference, 5. implements an enterprise informatics approach to capturing, managing, and evolving occupancy estimation over multiple contributors, geographies, building types, and harmonization methods.
The research presented herein reflects progress made under the multi-year population density tables (PDT) project at the Oak Ridge National Laboratory. PDT mines open source data with the aim of modeling occupancy for wide array of building types across the world at both the national and sub-national scale including residential, commercial, industrial, public institutions, entertainment venues, and agriculture categories.
Background
Until the early 2000s, occupancy products were largely a patchwork of disjoint collections focused largely on residential dwellings, with sparse geographic coverages, low spatial detail, were unavailable to the public, or existed as part of a larger proprietary commercial system (e.g. Eguchi et al. 1997; Trendafiloski et al. 2011; Wyss et al. 2013; Jaiswal et al. 2010; Earle et al. 2009 ). In 2008, the USGS released a report emphasizing the need for creating a comprehensive global building database for the earthquake community and outlined early challenges and approaches (Jaiswal and Wald 2008) . This call led to a series of concerted efforts largely from the natural hazards community to develop occupancy estimates across building taxonomies either by direct observation or through practical inference methods. Important progress includes the World Housing Encyclopedia Project (WHE 2014) , the United States Geological Survey (USGS) Prompt Assessment of Global Earthquakes (PAGER) system , and the Global Earthquake Model (GEM) system (GEM 2014) based on the currently developing GED4GEM databases (Gamba et al. 2012) . The evolution and collaborations of these efforts can be traced in the following papers: Dell' Acqua et al. (2013 ), Jaiswal and Wald (2010 , Earle et al. (2009 ), and Jaiswal and Wald (2008 . Much progress has been made including development of taxonomies, creation of tools for data capture, development of practical inference methods, engaging local experts, and concerted efforts to focus on regions of interest (e.g. earthquake zones). In the final assessment, occupancy estimation is comprised of a rich collection of techniques reliant on human knowledge and experience to harmonized both direct and ancillary data to accomplish its goals. Whether information is obtained from an expert, obtained by an inferential method, directly from data, or various combinations, the resulting value(s) represent a belief or knowledge about the true (but unknown) occupancy. From this vantage, there is much to be to be gained from repositioning the analytics of occupancy within a Bayesian context (Bolstad 2007) . Bayesian analysis permits formal linkages between expert opinion, direct observation, and inferential methods with the added value of allowing modelers to think probabilistically about occupancy. That is, rather than estimating an occupancy value (O = x), the focus is on the probability of occupancy p(O = x).
A standard approach is to treat occupancy as a random variable characterized by a probability distribution function, p O ¼ x ð Þ$dðh), where h is a vector of parameters (e.g. mean and variance). The probability distribution function describes the distribution of occupancy across a selected facility type (buildings of the same type such as museums). The goal is to estimate proper parameter values for h. Bayesian methods approach parameter estimation in a way that is well suited to occupancy modeling. Under Bayesian analytics, the parameters of the occupancy distribution are themselves modeled using a probability distribution (e.g. h $ Norm l; r 2 ð Þ). At first mention, this seems to increase the problem space rather than present a solution. However, by characterizing the probability of any parameter being ''correct,'' an opportunity exists to formally quantify both the state of knowledge and the level of uncertainty in a single model that reflects both subject matter experience and data. In a Bayesian context, the probability that any particular set of parameter values is correct is given by Bayes' theorem:
Here p(h) is a probability distribution function describing the prior probability for model parameters h and p hjdata ð Þ 2 is the posterior probability after evidence (data) has been presented. If the prior represents an initial understanding, the posterior is a refinement or update of that knowledge after new data have been observed. In a Bayesian learning model, this new posterior becomes the new prior ready for updating further when newer data become available. In this way, the model learns what parameters are most likely correct over time. A brief and excellent overview of the Bayesian paradigm can be found in Bernardo (2003) . The use of Bayesian analytics has expanded rapidly in the last two decades in numerous domains. Examples of Bayesian approaches in population and demographic modeling include: Bryant and Graham (2013), Raftery et al. (2012) , Beresovsky et al. (2011 ), Mugglin et al. (2000 , Elliott and Little (2000) , and Mugglin and Carlin (1998) . There are several important properties about Bayesian analytics that align well with the modus operandi of occupancy estimation.
Variability and Uncertainty Rather than a single estimate for a building occupancy, a probability distribution O * d(h) permits analysts to represent the variable nature of occupancy. Distributional values like mean, variance, ranges, and quartiles provide a rich set of descriptors for describing variability in occupancy. Furthermore, a distribution allows analysts to explore the likelihood of certain occupancy scenarios (e.g. extreme densities). Occupancy uncertainty is characterized as uncertainty in the proper values for h represented here by the probability distribution p(h|data).
Subject Matter Expertise Reliance on expert judgment is common practice in building occupancy (Jaiswal and Wald 2008) . Bayesian analytics formally capture this as prior probabilities p(h) through the process of expert elicitation. Expert elicitation is the transformation of subject matter experience or expertise into a quantifiable form. Elicitation continues to be a major interdisciplinary research area spanning numerous application domains (e.g. Wisse et al. 2008; Billari et al. 2012; Albert et al. 2012; French 2011) . Enumeration of methods for developing priors is beyond the scope of this paper. Berger (2010) and Garthwaite et al. (2005) provide thorough overviews of various methods and statistical approaches. Methods for aggregating multiple opinions include the behavioral aggregation (Phillips 1999) , the Delphi approach (Garthwaite et al. 2005) , logarithmic pooling (Genest et al. 1984 ), the classical model (Cooke 1991) , and hierarchical models (Albert et al. 2012) . Prior probabilities can also be inferred from ancillary or historical data as well. The model proposed here is agnostic to the approach allowing analysts' freedom in choosing the best method for the situation.
Systematic Learning over Time As data are encountered over time, the posteriors are automatically revised to account for the new information. Since the order in which data are introduced does not affect the outcome, this approach suits computer automated systems where knowledge evolves, improves, and is further refined over time.
Data Uncertainty The data that advance the model from the prior to posterior may also be uncertain. Data uncertainty can be accounted for in the posterior probabilities in a variety of ways (e.g. Heid et al. 2004; Tan and Xi 2003) . This is particularly important for occupancy data where values are actually inferred (with uncertainty) from other data.
Data Surrogates In areas with sparse data, it is not uncommon for analysts to use results from a similar area as surrogate values for the target area. Under Bayesian protocols, users may formalize this by using either the prior or posterior model from another area as a prior for the area of interest. This prior is then updated when and if data do become available.
We argue that adoption of Bayesian analytics permits the creation of a systematic approach that arranges and maximizes new and existing data harmonization techniques into a consistent, transparent knowledge learning framework that retains in the estimation uncertainty emerging from data, expert judgment, and inference analytics. By leveraging Bayesian analytics, the approach formalizes the use of subject matter expertise in occupancy estimation and explicitly links it with open source data. Uncertainty is propagated through the model allowing researchers to explicitly trace uncertainty in occupancy estimation to uncertainty in the input data through the use of recently developed sensitivity analytics. The result is the production of probability distributions which characterize the extent and variability of occupancy values within a building type for any geographic region of interest.
The paper continues with a discussion of open source data challenges for occupancy estimation followed by development of the PDT Bayesian learning model with an example. Uses of PDT results are presented, and we conclude with plans for future work.
Data
The PDT project has used people/1000 ft 2 as the basic unit of measurement for occupancy. While information is available in the open source for estimating occupancy, data are never reported directly in the desired unit. For example, museums openly report their annual number of visitors, hours of operation, and days of operation. Floor area can often be remotely measured in high-resolution imagery. Hospitals often report yearly summaries that include number of beds, percent occupancy, and length of patient stay. Census data sometimes provide tables of house counts by house area and house counts by household size separately. What is required are means to leverage and transform this information into a form useful for inferring population in units of people per 1000 ft 2 . We refer to them as observation models, a set of functions or algorithms by which unobservable or latent attributes are estimated from observable quantities (Buckland et al. 2004 ). They produce a ''modeled observation.'' For example, Morton (2013) derives an ambient occupancy model for museums as:
where pdt represents the latent ambient occupancy in people/1000 ft 2 , a is the annual number of visitors, v is the average visit time, d is the number of days open, h is the average number of daily hours, w is the number of employees, p is the average percent working at any given time, and A is the floor area of the museum. These quantities are often obtainable from museum Web sites.
Open source information about such inputs is often a mix of exact, inexact, or missing data. Ranges are sometimes given or colloquial expressions of uncertainty such as ''nearly five million visitors'' are common. Others such as square footage are rarely reported and must be measured through available satellite images, street views, and floor maps. To systematically represent uncertainty, each input is modeled as a random variable with a corresponding probability distribution (e.g. Area $ N l; r 2 ð Þ) so that the observation model output is itself a probability distribution. The symbol x in Eq. 3 denotes the set of observation model inputs based on open source information where bold face font indicates the variable is now a random variable (or vector) described by a probability distribution function (e.g. x ¼ A; a; v; d; h; w; p È É ).
The distribution p pdtjx ð Þ is accomplished through Monte Carlo simulation, and the resulting spread or variance of p pdtjx ð Þreflects our uncertainty about ambient occupancy. The form observation models can take is as wide ranging as the data they are designed to encounter. The number of observation models developed to support the PDT project continues to grow and an enumeration is beyond the scope of this article. However, a natural taxonomy of observation model is emerging: process-driven models, survey-driven models, and data-driven priors. The following describes these categories along with illustrative examples.
Process-driven models
Process models aim to estimate ambient occupancy for a specific building based on the dynamics of that particular building. The most common PDT example is the visitoremployee model which assumes occupancy is comprised of visitors (or patrons), employees, and their arrivals and departures within known windows of opportunity. In other words, a process model is rooted in the process of coming and going of individuals throughout the day (and night). Collecting this information directly through video cameras or human observation is of course too costly even for a single building, let alone an entire class or block of buildings. Fortunately, Morton (2013) proves that knowledge of a smaller finite set of parameter values is sufficient to characterize the long-run average occupancy of rather complex processes. This is a fortunate and non-trivial result that paves the way for a number of facilities, keen on self-reporting including museums, schools, hospitals, sports arenas, and prisons. Equation 3 is in fact one such visitor-employee model for museums. School systems sometimes report the number of students, teachers, and staff (see, e.g., SNS 2015; BMS 2015; MEI 2015; NIS 2015) . By digitizing imagery data for these school (e.g. Google Earth), it is possible to add area to these figures and apply an observation model such as Eq. 3. Hospitals often report the number of doctors, nurses, and staff along with the number of beds. Bed occupancy is a major theme in hospital econometrics, several sources are available, and much data can be found on occupancy that suggests reasonable estimates (see, e.g., Beckers Hospital Review 2015; IDPH 2012; RLH 2015) . Prisons also report population data that along with digitization of aerial imagery can produce occupancy under uncertainty (e.g. Joshi 2008).
Survey-driven models
In many cases, a particular industry or government agency will report generally about building-specific occupancy for a class of building types through survey data. The largest example is residential. Census data often contain some information about household size and some housing detail. Table 1 shows a contingency table relating household size and floor area for the Aceh Province of India. In this scenario, the observation model one could sample this table producing up to 770,014 ratios of household size to area to train the prior distribution. Given that a range of area is provided, there is uncertainty in the particular dwelling unit area of any particular house within each class. To account for this, we assume a uniform distribution over each interval censored area class, and a decay function for each left and right censored class. Adoption of a random variable for area produces a range of density values for each cell. Because exhaustively sampling the table can be computationally prohibitive, strategic approaches such Gibbs sampling along with stopping criteria (e.g. parameter uncertainty below a reasonable threshold) can be employed.
In other cases, census reports dwelling area and household size separately. In these cases, standard contingency table estimators such as iterative proportional fitting (see Johnston and Pattie 1993) can be used to estimate the bivariate table.
Data-driven priors
Another option is to introduce open source content through the prior p(h) (in Eq. 1). Priors are intended to represent information that exists before sampling begins and can be created in a variety of ways. One approach is through formal elicitation of domain knowledge from individuals with experience or knowledge of the process. For example, one may elicit from one or more subject matter experts, a range of possible ambient values which provide initial parameter probabilities (see, e.g., Stewart et al. 2013 ). Others are empirically based. As an illustration, consider again the case of residential. The PDT model is concerned with average ratio of household size to dwelling area. In some cases, the open source reveals two closely related values: the average household size and the average dwelling area. While it is simple to compute the ratio of these two averages, there is a subtle difference between the ratio of averages and the average of ratios. The average of ratios (N À1 P N i¼1 p i =a i ) is the average density experienced across N houses. The ratio of averages ðN
is the average density experienced across square feet. Nonetheless, the latter is useful in constructing a reasonably good prior distribution. In 2013, the United Nations Economic Commission for Europe (2013) reported on a number of country profiles on housing and land management. The report on Ukraine notes that the average household size in 2012 is 2.58 people and that the average home size was 562 ft 2 for urban and 646 ft 2 for rural. The report also indicates that 69 % of the population is urban and 31 % is rural. A reasonable prior for urban would give greater value to parameter pairs that yield a building type model value of (1000)2.58/ (0.69 9 562 ? 0.31 9 646) = 4.4 people/1000 ft 2 . Using absolute difference between Nat Hazards (2016) 81:1929-1956 1935 model mean and 4.6 as a proxy for probability, p a;
max is an upper density limit, an informative prior can be constructed as in Fig. 1 . This would then be fine-tuned as building specific or building general ratio data emerged. Bayesian analytics permit a wide latitude in how the prior is developed, a fact which is often noted as both the strength and weakness of the approach. For population dynamics, where data are often sparse in many areas of the world and expert judgment is indispensable, the prior represents a means by which valuable domain knowledge or aggregate information (e.g. Ukraine housing) can systematically inform knowledge production. While differences in how priors are constructed could (and should) be debated, the process itself provides a common, systematic platform on which alternatives can be tested and uncertainty can be represented in a workflow that is transparent and repeatable.
Missing data
In many cases, the open source provides only a part of the information needed to parameterize an observation model. For example, institutions rarely provide the average percentage of employees working critical to Eq. 3. In the process of collecting information for understanding the distribution of ambient occupancies, knowledge amasses about the input parameters themselves. For example, knowledge about how museum visit duration varies continues to grow as more and more museum sites are encountered while percentage of employees working from the American Community Survey serves as a surrogate for missing work schedules in the USA. This ancillary information can be handled as a modeling process on its own. For example, one may indeed implement a Bayesian approach to building a global probability distribution for input parameters, by establishing a prior and then fine tuning as information is encountered. In this way, experiential judgment can directly benefit estimation which is particularly valuable in places where this may be the only form of information. In any event, when specific information for a particular building is absent, these global distributions become a surrogate input allowing knowledge production to move forward in data sparse regions while at the same time capturing the additional uncertainty incurred by introduction of global variation in the observation model. Indeed, these global distributions should ideally introduce a wider Fig. 1 Example data-driven prior for residential occupancy in Ukraine given ratio of averages is 4.4 people/1000 ft range of possibilities than specific information 3 resulting in a wider range of uncertainty in the output.
Summary
In this section, we grouped observation models into one of three major types and provide a handful of illustrative examples. While many more have emerged under PDT, we by no means claim the complete set of observation models has been fully developed. We expect that adopters of this Bayesian approach would add new observation models to the corpus of existing methods. Later we point to new opportunities for observation models emerging from studies in imagery and social media in the future work section. We do emphasize that regardless of the form the observation models take, they all share the following broad characteristics.
1. An observation model transforms open source content into a probability distribution by treating model inputs themselves as uncertain quantities. 2. Observation models and their inputs provide a transparent account of knowns, unknowns, and resulting uncertainty in the process. 3. If subject matter expertise is needed to fill information gaps where input parameters, coefficients, etc. are concerned, it is introduced by implementing formal elicitation techniques as in Stewart et al. (2013) or similar to create a consistent treatment of information across SME and empirical contributions. 4. Drivers of uncertainty can be traced through sensitivity methods such as the Fourier amplitude sensitivity test (FAST) model.
So far we have offered a systematic means for transforming open source information into the desired units of measurement in the face of uncertain or missing information. These either produce modeled data about particular buildings or offer a starting point (prior) for the occupancy distribution of buildings writ large. Our attention now turns to this later issue of describing the occupancy distribution across a set of buildings while retaining the uncertainty inherent in both the data and the prior development. This model is the primary objective of the PDT model, that is, to describe the range and variability of ambient occupancies across each building type category.
Model
The PDT building type model, pdt bt , is the probability distribution function characterizing occupancy values for buildings within a specified taxonomy (e.g. museums). This model addresses the question ''How are ambient values for all buildings within a given type distributed?''. While any probability distribution could be used, we have found the two parameter beta distribution function Beta /; b ð Þ to be widely applicable due to the rich variety of distributional shapes that it can assume. Bounded functions like the beta distribution make practical sense as well given that human occupancy in finite space is itself bounded. We refer to this distribution (Eq. 4) throughout the rest of the paper although any distribution could be used. 
Prior
The model here is agnostic to the method of prior development. We emphasize the value of prior development through expert elicitation as formal and systematic means of utilizing expert judgment (prevalent in this space) or through historical or aggregate data. An expert elicitation is used here that was developed specifically for this context and for implementation within the PDT tool. The approach, detailed in Stewart et al. (2013) , transforms elicited ranges for key percentiles of the distribution model into feasible regions of model parameter space. For multiple contributors, we draw upon behavioral aggregation (Phillips 1999) , the Delphi approach (see Garthwaite et al. 2005) , or Cooke's classical model (Cooke 1991) for resolving varying opinions. As previously discussed, priors can also be developed in a variety of ways using historic data or aggregate statements encountered in the open source. An excellent discussion on prior development can be found in Press (2003) .
Posterior
We adopt Jeffreys' rule of probability kinematics, a widely used method of handling data uncertainty within Bayesian analytics (Tan and Xi 2003) . Under this approach, the posterior is an average of all possible posteriors, weighted according to the likelihood they could occur. Equation 5 and 6 show the implementation of this approach for PDT occupancy estimation.
In Eq. 5, the posterior p a; bjx ð Þis the weighted average of posteriors p a; bjpdt ð Þwhere the weights p pdtjx ð Þ; are the probabilities of true pdt value supplied by the observational model. Equation 6 is the standard posterior given evidence pdt.
Analysts can report occupancy from this process in a number of ways. The most common approach is to choose the most probable model parameters. That is, choose ðe a; e bÞ that maximizes p a; bjx ð Þ. From the resulting distribution, pdt bt $ Betaðã; e bÞ; PDT reports a low (L), middle (M), and high (H) value corresponding to the 10th, 50th, and 90th percentiles.
PDT Bayesian algorithm
The following describes the steps necessary to accomplish the PDT model in practice. The algorithm is illustrated in Fig. 2. A number of interesting outputs are possible by sampling the posterior including production of a facility distribution model, decision endpoints, and characterization of uncertainty.
Uncertainty
Uncertainty and the impact of new data on uncertainty can be understood in at least three ways: (a) data uncertainty, (b) model uncertainty, and (c) decision uncertainty.
Data Uncertainty It is unavoidable that some subjective decisions and global parameter substitutions will have to be made in the calculation of observation models. For example, the phrase ''nearly 500 employees'' suggests a range for the number of employees with a likely upper limit of 500. A reasonable lower limit may be somewhere above 400 employees. 4 Because of the unavoidable subjectivity in the process, we adopt a variancebased sensitivity analysis method called the FAST (Saltelli et al. 1999 ) which characterizes how uncertainty in individual variables impacts overall uncertainty. The FAST method produces the total effects index which estimates percentage of uncertainty that would disappear if input variables were known with complete certainty. Each variable, on its own, introduces some base amount of uncertainty to the model. The contribution of this uncertainty to the overall uncertainty is measured by the main effect index. Because certain variables in the model may interact with each other in complicated ways, this base uncertainty may be further compounded or magnified. For example, uncertainty in variables that are multiplied (e.g. w Á p in the museum model) creates a product where individual uncertainties may become multiplicative. The interactions effect index describes the additional uncertainty arising from this compounding effect. The total effect index is the sum of these two. These indices help analysts determine which variable(s) are most influential and whether or not valuable resources should be used in reducing their uncertainty.
Model Uncertainty At the building class model parameter level, the impact of data and their uncertainty is visible in the impact they have on the posterior distribution (Eq. 5). To demonstrate, we begin with the observation model uncertainty for a hypothetical building (Fig. 3) . We first update a bivariate Gaussian prior (Fig. 4a) using the full observation model distribution and then by using a single central estimate of 4 people/1000 ft 2 (single red line in Fig. 3) .
Note that when the full uncertainty is considered, the posterior and prior distributions are relatively similar (Fig. 4a, b) . This is expected as the model recognizes that the open source information is fairly uncertain and therefore moves little from its initial position. On the other hand, ignoring the uncertainty by using a single value 4, the posterior becomes excessively certain as indicated by the higher peak in Fig. 4c . Decision Uncertainty Another way to understand the relationship between uncertainty and data is to observe the impact on the (L, M, H) endpoints. Specifically, one can sample from the posterior parameter distribution (e.g. Gibbs sampling) to generate multiple distributions (Eq. 4). These produce a range of values for the 10th, 50th, and 90th percentiles quantifying the uncertainty in the final endpoints of interest (L, M, H), respectively. We explore the boundaries of this opportunity by updating the prior values with observational data found at far ends of the uncertainty spectrum. For the purpose of illustration, we update the prior model with five observations under two separate settings. Returning to the kind of Gaussian observation model 5 encountered in Fig. 3 , we first update the prior using five highly certain observations (mean = 2.5, sigma = .001) and then repeat the process with five comparatively uncertain observations (mean = 2.5, sigma = 2). In each exercise, we illustrate the resulting uncertainty on the 50th percentile (M) in Fig. 5 . Note in this figure the range of uncertainty for the prior (blue line), for the posterior from five certain data (red line) and for posterior from five uncertain data (green line). For the case of certain data, the range continually decreases due to influence of data with higher certainty than the prior. For highly uncertain data, the range on the 50th continually increases due to a data stream with greater uncertainty than the prior. In practice, uncertainty varies and so the true line will fall on some path between these extremes. This uncertainty can easily be tracked and monitored during application.
By adopting a Bayesian approach, we move occupancy knowledge and uncertainty entirely into the probability domain providing a tremendous advantage across building types. Specifically, given that we can describe the ambient occupancy of specific building (e.g. AIC) as a probability distribution (e.g. observation model), then the propagation of parameter knowledge and uncertainty is the same regardless of the building type (e.g. museum). The effort is then narrowed to the development of observation models for different building types under different data encounters.
Results
To illustrate the PDT model, we use the museum category illustrating (1) how a prior model can be established, (2) how this model is updated to its posterior using uncertain information, and (3) how percentiles of the building type model are reported. In this discussion, we explicitly follow the steps outlined in the PDT algorithm.
Step 1 The scenario will be daytime, large urban museums in the USA.
Step 2 Prior experience with museums suggests that a beta distribution on the interval 0-8 people/1000 ft 2 will provide sufficient flexibility and latitude in modeling urban museum occupancy distribution.
Step 3 Following the elicitation model of Stewart et al. (2013) , a senior analyst was elicited for ranges for the 10th, 50th, and 90th percentiles of the building type model as well as a statement about their level of acquaintance with the category. The resulting prior is shown in Fig. 7a .
Step 4a To illustrate how the prior is updated by new information, the Art Institute of Chicago (AIC) was selected and the observation model in Eq. 3 was selected.
Step 4b Table 2 summarizes open source information along with the resulting input model for each variable (x). Nat Hazards (2016 Hazards ( ) 81:1929 Hazards ( -1956 Hazards ( 1943 The first three input distributions (visitors, days open, and hours of operation) are exact. For these, the distribution model is simply a constant. Area was more problematic in the open source. Three sources were identified with mixed qualitative/quantitative characterizations of size. We adopt a beta distribution centered at one million. Average visit time was problematic as well. A limited number of visitor advice sites recommend say 1-3 h or more for the AIC. In order to vet these recommendations, other large museums were assessed with very similar suggested visit times. After considering these data, a Poisson distribution was adopted with a mean of 120 min (2 h) truncated at 360 min (6 h). The number of employees at AIC is reported as ''nearly 500.'' This is helpful as it establishes an upper bound and suggests the true value is close to this upper bound. The lower bound is problematic. The decision was made to model the uncertainty about the number of employees as a uniform distribution on and assess the impact varying this lower bound on the model later. Information on worker schedules and therefore the percentage of workers is simply not available. In this case, we must rely on a global source to account for this information gap. In this case, we turn to information on the percent of employees working by hour from the American Community Survey. Data on the percentage of employees working by hour for a predefined number of industries are available including both full-and part-time workers. Table 3 shows data for the category of Art, Entertainment, and Recreation during the AIC hours of operation. Adopting this will require the assumption that this trend holds on Thursday even though operating hours are longer, the average employee percentage is 44.3 %. Unfortunately, the ACS does not provide uncertainty measures which is desirable in development of occupancy here. As a safety measure, we adopt a uniform distribution on the interval 40-50 significantly introducing uncertainty about possible deviations in the AIC work schedule. The role this decision plays in the total uncertainty picture can be discerned by the FAST model, and a greater discussion is provided in the uncertainty analytics that follow.
Step 4c Figure 6 shows the resulting observation model with a peak at 1.6 people/ 1000 ft 2 with values ranging primarily from 1.2 to 2.2. The spread of this distribution function is due to uncertainty in the inputs and is notably small given uncertainty in the inputs. This reinforces a trend observed by PDT analysts that suggests uncertainty in ambient occupancy estimation is robust to uncertainty in the input. This is largely attributable to the fact that occupancy here is an average. Table 3 are arguably reasonable choices, they are ultimately subjective. These types of subjective decisions (both in the table and in the text) are unavoidable given the varied terrain of open source data. This is indeed precisely the point of the PDT model, that is, to formalize these choices within a transparent empirical model where subjective choices such as these can be interrogated and assessed for their relative importance in the overall model uncertainty using the FAST. FAST quantitatively assesses the impact these choices make in the overall uncertainty suggesting a method for prioritizing deeper examination of input values models and parameters. Table 4 summarizes the results after applying the R ''sensitivity'' package's FAST method (Pujol 2007) to the PDT observation model with inputs provided in Tables 2 and 3. The results reveal that the uncertainty in the average visit time accounts for approximately 98 % of the uncertainty in the final PDT distribution, followed by a roughly equal contribution from average percent working, area, and workers. 6 The main effect and interaction effect indices show that average visit time largely influences the final output on its own, without interacting with the other variables, while the area, workers, and average percent working variables influence the final output variance through strong interactions. These indices suggest the greatest reduction in uncertainty will come from better data on average visit time. Table 5 provides greater detail regarding the sensitivity of the model to different lower bound choices for employee count. Little change in the overall uncertainty is attributable to differing opinions about this input variable. In practice, this deeper interrogation of expert choices and assumptions can be carried out for other variables as well.
While the input distributions in
This small contribution that uncertainty about employees makes is likely why uncertainty about average percent working also has little effect. A reasonable explanation is that the number of employees and their occupancy dynamics are simply dwarfed by the millions that visit each year. This may not be true, however, in smaller museums, and generalization of this result for all museums is not recommended.
Step 4d Figure 7 shows the prior (a) and posterior resulting from the AIC observation model (Fig. 6 ). Both distributions are scaled to same vertical axis for easier comparison.
Step 4e In this example, we only demonstrate the posterior for one museum. Analysts would normally continue with additional museums (e.g. Museum of Modern Art, NY). In this case, the posterior Fig. 3b would become the new prior and steps 4a-4d would be repeated again using information about the next museum.
Step 5 Figure 8 shows the building type model for the most probable parameter pair (3, 17.5).
Drawing samples from the posterior distribution (Fig. 7b) produces uncertainty bounds on the low (10th), middle (50th), and high (90th) percentiles of the building type model distribution in Table 6 . While Fig. 8 indicates the most likely museum distribution model at this point, it is apparent from the overlapping ranges in table that a great deal of uncertainty remains about what the proper (a, b) pair should be. Of course, this is as it should be since only two pieces of information were provided (the prior and one museum). As more museums are encountered, these ranges for key percentiles will decrease. This is the strength and applicability of the Bayesian learning approach. As the model continues to learn from new data encounters, the uncertainty about model parameters decreases. Systematically, this allows PDT analysts to identify and prioritize building categories and geographies for data acquisition, targeting first those combinations with high uncertainty due to poor or sparse data.
Validation
The primary goal is to transparently produce a range (i.e. L and H) that represent the diversity of occupancy rates for a particular building type. Verification of the accuracy of L (e.g. 10th percentile) and H (e.g. 90th percentile) is difficult given the lack of direct observations. In a very few cases, a handful of direct human observations is available which, although highly subjective, can be compared to the L and H values. For the most Fig. 7 a Prior parameter distribution for urban museum, daytime occupancy density, b posterior distribution after information about the Art Institute of Chicago is introduced Fig. 8 The most probable distribution of urban museum occupancy for the USA after updating with open source data on the Art Institute of Chicago Nat Hazards (2016 Hazards ( ) 81:1929 Hazards ( -1956 Hazards ( 1947 part, only ancillary data processed through the observation models are available to produce facility occupancy data. Morton's mathematical proof (Morton 2013) shows that given true input values, the observation model produces the true average occupancy that would be obtained through continuous observation. Uncertainty emerges from uncertainty in the inputs. A method of evaluating the model and the tool is then to apply a bootstrap method where facilities are partitioned into training and validation sets. Because uncertainty is retained throughout the algorithm, a full disclosure of uncertainty in the L and H values as well as the occupancy estimates is possible. It is possible then to view where most probable values of each facility occupancy occur and compare this to the overall uncertainty about L and H. While not the same as comparing to available ground truth data (which is infeasible to collect), this does provide a reasonable approach to monitoring the progress of model development and its applicability to real-world dynamics. The museum building type distribution model was trained further by six additional museums and compared to three museums selected randomly for validation. In Fig. 9 , the vertical red lines represent the best estimate for L and H after training from seven museums. The red bands around each line represent uncertainty about L and H attributable to parameter uncertainty reflected by the posterior. Blue boxes represent a range for the true but unknown ambient occupancy for museums on the Y-axis. Dark blue boxes are training museums, and light blue boxes are validation museums. Of the ten total museums, one (Solomon P. Guggenheim) fell outside the range. The de Young museum band falls partially outside the ''best model H value'' but well within the bounds of uncertainty. Because L and H represent the 10th and 90th percentiles of the facility model, respectively, it should be expected that 20 % will fall outside the vertical red lines. 7-3.4 This validation technique is used to suggest when training may have achieved sufficient levels and to assess when the distribution model (e.g. beta) may be appropriate.
In summary, the results demonstrate
• how the model formally engages uncertain open source data using Bayesian analytics to produce low, middle, and high estimates for occupancy by building type with corresponding measures of uncertainty, • how pooled input models can be introduced as surrogate data when local information is missing, • how the model permits analysts to interrogate the sensitivity of the outcome to their informed albeit subjective choices for input distributions, • how model uncertainty metrics guide the use of valuable resources, and • how to monitor and validate the process while considering both model and data uncertainty.
7 Using PDT data PDT data can be used in a variety of ways. The building type model describing the variation in ambient occupancies over a geographic area can serve as an estimate for particular buildings within that same area. In the event of a building collapse where a quick estimate of occupancy is required, the range over all buildings of the same type provides a first-order estimate of how low or high occupancy could range. PDT may also be used as a starting point for an estimate of occupancy at a finer geographic scale. For example, PDT has estimates at the national level where training of the building type model was done using data across the nation producing a national range of building occupancy. However, if a higher resolution is required (e.g. sub-national), the national posterior distribution could become the prior distribution for the local region where local observations continue to fine tune the model. Another option is to use PDT density as a bottom-up approach to population modeling. Moving from a population density to a population count amounts to summing the product of ambient density value (people/1000 ft 2 ) and building square footage (1000 ft 2 ) for each building type in the study area. Since both of these quantities are distributions 7 , the resulting count is also a probability distribution, and hence all quantities are again represented in bold face in Eq. 7 where N is the number of building types in the study area.
As an illustration of this approach, consider the city of Tehran where earthquake is a major concern. We demonstrate how PDT models could be used in conjunction with satellite and ground imagery to produce an estimate for the population within *1 km 2 region in Fig. 10 . Digitizing imagery data (Digital Globe, Worldview 3) delineate building footprints, and Tehran Streetview (2015) were used in determining the classification and floor count of the building based on visual analysis of the outside structure. Table 7 provides a summary of the types of buildings discovered in this area based on parcel information and street view collaboration as well as the most probable building type distribution model for each category (parameter pair with maximum likelihood). Several structures were clearly mixed use with office space or retail in the lower floor and residential in the upper. In these cases, the corresponding estimated square footage was attributed to those categories. Uncertainty in the square footage is treated as a uniform distribution which is then multiplied (through simulation) by the PDT building type model to produce pure count. Figure 11 shows the resulting distribution of simulated ambient population counts from Eq. 7 for both daytime and nighttime. Uncertainty in the true ambient population emerges from uncertainty expressed by the PDT density model as well as uncertainty in the true square footage of each of these buildings. Percentiles of these distributions are provided in Table 8 .
Validation would require direct observation of the area, and this is beyond the resource ability for most any scientific inquiry. Having said that, it is worth noting that the average density for Tehran is 12,300 people/km 2 (Ng 2010) , a number which is approximately at the midpoint for the 10th-90th range for nighttime. Daytime numbers are lower as might be expected for a working population in an area where most buildings are residential. The uncertainty is large (as it should be) due to (1) the relatively small amount of information available particularly for non-residential buildings and (2) the use of the PDT national model for Iran which represents a wider array of occupancy scenarios than only Tehran. As previously mentioned, local models for Tehran could be developed by adopting in each category the national PDT model posterior as local prior which is then trained using city data. While the level of effort is non-trivial, this could reduce uncertainty in the population as well. At present, a PDT-based approach is difficult to scale to large regions due to the level of effort in estimating building characteristics. As a result, such models could be developed in areas of particular interest. The potential to economically scale to larger geographic spaces continues to grow as progress in new areas of social media and imagery analysis continues to emerge. We continue now with plans for future work including use of these new data sources in occupancy estimation.
Future work
By adopting a Bayesian approach, we move occupancy knowledge entirely into the stochastic domain where estimates and associated uncertainty can be represented in a common probability language. Given that we can describe the ambient occupancy of specific building (e.g. AIC) as a probability distribution through appropriate observation models and best available inputs, then the propagation and representation of knowledge and uncertainty is the same regardless of the building type (e.g. museum). The effort is then narrowed to the development of observation models for different building types under different data encounters. Many challenges remain particularly for data poor building categories in data poor regions. New sources of open source information such as ground photography and social media hold great promise in filling many of these data gaps that will require the development of new observation models. The following enumerate possible new directions and next steps to improve the corpus of observation models and the expansions of the body of knowledge regarding occupancy dynamics. Surrogate Distributions The use of results from one area of the world to fill data gaps in another is not an uncommon practice in this space. For example, PAGER version 2.0 (a central figure in earthquake exposure modeling) often relies on expert judgment or neighboring states to produce estimates in data poor areas (see, e.g., the Pager Inventory Database 2.0 for non-residential Data, last accessed on 5/2015). In this model, adoption of one area's occupancy information (source) for another (target) can be accomplished through adoption of either the prior or posterior of the source region. This distribution (prior or posterior) is then fine-tuned when data for the target region do become available. The outstanding research question is whether or not to simply adopt the distribution as-is or to modify it to reflect uncertainty in moving between regions. For example, the posterior of one nation may be highly trained by a wealth of data. Moving it to a new data poor region without adjusting for uncertainty may overstate the confidence about occupancy in that target region. One option is to apply a kernel smoothing to the posterior distribution that reintroduces variance in the parameter space while retaining relevant knowledge. At present, it is unknown how such a kernel should be selected. Information about economics, culture, or other important societal influences (e.g. World Bank Data) may play an important role and more research is needed.
Imagery, LIDAR, and Remote Sensing These three sources of data have tremendous potential for scaling bottom-up estimation as well as obtaining training data for the model. Research in the use of terrestrial photographs, LIDAR data, and satellite imagery to produce increasingly realistic three-dimensional scenes is an active and ongoing area in photogrammetry, computer vision, and remote sensing (see, e.g., Furukawa et al. 2009; Luo and Gavrilova 2006; Kim and Muller 2002) . These technologies show a growing potential for automated delineation and inference of height and footprint area for buildings in regions of interest. Combined with emerging technologies for counting people in imagery (e.g. Herrmann and Metzler 2013; Yang et al. 2003) , we anticipate the opportunity for understanding occupancy dynamics increases significantly. Output from these will require development of an observation model to transform (under uncertainty) insights from these sources into estimate of occupancy in people/1000 ft 2 . Research is required to understand the limitations and opportunities for these technologies to produce viable information for use wither in the development of observation models (e.g. process) or derivation of viable prior distributions.
Social Media Social media research can be used to augment existing approaches in discovering possible land uses. In case this, social media providers such as Facebook and Google harvest data about land use and classify buildings into commercial, residential, and mix use. However, collecting and generating insight from such data at scale is challenging and requires complex methods. PlanetSense is one such scalable platform that extends existing geospatial data with other datasets, collected from numerous open sources, social media, passive, and participatory sensors (Thakur et al. 2015) . In the future, we plan to use the power of social and crowd sourced data to improve our results. In particular, we like to use Google Places and Facebook Pages to discover building and their categorization at a finer resolution. Google places and Facebook Pages both help to gather business that stands out at the local level. They contain information about building facility type (commercial or residential), geo-coordinates, and other information such as distribution of customers visiting during the normal business hours. Other information that is available using these social media sources includes street address, description, and category. The category information helps to classify the type of building into possible land use as well as insight into the kind of business such as museum and government buildings. In several cases, pictures are also available to gather more knowledge. Facebook Pages go one step beyond and provide information that include number of guest checking-in, reviews, forums, and other social media information. Using the PlanetSense platform, we seek to cater this highresolution information and augment our understanding of urban systems. A research agenda for challenges in estimating occupancy from these sources has been outlined by Stewart et al. (2016) .
Extending Uncertainty Diagnostics At present, uncertainty diagnostics have only been fully implemented at the observation model level. We intend to extend the FAST model to classify contributions to uncertainty at both the building type model level and the population count level.
Summary
We have developed a probabilistic model that contributes to the advancement of building occupancy estimation in several ways. First, by adopting Bayesian analytics, a systematic approach is developed that arranges data harmonization techniques into a knowledge learning framework that evolves over time. Secondly, rather than producing a single answer through deterministic mechanisms, PDT stochastically models occupancy as a probability distribution function. This permits analysts to assess variability and extent, to assess likelihood of specific occupancy values, and to produce practical ranges for occupancy (e.g. 10th-90th percentiles). Additionally, expert judgment has been a mainstay of occupancy estimation for many years. Under this approach, subject matter expertise and its associated uncertainties are now formally and explicitly integrated with data in the production of these probability distribution functions. Using Bayesian analytics, the PDT model facilitates the evolution of occupancy estimation first initiated by subject matter expertise (prior) and then fine-tuned over time by data (posterior). Model uncertainty is represented by parameter uncertainty and is given by the posterior distribution. Occupancy data, inferred from the open source via observation models, are also uncertain, and the PDT model accounts for the impacts to posterior distribution estimation. Furthermore, data uncertainty is decomposed and attributed to particular input variables which allow modelers to assess the relative importance and impact that open source uncertainty has on estimation. Many challenges remain particularly in the advancement of data poor categories such as commercial and industrial where models rely heavily on prior distributions often gained through elicitation procedures. Data sparsity is amplified when engaging data poor regions of the world. Future work is underway to fill these gaps in a variety of ways including development of rigorous methods for using experiences from one geographic region area as a prior (starting point) for another. New opportunities are emerging with the growth of publically available photographs, video, and social media. We anticipate that this content will be ingested into the model in the same manner, either through an observation model or through development of a prior. Because of the flexibility of the PDT model, we anticipate this approach may be flexible enough to engage these new forms of information as well as compliment or supplement the work other population scientists are doing in developing similar occupancy data.
