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Résumé
La numérisation 3D du patrimoine bâti s’inscrit dans de nombreuses applications, parmi lesquelles
la documentation d’édifices et d’objets parfois menacés peut être évoquée, mais aussi leur ana-
lyse détaillée par les spécialistes, ou encore leur mise à disposition virtuelle auprès du grand
public. Parallèlement à l’intérêt grandissant porté à ce domaine, les techniques d’acquisition dé-
diées connaissent des améliorations constantes, en matière de rapidité et de qualité des données
produites. La démocratisation des levés 3D, à travers l’émergence d’instruments à faible coût et la
simplification des procédures de numérisation notamment, contribue à la diversification des mé-
thodes mises en œuvre. Aussi, afin d’améliorer la complétude et la qualité des livrables, de plus
en plus de projets s’appuient sur la combinaison de données provenant de différentes sources.
De cette manière, les avantages et les points faibles de chaque instrument sont respectivement
exploités ou comblés. Cependant, une intégration pertinente des données multi-sources nécessite
la connaissance des performances propres à chaque capteur.
Un premier volet de ces travaux de thèse a consisté en l’analyse des performances de plusieurs
systèmes d’acquisition, pouvant être appliqués pour la numérisation 3D à l’échelle du bâtiment.
La connaissance de systèmes d’acquisition conventionnels, ainsi que du bilan des erreurs affectant
leurs mesures, est primordiale. La question de la diversité des sources de données 3D est consi-
dérée conjointement avec celle de l’évaluation des données produites, dans la première partie
de ce manuscrit. Cette première partie se conclut par un état de l’art à propos des méthodes de
recalage, visant à ramener les multiples données acquises au sein d’un même référentiel.
Dans un second temps, l’intégration des nuages de points hétérogènes produits a été abordée
selon l’angle du recalage. Cette étape, indispensable à la constitution d’une vue unique du projet,
conditionne la qualité des résultats finaux du fait de sa présence en début de chaîne de traitement.
Une solution de recalage en bloc de plusieurs nuages de points est exposée, offrant la possibilité
d’intégrer une pondération propre à chaque donnée introduite dans le projet. La prise en compte
des propriétés stochastiques des données est ainsi proposée comme une première piste, en vue
de gérer leur hétérogénéité lors du recalage. Par la suite, des méthodes d’estimation robuste sont
introduites dans l’algorithme de recalage en bloc, afin de mener à bien le calcul également en
présence d’observations aberrantes. L’approche de recalage global ainsi que sa variante robuste
sont finalement évaluées selon différents aspects.
Mots-clés : techniques de numérisation, évaluation des données, recalage global, nuages
de points hétérogènes, pondération, estimation robuste
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Abstract
Three dimensional digitization of built heritage is involved in a wide range of applications, such
as the documentation of structures or objects that may be under threat, the investigation of these
structures by specialists, or even their virtual exhibition to the general public. Along with the
growing interest in this field, dedicated acquisition techniques are constantly improved in terms
of acquisition speed and quality of the produced data. The democratization of 3D acquisitions
through the emergence of low cost sensors, and thanks to procedures that are made easier, leads
to more and more methods being developed. As a consequence, a growing number of digitization
projects rely on the combination of data coming from different sensors, in order to improve the
completeness as well as the quality of deliverables. Advantages and weaknesses associated to each
device are respectively exploited or overcome in this way. Nevertheless, a coherent combination
of multi-source datasets requires the knowledge of individual device performances.
A first part of this research work is concentrated on performance evaluation of different sensors,
that may be used for 3D digitization at the building scale. The knowledge of some commonly used
devices, as well as sources of uncertainties that may affect their measurements, is necessary. In
the first part of this thesis, the question of the diversity of 3D data sources is addressed together
with that of their data assessment. This first part ends up with a state of the art about methods
dealing with the alignment of multiple datasets into a common reference frame, which is known
as registration.
In the second part of this work, the combination of heterogeneous point clouds is handled with
regard to registration step. This step is necessary for the construction of a unique view of the
project. Besides, it influences the quality of the final products, since it takes place at the begin-
ning of the point cloud processing chain. A global registration solution dealing simultaneously
with multiple point clouds is detailed. The introduction of individual weights for each dataset is
foreseen within this method. Thus, a first approach to deal with data heterogeneity during regis-
tration process is the consideration of stochastic properties of the data. Then, robust estimators
are introduced in the registration framework, in order to minimize the influence of potential out-
liers on the computation results. The registration method as well as its robust version are finally
evaluated according to different aspects.
Keywords: digitization techniques, quality assessment, global registration, heteroge-
neous point clouds, weighting, robust estimation
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Glossaire
6DoF 6 Degrees of Freedom, ou Transformation à 6 degrés de liberté.
ACP Analyse en Composantes Principales.
BIM Building Information Model ou Modeling, désigne une maquette numérique de bâtiment
agrémentée de sémantique, ou le processus de création de cette maquette.
Caméra RGB-D pour Red Green Blue + Depth, anglicisme couramment utilisé pour désigner
les caméras 3D.
CIPA Comité International de Photogrammétrie Architecturale.
FPFH Fast Point Feature Histograms, descripteur de points d’intérêt 3D.
GNSS Global Navigation Satellite System, système de localisation par satellites.
GSD Ground Sampling Distance, distance qui sépare les centres de deux pixels consécutifs
projetés sur l’objet, ou taille du pixel sur l’objet.
ICP Iterative Closest Point, algorithme de recalage fin sur la base de l’ensemble des nuages.
IMMS Indoor Mobile Mapping Systems, ou systèmes d’acquisition mobiles en intérieur.
IMU Inertial Measurement Unit, centrale inertielle embarquée à bord des systèmes d’acquisi-
tion mobiles (terrestres comme aéroportés), afin de compléter les données de trajectoire
fournies par le système GNSS.
IRLS Iterative re-weighted Least Squares, ou moindres carrés pondérés itératifs.
ISPRS International Society for Photogrammetry and Remote Sensing.
MAD Median Absolute Deviation, ou écart absolu médian.
MCO Estimateur des Moindres Carrés Ordinaires.
MMT Machine de Mesure Tridimensionnelle.
NBV Next Best View, méthode de prédiction des positions successives des capteurs.
PCL Point Cloud Library, librairie de fonctions pour le traitement de nuages de points.
RMSE Root Mean Square Error, ou EMQ pour erreur moyenne quadratique, représente un
critère d’exactitude.
xvii
Glossaire
SEF Smooth Exponential Family, ou famille exponentielle lissée, désigne une famille d’esti-
mateurs robustes, dont la fonction de potentiel varie selon un paramètre α.
SfM Structure from Motion, algorithme d’analyse de la structure et du mouvement pour la
reconstruction de scènes 3D.
SIFT Scale-Invariant Feature Transform, algorithme de détection et de description de points
d’intérêt dans les images.
SLAM Simultaneous Localization And Mapping, algorithme de localisation et de cartographie
simultanées, utilisé en robotique notamment pour déterminer les déplacements d’un mo-
bile en parallèle de données de cartographie.
SLT Scanner Laser Terrestre.
SVD Singular Value Decomposition, ou Décomposition en Valeurs Singulières.
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Introduction
Contexte relatif à la numérisation 3D et application au
patrimoine bâti
La documentation du patrimoine bâti, par le biais de sa numérisation en trois dimensions, per-
met de répondre à de nombreux besoins : citons par exemple l’analyse des édifices ou des ou-
vrages considérés, leur simple visualisation, leur conservation sous forme numérique, ou encore
la communication et l’échange à partir des modèles produits. La numérisation 3D est une théma-
tique interdisciplinaire. Appliquée au patrimoine bâti, elle touche un large panel de spécialistes, à
l’image de l’ingénieur en charge de la maintenance de bâtiments industriels, de l’archéologue ou
du conservateur responsable de la surveillance de sites ou d’édifices remarquables, ou encore du
géomètre impliqué dans la création de maquettes numériques de bâtiments. Pour remplacer les
techniques de relevés conventionnelles, parfois manuelles, l’utilisation de scanners laser terrestres
et des nuages de points qu’ils fournissent s’est généralisée.
Alors que la numérisation 3D constituait il y a quelques décennies une activité réservée à un sec-
teur professionnel spécifique, les techniques de mesure qui s’y rapportent n’ont de cesse de s’ouvrir
à un public plus large. La démocratisation des relevés tridimensionnels est une conséquence di-
recte de l’évolution et de la diversification des instruments et des méthodes, qui ne se limitent plus
aux scanners laser terrestres. Les développements d’algorithmes automatiques et robustes pour la
reconstruction 3D à partir d’images, ainsi que l’émergence de capteurs à faible coût, rendent l’ac-
cès plus aisé à ces techniques, y compris pour un public initialement non expert. Cette tendance
contribue à l’attractivité croissante de ce domaine d’activité et de recherche. En parallèle, l’aug-
mentation des acquisitions en temps réel ou des applications de réalité virtuelle nécessite l’emploi
d’algorithmes adaptés, menant à tisser des liens entre les différentes communautés scientifiques.
La démocratisation des techniques de mesure 3D conduit à un bilan ambivalent. Elle contribue
d’une part aux avancées technologiques, ainsi qu’à l’implication d’un plus grand nombre de do-
maines de recherche, actifs sur la question du traitement des nuages de points notamment. Ces
travaux pluridisciplinaires nourrissent considérablement les méthodes de numérisation actuelles.
Cependant, la généralisation des relevés 3D s’accompagne indéniablement d’une modification de
certains standards, notamment en matière de critères de précision. L’évaluation de la précision
des données, et le vocabulaire qui lui est associé dans les logiciels de traitement des nuages de
points, ne reflètent pas toujours les attentes d’un levé pour lequel la qualité du modèle final doit
être assurée. L’aspect « boîte noire » de certains logiciels propres aux constructeurs est en effet à
déplorer. Finalement, le foisonnement des instruments et méthodes dédiés à la numérisation 3D
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Introduction
soulève deux questions : quel système choisir parmi le large spectre qui s’offre aux utilisateurs
en fonction du projet de numérisation, mais aussi comment ne pas s’affranchir complètement des
questions de qualité de la donnée acquise?
De l’intérêt de la combinaison des sources de données
Pour assurer ses déplacements et ses interactions avec un environnement complexe tout en éli-
minant les sources de dangers et en anticipant les actions futures, le cerveau humain combine en
permanence les signaux collectés par nos différents sens, notamment la vision et l’ouïe. Les algo-
rithmes développés en robotique mobile ou pour la navigation autonome s’inspirent directement
de ce système naturel complexe, en combinant les informations fournies par plusieurs capteurs
simultanément. Bien que sa mise en place optimale par le biais de la synchronisation des infor-
mations soit complexe, le principe de la fusion des données est simple : il s’agit de tirer profit de
plusieurs sources d’informations, en vue de contrer les limitations physiques des capteurs lorsque
ceux-ci sont utilisés seuls. Les intérêts de cette fusion sont nombreux, puisque d’une part la redon-
dance des informations permet d’assurer davantage de robustesse aux observations effectuées, et
d’autre part la couverture spatiale des informations est augmentée, ainsi que la résolution des
observations dans les zones où ces informations sont redondantes.
Pour l’ensemble des raisons qui viennent d’être évoquées, l’idée de combiner des informations
issues de sources différentes trouve également tout son sens, lorsqu’il est question de numéri-
ser une scène en trois dimensions. Le principe d’intégration des données 3D multi-sources, et
ses bénéfices en matière d’amélioration de la couverture spatiale et de la résolution des nuages
de points, sont en effet aisément transposables au domaine de la numérisation 3D. En outre, la
grande variété d’instruments de mesure disponibles sur le marché permet d’envisager des com-
binaisons originales de ces multiples techniques. Selon les principes énoncés plus haut, l’intérêt
d’utiliser différents instruments de mesure réside dans le fait que les limites d’un outil, comme sa
portée restreinte par exemple, pourront être contrebalancées par les avantages propres à un se-
cond capteur. Ceci est d’autant plus valable dans le cas d’environnements complexes à numériser.
Ainsi, à la question « quel système d’acquisition choisir parmi le large spectre proposé? », la
meilleure réponse réside parfois dans la combinaison de ces méthodes. Il n’est donc pas rare
d’entreprendre des projets de numérisation au sein desquels plusieurs systèmes de mesure sont
employés. Néanmoins, la contrepartie aux nombreux avantages énoncés réside dans le choix
d’une stratégie adaptée et optimale d’intégration des nuages de points.
Problématique
Dans le cadre d’un projet de numérisation, l’emploi combiné de plusieurs instruments soulève la
question de l’intégration des nuages de points issus de sources multiples. L’utilisateur se retrouve
dans ce cas confronté à des données dont non seulement les formats bruts peuvent être différents,
mais aussi et surtout les caractéristiques (densité, bruit de mesure des nuages de points) peuvent
varier. Le caractère hétérogène des données en présence peut être géré à différents niveaux du
projet, allant du traitement des données brutes, jusqu’à leur exploitation commune et finale lors
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de l’étape de modélisation. La combinaison de ces données, quant à elle, s’envisage généralement
de deux manières : par intervention au moment du recalage (ou assemblage) des nuages de points
au sein d’un même référentiel, ou par fusion des zones de recouvrement entre les nuages suite à
leur recalage. L’étape de recalage, fondamentale pour la qualité du modèle final, a été considérée
en priorité dans ces travaux.
Les différentes étapes de la chaîne de traitement des données sont bien maîtrisées, et présentes
dans la plupart des logiciels commerciaux ou universitaires de traitement de nuages de points. Les
activités de recherche à ce sujet (recalage, segmentation, modélisation, etc.) sont en outre trans-
versales à plusieurs domaines. Néanmoins, l’hypothèse de l’utilisation de données homogènes est
la plupart du temps implicite dans les traitements et algorithmes proposés. Aussi, l’application de
ces méthodes à des données multi-sources et par conséquent hétérogènes peut être discutable,
motivant l’existence de tels travaux de recherche. Bien que le traitement de nuages de points
hétérogènes soit possible à l’aide des solutions disponibles, quelques limites sont à relever :
— La provenance et la nature hétérogène des nuages de points ne sont pas prises en compte
lors de leur assemblage dans un référentiel unique.
— Si aucune information relative à la précision initiale n’est connue, ou si celle-ci n’est pas
conservée au moment du recalage, alors la traçabilité des données dans le modèle final
n’est pas assurée.
— Les critères de qualité relatifs au recalage et fournis par les logiciels possèdent parfois des
terminologies évasives, et il n’est pas rare que leur calcul varie d’un logiciel à l’autre. Le
manque d’uniformité dans ce domaine rend l’interprétation de ces valeurs chiffrées parfois
inexacte. Cette remarque est par ailleurs également valable pour le recalage de nuages de
points issus d’un même instrument.
La question du recalage de nuages de points hétérogènes a naturellement déjà été abordée dans
la littérature. Cependant, les stratégies de recalage sont généralement envisagées au cas par cas
en fonction de la nature des données en présence. En outre, la recherche de l’automatisation des
processus prime souvent sur la notion de qualité ou de qualification appropriée des résultats. Au
vu de ces aspects et de ceux évoqués précédemment, les motivations à entreprendre le dévelop-
pement de notre propre approche de recalage sont doubles. D’une part, l’objectif est d’apporter
des modifications à différents niveaux de la méthode de recalage des données hétérogènes,
en y intégrant si possible des informations relatives aux nuages de points. Il est donc néces-
saire de pouvoir interagir avec la méthode retenue. D’autre part, la définition et l’utilisation de
critères de qualité représentatifs à l’issue de ce recalage sont souhaitables.
Organisation du manuscrit
Afin de répondre à la problématique énoncée, les pistes suivies et les principales contributions qui
en ont découlé sont les suivantes :
— l’étude des critères de qualité de certains instruments couramment employés dans les
projets de numérisation, ainsi que d’un instrument récent, couplant plusieurs méthodes
de mesure au sein d’un même outil.
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— le développement d’un algorithme de recalage en bloc de plusieurs nuages de points, inté-
grant la possibilité de prendre en compte une pondération individuelle des observations.
— une réflexion sur les approches de recalage les plus adaptées, lorsqu’il s’agit de traiter des
nuages de points issus de sources différentes ; ceci inclut notamment une modification de
l’algorithme de recalage fin, appliquant le principe de l’Iterative Closest Point (ICP).
— l’introduction d’estimateurs robustes dans la solution de recalage en bloc, afin de gérer la
présence de données aberrantes.
L’organigramme de la Figure 1 présente les connexions qui s’établissent entre les différents déve-
loppements et travaux de recherche entrepris, et permet de les situer dans le manuscrit.
Estimation robuste
Chapitre 6
Sections 6.2 et 6.3
Recalage grossier global
Chapitre 4
Pondération
Chapitre 6
Section 6.1.3
Algorithme ICP 
(Iterative Closest Point) 
pour recalage ﬁn
Chapitre 6 / Section 6.1.4
Diversité 
des techniques 
d'acquisition
Chapitre 1
Méthodes de
recalage
Chapitre 3
Qualiﬁcation
des données
Chapitre 2
Evaluation (Chapitre 5)
Pa
rt
ie
 I
Pa
rt
ie
 I
I
Etat de l'art
Chapitres incluant 
des travaux et développements
Figure 1 - Organigramme liant les chapitres de ce manuscrit.
Ce manuscrit est scindé en deux parties, dont l’objectif est de refléter les deux volets qui ont
ponctué ces travaux de thèse. Tandis que la première partie s’intéresse à la diversité des mé-
thodes de numérisation 3D et à leur évaluation, la seconde partie propose d’étudier une solution
pour la combinaison de données multi-sources. Chaque partie est composée de trois chapitres :
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Le premier chapitre évoque la grande diversité des techniques d’acquisition de données tridi-
mensionnelles, point de départ de ces travaux. Les avantages, inconvénients et limites d’applica-
bilité propres à chaque méthode sont présentés. Au vu de cette diversité, la réalisation d’un projet
de numérisation 3D à l’échelle d’un édifice ou d’un site est rarement entreprise à l’aide d’un unique
instrument de mesure. La question de la combinaison des données issues de multiples sources au
sein d’un même projet est alors soulevée, pour conclure ce premier chapitre.
Le second chapitre est dédié à la qualification des données acquises, à savoir les nuages de
points produits par les techniques précédemment présentées. Les notions de qualité a priori, par
observation du bilan des erreurs affectant la mesure, et de qualité a posteriori, estimée de manière
empirique, sont discutées.
Dans le troisième chapitre, la chaîne de traitement des données brutes est décrite, de leur
acquisition à la production de livrables. Parmi l’ensemble des étapes, celle de l’assemblage des
nuages de points dans un unique référentiel, ou recalage, est approfondie. Un état de l’art des
méthodes de recalage usuelles est alors proposé, permettant d’introduire les notions utiles en
amont de la seconde partie.
Le quatrième chapitre débute la seconde partie du manuscrit, en décrivant le socle des
développements entrepris. L’approche retenue, afin d’aborder par la suite la combinaison de
données multi-sources, est celle du recalage des données. La méthodologie du recalage en bloc
de plusieurs nuages de points simultanément est alors décrite.
Dans le cinquième chapitre, des analyses qualitatives et quantitatives de la méthode déve-
loppée sont présentées, afin de valider l’efficacité des développements initiaux. Cette étape est
nécessaire avant d’entreprendre d’éventuelles améliorations. À cet effet, les résultats obtenus sont
confrontés à ceux fournis par des logiciels disponibles. L’intérêt du recalage en bloc est également
démontré.
Enfin, le sixième et dernier chapitre permet d’exposer les améliorations à apporter à l’algo-
rithme initial, en vue d’intégrer des données multi-sources. L’enjeu d’une pondération adaptée
des données utilisées en entrée, ainsi que son influence sur les résultats y sont discutés. L’affinage
des paramètres de transformation, dans le cas de nuages de points approximativement recalés,
constitue un second aspect étudié. Finalement les apports de l’estimation robuste dans le proces-
sus de recalage, en présence d’observations aberrantes, sont exposés.
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La numérisation tridimensionnelle est un domaine d’activité et de recherche en constante évolu-
tion. Les nombreuses innovations technologiques qu’il a vu naître durant les dernières décennies
ont permis non seulement d’augmenter le rendement ainsi que la précision des données produites,
mais aussi de démocratiser certaines pratiques auprès de nouveaux utilisateurs initialement non
experts de la mesure. Le socle de ces travaux de thèse repose sur la grande diversité d’instruments
de mesure qui s’offrent à l’utilisateur au moment d’entreprendre un projet de numérisation.
Après avoir brièvement évoqué les principes liés à l’estimation des mesures de distance, ce chapitre
propose un aperçu non exhaustif des techniques et outils de numérisation courants. Bien que
concentré sur la numérisation du patrimoine bâti, cet aperçu est légèrement étendu aux relevés
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d’environnements urbains de manière générale. Les données produites, sous la forme de nuages
de points, présentent des caractéristiques variables qu’il est parfois intéressant d’associer, afin
d’obtenir des résultats finaux plus complets. Les intérêts ainsi que les enjeux liés à l’intégration
de données hétérogènes sont finalement soulevés pour clore ce premier chapitre.
1.1 Approches pour l’estimation de la mesure de distance
La collecte de mesures de distances significatives constitue un point de départ nécessaire en vue
de cartographier l’environnement qui nous entoure, ou d’acquérir une représentation fidèle de la
géométrie d’une scène réelle. À ce titre, les techniques d’estimation de la distance mises en œuvre
sont généralement sans contact 1, et s’appuient sur la propagation d’une onde dans un milieu.
Plusieurs types d’ondes peuvent être retenus, en fonction du milieu à traverser. Dans le domaine
de la géomatique, les principes les plus fréquemment employés font appel à des rayonnements
électromagnétiques ou à des vibrations mécaniques, à travers l’utilisation :
de micro-ondes, dont la longueur d’onde est comprise entre celle des ondes radio et celle
de l’infrarouge, et qui sont mises en œuvre dans la technologie radar (radio detection
and ranging). Cette technologie est utilisée par l’imagerie satellite, pour la cartographie
de zones géographiques vastes.
d’ondes lumineuses, appartenant au spectre visible étendu aux infrarouges. Alors que la
lumière ambiante peut servir de source externe à l’acquisition passive d’images, l’émis-
sion d’un rayonnement électromagnétique est couramment employé dans les méthodes
actives, par utilisation soit de la lumière blanche, soit d’une source cohérente sous forme
de faisceau laser (généralement dans le spectre de l’infrarouge). On parle dans ce cas de
technologie lidar (light detection and ranging).
d’ondes acoustiques, lorsque la propagation des rayonnements électromagnétiques dans le
milieu est compromise. Tel est le cas en milieu subaquatique, où les propriétés du son
(vibration mécanique) sont exploitées à travers la technologie sonar (sound navigation
and ranging). Cette technologie trouve ses applications dans les mesures bathymétriques,
et pour l’inspection de surfaces immergées.
Bien que les images satellites puissent fournir des données intéressantes sur les parties hautes des
bâtiments difficilement atteignables, celles-ci sont davantage utiles à l’étude de milieux naturels
ou urbains, à l’échelle du quartier, voire de la ville. Aussi, leur exploitation ne sera pas considérée
dans ces travaux. En effet, la génération de données 3D à l’échelle du bâtiment est à ce jour
essentiellement basée sur des systèmes optiques et sans contact, exploitant une source d’onde
lumineuse (laser, infrarouge ou lumière blanche). Les systèmes optiques de mesure de distance,
qui sont d’intérêt pour cet état de l’art, peuvent être classés selon deux approches :
— en fonction du principe de mesure appliqué (Figure 1.1)
1. Les techniques de mesure nécessitant un contact avec l’objet peuvent être destructives (réalisation de coupes
physiques) ou non (utilisation de règles, compas, pantographe pour la « mise aux points » en sculpture). Néanmoins,
celles-ci ne sont pas adaptées à la numérisation tridimensionnelle à l’échelle d’environnements bâtis.
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— en fonction de leur capacité à émettre leur propre rayonnement électromagnétique, ou
non : on distingue alors respectivement les méthodes dites actives et passives.
Techniques de mesure
3D optiques
Interférométrie Décalage temporel Triangulation
Décalage de phase Temps de vol direct Active Passive
Balayage laser
Caméras temps de vol
Lumière structurée
Triangulation laser (ligne, point, etc.)
...
Stéréovision
Photogrammétrie
Structure from Motion
...
Technologies actives
Technologies passives
Figure 1.1 - Classification des techniques de mesure de distance optiques et sans contact (adapté
à partir de [Luhmann et al., 2013] et [Beraldin et al., 2010]).
La première classification a été retenue, selon l’organigramme de la Figure 1.1, afin d’introduire
de manière succincte les principes physiques de mesure de la distance dans la suite de cette
section. Deux principes se détachent et seront étudiés : la triangulation, et l’observation du temps
de déplacement d’une onde émise. Alors que la triangulation peut s’appuyer sur des méthodes
actives ou passives en fonction des propriétés du capteur, les techniques basées sur l’estimation du
décalage temporel subi par une onde émise sont, par définition, actives. Quant à l’interférométrie,
essentiellement appliquée pour la métrologie et adaptée à de très courtes portées, elle n’est pas
directement exploitable à l’échelle du patrimoine bâti et ne sera donc pas abordée ici.
1.1.1 Triangulation
La notion de triangulation repose sur des propriétés géométriques simples, qui interviennent dans
un triangle au sein duquel deux angles et une base sont connus. Dans cette configuration, l’esti-
mation d’une information de profondeur entre la base et le point opposé, à savoir l’objet observé,
s’appuie sur des notions élémentaires de trigonométrie. Dans les paragraphes qui suivent, le prin-
cipe de triangulation appliqué aussi bien à des méthodes passives qu’actives est présenté.
Méthodes passives
Comme évoqué plus tôt, les systèmes passifs n’émettent aucun rayonnement électromagnétique.
Ils se contentent de recevoir la lumière ambiante réfléchie par la scène, et font à cet effet appel
à des capteurs optiques (capteurs CCD ou CMOS, principalement). L’information acquise par
ces capteurs est retranscrite initialement sous forme d’images 2D, données qui nécessitent d’être
transformées en vue d’acquérir une distance 3D par mesure de profondeur. Pour mettre en place le
principe de triangulation et ainsi déduire cette information de profondeur, deux capteurs optiques
passifs sont nécessaires pour former la base d’un triangle, tandis que l’objet observé complète la
troisième extrémité de ce triangle. De ce fait, établir une mesure stéréoscopique requiert soit
l’emploi simultané de deux capteurs (stéréovision), soit le déplacement d’un même capteur en
deux positions distinctes (principe de la photogrammétrie).
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Stéréovision La stéréovision représente le cas le plus simple, dans lequel deux capteurs optiques
(voire parfois davantage) sont employés simultanément, et montés au sein d’un dispositif de telle
sorte qu’ils soient distants d’une base connue. La configuration obtenue avec deux capteurs est
schématisée sur la Figure 1.2a. Cette configuration permet de simuler la perception humaine de
la profondeur.
Dans la pratique, ce principe d’estimation de la profondeur est mis en œuvre par les caméras sté-
réo. Les informations délivrées sont des cartes de profondeur, c’est-à-dire des données 2,5D dans
lesquelles une unique information de profondeur est associée à chaque pixel. Ces capteurs sont
principalement utilisés en robotique et pour la navigation autonome, afin de prévenir notamment
les collisions.
Photogrammétrie et approches multi-vues Lorsque la base formée par le couple stéréosco-
pique n’est pas initialement connue, l’estimation de la profondeur passe en premier lieu par la
détermination de l’orientation relative des deux clichés. Cette tâche soulève deux problèmes :
celui de leur mise en correspondance, puis celui de la reconstruction 3D. C’est sur ces problé-
matiques que reposent les bases de la photogrammétrie.
La mise en correspondance consiste à chercher, pour un point p représentant un point phy-
sique P de la scène dans l’une des images, son homologue p′ représentant le même point
physique dans la seconde image. Les relations fondamentales de géométrie épipolaire ainsi
que les équations de coplanarité interviennent dans cette étape.
Par la suite, connaissant la paire de points homologues p et p′, l’étape de reconstruction
vise à déterminer les coordonnées 3D du point P dans la scène. À ce stade, les équations de
colinéarité sont appliquées afin de retranscrire les principes de la géométrie projective, qui
permettent de lier l’espace 3D au plan de l’image. Finalement, l’intersection des faisceaux
issus des points homologues p et p′ mène aux coordonnées 3D (Figure 1.2b), selon un
processus qui s’apparente à la triangulation.
Base Capteur
Lentille
Image
Axe 
principal
P
p'p
Surface 
scène 3D
(a)
Cp
C
C'p
C'
X
Z
Y
X'
Z'
Y'
Surface
scène 3D
P
(b)
Figure 1.2 - (a) Principe de la vision stéréoscopique selon une vue en plan (adapté à partir de [Se
et Pears, 2012]), et (b) reconstruction d’un point de la scène à partir de ses projections respectives
dans deux images (adapté à partir de [Luhmann et al., 2013]).
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Un minimum de deux images est donc requis afin d’aboutir à une information 3D, par application
des relations de la géométrie perspective ou projective. Dans la pratique, les levés photogrammé-
triques mettent généralement en œuvre un nombre de prises de vue supérieur à deux images. Ces
clichés sont issus d’appareils photographiques numériques (spécifiques ou grand public), et les
capteurs peuvent être terrestres, aériens voire subaquatiques. Bien que la notion de triangulation
reste présente à travers l’intersection des faisceaux, les principes calculatoires mis en place sont
en réalité plus complexes, dans la mesure où l’orientation relative des clichés doit également être
considérée. Afin de déterminer par un unique calcul aussi bien les paramètres externes, c’est-à-dire
les positions et les orientations des centres de projection des caméras, que les coordonnées 3D des
points homologues dans la scène, une méthode d’optimisation connue sous le nom d’ajustement
de faisceaux (en anglais bundle adjustment) est appliquée.
Structure from Motion La photogrammétrie constitue la technique la plus éprouvée de recons-
truction 3D à partir d’images, permettant d’établir de manière rigoureuse le lien géométrique
entre une série de clichés et la scène représentée par ces derniers. La convergence entre ce do-
maine de recherche, très documenté au cours de la seconde moitié du siècle dernier, et celui plus
récent de la vision par ordinateur, a opéré à travers la production d’une littérature riche durant
les dernières décennies. Ce rapprochement a conduit au développement de processus entière-
ment automatiques de reconstruction 3D à partir de larges jeux d’images numériques, en tirant
profit d’algorithmes empruntés aux deux communautés scientifiques. Initialement, les points ho-
mologues entre clichés successifs étaient extraits manuellement ou à l’aide de cibles. Les déve-
loppements en matière de traitement d’images apportés par le domaine de la vision par ordina-
teur permettent de s’affranchir de ces étapes, à l’aide d’algorithmes de détection automatique
de points d’intérêt dans les images. La mise en correspondance automatique des points homo-
logues est effectuée par corrélation, ou sur la base de descripteurs caractéristiques possédant des
critères invariants. La vision par ordinateur propose également une approche plus algébrique de
l’ajustement de faisceaux, à travers notamment des notations matricielles servant à retranscrire
les relations géométriques fondamentales, marquées par l’introduction des matrices essentielles
et fondamentales (qui se différencient par la présence ou non d’informations relatives à la cali-
bration des caméras).
L’ensemble des progrès algorithmiques et calculatoires ont contribué à l’émergence des approches
dites de structure par le mouvement, ou plus couramment en anglais Structure from Motion
(SfM) [Snavely et al., 2010]. Implémentées dans la plupart des logiciels actuels de reconstruction
3D par imagerie, ces dernières permettent la détermination automatique et simultanée de la géo-
métrie 3D de la scène (la structure), ainsi que de la position des caméras (le mouvement), à partir
de séquences d’images. Le résultat apparaît sous la forme d’un nuage de points épars (triangu-
lation des points homologues) ou densifié, et l’estimation en ligne des paramètres internes et de
calibration (ou auto-calibration) est possible dans le cas où les caméras n’ont pas été calibrées.
Un grand nombre d’aspects techniques et mathématiques propres aux solutions de reconstruction
3D par imagerie passive ont été omises dans ces paragraphes. Ces aspects sont couverts en détails
dans le chapitre de livre de [Se et Pears, 2012], et le lecteur est invité à se rapporter à l’ouvrage
[Luhmann et al., 2013] pour des informations complètes relatives à la photogrammétrie et à la
vision par ordinateur.
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Méthodes actives
Pour pallier les difficultés liées à la mise en correspondance des images dans les méthodes passives,
les développements technologiques ont permis d’étendre le principe de la triangulation optique à
des méthodes actives. Du point de vue de la conception, la principale différence avec les méthodes
passives précédemment décrites repose sur l’ajout d’une source émettrice lumineuse (faisceau
laser, infrarouge ou lumière blanche), dont la projection à la surface de l’objet est observée par
un capteur optique. La configuration est telle que la source lumineuse, le capteur optique et le
motif projeté sur l’objet forment un triangle (voir Figure 1.3). Le principe géométrique en vue
de déterminer une profondeur reste le même que précédemment, à la seule différence que la
triangulation n’est pas appliquée à deux faisceaux réfléchis, mais dans ce cas à l’axe d’un faisceau
projeté et au rayon réfléchi qui lui est associé.
Source laser pour la triangulation Pour ses propriétés physiques, le laser est fréquemment
utilisé comme source lumineuse dans les systèmes actifs de mesure de distances. Lorsque le prin-
cipe de triangulation est employé, le faisceau de lumière cohérente peut être projeté de manière
ponctuelle, mais l’emploi de lignes laser ou d’autres motifs (plusieurs lignes parallèles ou croi-
sées) permet d’acquérir davantage d’informations en une seule impulsion, sous la forme d’un
profil de points. Quel que soit le motif retenu, le principe d’estimation de la distance reste pour
autant similaire. Lorsque le dispositif est calibré, l’angle d’émission α de la source lumineuse est
connu, ainsi que la base b séparant cette source du capteur optique. La projection du motif lumi-
neux à la surface de l’objet est perçue par le capteur optique, de telle sorte que cette projection
est déplacée par rapport au centre optique du capteur sur l’image formée. Ce déplacement p est
fonction de la distance entre l’objet et le dispositif, et permet de déterminer l’angle β selon lequel
le faisceau est réfléchi en direction du capteur optique. La Figure 1.3 résume cette configuration.
Les angles α, β et la base b (distance émetteur-capteur) étant connus, l’expression de simples
relations trigonométriques suffisent à retrouver la distance z séparant le système de mesure de
l’objet.
Capteur
(vue en plan)
Surface 
scène 3D
Capteur
(vue de face)
Centre
optique
Source lumineuse
Faisce
au inc
ident
Faisceau réﬂéchi
α
β
z
b
p
Figure 1.3 - Schéma de principe de la triangulation optique active, en présence d’une source
lumineuse ponctuelle (inspiré de [Beraldin et al., 2010]).
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L’emploi du laser pour la triangulation optique est généralement entrepris dans des dispositifs
mobiles, qui sont déplacés autour de l’objet fixe afin d’en reconstruire la géométrie. Une succes-
sion de profils de points est ainsi acquise, et c’est l’objet qui sert de référence pour déterminer les
positions successives, si le recouvrement est suffisant. Néanmoins, l’utilisation de miroirs permet-
tant de dévier le faisceau laser est également possible, l’instrument restant alors statique. Comme
souligné dans [Grussenmeyer et al., 2016], l’inconvénient principal de cette approche est lié au
fait que la précision de la mesure de distance décroit avec le carré de la distance instrument-objet.
Pour ces raisons, la portée des instruments appliquant ce principe de mesure est généralement
limitée.
Lumière structurée La lumière structurée est un procédé faisant appel à la lumière blanche ou
à une source infrarouge, projetée sous forme de motifs réguliers à la surface de l’objet. Ces motifs
sont généralement des franges, ou des grilles d’éléments ponctuels. Les déformations subies par
le motif au contact de la surface de l’objet sont observées à l’aide d’un capteur optique, produisant
une image de la zone illuminée par le motif. La distance à l’objet est déterminée selon le principe
de triangulation optique décrit dans le paragraphe précédent, sur la base des déformations du
motif dans ce cas. À la différence des systèmes employant un laser, une information 3D complète
de l’ensemble de la zone couverte par le motif peut être acquise par post-traitement de l’image,
sans déplacement du dispositif. Notons également que l’espacement des franges ou des points
possède un impact sur la résolution du système, puisque des motifs plus resserrés vont produire
un échantillonnage plus élevé et donc une meilleure résolution géométrique.
1.1.2 Estimation du décalage temporel subi par une onde émise
Le second principe permettant d’estimer la distance entre deux points est plus intuitif que la trian-
gulation. Il s’appuie sur le décalage temporel observé entre l’émission d’une onde lumineuse, et sa
réception après réflexion à la surface de l’objet observé. Deux approches distinctes existent pour
estimer ce temps de déplacement : l’analyse du temps de vol d’un signal, ou celle du décalage
de phase entre émission et réception de ce dernier. Dans la mesure où une source émettrice est
nécessairement présente dans les dispositifs qui s’appuient sur le décalage temporel, les méthodes
qui appliquent ce principe sont par définition des méthodes actives.
Mesure du temps de vol (ou temps de vol direct)
Ce principe s’appuie sur l’émission d’impulsions électromagnétiques à une fréquence donnée,
ce qui vaut parfois le nom de scanners à impulsions (ou à lumière pulsée) aux dispositifs asso-
ciés, dans la littérature. Le temps de trajet aller-retour (ou temps de vol) d’une onde émise en
direction de l’objet puis réfléchie par sa surface, est alors estimé. La mesure de distance basée
sur l’estimation du temps de déplacement d’une onde électromagnétique s’appuie ensuite sur une
propriété fondamentale de cette onde, à savoir sa célérité c. Connaissant cette grandeur, il est
alors possible d’en déduire la plus courte distance entre les deux points, qui représente la moitié
de celle parcourue par l’onde selon la relation d = c ∆t/2.
Le décalage temporel ou délai ∆t induit est directement estimé à l’aide d’horloges digitales à
haute fréquence, dont le déclenchement et l’arrêt sont respectivement régis par l’émission, puis
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la réception de l’onde réfléchie. Cette propriété appuie la dénomination de temps de vol direct
souvent retenue pour qualifier ce procédé.
Mesure du décalage de phase (ou temps de vol indirect)
Une seconde approche pour l’estimation de la distance parcourue par une onde, s’appuie sur la
modulation continue de ce signal émis. Une onde modulée en amplitude est émise en direction
de l’objet observé, de telle sorte que le signal reçu après réflexion par la surface présentera une
amplitude modifiée, ainsi qu’un décalage de phase par rapport au signal émis. Le décalage de
phase ϕ, dont la détermination est possible par corrélation entre signal émis et signal réfléchi,
est lié à la distance parcourue par la relation d = c ϕ/2ω. La variable ω représente la fréquence
de modulation angulaire du signal émis, tandis que le facteur 1/2 traduit ici encore le trajet aller-
retour de l’onde.
Le principe ainsi dépeint est parfois qualifié de temps de vol indirect, étant donné que le temps
de trajet de l’onde (à travers la détermination de la distance) est indirectement estimé, ce calcul
faisant intervenir la mesure du décalage de phase. Les principes de mesure de distance par esti-
mation directe du temps de vol (a), et par estimation du décalage de phase sont synthétisés sur la
Figure 1.4. Des informations plus complètes relatives aux méthodes actives de mesure de distance
en général, selon le principe de la triangulation ou du temps de vol, pourront être consultées dans
les chapitres de livres [Beraldin et al., 2010] ou [Grussenmeyer et al., 2016].
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Figure 1.4 - Principe de mesure de la distance par observation (a) du temps de vol direct d’une
impulsion émise, et (b) du décalage de phase entre une onde modulée en amplitude émise et
l’onde réfléchie.
Technologies associées
Le principe de mesure par temps de vol, qu’il soit direct ou indirect, est essentiellement associé
à deux technologies : le lidar, et les caméras temps de vol. Ces technologies sont rapidement
introduites ici, tandis que leur application au sein d’instruments de mesure est abordée dans la
section 1.2 suivante.
Lidar La technologie lidar est une méthode active puisqu’elle possède sa propre source lumi-
neuse. Il s’agit la plupart du temps d’un faisceau de lumière cohérente, à savoir le laser, dont
la longueur d’onde appartient au domaine visible ou à celui de l’infrarouge. La technologie lidar
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peut être appliquée à des levés terrestres, statiques ou mobiles, lorsqu’elle est mise en œuvre par
des scanners laser 3D. Son emploi lors d’acquisitions aériennes est également fréquent.
L’acronyme lidar désigne en premier lieu la technologie de mesure, néanmoins par extension il
peut servir à désigner l’instrument de mesure qui s’appuie sur cette technologie, dans le cas de
levés aéroportés. Par opposition aux scanners laser terrestres, instruments employés de manière
statique, les scanners laser embarqués au sein de systèmes d’acquisition mobiles terrestres sont
parfois également qualifiés de lidars, par abus de langage.
Caméras temps de vol La technologie des caméras temps de vol est associée aux capteurs plus
couramment nommés caméras 3D ou caméras de profondeur, qui trouvent leurs principales appli-
cations dans le domaine de la robotique ou dans l’industrie. Les caméras 3D basées sur le principe
du temps de vol exploitent également les propriétés d’une source laser à l’image du lidar, ou d’une
source infrarouge sous forme de diodes. Le capteur imageur qui reçoit les ondes réfléchies par la
surface, constitue la distinction principale des caméras temps de vol par rapport au principe du
lidar. En effet, chaque pixel de ce capteur estime le temps de trajet de l’onde lumineuse, si bien
que chaque pixel est en mesure de fournir une information de distance. L’acquisition résulte en
une carte de profondeur de la scène observée, pouvant aisément être convertie sous forme de
nuage de points. Ainsi, à la différence du lidar qui fournit une information ponctuelle de distance
et nécessite un mécanisme de balayage afin de couvrir la scène, la technologie des caméras temps
de vol permet d’acquérir rapidement, à l’aide d’une unique émission et sans nécessité de dépla-
cement, une image de profondeur de la scène selon un champ de vision donné, dépendant du
capteur imageur.
À l’image de la technologie lidar, les caméras temps de vol peuvent s’appuyer à la fois sur le
principe du temps de vol direct, ou sur la modulation en amplitude de l’onde émise (temps de
vol indirect). Dans la pratique, pour des raisons de complexité de mise en œuvre et de coût, les
caméras 3D appliquant le temps de vol direct sont plus rares. Les systèmes 3D Flash Lidar, utilisés
dans les domaines de l’automobile et de l’aéronautique, appartiennent à cette catégorie. Néan-
moins, la majorité des caméras temps de vol présentes sur le marché s’appuient sur la modulation
en amplitude (Kinect v2, Swiss Ranger de PMD). Notons enfin pour conclure cette partie, que
le principe du temps de vol n’est pas le seul principe associé aux caméras 3D. Ainsi, le principe
de la triangulation active peut également être appliqué (à l’image du premier capteur Kinect de
Microsoft), permettant ici aussi l’acquisition d’une carte de profondeur de la scène en une acqui-
sition. Un motif composé de points lumineux est alors projeté, mettant en œuvre un principe qui
s’apparente à celui de la lumière structurée mentionnée plus tôt.
1.1.3 Synthèse
Afin de mettre à profit au mieux chaque technologie exploitée dans un projet de numérisation,
la connaissance des bénéfices mais aussi des limites imputables à chaque principe de mesure est
nécessaire. La Figure 1.5 donne un premier aperçu général, sans ordre de grandeur, de la relation
entre portée et incertitude de la mesure pour chaque principe envisagé.
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Figure 1.5 - Comparaison des principes de mesure 3D évoqués, en fonction de la portée attei-
gnable et de l’incertitude de la mesure fournie (sans ordre de grandeur).
Méthodes actives ou méthodes passives Le fait que les systèmes actifs possèdent leur propre
source d’illumination de la scène présente deux avantages principaux, quel que soit le principe
de mesure adopté :
— l’absence de texture sur des surfaces lisses n’est pas un frein à la reconstruction 3D.
À l’inverse, les méthodes passives qui s’appuient sur le traitement d’images auront des
difficultés à extraire des correspondances pertinentes dans de telles zones. Ces procédés
sont en effet sensibles à la texture de l’objet, qui influe la détection des points d’intérêt.
— quelles que soient les propriétés de la surface observée, le problème de mise en corres-
pondance est écarté pour les méthodes actives, dans la mesure où soit un unique faisceau
de lumière est émis, soit la structure du motif projeté est prédéfinie. En revanche, la mise
en correspondance des clichés reste une étape sensible pour l’imagerie passive, bien que
les algorithmes récents de traitement d’image en améliorent la performance.
Outre la texture de la surface observée qui est déterminante pour les méthodes passives, d’autres
propriétés propres à l’objet sont à considérer. Ainsi, la réflectivité de l’objet mais aussi sa couleur
(pour l’absorption du faisceau) auront davantage d’influence sur les méthodes actives que pas-
sives, le faisceau laser pouvant subir différents types de réflexions (diffusion, réflexion spéculaire,
absorption) en fonction de ces caractéristiques.
Pour ce qui est des données acquises, les méthodes actives fournissent instantanément la géo-
métrie de la surface de manière automatique, sans nécessité de post-traitement des données
brutes. Les efforts de calcul restent en revanche bien présents dans les méthodes passives, afin
de transformer l’information issue d’images en une donnée tridimensionnelle. Ce propos mérite
pour autant d’être nuancé, dans la mesure où les évolutions algorithmiques permettent une large
automatisation des traitements photogrammétriques dans les logiciels actuels. Aussi, la phase
d’acquisition des images requiert désormais davantage de compétences de l’utilisateur que la
phase de post-traitement.
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Enfin en matière d’ergonomie et de coût, les appareils photographiques et diverses caméras
employés dans les méthodes passives sont généralement plus avantageux que la plupart des so-
lutions actives. En outre, les systèmes basés sur les images sont appréciés notamment dans les
applications mobiles, rendant possible l’acquisition d’images à des fréquences élevées.
Comparaison des méthodes actives En ce qui concerne la triangulation active, il ressort que
l’emploi d’une source laser s’intègre plus aisément dans des dispositifs variés et portables (scan-
ners à main, bras de mesure) que ne le permet la lumière structurée. Les portées atteintes sont
plus importantes avec les dispositifs laser par triangulation, néanmoins le principe de lumière
structurée offre généralement de meilleures résolution et précision. La lumière structurée per-
met de couvrir plus rapidement des zones larges sans nécessité de déplacement mécanique, et
les données ainsi produites sont en moyenne moins bruitées car l’utilisation de lumière blanche
réduit la réflexion spéculaire associée aux lasers. Néanmoins les conditions d’éclairage doivent
être relativement constantes dans ce cas, car la lumière ambiante affecte la qualité de la mesure.
Comme évoqué lors de la description des principes de mesure, la triangulation active reste malgré
tout limitée à des portées courtes (généralement quelques mètres) et à des objets de petites
dimensions, en comparaison aux autres systèmes actifs. En vue de mesurer des structures larges
selon de longues portées, les dispositifs s’appuyant sur le temps de parcours d’une onde lumineuse
sont à privilégier. Parmi ces derniers, le principe du temps de vol direct permet d’atteindre des
portées plus importantes que l’observation du décalage de phase. Cependant, ce dernier principe
fournit des mesures généralement plus précises à une cadence plus élevée, étant donné qu’il n’est
pas affecté par les potentiels problèmes de synchronisation des horloges utiles à la mesure du
temps de parcours.
Pour les méthodes actives, le choix du principe de mesure (triangulation, temps de vol ou décalage
de phase) va donc principalement dépendre de la taille de l’objet à numériser, ainsi que de la
distance séparant l’objet de l’instrument si celle-ci est imposée. Un ordre de grandeur de ces
caractéristiques, ainsi qu’un aperçu des cas d’application de ces méthodes actives sont résumés
dans le Tableau 1.1.
1.2 Diversité des techniques de relevé
Les principes d’estimation de distance introduits dans la section précédente sont dans la pratique
appliqués au sein d’une grande variété d’instruments et de dispositifs de mesure. Dans les
paragraphes qui suivent, ces dispositifs ont été classés en premier lieu selon l’échelle du projet
à numériser. Les évolutions technologiques permanentes ont un impact évident sur les perfor-
mances et les types d’instruments de mesure présents sur le marché à un instant donné, rendant
ambitieux l’établissement d’un aperçu exhaustif. En outre, afin d’éviter de faire de cette section
un catalogue d’instruments, seuls quelques exemples de solutions commerciales actuelles jugés
pertinents sont mentionnés par la suite. Pour ce qui est des techniques actives de mesure, un état
de l’art récent est disponible dans [Boardman et Bryan, 2018], couvrant un grand nombre d’ins-
truments couramment employés dans la littérature ainsi que quelques nouveautés dernièrement
sorties sur le marché.
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Principe et système de mesure Champs d’application
Précision
moyenne
(mm)
Portée
moyenne
(m)
Tr
ia
n
gu
la
ti
on
ac
ti
ve
Système fixe, monté
sur un bras ou un
tripode
Numérisation de petits objets < 1 0,1 - 3
Scanner à main Numérisation de petits objets ~1 ~0,3
Système mobile Utilisation en intérieur 1 - 30 < 20
Te
m
ps
de
vo
ld
ir
ec
t
Terrestre statique
Analyse et modélisation
d’environnements bâtis
intérieurs / extérieurs
1 - 6 0,5 - 1000
Terrestre mobile
Analyse et modélisation
d’environnements urbains
10 - 50 10 - 200
Aéroporté (drones)
Cartographie et modélisation
de zones inaccessibles
(toitures) et de sites
archéologiques
20 - 200 10 - 125
Aérien
Inspection et cartographie de
zones étendues
50 - 300 100 - 3500
D
éc
al
ag
e
de
ph
as
e
Terrestre
Analyse et modélisation
d’environnements bâtis
intérieurs / extérieurs
2 - 10 1 - 300
Tableau 1.1 - Champ d’application, portée et précision caractéristiques des systèmes de mesure
actifs (inspiré de [Boardman et Bryan, 2018]).
1.2.1 Levés de zones étendues
L’acquisition de mesures de distances dans des zones vastes, où les portées de mesure sont im-
portantes, peut être abordée de deux manières :
— à l’aide de dispositifs statiques, à déplacer au fur et à mesure de la numérisation du site ;
— à l’aide de dispositifs mobiles, où les capteurs de mesure sont embarqués sur des plate-
formes en mouvement.
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Systèmes statiques
Instruments empruntés à la géodésie et à la topographie Lorsqu’un nombre limité de points
représentatifs (coins, jonctions, etc.) est suffisant pour figurer la scène à évaluer, l’utilisation de
distancemètres ou de stations totales est envisageable. Dans ce cas, le choix du nombre stric-
tement nécessaire et de la situation des points d’intérêt à relever est dicté par l’interprétation
de l’opérateur, comme dans le cas d’un simple levé de façade par exemple. Les stations totales
mesurent des angles verticaux et horizontaux ainsi que des distances, transformés en coordon-
nées cartésiennes. Les observations effectuées sont utiles non seulement à la réalisation de levés
de détails, mais aussi à l’établissement de réseaux de stations sous la forme de cheminements
polygonaux. Ces derniers peuvent être rattachés ou non à un système global, en fonction de la
présence de références. L’obtention de coordonnées de référence connues dans un datum en par-
ticulier est possible grâce aux systèmes de localisation par satellites, ou GNSS (Global Navigation
Satellite System).
Ces outils de mesure servent à l’acquisition de données ponctuelles éparses, mais elles ne per-
mettent pas à elles seules d’entreprendre des levés denses pour la numérisation de grande am-
pleur. Leur mention dans cette section se justifie cependant par le fait qu’il s’agit de méthodes
complémentaires, souvent employées dans les projets de numérisation lorsqu’il est nécessaire de
référencer les données dans un système particulier, ou pour effectuer des mesures de contrôle.
Lasergrammétrie terrestre Lorsqu’il est mis en œuvre de manière statique, le scanner laser
terrestre est généralement placé sur un trépied, à l’image de la station totale. Il s’agit de l’ins-
trumentation statique associée à la technologie lidar évoquée plus haut, fonctionnant selon le
principe d’un télémètre. L’acquisition de données denses depuis une unique station est rendue
possible par la mise en rotation de son boîtier. Le faisceau laser est dévié par un miroir rotatif
qui va permettre de propager le faisceau selon une ligne de numérisation. La double rotation
(du miroir selon un axe horizontal, et du corps de l’instrument selon un axe vertical) permet un
balayage complet de la scène par le faisceau laser. Celui-ci livre finalement un jeu de mesures
de distances, auxquelles sont associés deux angles (angle horizontal et angle vertical). Le pas-
sage de ces coordonnées sphériques, rattachées au centre du système rotatif pris comme origine
des mesures, en coordonnées cartésiennes, aboutit à la génération d’un nuage de points dense
pouvant compter plusieurs milliers de points.
L’acquisition de données 3D denses est possible de manière rapide et automatique grâce à la
lasergrammétrie terrestre, aussi l’application de cette technique est très répandue dans de nom-
breux domaines scientifiques. Néanmoins lorsque sa mise en œuvre est statique, une unique
station de numérisation suffit rarement à couvrir l’intégralité de la scène, en fonction de la com-
plexité et de l’étendue de sa géométrie. Les stations successives effectuées livrent autant de nuages
de points individuels, dont les coordonnées sont exprimées dans des systèmes indépendants et
qui nécessitent d’être regroupés, dans une étape nommée consolidation (voir Chapitre 3).
Le scanner laser terrestre applique l’un des principes de mesure décrits dans la section précédente,
à l’issue de laquelle leurs avantages et inconvénients ont également été mis en avant. Quelques
caractéristiques techniques sont partagées par l’ensemble des instruments appliquant la technolo-
gie lidar (scanners laser 3D statiques ou mobiles), qui livrent certaines données supplémentaires
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(a) (b) (c)
Figure 1.6 - Exemples de scanners laser terrestres utilisés lors des acquisitions relatives à ces
travaux de thèse : (a) FARO Focus3D X330 (temps de vol direct), (b) Leica ScanStation C10
(décalage de phase), et (c) Trimble TX8 (temps de vol, selon une technologie mixte propre au
constructeur) 2.
en complément du nuage de points :
Les caractéristiques techniques d’un scanner laser 3D sont liées d’une part au faisceau la-
ser employé (taille de l’empreinte laser à une distance donnée, portées minimale et maxi-
male), mais aussi à sa composante mécanique. Ces informations sont en principe fournies
par le constructeur, et varient d’un instrument à l’autre. On peut ainsi citer : (i) la portée ;
(ii) la cadence d’acquisition, qui indique le nombre de mesures de distance effectuées
par seconde ; (iii) le champ de vision, qui définit les plages angulaires dans lesquelles le
scanner fournit des données ; (iv) la résolution angulaire, qui qualifie le plus petit dépla-
cement angulaire du faisceau laser opéré par l’instrument, et dont dépend la résolution
spatiale ; (v) la précision de mesure angulaire, ainsi que la précision de mesure de la
distance.
Les données complémentaires du nuage de points fournies par un scanner laser sont des in-
formations 2D, qui contiennent pour chaque position une information de distance ou une
information radiométrique. Il s’agit de l’image de profondeur et de l’image d’intensité,
sur lesquelles à chaque pixel est associée respectivement une distance ou une valeur d’in-
tensité. Cette dernière est représentative de la magnitude de l’impulsion laser renvoyée
par la surface. Dans le cas du scanner laser terrestre qui mesure selon des coordonnées
sphériques, les images de profondeur et d’intensité sont des matrices dont la trame est
définie par les angles horizontaux et verticaux.
Notons enfin qu’un certain nombre de scanners laser, terrestres notamment, sont équipés d’une
caméra permettant d’associer à chaque point du nuage une information colorimétrique. Lorsque
tel n’est pas le cas, l’acquisition d’un nuage de points colorisé est tout de même possible par com-
binaison d’une caméra externe avec le système de mesure. Les systèmes d’imagerie sphérique,
permettant l’acquisition d’images panoramiques à l’aide d’un montage de plusieurs capteurs
optiques, peuvent être appliqués dans ce cas. Certains dispositifs produisant des images pano-
ramiques sont également montables sur des véhicules, offrant des solutions d’imagerie mobile
pouvant être associées aux techniques mobiles présentées dans le paragraphe suivant.
2. Sources des images : FARO, Leica, et Trimble
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Systèmes mobiles
Dans le cas de la numérisation à grande échelle, lorsqu’une précision élevée et une forte densité
ne sont pas essentielles, les systèmes d’acquisition mobiles sont plus adaptés car ils offrent un gain
de temps non négligeable en comparaison avec les solutions statiques. Initialement dédiés à la
cartographie d’environnements urbains et aux levés en extérieur, les systèmes mobiles terrestres
se sont aujourd’hui étendus au cadre de la numérisation d’environnements bâtis en intérieur.
Les acquisitions mobiles aéroportées sont également brièvement évoquées, étant donné qu’elles
peuvent fournir des données intéressantes relatives aux façades des bâtiments.
Systèmes d’acquisition mobiles terrestres Le principe du balayage laser peut être envisagé de
manière dynamique lorsqu’un scanner laser (la plupart du temps rotatif, de manière unidirection-
nelle ou bidirectionnelle) est embarqué à bord d’un dispositif mobile. Le scanner laser constitue le
système de perception, pouvant être complété par d’autres capteurs optiques (caméras, stéréo-
caméras, etc.). Une seconde composante est essentielle au fonctionnement des dispositifs mobiles,
à savoir le système de localisation. Nécessaire à l’estimation de la trajectoire du mobile, celui-ci
est composé généralement d’un système de positionnement par satellites (GNSS) associé à une
centrale inertielle (IMU, Inertial Measurement Unit), et peut appliquer de surcroît le principe de
l’odométrie visuelle. Un certain nombre de dispositifs dédiés à la cartographie mobile en extérieur
sont présentés à travers le récent état de l’art dressé par [Vallet et Mallet, 2016]. Les auteurs y
détaillent également les capteurs embarqués, ainsi que les méthodes de géoréférencement.
Dans le cas d’environnements intérieurs complexes, le développement plus récent de systèmes
de cartographie mobile en intérieur (IMMS, Indoor Mobile Mapping Systems) offre de nom-
breuses pistes d’applications, à l’heure notamment de l’émergence de la maquette numérique (ou
BIM, pour Building Information Model). Outre la rapidité d’acquisition en comparaison avec les
méthodes statiques, ils permettent de s’affranchir du recalage des données en post-traitement,
et de réduire les zones masquées dans les nuages acquis en facilitant l’accès à certaines zones
de géométrie complexe. L’absence de signal nécessaire au fonctionnement du GNSS en intérieur
implique l’emploi d’autres stratégies pour la localisation des mobiles, empruntées notamment à
la robotique. Aussi, des méthodes davantage basées sur la vision sont appliquées, faisant appel
aux algorithmes de localisation et cartographie simultanées, principe connu en anglais sous le
nom de SLAM (Simultaneous Localization And Mapping) [Durrant-Whyte et Bailey, 2006]. Une
première estimation de la trajectoire est la plupart du temps fournie par une centrale inertielle.
L’affinage de la trajectoire s’appuie ensuite souvent sur la donnée acquise, c’est-à-dire sur le nuage
de points ainsi qu’éventuellement sur des images sphériques. Un processus itératif de recalage en
temps réel est mis en place, qui fournit des résultats optimaux lorsque le mobile revient sur sa
position de départ afin de former une boucle.
Les plateformes généralement retenues pour la cartographie mobile sont :
— des véhicules, en extérieur [Mezian et al., 2016] ;
— des chariots poussés par un utilisateur, en intérieur (Figure 1.7a) ;
— des robots autonomes pour la numérisation d’environnements intérieurs inconnus : [Adan
et al., 2019] proposent un état de l’art des systèmes les plus récents dans ce domaine. Le
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déplacement autonome du mobile est assuré par des capteurs de vision et des algorithmes
de prédiction de la trajectoire, s’appuyant sur la création de grilles d’occupation de l’espace
en temps réel afin d’estimer la meilleure position à suivre (NBV ou Next Best View).
Pour améliorer l’ergonomie et offrir davantage d’aisance de déplacement, des solutions mobiles
transportées par l’utilisateur ont fait leur apparition sur le marché. Elles se présentent alors
sous la forme :
— d’un scanner laser portatif (Figure 1.7b), tenu à la main ;
— d’un sac à dos porté par l’utilisateur (Figure 1.7c).
(a) (b) (c)
Figure 1.7 - Solutions d’acquisition mobiles en intérieur et extérieur : (a) iMS3D de Viametris
(relevés intérieurs), (b) ZEB-REVO de GeoSLAM (relevés intérieurs et extérieurs), et (c) Leica
Pegasus Backpack (relevés intérieurs et extérieurs) 3.
Un aperçu plus complet des principaux systèmes mobiles actuellement utilisés pour les levés en
intérieur est possible grâce aux états de l’art respectifs de [Karam et al., 2018] et [Maboudi et al.,
2018]. Les travaux de [Thomson et al., 2013] mettent en place l’iMMS de Viametris pour des re-
levés en intérieur, tandis que [Maboudi et al., 2018] présentent une évaluation de la version plus
récente de cet instrument (iMS3D, vu sur la Figure 1.7a). Les articles de [Nocerino et al., 2017]
et [Tucci et al., 2018] proposent une évaluation des systèmes vus sur les Figures 1.7b et 1.7c,
pour des levés en intérieur et en extérieur. L’un des avantages imputable aux solutions d’acquisi-
tion mobiles est la possibilité, dans la plupart des cas, de visualiser en temps réel les acquisitions
effectuées et ainsi la couverture assurée par les données. Notons cependant que la précision of-
ferte par les systèmes mobiles est en moyenne centimétrique, tel qu’appuyé par les résultats des
travaux susmentionnés, tandis que la précision à attendre d’un levé lasergrammétrique statique
est généralement millimétrique. Aussi, les solutions mobiles sont à privilégier en vue d’un gain
de temps, tout en considérant ces différences de précision.
Systèmes d’acquisition mobiles aéroportés Lorsque la zone géographique à numériser dé-
passe une certaine échelle, le vecteur de déplacement du système de mesure peut devenir aérien,
3. Sources des images : Viametris, Geoslam, et Leica
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l’unité d’acquisition prenant place à bord d’un aéronef. Historiquement, de tels levés ont été initiés
par l’acquisition de clichés dédiés à la photogrammétrie, à l’aide de chambres de prise de vues
embarquées. La cartographie, la réalisation de modèles numériques de terrain ou d’orthophoto-
graphies ont été facilitées par cette approche. Par la suite, des scanners laser (technologie lidar)
ont pris place à bord des aéronefs, permettant l’acquisition directe de nuages de points denses sur
de vastes zones. À l’image des systèmes mobiles terrestres, la connaissance de la trajectoire est
nécessaire à l’acquisition des données de manière continue. La trajectoire de vol est restituée à
l’aide de données GNSS servant à la détermination de la position, tandis qu’une centrale inertielle
est nécessaire pour corriger les angles d’attitude de la plateforme. Notons enfin que le principe
de mesure basé sur le temps de vol direct est dominant dans le domaine de la lasergrammétrie
aéroportée. Les portées que cette méthode permet d’atteindre sont en effet plus en adéquation
avec les altitudes de vol auxquelles les instruments sont employés. Le principe d’une acquisition
laser aéroportée est schématisé sur la Figure 1.8a.
GNSS
Scanner
laser
z y
x
z y
x
Station GPS 
ﬁxe
Centrale
inertielle z y
x
z y
x
(a) (b)
Figure 1.8 - (a) Principe de l’acquisition lasergrammétrique aéroportée (inspiré de [Beraldin
et al., 2010]), et (b) drone embarquant une caméra (crédit photo : A. Murtiyoso).
Au cours des dernières années, la démocratisation de l’utilisation des drones pour l’acquisition
d’images et de vidéos commerciales ou grand public s’est transmise au domaine de la reconstruc-
tion 3D (Figure 1.8b). Ceci est devenu envisageable du fait du montage sur ces plateformes légères
de capteurs optiques plus résolus. Les prises de vues (images ou vidéos séquencées) acquises grâce
à ce type de plateforme, selon un plan de vol prédéfini, sont ensuite transformées en données 3D
selon le principe de la photogrammétrie, à l’aide de logiciels de traitement appliquant des al-
gorithmes de SfM. L’efficacité de ces approches pour les levés de façades et d’environnements
extérieurs a été démontrée à de nombreuses reprises dans la littérature [Murtiyoso et Grussen-
meyer, 2017]. Du fait de la miniaturisation des capteurs appliquant la technologie lidar, certains
d’entre eux peuvent désormais prendre place à bord des drones. Les principaux avantages sont
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notamment la réduction des coûts liés au vol, ainsi que l’accès à des zones plus difficiles.
L’absence de données GNSS en intérieur, qui rend le pilotage des drones complexe dans ce cas
de figure, limite pour l’instant leur utilisation à des environnements extérieurs. Néanmoins, les
travaux de [Kumar et al., 2017] relatifs à la navigation des drones en intérieur, laissent à penser
que la numérisation d’environnements intérieurs par ce biais pourraient devenir envisageables au
fil des évolutions à venir. Ces travaux s’appuient sur l’utilisation de données laser et d’algorithmes
de localisation et cartographie simultanées (SLAM).
1.2.2 Levés à courte portée
Les levés réalisés avec une courte portée s’attachent généralement à la numérisation de zones
de détails, allant d’objets séparés à des parties remarquables de bâtiments dont le volume est
restreint. Quelques outils à faible coût, parfois détournés de leur utilisation d’origine, peuvent
également être cités dans cette catégorie.
Levés de détails
La photogrammétrie architecturale (ou photogrammétrie rapprochée) est particulièrement
bien adaptée à la reconstruction de façades de bâtiments, de zones détaillées appartenant à ces
façades, ou aux environnements intérieurs. En fonction de l’appareil photographique utilisé ainsi
que de la qualité des clichés (images nettes, recouvrement de l’objet sur l’image, etc.), une pré-
cision millimétrique des nuages de points denses peut être obtenue [Murtiyoso et Grussenmeyer,
2017].
Scanners à main Lors de vastes projets de numérisation, le risque que certaines zones soient
difficilement accessibles par le faisceau du scanner laser terrestre ou mobile n’est jamais exclu.
En vue de compléter les zones masquées ou manquantes, ou d’acquérir une géométrie intéres-
sante de manière plus détaillée, les scanners à main (Figure 1.9a) peuvent être utilisés [Lachat
et al., 2017c]. Ils mettent en œuvre le principe de triangulation (source laser ou lumière struc-
turée), et leur principal avantage repose sur leur flexibilité d’utilisation. L’acquisition s’effectue
par balayage de la surface considérée, rendu possible par le déplacement manuel du capteur de
manière rigoureuse. Aussi, le principe de balayage n’est pas automatique comme dans le cas d’un
scanner laser terrestre, mais réalisé par l’opérateur qui choisit les zones d’intérêt. Dans la plupart
des cas, l’opérateur a la possibilité de suivre en temps réel la reconstruction des zones balayées,
afin de guider le déroulement de son acquisition.
Métrologie Bien que l’utilisation d’instruments de très haute précision soit plus restreinte dans
le cadre de la numérisation du patrimoine, la qualité des données qu’ils produisent peut s’avérer
intéressante pour la numérisation de petite statuaire ou de pièces archéologiques. Sous l’expres-
sion Machine de Mesure Tridimensionnelle (MMT) sont regroupés des instruments essentielle-
ment dédiés au domaine de la métrologie (industrielle notamment). Avec une précision de me-
sure submillimétrique, les bras de mesure (Figure 1.9b) sont utilisés lorsqu’une représentation
hautement fidèle d’un objet est requise, sous la forme d’un nuage de points très dense. Le bras
articulé sert à estimer les poses successives de la tête de numérisation, qui émet un faisceau laser
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(généralement une ligne laser) et détermine la distance par triangulation. La grande précision
qu’ils offrent permet notamment d’acquérir des données de référence, lorsque le résultat fourni
par une autre méthode de numérisation doit être comparé à la réalité terrain (voir Chapitre 2,
sous-section 2.3.1). En revanche, ces outils onéreux et difficilement déplaçables sont utilisables
essentiellement lorsqu’il s’agit de numériser des objets ayant des volumes de quelques cm3 à m3.
Notons que certains dispositifs statiques utilisant la lumière structurée permettent également des
inspections submillimétriques.
(a) (b)
Figure 1.9 - Exemples d’instruments de mesure pour des portées courtes, utilisés dans le cadre
de ces travaux de thèse : (a) scanner à main FARO Freestyle3D X, et (b) bras de mesure FARO
Edge 4.
Instruments à faible coût
Initialement réservée au domaine industriel (métrologie) ainsi qu’aux spécialistes de la mesure,
la pratique de la numérisation 3D s’est largement démocratisée à un public non expert, qui en
fait usage dans des applications à vocation professionnelle ou de loisirs. Les avancées en matière
d’impression 3D ont également porté le développement de stratégies de numérisation 3D présen-
tant des prix abordables, et simples de prise en main. Ces dernières sont généralement limitées à
de courtes portées.
Scanners à main grand public et dispositifs statiques Un nombre croissant de scanners à
main destinés essentiellement au grand public permettent la numérisation de petits objets à des
prix abordables, dans l’optique éventuelle de les imprimer en 3D. Le principe de la triangulation
y est généralement appliqué, par projection de motifs infrarouges (plus rarement laser) ou par
lumière structurée. Au-delà des faibles dépenses engendrées, la qualité des mesures effectuées
reste discutable en vue de leur implication dans un projet de numérisation. Ces scanners à main
sont flexibles en matière de déplacements, néanmoins des dispositifs statiques existent également
sur le marché. Dans ce cas, ils peuvent parfois être munis d’un plateau tournant sur lequel pla-
cer l’objet, si bien que ces systèmes sont limités à la numérisation d’éléments non solidaires d’un
4. Source des images : FARO
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ensemble plus vaste. L’exemple du système DAVID Laserscanner peut être cité, bien que la tech-
nologie ait été rachetée par Hewlett Packard et ne soit de ce fait plus commercialisée sous ce
nom (Figure 1.10a). L’engouement actuel pour l’impression 3D et pour ces systèmes se traduit
par l’existence de nombreux sites Internet, proposant des comparatifs de ces outils en matière de
coût, de technologie et d’aisance à l’utilisation.
Caméras de profondeur Parmi ces systèmes low-cost, les caméras RGB-D constituent égale-
ment des solutions peu onéreuses aboutissant à l’acquisition de cartes de profondeur transfor-
mables en nuages de points, voire parfois directement de maillages. Citons par exemple ici le
capteur de jeu Kinect commercialisé par Microsoft (Figure 1.10b), dont l’utilisation première a
été détournée dans de nombreux projets pour en faire soit un outil de numérisation [Lachat et al.,
2015b] (voir Chapitre 2, sous-section 2.3.2), soit un outil de visualisation en robotique mobile
[Mittet, 2015]. La notion de faible coût peut être nuancée pour cette catégorie de capteurs, leur
prix pouvant varier de manière assez significative en fonction du principe de mesure adopté (ca-
méras temps de vol, ou appliquant la triangulation).
(a) (b) (c)
Figure 1.10 - Exemples de capteurs low-cost utilisables pour des numérisations à courte portée :
(a) Scanner HP Pro S3 à lumière structurée (remplace le David Laserscanner), (b) caméra 3D
Kinect v2 (Microsoft), et (c) capteur Structure (Occipital) monté sur une tablette 5.
Autres outils abordables Des solutions également plutôt destinées au grand public ont été
proposées au cours des dernières années, tirant profit de capteurs de profondeur miniaturisés :
tel est le cas du projet Tango développé par Google, ou du capteur Structure (Figure 1.10c) de la
compagnie Occipital. Tandis que le capteur Structure est un outil à part entière qui s’adapte sur
une tablette ou un smartphone, le projet Tango avait été conçu dès 2014 comme une application
fonctionnant sur certaines tablettes dotées des capteurs nécessaires. Cette solution permettait
entre autres fonctionnalités la numérisation d’environnements intérieurs, présentant des intérêts
pour le domaine de la construction notamment. Le projet a cependant été abandonné par Google
en 2018, qui se tourne désormais davantage vers des applications de réalité augmentée. Le capteur
Structure, qui utilise le principe de la triangulation grâce à la lumière structurée, est toujours
présent sur le marché dans une nouvelle version améliorée permettant de l’embarquer à bord
de plateformes mobiles (robot, drones, etc.). Enfin, si l’on considère le fait que certains logiciels
de reconstruction 3D à partir d’images sont gratuits, et étant donné les prix abordables des
5. Sources des images : HP 3D Scan, Microsoft Developer, et Structure by Occipital
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appareils photographiques, l’approche photogrammétrique peut être sous certaines conditions
classée parmi les solutions à faible coût.
1.2.3 Caractéristiques du nuage de points
Les techniques de relevé précédemment évoquées fournissent généralement l’un des deux types
de données suivants :
— soit une carte de profondeur, qui associe à chaque position spatiale (x , y) une informa-
tion z de profondeur,
— soit un ensemble de coordonnées sphériques, ou directement de coordonnées carté-
siennes.
Quelle que soit l’information brute recueillie, une transformation simple des cartes de profon-
deur ou des coordonnées sphériques aboutit à l’obtention d’une liste de coordonnées (X , Y, Z),
qui forment dans un espace cartésien tridimensionnel un nuage de points. C’est cette dernière
représentation qui est retenue pour la majorité des traitements et applications qui découlent de
l’acquisition. Le nuage de points constitue une représentation discrète de la géométrie d’une
surface, dont il offre un certain échantillonnage. En fonction de la technique de relevé employée,
ainsi que des conditions d’acquisition, les propriétés de cette donnée brute peuvent varier selon
certains critères, résumés ici. Les solutions d’homogénéisation et de filtrage des nuages de points
sont également brièvement évoquées.
Une autre particularité du nuage de points, à prendre en compte lorsque des données proviennent
de plusieurs sources, est le format numérique dans lequel il est enregistré. Les formats les plus
courants sont présentés dans l’Annexe B.
Propriétés géométriques et défauts du nuage de points brut
Densité du nuage La densité correspond à la distribution des points qui échantillonnent la sur-
face numérisée, et peut être déterminée en fonction du nombre de points contenus dans une
unité de volume donnée. Bien que l’échantillonnage des cartes de profondeur et la trame d’ac-
quisition des coordonnées sphériques soient tous deux réguliers, après passage en coordonnées
cartésiennes, la densité de points est généralement variable au sein d’un même nuage. Elle dépend
de plusieurs facteurs, principalement :
liés à l’instrument : la résolution du capteur (angulaire pour les scanners laser rotatifs,
spatiale pour les scanners à main ou caméras 3D, résolution du capteur optique pour les
appareils photographiques) va influer sur l’espacement entre les points acquis ou recons-
truits.
liés à la configuration du levé : le pas choisi par l’utilisateur (lorsque celui-ci est configu-
rable, avec un scanner laser par exemple), la distance à l’objet ainsi que l’angle d’inci-
dence, ou encore le niveau de densification retenu (cas de la photogrammétrie à l’aide
d’algorithmes de SfM), sont autant de facteurs qui vont faire varier la densité du nuage
de points brut.
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L’anisotropie du nuage de points désigne un échantillonnage non uniforme, caractérisé par une
diminution quadratique de la densité des points lorsque la distance au capteur augmente. Cette
distribution particulière affecte principalement les nuages acquis par lasergrammétrie mobile ou
terrestre, en extérieur ou dans de vastes espaces. Notons également que lorsqu’un nuage de points
est constitué de plusieurs acquisitions individuelles brutes qui ont été assemblées, un nombre
grandissant de nuages superposés au niveau d’une même zone de recouvrement va par défi-
nition faire augmenter la densité. Dans les zones de recouvrement, la densité est ainsi fonction
du nombre de stations de numérisation possédant cette vue commune (cas du scanner laser ter-
restre), ou du nombre de balayages effectués sur la surface (cas des acquisitions dynamiques).
Voisinage d’un point Le voisinage d’un point dépend directement de la densité du nuage, et
il permet de décrire localement la géométrie de la surface, par détermination de normales no-
tamment. Le voisinage d’un point p peut être défini : (i) en considérant un nombre k de points
les plus proches selon une certaine métrique, généralement une distance euclidienne (définition
connue sous le nom de méthode des plus proches voisins) ; (ii) en considérant l’ensemble des
points contenus dans une sphère d’un rayon donné comme étant les voisins du point p.
Masques et occlusions L’objectif d’une numérisation est d’assurer une couverture maximale
de la zone d’intérêt. Cependant, lorsque des objets naturellement présents dans la scène s’inter-
calent entre l’instrument de mesure et la scène observée, des occlusions peuvent être présentes
dans un nuage de points brut. Ces observations sont particulièrement vraies dans les environne-
ments intérieurs et encombrés. La multiplication des stations de numérisation en lasergrammé-
trie terrestre, ou des angles et points de vue lors d’acquisitions dynamiques (scanner à main par
exemple) permet de réduire ce phénomène. Néanmoins certaines zones complexes ou difficile-
ment atteignables seront absentes des nuages de points. Notons également qu’avec le principe de
triangulation, des masques peuvent apparaître lorsque l’objet n’est pas visible conjointement par
la source d’illumination et par le capteur optique.
Bruit de mesure Caractériser le bruit de mesure qui affecte un nuage de points brut est une
tâche ambitieuse car les facteurs externes et internes qui influencent la mesure sont nombreux.
Le bruit est en effet fonction à la fois de l’instrument employé et de sa calibration, mais également
de facteurs propres à l’objet ou à l’environnement. La littérature permet de lister les différentes
sources d’incertitudes qui affectent la mesure, variables d’une technique de relevé à l’autre. Une
analyse plus détaillée de ces sources d’erreurs est proposée dans le Chapitre 2 dédié à l’analyse
qualitative des données brutes, dans la section 2.1.2.
Phénomène de « double peau » Dans le cadre d’acquisitions mobiles ou dynamiques, des pro-
blèmes de superposition des données acquises en temps réel peuvent apparaître au niveau de
leurs zones de recouvrement. Ces effets négatifs sont imputables à une mauvaise calibration des
systèmes ou à un défaut dans les algorithmes de recalage instantané des informations successives,
menant à un phénomène qualifié de « double peau » du fait de l’espacement perceptible entre les
surfaces normalement superposées. Cet effet indésirable a notamment été observé lors de cer-
taines acquisitions effectuées à l’aide du scanner à main Freestyle3D X, tel que montré dans
[Lachat et al., 2017c] (voir la Figure 7 de l’article consultable en Annexe A.3).
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Notons enfin que dans le cadre d’acquisitions statiques, des problèmes de double peau peuvent
apparaître suite au recalage entre eux des nuages de points individuels, bien que le nuage de
points recalé ne constitue plus une donnée brute dans ce cas. Outre les variations de densité, les
zones de recouvrement entre données individuelles sont donc également le lieux de potentiels
défauts liés au recalage, dont il sera question plus en détails dans la suite de ce manuscrit.
L’ensemble des défauts observables pour un nuage de points brut sont résumés sur la Figure 1.11,
reprise de l’article de [Berger et al., 2017].
a) Courbe de référence b) Echantillonnage non uniforme
c) Donnée bruitée d) Présence d'observations aberrantes
e) Eﬀet de double peau
    (défaut d'alignement)
f) Observations manquantes
(présence de masques ou d'occlusions)
Figure 1.11 - Différents types de défauts pouvant affecter un nuage de points, représentés sur
l’exemple d’une courbe en 2D (inspiré de [Berger et al., 2017]).
Solutions pour l’homogénéisation et le filtrage des nuages de points
Rééchantillonnage Les différences de densité au sein d’un même nuage de points génèrent
un échantillonnage irrégulier des points. Cette hétérogénéité peut fausser l’interprétation de la
structure de la scène, et ainsi rendre moins efficaces certains traitements à appliquer par la suite.
Procéder à un rééchantillonnage du nuage de points permet non seulement de le décimer et
donc de réduire son poids, mais également d’atténuer les changements de densité en modifiant
artificiellement l’espacement entre les points. De ce fait, les données brutes sont souvent rééchan-
tillonnées assez tôt dans la chaîne de traitement, en vue d’aider à améliorer la performance des
éventuelles étapes à suivre (ajustement et extraction de primitives, recalage, ou modélisation de
surfaces). Les approches les plus communes sont le rééchantillonnage spatial (diminution du
nombre de points selon une trame constante), ou le rééchantillonnage aléatoire (conservation
d’un certain pourcentage de points choisis aléatoirement). Néanmoins, des approches plus adap-
tées à certains traitements en particulier sont proposées dans la littérature, citons notamment
[Glira et al., 2015] ou [Puttonen et al., 2013].
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Filtrage Le filtrage a pour but de lisser certains défauts du nuage de points tels que le bruit
de mesure, ou encore les doubles peaux observables dans un nuage de points brut ou issu du
recalage de plusieurs entités individuelles. Ces défauts peuvent notamment affecter le processus
de modélisation, ou encore la réalisation de coupes dans les nuages. Outre le filtrage en fonc-
tion de l’intensité, courant lorsque cette information est disponible, l’article de [Han et al., 2017]
propose un état de l’art récent des méthodes de filtrage de nuages de points, qui ne seront pas
détaillées dans ce paragraphe. Dans le cas plus particulier d’acquisitions réalisées à l’aide de mé-
thodes actives utilisant une source laser pour la mesure, les travaux de [Weinmann, 2016] font
état de méthodes de filtrage spécifiques, basées sur la qualité individuelle des points du nuage.
L’information de qualité attribuée à chaque point est définie sur la base de son voisinage dans la
carte de profondeur associée au nuage, et dépend soit d’un critère de planéité locale (fonction
de l’angle d’incidence), soit d’un critère de fiabilité de la mesure (fonction du bruit et des me-
sures erronées, au niveau des arêtes notamment). Ces informations sont ainsi consignées dans
des cartes de confiance des données. Ces dernières interviennent dans un processus de recalage
basé sur les cartes de profondeur des nuages, en amont de la détection des points d’intérêt 2D
afin d’établir des correspondances fiables.
1.2.4 Synthèse
Acquisition de nuages de points denses
Les nuages de points issus des différentes techniques de relevé mentionnées sont des représen-
tations discontinues d’une scène observée, suivant des trames régulières (scanner laser) ou non
(reconstruction photogrammétrique). Ils constituent des grands volumes de données couvrant des
surfaces entières plus ou moins étendues. À la différence des levés ponctuels de points caractéris-
tiques sélectionnés par tachéométrie, la mesure de chaque point n’est pas guidée par l’opérateur
car l’acquisition est automatique. Aussi, des étapes de traitement du nuage de points brut sont
nécessaires pour interpréter et rendre compréhensible la scène, à travers un processus de séman-
tisation. La réflexion entre information strictement nécessaire et volume de données acquis est
ainsi à considérer (voir Chapitre 3, sous-section 3.1.1).
Lasergrammétrie versus photogrammétrie
La lasergrammétrie terrestre et la photogrammétrie terrestre représentent de loin les deux tech-
niques de relevé les plus répandues dans le cadre de la numérisation du patrimoine bâti, les autres
techniques (scanners à main par exemple) intervenant davantage en tant que compléments. Aussi,
comparer ces deux techniques afin de mettre en évidence leurs différences ainsi que les opportu-
nités offertes par chacune d’elles est intéressant. Une comparaison plus générale des avantages
et inconvénients propres aux méthodes actives et passives, dont chacune des deux techniques est
une représentante, a d’ores et déjà été établie dans la synthèse de la précédente section au 1.1.3.
Cette comparaison-ci se veut plus axée sur les caractéristiques d’application.
Les nombreux développements technologiques connus par la lasergrammétrie (au sens des scan-
ners laser, quel que soit leur principe de mesure) au cours des dernières décennies ont permis
de rendre cette méthode plus compétitive en matière de résultats produits. En outre, son utilisa-
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tion peut sembler de prime abord plus accessible, bien que la mise en œuvre concrète des levés
nécessite quelques règles (voir Chapitre 3). Cependant, l’évolution des recherches liées à la re-
construction 3D à partir d’images au cours des dernières années rend cette approche attractive,
du fait des faibles coûts engendrés et de l’augmentation de l’automatisation des processus. Bien
que des connaissances techniques soient préférables en vue d’obtenir des levés complets et de
grande précision, la photogrammétrie reste une approche compétitive qui tend à se démocratiser
rapidement [Remondino et al., 2014]. Les auteurs évoquent également dans cet article les avan-
tages et inconvénients propres à chaque technique, en rappelant que le choix entre les deux reste
souvent lié aux besoins du projet, au budget alloué ainsi qu’à l’expérience des opérateurs. Des
études comparatives entre photogrammétrie et lasergrammétrie selon différents points de vue
sont naturellement présentes dans la littérature, et [Ramos et Remondino, 2015] en dressent un
résumé.
Complémentarité des méthodes de relevé
En fonction des caractéristiques de la donnée produite, celle-ci va être utile à différents niveaux du
projet de numérisation. Le Tableau 1.2, repris de l’article de [Ramos et Remondino, 2015], résume
les différentes échelles du relevé, ainsi que les objets à numériser correspondants et les techniques
d’acquisition associées. Bien que les auteurs orientent cette étude au domaine de l’archéologie,
ce tableau analytique est en réalité extensible à une large majorité des projets de numérisation
des environnements bâtis.
Échelle du relevé Objets à numériser Techniques d’acquisition
Échelle régionale
Paysage
Topographie
Zone étendue
Imagerie satellite
Photogrammétrie aérienne
Lasergrammétrie aéroportée
Système GNSS
Échelle locale
Zone restreinte
Bâtiments
Zone de fouille (archéologie)
Photogrammétrie aérienne (avion, drone)
Lasergrammétrie aéroportée
Lasergrammétrie terrestre
Photogrammétrie rapprochée
Station totale, système GNSS
Échelle de l’objet Artéfacts (archéologie)
Petites pièces
Photogrammétrie rapprochée
Lasergrammétrie à courte portée
(triangulation)
Tableau 1.2 - Liens entre différentes échelles pour le relevé, objets d’étude associés et techniques
d’acquisition disponibles (inspiré de [Ramos et Remondino, 2015]).
La complémentarité de ces techniques de relevé entraînent la nécessité de les mettre en œuvre
de manière concomitante au sein d’un même projet, car leur combinaison représente souvent un
compromis intéressant. L’intégration de ces données hétérogènes soulève néanmoins des ques-
tions quant au niveau de l’intégration et aux stratégies à déployer, tel qu’évoqué dans la section
suivante.
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1.3 Bénéfices et enjeux liés à l’intégration de données multi-
sources
Les techniques de relevé présentées dans la Section 1.2 précédente fournissent des données tri-
dimensionnelles aux caractéristiques variables, propres à la méthode employée. Il s’agit donc de
données hétérogènes, au regard des propriétés définies dans la sous-section 1.2.3 pour les nuages
de points qui en découlent. L’idée de combiner les données issues de plusieurs sources pour tirer
profit de chacune d’entre elles n’est pas nouvelle dans la littérature. La fusion ou intégration des
données hétérogènes, souvent complémentaires, produit autant de bénéfices qu’elle ne nécessite
de réflexions pour sa bonne mise en œuvre.
1.3.1 À propos de la fusion de données
La notion générale de fusion désigne le fait que différentes sources d’information soient combi-
nées, en vue d’améliorer les performances d’un système. L’intégration de données géospatiales
est un concept bien installé dans la littérature depuis de nombreuses années, et touche un grand
nombre de champs d’application allant de la robotique [Durrant-Whyte, 1990] à la documenta-
tion du patrimoine ([Guidi et al., 2009], [Bastonero et al., 2014], [Serna et al., 2015]), en passant
par le suivi de déformations de terrains naturels [Zieher et al., 2018]. Les intérêts multiples inci-
tant à mettre en œuvre la fusion de données ont été plus longuement discutés dans l’introduction
de ce manuscrit.
Degré d’interaction entre les capteurs
Un premier aspect relatif à la fusion de données consiste à observer les liens qui existent entre
les différents capteurs mis en œuvre. À cet effet, [Durrant-Whyte, 1990] propose de distinguer
différentes configurations, selon que les capteurs soient :
complémentaires : cas de figure où les capteurs sont indépendants les uns des autres, mais
la combinaison des informations qu’ils produisent permet de fournir une vue d’ensemble
plus complète de la scène observée. Cette configuration permet de prévenir le manque
de résolution spatiale de certains capteurs, et d’assurer l’acquisition d’un maximum d’in-
formation en réduisant les zones non couvertes.
en compétition : lorsque pour une surface donnée, chaque capteur fournit une observation
individuelle, il y aura redondance des données. Cette configuration permet d’une part
d’améliorer la qualité (par exemple en moyennant les observations), et d’autre part
d’augmenter la robustesse des résultats, grâce à la possibilité de détecter des données
aberrantes ou fausses.
coopératifs : cas de figure où l’information produite par un capteur seul n’est pas exploitable,
nécessitant les informations fournies par plusieurs capteurs indépendants afin d’obtenir
une information complète. L’exemple des relevés photogrammétriques peut être pris, dans
le sens où plusieurs prises de vues consécutives et indépendantes sont nécessaires à l’ob-
tention d’une information de distance. Cette configuration est la plus risquée à mettre en
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place, car les imprécisions liées à chaque capteur individuel influent directement sur le
résultat final.
Selon les bénéfices attendus (information plus complète, plus précise, etc.), l’une ou l’autre confi-
guration devra être mise en place au moment du levé.
Niveaux de fusion des données
Afin d’uniformiser les échanges relatifs à la fusion de données et de définir un ordre d’intervention,
trois niveaux de fusion ont été introduits dans la littérature associée. Dans l’article de [Bastonero
et al., 2014] traitant de la fusion de modèles 3D pour la documentation du patrimoine, la défini-
tion de ces niveaux est reprise :
La fusion de bas niveau ou fusion de données brutes consiste à combiner des données
brutes provenant de plusieurs sources, en vue d’obtenir un nouveau jeu de données plus
représentatif et synthétique que les données initiales.
La fusion de niveau intermédiaire ou fusion d’attributs met en jeu des éléments caracté-
ristiques (lignes, sommets, points d’intérêt, etc.) extraits des données brutes, provenant
de sources multiples. Ces éléments peuvent être utilisés dans des traitements à suivre.
La fusion de haut niveau ou fusion de décisions fait intervenir des décisions issues de mé-
thodes statistiques (stratégie de vote, logique floue ou fuzzy logic).
L’intégration de données brutes (ou bas niveau) suppose que les données fournies par les capteurs
sont de même type, c’est-à-dire des mesures d’une même grandeur physique. Le cas échéant, les
niveaux supérieurs devront être appliqués. [Ramos et Remondino, 2015] suggèrent d’étendre
cette classification initiale, en la transposant au cas de la modélisation du patrimoine à partir
de nuages de points ou de modèles 3D ainsi que d’images. Les approches de fusion sont alors
considérées selon différents aspects, offrant une description plus globale :
Niveaux de fusion basés sur la finalité : trois niveaux, plus ou moins similaires à ceux défi-
nis dans la classification d’origine, sont alors considérés en fonction de l’objectif recherché.
Niveaux de fusion basés sur les données : trois possibilités se distinguent dans ce cas, la
fusion pouvant s’appuyer sur l’utilisation (i) de points communs, (ii) d’éléments carac-
téristiques communs, ou (iii) de surfaces communes. Ce choix s’apparente aux probléma-
tiques liées aux méthodes de consolidation des données de manière générale, qu’il s’agisse
des données hétérogènes ou non.
Niveaux de fusion basés sur la dimension : les données considérées sont des informations
3D (nuages de points, modèles 3D) ou 2D (images). En fonction des dimensions associées,
trois niveaux de fusion sont à considérer : (i) 3D avec 3D, (ii) 3D avec 2D, ou (iii) 2D
avec 2D.
S’appuyant sur cette classification, les auteurs précisent que les approches de fusion à haut ni-
veau, basées sur des surfaces communes et combinant des données 3D entre elles sont les plus
fréquentes. Cette observation est notamment valable pour l’exemple de la documentation du pa-
trimoine, à l’image des travaux de [Guidi et al., 2009].
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Point lexical
Comme indiqué précédemment, le terme fusion de données est utilisé par de nombreux domaines
scientifiques. Dans tous les cas d’application de ce principe, des problématiques communes sont
partagées : citons notamment la volonté d’améliorer la qualité des données produites, ainsi que la
nécessité de connaître les performances propres à chaque capteur couplé au système. Néanmoins,
une distinction majeure peut être faite quant à la mise en place de cette fusion selon une dimen-
sion temporelle. En effet, la fusion de données pour des problématiques de robotique mobile ou
de navigation autonome doit avoir lieu en temps réel. À cet effet, la synchronisation des cap-
teurs est primordiale. En outre, des méthodes probabilistes permettant de prédire un état à venir
(en l’occurrence la position de mobile) à partir de modèles de mesures sont employées, comme
expliqué dans les travaux de thèse de [Mittet, 2015].
Cette nécessité d’opérer en temps réel ne se retrouve pas dans la fusion de données issues de
multiples sources, telle qu’elle est discutée dans les articles de [Bastonero et al., 2014] et [Ramos
et Remondino, 2015] pour la documentation du patrimoine, ainsi que dans ce manuscrit. En
effet, bien que différents niveaux de fusion aient été définis notamment en matière de données
utilisées (données brutes ou pré-traitées), d’un point de vue temporel la combinaison des données
acquises sera toujours effectuée a posteriori, selon des opérations de post-traitement. Procéder à la
fusion en temps réel de données 3D et 2D dans ce contexte consisterait à développer un dispositif
multi-capteurs synchronisé, dont il n’est pas question dans ces travaux. Aussi, afin de lever toute
ambiguïté avec ce concept et avec les recherches liées au traitement en temps réel d’informations
reçues, nous préférerons dans la suite de ce manuscrit parler plus simplement d’intégration ou
de combinaison de données 3D hétérogènes. Notons que dans les articles cités au début de ce
paragraphe, dont les thématiques sont proches de celles soulevées par ces travaux, les auteurs
ont fait le choix de conserver le terme de fusion.
1.3.2 Enjeux
Défauts propres aux données et notion d’hétérogénéité
La problématique inhérente à la combinaison de données provenant de dispositifs de mesure
différents repose sur l’hétérogénéité, c’est-à-dire les disparités présentes au sein des données
qu’il est question de coupler. Les disparités rencontrées peuvent être de plusieurs natures :
— il peut s’agir d’une hétérogénéité liée aux données acquises : différences dans la nature
des données (images 2D, nuages de points ou maillages), de leur format, ou plus simple-
ment variations géométriques et en matière de précision (bruits de mesure variables au
sein des nuages de points, notamment).
— il peut s’agir d’incohérences, de déformations ou de masques importants (et variables)
lorsque les données sont acquises à des périodes différentes, ou dans des conditions dif-
férentes (conditions environnementales ou configuration du levé).
La présence d’au minimum l’un de ces critères d’hétérogénéité (notamment le critère de précision)
est inévitable, lorsque les données à combiner ont été acquises selon différents procédés.
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Pistes d’intervention
Combiner des données affectées par les disparités énoncées dans le paragraphe précédent pré-
sente le risque d’aboutir à un modèle final faussé, dans lequel les effets des incertitudes se sont
accumulés. Afin que la combinaison des données produise un résultat cohérent et non impacté
par ces hétérogénéités, une réflexion est à mener à plusieurs niveaux :
— L’analyse des sources d’erreurs propres à chaque technique de relevé permet d’appré-
hender leur influence sur les données produites. Les incohérences spatiales et temporelles
qui existent entre les différents jeux de données doivent aussi être considérées. L’analyse
des sources d’erreur est développée dans le Chapitre 2.
— La combinaison des données s’effectue concrètement lors de leur assemblage dans un
repère commun. Il convient donc d’adapter cette méthode à des données hétérogènes,
notamment en permettant une pondération différentiable selon leurs propriétés, et en
rendant le processus robuste à la présence de bruit et de potentielles observations aber-
rantes (Chapitres 4 et 6).
— Une autre approche consiste à proposer des solutions d’homogénéisation des données,
au moment de leur assemblage ou à l’issue de cette étape. En dépit du risque de perdre
ou fausser une partie de l’information, ces solutions permettent de réduire les incertitudes
liées aux données. Des pistes sont étudiées dans le Chapitre 6.
Bilan
[Durrant-Whyte, 1990] affirme que « la clé pour une fusion intelligente d’informations venant
de capteurs divers est l’apport d’un modèle efficace des performances des capteurs ». Dans le
cadre de la documentation du patrimoine, les auteurs de [Ramos et Remondino, 2015] rapportent
également l’importance de connaître les performances des techniques de relevé employées, non
seulement dans l’optique de les appliquer à bon escient, mais aussi afin de les associer au mieux.
Pour ces raisons, le second chapitre de ce manuscrit sera dédié à l’étude des performances de
quelques instruments fréquemment employés en vue de numériser les environnements bâtis.
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Conclusions du chapitre 1
La numérisation 3D à l’échelle d’environnements bâtis ou d’éléments consti-
tutifs de ces environnements est entreprise à l’aide de méthodes de relevés
sans contact, qui s’appuient pour la grande majorité sur les propriétés d’une
source lumineuse ainsi que sur des capteurs optiques. Trois grands principes
d’évaluation de la distance séparant le capteur de l’objet observé existent.
Chaque approche présente ses avantages et ses inconvénients en matière
de portée de mesure, de précision et de comportement vis-à-vis des caracté-
ristiques de la surface de l’objet. Ces contraintes sont à prendre en compte
en amont du choix de la méthode.
Ces principes de mesure trouvent leur application à travers un large pa-
nel d’instruments de mesure et de techniques de relevé, statiques ou dy-
namiques. Tandis que certains instruments sont distinctement destinés à la
métrologie industrielle ou aux applications d’ingénierie présentes dans di-
vers domaines scientifiques, des capteurs au prix abordable et simples d’uti-
lisation voient le jour depuis quelques années. Ce phénomène s’explique par
la démocratisation de l’utilisation des données 3D, ainsi que l’émergence de
l’impression 3D grand public. La qualité des données produites, ainsi que
les spécificités des nuages de points produits sont naturellement variables,
en dépit des stratégies existantes pour l’homogénéisation des nuages de
points.
La grande diversité d’instruments dédiés aux acquisitions tridimension-
nelles soulève la question du choix à effectuer par l’opérateur, en début de
projet. Bien que les caractéristiques techniques constituent une première
piste de décision, un nombre grandissant de projets explorent la possibilité
de tirer profit des avantages de plusieurs instruments. Utilisés indépendam-
ment lors de la phase d’acquisition, les données qu’ils fournissent sont par
la suite combinées. Au-delà des bénéfices qu’elle procure, l’intégration de
données provenant de plusieurs sources pose le problème du traitement
conjoint de données aux propriétés hétérogènes. La connaissance des per-
formances propres à chaque capteur est à ce titre importante.
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Être en mesure d’apprécier les erreurs qui risquent d’affecter ou affectent effectivement un jeu de
données est une étape clé à plusieurs titres. D’une part, connaître les capacités et les performances
des techniques de relevé constitue une aide à la décision, à la fois dans le choix du matériel mais
aussi des méthodes à mettre en place. D’autre part, les conclusions du chapitre précédent relatives
à l’intégration de données hétérogènes ont permis d’établir que l’obtention d’un résultat cohérent,
suite à l’assemblage des données, passait par la connaissance des techniques de relevé, ainsi que
de la confiance à leur accorder.
L’évaluation de la qualité des données peut être entreprise a priori, connaissant le bilan des erreurs
affectant la mesure, ou a posteriori lorsque les données produites sont observables : on parle
alors respectivement d’études théorique et effective. Tandis que l’étude théorique sert à enrichir
le jeu de données en lui attribuant un degré de confiance, l’observation des erreurs intrinsèques
aux données acquises permet de décrire leur qualité géométrique effective. Dans ce chapitre, les
facteurs qui influent sur la mesure sont en premier lieu considérés, afin de déterminer des modèles
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d’erreurs adaptés aux différentes techniques de levé. Les principes d’évaluation théorique de la
qualité sont finalement appliqués à quelques instruments choisis.
2.1 Qualité a priori d’un jeu de données
Évaluer la qualité a priori d’un jeu de données consiste à effectuer une étude théorique des
erreurs susceptibles d’affecter son acquisition. Cette étude sert à estimer la précision théorique
qui peut être atteinte par la donnée produite, autrement dit par les coordonnées 3D des points
du nuage dans le cas présent. La connaissance de paramètres internes et externes au dispositif
d’acquisition qui vont influer sur la mesure de distance est nécessaire, afin d’une part de proposer
un étalonnage visant à réduire leur influence, et d’autre part de modéliser le plus fidèlement
possible ces incertitudes ainsi que leur impact.
Pour procéder à une calibration efficace des dispositifs et établir une modélisation des incertitudes
affectant le système la plus fidèle possible à la réalité, il est nécessaire en premier lieu de définir
les facteurs qui influencent la mesure de distance.
2.1.1 À propos des incertitudes de mesure
Bilan des différents types d’erreurs
On considère généralement que les observations qui constituent un jeu de mesures, dont on
cherche à effectuer l’étude statistique, peuvent être entachées par des erreurs divisées en trois
catégories :
Les erreurs accidentelles (ou aléatoires) sont des incertitudes de la mesure dont le carac-
tère aléatoire rend imprévisible la manière dont elles varient. Ces erreurs se cumulent et
s’annulent, et elles peuvent être détectées par répétition de la mesure. Leur distribution
suit les lois de probabilité et peut être rapportée à son espérance mathématique, générale-
ment supposée nulle. Aussi, le fait de répéter les mesures ne réduit pas les erreurs en tant
que telles, mais permet une estimation plus réaliste de leur distribution et donc de leur
valeur moyenne. La présence de telles erreurs est gérée au sein des calculs de compensa-
tion. Les erreurs accidentelles sont imputables à des facteurs d’influence liés à l’opérateur,
à l’instrument ou encore à l’environnement de travail.
Les erreurs systématiques sont des inexactitudes dont les effets sont constants ou varient
de façon prévisible. Ayant un ordre de grandeur et un signe constants, ces systématismes
se cumulent, ce qui leur vaut parfois la dénomination de biais de mesure. Ces erreurs sont
principalement dues à des phénomènes constants, tels qu’un léger déréglage de l’instru-
ment ou un facteur environnemental non variable dans l’intervalle de temps de la mesure.
Si l’erreur systématique et ses causes sont connues, elle peut être corrigée notamment par
l’étalonnage du système de mesure, ou par un mode opératoire adapté (par exemple,
double retournement de la lunette en tachéométrie). Leur élimination ou leur prise en
compte en amont du calcul de compensation est souhaitable, et leur détermination néces-
site une mesure de référence.
40
2.1. Qualité a priori d’un jeu de données
Les erreurs parasites ou fautes sont des erreurs grossières, généralement repérables car
elles sortent des tolérances fixées pour la mesure. Dues à de mauvaises pratiques de l’opé-
rateur ou à un déréglage important de l’instrument, les fautes doivent être éliminées du
jeu de mesures afin de limiter leur influence sur l’estimation du résultat final, dans le cadre
d’un calcul de compensation.
Chaque technique de relevé possède son propre bilan des erreurs, et les sources de ces erreurs
peuvent être plus ou moins évidentes à identifier, selon les cas de figure. Dans le cas simple de la
station totale en topographie par exemple, on relève un certain nombre d’erreurs systématiques
(défaut de verticalité, excentricité des cercles, etc.) mais aussi d’erreurs accidentelles qui peuvent
intervenir (erreur de centrage, erreur de pointé, erreur de lecture, etc.) [Brabant, 2011].
Précision et exactitude
Malgré la mise en place de pratiques rigoureuses de levé, la présence d’incertitudes et éventuel-
lement d’inexactitudes sur une mesure est inévitable. Décrire la qualité d’une mesure ou d’un jeu
de données passe donc par l’évaluation des grandeurs statistiques que sont la précision et l’exac-
titude. Ces grandeurs permettent d’apprécier l’influence des erreurs sur une mesure, et viennent
la compléter en lui conférant un certain niveau de confiance. Précision et exactitude peuvent être
définies de la manière suivante 1 :
La dispersion statistique des mesures permet de décrire le comportement et la distribution
des erreurs aléatoires. C’est un indicateur de la précision (en anglais precision) des mesures,
qui s’exprime principalement à travers deux facteurs : la répétabilité (capacité d’un instrument à
répéter une même mesure dans des conditions stables et une période courte) et la reproductibilité
de la mesure (capacité d’un instrument à reproduire une même mesure dans des conditions va-
riables et après un certain laps de temps). Si les erreurs aléatoires en présence sont faibles, alors
la dispersion des mesures est limitée autour d’une valeur centrale dite la plus probable. Ainsi, la
précision s’exprime par le calcul d’un écart-type noté σ.
L’exactitude de la mesure (en anglais accuracy) caractérise l’écart entre une grandeur mesurée
et une valeur de référence (externe au jeu de données), désignée comme étant la valeur vraie
de la mesure. Le calcul de l’erreur moyenne quadratique (en anglais RMSE, pour Root Mean
Squared Error) permet de quantifier l’exactitude.
Notations La précision σ et l’exactitude, notée EMQ, ont pour formules respectives :
σ =
√√√ 1
n− 1
n∑
i=1
vi2 et EMQ =
√√√1
n
n∑
i=1
ei2 (2.1)
où vi = li − L¯ est l’erreur apparente d’une mesure, écart entre l’observation li et la valeur la
plus probable L¯ (moyenne arithmétiques des n mesures si leur distribution suit une loi normale),
1. Ces définitions sont inspirées d’extraits de l’ouvrage [Brabant, 2011]
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tandis que ei = li − L représente l’erreur vraie d’une mesure, écart entre l’observation li et la
valeur vraie L¯ (grandeur acquise selon un mode opératoire plus fiable).
Les erreurs systématiques sont responsables de la déviation d’une mesure par rapport à sa valeur
vraie ; aussi, précision et exactitude livrent le même résultat lorsque le jeu de données est exempt
d’erreurs systématiques. Dans ce cas, assez courant si l’instrument est calibré et si le mode opé-
ratoire suivi est adéquat, la valeur la plus probable est alors proche de la valeur vraie. Le cas
échéant, un jeu de mesures peut être précis sans pour autant être exact, et inversement. La Figure
2.1, reprise de l’article [Javanmardi et al., 2017], est un bon exemple pour confronter les notions
de précision et d’exactitude sur la base du recalage de nuages de points issus de la cartographie
mobile.
Figure 2.1 - Notions de précision et d’exactitude selon l’exemple du recalage de données de
cartographie mobile. La polyligne rouge représente la donnée de référence, et les levés respectifs
sont : (a) ni précis ni exact, (b) exact mais pas précis, (c) précis mais pas exact, et (d) précis et
exact (repris de [Javanmardi et al., 2017]).
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2.1.2 Facteurs susceptibles d’affecter la qualité de la mesure d’un
point
Identifier l’ensemble des erreurs qui affectent une technique de relevé n’est pas aisé, car elles
peuvent être de natures diverses et leurs sources sont nombreuses. En outre, les facteurs internes
ou externes impactant la qualité de la mesure produisent des effets qui peuvent interférer, par
accumulation ou par atténuation. Tous les instruments appliquant une même technique d’acqui-
sition ne présentent pas des caractéristiques techniques identiques. Cependant, les sources d’in-
certitudes sont communes, aussi les bilans des erreurs propres à quelques techniques de relevé
courantes sont développés ici.
Lasergrammétrie terrestre
L’utilisation croissante de la lasergrammétrie terrestre pour un grand nombre d’applications fait
du scanner laser terrestre un instrument dont le comportement et les caractéristiques ont été
largement étudiés. Comme rappelé dans le Chapitre 1, les mesures effectuées par l’instrument
et permettant d’aboutir aux coordonnées cartésiennes des points sont deux mesures angulaires
ainsi qu’une mesure de distance. Aussi, les sources d’erreurs sont proches de celles établies dans le
modèle d’erreurs relatif à une station totale, à la différence près que les incertitudes liées au méca-
nisme de balayage doivent être ajoutées. L’ensemble de ces erreurs systématiques et accidentelles
s’accumulent dans le nuage de points produit. [Staiger, 2005] ou [Reshetyuk, 2009] proposent
de classer les facteurs ayant un impact sur la qualité de la mesure des points individuels selon
quatre catégories :
Les erreurs instrumentales sont des erreurs systématiques et aléatoires directement liées
au système d’acquisition et à sa conception technique, qui affectent les mesures angu-
laires et de distance. Ces erreurs peuvent être liées à la fois aux éléments constitutifs de
l’instrument (source laser utilisée, miroir, etc.), mais aussi au mécanisme contrôlant les
mouvements automatiques de rotations. Tandis que les erreurs aléatoires inhérentes aux
propriétés physiques des différentes composantes sont difficilement évitables, l’influence
des erreurs systématiques liées à des défauts de mécanisme peut être réduite par une ca-
libration régulière du système. La divergence du faisceau laser, qui va générer une taille
de l’empreinte laser plus ou moins élevée et donc un éventuel affaiblissement du signal
retour, peut également être citée parmi les erreurs instrumentales.
Les erreurs environnementales sont causées par les propriétés du milieu dans lequel les
acquisitions sont effectuées. Les facteurs environnementaux affectent non seulement le
signal laser du fait de sa propagation de proche en proche dans l’atmosphère, mais égale-
ment les autres composants, et peuvent mettre en péril la stabilité du dispositif de mesure.
Les facteurs atmosphériques tels que température, pression et humidité relative sont in-
fluents, mais aussi les conditions d’éclairage et de luminosité [Pfeifer et al., 2007]. Bien que
chaque instrument possède ses propres plages de fonctionnement optimal, dans lesquelles
la qualité de la mesure est assurée par le constructeur, les effets induits par l’environne-
ment de mesure ne sont pour autant pas toujours négligeables.
Les erreurs liées à l’objet numérisé sont essentiellement liées aux propriétés de réflectance
de la surface rencontrée par le faisceau laser. En effet, le principe de mesure utilisé s’appuie
43
Chapitre 2. Qualification des données acquises
sur la simple réflexion du faisceau laser émis au contact de la surface à évaluer. La variation
de la réflectance, dont va dépendre la quantité de signal réfléchi, est liée d’une part au
signal émis (longueur d’onde et angle d’incidence), et d’autre part aux propriétés de l’objet.
La couleur (absorption plus ou moins importante du signal), la rugosité (réflexion plus
ou moins spéculaire ou diffuse), mais aussi la température du matériau ou son humidité
sont autant de paramètres qui ont un impact. De nombreux travaux décrivent des tests
effectués avec différents scanners laser dans l’optique d’observer l’impact de ces facteurs,
citons entre autres [Pfeifer et al., 2007], [Voegtle et al., 2008] ou [Kaasalainen et al.,
2009].
Les erreurs méthodologiques proviennent essentiellement de choix faits par l’opérateur lors
de la mise en place du mode opératoire, qui vont influer sur la configuration du réseau
de stations. Malgré l’important degré d’automatisation du balayage de la scène par le
faisceau laser, qui limite les interactions de l’opérateur avec la mesure, certaines décisions
lui incombent à savoir le choix de quelques paramètres (le pas notamment), mais surtout
l’emplacement des stations.
Dans la classification établie par [Reshetyuk, 2009], les erreurs méthodologiques se limitent prin-
cipalement aux erreurs de géoréférencement. Elles dépendent de l’approche adoptée (géoréfé-
rencement direct ou indirect), tel qu’étudié par [Lichti et al., 2005]. Cependant d’autres erreurs
peuvent être classées dans cette dernière catégorie, car les emplacements des stations sont décisifs
à double titre. Outre la configuration du réseau dans son ensemble qui peut entraîner une pro-
pagation plus ou moins importante des erreurs, au moment du recalage dans un repère commun
notamment, la configuration de balayage depuis une station donnée est également à considérer.
En effet, [Soudarissanane et al., 2011] ou [Kaasalainen et al., 2011] entre autres ont démontré
que la portée et l’angle d’incidence (angle formé par le faisceau laser lors de son contact avec la
surface) sont des facteurs influents. À cet effet, les travaux de [Soudarissanane et Lindenbergh,
2011] évoquent le problème de la configuration optimale de levé pour une unique station, qui
relève donc de la méthodologie adoptée.
Synthèse [Staiger, 2005] résume à travers un tableau relativement exhaustif les paramètres qui
influencent la qualité d’un nuage de points acquis par lasergrammétrie. Une analyse plus poussée
de ces sources d’erreurs est consultable dans la thèse de [Reshetyuk, 2009], dans laquelle des
modèles mathématiques permettant de décrire ces erreurs sont proposés, lorsque ceci est possible.
Enfin pour compléter les sources d’erreurs liées à l’objet numérisé, il est possible de tenir compte
de la complexité de sa surface. En effet, la rencontre du faisceau laser avec une arête risque
de produire une mesure de distance qui n’est pas fiable, et les travaux de [Weinmann, 2016]
proposent des solutions de filtrage pour de telles circonstances.
Enfin, notons que dans la plupart des cas, l’opérateur ne peut pas réellement influer sur les trois
premières catégories d’erreurs, ou seulement en partie à travers l’étalonnage de l’instrument. En
revanche, les erreurs méthodologiques peuvent être réduites en respectant quelques règles de
mise en place (voir Chapitre 3, sous-section 3.1.1). Ces bonnes pratiques permettent de limiter
l’influence d’éventuels systématismes, ainsi qu’une propagation trop importante des erreurs de
recalage.
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Acquisitions dynamiques
Lorsque l’acquisition du nuage de points s’effectue de manière dynamique, les incertitudes propres
au dispositif d’acquisition et aux facteurs environnementaux doivent être complétées par d’autres
sources d’erreurs, liées au déplacement continu de la plateforme transportant le capteur.
Systèmes mobiles La provenance et l’importance des incertitudes affectant la position d’un
point, dans un nuage produit par un système d’acquisition mobile, sont multiples. De nombreuses
études ont été menées en vue de déterminer ces sources, et il en ressort qu’elles sont similaires
dans le cas d’acquisitions lasergrammétriques aéroportées [Schaer et al., 2007] ou terrestres mo-
biles [Mezian et al., 2016]. Trois catégories d’incertitudes ressortent :
— les incertitudes liées au positionnement du mobile et à sa navigation : elles comprennent
la précision absolue de localisation offerte par le système GNSS, ainsi que la précision
relative d’estimation de la trajectoire liée aux systèmes inertiels.
— les incertitudes liées à la calibration du système, dont va dépendre la synchronisation de
l’ensemble des capteurs. La qualité de ces paramètres est généralement connue, car elle
dépend de la procédure d’étalonnage mis en place. Les erreurs de navigation et d’étalon-
nage du système impactent le géoréférencement des données, et produisent un biais de
mesure (ou systématisme) sur l’ensemble des points du nuage.
— les incertitudes liées au capteur laser de mesure des distances. Ces dernières induisent
un certain bruit de mesure, et produisent des déformations locales du nuage de points.
Elles correspondent à peu de choses près aux erreurs instrumentales, environnementales
et liées à la surface observée, propres au dispositif de mesure et telles que définies plus
tôt pour le scanner laser terrestre.
Scanner à main La définition des sources d’erreurs dans le cadre d’une acquisition effectuée
avec un scanner à main est plus subjective [Lachat et al., 2017c]. Les facteurs influents vont en
outre différer en fonction du principe de mesure retenu (triangulation laser ou lumière structu-
rée). Dans les deux cas, une première catégorie d’incertitudes comprend celles qui sont liées au
principe de mesure. Ici encore, des erreurs instrumentales (propriété du faisceau laser, ou étalon-
nage entre le projecteur et le capteur optique notamment), environnementales ou liées à l’objet
observé sont à rapporter. Néanmoins, les conditions d’éclairage ou les propriétés de la surface de
l’objet qui influent sur la mesure de distance ne sont pas les mêmes pour les deux principes de
mesure, tel que décrit dans le Chapitre 1 (sous-section 1.1.3).
À l’image des dispositifs mobiles terrestres ou aéroportés, une seconde catégorie d’incertitudes est
liée au déplacement du capteur. L’identification claire des erreurs de trajectoire est plus complexe
dans ce cas, l’instrument étant déplacé par l’opérateur. La mise en œuvre du relevé par l’opérateur
peut être source d’erreurs, en fonction notamment de :
— la vitesse moyenne de déplacement de l’instrument, ou les changements brutaux de
vitesse de déplacement
— les multiples passages sur une même zone à numériser
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— la configuration du levé : nombreuses rotations de l’instrument pour tourner autour de
l’objet, possibilité de revenir au point de départ du levé pour réaliser une boucle ou non,
etc.
Notons que cette liste n’est pas exhaustive, et dépend essentiellement de l’expérience de l’opé-
rateur. Ces sources d’erreurs s’assimilent davantage à des erreurs méthodologiques, telles que
mises en avant dans le cas de la lasergrammétrie terrestre, qu’aux erreurs de trajectoire explicitées
pour les systèmes mobiles.
Levés photogrammétriques
L’acquisition de nuages de points denses à partir de relevés photogrammétriques est un processus
indirect de reconstruction de la géométrie, dans la mesure où la donnée brute acquise n’est pas
directement un objet 3D, mais un jeu d’images 2D. En ce sens, les facteurs qui influencent la
qualité des points présents dans le nuage reconstruit suite aux traitements, sont davantage liés à
la méthode d’acquisition des images et à leur qualité, ainsi qu’aux traitements appliqués.
L’aspect qualitatif des images repose essentiellement sur leur netteté. La luminosité ambiante
ainsi que la réflectivité de l’objet ou de la scène vont influencer cette qualité de l’image, dans la
mesure où il s’agit d’une technique optique. Concernant la méthode d’acquisition, un changement
important de mise au point entre des clichés successifs peut également affecter la qualité du
nuage de points triangulé. Cependant, le facteur certainement le plus décisif pour la qualité de la
géométrie reconstruite est la configuration des acquisitions, puisque la convergence des points
de vue est nécessaire en vue de former des angles d’intersection favorables entre faisceaux. Enfin,
la distribution des points homologues (pourcentage d’occupation des prises de vue par l’objet)
ainsi que celle des points d’appui (pour la mise à l’échelle du nuage de points) sont deux facteurs
supplémentaires qui risquent d’impacter la géométrie finale du modèle.
Bilan L’ensemble de ces facteurs constituent davantage des notions qu’il est utile de conserver à
l’esprit et de mettre en œuvre au moment de l’acquisition des clichés. Une étude plus approfondie
des facteurs importants et des configurations critiques qui affectent la qualité des nuages de points
est disponible dans [Dai et al., 2014]. Quelques conseils d’acquisition limitant la présence des
sources d’erreurs sont dispensés dans [Bedford, 2017].
Étalonnage des instruments
L’étalonnage (ou calibration) d’un instrument est intimement lié à la définition du bilan des er-
reurs qui affectent sa mesure. De manière générale, cette procédure a pour objectif d’améliorer
la qualité de la donnée acquise, en lui apportant un certain nombre de corrections. Ces facteurs
correctifs, appelés paramètres de calibration, visent à diminuer l’influence des erreurs systéma-
tiques sur la mesure produite. À cet effet, deux connaissances sont requises : celle des différentes
sources d’erreurs systématiques qui affectent le système, ainsi que la connaissance de valeurs stan-
dards de référence, permettant de faire ressortir ces systématismes par comparaison. Procéder à
un étalonnage permet d’atteindre un second objectif, à savoir la capacité à évaluer quantitative-
ment la précision de la mesure atteignable grâce à l’instrument considéré.
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Les différentes étapes de l’étalonnage consistent tout d’abord à identifier les systématismes signi-
ficatifs, afin de regrouper ces sources dans un modèle d’erreurs. L’acquisition répétée de mesures
permet d’estimer les paramètres du modèle d’erreurs, de telle sorte que les mesures effectuées par
la suite soient corrigées à partir de ce modèle. De ce fait, des approches empiriques de calibration
des instruments peuvent être envisagées, aussi désignées par le terme d’auto-calibration ou ca-
libration en ligne. L’auto-calibration permet notamment de valider les performances annoncées
par le constructeur, mais aussi de vérifier le fonctionnement de l’instrument après une longue
période d’inactivité, ou encore d’établir des modèles de calibration les plus complets et adaptés
possible. Le principe de l’étalonnage attaché à différentes techniques de mesure est abordé dans
l’Annexe C.
Travaux associés Sans pouvoir réellement parler d’un étalonnage de ces instruments, les tra-
vaux menés dans le premier volet de cette thèse à partir de la caméra 3D Kinect [Lachat
et al., 2015a] et du scanner à main Freestyle3D X [Lachat et al., 2017c] ont permis d’aborder
la question des sources d’erreurs qui influent sur leurs mesures respectives. Des corrections
aux mesures brutes produites par la Kinect, et des conclusions quant à l’utilisation optimale du
scanner à main en vue de réduire ses incertitudes de mesure, ont pu être dérivées de ces expéri-
mentations.
2.1.3 Transmission d’incertitudes et précision a priori
Les sources d’incertitudes qui affectent une mesure, notamment une mesure de distance dans le
cas présent, ont été identifiées. Connaissant l’ordre de grandeur de ces différentes incertitudes, il
est alors possible d’estimer leur influence sur la précision attendue pour la mesure. Cette précision
a priori est déterminée par des méthodes de propagation des incertitudes.
Loi de transmission des incertitudes
Soient deux variables X = (X1, X2, . . . , Xn) et Y = (Y1, Y2, . . . , Ym), fonction de X, de telle sorte
que Y = F(X ), X et Y suivant toutes deux une loi normale. Connaissant la matrice de variances-
covariances a prioriΣX X associée à la variable X , ainsi que le modèle fonctionnel F qui lie les deux
variables, la propagation des variances permet de déterminer la matrice de variances-covariances
ΣY Y de la variable Y .
La transmission d’incertitudes généralisée s’écrit :
ΣY Y = JY |X ΣX X J TY |X (2.2)
avec JY |X = ∂ (Y1,...,Ym)∂ (X1,...,Xn) la matrice Jacobienne des dérivées partielles de Y par rapport à X , de
dimension (m× n) dans ce cas. Rappelons que la matrice de variances-covariances ΣX X contient
sur sa diagonale les variances notées σX i
2, tandis que les covariances se trouvent hors diagonale
et sont nulles dans le cas où les réalisations (X1, X2, . . . , Xn) de la variable X sont indépendantes.
47
Chapitre 2. Qualification des données acquises
Cas simple selon l’exemple du scanner laser
Pour illustrer le principe de transmission des incertitudes, l’exemple du scanner laser a été re-
tenu. Considérons le cas simple où les incertitudes considérées se limitent aux erreurs aléatoires
présentes sur les observations élémentaires effectuées par le scanner, à savoir les coordonnées
sphériques des points mesurés.
Modèle fonctionnel Les observations élémentaires fournies par le scanner laser sont la distance
notée ρ, l’angle vertical θ et l’angle horizontal ϕ. Le modèle fonctionnel est constitué dans ce cas
des relations qui permettent de déterminer les coordonnées cartésiennes d’un point (c’est-à-dire
l’observation finale), à partir des coordonnées sphériques (ρ,θ ,ϕ). Les formules de passage entre
les deux types de coordonnées s’écrivent :

x = ρ cosθ cosϕ
y = ρ cosθ sinϕ
z = ρ sinθ
(2.3)
Application de la transmission d’incertitudes Les précisions a priori σρ, σθ et σϕ des coor-
données sphériques permettent de générer la matrice de variances-covariances des observations
élémentaires, que nous noterons Σρθϕ. En émettant l’hypothèse que l’instrument est calibré, il est
supposé que les sources d’erreurs individuelles ne sont pas corrélées. Ainsi la matrice de variance-
covariances des observations brutes est diagonale et s’écrit :
Σρθϕ = diag(σρ
2,σθ
2,σϕ
2)
Les variances des coordonnées sphériques s’expriment σρ
2, σθ
2 et σϕ
2 respectivement, et re-
présentent les précisions a priori élevées au carré. Des valeurs chiffrées peuvent être associées à
ces incertitudes, soit à l’aide des caractéristiques techniques fournies par les constructeurs, soit
à travers les approches d’auto-calibration évoquées précédemment qui permettent de les estimer
de manière empirique. Notons que la précision a priori sur les mesures de distance σρ peut égale-
ment être estimée de manière théorique à l’aide des formules données dans [Grussenmeyer et al.,
2016], variables selon le principe de mesure du scanner laser (temps de vol, décalage de phase
ou triangulation).
En appliquant la loi de propagation des incertitudes au modèle fonctionnel établi en 2.3, la matrice
de variances-covariances Σx yz d’un point exprimé selon ses coordonnées cartésiennes est donnée
par :
Σx yz =
σx 2 σx y σxzσx y σy 2 σyz
σxz σyz σz
2
= J Σρθϕ J T (2.4)
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avec la matrice Jacobienne J =
cosθ cosϕ −ρ sinθ cosϕ −ρ cosθ sinϕcosθ sinϕ −ρ sinθ sinϕ ρ cosθ cosϕ
sinθ ρ cosθ 0
.
Bilan
La matrice de variances-covariances des observations finales (ici les coordonnées cartésiennes
d’un point, dans l’exemple donné) permet d’une part d’obtenir des informations quant à la pré-
cision a priori de ce point. Cependant son intérêt est plus vaste puisqu’elle peut également être
utilisée à de nombreuses fins, notamment pour le tracé d’indicateurs tels que les ellipses ou el-
lipsoïdes d’erreur (voir Chapitre 5), ou encore pour la pondération des observations. L’objectif de
la modélisation stochastique, dont il est question dans la section suivante, est de fournir des
matrices de variances-covariances des observations les plus complètes et réalistes possibles.
2.2 Définition d’un modèle stochastique
Le terme stochastique fait référence à un phénomène aléatoire, incertain. Modéliser le compor-
tement stochastique d’observations a pour objectif de prédire des résultats avec un certain degré
d’incertitude. En effet la modélisation stochastique repose sur la prise en compte des incertitudes
a priori des observations, utilisées comme données d’entrée dans un processus d’estimation. Le
modèle associé, appelé modèle stochastique, s’appuie à cet effet sur la matrice de variances-
covariances propre aux observations, qui fait ressortir leur qualité a priori. Pour être efficace, un
modèle stochastique doit être capable de retranscrire une grande partie des aspects qui influent
sur la qualité des données, afin d’effectuer des estimations réalistes.
2.2.1 Intérêt de la modélisation stochastique
Dans la pratique, toutes les observations réelles sont entachées de petites incertitudes. En outre, la
précision individuelle des points au sein d’un même nuage n’est pas uniforme, car les différentes
sources d’erreurs présentées au début de ce chapitre n’ont pas la même influence sur l’ensemble de
la géométrie. De ce fait, associer un degré de confiance constant à l’ensemble des données semble
biaisé. Aussi, la définition d’un modèle stochastique adapté, faisant ressortir ces variations d’in-
certitudes, présente un intérêt certain car il permet de propager les erreurs associées dans les
traitements à suivre, menant à l’obtention de résultats plus fidèles. Parmi les étapes de traitement
qui peuvent bénéficier de la prise en compte d’un modèle stochastique, citons notamment l’éta-
lonnage des instruments dans le cas des scanners laser terrestres [Lichti, 2007], le recalage de
nuages de points [Grant et al., 2012], le géoréférencement direct de stations de lasergrammétrie
terrestre [Scaioni, 2005] ou la modélisation d’incertitudes dans le cas de la cartographie mobile
[Mezian et al., 2016]. Lors de l’estimation d’un jeu de paramètres à partir d’observations redon-
dantes, le modèle stochastique permet d’intégrer les incertitudes a priori sur les observations
en introduisant une notion de pondération.
Matrice de variances-covariances des observations et matrice des poids Dans le cadre de
procédures d’ajustement (ou méthodes de compensation), [Ghilani, 2010] soulève l’intérêt de la
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connaissance des propriétés stochastiques des observations en vue de leur pondération. L’auteur
explique en effet que les poids variables permettront de contrôler les dimensions des corrections
à appliquer aux observations. Le poids de chaque observation i est alors inversement propor-
tionnel à sa variance a priori σi
2.
Soit Σl l la matrice de variances-covariances des observations (définie éventuellement par trans-
mission d’incertitudes), dont la diagonale porte les variances a priori des observations. Cette
matrice est diagonale en l’absence de corrélations entre les variables. La matrice de variances-
covariances est liée à la matrice des cofacteurs, notée Q l l , par le biais de la variance de l’unité
de poids a priori s0. Cette constante, généralement arbitrairement fixée égale à 1, représente la
variance d’une observation de poids unitaire. Sachant que la matrice des poids P correspond à
l’inverse de la matrice des cofacteurs, il vient alors :
Ql l =
1
s02
Σl l , et P = Ql l
−1 =

s0
2/σ12 0
s0
2/σ22
. . .
0 s0
2/σn2
 (2.5)
Utilisée dans le cadre d’une compensation par le biais des moindres carrés pondérés (voir Cha-
pitre 4), cette matrice P permet donc d’associer un poids plus élevé à une observation présentant
peu d’incertitudes (variance faible), et inversement.
2.2.2 Choix du modèle
Analyser le comportement stochastique des observations consiste à prendre en compte les sources
d’erreurs les plus représentatives, parmi celles citées dans la section précédente pour les diffé-
rentes techniques de levé. L’objectif est de définir un modèle stochastique qui traduit au mieux le
budget global des erreurs à travers la matrice de variances-covariances des observations. Néan-
moins les sources d’erreurs étant variables d’un instrument à l’autre, la définition de ce modèle
n’est pas unique, y compris pour une catégorie donnée d’instruments.
Cas du scanner laser terrestre
Les erreurs de mesure qui affectent les observations élémentaires issues d’un scanner laser ne sont
pas isotropes. En outre, certaines sources d’erreurs propres au scanner laser ne suivent pas une
distribution normale [Lichti et al., 2005]. Aussi, la définition d’un modèle stochastique présente un
intérêt non négligeable dans ce cas. Le modèle d’erreurs le plus simple à mettre en place s’appuie
sur les incertitudes angulaires et de distance fournies par le constructeur. La propagation d’in-
certitudes telle que décrite plus tôt dans la sous-section 2.1.3 est alors appliquée. Dans ce cas en
revanche, le modèle d’erreurs n’est pas dépendant du point car les valeurs de précision sont fixes,
si bien que chaque point du nuage se voit attribuer la même matrice de variances-covariances.
Suivant cette même méthodologie pour la propagation des erreurs, il est possible d’étoffer davan-
tage le modèle associé, en déterminant les incertitudes qui affectent les mesures de l’instrument
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de manière empirique. Quelques travaux sont présents dans la littérature, parmi lesquels nous
retiendrons :
— l’article [Ozendi et al., 2016] est dédié à l’établissement d’un modèle d’erreurs empirique,
dont les paramètres (précisions angulaires et de distance) sont déterminés suite à une
série de tests. Tandis que les incertitudes angulaires a priori sont constantes, la précision
sur la mesure de distance est variable pour chaque point puisqu’elle est définie selon une
relation empirique, prenant en compte la portée, l’angle d’incidence ainsi que la réflecti-
vité. Ces travaux appliqués au scanner laser terrestre FARO Focus3D X330 sont étendus à
deux autres instruments comparables, dans [Ozendi et al., 2017].
— les travaux décrits dans [Wujanz et al., 2017] formalisent un modèle stochastique basé
sur l’intensité du signal réfléchi. Les auteurs justifient ce choix par le fait que la préci-
sion des mesures de distance est fortement corrélée avec l’intensité, étant donné que les
mêmes facteurs (portée, angle d’incidence et réflectivité) influent à la fois sur la puis-
sance du signal retour et sur la précision des mesures. L’avantage de cette approche est de
bénéficier de propriétés stochastiques pour chaque point du nuage, sans requérir d’infor-
mations relatives aux propriétés de la surface ou à la configuration du balayage puisque
ces informations sont sous-jacentes à l’intensité mesurée. Les paramètres du modèle fonc-
tionnel liant l’incertitude a priori sur la distance aux valeurs d’intensité sont déterminés de
manière empirique, tandis que les incertitudes angulaires sont empruntées aux données
constructeurs pour compléter le modèle stochastique. Dans [Wujanz et al., 2018a], les au-
teurs complètent le modèle fonctionnel en y ajoutant une constante afin de représenter
un bruit blanc Gaussien.
Quelle que soit l’approche envisagée, les paramètres déduits de manière empirique sont naturelle-
ment valables pour l’instrument considéré, aussi les expérimentations nécessitent d’être réitérées
en cas de changement d’instrument. Notons encore dans ce paragraphe la présence des approches
de filtrage proposées dans les travaux de [Weinmann, 2016], sur la base des notions de fiabilité de
la portée et de planéité locale introduites par l’auteur. En effet, les facteurs calculés dans ce cas, et
à partir desquels le filtrage est effectué par seuillage, pourraient être intégrés comme information
supplémentaire dans les modèles stochastiques.
Application au recalage de nuages de points Dans le contexte particulier du recalage de
nuages de points, abordé dans la suite de ce manuscrit, des travaux ont été publiés à propos
de l’intégration de poids dans le processus d’estimation des paramètres de transformation. Dans
les cas les plus simples, une matrice de variances-covariances prenant en compte les seules incer-
titudes relatives à la mesure de distance est utilisée [Okatani et Deguchi, 2002]. [Elkhrachy et
Niemeier, 2006] rapportent une comparaison entre trois modèles stochastiques différents, basés
sur la prise en compte de la portée entre le scanner et la cible. Tandis que la première matrice de
poids est une matrice identité, les poids sont ensuite définis de manière inversement proportion-
nelle à la portée, puis au carré de la portée respectivement. Bien que ces modèles stochastiques
soient loin d’être exhaustifs, les auteurs rapportent que la dernière pondération, discriminant les
portées les plus élevées, fournit les meilleurs résultats. Quelques tests relatifs à nos travaux à ce
sujet sont rapportés dans le Chapitre 6.
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Des modèles stochastiques plus complets impliqués dans le recalage de nuages de points ont été
testés, à l’image de [Scaioni, 2012] qui utilisent les incertitudes a priori angulaires et de distance.
Dans leur approche de recalage pondéré, [Grant et al., 2012] font appel aux données constructeur
pour ces mêmes incertitudes, mais proposent d’améliorer le modèle en tenant compte de l’angle
d’incidence du faisceau. S’appuyant sur les travaux de [Soudarissanane et al., 2011] à ce sujet,
les auteurs suggèrent de faire varier la précision sur la mesure de distance en la divisant par le
cosinus de l’angle d’incidence, fournissant ainsi une incertitude sur la distance propre à chaque
point du nuage. Citons encore l’article [Boström et al., 2008], dans lequel les auteurs introduisent
un modèle d’erreurs visant à associer à chaque point du nuage une incertitude ε. Cette dernière
est calculée de manière empirique, par accumulation quadratique des incertitudes liées à plu-
sieurs facteurs variables selon la technique d’acquisition (dont portée, erreurs angulaires et angle
d’incidence notamment).
Cas des systèmes mobiles
Dans ce cas, le modèle fonctionnel sur lequel s’appuie la propagation des erreurs est plus complexe
que celui décrit pour le scanner laser terrestre. En effet, les relations qui permettent de détermi-
ner les coordonnées géoréférencées des points du nuage tiennent compte des informations de
trajectographie, et davantage de sources d’erreurs sont à rapporter. L’article de [Mezian et al.,
2016] présente un modèle d’incertitude propre aux acquisitions terrestres mobiles. Les auteurs
s’appuient sur des données constructeur pour appliquer la transmission d’incertitudes et tracer
des ellipsoïdes de confiance rattachées aux points du nuage. Les effets de l’angle d’incidence du
faisceau et de la réflectivité de la surface sont négligés dans ce cas.
Concernant les levés lasergrammétriques aéroportés, les travaux de [Schaer et al., 2007] peuvent
être cités. Aux erreurs aléatoires également présentes pour les levés terrestres sont ajoutées les
incertitudes liées à l’angle d’incidence, estimées à partir des normales au terrain directement à
l’aide des données. L’accumulation de ces sources d’erreurs permet aux auteurs d’établir un facteur
de qualité propre à chaque point du nuage produit, sans indications relatives à la réflectivité de
la surface néanmoins.
Cas particuliers
Les modèles fonctionnels propres à un scanner laser terrestre ou à un système d’acquisition mo-
bile, exprimant respectivement la relation entre coordonnées sphériques et cartésiennes ou le
géoréférencement des coordonnées cartésiennes, sont bien maîtrisés et simples d’expression. L’in-
teraction entre ces formulations et les éventuelles sources d’incertitudes est également explicite,
pour la plupart des facteurs. Pour certaines techniques d’acquisition en revanche, le modèle fonc-
tionnel, comme le lien entre les paramètres qui le composent et les sources d’incertitudes, peuvent
être plus complexes. Les cas de la photogrammétrie et des scanners à main sont discutés ici, pour
lesquels la formulation d’un modèle d’erreurs n’est pas triviale.
En photogrammétrie, définir un modèle d’erreurs nécessite d’estimer l’impact des facteurs
propres aux images tels que définis plus tôt, et de repartir des relations de colinéarité qui dé-
finissent le lien entre coordonnées image et coordonnées dans le modèle 3D. Néanmoins, quan-
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tifier les erreurs imputables au manque de netteté des images ou à des angles d’intersections
défavorables est une tâche ambitieuse.
D’après la littérature, l’étude théorique de la précision attendue pour les coordonnées objet est
effectuée de manière empirique, comme abordé par [Kraus et Waldhäusl, 1998] dans le cas de
la photogrammétrie aérienne. L’étude de [Kraus et Waldhäusl, 1998] s’appuie notamment sur la
connaissance de la taille du pixel sur l’objet (GSD, ou Ground Sampling Distance). Bien qu’ap-
pliquée à la photogrammétrie digitale, une telle étude empirique est naturellement discutable
dans la mesure où elle se rapporte au problème de l’aérotriangulation, et où les techniques ont
depuis évolué. Aussi, des paramètres nouveaux seraient à prendre en compte avec les moyens
et méthodes actuels. Pour autant, les formules initialement établies peuvent fournir un ordre
de grandeur de la précision atteignable, certains travaux récents y faisant appel [Murtiyoso et
Grussenmeyer, 2017]. [Remondino et al., 2017] expliquent qu’une approche plus rigoureuse est
envisageable, en simulant une propagation d’incertitudes à partir des formules de l’ajustement
de faisceaux. En effet, la variance attendue pour les coordonnées objet dépend du réseau de ca-
méras. Dans les deux cas de figure rapportés ici, la définition d’un modèle d’erreurs pour un levé
photogrammétrique terrestre et réalisé avec les outils actuels reste un sujet complexe et méritant
discussion.
Pour ce qui est des scanners à main, des données constructeur relatives à la précision des me-
sures de distance sont généralement disponibles, permettant d’initier la définition d’un modèle
stochastique. En revanche, les solutions technologiques employées sont parfois protégées par le
brevet et non clairement explicitées, ce qui entraîne la difficulté à définir un modèle fonctionnel
sur lequel pourrait s’appuyer la transmission d’incertitudes. En outre, on constate qu’il est ambi-
tieux de vouloir prendre en compte l’intégralité des erreurs qui affectent la mesure d’un scanner
à main. En effet, les erreurs induites par l’éventuelle dérive des mesures, liée non seulement à
l’algorithme de reconstruction mais aussi à la manipulation non rigoureuse de l’instrument, sont
difficilement quantifiables. En ce qui concerne les caméras de profondeur, pouvant être utilisées
de manière dynamique également, le constat est similaire. Cependant, le modèle fonctionnel liant
les coordonnées d’un pixel sur la carte de profondeur aux coordonnées 3D, tel que rappelé dans
[Lachat et al., 2015c], pourrait aisément être utilisé en vue d’appliquer une transmission d’incer-
titudes.
2.2.3 Synthèse
Il ressort de cette analyse de la littérature que, quelle que soit la technique de mesure considérée,
la définition d’un modèle stochastique n’est pas unique étant donné que les facteurs pris en
compte peuvent varier d’une approche à l’autre. En outre, plusieurs sources d’erreurs sont négli-
gées dans les modèles stochastiques, lorsque celles-ci sont difficiles voire impossibles à quantifier.
Une évaluation théorique exhaustive pour certaines techniques de levé, notamment la lasergram-
métrie ou les scanners à main, semble fastidieuse et difficilement atteignable.
Validité du modèle stochastique En vue de tester l’efficacité du modèle stochastique ainsi
que sa cohérence avec le modèle fonctionnel, un test dit global peut être mis en place à l’issue
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d’un ajustement. Il est généralement effectué par application d’un test du χ2 [Ghilani, 2010],
tel que présenté dans le Chapitre 5 de ce manuscrit (sous-section 5.3.3). Néanmoins en partant
du principe que le modèle fonctionnel est adapté et qu’il n’y a pas de fautes parmi les observa-
tions, [Wujanz et al., 2017] s’appuient sur une simplification de ce test afin de valider le modèle
stochastique basé sur l’intensité et exposé dans leurs travaux. À partir de la valeur a posteriori
de l’écart-type σ0, calculée à l’issue de l’ajustement (voir Chapitre 4), les auteurs exposent des
seuils empiriques permettant de déterminer si la pondération mise en place était trop optimiste
(observations moins précises que les prédictions du modèle), ou inversement trop pessimiste.
Influence du modèle stochastique sur l’estimation Le choix du modèle stochastique exerce
une influence sur les résultats finaux de l’estimation, comme exposé par [Elkhrachy et Niemeier,
2006] à l’aide d’un modèle d’erreurs simple, appliqué dans le cas du recalage de nuages de points.
Des analyses plus poussées ont été effectuées récemment par [Kermarrec et al., 2018]. Dans ces
travaux, les auteurs s’appuient sur le modèle stochastique basé sur l’intensité pour les scanners
laser établi par [Wujanz et al., 2017]. L’influence de la modification des paramètres empiriques,
utilisés pour modéliser le lien entre intensité et précision de distance, est observée sur les résultats
finaux d’un ajustement. Il ressort des travaux de [Kermarrec et al., 2018] que dans le cas d’une
surface uniforme, le calcul d’un modèle d’erreurs basé sur l’intensité propre à chaque point n’est
pas indispensable, proposant ainsi de simplifier le modèle d’erreurs en évitant de le recalculer
pour chaque point du nuage.
Les mêmes auteurs s’intéressent, dans des travaux récemment publiés [Kermarrec et al., 2019], à
l’impact de la corrélation entre les variables dans les modèles stochastiques. En effet, on estime
généralement que les facteurs ne sont pas corrélés pour établir le modèle stochastique, menant à
l’établissement de matrices de variances-covariances initiales diagonales. Les auteurs rappellent
à cet effet que la meilleure estimation des paramètres inconnus dans un ajustement est atteinte
lorsque les observations sont pondérées selon leur vraie matrice de variances-covariances. Notons
pour autant qu’en présence de suffisamment d’observations, le modèle stochastique par le biais
de la matrice de variances-covariances n’a qu’un faible impact sur les paramètres inconnus
recherchés, d’après [Kutterer, 1999]. Seul le facteur de variance a posteriori est impacté par des
changements dans le modèle stochastique, influant par conséquence sur les matrices de variances-
covariances a posteriori.
2.3 Évaluation a posteriori de la qualité des données acquises
Tandis que l’évaluation a priori d’un jeu de données consiste en la réalisation d’un bilan des erreurs
théorique, effectué en amont de toute mesure, l’évaluation a posteriori est entreprise à l’issue des
acquisitions, lorsque les mesures sont à disposition. Les jeux de données constituent la base de
ces évaluations effectives, visant à estimer la qualité effectivement atteinte. Aussi, l’évaluation
a posteriori des données laisse moins de place au doute et à l’interprétation que l’évaluation a
priori, étant donné que les données effectivement obtenues sont observées de manière concrète.
Une évaluation a posteriori peut être qualitative ou quantitative : l’objectif dans cette section
consistant à déterminer la précision ou l’exactitude des données, des approches d’évaluations
quantitatives sont discutées.
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2.3.1 Approches pour l’évaluation effective des données acquises
L’évaluation effective d’un jeu de données ne peut être entreprise sans la présence de données de
référence, qui servent d’étalon pour le calcul d’écarts : c’est donc l’exactitude des mesures qui est
évaluée ici. La question de la qualité des données de référence est toujours primordiale dans ce
cas, puisque les écarts sont établis par confrontation de l’entité évaluée avec ces références. Aussi,
il convient d’utiliser des méthodes supposées plus fiables et plus précises pour l’acquisition des
informations de référence. Les données considérées dans ces travaux sont des nuages de points
ou des maillages, aussi les approches évoquées dans ce qui suit se rapportent à ce type de jeux de
données. L’information de référence dans ce cas peut être de différentes natures : coordonnées
ou cotes de contrôle, primitives géométriques ou autre nuage de points.
L’évaluation de nuages de points bénéficie d’un certain nombre d’approches de comparaison per-
mettant le calcul d’écarts entre deux jeux de données, empruntées aux techniques d’inspection
et de suivi des déformations. En effet, de nombreux domaines font appel à la lasergrammétrie
pour l’inspection de la géométrie des surfaces et l’analyse de déformations dans les structures
(structures industrielles, ouvrages d’art, terrains naturels, etc.), car les nuages de points sont des
données surfaciques particulièrement adaptées à ce type de suivi. Ils offrent la possibilité d’obser-
ver des déformations globales au niveau des surfaces inspectées, à condition que les déformations
aient des ordres de grandeur plus élevés que l’incertitude de mesure. La détection de changements
géométriques peut être entreprise entre deux périodes (changements temporels) ou entre deux
structures semblables. L’étape préliminaire à tout processus de détection de changements est le
calcul d’écarts, par comparaison avec une référence [Girardeau-Montaut et al., 2005]. Notons
enfin que le calcul de ces écarts peut être faussé par la présence de bruit systématique ou d’ob-
servations erronées dans les données comparées. Lorsque l’hypothèse d’une distribution normale
suivie par les erreurs n’est plus vérifiée, certaines études favorisent l’utilisation de critères de sta-
tistique robustes en vue d’évaluer l’exactitude [Toschi et al., 2015]. Cette hypothèse est vérifiable
en traçant l’histogramme des erreurs.
Comparaison par rapport à des mesures ou jeux de données de référence
Si les nuages de points à inspecter contiennent des points caractéristiques (cibles ou points mar-
qués) connus en coordonnées d’un précédent levé, et si ces nuages sont eux-mêmes géoréférencés,
alors l’évaluation la plus intuitive consiste à comparer les coordonnées de ces points caractéris-
tiques. Une autre approche d’évaluation simple à mettre en place consiste à inspecter des dis-
tances supposées connues entre deux points du nuage. Ceci s’assimile à effectuer des mesures de
contrôle, ce qui nécessite des coordonnées de référence ou une mesure étalon fournies par un
autre instrument. Cependant ces approches sont spatialement limitées car plus ou moins ponc-
tuelles, aussi elles ne permettent pas un aperçu exhaustif des éventuelles déformations.
Distances entre deux nuages de points Confronter deux nuages de points dont l’un est choisi
comme référence tandis que l’autre est évalué, représente aujourd’hui l’une des méthodes d’éva-
luation quantitative parmi les plus courantes. Les travaux de [Girardeau-Montaut et al., 2005]
constituent une contribution importante sur la question du calcul de distances entre deux nuages
de points. L’auteur de ces travaux est en outre le développeur du logiciel libre CloudCompare,
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largement utilisé dans le domaine scientifique pour procéder à de telles comparaisons. L’article
de [Lague et al., 2013] propose également un état de l’art relatif au calcul de distances nuage à
nuage, et introduit la méthode de calcul M3C2 (pour Multiscale Model-to-Model Cloud Compari-
son), actuellement disponible sous forme de plugin dans le logiciel CloudCompare. Cet algorithme
de calcul d’écarts entre deux nuages de points offre notamment davantage de robustesse face aux
changements de densité ainsi qu’au bruit de mesure observables dans les nuages.
Outre le choix d’un nuage de référence dont la qualité est présumée supérieure au nuage
comparé, quelques règles doivent être respectées afin d’aboutir à des évaluations non biaisées. Il
est ainsi préférable d’utiliser un nuage de référence dont la densité de points est plus élevée, et
de préférence présentant un bruit de mesure faible. Afin d’améliorer la méthode de comparaison
entre deux nuages de points, tant en matière de fiabilité de l’écart mesuré que de rapidité, l’article
de [Girardeau-Montaut et al., 2005] soulève trois points importants :
Problème du recalage des données : Afin d’être comparés, les deux nuages de points
doivent être exprimés dans un même référentiel. Ce point nécessite une attention par-
ticulière car les erreurs de recalage se propagent lors du calcul des écarts, et un recalage
approximatif peut entraîner un biais systématique au niveau des surfaces à comparer. Si
les nuages de points ne sont pas initialement géoréférencés dans un système de coordon-
nées global, le recalage est entrepris généralement à l’aide de l’algorithme de recalage
ICP (Iterative Closest Point), car il s’appuie sur l’ensemble des points des nuages. Comme
évoqué par [Girardeau-Montaut et al., 2005] et [Chen et al., 2018], des adaptations de
cet algorithme peuvent être préférées.
Calcul de la distance : Une stratégie de calcul local des distances au niveau de tous les points
du nuage évalué est nécessaire, sachant que les appariements entre les points des deux
nuages confrontés ne sont pas connus. L’approche la plus simple, consistant à calculer la
distance au plus proche voisin dans le nuage de référence (Figure 2.2a), peut conduire
à de mauvaises estimations des écarts en fonction de l’échantillonnage du nuage de réfé-
rence (peu dense ou non uniforme). Une amélioration pour le calcul des distances inter-
nuages s’appuie sur une modélisation locale de la surface du nuage de référence. Pour
un point du nuage évalué, les k plus proches voisins de son homologue dans la référence
sont recherchés, permettant de modéliser localement une surface (généralement un plan)
et ainsi de calculer l’écart entre le point et cette surface (Figure 2.2b). Différentes mé-
triques peuvent ainsi servir au calcul des écarts.
Subdivision en octree : Pour accélérer le processus de recherche des plus proches voisins,
des solutions de structuration du nuage de points sont utilisées. L’octree est une structure
sous forme d’arbre qui permet de subdiviser un volume cubique en cellules, de manière
récursive. À chaque nouvelle subdivision, chaque cellule (ou voxel) est redivisée en huit
entités volumiques de taille identique. Ce découpage du nuage de points permet de limiter
l’étendue des zones de recherche aux voxels homologues, ce qui accélère de façon non
négligeable les calculs. Notons que cette structure peut également être employée dans
l’algorithme ICP (voir Chapitre 6 pour une illustration de la structure en octree), utilisé
pour recaler les données à confronter.
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Nuage comparé
Nuage de référence
Distance entre
plus proches voisins
(a)
Nuage comparé
Nuage de référence
Distance entre point 
et surface locale
Voisinage du point le plus proche,
dans le nuage de référence
(b)
Nuage comparé
Nuage de référence
Maillage approximant le nuage 
de référence
Distance entre point et maillage
(mesurée selon la normale au maillage)
(c)
Figure 2.2 - Comparaison avec une donnée de référence par calcul de (a) l’écart entre deux points
au sens des plus proches voisins, (b) la distance orthogonale entre un point du nuage comparé et
la surface la plus proche modélisée localement dans le nuage de référence, et de (c) la distance
orthogonale entre un point et le maillage de référence (adapté de [Lague et al., 2013]).
Distances nuage-maillage Comme évoqué dans [Girardeau-Montaut et al., 2005], les approches
initialement proposées pour l’inspection de nuages de points s’appuyaient davantage sur la com-
paraison avec un modèle 3D de référence. Ce modèle peut être théorique, ou créé à partir des
données de référence afin d’établir un maillage de référence. Dans ce cas, la distance orthogo-
nale entre un point du nuage évalué et la facette la plus proche dans le maillage de référence
est généralement calculée (Figure 2.2c).
Les maillages étant des surfaces orientées, l’avantage de cette approche est l’obtention de dis-
tances signées. Ainsi, il est possible d’analyser plus finement les déformations subies par la
surface du nuage de points (renfoncements ou protubérances). En revanche, la construction du
maillage de référence en amont de la comparaison rend ce processus chronophage, ceci étant
d’autant plus vrai que les données considérées sont vastes. En outre, le risque de faire apparaître
des déformations qui ne sont pas liées au nuage évalué mais plutôt au modèle de référence n’est
pas exclu, car l’opération de maillage peut lisser certains détails à la géométrie complexe, ou en
interpoler d’autres lorsque des mesures sont manquantes.
Comparaison par rapport à des géométries connues
Différents types de primitives géométriques naturellement présentes dans les nuages de
points, peuvent être utilisés afin d’estimer les déviations du nuage de points par rapport à la
surface théorique de ces primitives. Lorsque l’équation paramétrique de l’entité considérée est
connue, alors pour chaque point du nuage à évaluer, une distance signée par rapport à la modéli-
sation paramétrique de la surface peut être calculée. Cependant, cette approche d’évaluation est
largement influencée par la qualité des primitives réelles mesurées dans la scène. Par exemple
dans un bâtiment, il est difficile de juger de la parfaite planéité des murs construits, à l’inverse de
plaques d’étalonnage par exemple. Comme souligné par [Wujanz et al., 2017], il est nécessaire
que l’exactitude des caractéristiques géométriques des primitives utilisées soit plus élevée que les
incertitudes de mesure. Le cas échéant, les imperfections liées aux primitives risquent de fausser
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les écarts estimés.
Les primitives les plus couramment rencontrées sont des plans, des sphères ou des cylindres. Les
algorithmes proposés par [Schnabel et al., 2007] permettent la détection automatique de telles
surfaces dans les nuages de points, à l’aide d’une solution robuste dérivée du répandu paradigme
de RANSAC. Dans les environnements bâtis notamment, les surfaces planes sont les plus repré-
sentées. Aussi, de nombreux travaux dédiés à l’évaluation de techniques de levés en intérieur,
à l’image de [Chen et al., 2018] ou [Maboudi et al., 2018], s’appuient sur la planéité supposée
des murs afin de déterminer exactitude et précision des données. Notons enfin que la comparai-
son d’un nuage de points avec un modèle 3D ou un maillage se rattache à cette approche, les
primitives considérées étant dans ce cas des plans.
L’évaluation de levés d’intérieur, qu’ils soient statiques ou mobiles, peut aisément être effec-
tuée par comparaison avec des plans existants ou une maquette numérique du bâtiment fai-
sant office de références, lorsque ceux-ci sont disponibles et fiables [Karam et al., 2018]. Cette
approche est notamment utilisée dans l’article [Chen et al., 2018], où les dimensions globales des
pièces du bâtiment numérisé sont vérifiées, ou encore par [Maboudi et al., 2018] qui, au delà de
comparaisons entre nuages de points ou par rapport à des primitives planes, évaluent les dimen-
sions reconstruites par rapport à des cotes mesurées manuellement. Les travaux de [Nocerino
et al., 2017] relatifs à l’évaluation de systèmes mobiles en intérieur vont plus loin dans ce sens,
puisque les écarts de mesure pour plusieurs dimensions du bâtiment sont confrontés avec des
valeurs théoriques estimées en amont, dont les calculs sont détaillés par les auteurs.
Dans [Karam et al., 2018], des méthodes d’évaluation de nuages de points acquis en intérieur
sont proposées en l’absence de données de référence. Formulant l’hypothèse que la plupart des
bâtiments possèdent des structures planes et verticales, l’évaluation s’appuie sur l’observation
de contraintes architecturales, que sont les critères de parallélisme et de perpendicularité des
murs. Des écarts angulaires et relatifs à l’épaisseur des murs sont alors estimés afin de quantifier
les erreurs.
Évaluation des données issues d’un levé photogrammétrique
Les nuages de points acquis par photogrammétrie terrestre ou aérienne sont des données discrètes
et surfaciques qui peuvent être évaluées, suite à la reconstruction de l’information 3D par corré-
lation et orientation des images, de la même manière que tout autre nuage de points selon les
approches précédemment citées. En outre, l’éventuelle présence de points d’appui (ou GCP, pour
Ground Controle Points) utiles à la mise à l’échelle des données et à leur géoréférencement, peut
aider à l’analyse quantitative du résultat. Si tous les points d’appui sont utilisés dans le calcul et
donc non indépendants, alors une précision du calcul peut être estimée. En revanche, des points
non impliqués dans le calcul de reconstruction 3D peuvent servir de points de contrôle (ou CP,
pour checkpoints) pour déterminer l’exactitude du résultat.
Le mode de reconstruction de la donnée tridimensionnelle n’étant pas direct en photogrammétrie,
on peut en réalité distinguer deux étapes majeures du traitement qui ont chacune un impact
direct sur la qualité a posteriori du nuage. Ces étapes peuvent être évaluées séparément, selon
des méthodes adaptées :
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Orientation des images : la qualité de cette étape traduit la précision des résultats à l’issue
du calcul en bloc d’ajustement de faisceaux (bundle adjustment). À cet effet, les coor-
données de points de contrôle présents dans la scène sont comparées à des valeurs de
référence (levés tachéométriques par exemple), comme effectué dans [Murtiyoso et al.,
2018]. Bien qu’elle ne mène pas à la production du nuage de points dense définitif, cette
étape est cruciale pour la qualité géométrique finalement atteinte.
Densification du nuage de points : cette seconde étape, menant au nuage de points dense
finalement utilisé, dépend principalement de l’algorithme ou du logiciel retenu. Dans ce
cas, les propriétés à observer dans le nuage final sont davantage relatives au bruit et à
la densité de points. L’évaluation de la densification du nuage de points issu de la photo-
grammétrie s’effectue ainsi par comparaison avec un nuage de points de référence, acquis
par lasergrammétrie par exemple [Murtiyoso et Grussenmeyer, 2017].
2.3.2 Évaluation pratique de la performance des capteurs
Les approches d’évaluation effective présentées précédemment sont régulièrement mises en place
dans la littérature relative à l’analyse des performances des instruments. Au cours de cette thèse,
elles ont également été appliquées à l’évaluation pratique des données produites par certains
instruments, utilisables à l’échelle du bâtiment et étudiés plus en détail dans le cadre de premiers
travaux. Les principaux résultats des articles publiés à ce sujet entre 2015 et 2017, relatifs
à l’analyse des instruments visibles dans le Tableau 2.1, sont repris dans cette sous-section
et agrémentés d’études bibliographiques.
Trimble SX10 Freestyle3D X Kinect v2
Tableau 2.1 - Aperçu de trois systèmes d’acquisition, dont l’évaluation a été entreprise dans
les contributions [Lachat et al., 2017a] et [Lachat et al., 2017b] (Trimble SX10), [Lachat et al.,
2017c] (Freestyle3D X), puis [Lachat et al., 2015a], [Lachat et al., 2015b] et [Lachat et al., 2015c]
(Kinect v2).
Lasergrammétrie terrestre
L’analyse des données issues de scanners laser terrestres est nécessaire à de multiples égards :
les déviations des nuages de points par rapport à des plans sont par exemple observées dans
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[Ozendi et al., 2016], afin de déduire les paramètres du modèle d’erreurs défini par les auteurs.
Concernant l’évaluation de la qualité géométrique à proprement parler, l’article [Gonzalez-Jorge
et al., 2017] présente une analyse comparative de six scanners laser terrestres, effectuée sur la
base de deux artéfacts imprimés en 3D et composés respectivement de sphères et de plans. Le
protocole d’évaluation est détaillé par les auteurs, de manière à être reproductible pour tout
instrument considéré.
Exemple du Trimble SX10 Cet instrument récent dans la gamme proposée par Trimble a été dé-
voilé à la fin de l’année 2016. Il s’agit d’un dispositif de mesure hybride et novateur, qui couple les
fonctionnalités d’une station totale à celles de balayage d’un scanner laser terrestre. L’absence de
lunette pour les visées de détails est contrebalancée par la présence de plusieurs caméras. Un pro-
totype de l’instrument ayant été mis à notre disposition peu de temps avant sa commercialisation,
ses fonctionnalités ont été mises à l’épreuve à travers différentes expérimentations. De premiers
résultats ont été présentés lors du workshop international 3D-Arch en mars 2017 [Lachat
et al., 2017a], abordant l’évaluation de nuages de points acquis sur une façade de bâtiment re-
marquable, ainsi qu’une comparaison entre deux stratégies de géoréférencement. Ces travaux ont
été complétés par une publication dans le journal Sensors quelques mois plus tard [Lachat et al.,
2017b] (consultable dans l’Annexe A.2). Il est ressorti de ces analyses que la précision géo-
métrique du SX10 lui permet de rivaliser avec la plupart des scanners laser terrestres, bien
que sa fréquence d’acquisition reste réduite en comparaison avec ces derniers. Néanmoins
sa polyvalence constitue une évidente plus-value pour certains projets.
Scanner à main
Les scanners à main sont appréciés pour plusieurs aspects, notamment leur aisance d’utilisation
sans expérience significative requise au préalable, ou encore la possibilité de visualiser les données
numérisées en temps réel. Leur prix plus modéré les rend également concurrentiels vis-à-vis des
systèmes appliquant la lumière structurée, plus précis mais également plus coûteux. Néanmoins la
question de la qualité des nuages de points produits par les scanners à main est un critère impor-
tant, d’autant plus qu’il est difficile d’établir un modèle d’erreurs théorique applicable de manière
générique. Dans la littérature, des travaux issus de différents domaines d’application mettent en
œuvre de tels instruments, sans forcément proposer d’analyse des performances géométriques at-
teintes. Les travaux de [Kersten et al., 2016] sont intéressants dans ce contexte, car ils rapportent
l’évaluation de l’exactitude géométrique des données produites par cinq scanners à main, appar-
tenant à une gamme de prix intermédiaire. Les auteurs ont complété ces analyses dans [Kersten
et al., 2018], où au total sept scanners à main sont évalués selon les mêmes principes, dont quatre
sont nouveaux par rapport à l’article précédent.
Exemple du FARO Freestyle3D Bien que ce capteur récent (mis en vente en 2015) soit utilisé
dans quelques travaux tirés de la littérature, l’évaluation détaillée des données ainsi produites est
plutôt rare. [Di Pietra et al., 2017] et [Calantropio et al., 2017] offrent des exemples d’applications
du scanner Freestyle3D X pour la numérisation du patrimoine. Les nuages de points acquis sont
comparés respectivement à des données acquises par photogrammétrie (cas d’une statue) et par
lasergrammétrie (à l’échelle du bâtiment), et il ressort de ces deux analyses que les données
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produites à l’aide du scanner à main sont plus bruitées.
Le scanner à main du constructeur FARO a été testé par nos soins à la fois dans des conditions
de laboratoire, puis par la suite à travers un cas concret d’application. Les études menées ainsi
que les analyses qui en découlent ont été présentées dans le cadre de la conférence inter-
nationale du CIPA (Comité International de Photogrammétrie Architecturale) en août 2017
[Lachat et al., 2017c] (article consultable dans l’Annexe A.3). Il ressort de ces études liées au
scanner Freestyle3D X, que les mesures réalisées à l’aide de cet instrument sont davantage
affectées par la portée que par l’angle d’incidence (voir Figures 4 et 5 de l’article en Annexe
A.3). Les analyses effectuées sur des données réelles ont montré qu’en dépit du bruit de mesure
inéluctable, les nuages de points acquis présentent une exactitude millimétrique, après com-
paraison avec des levés photogrammétriques utilisés comme références. Les géométries plus ou
moins complexes des blocs archéologiques numérisés (volumes d’environ 1 m3) ont permis de
mettre en avant les limites de l’instrument ainsi que certains cas critiques pour son utilisation.
Capteurs low-cost
Par rapport aux scanners à main abordés précédemment, de très nombreuses contributions re-
latives à l’évaluation de capteurs à faible coût peuvent être mentionnées. En dépit de leur prix
abordable, la qualité des données produites est souvent discutable. Ces capteurs peuvent être por-
tatifs et utilisés à la manière des scanners à main, ou fixes pour les dispositifs utilisant la lumière
structurée. Dans [Kersten et al., 2016], deux capteurs représentant respectivement chacune de ces
catégories ont été évalués, en parallèle avec des acquisitions photogrammétriques réalisées sur
les mêmes petits objets. Après comparaison avec une référence externe, il apparaît sans surprise
que la photogrammétrie fournit de meilleurs résultats que les capteurs low-cost, dont l’utilisation
pour certaines visualisations reste envisageable.
Exemple du capteur Kinect v2 La caméra de profondeur commercialisée par Microsoft, initia-
lement destinée au grand public à travers les jeux vidéos, a fait l’objet de nombreuses publications
quelle que soit la version du capteur considérée, comme en témoigne l’état de l’art réalisé dans
[Lachat et al., 2015a] (consultable dans l’Annexe A.1). La seconde version du capteur nous a in-
téressé par le biais de plusieurs analyses, visant d’une part à évaluer et améliorer la qualité des
mesures de distances produites, et d’autre part à observer les possibilités de mise en œuvre de cet
outil pour la création de nuages de points de petits objets. Les expérimentations et résultats
ont fait l’objet de publications et présentations lors de conférences internationales ([Lachat
et al., 2015c] et [Lachat et al., 2015b]), dont un article paru dans le journal Remote Sensing
[Lachat et al., 2015a]. Ce dernier est consultable dans l’Annexe A.1.
Mise en application des nuages de points Kinect La reconstruction d’éléments de l’environne-
ment bâti à l’aide de nuages de points issus du capteur Kinect a également été entreprise, en vue
de compléter des levés lasergrammétriques terrestres. Les objets sur lesquels les acquisitions plus
détaillées se sont portées sont les fenêtres et les portes, dont la géométrie peut s’avérer utile dans
des maquettes numériques de bâtiments (BIM). Les résultats obtenus pour la reconstruction
de ces éléments ont été présentés dans l’article [Lachat et al., 2016], paru lors du congrès
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2016 de l’ISPRS (International Society for Photogrammetry and Remote Sensing). Dans cet ar-
ticle, les contraintes géométriques liées à la reconstruction ainsi que les avantages de l’approche
ont essentiellement été mis en avant, au détriment des questions d’intégration des données hété-
rogènes, aspect limité à un recalage conventionnel des nuages de points. Le principe d’acquisition
des jeux de données respectifs, le résultat de la reconstruction 3D pour un cadre de porte, ainsi
que l’évaluation de la géométrie ainsi reconstruite sont visibles sur la Figure 2.3.
(a) (b) (c)
Figure 2.3 - (a) Acquisition combinée de nuages de points par lasergrammétrie terrestre et à
l’aide du capteur Kinect v2 en environnement bâti, (b) modèle 3D d’un cadre de porte reconstruit
à partir d’une portion de nuage de points Kinect, et (c) évaluation de la géométrie reconstruite
par comparaison d’une section du modèle créé (en bleu) avec des mesures de référence (section
réelle, en vert). Ces figures sont issues de l’article [Lachat et al., 2016]. Unité : mètre.
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Conclusions du chapitre 2
La présence d’incertitudes de mesure est inévitable lors de toute estimation
d’une distance. Ces erreurs, pouvant être systématiques ou aléatoires, sont
plus ou moins importantes en fonction de la technologie et de la métho-
dologie retenues, mais aussi de l’environnement d’acquisition. Il est ainsi
possible de réduire en partie l’influence des sources d’erreurs, en limitant
certains cas critiques afin de garantir la qualité de la mesure. À cet effet,
l’étalonnage des instruments permet notamment d’éliminer d’éventuels sys-
tématismes.
Bien que l’énumération de l’ensemble des facteurs impactant une mesure
soit dans la pratique ambitieuse, du fait de l’interaction entre les sources
d’erreurs, la réalisation d’un bilan des erreurs le plus exhaustif possible est
nécessaire à une évaluation théorique fiable des mesures. Connaissant l’in-
fluence des incertitudes en présence, l’estimation de la qualité pouvant être
atteinte par un ensemble de mesures est en effet possible en amont des le-
vés, par transmission des incertitudes. Les études théoriques de précision
sont notamment utiles à l’établissement de modèles stochastiques, suscep-
tibles d’intervenir dans les méthodes d’estimation.
Les nombreux facteurs influant sur la qualité de la mesure ne sont généra-
lement pas constants pour l’ensemble de la surface observée, d’autant plus
lorsque sa géométrie est complexe (variation de la portée, de l’angle d’inci-
dence, etc.). Cette observation permet de conclure quant à la variabilité de
la précision de chaque point mesuré, au sein d’un même nuage de points.
La définition d’un modèle stochastique approprié permet de prendre en
compte ces précisions individuelles, par le biais d’une matrice de variances-
covariances pouvant servir à établir un modèle de pondération.
L’évaluation de la qualité effectivement atteinte par un jeu de données s’ef-
fectue à l’issue des acquisitions. L’étude qualitative a posteriori nécessite
la connaissance de grandeurs de référence déterminées avec une confiance
supérieure, permettant d’estimer l’exactitude des données considérées. Des
méthodes courantes d’inspection de la qualité des nuages de points ont été
appliquées afin d’évaluer la qualité des données produites par trois instru-
ments choisis.
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Les deux premiers chapitres de ce manuscrit ont permis de mettre en évidence la grande diversité
des instruments de mesure applicables pour la numérisation tridimensionnelle, ainsi que les carac-
téristiques techniques et géométriques qui leur sont propres. Connaissant ces aspects, il incombe
au responsable du projet de numérisation de choisir le ou les outil(s) qui lui semble(nt) le(s)
mieux adapté(s) aux diverses contraintes et attentes relatives au projet. Une étape de définition
des objectifs est donc nécessaire en amont, afin d’être en mesure de planifier les levés.
Dans ce chapitre, le déroulement des opérations de numérisation à partir de leur planification jus-
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qu’à la production de livrables est tout d’abord discuté. L’observation de la chaîne de traitement
générale des jeux de données nous conduit à constater l’importance du recalage des données in-
dividuelles, dont le résultat influence directement les étapes suivantes et finales. Pour ces raisons,
un état de l’art plus approfondi sur ces méthodes de recalage est présenté dans un second temps.
3.1 Étapes constitutives d’un projet de numérisation
Avant d’entreprendre un projet de numérisation, il est nécessaire d’en connaître le cahier des
charges permettant de définir les attentes, ainsi que d’élaborer des stratégies à mettre en place
lors des levés. Une planification adaptée des opérations de numérisation permet non seulement
de générer des gains de temps au moment du levé, mais également d’influer de manière posi-
tive sur la qualité des données produites. Les différentes étapes de la chaîne de traitement des
données brutes, également discutées dans cette section, sont abordées différemment en fonction
des objectifs définis initialement. La planification des levés est donc une phase préalable à ne pas
négliger en vue de gagner en efficacité lors des phases d’acquisition et de traitement.
3.1.1 Cahier des charges et planification des opérations de numé-
risation
La définition du cahier des charges permet de fixer les attentes relatives aux livrables. Plusieurs
critères sont à considérer à ce titre, tels que la finalité des livrables ou la précision requise pour
ces derniers. De manière générale, réfléchir aux questions suivantes est un bon point de départ
pour la planification d’opérations de numérisation :
• Quel est l’objectif de l’étude, et quel type de livrable est souhaité ?
• Quel est le niveau de détails requis, quelles caractéristiques doivent ressortir ?
• Quelles sont les conditions du levé, telles que environnement ambiant (luminosité, objets
encombrants, etc.), échelle du projet, propriétés de la scène?
• Quels sont les moyens alloués à l’étude?
Au vu des besoins exprimés à travers le cahier des charges et des éventuelles contraintes à prendre
en compte, planifier les levés vise à traduire en termes techniques les spécifications requises.
Cette planification peut passer par une visite du site à numériser ou une reconnaissance en amont
des levés. Il s’agit alors d’identifier d’une part l’instrumentation, et d’autre part la méthode de
relevé les plus aptes à répondre aux spécifications décrites.
Choix de l’instrumentation
S’il n’est pas dicté par un matériel imposé et mis à disposition, le choix des techniques d’acquisition
va essentiellement dépendre :
— de l’échelle du projet et de sa complexité, tel que dépeint sur le diagramme de la Figure
3.1a, mais aussi du degré d’accessibilité au site pour certains cas particuliers (souterrains,
structures en hauteur, etc.) et du recul possible dans ces conditions
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— du critère de précision défini par le cahier des charges : la Figure 3.1b donne un aperçu
de la précision atteignable par les techniques d’acquisition en fonction de la taille de la
scène
— du type de données produites à l’aide de l’instrument : observations ponctuelles (station
totale), ou nuages de points denses (lasergrammétrie)
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Figure 3.1 - (a) Techniques d’acquisition adaptées en fonction de la taille de l’objet à numériser
et de sa complexité (inspiré de [Boardman et Bryan, 2018]). (b) Lien entre taille de l’objet à
numériser et précision a priori de différentes techniques d’acquisition (inspiré de [Luhmann et al.,
2013]).
Observations ponctuelles versus nuage de points dense Les mesures ponctuelles réalisées
à la main sont naturellement limitées à des portées courtes et laissent souvent la place à des
levés tachéométriques, tandis que les mesures GNSS sont davantage adaptées à la détermination
ponctuelle et à grande échelle de coordonnées, dans un système souhaité. Ces types d’observations
sont notamment utiles à la mise en place d’un canevas de points, nécessaire au rattachement d’un
projet de numérisation dans un référentiel en particulier. À l’inverse, les nuages de points denses
(acquis à l’aide des techniques apparaissant sur fond vert sur la Figure 3.1a) couvrent des surfaces
entières dont ils retranscrivent fidèlement la géométrie, à différentes échelles. Dans la pratique,
observations ponctuelles et nuages de points denses sont souvent combinés au sein d’un même
projet, en particulier lorsque ce dernier doit être géoréférencé.
Les informations contenues dans le nuage de points, certes discrètes mais étendues à l’échelle
de la surface ou du volume, représentent de grands volumes de données qui nécessitent d’une
part des capacités de stockage importantes, ainsi qu’une étape d’interprétation et éventuellement
de sémantisation de la scène. Ces informations sont notamment avantageuses pour l’analyse des
déformations surfaciques. En outre, de par leur versatilité, les scanners laser terrestres tendent à
devenir des alternatives viables aux levés tachéométriques, comme démontré dans l’état de l’art
réalisé pour l’article [Lachat et al., 2017b]. Cet état de l’art retranscrit l’évolution de la station
totale vers la station de balayage automatique qu’est le scanner laser terrestre, afin d’introduire
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un instrument de mesure hybride qui s’inscrit dans une évolution en matière de besoins pour les
spécialistes de la mesure.
Choix de la méthodologie et mise en place du levé
Sitôt la technique d’acquisition choisie, il convient de s’intéresser dans un second temps à la mise
en place du levé. Tandis que certaines règles générales sont à respecter quel que soit le type de
levé entrepris, à l’image de la présence de zones de recouvrement entre les données, d’autres
critères (choix de la configuration, rattachement à un référentiel externe) relèvent davantage des
attentes formulées dans le cahier des charges.
Approches conventionnelles et aide à la décision Quelle que soit la technique d’acquisition
considérée, certaines bonnes pratiques sont à mettre en œuvre tant que possible afin d’obtenir
des résultats cohérents et de meilleure qualité.
Lors d’opérations de lasergrammétrie terrestre, il est rare d’être en mesure de couvrir l’in-
tégralité de la surface observée depuis une unique position. Aussi, un réseau constitué de
multiples stations est généralement mis en place, au sein duquel il convient d’assurer
la présence de zones de recouvrement entre nuages de points adjacents. Ces dernières
doivent être suffisamment importantes afin de permettre la jonction entre les différentes
entités lors du processus de recalage. À l’exception près du cas de géoréférencement di-
rect, introduit dans la sous-section suivante 3.1.3, les positions successives occupées par
le scanner laser terrestre sont des stations libres, qui ne sont ni centrées sur un point
particulier, ni orientées. Ainsi la contrainte d’intervisibilité entre les stations, présente lors
d’un cheminement polygonal à l’aide d’une station totale, n’est pas à respecter en laser-
grammétrie terrestre, du moment que les zones balayées communes sont suffisamment
importantes.
En photogrammétrie, certaines règles sont recommandées en vue d’assurer la bonne orien-
tation des images, et ainsi une reconstruction 3D cohérente. La mise en place d’une ca-
libration adaptée, la convergence ainsi que le fort taux de recouvrement entre les prises
de vues successives peuvent entre autres être cités. Pour ce qui est de la photogrammétrie
terrestre, certains protocoles d’acquisition et de traitement ont été introduits, à l’image
des règles 3 × 3 du CIPA (Comité International de Photogrammétrie Architecturale) ou
d’autres protocoles dont certains sont exposés dans [Murtiyoso et Grussenmeyer, 2017].
Pour rebondir sur la nécessité des zones de recouvrement entre nuages de points adjacents dans le
cas de la lasergrammétrie, il est important de noter que l’objectif principal lors d’un tel levé est de
réussir à couvrir l’ensemble de la scène étudiée tout en réalisant un nombre minimal de stations.
À cet effet, certains travaux dans la littérature s’intéressent à des stratégies d’optimisation des
réseaux de stations. L’objectif des algorithmes développés est de planifier l’emplacement idéal
des stations successives, ce qui nécessite généralement la connaissance d’un plan de la scène,
ou un balayage rapide (peu dense) d’une grande partie de la scène au préalable. Les travaux de
[Soudarissanane et Lindenbergh, 2011] ou [Jia et Lichti, 2018] peuvent être cités à ce sujet.
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Configurations possibles Lors d’acquisitions terrestres, on distingue principalement deux types
de configurations pour les stations successives de numérisation, ou pour les positions successives
du véhicule dans le cas d’acquisitions dynamiques. Tandis qu’un levé en antenne constitue une
configuration non idéale, au sein de laquelle les erreurs de recalage peuvent aisément s’accumuler,
les configurations bouclées sont à privilégier (Figures 3.2a et 3.2b). Ces dernières sont caracté-
risées par la présence d’une zone de recouvrement entre les premières et les dernières positions
occupées par l’instrument, permettant la propagation des erreurs successives de recalage.
Les avantages à retrouver une position initiale connue en vue de former une boucle sont des
problématiques également observées dans les algorithmes de SLAM, en robotique mobile notam-
ment. Citons l’exemple de [Borrmann et al., 2008], dont l’algorithme de SLAM basé sur un graphe
de poses s’appuie sur un critère de distance entre positions du mobile, afin d’observer la fermeture
d’une boucle. Il est généralement conseillé d’observer de telles configurations lors d’acquisitions
effectuées à l’aide de scanners laser à main, également.
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Figure 3.2 - Configuration d’un réseau de stations en antenne (a) et en boucle (b). En gris, les
champs de vision (zones de balayage), en bleu les indices des nuages, et en rouge les côtés des
cheminements.
Cas du rattachement à un référentiel externe Le choix de rattacher l’ensemble d’un projet de
numérisation à un référentiel externe, national ou local, est également une contrainte qui doit
être définie dans le cahier des charges du levé. Lorsque l’instrument utilisé n’est pas muni de
son propre système de géolocalisation, un ensemble de points connus en coordonnées dans le
référentiel de destination est alors nécessaire, en veillant à privilégier leur répartition homogène
sur la majeure partie de la zone numérisée. L’établissement d’un canevas de points d’appui se
fait généralement par tachéométrie et / ou levé GNSS. Cette transformation d’un projet vers un
référentiel externe porte le nom de géoréférencement, dont les tenants et les aboutissants sont
discutés dans la sous-section 3.1.3.
3.1.2 Chaîne de traitement de la donnée brute
Les nuages de points bruts, directement issus du levé ou d’un premier processus de reconstruction
à partir d’images, sont soumis à plusieurs traitements successifs en vue de la création de livrables
exploitables par l’utilisateur. Les étapes constitutives de la chaîne de traitement courante sont
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résumées sur le diagramme de la Figure 3.3. Les données brutes sont généralement filtrées, afin
notamment de réduire le bruit de mesure et de supprimer certains éléments non représentatifs
(éléments mobiles ou dont la position change au cours du temps). Ces pré-traitements sont en-
trepris en vue d’améliorer l’efficacité du recalage, néanmoins il est parfois préférable de partir
de données brutes non modifiées pour le recalage, afin d’éviter toute perte d’information. Aussi,
les étapes marquées d’une astérisque sur la Figure 3.3 sont facultatives. De même, la segmenta-
tion n’est pas toujours un pré-requis à l’étape de modélisation qui suit, comme discuté dans la
sous-section 3.1.4 à venir. Au sein de cette chaîne de traitement, les pré-traitements des nuages
de points bruts ont été introduits dans le Chapitre 1, tandis qu’un état de l’art des méthodes de
recalage est présenté dans la seconde section du présent chapitre.
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Figure 3.3 - Étapes constitutives de la chaîne de traitement des nuages de points bruts, menant
à la production de livrables.
Sur le schéma emprunté à [Wujanz et al., 2019] et visible en Figure 3.4, les grandes étapes d’un
projet de numérisation allant de sa planification à sa finalisation, sont corrélées avec deux notions :
la possibilité d’intervenir sur la qualité finale du résultat, ainsi que les difficultés engendrées
par ces interventions. Le caractère décisif de la planification du levé ressort par le fort degré
d’interaction entre les choix effectués lors de cette étape, et leur influence sur la qualité finale
du projet. Au fil de l’avancement des traitements, la possibilité d’atténuer l’influence des erreurs
propres aux étapes initiales diminue et se complexifie. L’évaluation des erreurs liées à la métho-
dologie de levé, ainsi qu’aux étapes primaires englobant essentiellement le recalage des données,
est de ce fait cruciale afin de limiter leur propagation. Pour ces raisons, et du fait de leur appa-
rition en début de chaîne de traitement, les étapes de recalage et de géoréférencement ont
été retenues pour aborder l’intégration de données hétérogènes, dans la suite de ces travaux.
L’importance d’une mise en œuvre rigoureuse de ces étapes, afin d’assurer la qualité des produits
finaux, est en effet évidente.
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Figure 3.4 - Interaction entre les étapes majeures d’un projet de numérisation, la possibilité
d’influer sur le résultat final du projet, et les coûts engendrés par ces interventions.
3.1.3 Recalage et géoréférencement
Définitions
Dans une large majorité des projets de numérisation, un unique nuage de points ne suffit pas à
couvrir la surface observée dans son intégralité : plusieurs nuages de points sont alors néces-
saires, d’où la présence d’une étape de recalage dans la chaîne de traitement standard (Figure
3.3). Le recalage peut être défini comme l’étape au cours de laquelle tous les nuages de points
individuels, dont les coordonnées des points sont exprimées dans des repères locaux propres aux
systèmes de mesure, vont être rapportés dans un même référentiel. Ainsi les différents points de
vues sont assemblés, formant une vision d’ensemble de la scène ou de l’objet numérisé. En fonc-
tion du référentiel commun choisi pour l’expression des coordonnées du nuage complet, deux cas
de figure peuvent être distingués :
• Lorsque tous les nuages sont regroupés dans un repère local, par exemple le référentiel
attaché à l’un des nuages de points choisi comme référence, alors leurs positions respec-
tives sont exprimées de manière relative les unes par rapport aux autres. Ce processus
porte indépendamment le nom de recalage ou de consolidation. Le terme de recalage,
plus générique, est utilisé par défaut dans ce manuscrit.
• Dans le cas où le projet final doit être exprimé dans un repère général externe aux
données brutes, par exemple un système de coordonnées géographiques national, les
positions de l’ensemble des nuages sont estimées de manière absolue par rapport à ce
référentiel externe. Le terme de référencement ou géoréférencement est alors utilisé.
Tandis que les méthodes de consolidation sont détaillées dans la seconde section 3.2 de ce cha-
pitre, la suite de ce paragraphe a pour objectif d’expliciter la notion de géoréférencement des
données et notamment les méthodes associées.
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Approches pour le géoréférencement
Le géoréférencement consiste à exprimer l’ensemble des nuages de points en présence dans un
référentiel général extérieur aux données elles-mêmes, matérialisé par un repère cartésien à trois
dimensions. En vue du rattachement à un tel référentiel, la seule présence des nuages de points
acquis n’est pas suffisante et des données supplémentaires, obtenues indépendamment de ces
nuages, sont nécessaires. Ces informations de géolocalisation sont disponibles grâce à des cap-
teurs dédiés, ou suite à la réalisation d’un cheminement polygonal par tachéométrie permettant
d’estimer les coordonnées de points caractéristiques. D’un point de vue géométrique, le géoré-
férencement d’un nuage de points fait appel à un modèle de transformation similaire à celui
appliqué pour la consolidation, puisqu’il s’agit d’effectuer un changement de repère.
Le géoréférencement peut avoir lieu de manière concomitante ou non avec l’acquisition des don-
nées, si bien que l’on distingue les approches directes des approches indirectes. Le choix de
l’une ou l’autre méthode de géoréférencement influence directement la configuration du réseau
de stations, en lasergrammétrie terrestre [Soudarissanane et al., 2011].
Le géoréférencement direct permet d’obtenir directement à l’issue de l’acquisition, et sans
post-traitement particulier, un jeu de données dont les coordonnées des points sont exprimées
dans le système général souhaité. Plusieurs cas de figure permettent d’aboutir à ce résultat, en
fonction de la technique d’acquisition considérée :
— Dans le cadre de levés par lasergrammétrie mobile (terrestre ou aéroportée), les capteurs
dédiés à la géolocalisation et à la navigation (système GNSS, centrale inertielle) embar-
qués par la plateforme permettent le géoréférencement direct et en temps réel des nuages
de points. Dans ce cas, la qualité du rattachement au référentiel général est directement
liée à celle des données fournies par ces systèmes de positionnement.
— Lors d’un levé par photogrammétrie, il est possible d’établir des points présents dans la
scène (cibles ou points naturels) connus en coordonnées. Si les coordonnées de ces points
d’appui sont renseignées au moment du calcul en bloc d’ajustement de faisceaux, alors
les coordonnées des points du nuage reconstruit seront exprimées directement dans le
référentiel général. La qualité du géoréférencement dépend alors non seulement de la
précision des coordonnées des points, mais aussi de la précision de la détection de ces
points d’appui dans les images.
— La mise en place du géoréférencement direct pour un levé statique par lasergrammétrie
est également possible, à condition que le scanner laser terrestre employé possède les
outils nécessaires à son orientation. Dans ce cas, l’instrument peut être centré sur un point
connu en coordonnées, et orienté dans le plan horizontal grâce au balayage de cibles
également situées sur des points connus.
Dans la pratique, tous les scanners laser terrestres ne sont pas munis d’un tel dispositif. En outre,
cette pratique requiert la mise en place d’une configuration particulière liant les stations et les
cibles balayées. Celle-ci peut se révéler chronophage au moment du levé, et nécessite davantage
de compétences techniques de l’opérateur qu’un levé courant composé de stations successives
avec recouvrement.
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Figure 3.5 - Approches comparées de géoréférencement direct et indirect dans le cas d’un levé
par scanner laser terrestre (adapté de [Landes et al., 2011]).
Géoréférencement indirect Le terme indirect traduit le fait que la transformation du nuage de
points vers un référentiel externe général intervient par post-traitement, et non directement lors
de l’acquisition. Un ensemble de points d’appui connus en coordonnées dans le repère de destina-
tion, et idéalement distribués dans la scène, est alors indispensable afin d’estimer le changement
de repère. Le géoréférencement indirect peut être entrepris de deux manières différentes :
— par transformation de l’ensemble du projet : l’opération s’effectue alors en deux étapes,
puisque le géoréférencement fait suite à la consolidation des nuages dans un repère local
commun
— par transformation de chaque nuage individuellement : dans ce cas, consolidation et
géoréférencement sont simultanés au cours d’une même étape. Dans la pratique, cette
approche est plutôt rare car elle nécessite la présence d’un minimum de trois points d’appui
dans chacun des nuages de points, afin d’estimer leur transformation individuelle.
Le géoréférencement indirect est une transformation appliquée aux nuages de points bruts, indé-
pendamment de leur méthode d’acquisition. Dans le cas de levés par scanner laser terrestre, la
Figure 3.5 résume les différences entre géoréférencement direct et indirect. Tandis que le géoré-
férencement direct nécessite l’utilisation de cibles artificielles, le géoréférencement indirect peut
être entrepris à partir de points caractéristiques de la scène.
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Évaluation du géoréférencement L’un des avantages à l’utilisation d’informations externes
pour le géoréférencement est la possibilité de réaliser des contrôles par rapport à des don-
nées de référence. L’estimation d’une exactitude est donc envisageable, tandis qu’une précision
relative caractérise la consolidation. L’évaluation du géoréférencement pour des données issues
de scanners laser terrestres est abordée de manière détaillée dans les travaux de [Reshetyuk,
2009]. Il en ressort que le géoréférencement indirect fournit de meilleurs résultats en ma-
tière de précision que la méthode directe. Une conclusion identique a pu être établie avec le
récent scanner hybride Trimble SX10 dans l’article [Lachat et al., 2017a], les fonctionnali-
tés couplées de scanner laser et de station totale offertes par l’instrument permettant un
géoréférencement direct des nuages acquis.
Enfin, la question du modèle d’erreurs lié au géoréférencement direct a été traitée par [Lichti
et al., 2005] ou plus récemment [Pandzic et al., 2017]. Dans le cas de données laser mobiles
ou de levés photogrammétriques directement géoréférencés, la question de la qualité du géoré-
férencement est en réalité intrinsèquement abordée à travers l’évaluation effective des données
produites.
Récapitulatif et processus concret de recalage des données
Le géoréférencement est un cas particulier du recalage de données, à travers lequel le ou les
nuage(s) de points est (sont) rapporté(s) dans un référentiel cartésien 3D général. Sa mise en
place n’est pas requise de manière systématique et dépend du cahier des charges du projet. Tandis
que le recalage ne s’appuie que sur les informations géométriques présentes dans les nuages, le
géoréférencement nécessite la présence d’informations extérieures. Cette étape peut intervenir au
niveau des données brutes, ou faire suite à un recalage préalable. Les différentes pratiques menant
soit à l’obtention de données recalées de manière relative, soit géoréférencées, sont schématisées
sur la Figure 3.6.
3.1.4 Principes de modélisation et création de modèles
La conception de modèles numériques présentant des surfaces continues et éventuellement tex-
turées s’entreprend soit par reconstruction à partir d’hypothèses et de photographies, soit sur
la base de mesures de l’existant. Dans le second cas, on parle également de la réalisation d’un
modèle « tel que saisi ». Ce principe est discuté brièvement à travers cette dernière sous-partie,
afin de présenter les différents types de livrables qui découlent de l’étape finale d’un projet de
numérisation.
Le nuage de points seul, tel qu’obtenu à l’issue du recalage ou du géoréférencement, constitue
un livrable en soi, mais aussi un premier outil intéressant à de nombreuses fins (réalisation de
sections, mesures dans le nuage, analyse de déformation d’une surface, etc.). Porteur de l’infor-
mation géométrique, ce dernier s’inscrit également comme un excellent point de départ pour
la modélisation de l’existant. La transformation de ces données discrètes en une représentation
continue permet d’aboutir à un rendu visuel plus fidèle à la réalité, et ainsi souvent plus aisé à
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Figure 3.6 - Schéma de principe des méthodes de consolidation et de géoréférencement. (a)
Consolidation simple de deux nuages de points. (b) Géoréférencement indirect en deux étapes :
consolidation des nuages, puis géoréférencement de l’ensemble. (c) Géoréférencement indirect des
entités individuelles : consolidation et géoréférencement sont alors simultanés. (d) Géoréférence-
ment direct.
appréhender. Notons qu’une information aussi dense que le nuage de points n’est pas toujours
indispensable pour la modélisation de géométries simples, où seules quelques mesures judicieu-
sement choisies peuvent s’avérer suffisantes. Le cahier des charges du projet permet de définir ces
besoins variables, et de retenir l’approche la plus appropriée.
Procédés de modélisation à partir de l’existant
Quel que soit le principe de reconstruction envisagé, l’objectif de la modélisation de scènes exis-
tantes à partir de nuages de points reste inchangé : sur la base d’un ensemble discret de points
supposés se trouver sur ou à proximité directe d’une surface, on cherche à construire un modèle
qui représente au mieux cette surface réelle. Deux approches principales se distinguent et sont
implémentées dans la plupart des logiciels de traitement de données 3D :
Reconstruction de surfaces par maillage : cette approche est particulièrement adaptée à la
modélisation de surfaces complexes et irrégulières. Dans ce cas, l’ensemble des points du
nuage ou un échantillonnage important est utilisé. Ces points sont alors reliés entre eux par
des arêtes, et forment les sommets d’une multitude de facettes contiguës permettant de
générer une surface continue. De nombreux algorithmes plus ou moins complexes existent
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dans la littérature [Berger et al., 2017], traduisant un domaine de recherche vaste en
informatique. Ces algorithmes se retrouvent dans un grand nombre de logiciels, gratuits
ou commerciaux [Remondino, 2003].
Modélisation à partir de primitives géométriques : ce second principe a pour but la re-
construction d’une scène dont la géométrie est plus régulière, à partir d’un ensemble d’élé-
ments géométriques (plans, cylindres, etc.) connectés. Les différentes primitives sont ajus-
tées au mieux dans le nuage de points, qui sert de base à la modélisation. Le modèle ainsi
produit peut être surfacique ou volumique (primitives géométriques sous forme d’élé-
ments solides). Ceci dépend essentiellement de la stratégie adoptée : la priorité peut être
donnée aux objets (utilisation d’une librairie d’objets à ajuster dans le nuage de points, par
exemple), ou à l’inverse au nuage (recherche des primitives qui s’ajustent le mieux aux
mesures). Ces approches présentes dans les logiciels de modélisation peuvent être ma-
nuelles ou automatiques, ou semi-automatiques lorsque l’utilisateur fournit les positions
approchées des objets. Dans sa forme la plus aboutie, une telle démarche de modélisation
vise à créer des objets paramétriques, plus flexibles et auxquels des propriétés peuvent
être associées (dimensions, paramètres divers) [Boulaassal et al., 2010].
Étapes préalables à la modélisation Les pré-traitements à appliquer au nuage de points dif-
fèrent en fonction du principe de modélisation considéré. La reconstruction par maillage peut
être ralentie par une densité de points trop élevée ou un bruit de mesure trop présent, aussi le
filtrage et le rééchantillonnage des données en entrée sont des étapes courantes en amont du
maillage. Dans les zones où des points sont manquants du fait de masques, l’interpolation de nou-
veaux points peut être envisagée. Pour ce qui est de la modélisation géométrique, un prérequis
pour l’accélération du processus est la segmentation du nuage de points. Cette étape consiste
à séparer le nuage en sous-ensembles de points propres à une même entité, et de nombreuses
approches sont envisageables à cet effet, comme relaté dans l’état de l’art de [Grilli et al., 2017].
Différents types de modèles
Différents types de modèles peuvent être générés selon ces principes :
• les modèles maillés sont généralement utilisés pour la reconstruction de petits objets,
ou de zones détaillées (statuaire, moulures, etc.) à l’échelle d’un bâtiment. À la fidélité
des modèles maillés vis-à-vis de la surface de l’objet réel, s’oppose leur poids de stockage
généralement élevé du fait des nombreuses informations contenues au sein du fichier. Des
stratégies de compression peuvent être relevées.
• les modèles géométriques sont plus simplifiés et plus épurés que les maillages, et les
fichiers associés sont de ce fait plus légers. Ce type de modèle est particulièrement adapté
pour la reconstruction de bâtiments et de façades, constitués majoritairement de sur-
faces planes et d’éléments à la géométrie régulière. Les modèles vectoriels (à la suite d’une
extraction de contours) et paramétriques sont des cas particuliers de modèles géomé-
triques.
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• les modèles hybrides joignent au sein d’un même modèle des primitives géométriques,
ainsi que des modèles maillés. Cette pratique est courante dans le cadre de la numérisa-
tion du patrimoine (Figure 3.7b). L’idée est de représenter les parties simples à l’aide de
primitives géométriques, tandis que la reconstruction par maillage est privilégiée dans les
parties détaillées. Il s’agit d’un compromis intéressant, combinant la réduction de la taille
des données avec un niveau élevé de détails préservé dans les zones d’intérêt.
• les modèles filaires peuvent être extraits des types de modèles précédents. Dans cette
représentation, seules les arêtes des facettes constitutives du modèle sont visibles, ou les
intersections des primitives géométriques le cas échéant (Figure 3.7a). Les surfaces déli-
mitées par ces arêtes ne sont pas représentées, par opposition aux modèles surfaciques.
La Figure 3.7a illustre la transition à travers une même représentation entre un nuage de points
ainsi que les modèles géométriques et filaires qui en découlent, tandis que la Figure 3.7b présente
un exemple de modèle hybride, au sein duquel les modèles maillés de la statuaire ont été couplés
aux primitives géométriques modélisant la structure de l’édifice.
(a) (b)
Figure 3.7 - (a) Visualisation conjointe d’un nuage de points avec les modèles géométriques
et filaires qui en découlent (source : [Dekeyser et al., 2003]). (b) Modèle hybride de l’intérieur
de la Cathédrale de Strasbourg : la structure de l’édifice est modélisée à partir de primitives
géométriques, tandis que les modèles de statues ont été maillés (source : [Landes et al., 2015]).
Autres applications Le modèle 3D brut fournit une visualisation précise de la surface obser-
vée, et constitue un livrable en soi. Il peut également servir de base pour la création d’autres
produits, comme des modèles texturés photoréalistes, des modèles numériques de terrain ou des
orthophotos. À l’image du nuage de points, le modèle 3D « tel que saisi » ne contient initialement
pas d’information sémantique. À l’échelle du bâtiment, l’ajout de telles informations au sein de
maquettes numériques « intelligentes » est une pratique en plein essor dans les milieux industriel
et de la construction, à travers la pratique du BIM.
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3.2 État de l’art des méthodes de consolidation
Dans cette seconde section, les tenants et les aboutissants de l’étape de consolidation des nuages
de points, dont l’importance a été soulignée dans le paragraphe 3.1.2, sont discutés. Après avoir
évoqué l’état des recherches à ce sujet, quelques approches couramment utilisées dans les projets
de numérisation à l’échelle de l’environnement bâti sont exposées.
3.2.1 Contexte et définitions
Le recalage de données 2D ou 3D est un sujet largement discuté au sein de nombreuses com-
munautés scientifiques, allant de la vision par ordinateur à l’imagerie médicale, en passant par
la robotique. Les différents champs d’applications et enjeux ont poussé chaque communauté à
apporter ses propres contributions lors des dernières décennies. Les travaux produits ne sont
pour autant pas cloisonnés, et des croisements entre les méthodes existent parfois. Ces intérêts
communs font du recalage un sujet richement documenté, ce qui peut entraîner certaines confu-
sions lexicales et de compréhension. La diversité des méthodes rend également une classification
unique impossible, si bien que les états de l’art présents dans la littérature abordent souvent le
problème du recalage selon des classifications différentes.
Bien qu’il semble ambitieux de vouloir couvrir l’ensemble des méthodes proposées, tant le nombre
de publications relatives à ce sujet est important, des états de l’art récents et relativement exhaus-
tifs peuvent être cités tels que [Tam et al., 2013], [Maiseli et al., 2017], [Cheng et al., 2018], ou
encore [Zhu et al., 2019]. Tandis que l’article de [Cheng et al., 2018] se concentre essentiellement
sur les méthodes applicables aux nuages de points laser, des approches plus diversifiées et éten-
dues au recalage simultané de plus de deux nuages sont présentées par [Maiseli et al., 2017] et
[Zhu et al., 2019]. [Tam et al., 2013] abordent également un grand nombre de solutions emprun-
tées aux différentes communautés scientifiques, du recalage rigide au recalage non rigide. Du fait
de l’instrumentation employée, les algorithmes parfois complexes proposés dans les domaines de
l’infographie et de l’imagerie médicale sont généralement appliqués à des cartes de profondeur ou
à des nuages de points restreints en taille, et souvent testés sur des jeux de données simulés. Bien
que certaines idées apportées par ces algorithmes puissent être dans une certaine mesure éten-
dues au recalage de nuages de points vastes (lasergrammétriques ou photogrammétriques), nous
nous concentrerons dans cet état de l’art sur les méthodes de consolidation les plus éprouvées,
dans le cadre de projets de numérisation à l’échelle du bâtiment.
Recalage grossier versus recalage fin
En dépit des divergences existantes lorsqu’il s’agit d’établir une classification des méthodes de
recalage, la plupart des contributions s’accordent pour distinguer deux étapes majeures dans les
algorithmes de recalage : le recalage grossier, suivi du recalage fin. Cette distinction n’a de sens
que lorsque les données à recaler se trouvent dans des repères initiaux éloignés, un recalage
fin étant suffisant le cas échéant. En effet, pour des données acquises grâce aux systèmes mobiles
et donc géoréférencées, le problème du recalage se résume au recalage fin, visant à pallier les
éventuelles dérives liées aux erreurs des systèmes de navigation.
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En lasergrammétrie statique, ou lorsque les nuages de points utilisés proviennent de sources mul-
tiples et ne sont pas géoréférencés, le recalage grossier (ou approché, ou initial) a pour objectif
d’estimer de manière rapide une transformation approchée entre les nuages à recaler, permettant
de pré-aligner les jeux de données considérés. Les paramètres de transformation estimés initia-
lement peuvent ensuite être affinés dans un second temps, afin de minimiser de manière optimale
les écarts d’alignement résiduels au niveau des zones de recouvrement. Pour chacune de ces deux
étapes, de nombreuses méthodes existent en fonction des données utilisées. En outre, les défis
propres à chaque étape diffèrent quelque peu :
— l’objectif lors du recalage grossier est de tendre vers une automatisation maximale du
processus, afin de limiter l’intervention de l’opérateur (éviter la disposition de cibles lors
du levé, ou la sélection manuelle de points dans les nuages par exemple)
— les défis à relever pour les algorithmes de recalage fin sont davantage relatifs à une amé-
lioration des performances calculatoires, ainsi que de leur robustesse face à tous types
de données.
Souvent, les performances des méthodes de recalage fin dépendent de la qualité de l’alignement
obtenu à l’issue du recalage grossier. En effet, un mauvais recalage initial peut mener à des résul-
tats faux avec certains algorithmes de recalage fin, ce qui se traduit pour les algorithmes itératifs
(tels que l’ICP) par l’absence de convergence ou la convergence vers un minimum local. Cette
constatation a motivé le choix de se concentrer, dans un premier temps, sur le problème ini-
tial du recalage grossier des données. L’état de l’art qui suit est donc consacré à la présentation
de méthodes de consolidation fournissant des recalages approchés, tandis que l’amélioration des
résultats à l’aide de l’algorithme ICP sera abordée plus tard dans ce manuscrit (Chapitre 6). La
notion de recalage grossier est néanmoins à nuancer, étant donné que les performances sont va-
riables en fonction de la méthode retenue. Ce point sera abordé dans le paragraphe de synthèse.
Éléments caractéristiques d’un processus de consolidation
Un processus de consolidation se distingue par les quatre aspects suivants :
• le choix du type d’entités caractéristiques, utilisées pour constituer des points ou élé-
ments de jonction entre les nuages. L’idée est de sélectionner ou de détecter automa-
tiquement dans les nuages de points des entités qui sont associées aux mêmes éléments
caractéristiques de la scène. Ces entités doivent être invariantes à la transformation.
• la stratégie de mise en correspondance des entités extraites. Cette étape est cruciale dans
la mesure où elle permet d’établir le système de contraintes, que le calcul d’estimation
des paramètres de transformation va chercher à minimiser. L’appariement automatique
des entités caractéristiques peut avoir plusieurs solutions : l’observation d’un critère de
similarité locale entre les entités, l’utilisation de contraintes géométriques entre les sous-
ensembles d’entités de deux nuages, ou encore des approches heuristiques à l’instar du
paradigme de RANSAC.
• le choix du modèle de transformation géométrique, dont vont dépendre les paramètres
recherchés. Pour le recalage de nuages de points issus de la lasergrammétrie et de la
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photogrammétrie essentiellement, une transformation rigide de l’espace tridimensionnel
est généralement retenue. Les paramètres à estimer sont alors des paramètres de rotation,
translation et éventuellement d’échelle.
• le choix de la métrique ou fonction d’erreur, qui est la contrainte mathématique décri-
vant la coïncidence entre les entités communes. Il s’agit la plupart du temps d’un critère
de distance calculé entre deux entités appariées. Le choix de la métrique est lié à la stra-
tégie d’optimisation retenue, qui consiste à déterminer la transformation optimale par
minimisation d’une fonction de coût (généralement, minimisation des distances entre les
entités communes ou entre les surfaces représentées par les nuages).
Parmi tous ces aspects, la mise en correspondance des entités communes est certainement l’étape
qui influence le plus fortement les résultats finaux. Néanmoins, cette étape ne constitue pas le
cœur des travaux présentés dans ce manuscrit, et ne sera abordée que brièvement dans le Cha-
pitre 4 (sous-section 4.2.2). Les deux derniers points relatifs aux modèles de transformations
géométriques et à la stratégie d’optimisation sont quant à eux considérés plus en détails dans le
Chapitre 4 (sous-section 4.1). Dans cet état de l’art, les méthodes de consolidation sont considé-
rées selon le premier aspect, à savoir le type d’éléments caractéristiques utilisés pour le recalage
et leur extraction. Un prérequis à la recherche d’entités communes dans les nuages de points est
la présence de zones communes ou zones de recouvrement entre les données, comme évoqué
dans le paragraphe relatif à la configuration des levés (sous-section 3.1.1).
3.2.2 Méthodes basées sur des entités ponctuelles
L’invariant géométrique le plus simple à détecter et à utiliser est l’entité ponctuelle. Pour effectuer
un recalage grossier, un minimum de trois paires de points communs est nécessaire. L’extraction
de ces points de jonction, qu’ils soient naturels ou artificiels, repose sur des approches qui peuvent
être automatiques ou non.
Sélection manuelle de points communs
L’approche la plus simple à envisager, mais non automatique, est le repérage par l’utilisateur de
points caractéristiques qu’il va sélectionner manuellement dans les jeux de données. Ces points
doivent être idéalement répartis, clairement identifiables dans l’ensemble des nuages à recaler,
et suffisamment discriminants pour ne pas être confondus. Le bon sens impose également que
ces points soient situés sur des éléments fixes, pour lesquels il n’y a aucun risque de déplacement
entre deux acquisitions successives. Cette approche peut suffire à fournir un recalage approximatif
entre deux nuages de points, néanmoins la tâche de sélection des points s’avère laborieuse pour
des jeux de données composés de multiples nuages. Outre son aspect chronophage, ce procédé
est également largement dépendant des erreurs qui peuvent être commises par l’opérateur (liées
à l’affichage, à l’échantillonnage des points, etc.). Pour ces raisons, des approches automatiques
ou semi-automatiques sont généralement préférées.
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Utilisation de cibles artificielles
Le recalage basé sur les cibles est une méthode fiable et efficace appliquée essentiellement en
lasergrammétrie terrestre, et présente dans la majorité des logiciels de traitement. Elle nécessite
cependant un travail de l’opérateur en amont sur le terrain, afin de disposer judicieusement les
cibles dans la scène à numériser. Deux types de cibles sont utilisés : les cibles planes (sous forme
de damiers ou de disques réfléchissants), et les sphères, dont le diamètre est connu. Celles-ci sont
généralement fournies par les constructeurs de scanners laser terrestres, et donc variables d’un
instrument à l’autre. Les centres respectifs de ces cibles (centre de la sphère, ou intersection des
motifs du damier) constituent les entités ponctuelles dont les coordonnées sont utilisées lors du
recalage. Un avantage de la cible sphérique par rapport aux cibles planaires est son invariance
selon le point de vue de l’instrument, tandis que les damiers peuvent être déformés et difficilement
reconnaissables lors de visées rasantes.
La mise en place de cibles artificielles dans un environnement à numériser nécessite un compromis
entre la disposition homogène de ces cibles dans l’espace, et la réduction des zones de recouvre-
ment entre nuages successifs en vue de diminuer le temps d’acquisition. Afin d’assurer la détection
des cibles, une distance maximale entre l’instrument et les cibles est à respecter, en fonction du
pas d’acquisition choisi par l’opérateur ou de la résolution du scanner. L’utilisation de cibles est
nécessaire lors de la mise en œuvre d’un géoréférencement direct [Lichti et al., 2005], [Reshe-
tyuk, 2009]. Elles agissent dans ce cas à la manière des prismes lors d’un levé tachéométrique,
dans la mesure où le scanner laser doit être orienté par visées sur ces sphères.
Recherche automatique des cibles L’exploitation des cibles visibles dans le nuage de points
peut être traitée de manière automatique, qu’il s’agisse d’extraire le centre des sphères [Franas-
zek et al., 2009] ou le milieu des damiers [Akca, 2003]. Leur reconnaissance automatique s’ef-
fectue par pré-traitement des images d’intensité ou de profondeur fournies par le scanner : les
cibles réfléchissantes produisent des pics d’intensité dans les images d’intensité, tandis que les
damiers sont détectés par changement brusque de contraste. La détection de cibles sphériques
nécessite la recherche d’éléments circulaires dans les images d’intensité ou de profondeur, qui
fournissent des coordonnées approchées pour l’ajustement de sphères dans les nuages dans un
second temps. Quelques tests ont été effectués pour la détection automatique de sphères dans
les images d’intensité, dont les premiers résultats sont visibles dans l’Annexe D. La question de
la mise en correspondance suite à la détection est également discutée dans les références [Akca,
2003] et [Franaszek et al., 2009].
Remarque Cette méthode reste privilégiée dans les levés par scanner laser terrestre lorsqu’un
géoréférencement est requis, lors de levés en extérieur, ou encore dans le cas de levés exigeant
une haute précision. Néanmoins, le perfectionnement des algorithmes de recalage automatique,
tels qu’évoqués dans la suite de cette section, favorise une tendance actuelle à l’abandon des cibles
artificielles, en environnements intérieurs notamment.
81
Chapitre 3. Du relevé à la production de livrables : principes de mise en œuvre
Recherche automatique de points remarquables
La thématique de recherche portant sur la détection de points d’intérêt 3D dans les nuages de
points donne lieu à un grand nombre de contributions dans la littérature à l’heure actuelle. Afin de
réduire les temps de calcul, l’idée est de ne retenir qu’un sous-ensemble de points suffisamment
représentatifs de la surface de la scène, qui contribueront à trouver une solution optimale au
recalage.
Détecteurs et descripteurs de points d’intérêt 3D Inspirés du principe de détection et des-
cription de points d’intérêt en traitement d’images, leur utilisation est intéressante car elle permet
d’automatiser l’intégralité du processus de recalage, de l’extraction des entités d’intérêt jusqu’au
calcul de la transformation. La recherche et l’appariement des points d’intérêt 3D (ou keypoints)
étant entièrement automatiques et non supervisés, deux conditions sont nécessaires : un recou-
vrement suffisant entre les nuages de points, ainsi que la présence de suffisamment d’éléments
géométriques remarquables dans la scène. Le cas échéant, la fiabilité et la précision de ces stra-
tégies peuvent rapidement être remises en cause. Les méthodes de recalage automatiques basées
sur les points d’intérêt se décomposent en trois étapes :
— la détection de points d’intérêt est nécessaire afin de réduire le nombre de points pris
en compte pour l’estimation de la transformation. Les détecteurs ont pour objectif de ne
faire ressortir que les points remarquables selon certains critères.
— la description, dans un second temps, consiste à assigner un ensemble de valeurs aux
points d’intérêt détectés, représentatives des propriétés de leur voisinage. Les descrip-
teurs sont donc des descripteurs locaux, offrant de nombreuses stratégies afin de décrire
localement la surface avoisinante. On distingue généralement les descripteurs selon qu’ils
associent aux points une signature (valeur numérique) ou un histogramme [Tombari
et al., 2013]. À l’instar des descripteurs définis en 2D pour le traitement d’images, les des-
cripteurs 3D doivent idéalement posséder les propriétés d’invariance à la rotation, à la
translation et à l’échelle.
— la dernière étape est celle de la mise en correspondance des points d’intérêt. Les cor-
respondances sont établies par recherche de similarité entre les descripteurs associés aux
entités ponctuelles.
[Diez et al., 2015] dressent un état de l’art complet des nombreux détecteurs et descripteurs
différents qui ont été proposés, dont certains s’inspirent directement de leurs homologues en 2D
(adaptations 3D des descripteurs SIFT et SURF 1, notamment). Implémentés pour la plupart dans
la librairie open source de traitement de nuages de points PCL 2 [Rusu et Cousins, 2011], des
études relatives à la performance de ces détecteurs et descripteurs ont été menées par [Tombari
et al., 2013] ou encore [Diez et al., 2015].
Avantages et limites L’avantage notoire de cette approche est le fort degré d’automatisation du
recalage apporté par la détection et la description automatiques de points d’intérêt. Initialement
1. Scale-Invariant Feature Transform et Speeded Up Robust Features
2. Point Cloud Library
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développés au sein de la communauté vision par ordinateur et robotique, ces algorithmes sont
souvent testés sur des jeux de données simulés ou de dimensions restreintes (acquisitions à l’aide
de caméras 3D ou scanners à main). Néanmoins, des exemples de certains descripteurs fonction-
nels sur des jeux de données réels, issus de la lasergrammétrie terrestre, ont été présentés par [Zai
et al., 2017] ou [Bueno et al., 2017]. Le principal défi en travaillant avec de tels nuages de points
est la robustesse des algorithmes face au bruit, aux densités variables en fonction des zones dans
les nuages, ainsi que l’étendue des scènes observées.
L’algorithme 4-Points Congruent Sets ou 4PCS, développé initialement par [Aiger et al., 2008],
peut également être cité dans cette catégorie dans la mesure où il est entièrement automatique,
et ne fait appel à aucun autre objet que des entités ponctuelles naturellement présentes dans le
nuage de points. Cependant, la logique du processus se démarque de l’utilisation des descrip-
teurs car aucune signature locale n’est calculée en vue de la mise en correspondance. Partant
d’un sous-ensemble de quatre points coplanaires choisis aléatoirement dans l’un des nuages,
tous les sous-ensembles composés de quatre points dans le second nuage et approximativement
congruents au sous-ensemble de référence sont recherchés. L’appariement de sous-ensembles re-
tenu est celui conduisant à la meilleure transformation, définie en fonction d’un critère de distance
et de recouvrement entre les deux nuages.
Deux améliorations notoires de la performance de cet algorithme sont à signaler, à travers les
contributions de [Theiler et al., 2014] (K-4PCS) et de [Mellado et al., 2014] (Super 4PCS). L’al-
gorithme K-4PCS permet notamment d’accélérer la méthode initiale par la recherche préalable de
points d’intérêt à l’aide d’un détecteur. Quant au second algorithme (Super 4PCS), mis en ligne par
ses auteurs 3, il a été testé sur nos jeux de données, mais cette piste conduisant à l’automatisation
du recalage n’a pu être approfondie pour des raisons de temps.
3.2.3 Méthodes basées sur la géométrie du nuage de points
Une alternative à l’utilisation d’entités ponctuelles pour le recalage est le recours à des entités ou
informations géométriques présentes dans le nuage de points. Il peut s’agir de l’ensemble de la
distribution des points du nuage (ACP), ou de primitives extraites.
Recalage grossier par Analyse en Composantes Principales
Principe de l’Analyse en Composantes Principales Cet outil mathématique, utilisé essentielle-
ment pour la classification des nuages et des images, permet de transposer dans un nouvel espace
des variables aléatoires corrélées, de manière à obtenir de nouvelles variables décorrélées appe-
lées les composantes principales. Appliquée au nuage de points considéré comme une variable
aléatoire à trois dimensions, l’ACP aide à déterminer un système composé de trois axes indépen-
dants et orthogonaux, ayant pour origine le centroïde du nuage. Les nouveaux axes déterminés
décrivent respectivement la direction de la plus grande variance selon chacune des dimensions
X , Y et Z .
3. Lien vers la page GitHub de Super 4PCS
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Le recalage grossier selon cette approche s’effectue par recherche de la superposition des sys-
tèmes d’axes, définis par ACP dans chacun des deux nuages [Bellekens et al., 2015]. Notons que
l’ACP peut également être appliquée lors du calcul de descripteurs locaux, dans les méthodes de
détection et description de points d’intérêt discutées plus haut [Diez et al., 2015].
Limites Le principe de recalage basé sur l’ACP est simple de mise en œuvre, et permet une ap-
proximation rapide de la transformation qui lie deux nuages de points. Néanmoins, il souffre de
quelques limites qui contraignent son utilisation. En premier lieu, la présence de bruit dans les
nuages affecte non seulement la détermination de leurs centroïdes, mais aussi celle des direc-
tions des axes. En effet, la transformation est déterminée par simple alignement des directions
des axes sans minimisation de distances entre entités correspondantes, d’où la sensibilité de l’ap-
proche aux données aberrantes. La géométrie des nuages de points a également une influence
directe sur la détermination des directions des axes. Aussi, cette approche est fonctionnelle es-
sentiellement pour des nuages de points à la géométrie similaire, et présentant d’importantes
zones de recouvrement. Le cas échéant, le pré-alignement fourni ne sera que sommaire.
Utilisation de primitives géométriques
Diverses primitives géométriques peuvent servir d’informations initiales à l’estimation de la trans-
formation entre deux nuages de points. Des propriétés invariantes de ces primitives sont retenues,
qui opèrent alors comme des cibles naturelles. En fonction de l’environnement des levés, diffé-
rents types de primitives peuvent être plus ou moins régulièrement rencontrés :
Plans : les surfaces planes sont naturellement présentes dans une large majorité des ouvrages
bâtis, en intérieur comme en extérieur. Leur application pour le recalage est donc intuitive,
comme exposé par [Theiler et Schindler, 2012] ou [Wujanz et al., 2018b]. Les primitives
planaires sont alors ajustées dans les nuages au sens des moindres carrés, ou filtrées en
appliquant des contraintes sur les normales.
Lignes : l’intersection de deux surfaces planes permet de matérialiser une entité linéaire ou
une arête. Comme pour les plans, leur détection est donc aisée en environnement bâti,
mais aussi dans des applications de cartographie mobile [Poreba et Goulette, 2015]. L’ex-
traction d’arêtes est relativement robuste aux différences d’échantillonnage des nuages.
Cylindres : ces primitives sont présentes de manière plus ou moins répétitive, dans les envi-
ronnements industriels notamment. Les cylindres, caractérisés par leur axe et leur rayon,
peuvent être exploités à l’instar de [Hullo et al., 2012]. Les travaux de [Moritani et al.,
2018] évoquent une approche de consolidation à partir d’entités cylindriques, menée
conjointement à leur modélisation. Ces primitives se retrouvent aussi dans des édifices
liés au patrimoine, par la présence de colonnes (Figure 3.8).
Primitives curvilignes : cette approche, moins répandue à l’échelle du bâtiment mais plutôt
adaptée aux objets irréguliers, a notamment été testée par [Yang et Zang, 2014].
Les primitives sphériques n’ont pas été citées dans cette liste, car elles sont rarement présentes
naturellement dans la scène et font plutôt référence aux cibles artificielles des levés lasergram-
métriques. Notons également l’existence de certaines approches qui visent à combiner plusieurs
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Figure 3.8 - Détection automatique de primitives cylindriques dans un nuage de points. Le nuage
de points utilisé est celui du chœur d’une église, dont le fond présente des colonnes jumelées.
types de primitives lors d’une même estimation, comme rapporté dans les travaux de [Rabbani
et al., 2007], et plus récemment [Chuang et Jaw, 2017].
3.2.4 Méthodes basées sur les images
Cartes d’intensité et de profondeur
L’utilisation des cartes d’intensité et / ou de profondeur fournies par les scanners laser terrestres
a d’ores et déjà été évoquée, pour aider à la recherche des cibles artificielles qui peuvent être
placées dans la scène. Cette approche n’est pour autant pas limitée à l’utilisation de scanners
laser terrestres, les caméras de profondeur étant par exemple également en mesure de livrer
les images nécessaires. En l’absence de cibles, l’extraction de points d’intérêt 2D caractéristiques
peut être entreprise directement sur la base des images. À cet effet, les détecteurs et descripteurs
développés pour le traitement d’images, tels que le détecteur Harris ou les descripteurs SIFT et
SURF, sont appliqués. Le modèle de projection entre les images et les nuages de points associés
étant connu, l’obtention de jeux de points communs connus en trois dimensions à partir des points
2D appariés est alors aisée.
De la littérature ressortent des exemples d’utilisation des images de profondeur [Barnea et Filin,
2008], bien que les images d’intensité, plus contrastées et faisant davantage ressortir la texture,
soient souvent préférées [Kang et al., 2009]. Afin d’observer la cohérence des détections et donc
dans l’optique de rendre le résultat plus robuste, les deux types d’images peuvent également être
utilisés conjointement [Weinmann et al., 2011]. Les détecteurs et descripteurs 2D sont efficaces
avec des images résultant d’une projection centrale, mais peuvent perdre en efficacité dans le cas
des images sphériques issues des scanners laser terrestres. [Urban et Weinmann, 2015] proposent
à cet effet une évaluation de plusieurs détecteurs et descripteurs 2D, dans le contexte du recalage
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basé sur les images. [Markiewicz et al., 2019] confrontent, pour le recalage de données laser,
les performances produites par des descripteurs 2D dans les images, et celles de descripteurs 3D
s’appuyant directement sur les nuages de points. Bien que davantage de points soient détectés
dans le nuage de points, les résultats obtenus à partir des images sont plus précis.
Quelques essais de détection de points d’intérêt dans les images d’intensité issues d’un scanner
laser terrestre ont été menés. L’appariement des points détectés est visible sur la Figure 3.9, et les
premiers résultats pour le recalage de deux nuages de points sont présentés dans l’Annexe D.
Figure 3.9 - Résultat de l’appariement de points d’intérêt 2D, détectés dans deux images d’in-
tensité issues d’un levé par scanner laser terrestre.
Inconvénients Les principales limitations de ces approches sont liées à la nature de la scène
(matériaux plus ou moins bien contrastés dans les images d’intensité), ainsi qu’aux changements
de points de vue importants entre stations. En effet, une zone de recouvrement faible entraîne un
nombre limité de points communs entre les images. La présence de motifs répétitifs, en environ-
nement bâti par exemple, peut également être problématique, entraînant de faux appariements.
Lorsque la trame du nuage de points n’est pas régulière, ne permettant pas l’obtention directe
d’images d’intensité ou de profondeur, d’autres approches de projection doivent être mises en
place.
D’autres méthodes de projection sont proposées dans les travaux de [Persad et Armenakis,
2017] et [Sumi et al., 2018], afin de produire des images utilisées par la suite pour le recalage.
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Tandis que [Persad et Armenakis, 2017] s’appuient sur des images de hauteur par projection des
coordonnées z dans le cas de données aériennes, [Sumi et al., 2018] génèrent des images à partir
de sections, réalisées dans des nuages de points issus de la lasergrammétrie terrestre.
3.2.5 Synthèse
Le grand nombre d’algorithmes de recalage à travers la littérature, établis dans différents do-
maines de recherche, peut sembler déroutant. Seules les méthodes de consolidation les plus cou-
ramment mises en place pour les levés à l’échelle du bâtiment ont été présentées dans cette sec-
tion. Les performances de ces méthodes sont variables, certaines étant plus fiables que d’autres.
Il ressort principalement de cet aperçu que :
— les approches basées sur la recherche d’entités caractéristiques (points d’intérêt et primi-
tives géométriques confondus) présentent l’avantage d’être entièrement automatiques,
de la détection des entités à l’estimation de la transformation, et ne nécessitent aucune
information a priori.
— de manière générale, la complexité des primitives détectées et appariées permet d’intro-
duire davantage de contraintes entre les nuages à recaler, que des points isolés. Aussi,
en principe, l’utilisation de primitives géométriques invariantes permet d’atteindre une
meilleure précision du recalage, à l’aide de peu d’entités communes. La détection de telles
primitives est également moins sensible aux différences d’échantillonnage des nuages que
ne le sont certains détecteurs de points d’intérêt.
— les détecteurs et descripteurs de points d’intérêt constituent l’approche la plus générali-
sable à tous les types de nuages de points. En effet l’extraction de primitives géomé-
triques complètes n’est pas toujours envisageable, et dans ce cas les points d’intérêt sont
un compromis intéressant. Pour ces raisons, il s’agit de l’approche certainement la plus
documentée actuellement.
— de par leur calcul local, les descripteurs de points d’intérêt sont sensibles aux imper-
fections du nuage de points, et leur utilisation nécessite la mise en place de manière
quasi-systématique d’un recalage fin. En effet, il est impossible de détecter des points
exactement homologues dans les données discrètes que sont les nuages de points acquis
depuis des positions différentes.
— en dépit du temps nécessaire à leur mise en place en amont du levé, les cibles artificielles
restent privilégiées en lasergrammétrie terrestre, lorsqu’un géoréférencement des don-
nées est requis. Les résultats obtenus présentent généralement une bonne précision et sont
plus stables.
Schéma récapitulatif
À l’exception près de l’utilisation de l’ACP pour estimer l’alignement initial entre deux nuages de
points, les différentes méthodes de recalage s’appuient sur la connaissance d’entités communes
présentes dans les zones de recouvrement entre nuages adjacents. Les différentes étapes du reca-
lage sont reprises dans le schéma récapitulatif de la Figure 3.10, dans lequel apparaissent égale-
ment les caractéristiques propres à chaque méthode.
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Extraction d'éléments caractéristiques
- Cibles artiﬁcielles  - Points d'intérêt 3D (nuages) - Points d'intérêt 2D (images)    
- Primitives géométriques (plans, cylindres, lignes, etc.)
Mise en correspondance des éléments de jonction
- Descripteurs de points d'intérêt   - Propriétés géométriques  
 - Critère de similarité    - Paradigme de RANSAC   
Estimation de la transformation
- Voir Chapitre 4 (section 4.1) 
Aﬀinage des paramètres de transformation (ICP)
- Voir Chapitre 6 (sous-section 6.1.3) 
Import des données brutes
- Nuages de points   - Cartes de profondeur ou d'intensité
Figure 3.10 - Étapes constitutives du processus de recalage de nuages de points (adapté de
[Theiler et Schindler, 2012]).
Applications et solutions logicielles
Un grand nombre d’algorithmes de recalage de données 3D, pour certains explicitement men-
tionnés dans cette section ou dans les états de l’art conseillés en partie introductive pour le reste,
sont initialement issus du domaine universitaire. Dans certains cas, leur code source est dispo-
nible librement via des plateformes d’échange. Ces algorithmes sont particulièrement employés
dans les domaines de la vision par ordinateur et de la robotique. Les utilisateurs de scanners laser
terrestres font davantage appel à des logiciels commerciaux pour le traitement des données ac-
quises, logiciels qui incluent de manière générale un processus de consolidation impliquant une
ou plusieurs des méthodes évoquées. Un aperçu de l’implémentation des méthodes courantes de
consolidation au sein de quelques solutions logicielles, commerciales ou universitaires, est pro-
posé dans l’Annexe E.
3.3 Recalage de nuages de points hétérogènes
Dans la majorité des contributions traitant de projets de numérisation où interviennent des jeux
de données issus d’instruments différents, la méthode de recalage des nuages de points dans
un référentiel commun est discutée, et parfois adaptée aux contraintes propres aux données en
présence. Généralement, l’étape de recalage grossier est présentée, les résultats étant affinés par
la suite à l’aide d’un algorithme de type ICP. Cette seconde étape sera évoquée dans le Chapitre 6.
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3.3.1 Configurations rencontrées
Les intérêts de procéder à la combinaison de données multi-sources ont été énoncés dans la der-
nière partie du Chapitre 1. Les applications pour lesquelles l’utilisation de plusieurs techniques
d’acquisition est avantageuse sont présentées ici.
Recalage d’un nuage de points partiel sur un nuage de points étendu
Lors d’un levé par lasergrammétrie terrestre ou aérienne, certaines zones de la scène observée
peuvent être masquées par la présence d’objets encombrants, empêchant le balayage complet de
la zone par le faisceau laser. Dans le cadre de projets liés à la documentation du patrimoine, il
arrive également que certaines zones d’intérêt requièrent la production de données plus précises,
plus denses ou plus détaillées que le reste de la scène : citons l’exemple de la modélisation d’une
façade dont la statuaire doit être agrémentée de modèles 3D plus fins. Les différents levés entrepris
sont alors non seulement multi-échelles, mais aussi éventuellement multi-résolutions.
Dans les cas de figure énoncés, un nuage de points partiel représentatif d’une zone restreinte,
éventuellement sous forme de maillage, sera assemblé avec un second nuage de points plus vaste,
ne possédant pas nécessairement de caractéristiques identiques. Ces acquisitions ponctuelles qui
viennent compléter le nuage de points plus global de la scène peuvent être réalisées :
— à l’aide d’un scanner laser à main, à l’image des travaux proposés par [Hu et al., 2016] et
[Shao et al., 2019], dans le cadre de la documentation du patrimoine.
— à l’aide d’une caméra 3D, en vue de créer des modèles d’ouvertures dans un bâtiment de
bureaux, dans [Lachat et al., 2016].
— par des levés photogrammétriques, tel que décrit par [Guidi et al., 2009] pour l’exemple
de la modélisation de zones archéologiques complexes. Dans ces travaux, les données
d’appui à compléter sont constituées de levés lasergrammétriques, mais aussi d’un modèle
numérique de surface issu de levés photogrammétriques aériens.
Recalage intérieur / extérieur (cas des bâtiments)
Certains travaux réalisés à partir de la maquette numérique tel que construit d’un bâtiment
peuvent nécessiter non seulement la reconstruction des espaces intérieurs, mais aussi une mo-
délisation fidèle des surfaces extérieures. Les solutions de cartographie mobiles permettent alors
d’acquérir rapidement ces informations, complémentaires des levés intérieurs. Des stratégies de
recalage intérieur / extérieur sont dans ce cas à envisager. Le défi principal auquel sont confron-
tées ces approches est l’appariement de modèles 3D qui ne sont visuellement pas bien connectés,
les zones de recouvrement entre scènes intérieure et extérieure étant limitées. Bien que des
stratégies totalement automatiques soient encore peu nombreuses dans la littérature, deux pistes
essentielles semblent pour l’instant avoir été abordées :
— les travaux de [Cohen et al., 2016] suggèrent d’exploiter des informations sémantiques
dans la stratégie de recalage, par la détection puis l’appariement d’objets ou de motifs
répétitifs dans les jeux de données intérieur et extérieur. Les fenêtres sont en l’occurrence
retenues comme éléments structurants communs aux deux jeux de données, extraites par
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classification des images afin d’être détectées aisément dans les modèles 3D. Les apparie-
ments effectués permettent d’émettre des hypothèses de recalage, affinées en fonction du
nombre d’appariements et du recouvrement global. Les nuages de points utilisés sont is-
sus de reconstructions basées sur les images (SfM). Malgré la flexibilité de cette méthode
d’acquisition, les auteurs soulignent le fait qu’il n’est pas aisé de reconstruire conjointe-
ment l’intérieur et l’extérieur du bâtiment au sein d’un même modèle, du fait du manque
de recouvrement visuel et des changements de luminosité entre les deux environnements.
— dans l’article [Wen et al., 2018], les auteurs proposent d’utiliser des lignes (ou arêtes) dé-
tectées dans les deux jeux de données pour procéder à leur recalage. Une segmentation des
nuages de points est entreprise au préalable, afin de séparer les murs utiles à l’extraction
des arêtes. Celles-ci peuvent être complétées par des lignes provenant des portes et des
fenêtres. L’intérêt mis en avant pour l’utilisation de telles primitives est leur plus grande
robustesse vis-à-vis de simples points, dans le cas où les données à recaler présentent des
qualités variables. Dans l’exemple exploité par les auteurs, les nuages de points de l’in-
térieur ont été acquis à l’aide d’un système d’acquisition mobile porté et présentent une
précision centimétrique, tandis que les données extérieures fournies par un scanner laser
terrestre ont une précision millimétrique.
L’article de [Murtiyoso et Grussenmeyer, 2018] propose également une discussion à ce sujet, sur
l’exemple d’un bâtiment remarquable. Une problématique comparable, abordée dans les travaux
de [Monnier et al., 2013], consiste à recaler des informations tirées de bases de données du bâti
sous forme de maillages, avec des levés extérieurs issus d’acquisitions mobiles.
Recalage de données terrestres et aériennes
L’exploitation de données terrestres seules n’est pas toujours suffisante à l’obtention d’un aperçu
global d’une scène. Tel est le cas notamment dans des zones géographiques à la topographie acci-
dentée, lorsque des données au niveau des toits des bâtiments sont requises, ou encore en présence
d’une végétation dense. L’emploi de données aériennes apporte alors des informations complé-
mentaires sur ces zones difficiles d’accès. La littérature fournit des exemples de combinaison
de données lasergrammétriques terrestres et aériennes, pour la modélisation 3D de bâtiments
complets notamment, à l’image de [Kedzierski et Fryskowska, 2015] et [Yang et al., 2015]. Des
levés photogrammétriques effectués à l’aide de drones peuvent également venir compléter la la-
sergrammétrie terrestre, comme décrit par [Zieher et al., 2018] pour le suivi de zones soumises
à des glissements de terrain.
Recalage de photographies sur un nuage de points
Les informations radiométriques et colorimétriques portées par les points d’un nuage de points
permettent non seulement un rendu plus réaliste, mais elles peuvent également être exploitées à
part entière (lors de la segmentation ou de la classification des nuages notamment). Bien qu’un
certain nombre de scanners laser terrestres possèdent leur propre dispositif de prise de vue utile
à la colorisation automatique du nuage produit, la qualité de l’information colorimétrique est
plus faible que celle produite par un appareil photographique, ne permettant par exemple pas
une distinction précise des lignes. Le cas échéant, ou lorsqu’une information radiométrique de
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meilleure qualité ou différente est requise, le recalage de clichés 2D sur le nuage de points est
envisagé. La projection de l’information 2D sur une surface tridimensionnelle représente le cas
d’un recalage multi-dimensions (2D et 3D), aussi appelé texturage.
À cet effet, citons entre autres les travaux de [González-Aguilera et al., 2009] pour le texturage
du nuage de points à partir de photographies ; ceux de [Lagüela et al., 2013] dédiés à la projec-
tion d’images thermiques infrarouges sur les nuages de points de bâtiments, en vue de détecter
la présence de failles ; ou encore les travaux de [Gerke et Xiao, 2014], cas plus particulier dans
lequel les auteurs associent des nuages de points laser aéroportés et des images spectrales aé-
riennes, en vue d’améliorer la classification de la scène. Enfin, les travaux de [Javanmardi et al.,
2017] sont consacrés au recalage d’images satellites avec des nuages de points acquis à l’aide d’un
dispositif mobile, sur la base des marquages routiers, et effectué en vue d’améliorer la qualité du
géoréférencement des données de cartographie mobile.
3.3.2 État de l’art des approches de recalage pour des données
hétérogènes
Après avoir énuméré les configurations faisant intervenir des données multi-sources, la mise en
place concrète de leur intégration au moment du recalage est discutée ici.
Approches courantes
Lorsque l’alignement initial des nuages n’est pas effectué par sélection manuelle de points d’appui,
deux approches automatiques sont fréquemment retenues en présence de données hétérogènes :
L’utilisation de points d’intérêt 3D et de descripteurs locaux permet l’automatisation du
recalage grossier des données, à l’image des travaux de [Mahiddine et al., 2015] pour
le recalage de données optique et acoustique dans le cadre d’acquisitions sous-marines.
Néanmoins, les descripteurs sont des signatures locales, dont les performances peuvent
être impactées par la présence de bruit dans les données, ainsi que par les différences de
densité. La présence d’occlusions dans les données, dues à des points de vue différents au
moment de l’acquisition, influe quant à elle sur la détection des points d’intérêt. Aussi, dans
le cas de données hétérogènes, il ressort que les résultats obtenus selon cette approche ne
sont pas toujours fiables [Kim et Hilton, 2013].
Le recalage basé sur des primitives linéaires est également courant, essentiellement lors-
qu’il s’agit d’assembler des données aériennes et terrestres [von Hansen et al., 2008].
Dans ce cas, les zones de recouvrement sont plus restreintes du fait des perspectives d’ac-
quisition différentes pour les deux plateformes, et les résolutions spatiales sont variables,
la densité de points étant plus importante mais moins régulière dans les données mobiles
terrestres. Dans [Cheng et al., 2015], un recalage grossier est effectué, à partir du réseau
routier extrait des données aériennes et de la trajectoire du véhicule dans les données
terrestres, tandis que cet alignement initial est affiné en utilisant les contours extraits des
bâtiments.
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Pour pallier les difficultés liées à l’utilisation des descripteurs 3D, une première solution est pro-
posée par [Persad et Armenakis, 2017] et consiste à effectuer le recalage des données hétérogènes
à partir de détecteurs et descripteurs 2D, appliqués à des cartes de profondeur (plus précisé-
ment de hauteur, par projection des points du nuage selon la direction z sur le plan horizontal).
Avec les jeux de données utilisés (en l’occurrence, des nuages de points issus d’images aériennes,
ainsi que de la lasergrammétrie aérienne puis terrestre, statique et mobile), les auteurs montrent
que cette approche permet d’éviter certaines limitations liées aux descripteurs 3D. Une deuxième
solution est la définition d’un descripteur 3D qui à la fois permette la définition d’une signature
à différentes échelles, et soit robuste face aux variations d’échantillonnage et de bruit dans les
données. Le descripteur GLS (Growing Least Squares) proposé par [Mellado et al., 2016] répond
à ces critères et particulièrement à l’invariance face aux changements d’échelle. Son efficacité
sur des jeux de données réels à l’échelle du bâtiment est montrée par les auteurs. En outre, l’ar-
ticle [Mellado et al., 2016] propose également un état de l’art étoffé relatif au recalage de données
multi-sources.
Notons que l’utilisation de primitives linéaires fournit des configurations moins sensibles au bruit
et aux changements d’échelle que les descripteurs locaux 3D. Néanmoins, cette approche exige la
présence d’un grand nombre de telles primitives dans la scène, et n’est donc pas généralisable à
tous les cas de figure.
Autres approches
Des alternatives intéressantes et complémentaires aux approches mentionnées ci-dessus peuvent
être citées :
• Les travaux de [Avidar et al., 2017] s’intéressent au recalage de données dites locales,
en référence à des données acquises au niveau du sol selon des portées limitées (dans
l’exemple, ce sont des nuages de points acquis par scanner laser terrestre), sur un jeu de
données dit global, constitué d’un nuage de points généralement acquis par voie aérienne
ou mobile et couvrant une zone plus vaste. La problématique essentielle dans ce cas est la
grande différence de couverture entre les deux nuages de points en présence. À partir
du nuage global, les auteurs proposent la création d’une base de données constituées de
points de vue, représentant les emplacements potentiels d’un capteur au sol. Ces points
de vue sont stockés sous la forme de descripteurs (en l’occurrence, des images de pro-
fondeur panoramiques) dans un dictionnaire, auquel est confronté le descripteur généré
pour le nuage local. Par corrélation, l’emplacement du nuage local dans la scène globale
est retrouvé, et le recalage grossier peut être estimé.
• Lorsque les nuages de points individuels ont chacun fait l’objet au préalable d’un géoré-
férencement, alors les données sont directement exprimées dans un même repère. Aussi,
aucun recalage particulier n’est à entreprendre dans ce cas, à l’exception d’un éventuel
recalage fin par ICP (voir sous-section 6.1.4) afin d’assurer l’entière cohérence entre les
surfaces. Cette approche n’est cependant envisageable que lorsque le projet requiert des
données géoréférencées, ce qui constitue parfois un processus coûteux en temps. Citons
ici les travaux de [Zieher et al., 2018] relatifs à l’étude de glissements de terrain, dans
lesquels les nuages de points acquis par photogrammétrie terrestre et aérienne, ainsi que
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par lasergrammétrie terrestre, ont respectivement été géoréférencés.
• L’article de [Shao et al., 2019] s’intéresse à la numérisation d’imposantes statues, par com-
binaison d’un nuage de points issu de la lasergrammétrie terrestre (utilisé comme réfé-
rence du fait de son large champ de vision), et de nuages de points de détails, acquis avec
un scanner à lumière structurée dont la résolution est submillimétrique. La problématique
du recalage est abordée en deux étapes. La variante efficace Super 4PCS [Mellado et al.,
2014] de l’algorithme 4PCS [Aiger et al., 2008] est utilisée, afin de procéder au recalage
grossier par paires de chaque nuage de points détaillé avec le nuage de référence. Après
application de l’algorithme ICP par paires également, un recalage fin est appliqué de
manière globale à l’ensemble des nuages en présence. Cette régularisation, inspirée de
[Pulli, 1999], permet de minimiser non seulement les erreurs de recalage par rapport
au nuage de référence, mais également celles existantes entre nuages de points détaillés
individuels.
• Dans [Boström et al., 2008], le recalage de nuages de points issus de scanners laser diffé-
rents passe par un schéma classique d’alignement approximatif manuel des nuages, suivi
par l’application d’un algorithme ICP. Néanmoins, l’hétérogénéité des données est prise en
compte par l’introduction de poids, dont le calcul découle d’un modèle d’erreurs défini
par les auteurs. Afin de déterminer une valeur d’incertitude propre à chaque point des
nuages, l’ensemble des incertitudes liées à plusieurs facteurs (portée, angle d’incidence,
etc.) sont cumulées de manière quadratique. Ces critères d’erreur sont utilisés non seule-
ment lors du recalage à travers la pondération, mais également au cours de la phase finale
d’intégration des données au sein d’un même modèle, tel qu’expliqué dans la sous-section
6.1.2 qui suit. Concernant la notion de pondération également retenue dans ce manuscrit,
de premiers résultats sont donnés dans la sous-section 6.1.3.
Cas de l’intégration d’images
Lorsque des images acquises à l’aide de différents capteurs doivent être utilisées conjointement
afin de reconstruire un nuage de points, il est possible d’intervenir essentiellement à deux niveaux
[Farella et al., 2019] :
— la première approche consiste à orienter les jeux d’images indépendamment afin de géné-
rer plusieurs nuages de points denses. Le recalage de ces données 3D est alors considéré
dans un second temps, en appliquant les méthodes décrites dans l’état de l’art du Chapitre
3, ou celles évoquées dans le paragraphe précédent.
— la seconde approche privilégie l’intervention au niveau des images brutes, en les intégrant
conjointement dans le calcul d’orientation. Les principaux enjeux dans ce cas sont la forte
variation de l’échelle, de l’illumination ainsi que des rotations dues aux points de vue très
variables entre les images respectives. Ceci nécessite une adaptation des détecteurs de
points d’intérêt et descripteurs 2D utilisés, à l’image de [Koch et al., 2016] qui proposent
une modification d’un descripteur / détecteur standard pour la mise en correspondance,
et donc l’orientation simultanée, d’images aériennes acquises par drone et par avion.
En dépit de telles approches, le risque lors du traitement simultané d’images aux propriétés va-
riables est la génération d’un nuage de points dense bruité, du fait des conditions variables. La
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contribution de [Farella et al., 2019] propose une stratégie qui tend à éviter ces problèmes, à tra-
vers la définition de critères de qualité calculés sur la base du nuage de points épars, obtenu suite
à une première orientation conjointe des images. Les différents critères de qualité définis sont
combinés pour chaque point 3D et utilisés afin de filtrer les potentiels points d’appui aberrants,
dont les correspondances sont supprimées au niveau des images. Suite à ce filtrage, une nouvelle
orientation des images est calculée avant de générer le nuage de points dense final. Les auteurs
démontrent l’efficacité de leur procédé pour l’intégration d’images terrestres et issues de levés par
drone.
Lors de l’intégration d’images avec des données lasergrammétriques, une approche intui-
tive consiste à recaler le nuage de points dense issu de l’orientation des images avec les données
lasergrammétriques. Dans les travaux de [Serna et al., 2015] dédiés à la reconstruction de petits
objets archéologiques, c’est le nuage de points épars obtenu suite à l’orientation des images qui
est recalé avec le nuage de points dense issu d’un scanner laser. La projection des informations
colorimétriques est finalement entreprise entre les deux nuages de points ainsi alignés, permet-
tant l’obtention de nuages de points lasergrammétriques denses avec un rendu photoréaliste.
Cette approche se distingue des travaux de texturage généralement rapportés [González-Aguilera
et al., 2009].
Pour l’intégration de données laser aéroportées avec des images aériennes, les auteurs de [Mandl-
burger et al., 2017] proposent un traitement hybride des deux types de données, consistant à
mener de manière simultanée le recalage entre les bandes laser, ainsi que l’ajustement en bloc
des faisceaux. Pour ce faire, les correspondances entre les points d’appui dans les images et les
bandes laser sont prises en compte, permettant de déterminer l’orientation relative entre les
deux sources de données avec un biais réduit, en comparaison avec un recalage standard des
sources individuelles. Les données sont finalement fusionnées par filtrage selon une grille en 2.5D,
dans l’optique de générer des modèles numériques de surface.
Synthèse
Il ressort de cet état de l’art que le recalage de nuages de points hétérogènes, éventuellement
couplé à l’ajout de photographies, a été traité selon différents aspects dans la littérature. La plupart
du temps, la gestion de l’hétérogénéité des nuages de points au moment du recalage s’effectue au
cas par cas, en s’adaptant aux caractéristiques et aux types de données mises à disposition. Aussi,
aucune solution unique pour le recalage de nuages de points hétérogènes ne se détache.
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Conclusions du chapitre 3
Dans ce chapitre, les étapes constitutives d’un projet de numérisation, de
l’établissement du cahier des charges à la production de livrables, ont été
discutées. Dans ce contexte, quelques pratiques conventionnelles permet-
tant de garantir la cohérence et la qualité des levés réalisés peuvent être
citées, à mettre en œuvre au moment des levés lasergrammétriques ou pho-
togrammétriques.
Le recalage de multiples nuages de points, visant à rapporter toutes les don-
nées en présence dans un référentiel commun, est généralement inévitable
afin de couvrir l’intégralité d’une scène. Il intervient par consolidation dans
un référentiel local, ou par géoréférencement dans un référentiel global. La
place importante de cette étape a été soulignée, de par sa présence dans
le haut de la chaîne de traitement des données brutes. Une attention par-
ticulière doit de ce fait être apportée au recalage, dont une mise en place
rigoureuse permet de limiter les influences néfastes sur les étapes de modé-
lisation ou d’interprétation du nuage de points, qui concluent généralement
la chaîne de traitement.
Les approches pour le recalage des nuages de points sont nombreuses et
richement documentées à travers la littérature. Bien que le verrou de l’au-
tomatisation des méthodes ait été levé grâce aux possibilités d’extraction
automatique d’informations dans les nuages, il constitue toujours, avec la
robustesse des approches, l’une des pistes principales d’amélioration. La
stratégie de détection de points d’intérêt 3D, par extension des méthodes de
traitement d’images, est notamment une thématique active de recherche,
favorisée par la démocratisation de l’utilisation des nuages de points.
Ce chapitre s’inscrit dans la transition avec la seconde partie de ce manus-
crit. En effet, l’importance de la qualité du recalage des données nous a
conduit à envisager l’intégration de données hétérogènes selon cet angle
en particulier. Tandis que les approches de consolidation ont été présen-
tées dans ce chapitre à travers l’observation des différents types d’entités
pouvant servir au recalage, les modèles de transformation ainsi que les stra-
tégies d’optimisation qui mènent à l’estimation des paramètres de transfor-
mation seront abordés dans le Chapitre 4.
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Dans la première partie de ce manuscrit, dédiée aux instruments et aux méthodes de la numéri-
sation tridimensionnelle, les techniques d’acquisition des données et leur qualité a priori ont été
présentées (Chapitres 1 et 2), ainsi que la chaîne de traitement des données acquises menant à la
production de livrables (Chapitre 3). L’importance du recalage des données sur la qualité finale
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du nuage a notamment été soulevée, sans pour autant en définir les principes géométriques.
Ce chapitre a pour objectif de formaliser la notion de transformation 3D, dans le but d’introduire
le modèle fonctionnel sur lequel repose l’approche de recalage global développée. La résolution
de cette approche est également présentée, ainsi que sa modification afin de contrer la potentielle
présence de fautes dans les jeux de données traités.
4.1 Solutions pour l’estimation des paramètres d’une trans-
formation
Avant d’envisager le recalage de multiples nuages de points au sein d’un même repère, il est
nécessaire de revenir à la définition du changement de repère en tant que transformation qui
lie deux référentiels, tridimensionnels dans ce cas de figure. Ceci passe dans un premier temps
par la considération du principe de changement de repère parmi les nombreuses transformations
géométriques existantes, ainsi que par le rappel de ses caractéristiques principales. Après avoir
exprimé mathématiquement cette transformation, les approches de détermination des paramètres
qui la constituent sont exposées.
4.1.1 Généralités sur les transformations 3D
Diversité des transformations géométriques
Soit un repère cartésien tridimensionnel R = (O, ~x , ~y , ~z) orthonormé direct, d’origine O, dans
lequel est observé un objet amené à être déplacé spatialement ou à être modifié. Le choix d’une
transformation géométrique pour répondre à un problème donné s’effectue avant tout en fonc-
tion de la nature de cette transformation, autrement dit en fonction des propriétés géométriques
de l’objet que cette transformation va permettre de conserver. Partant de l’observation des ca-
ractéristiques conservées suite à la transformation, il est possible de les regrouper par grandes
catégories.
Transformations rigides Outre les symétries spatiales, la transformation la plus courante est
celle qui consiste à appliquer un déplacement linéaire à un objet dans l’espace euclidien, dé-
placement pouvant être complété par un changement d’orientation de l’objet. Dans un espace
euclidien 3D, une telle transformation est constituée de trois paramètres qui forment le vecteur
tridimensionnel de translation, ainsi que de trois paramètres de rotation (un selon chaque axe
du repère). On parle dans ce cas d’une isométrie, qui est une transformation rigide en tant que
combinaison d’une translation et d’une rotation, elles-mêmes rigides. Les transformations rigides
possèdent la propriété de conserver les distances euclidiennes entre tous les points. Ainsi, un re-
père orthonormé direct auquel est appliqué une transformation rigide reste orthonormé direct
après transformation. En mécanique, les transformations rigides sont utilisées pour représenter
les mouvements des corps solides non déformables.
Similitude L’ajout à l’isométrie décrite précédemment des effets d’une homothétie, qui revient
à effectuer un agrandissement ou une réduction uniforme de la taille de l’objet, va engendrer un
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nouveau type de transformation. Il s’agit d’une similitude, dont les paramètres sont au nombre
de sept. Aux six paramètres de translation et de rotation s’ajoute en effet un facteur d’échelle,
uniforme selon les trois axes du repère. De ce fait, la similitude n’est pas une transformation
rigide car les distances entre les points varient de façon uniforme. Les similitudes font partie des
transformations conformes, dont la principale caractéristique est de conserver localement les
angles ; néanmoins l’ensemble des transformations conformes ne se limite pas aux similitudes et
constitue un ensemble plus vaste de transformations, non abordées ici. Du fait de la présence d’un
déplacement de l’origine du repère de l’objet, par le biais d’un vecteur de translation, isométries
et similitudes sont des applications affines.
Autres transformations non-rigides Au-delà de la similitude, une première catégorie de trans-
formations non-rigides englobe les transformations affines d’ordres supérieurs, c’est-à-dire qui
possèdent plus que les sept degrés de liberté propres à la similitude. Elles permettent ainsi d’ap-
pliquer à l’objet davantage de contraintes de déformations, comme par exemple un changement
d’échelle non-uniforme selon les axes du repère, ou encore des contraintes de cisaillement. Pour
autant, les transformations affines conservent le critère de parallélisme entre les droites et les
plans. Elles constituent les transformations non-rigides les plus simples à paramétrer.
D’autres transformations non-rigides peuvent être citées, telles que les transformations polyno-
miales ou encore les transformations projectives. D’une manière générale, la littérature fait état
d’un certain nombre d’approches cherchant à généraliser le principe de la transformation non-
rigide, à travers des modèles globaux hautement paramétrables. Dans le cas du traitement de
nuages de points, des formulations non-rigides du célèbre algorithme ICP dédié au recalage fin
peuvent être citées, comme rappelé dans l’état de l’art étoffé fourni par [Tam et al., 2013]. Des
algorithmes se détachant du principe de l’ICP ont également été proposés, notamment par [Myro-
nenko et Song, 2010] qui introduit l’algorithme Coherent Point Drift (CPD). Citons encore l’article
de [Zampogiannis et al., 2018], dans lequel les auteurs travaillent avec des caméras de profon-
deur et décrivent un algorithme de recalage non-rigide, dont le but est de gérer les déformations
présentes sur les bords des nuages de points.
Synthèse
Dans les applications liées à la topographie et à ses domaines associés, les transformations les plus
couramment appliquées sont les transformations conformes qui conservent les angles et donc la
forme des objets. On les rencontre notamment en géodésie pour la conversion de coordonnées
d’un référentiel (ou datum) vers un autre, en photogrammétrie pour déterminer l’orientation
absolue des repères, mais aussi en lasergrammétrie pour le recalage des nuages de points, dont il
est question dans ces travaux. Dans la littérature associée, la similitude 3D considérée est parfois
désignée par le terme transformation de Helmert 3D ou plus simplement transformation à 7
paramètres, voire également transformation conforme 3D [Dewitt, 1996].
Les transformations non-rigides nécessitent l’introduction d’un modèle de déformation et pos-
sèdent un nombre plus important de degrés de liberté, qui représentent autant de contraintes
non linéaires pouvant être appliquées localement ou globalement. Moins fréquentes pour le re-
calage de données en lasergrammétrie terrestre, elles trouvent davantage leur intérêt dans le cas
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du recalage d’images (médicales par exemple), ou lorsqu’il s’agit de travailler avec des nuages de
points dans des algorithmes de reconstruction dynamique (application au SLAM, dans certains
cas). Ce choix se justifie du fait de la qualité des données produites par les capteurs embarqués.
Dans le domaine de la robotique, de telles approches non-rigides se distinguent des transforma-
tions rigides parfois appliquées, qualifiées dans ce cas de transformations à 6 degrés de liberté
(en anglais 6DoF transformation).
4.1.2 Expression mathématique d’un changement de repère
La consolidation de deux nuages de points dans un même référentiel revient à effectuer un chan-
gement de repère, soit de l’un des deux nuages dans le référentiel de l’autre, soit des deux nuages
vers un référentiel extérieur. La transformation associée à un changement de repère en trois di-
mensions est composée d’un vecteur de translation à trois paramètres t = (t x , t y , tz), de trois
paramètres de rotation consignés dans une matrice (3 × 3) de rotation R, et éventuellement d’un
facteur d’échelle uniforme µ. Il s’agit donc d’une similitude 3D, aussi la transformation associée
au changement de repère permet de conserver les angles ainsi que les rapports de distances.
OA
x
z
y
x'
z' y'
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RB  A
TB  A
TA  B
tB  A
Figure 4.1 - Principe d’un changement de repère, incluant une rotation et une translation.
Définition
Soient deux référentiels A et B d’origines respectives OA et OB, et un point p ∈ R3 de coor-
données cartésiennes p = [x , y, z]T . Les coordonnées de ce point p observé depuis chacun des
référentiels seront respectivement notées pA et pB. Le référentiel A représente le repère d’ori-
gine, et le référentiel B celui de destination. La similitude 3D qui lie un point de ces deux espaces
s’écrit :
pA = µ R pB + t (4.1)
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ou encore : xy
z

A
= µ
r11 r12 r13r21 r22 r23
r31 r32 r33
 xy
z

B
+
t xt y
tz
 (4.2)
Remarques
Dans le cas du recalage de deux nuages de points issus de la lasergrammétrie terrestre, il
est possible de considérer que les instruments sont préalablement calibrés et n’induisent
ainsi pas de changement d’échelle entre les jeux de données. Dans ce cas, l’équation
4.1 peut être simplifiée en éliminant le facteur d’échelle µ, ce qui revient à se rapporter
à une isométrie composée de 6 paramètres (3 translations, 3 rotations). Néanmoins, l’ex-
pression générale 4.1 de la similitude 3D sera conservée dans la suite de ce manuscrit,
dans la mesure où des changements d’échelle entre jeux de données hétérogènes peuvent
être rencontrés. C’est le cas notamment lorsqu’il s’agit de travailler avec des données is-
sues de la photogrammétrie, pour lesquelles la mise à l’échelle n’a pas nécessairement été
effectuée au préalable.
L’expression mathématique de la similitude 3D est soumise à quelques changements en fonc-
tion de l’entité géométrique retenue pour matérialiser les liens entre les référentiels. Ainsi,
l’équation 4.1 établie précédemment est valable dans le cas où des entités ponctuelles
sont utilisées, ce qui est le cas dans l’approche proposée dans la suite de ce chapitre. L’uti-
lisation de primitives planaires, linéaires ou cylindriques, passant par des représentations
géométriques plus complexes qu’un simple point et faisant ainsi appel à des notations
vectorielles (par exemple, vecteur normal à un plan ou vecteur directeur d’une droite),
entrainera la modification de cette équation en conséquence. Ces approches ne seront pas
développées de manière plus détaillée dans ce manuscrit.
Représentation des rotations
Les paramètres de rotation sont habituellement regroupés sous forme matricielle. Néanmoins, la
manière de représenter ces rotations intégrées au sein d’une matrice de rotation n’est pas unique.
Quelques représentations courantes sont présentées ci-après, afin de justifier la solution retenue.
Particularités de la matrice de rotation Dans l’équation précédente de la similitude spatiale
3D, la matrice carrée R est une matrice orthogonale, c’est-à-dire qu’elle vérifie :
RT R= RRT = I3, R
−1 = RT et det(R) = 1 (4.3)
avec I3 la matrice identité d’ordre 3.
Ainsi, R est une matrice de rotation si et seulement si elle respecte les propriétés d’une matrice
orthogonale énoncées dans l’équation 4.3. Il arrive que det(R) = −1 dans le cas où la matrice de
rotation inclurait une symétrie, cependant ce cas de figure n’est a priori pas utile pour le recalage
de données. Notons également que la combinaison de deux rotations successives R1 puis R2 est
possible et s’effectue par simple multiplication des matrices de rotations associées, ce qui aboutit,
en veillant à l’ordre, à la rotation combinée R= R2R1.
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La matrice de rotation de dimensions (3 × 3) est composée de neuf éléments r11, . . . , r33. Cepen-
dant, la détermination complète de ces neuf éléments individuels n’est pas nécessaire, dans la
mesure où ceux-ci sont liés. Aussi, le plus souvent, l’estimation de la matrice de rotation passe
par la détermination d’un triplet d’angles de rotation indépendants, voire par l’utilisation d’autres
formalismes décrits dans les paragraphes qui suivent.
Séquence de rotations élémentaires Une façon courante de représenter une rotation quel-
conque dans un espace tridimensionnel consiste à prendre en compte trois angles de rotation
successifs qui représentent chacun une rotation selon un axe du repère, les trois axes étant ortho-
gonaux deux à deux. Le terme générique d’angles d’Euler est utilisé pour désigner un tel triplet
d’angles composant les rotations bidimensionnelles successives, un axe étant maintenu fixe lors
de chacune de ces rotations. De nombreuses conventions existent, dans lesquelles varient à la fois
la dénomination des angles, mais aussi le choix de la séquence des axes de rotation. Néanmoins,
la convention associée par défaut aux angles d’Euler regroupe trois angles nommés α, β et γ (ou
parfois ϕ, θ , ψ), qui matérialisent les rotations respectives autour des axes selon une séquence
telle que le premier et le dernier axe de rotation sont les mêmes. Ainsi à titre d’exemple, les rota-
tions peuvent être appliquées selon l’axe z du repère d’origine (angle α), puis selon l’axe x’ (angle
β , x’ étant l’axe x transformé suite à la première rotation), et enfin selon l’axe z” (angle γ, z” étant
l’axe z transformé suite aux deux rotations précédentes).
En photogrammétrie aérienne et terrestre, le triplet d’angles couramment employé lors de l’orien-
tation externe est noté (ω, ϕ, κ). Associée dans ce cas à une transformation rigide ou conforme
3D, cette notation peut également être observée lorsqu’il est question du recalage de nuages de
points. La séquence d’axes de rotation associée, empruntée au domaine de la navigation et aux
angles dits de Tait-Bryan 1, est définie comme suit : rotation ω autour de x, puis rotation ϕ
autour de y’, et enfin rotation κ autour de z” 2. La composition de la matrice de rotation complète
se fait par multiplication des matrices représentant les rotations élémentaires successives. Cepen-
dant, il peut y avoir ambiguïté au niveau de l’ordre des multiplications. En effet, cet ordre varie
selon que l’on se place dans le référentiel lié à l’objet considéré mobile, ou dans le référentiel initial
resté fixe 3. Or, la multiplication matricielle n’étant pas commutative, l’ordre des multiplications
est important et influe sur le résultat final.
Considérons que les rotations élémentaires ont été définies de telle sorte que les coordonnées
dans le repère initial (d’indice A sur la Figure 4.1) sont exprimées en fonction des coordonnées
dans le repère de destination (d’indice B sur cette même figure). Rapporté à la Figure 4.1, cela
revient à considérer la transformation de B vers A, soit une matrice de rotation notée RB→A.
Dans ce cas les rotations sont définies selon les axes mobiles, comme décrit dans les ouvrages de
[Kraus et Waldhäusl, 1998] ou encore [Luhmann et al., 2013], et la matrice de rotation s’écrit
alors :
1. Lacet, tangage et roulis.
2. De manière analogue à l’énoncé précédent, y’ et z” sont les axes y et z du repère initial, respectivement transfor-
més par la première rotation ω ou par les deux premières rotations ω et ϕ.
3. On parle parfois de transformation passive ou active : les coordonnées d’un point p peuvent varier à cause de
la rotation du référentiel, ou à cause de la rotation du point lui-même. Ainsi le point considéré et le référentiel se
déplacent l’un par rapport à l’autre, de manière équivalente mais opposée.
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R= Rωϕκ = RωRϕRκ
et
R=
r11 r12 r13r21 r22 r23
r31 r32 r33

=
 cosϕ cosκ − cosϕ sinκ sinϕcosω sinκ+ sinω sinϕ cosκ cosω cosκ− sinω sinϕ sinκ − sinω cosϕ
sinω sinκ− cosω sinϕ cosκ sinω cosκ+ cosω sinϕ sinκ cosω cosϕ

(4.4)
Cette dernière notation a été retenue dans les travaux présentés. Notons que la convention inverse
est également courante dans la littérature, consistant à se placer dans le repère resté fixe pour
observer le déplacement de l’objet : ceci implique la définition inverse des matrices de rotations
élémentaires, alors multipliées dans l’ordre inverse. Néanmoins, ces deux conventions sont liées
par une simple relation d’inversion et sont donc facilement transposables. En effet la matrice
de rotation inverse 4 se calcule comme étant la transposée de celle décrite en 4.4, c’est-à-dire
RT = (RωRϕRκ)T = RTκR
T
ϕR
T
ω. Ainsi, inverser la matrice établie dans l’équation 4.4 revient à
inverser la séquence des multiplications. De la même manière, si la hiérarchie des rotations selon
les axes est modifiée, alors la séquence de multiplications matricielles devra être modifiée en
conséquence.
Cas de petits angles Pour de petites variations angulaires δω, δϕ et δκ telles que δω' δϕ '
δκ ' 0, la matrice de rotation peut être simplifiée par le biais d’approximations et devient alors
une matrice antisymétrique dR :
dR=
 1 −dκ dϕdκ 1 −dω
−dϕ dω 1
 (4.5)
Cette matrice simplifiée n’est plus orthogonale, mais son inverse reste égal à sa transposée (dR−1 =
dRT ). Cette notation s’avère notamment intéressante dans le cadre de l’estimation des paramètres
de transformation par le biais des moindres carrés. En effet, cette étape nécessite que le système
soit composé d’équations linéaires, ce qui n’est initialement pas vérifié du fait des termes présents
dans la matrice de rotation R standard. L’utilisation de la matrice de rotation simplifiée dR rend
alors aisée la linéarisation. Cette simplification, possible si les angles de rotation sont supposés
petits, peut être envisagée dans deux cas de figure :
— S’il est antérieurement établi (ou s’il est avéré) que la transformation est composée essen-
tiellement d’une translation, complétée de faibles variations angulaires, alors la matrice
dR peut être utilisée.
4. En référence à la Figure 4.1, cette rotation inverse RA→B, décrivant le passage des coordonnées initiales dans le
repère A vers les nouvelles coordonnées dans le repère B, peut sembler plus intuitive.
105
Chapitre 4. Approche pour le recalage de données 3D
— Si des valeurs approchées des paramètres de transformation ont été estimées, alors les
axes des repères sont grossièrement alignés et l’hypothèse de petites variations angulaires
résiduelles est acceptable.
Quaternions Outre l’utilisation d’un triplet d’angles successifs de rotation, il existe d’autres for-
malismes afin de représenter une rotation dans l’espace. Les quaternions constituent une manière
élégante de manipuler des rotations tridimensionnelles, en se basant sur une généralisation des
nombres complexes. Par analogie dans le plan, il est par exemple possible de paramétrer une ro-
tation plane grâce à un nombre complexe de module 1 : eiθ représente ainsi une rotation d’angle
θ . Dans le cas où la rotation est tridimensionnelle, un quaternion q est employé. Il est composé
de quatre paramètres a, b, c et d liés à trois axes imaginaires (i, j,k) formant une base tridimen-
sionnelle, de telle sorte que q = a+ bi+ cj+dk avec a, b, c, d ∈ R3 et i2 = j2 = k2 = ijk = −1. En
dehors de la différence d’écriture des quaternions, l’idée de leur construction est proche de celle
évoquée dans le cas de la rotation vectorielle : les paramètres a, b, c et d contiennent ainsi des
informations sur le centre de rotation, la direction de l’axe de rotation et l’angle associé.
L’ensemble formé par les quaternions possède les propriétés d’associativité, ainsi une succession
de rotations se traduit par une simple multiplication des quaternions associés, à l’image des ma-
trices de rotation standards. Il existe également des formules de conversion permettant de passer
des quaternions aux matrices de rotation et inversement, et par conséquent des quaternions aux
angles d’Euler et inversement. Alors que les neuf éléments de la matrice de rotation sont com-
posés de fonctions trigonométriques des angles de rotation dans l’expression standard 4.4, ils
seront composés de paramètres algébriques lorsque les quaternions sont utilisés.
Intérêts des quaternions : Outre l’aisance à manipuler les quaternions dans les calculs, ceux-
ci sont appréciés pour les applications en temps réel dans la mesure où ils demandent
moins de mémoire de stockage (quatre paramètres pour l’écriture d’un quaternion, contre
neuf dans le cas d’une matrice de rotation). Pour des raisons similaires, la combinaison de
rotations successives est moins demandeuse en matière de puissance de calcul, d’où l’em-
ploi des quaternions dans certains logiciels. Cet aspect est exploité notamment dans les
domaines de la vision par ordinateur et de la robotique. Néanmoins, leur utilisation ainsi
que leur visualisation sont moins intuitives que ne le sont celles du triplet d’angles d’Eu-
ler, rattachés chacun à un axe. Aussi, il n’est pas rare que les quaternions soient employés
au sein de la chaîne de traitement, bénéficiant ainsi des intérêts évoqués précédemment,
mais que l’exploitation des résultats finaux se fasse sur la base d’une conversion en angles
d’Euler ou en matrice de rotation.
Point négatif : Un dernier aspect non négligeable pour l’approche proposée dans ces travaux
de thèse concerne l’expression des incertitudes a priori et a posteriori sur les paramètres
de rotation. D’une part, les analyses de précision sur les paramètres de transformation
sont plus aisées sur la base d’angles agissant chacun selon un axe, que sur la base d’une
notation complexe tels les quaternions. En outre, le lien avec les incertitudes angulaires a
priori disponibles pour la plupart des instruments de mesure (à l’image des tachéomètres
ou des scanners laser terrestres) est plus direct à établir à partir des angles de rotations tels
que définis précédemment, qu’à partir des quaternions. Pour ces raisons, la représentation
des rotations à l’aide des quaternions n’a pas été retenue dans le cadre de ces travaux.
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Rotation vectorielle D’après le théorème d’Euler, toute rotation peut être exprimée comme un
unique déplacement angulaire autour d’un axe quelconque. Le premier élément qui sert à définir
une rotation vectorielle dans l’espace euclidien de dimension 3 est donc l’axe de rotation, dirigé
par un vecteur unitaire tridimensionnel ~e = (ex , ey , ez)T . Cet axe est invariant selon cette rotation,
dont le second élément est l’angle θ qui quantifie le déplacement angulaire. Le formalisme ainsi
proposé est en réalité une version simplifiée de la représentation évoquée précédemment et faisant
intervenir le triplet d’angles d’Euler, représentation selon laquelle la rotation est décomposée en
trois rotations élémentaires autour des axes du repère.
Simple d’écriture dans sa forme initiale, ce type de rotation faisant intervenir un axe et un angle
associé est notamment utilisé pour représenter les vitesses angulaires en cinétique. Ce formalisme
peut également simplifier la détermination de valeurs approchées des rotations (voir paragraphe
valeurs approchées), en étant employé au sein de méthodes géométriques. Bien que les lois de
composition ne puissent être appliquées de manière directe lorsqu’il s’agit de combiner deux rota-
tions successives représentées de la sorte, la connaissance du vecteur ~e = (ex , ey , ez)T et de l’angle
θ permet de former une matrice de rotation de dimension (3 × 3), ce qui peut aider à résoudre
le problème de composition. Pour autant, considérant les aspects relatifs aux incertitudes et aux
précisions évoqués en marge des quaternions, ce dernier formalisme ne semble pas plus adapté à
l’approche proposée.
Introduction des coordonnées homogènes
La notation en coordonnées homogènes est une représentation mathématique des coordonnées
notamment employée en géométrie projective, où elle permet de simplifier les calculs dans l’es-
pace projectif. Cette notation est donc courante en photogrammétrie et en vision par ordinateur,
domaines dans lesquels des modèles projectifs de caméras sont utilisés. D’une manière générale,
les coordonnées homogènes sont appréciées dans l’expression des transformations, projectives ou
non, car elles permettent d’écrire des relations linéaires pour l’application comme pour la com-
position de ces transformations.
Principe de notation Le principe de cette notation consiste à ajouter un facteur w ∈ R aux
coordonnées initiales, si bien que les coordonnées homogènes d’un point appartenant à un espace
de dimension n s’exprimeront sous la forme d’un vecteur de dimension n+1.
Soit un point p ∈ R3, de coordonnées cartésiennes p = [x , y, z]T . Les coordonnées homogènes de
ce point s’écrivent p˜ = [ x˜ , y˜ , z˜, w]T , et la conversion inverse vers les coordonnées cartésiennes s’ef-
fectue par division par le facteur w. Le cas particulier w = 1 est le plus commun, permettant de re-
trouver les coordonnées cartésiennes initiales car ainsi p˜ = [ x˜/w, y˜/w, z˜/w, w/w]T = [x , y, z, 1]T .
De cette définition découle un second cas particulier observé lorsque w = 0, cas pouvant s’avé-
rer nécessaire dans l’expression de relations projectives dans la mesure où il rend possible la
représentation d’un point situé à l’infini. Une dernière propriété des coordonnées homogènes est
leur invariance à l’échelle, lors de leur multiplication par un scalaire k 6= 0 : en effet, les points
p˜ = [x , y, z, 1]T et kp˜ sont dits équivalents à un facteur d’échelle près.
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Application au changement de repère L’utilisation des coordonnées homogènes va permettre
de simplifier l’équation 4.1 de la transformation entre deux référentiels en la ramenant à une ex-
pression linéaire, sous la forme d’une multiplication matricielle. En notation homogène, l’équation
décrivant un changement de repère devient ainsi :
pA = T pB (4.6)
La nouvelle équation 4.6 fait ressortir une matrice T de dimensions (4 × 4) contenant tous les
paramètres du changement de repère. Celle-ci est appelée matrice de transformation, ou encore
matrice de passage dans les domaines liés à la mécanique ou à la robotique.
T =

µ R t
01×3 1

=

µ r11 µ r12 µ r13 t x
µ r21 µ r22 µ r23 t y
µ r31 µ r32 µ r33 tz
0 0 0 1

D’une manière générale, la plupart des transformations mentionnées au début de cette sous-
section 4.1.1 s’écrivent sous forme linéaire suite à l’introduction des coordonnées homogènes.
Les applications linéaires de R3 à l’image de la rotation seule peuvent s’exprimer directement
sous forme matricielle. En revanche, les transformations affines de R3 telles que l’isométrie ou
la similitude, composées d’une application linéaire et d’une translation, nécessitent le passage
dans R4 à l’aide de la notation homogène pour trouver une expression linéaire. Notons que pour
certaines transformations présentant un nombre de degrés de liberté plus important, à l’image
des transformations polynomiales par exemple, l’introduction des coordonnées homogènes ne
conduira pour autant pas à l’élaboration d’un modèle linéaire. Ces transformations, faisant appa-
raître des modèles de déformation, se rencontrent plus fréquemment dans le domaine du recalage
d’images (médicales par exemple), et ne seront pas abordées dans la thématique du recalage de
données 3D, considérées a priori non déformables.
Quelques propriétés de la similitude 3D
En guise de résumé, les propriétés essentielles de la similitude 3D retenue pour modéliser la
transformation d’un référentiel vers un autre sont rappelées de manière synthétique.
Transformation conforme : Les angles et les rapports de distance sont conservés, assurant
ainsi un minimum de déformations de l’objet considéré. Un changement d’échelle uniforme peut
cependant être observé. En l’absence de facteur d’échelle uniforme, la transformation est dite
rigide et se rapporte au cas de l’isométrie, laissant également invariantes les distances euclidiennes
réelles entre les points.
Application bijective : La similitude est une bijection, à l’image de toutes les transformations
géométriques, de l’ensemble R3 dans lui-même. Aussi, tout élément de l’ensemble d’arrivée R3
possède un unique antécédent dans R3. À ce titre, la similitude possède une transformation
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OA
xA
zA
yA
xC'
zC'
yC'
OC
TB  A 
TA  B
xB'
zB' yB'
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TB   C
TC  B= T1
-1
 = T2-1 
= T2= T1
TA   C = T2.T1
TC  A = T1-1.T2-1
Figure 4.2 - Composition de plusieurs transformations successives.
inverse T−1, permettant de passer du référentiel d’arrivée au référentiel de départ. Ceci justifie la
présence des deux sens de transformation sur la Figure 4.1. La matrice associée à la transformation
inverse s’écrit, sur la base d’une notation homogène :
T−1 =
 1
µ R
T − 1µ RT t
01×3 1

(4.7)
Composition : La loi de composition s’applique au groupe des similitudes spatiales, d’où la
possibilité de combiner des transformations appliquées successivement, comme illustré sur la
Figure 4.2. À l’image des matrices de rotation, les matrices individuelles de transformation T1,
T2, etc. peuvent être multipliées de façon séquentielle, en veillant à l’ordre, soit dans le cas de
deux transformations successives :
T = T2T1 =

µ2R2µ1R1 µ2R2 t1 + t2
01×3 1

(4.8)
4.1.3 Estimation des paramètres de transformation entre deux
nuages de points
Problématique liée à la détermination des paramètres
Procéder au recalage de deux nuages de points revient à considérer la transformation qui les
lie : on parle alors de recalage par paires. Un minimum de trois points communs connus en
coordonnées dans chacun des nuages est nécessaire pour déterminer les sept (ou six, en l’absence
de mise à l’échelle) paramètres inconnus. Néanmoins, la présence de points supplémentaires offre
une redondance qui permet une détermination plus fiable des paramètres de transformation, et
offre la possibilité de calculer des résidus sur ces points en appliquant des méthodes d’ajustement.
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La transformation recherchée, à savoir une similitude spatiale, est formalisée selon une équation
non-linéaire. La littérature fait état d’un grand nombre de solutions qui visent à résoudre ce pro-
blème non-linéaire, tout en respectant le critère des moindres carrés. Ces solutions peuvent
être divisées en deux catégories selon la méthode de résolution retenue : aux approches analy-
tiques, linéaires, s’opposent les calculs d’ajustement itératifs. Ces notions sont discutées dans
les paragraphes suivants, après le rappel de quelques notions utiles.
Notions préalables
Données en entrée Bien qu’il soit question dans ces travaux du recalage de nuages de points
comptant plusieurs milliers de points, les solutions d’estimation présentées dans cette sous-section
4.1.3 ne se basent pas sur l’intégralité des nuages, mais sur une sélection de n points représen-
tatifs dans chacun des nuages, avec n ¾ 3. Ces échantillons forment ainsi deux jeux de données
de même dimension, entre lesquels les correspondances sont supposées connues au préalable. La
mise en correspondance des entités, problématique de recherche à part entière, n’est en effet pas
abordée dans ce paragraphe.
L’approche la plus simple consiste à considérer un jeu de données mobile, à faire correspondre
avec un jeu de données fixe. En conservant la notation anglophone (où m désigne le model, c’est-
à-dire le nuage fixe, et d apparaît pour data, soit le nuage mobile), ces jeux de données sont
nommés {mi} et {di} avec i = 1, . . . , n et sont tels que
{mi}=

xm1 y
m
1 z
m
1
xm2 y
m
2 z
m
2
...
...
...
xmn y
m
n z
m
n
 et {di}=

xd1 y
d
1 z
d
1
xd2 y
d
2 z
d
2
...
...
...
xdn y
d
n z
d
n

où le i-ème triplet de coordonnées issu de m est associé avec le i-ème triplet issu de d.
Critère des moindres carrés Dans le Chapitre 2, il a été expliqué que dans la pratique, les me-
sures réalisées ne sont jamais exactes. Les erreurs qui entachent ces observations ne permettent
ainsi pas la détermination de paramètres qui relieraient exactement les deux nuages de points.
Déterminer les paramètres optimaux de la transformation géométrique qui lie deux nuages de
points revient à résoudre un problème d’optimisation. Par meilleure transformation ou transfor-
mation optimale, on entend la transformation dont les paramètres inconnus seront estimés avec
la plus forte probabilité. Ceci passe par la minimisation d’une fonction de coût, introduite ici au
sens des moindres carrés et qui consiste à minimiser la somme des carrés des résidus vi . Ici,
les résidus sont observables au niveau des points communs à l’issue de l’estimation. Partant de
l’hypothèse que la distribution des erreurs imputant les jeux de données en présence suit une loi
normale, le critère des moindres carrés établit la condition suivante pour les résidus :
n∑
i=1
v2i −→min. (4.9)
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Dans cette expression peut apparaître le facteur multiplicatif pi appliqué aux résidus, pour dé-
signer les éventuels poids associés. Cette équation 4.9 représente le problème d’optimisation à
résoudre. Ceci se traduit encore par la minimisation de la norme L2 (ou norme euclidienne, no-
tée ‖.‖
2
) du vecteur des résidus, lorsque celui-ci est écrit sous forme matricielle.
Supposons que les deux jeux de points communs {mi} et {di} sont liés par une transformation
géométrique, d’équation 4.1 donnée plus haut dans ce chapitre. Déterminer les paramètres de
transformation optimaux (µˆ, Rˆ et tˆ) revient à estimer ces paramètres de telle manière qu’ils per-
mettent de minimiser le critère des moindres carrés, défini dans ce cas par :
n∑
i=1
(di − (µˆ Rˆ mi + tˆ))2 −→min. (4.10)
Les résidus transcrits dans cette fonction de coût représentent les écarts après recalage entre les
points mis en correspondance, c’est-à-dire l’erreur de recalage entre les deux jeux de données
calculée sur la base de leurs points communs. Afin de minimiser ces écarts, différentes techniques
d’optimisation présentées dans la suite peuvent être appliquées.
Réduction des jeux de données à leurs barycentres Le barycentre d’un nuage de points est
défini par la moyenne des coordonnées selon chaque dimension X, Y et Z, ce qui revient à écrire
pour les jeux de données 3D {mi} et {di} :
m¯ =
1
n
n∑
i=1
mi
d¯ =
1
n
n∑
i=1
di
(4.11)
En substituant les coordonnées des barycentres issus de 4.11 aux coordonnées initiales des points,
les jeux de données réduits à leurs barycentres respectifs s’écrivent alors :
mi re´duit = mi − m¯
di re´duit = di − d¯ (4.12)
Effectuer une réduction des jeux de données à leurs barycentres permet de rapporter les deux
jeux de données réduits dans un même référentiel dont l’origine est définie par leur barycentre
commun, qui est nul. Ainsi, les trois paramètres de translation qui lient les jeux de données initiaux
sont éliminés. Par la suite, afin de retrouver les paramètres de transformation complets, il est
aisé de déduire les paramètres de translation connaissant la matrice de rotation optimale Rˆ et le
facteur d’échelle µˆ. Sachant que la translation optimale doit faire correspondre les coordonnées
du barycentre de {di} avec les coordonnées transformées du barycentre de {mi}, il vient :
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tˆ = d¯ − Rˆ m¯ (4.13)
En cas de réduction des jeux de données à leurs barycentres, les solutions d’estimation des para-
mètres présentées par la suite s’attachent en réalité à déterminer les rotations et facteur d’échelle
optimaux Rˆ et µˆ. Procéder à une telle décomposition de l’estimation des paramètres permet d’ap-
porter des solutions mathématiques élégantes et fiables au problème d’optimisation de la rotation,
comme évoqué dans le paragraphe suivant. Néanmoins, un inconvénient subsiste en cas d’erreurs
dans l’estimation de la rotation, car celles-ci se répercuteront directement sur le calcul de la trans-
lation.
Solutions analytiques linéaires
Rapporter l’estimation des paramètres d’une transformation non-linéaire à un problème linéaire
est possible, en appliquant certaines solutions algébriques. Le terme closed form sert à qualifier
ces solutions analytiques dans la plupart des articles scientifiques. Introduits initialement dans les
domaines liés à la robotique et à la vision par ordinateur, les algorithmes associés s’appuient en
entrée sur les coordonnées de points communs préalablement appariés. Ces algorithmes diffèrent
essentiellement de par le principe algébrique retenu pour résoudre le problème, ainsi que de par
la représentation utilisée pour les rotations. Ils opèrent au sens des moindres carrés, c’est-à-dire
que la fonction de coût qu’ils cherchent à optimiser prend la forme de l’équation 4.10.
Passage par la SVD La décomposition en valeurs singulières, raccourcie en SVD (de l’anglais
Singular Value Decomposition), est un outil d’algèbre linéaire qui permet la factorisation d’une
matrice rectangulaire réelle en un produit de trois matrices. L’article de [Arun et al., 1987] pro-
pose une solution faisant intervenir deux ensembles de points appariés, dans laquelle cet outil
mathématique permet d’aboutir par calculs matriciels successifs à la détermination d’une matrice
de rotation. Les deux jeux de données étant au préalable réduits à leurs barycentres respectifs,
cette matrice intègre les paramètres de la rotation optimale qui lient les deux ensembles. L’idée
formalisée par [Arun et al., 1987] à travers un algorithme simple est en réalité inspirée d’une
notion connue antérieurement dans la littérature sous le nom de problème de Procruste ortho-
gonal, introduit par [Hurley et Cattell, 1962]. [Schönemann, 1966] en propose le premier une
solution qui utilise la décomposition en valeurs singulières, dont le principe est également repris
dans l’ouvrage de [Golub et Van Loan, 2013].
Utilisation des valeurs et vecteurs propres Une alternative à l’utilisation de la SVD a été pro-
posée par [Horn et al., 1988]. L’auteur s’appuie dans cet article sur les propriétés d’orthogonalité
vérifiées par la matrice de rotation. Un produit matriciel établi à l’aide de deux ensembles de coor-
données réduits à leurs barycentres est tout d’abord défini, selon une formulation similaire à celle
présente au départ de l’algorithme de [Arun et al., 1987]. La solution de [Horn et al., 1988] passe
ensuite par le calcul des valeurs et vecteurs propres de la matrice résultant du précédent produit
matriciel. Ces valeurs et vecteurs propres sont finalement utilisés pour déterminer la matrice de
rotation optimale. Dans des travaux précédents du même auteur, [Horn, 1987] avait déjà exploité
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les valeurs et vecteurs propres d’une matrice, mais la solution pour les rotations était fournie sous
la forme de quaternions.
Les algorithmes établis par [Arun et al., 1987] et [Horn et al., 1988] présentent des similarités,
non seulement au niveau du choix de la représentation standard de la matrice de rotation, mais
également d’un point de vue structurel. L’article de [Eggert et al., 1997] constitue également une
lecture complémentaire intéressante, car il fournit une analyse comparative de quatre solutions
analytiques dédiées à l’estimation de paramètres de transformation. Les trois algorithmes évoqués
précédemment en font partie, et les résultats de [Eggert et al., 1997] ne font pas ressortir de
différences majeures entre eux, à la fois du point de vue de l’efficacité du calcul, mais aussi de la
précision.
Méthodes complémentaires Les deux principaux articles autour desquels s’articule ce para-
graphe, à savoir [Arun et al., 1987] et [Horn et al., 1988], ont marqué des points de départ pour
les travaux qui ont suivi. Ces solutions analytiques ont ainsi fait l’objet de nombreuses évolutions
et applications plus récentes à travers la littérature, comme décrit dans le très complet état de
l’art proposé par [Pomerleau et al., 2015].
Notons que parmi les évolutions des solutions analytiques évoquées ici, un algorithme de Pro-
cruste pondéré appliqué à la détermination de transformations 3D a notamment été proposé par
[Grafarend et Awange, 2003]. Dans le cas où les matrices de variances-covariances a priori des
deux jeux de données sont connues, l’algorithme de Procruste pondéré permet d’intégrer ces pro-
priétés stochastiques à travers la composition d’une matrice de poids adaptée (voir Chapitre 2).
Ainsi, la résolution du recalage par paires à l’aide de méthodes analytiques linéaires n’empêche
pas l’apport d’informations liées à la qualité des observations.
Avantages et inconvénients des solutions analytiques Les solutions analytiques présentent
l’avantage de ne nécessiter aucune valeur approchée des paramètres pour la linéarisation du pro-
blème, ni procédure itérative. Seules les coordonnées cartésiennes de points communs connues
dans les deux systèmes sont nécessaires. Les résultats obtenus sont stables, du moment que l’ap-
pariement des points est correct. Pour autant, [Goryn et Hein, 1995] a démontré l’efficacité de
l’algorithme de [Arun et al., 1987] notamment, face à des jeux de données bruités. Pour leur sim-
plicité d’implémentation et leur rapidité de calcul, ces approches sont privilégiées dans la majorité
des travaux liés à la robotique et à la vision par ordinateur.
Au-delà de ces nombreux avantages, les possibilités d’obtention de critères liés à la précision à
l’issue du calcul sont limitées. Des résidus sont certes calculables entre points communs originaux
et transformés, mais ils fournissent davantage une idée sur la qualité des jeux de données que
sur l’estimation en elle-même. Ainsi une analyse plus poussée des critères de précision, au niveau
des paramètres estimés notamment, n’est pas envisageable. Ces analyses étant souhaitées dans
ces travaux de thèse, d’autres approches, itératives cette fois, doivent être introduites.
Méthode d’estimation itérative
Les méthodes d’estimation (ou d’ajustement) sont utiles à la résolution de systèmes surdétermi-
nés d’équations non-linéaires. L’objectif est de déterminer un jeu de paramètres inconnus (ou va-
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riables expliquées) à partir d’un ensemble de valeurs observées (ou variables explicatives), toutes
ces grandeurs étant reliées entre elles. Lorsque des observations surabondantes sont présentes,
la solution n’est pas unique et les calculs de compensation permettent dans ce cas de gérer la ré-
partition des erreurs de manière uniforme dans le réseau. La définition d’un modèle fonctionnel
et d’un modèle stochastique conditionne les résultats obtenus à l’issue de la régression.
Dans un problème d’estimation lié à la recherche de paramètres inconnus, quatre points sont à
considérer pour optimiser la performance :
— définition du critère d’optimisation : il s’agit de définir une fonction de coût adaptée à
minimiser (ou à maximiser, le cas échéant), ici le critère des moindres carrés est retenu
— choix de la meilleure méthode d’estimation pour répondre à l’optimisation de la fonction :
les modèles de Gauss-Markov et de Gauss-Helmert sont abordés dans ce chapitre
— conception de l’algorithme : il convient d’implémenter au mieux la méthode retenue afin
d’obtenir les meilleures estimations des paramètres recherchés
— détermination du modèle mathématique qui va décrire au mieux le système : ceci inclut
le modèle fonctionnel (gestion des relations entre variables expliquées et explicatives),
ainsi qu’un éventuel modèle des erreurs (appelé modèle stochastique, faisant intervenir
les incertitudes a priori sur les mesures).
Modèle de Gauss-Markov ou compensation par approche paramétrique Le modèle de com-
pensation de Gauss-Markov a pour objectif d’estimer les paramètres inconnus présentant la plus
grande probabilité, par application du critère des moindres carrés établi par l’équation 4.9. Aussi
connu sous le nom de méthode de compensation paramétrique, son utilisation est courante en
topographie et dans les disciplines qui s’y rapportent, notamment en géodésie et en photogrammé-
trie [Luhmann et al., 2013]. Le modèle fonctionnel associé lie les valeurs vraies des observations
l˜ et des inconnues x˜ à travers des équations dont la forme générale est donnée par :
l˜ = F( x˜) (4.14)
Souvent, et en particulier lorsqu’il s’agit du recalage de deux nuages de points, les relations asso-
ciées sont non-linéaires. La connaissance de valeurs approchées des paramètres et la linéarisation
du système d’équations sont alors nécessaires.
Avantage de cette approche À l’issue du calcul itératif des paramètres de régression, la dé-
termination de matrices de variances-covariances a posteriori est possible à la fois pour les
paramètres compensés, mais aussi pour les observations compensées. Une étude approfondie des
précisions a posteriori des différentes grandeurs en présence est ainsi envisageable.
Ces mécanismes de contrôle de la qualité interne constituent un aspect non négligeable, pour le
topographe notamment, qui peut ainsi juger de la précision atteinte par le recalage selon différents
critères. Des informations supplémentaires quant à la confiance à accorder aux données sont
également dérivables, tel que décrit dans le Chapitre 5.
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4.1.4 Approches de recalage pour plusieurs jeux de données
Deux nuages de points ne suffisent généralement pas à couvrir l’intégralité d’une scène à numé-
riser, si bien que de multiples stations d’acquisition sont nécessaires. Le recalage de deux jeux de
données est un sujet bien documenté et maîtrisé. Bien qu’également très présente dans la littéra-
ture, la question du recalage en bloc de multiples jeux de données (ou recalage multi-vues) est
une problématique plus vaste, dans la mesure où davantage de paramètres doivent être estimés,
contraints par un nombre plus élevé de liaisons à considérer. Diverses solutions se confrontent,
variant à la fois dans la stratégie générale adoptée, mais aussi dans le choix de la méthode de
calcul.
Approche séquentielle
Lorsqu’il est question de recaler plus de deux nuages de points dans un même référentiel, l’ap-
proche la plus intuitive à envisager consiste à appliquer séquentiellement un recalage par paires.
Les vues successives sont accumulées de manière incrémentale, à l’image des travaux de [Chen et
Medioni, 1992]. Ainsi, deux vues recalées à un instant t forment un nouvel ensemble, auquel sera
ajoutée une vue supplémentaire à l’instant t+1, jusqu’à prise en compte de toutes les données.
Inconvénients Comme évoqué par [Bergevin et al., 1996], cette stratégie ne permet pas d’at-
teindre un recalage optimal pour les n jeux de données considérés. L’auteur souligne le fait que
les nuages supplémentaires ajoutés pourraient modifier le recalage des nuages précédemment re-
groupés, par l’apport d’informations supplémentaires dans les zones de recouvrement communes
à tous ces nuages. En outre, une idée parfois évoquée dans la littérature en vue d’améliorer un
recalage séquentiel consiste, dans le cas où une boucle est effectuée, à estimer une transformation
finale entre la première et la dernière vue. Cette approche n’est cependant pas non plus entiè-
rement satisfaisante, car alors les contraintes existantes entre les autres données en présence ne
sont pas davantage considérées dans ce cas.
(a) (b) (c)
Figure 4.3 - (a) Présence d’épaisseur entre les nuages recalés, suite au recalage successif de
plusieurs nuages de points. (b) Position idéale d’un nouveau nuage à ajouter au modèle, et (c)
position probable du nouveau nuage rattaché au dernier ajouté, entrainant une dérive des recalages
successifs (adapté de [Pulli, 1999]).
Le risque majeur est l’accumulation des erreurs de recalage pouvant conduire à une dérive (Fi-
gure 4.4a), lorsque les (n-1) recalages successifs génèrent des erreurs qui leur sont propres. Ces
effets indésirables sont d’autant plus fréquents lorsqu’un grand nombre de données à recaler est
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présent, ou lorsque la séquence de recalages successifs n’est pas unique [Beinat et Crosilla, 2001].
[Pulli, 1999] en illustre la conséquence, qui se traduit par la formation de couches superposées
ou « doubles peaux », dans les zones où plusieurs nuages de points ont déjà été recalés. Comme
illustré sur la Figure 4.3, l’ajout d’un nouveau nuage à cet endroit risque d’être faussé.
Idée générale du calcul en bloc
Pour pallier le risque de propagation des erreurs illustré sur la Figure 4.4a, l’idée répandue dans la
littérature consiste à procéder au recalage simultané de tous les jeux de données. Les erreurs de
recalage sont ainsi compensées et distribuées de manière uniforme entre les données en présence,
à travers un unique calcul en bloc permettant d’assurer un résultat plus homogène et sans dérive.
Il convient à cet effet d’exploiter la redondance des contraintes qui lient les différents nuages
de points adjacents, comme schématisé sur la Figure 4.4b.
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(a) (b)
Figure 4.4 - Schémas de principe illustrant (a) le recalage séquentiel, avec risque de dérive, et
(b) le recalage global, avec prise en compte de toutes les contraintes entre entités individuelles.
Recalage global : aperçu de la littérature
Par opposition au recalage séquentiel, la littérature fait état de méthodes de recalage global pour
désigner le recalage simultané de plusieurs jeux de données. Un état de l’art non exhaustif en
est proposé.
Travaux initiaux et évolutions L’une des premières contributions relative au recalage de plu-
sieurs nuages de points de petits objets est l’article de [Bergevin et al., 1996], proposant une
généralisation de l’algorithme ICP. Les travaux de [Horn, 1987] et [Arun et al., 1987] décrits pré-
cédemment dans le cadre du recalage par paires ont été généralisés au recalage global, à travers
les travaux respectifs de [Benjemaa et Schmitt, 1998] et [Williams et Bennamoun, 2001]. Une
méthode similaire à celle de [Williams et Bennamoun, 2001], d’un point de vue mathématique,
a été proposée par [Beinat et Crosilla, 2001], article dans lequel les auteurs développent une
généralisation du problème de Procruste. Dans un article plus récent, [Krishnan et al., 2007] ex-
posent une solution analytique basée sur la décomposition en valeurs singulières, qui améliore
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les résultats obtenus par [Benjemaa et Schmitt, 1998] et [Williams et Bennamoun, 2001] sur des
jeux de données similaires. Notons que [Williams et Bennamoun, 2001] et [Beinat et Crosilla,
2001] établissent des versions pondérées de leurs algorithmes. Bien que les pondérations pro-
posées diffèrent légèrement, celles-ci sont appliquées aux paires de points, plutôt qu’aux points
individuels.
Ces méthodes sont itératives et composées généralement de deux étapes, s’appuyant sur un pre-
mier recalage par paires afin d’initialiser les orientations des différentes vues. Cette étape préa-
lable aide le calcul d’optimisation globale qui suit, dont l’objectif est de minimiser une fonction
de coût en redistribuant les erreurs liées aux recalages par paires, sur l’ensemble des données.
Cette fonction exprime les distances entre les points, communs à plusieurs nuages simultanément.
Pour envisager la topologie du réseau de stations dans son intégralité, un graphe des liaisons
permet de matérialiser les nuages (nœuds) ainsi que leurs zones de recouvrement (arêtes). Ce
dernier est généralement utilisé lors du calcul de minimisation [Huber et Hebert, 2003], afin
d’établir l’ensemble des correspondances.
Une approche plus générale visant à recaler directement tous les nuages de manière conjointe, au
sein d’un même calcul et sans redistribution des erreurs, est proposée par [Evangelidis et Horaud,
2018]. Ces travaux s’appuient sur une modélisation statistique des liens entre les nuages. L’état de
l’art établi dans [Evangelidis et Horaud, 2018] complète cette liste, par l’apport de contributions
plus récentes. Néanmoins l’ensemble des approches citées, initialement proposées pour le recalage
de multiples nuages, sont tirées du domaine de la vision par ordinateur. Aussi, elles se limitent
généralement au recalage de nuages de points de petits objets ou de zones restreintes, acquis
depuis une position fixe ou à l’aide de capteurs low-cost.
Application à la lasergrammétrie terrestre Dans le cadre de l’optimisation du recalage de
multiples nuages de points vastes, des approches inspirées des algorithmes de SLAM en robotique,
s’appuient sur la construction de graphes de poses en vue d’améliorer le recalage global des
stations [Borrmann et al., 2008]. La fermeture d’une boucle par retour à une position d’origine
est alors préférable, afin de répartir de manière globale les erreurs et incohérences accumulées
lors de la trajectoire du mobile. Dans ce cas cependant, les données mobiles bénéficient d’un
recalage initial par paires, connu à partir du déplacement du mobile de proche en proche.
Dans le cas de données terrestres statiques, les auteurs s’inspirent de l’exemple des acquisitions
mobiles à travers l’utilisation de graphes du réseau de stations [Theiler et al., 2015]. Les contri-
butions de [Yang et al., 2016a] ou encore [Sumi et al., 2018] abordent également cette notion.
Dans tous les cas, un recalage approximatif par paires est effectué en amont (à l’aide de l’algo-
rithme K-4PCS pour [Theiler et al., 2015] par exemple), suivi d’une optimisation sur la base du
graphe de poses. Cette approche permet d’établir un réseau globalement consistant de stations.
Méthodes d’estimation et compensation en bloc Les approches évoquées plus haut émanent
principalement du domaine de la robotique ou de la vision par ordinateur, où elles sont retenues
pour leur efficacité de calcul notamment. En revanche, les possibilités d’effectuer des contrôles
relatifs au calcul sont limitées, comme souligné plus tôt dans le cas du recalage par paires. Par
opposition, la méthode présentée par [Gruen et Akca, 2005] permet le recalage simultané de
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plusieurs jeux de données 3D, tout en offrant la possibilité d’extraire des critères de précision à
l’issue de l’estimation. Le modèle d’estimation retenu pour résoudre le système d’équations établi
dans le cas de multiples surfaces 3D s’appuie sur une extension du modèle de Gauss-Markov.
À l’issue du calcul itératif de compensation, les critères de précision sur les paramètres estimés
sont déduits, considérés par les auteurs comme une « source d’informations utiles concernant la
stabilité du système et la qualité des données ».
[Gruen et Akca, 2005] définissent également un modèle stochastique, établissant deux matrices
de poids : l’une est appliquée aux paramètres recherchés, en fonction de l’approximation de leurs
valeurs initiales ; la seconde pondération s’applique aux distances entre points homologues, qua-
lifiant ainsi les paires de points homologues engagées dans l’estimation. Les auteurs font l’hypo-
thèse que les modèles d’erreurs associés aux jeux de données sont similaires et suivent une distri-
bution normale, justifiant de ce fait leur choix. Néanmoins, [Gruen et Akca, 2005] soulignent que
dans certains cas, toutes les données peuvent présenter des modèles d’erreurs très variables avec
de potentiels systématismes : la méthode d’estimation des moindres carrés totaux [Golub et Van
Loan, 1980] (Total Least Squares en anglais, simplifié en TLS) est à cet effet évoquée comme
une alternative intéressante. L’article [Akyilmaz, 2007] en est l’exemple, puisque le principe des
moindres carrés totaux y est appliqué en vue d’estimer les paramètres de transformation entre
deux jeux de données. La transformation considérée est une transformation de Helmert en deux
dimensions. L’auteur met en avant l’intérêt de pouvoir tenir compte des propriétés stochastiques
de l’ensemble des observations grâce à cette approche, se traduisant par l’estimation de valeurs
des inconnues plus réalistes. Néanmoins, la définition d’un modèle stochastique n’est pas discu-
tée, ni l’analyse des précisions a posteriori. [Aydar et Altan, 2015] s’intéressent au recalage de
nuages de points en trois dimensions, selon le principe des moindres carrés totaux et en appli-
quant un modèle stochastique simple pour les données lasergrammétriques (voir Chapitre 2).
Dans ces deux exemples cependant, les transformations sont limitées à deux entités.
Synthèse et solution retenue
Dans la suite de ce chapitre, la méthode développée et exposée cherche à répondre à deux aspects
qui ont été définis comme souhaitables en amont de ces travaux, lorsqu’il s’agit de procéder au
recalage de multiples données hétérogènes :
1. La possibilité de pondérer chaque point de jonction, de manière distinctive en fonction
du nuage de points auquel il appartient.
2. La possibilité d’étudier divers critères de précision, sur les paramètres comme sur les
données, à l’issue de recalage.
L’état de l’art a permis de faire ressortir qu’une pondération des données est envisageable dans
les solutions analytiques de recalage global. Outre le fait que cette pondération ne réponde pas
exactement aux exigences fixées, l’impossibilité d’obtenir des critères de précision variés à l’issue
du calcul nous incite à écarter ces solutions pour la suite des travaux.
Les modèles d’estimation itératifs sur la base des moindres carrés, à l’image des travaux de [Gruen
et Akca, 2005], semblent davantage correspondre avec les objectifs attendus. En revanche, la pon-
dération effectuée dans cet article précédent n’est pas aussi étoffée que celle souhaitée, dans la
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mesure où les poids sont attribués aux paires de points indépendamment du jeu de données au-
quel ils appartiennent. Pour pallier ce problème, l’idée suggérée par les auteurs de mettre en place
la méthode des moindres carrés totaux est retenue, celle-ci ayant été appliquée avec succès par
[Aydar et Altan, 2015] ou [Akyilmaz, 2007] pour l’estimation de la transformation entre deux
jeux de données. Le modèle de compensation associé dans ce cas est dit de Gauss-Helmert, ap-
portant une généralisation du modèle de Gauss-Markov. Notons que ce modèle de compensation
est également évoqué dans les travaux de [Hullo, 2016] relatifs au recalage d’un réseau de mul-
tiples stations de lasergrammétrie, néanmoins la pondération comme les performances effectives
de la méthode ne sont discutées que partiellement.
4.2 Établissement d’un modèle fonctionnel adapté
Cette section et la suivante sont dédiées à la description (Section 4.2) de la méthode de recalage
en bloc de multiples nuages de points, et à sa résolution (Section 4.3). Un réseau de contraintes
entre les données doit être établi à cet effet, dont la définition s’appuie sur la composition d’un
modèle fonctionnel (définition des relations en présence), ainsi que d’un modèle stochastique
(définition des incertitudes à considérer). Il s’agit en premier lieu à travers cette description de
détailler les étapes qui mènent à l’établissement du modèle fonctionnel adapté, regroupant les
contraintes sous la forme d’un système d’équations. Les observations en entrée, leur mise en cor-
respondance ainsi que la définition mathématique des liens qui les unissent sont alors discutées,
en s’appuyant sur le principe de la transformation 3D évoquée plus tôt. La Figure 4.5 résume ces
étapes de manière schématique et fait ressortir les paragraphes associés.
4.2.1 Récapitulatif des données en présence
La méthode retenue pour procéder au recalage des nuages de points s’appuie sur l’utilisation
d’entités ponctuelles caractéristiques, situées dans les zones de recouvrement qui existent entre
les nuages adjacents. Les données présentes en entrée de la méthode sont donc des fichiers conte-
nant les coordonnées tridimensionnelles de ces points caractéristiques, exprimées dans le repère
local de chaque nuage. À chaque nuage de points importé est ainsi associée une telle liste de
points d’intérêt, formant un sous-ensemble représentatif du nuage complet.
Justification du choix de la méthode de recalage
Des approches pour la plupart largement automatisables ont été présentées dans le Chapitre 3, à
l’image de l’utilisation de primitives géométriques naturellement présentes ou de points d’intérêt
détectables dans les nuages. Ces méthodes de recalage sont effectives, si l’on se réfère à la litté-
rature. Pour autant des arguments sont opposables à leur sélection, lorsqu’il s’agit de traiter du
recalage de données dont l’hétérogénéité se vérifie à la fois par leur qualité, par leur densité ou
encore par leur étendue.
L’utilisation de primitives géométriques n’est pas toujours adaptée lorsqu’une différence
importante d’échelle entre les deux jeux de données est observable. Tel est le cas lorsqu’une
zone de détails vient compléter une scène d’ensemble.
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Section 4.4
Recalage global des n nuages
Figure 4.5 - Organigramme de la méthode de recalage en bloc proposée dans cette thèse.
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La détection de points d’intérêt 3D a fait ses preuves sur des données simulées. Néanmoins
leur efficacité complète pour des nuages de points réels reste à démontrer, d’autant plus
lorsqu’il est question de données potentiellement bruitées et couvrant de larges zones.
Cette piste constitue pour autant une perspective intéressante à prendre en compte, en
suivant notamment le développement de nouveaux algorithmes dédiés à la détection de
points dans les données 3D.
Le recalage basé sur des images d’intensité ou de profondeur requiert deux conditions es-
sentielles. D’une part, l’instrument doit être en mesure de fournir de telles images, ou alors
il doit être possible, connaissant la méthode d’acquisition, de projeter les coordonnées tri-
dimensionnelles sous forme d’image. D’autre part, une telle stratégie de recalage nécessite
d’importantes zones de recouvrement entre les jeux de données. C’est pourquoi cette ap-
proche s’applique avec succès à la lasergrammétrie terrestre. Néanmoins, l’utilisation de
scanners à main par exemple, n’assure pas la possibilité de générer des images d’inten-
sité ou des cartes de profondeur des nuages acquis. Ici encore, l’argument des différences
importantes d’étendue des zones numérisées par chaque instrument peut être opposable.
Aussi, cette approche a également été écartée dans un premier temps.
Les trois approches automatiques de recalage précédemment citées et non retenues nécessitent,
outre les points évoqués pour chacune d’elles, le pré-traitement des données. La segmentation
des images ou encore la détection de primitives dans les nuages doivent être entreprises. Ces
opérations, parfois coûteuses en temps, ne constituent pas le cœur de ces travaux de recherche.
Pour ces raisons, et du fait de la fiabilité et de la qualité des résultats qu’offrent les stratégies
de recalage basées sur des points communs, cette approche a été retenue pour initier les tra-
vaux. Lors de la présence de cibles artificielles dans les nuages de points, une méthode simple
de détection semi-automatique a néanmoins été implémentée (décrite dans l’Annexe D) ; le
cas échéant, les points remarquables sont sélectionnés manuellement. L’usage et l’adaptation des
stratégies automatiques mentionnées restent de l’ordre des perspectives.
Précisions sur le type de recalage
Il est important de préciser à ce stade que l’approche proposée et décrite dans ce chapitre consiste
à effectuer le recalage des nuages entre eux en s’appuyant sur des sous-ensembles limités d’entités
provenant des nuages. Cette approche s’apparente donc à un recalage grossier, si l’on s’en tient
à la description fournie dans le Chapitre 3. Les approches de recalage fin, faisant appel à la quasi-
intégralité des points du nuage à travers des algorithmes de type ICP, seront évoquées dans le
dernier chapitre de ce manuscrit. Cependant, lorsque les sous-ensembles de points homologues
sont définis de manière fiable, par l’utilisation de cibles dans les nuages par exemple, l’emploi du
terme grossier pour le recalage entrepris semble en partie abusif. Les résultats de recalage obtenus
par ce biais sont souvent déjà très satisfaisants, si bien qu’il n’est pas obligatoirement nécessaire
de procéder au recalage fin, coûteux en temps, par la suite. Les intérêts potentiels à l’application
d’un algorithme de recalage fin, de type ICP, seront discutés dans le dernier chapitre également.
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Figure 4.6 - Triangles semblables formés par des triplets de points communs dans deux repères
distincts.
4.2.2 Mise en correspondance des points caractéristiques
Les fichiers d’entrée évoqués précédemment constituent des listes de points candidats à la mise en
correspondance, dans la mesure où ces listes ne contiennent initialement pas d’information sur
les éventuelles correspondances qui lient les points entre eux. Une seconde étape consiste donc
en la mise en correspondance, ou appariement, des points représentant une même entité. Cette
étape vise en effet à identifier les points préalablement détectés (ou sélectionnés manuellement)
et potentiellement visibles depuis plusieurs nuages de points, qui sont les projections d’un même
point de la scène. Sitôt mis en correspondance, ces points communs (ou homologues) à deux
(ou plusieurs) nuages de points peuvent être vus comme des points de jonction établissant les
connexions entre nuages voisins.
Si les correspondances qui existent entre les points présents dans chaque liste sont préalablement
connues par l’opérateur, par exemple si ce dernier en a effectué la sélection manuellement, alors
des identifiants identiques peuvent être alloués aux points communs par l’opérateur. Néanmoins,
l’appariement automatique des points candidats est préférable. Deux pistes ont été étudiées à cet
effet, dans le cas où seules les coordonnées des points sont disponibles.
Approches dites géométriques
Afin de déterminer les paramètres de transformation entre deux jeux de données, un minimum de
trois points est nécessaire. Géométriquement, un triplet de points (combinaison de trois points)
permet de représenter les sommets d’un triangle. Si deux triangles formés par des triplets de points
pris dans deux fichiers distincts sont des triangles semblables, alors les points matérialisant leurs
sommets sont des points homologues et la transformation qui lie les deux jeux de données peut
aisément être calculée. La Figure 4.6 illustre ce propos.
[Franaszek et al., 2009] fait appel à ce principe, dans un article dédié au recalage automatique
de nuages de points sur la base de cibles sphériques. Sur la base de deux listes de coordonnées
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des potentiels centres de sphères, les distances formées par toutes les paires de points qui existent
au sein d’une liste sont calculées. L’auteur établit alors une liste des distances jugées semblables
si l’écart qui les sépare est inférieur à un seuil prédéfini. En croisant cette liste de distances sem-
blables avec la liste de tous les triangles pouvant être formés, il est alors possible de déterminer
s’il existe des triangles isométriques (ou triangles congruents) entre les deux jeux de données
initiaux. La notion de triangles isométriques, c’est-à-dire dont les côtés sont égaux deux à deux,
est observée dans [Franaszek et al., 2009] car l’auteur considère une transformation rigide entre
les jeux de données.
La transformation retenue dans notre approche étant une similitude, un éventuel coefficient de
proportionnalité entre les jeux de données peut intervenir, lié à la présence du facteur d’échelle µ.
Les distances entre couples de points tirés du jeu de données A sont donc susceptibles de ne pas
être égales mais plutôt proportionnelles à celles formées par les couples de points homologues
dans B. Dans ce cas, seuls les angles formés au sein des triplets de points ne seront pas affectés
par la transformation. Aussi, il semble plus judicieux de s’appuyer sur la détection de triangles
semblables (même forme, taille éventuellement variable) entre les ensembles de points d’intérêt,
plutôt que de triangles isométriques.
Application du paradigme de RANSAC
Au moment de la mise en correspondance des points détectés, il est possible que des apparie-
ments aberrants soient réalisés. Les approches de vision par ordinateur dédiées au traitement
d’images, ou l’utilisation de détecteurs de points d’intérêt 3D, sont particulièrement concernées
par ce phénomène. Le grand nombre de points candidats à l’appariement d’une part, mais aussi
l’aspect bruité inhérent aux données associées, expliquent la survenue d’erreurs d’appariement.
Pour détecter ces couples de points mal appariés qui viennent entacher la liste des correspon-
dances, des méthodes de filtrage robuste sont employées. Le répandu paradigme de RANSAC
(RANdom SAmple Consensus) est généralement retenu pour filtrer de manière robuste les faux
appariements. Introduit par [Fischler et Bolles, 1981], cet algorithme itératif s’appuie sur le traite-
ment de sous-ensembles des données, modifiés à chaque itération dans la recherche de la solution
optimale.
Essais d’appariement
Inspirée du principe du paradigme de RANSAC, dont les itérations ne font appel qu’à un sous-
ensemble des données en présence, une routine dédiée à la mise en correspondance des points
préalablement détectés a été implémentée. Cette approche automatique présente l’avantage d’être
robuste vis-à-vis des fautes, de ce fait elle permet l’exclusion de points de jonction mal choisis ou
de cibles ayant été déplacées durant la phase de numérisation. Elle se limite cependant au cas où
le nombre de points de jonction entre les nuages n’est pas trop élevé, lors de l’utilisation de cibles
artificielles dans la scène par exemple. En effet, la présence d’un trop grand nombre de points
à apparier dans chaque nuage rend les temps de calcul excessivement longs, et nécessiterait la
conception d’une méthode plus adaptée.
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Principe itératif En considérant que n fichiers de points caractéristiques non appariés doivent
être mis en correspondance, et sachant que trois points communs minimum sont nécessaires pour
lier deux ensembles par une transformation, le principe est le suivant :
1. Parmi les n fichiers de points, les deux premiers sont retenus. Pour chaque ensemble, la
liste de tous les triplets de points possibles est constituée.
2. Un triplet de points est sélectionné aléatoirement dans chacune des deux listes. Connais-
sant les coordonnées des trois points dans chaque ensemble, les paramètres approchés
d’une transformation sont estimés (par exemple à l’aide de la méthode de [Arun et al.,
1987], voir Sous-section 4.1.3).
3. La transformation ainsi déterminée est appliquée à l’ensemble des points en présence pour
les deux fichiers considérés, et des écarts entre les points voisins (déterminés au sens des
plus proches voisins) sont calculés.
4. Si les valeurs métriques des écarts n’excèdent pas un seuil préalablement défini, la trans-
formation est jugée correcte et les points sont appariés au sens des plus proches voisins.
5. Les deux ensembles de points appariés forment alors un nouveau consensus, auquel va
être confronté le troisième fichier de points à travers la répétition des étapes 1 à 3. Ce
principe itératif est appliqué jusqu’au rattachement du n-ième fichier.
6. Dans le cas où les écarts sont trop importants, d’autres triplets sont testés par répétition
des points 2 et 3. Si après la confrontation de m paires de triplets, une transformation
satisfaisante n’a pas été trouvée, les deux premiers ensembles sont jugés non adjacents.
Dans ce cas, le premier fichier est mis de côté et l’intégralité des étapes est répétée en
considérant le second et le troisième fichiers de points. Cette logique est respectée jusqu’à
avoir parcouru les n fichiers de points en présence.
Gestion des fichiers non appariés en premier lieu Les éventuels fichiers de points non appa-
riés suite à cette première boucle sont à nouveau confrontés au consensus de points ainsi formé.
Il se peut en effet qu’un fichier non apparié n’ait pas été rattaché car il ne possédait qu’une corres-
pondance valable avec le consensus actuel au moment où il a été testé, mais qu’il possède pour
autant trois points communs avec le consensus final, minimum nécessaire pour le rattachement.
Si k nuages n’ont pas été rattachés à l’issue de la boucle initiale, la liste de ces fichiers restants
sera parcourue k fois, itérations au cours desquelles un fichier non apparié ne sera pas retiré de
la liste. Il n’est en effet pas à exclure que le rattachement du premier fichier de cette liste rési-
duelle puisse dépendre du rattachement du k-ième fichier, par exemple. À l’issue des k nouvelles
itérations, les éventuels fichiers non appariés sont exclus et considérés non adjacents au reste du
projet.
Améliorations à considérer Un aspect discutable de cette approche repose sur le choix du pa-
ramètre m apparaissant à l’étape 5. Cette valeur décrit le nombre de tests qui vont être réalisés
avec les paires aléatoires de triplets de points, problématique partagée avec l’algorithme de RAN-
SAC. Ainsi un nombre m trop faible de tests peut entraîner l’absence de mise en correspondance
de deux ensembles pourtant rattachés à des nuages de points adjacents. À l’inverse, une valeur
trop importante de m augmentera considérablement le temps de calcul global.
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Cette méthode est effective, et a notamment permis la mise en correspondance des points ca-
ractéristiques rattachés aux huit nuages du premier jeu de données, présenté dans le Chapitre 5
dédié à l’évaluation. Néanmoins, les itérations successives qu’elle implique en font une approche
qui nécessiterait d’être retravaillée afin de devenir optimale.
4.2.3 Choix du nuage de référence
Lors du recalage de multiples nuages de points sans considération initiale de géoréférencement
ou en l’absence d’informations nécessaires à ce dernier, un référentiel commun doit être défini.
Un nuage de points de référence est ainsi désigné parmi l’ensemble des nuages, dont le référentiel
devient le système de référence pour l’ensemble du projet.
Distinction entre lien direct et indirect
La détermination automatique du nuage de référence passe par l’observation des correspondances
établies au préalable entre tous les nuages en présence. Deux nuages sont dits adjacents lorsqu’ils
possèdent une zone de recouvrement, ce qui se traduit par la présence d’au moins un point ho-
mologue entre ces deux entités. En fonction du nombre de points communs comptés entre deux
nuages, le lien ainsi formé est qualifié de direct ou d’indirect (voir Figure 4.8).
Un lien direct est établi entre deux nuages adjacents, s’ils possèdent au moins trois points
en commun. Cette notion de lien direct traduit la possibilité de déterminer les paramètres
d’une transformation entre les deux jeux de données.
Un lien indirect, à l’inverse, caractérise une connexion entre deux nuages sur la base de
moins de trois points communs. Ainsi, ces nuages sont adjacents mais il n’est pas possible
de déterminer directement les paramètres de la transformation qui les lie.
Une liste faisant état de toutes les correspondances détectées, directes comme indirectes, est éga-
lement générée.
Graphe des liaisons
Un graphe des liaisons est composé de nœuds et d’arêtes qui établissent des jonctions entre les
nœuds. Pour visualiser les connexions existantes, un graphe non-orienté est créé dans lequel les
nœuds représentent les nuages de points en présence, tandis que les arêtes joignent les nuages
qui possèdent un lien direct. L’exemple d’un tel graphe pour un projet impliquant dix nuages de
points est visible en Figure 4.7.
Par défaut, le nuage de points impliqué dans le plus grand nombre de connexions directes avec
les autres données du projet est désigné comme référence, sur la base du graphe des liaisons. Le
décompte du nombre d’arêtes partant de chaque nœud conduit à cette observation. À cet effet,
la matrice d’adjacence peut être générée. Dans le cas d’un graphe non-orienté, cette matrice
est symétrique, si bien que la somme des éléments de sa i-ème colonne est égale à celle de sa
i-ème ligne. La ligne (ou la colonne) dont la somme des éléments constitue le plus grand score
correspond ainsi à l’identifiant du nuage de points impliqué dans le plus de liaisons directes.
125
Chapitre 4. Approche pour le recalage de données 3D
Station 6
Station 1
Station 2Station 3
Station 4
Station 5
Station 7Station 8
Station 9
Station 10
Figure 4.7 - Graphe des liaisons présentant les liens directs entre les nuages de points, établi
pour un jeu de données composé de dix nuages. Ici, le nuage de référence est celui acquis depuis
la station 6.
Si plusieurs nuages remplissent cette condition, alors le nombre total de correspondances établies
pour chaque nuage est observé afin de désigner comme référence le nuage impliqué dans le plus
de correspondances. Dans le cas où plusieurs candidats sont toujours présents après cette seconde
condition, le nuage de points le plus central, au regard de la liste des ensembles de points carac-
téristiques en présence, est retenu. Ce choix arbitraire s’appuie sur l’hypothèse que les données
ont été acquises successivement selon la distribution spatiale.
Notons que cette étape de détermination automatique d’un nuage de référence peut être court-
circuitée, dans le cas où l’opérateur souhaite désigner manuellement le nuage qui servira de ré-
férence au projet.
Notations
Considérons un projet constitué de n nuages de points que l’on souhaite consolider. Les notations
suivantes sont introduites pour le reste de cette démarche explicative :
— Le nuage de points de référence, d’indice Re´ f , définit le système de référence pour
l’ensemble du projet. Par conséquent, ce nuage est fixe et toutes les transformations des
autres nuages sont exprimées en direction de son référentiel.
— Les (n− 1) nuages de points restants sont des nuages de points mobiles, distingués par
les indices A, B, etc. Il s’agira donc d’estimer (n − 1) jeux de paramètres, représentatifs
des transformations menant ces nuages individuels vers le système de référence. Les fac-
teurs d’échelle associés aux nuages porteront leurs indices (µA, µB, etc.), tandis que les
matrices de rotation et les vecteurs de translation seront notés, à titre d’exemple, RA→Re´ f
et tA→Re´ f .
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4.2.4 Définition des contraintes entre entités appariées/communes
Afin d’effectuer le recalage en bloc de plusieurs nuages de points à travers un unique calcul, le
principe de base de la transformation 3D entre deux nuages doit être étendu. Après avoir défini
le nuage de référence qui fournit le référentiel pour les transformations, et considéré les liaisons
qui existent entre nuages adjacents, il convient de transcrire mathématiquement les relations en
présence. Ces relations expriment des contraintes entre les jeux de données, qui formeront la
base du système à résoudre.
Idée générale de la consolidation en bloc
La motivation pour procéder au recalage en bloc de tous les nuages est d’éviter l’accumulation des
erreurs pouvant affecter un recalage par paires successives, comme illustré sur la Figure 4.4a en fin
de Section 4.1. Après la désignation d’un nuage de référence, l’idée est d’estimer simultanément
les (n−1) jeux de paramètres de transformation, qui relient chaque nuage mobile au système de
référence.
Source d’inspiration Le principe retenu à cet effet s’inspire de la méthode d’aérotriangulation
basée sur des modèles indépendants par transformations simultanées, empruntée au domaine
de la photogrammétrie analytique aérienne. Décrite en détails dans l’ouvrage [Wolf et Dewitt,
2000], cette approche suppose que les couples de photographies soient déjà orientés, si bien que
des coordonnées 3D des points d’appui sont disponibles et que le parallèle avec les nuages de
points peut être établi. Il s’agit d’un compromis entre le procédé plus archaïque de construction
séquentielle de modèles par bandes successives, et le principe de l’ajustement de faisceaux en
usage actuellement en photogrammétrie numérique. Bien que plus récent et performant en ma-
tière de calculs, le principe de l’ajustement de faisceaux n’est pas transposable à la problématique
du recalage de nuages de points car il fait directement appel aux images au départ, donc à des
données 2D.
Illustration Bien que les paramètres à déterminer matérialisent les transformations entre les
nuages mobiles et le nuage de référence fixe, les potentielles connexions entre nuages mobiles ad-
jacents ne doivent pas être ignorées. Ces liens supplémentaires vont servir à établir des contraintes
nouvelles, permettant de considérer le réseau dans sa globalité. Pour cette raison, deux types de
relations illustrées sur la Figure 4.8 peuvent être définis, en fonction du point d’appui considéré :
— d’une part, les liens (directs comme indirects) qui rattachent les nuages mobiles au nuage
de référence, à l’image du point i.
— d’autre part, les liens (directs comme indirects) qui existent entre les nuages mobiles ad-
jacents, à l’image du point j.
Dans l’optique d’effectuer un recalage en bloc, toutes ces liaisons doivent être considérées à juste
titre et exprimées sous forme d’équations, dont la formalisation est détaillée dans le paragraphe
suivant.
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Figure 4.8 - Définition des liaisons qui lient les nuages adjacents et le nuage de référence, avec
les équations de contraintes associées.
Établissement des équations
Premier type d’équations Soit un point d’indice i visible sur la Figure 4.8, de coordonnées
pi = [x i , yi , zi]T , commun au nuage de référenceRe´ f et à un nuage mobile d’indiceA. Le premier
type d’équations défini pour un tel point s’écrit selon la forme générale de l’équation 4.1 établie
dans la section 4.1, soit en utilisant les indices adaptés :
pRe´ fi = µA RA→Re´ f pAi + tA→Re´ f (4.15)
Dans cette équation, les paramètres de transformation RA→Re´ f et tA→Re´ f sont bien à destination
du système de référence.
Second type d’équations Considérons désormais le cas d’un point d’indice j, de coordonnées
p j = [x j , y j , z j]T , commun aux deux nuages mobiles d’indices respectifsA et B, mais non présent
dans le nuage de référence. Ce point, également visible sur la Figure 4.8, présente un double
intérêt :
— il sert à exprimer une contrainte qui matérialise le lien existant entre les nuages adjacents
A et B, lien non négligeable dans la considération d’ensemble du réseau de stations.
— il permet également de lier indirectement le nuage d’indice B au nuage de référenceRe´ f
non adjacent, en passant par le nuage d’indice A qui forme la jonction entre les deux.
La prise en compte d’un tel point j liant deux nuages mobiles passe par l’expression d’un second
type d’équations, qui viennent compléter les équations de premier type. Sitôt transformées dans le
système de référence, les coordonnées des points pAj et p
B
j provenant respectivement des nuages
A et B doivent coïncider. Ainsi la différence de coordonnées transformées pour un même point j
doit être nulle, ce qui se traduit par :
µA RA→Re´ f pAj + tA→Re´ f − (µB RB→Re´ f pBj + tB→Re´ f ) = 0 (4.16)
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Deux jeux de paramètres apparaissent dans l’équation 4.16, à savoir les paramètres de la trans-
formation du nuage A vers la référence (RA→Re´ f et tA→Re´ f ), mais aussi du nuage B vers la
référence (RB→Re´ f et tB→Re´ f ).
4.2.5 Constitution du modèle fonctionnel
Les équations établies précédemment en sous-section 4.2.4 doivent désormais être intégrées dans
un système, afin de former le modèle fonctionnel sur lequel va s’appuyer la compensation en
bloc. Les inconnues à déterminer à travers ce système sont les paramètres des transformations
des nuages de points mobiles.
Limites de la méthode de Gauss-Markov
Dans le cadre de l’ajustement de données et de l’estimation de paramètres inconnus par appli-
cation du principe des moindres carrés, la méthode de Gauss-Markov ou compensation para-
métrique évoquée plus tôt au paragraphe 4.1.3 est couramment employée. Pour rappel, cette
méthode introduit dans son modèle fonctionnel des équations de type l˜ = f ( x˜), appelées équa-
tions d’observations et qui expriment effectivement une observation l˜ comme une fonction des
inconnues x˜ .
L’analyse des équations 4.15 et 4.16 fait ressortir la présence d’observations et de paramètres
inconnus difficilement dissociables. Les observations en présence sont les coordonnées des points
d’appui, exprimées à la fois pour le nuageRe´ f et pour les nuagesA et/ou B au sein d’une même
équation. Quel que soit le nuage considéré, ces coordonnées sont des observations potentiellement
entachées d’erreurs. De ce fait, elles nécessitent toutes au même titre l’ajout d’un terme correctif,
et il serait réducteur de les considérer comme des valeurs constantes. Mettre en exergue une
unique observation, exprimée comme une fonction d’inconnues et de termes invariants, semble
inapproprié pour ces équations.
La forme générale de l’équation d’observations liée au modèle fonctionnel de la méthode de Gauss-
Markov ne permet pas d’exprimer de manière satisfaisante les équations 4.15 et 4.16. En particu-
lier, ce modèle ne permettrait pas la prise en compte de résidus sur l’intégralité des observations.
Aussi, une formulation plus générale des équations est souhaitable.
Méthode de Gauss-Helmert
La méthode de compensation de Gauss-Helmert, parfois appelée moindres carrés générali-
sés [Ghilani, 2010] ou moindres carrés totaux [Golub et Van Loan, 1980], permet d’abolir le
caractère restrictif de la compensation paramétrique. Le modèle fonctionnel utilisé dans ce cas
offre la possibilité d’exprimer les contraintes en présence selon une représentation qui englobe
observations et inconnues. La formulation générale des équations qui lient les valeurs vraies des
observations l˜ et des inconnues x˜ est la suivante :
F(l˜, x˜) = 0 (4.17)
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Au sein d’une même équation, plusieurs inconnues et plusieurs observations peuvent être liées.
La résolution du système d’équations complet va permettre à la fois la détermination d’appoints
sur les paramètres inconnus, mais aussi de résidus sur les différentes observations. Les étapes de
cette résolution sont détaillées dans la Section 4.3.
Introduction des équations dans le système
L’équation 4.16 qui matérialise la contrainte d’adjacence entre deux nuages mobiles suit déjà
la forme générale du modèle 4.17. En revanche, le premier type d’équations 4.15 nécessite une
légère reformulation pour être intégré au sein d’un système uniforme, si bien que ces équations
de rattachement au nuage de référence s’écrivent :
µA RA→Re´ f pAi + tA→Re´ f − pRe´ fi = 0 (4.18)
Le système complet intégrant les deux types de relations ainsi formulées (équations 4.16 et 4.18)
est alors composé de q0 équations, qui font intervenir :
— u0 paramètres de transformation inconnus. Pour un réseau de n nuages de points dans
lequel (n−1) nuages sont mobiles, si une similitude faisant intervenir sept paramètres est
retenue, alors u0 = 7× (n− 1).
— k observations, conditionnées par le nombre de points de jonction qui lient les nuages
de points. Étant donné que les observations représentent les coordonnées 3D des points,
un point contribue à hauteur de trois observations et il y a donc au total k0 = k/3 points
de jonction utilisés.
Un point de jonction contribue en réalité à l’établissement de trois équations dans le système
final, soit une équation selon chacune des coordonnées x , y et z. Ainsi en repartant de l’exemple
des points i et j de la Figure 4.8, un bloc de six équations peut être intégré au système complet
d’équations :

µA RA→Re´ f
x iyi
zi

A
+
t xt y
tz

A→Re´ f
−
x iyi
zi

Re´ f
=
00
0

µA RA→Re´ f
x jy j
z j

A
+
t xt y
tz

A→Re´ f
−µB RB→Re´ f
x jy j
z j

B
−
t xt y
tz

B→Re´ f
=
00
0
 (4.19)
L’ensemble des q0 équations qui suivent l’un des deux formalismes introduits constitue le modèle
fonctionnel de la compensation mise en œuvre dans ce travail, auquel la section suivante propose
d’apporter une solution.
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4.3 Résolution du système de contraintes par les moindres
carrés pondérés
Les équations établies précédemment ne sont pas linéaires, aussi leur linéarisation est nécessaire
pour la résolution du système selon le critère des moindres carrés. Dans cette étape, la détermi-
nation de valeurs approchées pour les paramètres inconnus de transformation ne doit pas être
négligée. La résolution du système se fait par calcul matriciel, afin de déterminer les paramètres
inconnus compensés.
4.3.1 Valeurs approchées des paramètres inconnus
Lorsque les équations qui constituent le modèle fonctionnel ne sont pas linéaires, l’utilisation
de valeurs approchées nulles ou arbitraires pour l’initialisation des paramètres inconnus risque
d’entraîner la non-convergence du processus itératif, ou d’aboutir à un résultat faux. La linéari-
sation des équations doit donc être entreprise autour de valeurs approchées x0 des inconnues,
déterminées au préalable.
Paramètres approchés pour un recalage par paires
Diverses approches peuvent être employées afin de déterminer des valeurs approchées pour les
paramètres de transformation liant deux ensembles de points communs (et donc les deux nuages
associés) :
La solution proposée dans [Dewitt, 1996] a été implémentée dans ces travaux. Cette so-
lution, initialement développée pour des problématiques en photogrammétrie terrestre,
s’appuie sur des principes de géométrie euclidienne dans l’optique d’estimer les paramètres
de transformation entre deux triplets de points. Les vecteurs normaux aux plans formés
par ces derniers sont notamment utilisés pour déterminer les angles de rotation qui les
relient. Connaissant la matrice de rotation approchée entre les triplets de points, les pa-
ramètres de translation approchés sont aisément déductibles.
Les approches analytiques évoquées au paragraphe 4.1.3 (citons entre autres [Arun et al.,
1987] et [Horn et al., 1988], également utilisées dans ces travaux, ou encore l’adaptation
du problème de Procruste orthogonal dans [Beinat et Crosilla, 2001]) représentent des
solutions rapides et efficaces pour déterminer les paramètres de transformation, lorsque
les coordonnées des paires de points communs sont connues. Simples d’implémentation,
leurs temps de calcul se sont révélés comparables à l’approche davantage géométrique de
[Dewitt, 1996] lors de nos tests, faisant de ces solutions des alternatives intéressantes.
Paramètres approchés dans le cas d’un recalage global
Les approches précédentes sont applicables lorsque deux nuages de points sont liés de manière
directe, autrement dit lorsqu’un minimum de trois points communs nécessaires à la détermination
des valeurs approchées apparaissent dans leurs fichiers de points d’appui respectifs. Cependant,
il peut arriver que certains nuages soient indirectement liés voire non adjacents avec le nuage
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de référence, ce qui empêche l’estimation directe de paramètres approchés de transformation
entre ceux-ci. Or il ne faut pas perdre de vue que les paramètres définitifs souhaités à l’issue
du calcul sont ceux qui lient chaque nuage de points mobile au système de référence. Aussi,
pour les éventuels nuages de points mobiles n’étant pas reliés de manière directe à la référence, il
convient de déterminer la succession de transformations permettant de remonter jusqu’au système
de référence.
Le graphe des liaisons introduit au paragraphe 4.2.3 est à nouveau utilisé, afin d’établir un che-
min entre chaque nuage non directement lié au nuage de référence et ce dernier. Pour ce faire,
le voisinage des nuages indirectement reliés est observé, et la recherche de voisins est étendue
jusqu’à atteindre le nuage de référence selon le trajet le plus court. Les liens entre les nœuds
successifs présents sur ces trajets sont des liens directs, pour lesquels des paramètres de transfor-
mation approchés sont estimés selon les méthodes mentionnées plus tôt. Par composition des
matrices de transformation (voir paragraphe 4.1.1), il est alors possible de déterminer les pa-
ramètres approchés des transformations pour les nuages non adjacents à la référence.
4.3.2 Linéarisation et écarts de fermeture
L’égalité associée au modèle fonctionnel de la méthode de Gauss-Helmert (équation 4.17) doit
théoriquement être satisfaite pour les valeurs compensées notées lˆ et xˆ des observations et des
inconnues. En réalité, les observations brutes sont entachées d’erreurs accidentelles, et la prise en
compte des résidus qui les corrigent entraîne la présence d’écarts de fermeture.
Linéarisation des équations
Par décomposition des valeurs compensées, il en résulte que des résidus v sur les observations
brutes l ainsi que des appoints dx sur les valeurs approchées des inconnues, notées x0, sont in-
troduits dans les équations du modèle fonctionnel. La linéarisation de ces équations, par approxi-
mation grâce aux séries de Taylor limitées aux termes de premier ordre, mènent à l’expression
suivante :
F(lˆ, xˆ) = F(l + v, x0 + d x) = F(l, x0) +
∂ F
∂ l

l,x0
v +
∂ F
∂ x

l,x0
d x = 0 (4.20)
L’approximation par séries de Taylor entraîne le calcul de dérivées partielles, consignées dans des
matrices jacobiennes.
Passage par les dérivées partielles Les dérivées partielles qui apparaissent lors de la linéarisa-
tion sont calculées à proximité des valeurs initiales de l et x0. Deux matrices jacobiennes sont
présentes dans l’équation 4.20 ainsi établie :
La matrice contenant les dérivées partielles des équations par rapport aux inconnues, notée
A, de dimension (q0 × u0). Avec pour inconnues du recalage en bloc les (n− 1) jeux de
paramètres, son expression est la suivante :
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A =

∂ F1
∂ µ1
∂ F1
∂ω1
∂ F1
∂ ϕ1
∂ F1
∂ κ1
∂ F1
∂ tx1
· · · ∂ F1∂ t yn−1
∂ F1
∂ tzn−1
∂ F2
∂ µ1
∂ F2
∂ω1
∂ F2
∂ ϕ1
∂ F2
∂ κ1
∂ F2
∂ tx1
· · · ∂ F2∂ t yn−1
∂ F2
∂ tzn−1
...
...
. . .
...
...
...
...
. . .
...
...
∂ Fq0
∂ µ1
∂ Fq0
∂ω1
∂ Fq0
∂ ϕ1
∂ Fq0
∂ κ1
∂ Fq0
∂ tx1
· · · ∂ Fq0∂ t yn−1
∂ Fq0
∂ tzn−1

(4.21)
La matrice contenant les dérivées partielles des équations par rapport aux observations,
notée B, de dimension (q0 × k). Avec k0 = k3 points d’appui fournissant k coordonnées
observées, l’expression de la matrice B est la suivante :
B =

∂ F1
∂ x1
∂ F1
∂ y1
∂ F1
∂ z1
∂ F1
∂ x2
· · · · · · ∂ F1∂ yk0
∂ F1
∂ zk0
∂ F2
∂ x1
∂ F2
∂ y1
∂ F2
∂ z1
∂ F2
∂ x2
· · · · · · ∂ F2∂ yk0
∂ F2
∂ zk0
...
...
. . .
...
...
...
...
. . .
...
...
∂ Fq0
∂ x1
∂ Fq0
∂ y1
∂ Fq0
∂ z1
∂ Fq0
∂ x2
· · · · · · ∂ Fq0∂ yk0
∂ Fq0
∂ zk0

(4.22)
Les expressions littérales de ces dérivées partielles peuvent être consultées dans l’Annexe F.
Cas des petites rotations Dans le cas particulier où les variations angulaires sont faibles, une
matrice de rotation simplifiée introduite dans la section 4.1.1 pour transcrire de petites rotations
peut être utilisée. Dans ce cas, les équations de contraintes exprimées au sein du modèle fonction-
nel sont linéaires, et ne nécessitent pas le passage précédent par la linéarisation. La démarche
est simplifiée : dans ce cas, les matrices A et B ne contiennent pas de dérivées partielles, mais des
coefficients directement issus des équations linéaires. Bien que possédant les dimensions définies
précédemment, il ne s’agit plus de matrices jacobiennes. Dans la littérature anglophone, le nom
général donné à ces matrices utiles au calcul de régression est design matrix.
Expression matricielle des écarts de fermeture
La notation matricielle présente un intérêt en vue d’exprimer de manière synthétique les calculs
de compensation à effectuer. En utilisant les notations introduites pour les matrices A et B, les
équations linéarisées 4.20 peuvent être réécrites sous forme matricielle [Ghilani, 2010] :
A d x + B v + K = 0 (4.23)
Dans cette équation, le terme K = F(l, x0) est calculé à partir des données initiales disponibles
au début de chaque itération. Il s’agit d’un vecteur contenant les écarts de fermeture, non nuls
mais censés tendre vers une valeur minimale au fil des itérations. Les appoints sur les inconnues
(d x) ainsi que les résidus sur les observations (v) restent à déterminer dans cette équation.
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Remarque L’ajout de contraintes supplémentaires au sein du réseau formé par les multiples
nuages de points est possible à ce stade de formation du système. Les contraintes supplémentaires
permettent de rigidifier davantage le réseau, et de le contraindre à subir certaines déformations
connues et maîtrisées. Ces contraintes sont de différentes natures : il peut s’agir d’une distance
fixée entre deux points de jonction, ou encore de coordonnées connues pour l’un de ces points à
introduire dans la compensation.
L’ajout de contraintes se formalise par l’ajout d’équations de contraintes dans le système. Cette
combinaison est aisée en empruntant la forme matricielle, permettant de compléter la relation
4.23 précédemment établie. Cette approche n’est pas davantage développée ici, néanmoins les
références nécessaires sont consultables dans l’ouvrage de [Ghilani, 2010].
4.3.3 Détermination des grandeurs compensées
L’obtention de grandeurs compensées à la fois pour les inconnues et pour les observations passe
par l’estimation de termes correctifs à apporter aux grandeurs initiales. L’application du critère
des moindres carrés et le passage par les équations normales permettent de déterminer l’ex-
pression matricielle de ces valeurs.
Vecteur des appoints sur les inconnues
Dans la relation matricielle 4.23 associée aux équations linéarisées de la méthode de compensa-
tion généralisée (Gauss-Helmert), le vecteur d x représente le vecteur inconnu à estimer, c’est-à-
dire dans ce cas les appoints à apporter aux valeurs approchées des paramètres inconnus recher-
chés. La solution de cette équation selon le terme d x s’exprime, sous forme matricielle, par :
d x = −(AT M A)−1 AT M K (4.24)
La matrice M introduite dans cette équation 4.24 est une matrice carrée, de dimensions (q0×q0).
Parfois nommée matrice de poids équivalente [Ghilani, 2010], elle est définie par l’expression :
M = (B Ql l B
T )−1 (4.25)
L’expression 4.25 de la matrice M fait intervenir la matrice B des dérivées partielles par rapport
aux observations, de dimension (q0×k), mais également l’inverse de la matrice de poids P, notée
Ql l . Par cohérence dans l’équation 4.25, les dimensions de la matrice carrée Ql l (et donc de P) sont
(k× k), soit le nombre d’observations présentes dans le système. Ainsi, la matrice P contient
sur sa diagonale les poids individuels (p1, · · · , pk) associés à chaque observation, c’est-à-dire à
chaque point de jonction vu depuis chaque nuage :
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Ql l = P
−1 =

p1
p2
p3
. . .
pk

−1
(4.26)
La matrice de poids P, constituée par l’opérateur du projet ou sur la base de connaissances a priori
des précisions des observations, contribue à la définition du modèle stochastique (voir Chapitre
2, Section 2.2). Ce dernier permet la prise en compte, dans le calcul, des incertitudes qui existent
au sein des données en présence. L’intérêt de la pondération dans le cas du recalage de nuages
de points hétérogènes est abordé plus tard dans le Chapitre 6. Néanmoins, l’observation des ma-
trices impliquées dans la solution fait ressortir la faisabilité d’une pondération individuelle des
observations.
Intérêt de la méthode de Gauss-Helmert
Outre la définition plus satisfaisante des contraintes entre nuages de points rendue possible grâce
à la méthode de Gauss-Helmert, le dernier point soulevé relatif à la pondération constitue un
second argument justifiant l’emploi de cette approche pour la problématique traitée.
Lors de la mise en œuvre de la méthode de Gauss-Markov (ou approche paramétrique), la pon-
dération est également possible par le biais d’une matrice de poids P carrée, dont la dimension
correspond au nombre d’observations et donc par extension, au nombre d’équations en présence.
Cependant dans l’approche développée dans ce chapitre, le nombre d’équations q0 n’est pas égal
au nombre d’observations k : une unique équation fait intervenir deux jeux de coordonnées et
donc plusieurs observations, quel que soit le type d’équation introduit dans le système 4.19. Effec-
tuer une pondération sur les équations de contraintes dans ce cas semble discutable. Dans tous les
cas, la condition q0 < k est vérifiée, signifiant qu’il y a davantage d’observations que d’équations
présentes dans le modèle.
La méthode de compensation de Gauss-Helmert (ou approche généralisée) présente un intérêt
du point de vue de la pondération lorsqu’il y a hétéroscédasticité des observations. L’hétéroscé-
dasticité a pour conséquence des différences de variance des observations. La matrice de poids
P associée à cette méthode de compensation est de dimension (k× k), soit le nombre d’observa-
tions. À la différence de l’approche paramétrique où la matrice de poids permet de prendre en
compte un poids pour chaque équation d’observation, il devient possible en appliquant l’approche
généralisée d’assigner un poids propre à chaque observation. Aussi, en vue de traiter l’hétéro-
généité pouvant exister entre les différentes données, cette possibilité est une piste intéressante
et souhaitable pour la suite de la réflexion.
Risque de non-inversibilité de la matrice M Si le système des équations décrites au paragraphe
4.2.4 et formant le modèle fonctionnel n’a pas été établi de manière appropriée, il se peut que les
équations formulées ne soient pas entièrement indépendantes les unes par rapport aux autres.
Un exemple de contraintes redondantes pour un point k particulier, liant à la fois les nuages
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mobiles à la référence mais également entre eux, est exposé sur la Figure 4.9. Ceci mène à une
surparamétrisation du problème et se traduit par une matrice M (équation 4.25) dont le rang,
défini comme le nombre de lignes linéairement indépendantes, n’est pas égal à la dimension de
la matrice. On parle alors d’une matrice de rang incomplet (par opposition aux matrices de rang
plein), ce qui rend la matrice M singulière. Autrement dit, les éléments présents sur une ligne de
cette matrice singulière sont la combinaison linéaire des éléments empruntés à une ou plusieurs
autre(s) ligne(s).
k
A 
B Référence 
k
k
Contrainte 
redondante 
Figure 4.9 - Exemple de contraintes redondantes dans le cas d’un point k présent dans le nuage
de référence, mais permettant également de lier les nuages mobiles A et B.
Par définition, une matrice singulière n’est pas inversible, ce qui pose problème lors de la
résolution du système. Pour pallier cette non-inversibilité de la matrice M, le calcul du pseudo-
inverse de la matrice fournit une approximation de l’inverse effectivement recherché. Dans le
logiciel Matlab (MathWorks), le pseudo-inverse de Moore-Penrose est implémenté. Celui-ci a
été testé sur une matrice M singulière, obtenue par ajout d’équations redondantes dans le modèle
fonctionnel. Il a été observé que, pour plusieurs jeux de données différents, les résultats alors
obtenus sont proches de ceux atteints lorsque le système est correctement formé et que M est
de rang plein. Néanmoins, la définition correcte des contraintes strictement nécessaires à la
construction du système d’équations est préférable. Ces contraintes minimales ont été exposées
au paragraphe 4.2.4.
Vecteur des résidus sur les observations
Connaissant le vecteur d x constitué des appoints sur les paramètres inconnus, il reste à exprimer
les résidus v à appliquer aux observations, ce qui s’effectue sous forme matricielle selon :
v = −Ql l BT M (A d x + K) (4.27)
Grandeurs compensées L’issue du calcul de compensation est la détermination des inconnues
et des observations compensées. Ce dernier calcul s’effectue par simple ajout des appoints d x
(équation 4.24) aux valeurs initiales des paramètres inconnus. De même, les observations sont
compensées en leur ajoutant les résidus v déterminés selon l’équation 4.27.
Dans le cas où les équations de contraintes sont naturellement linéaires, alors le vecteur d x
contient directement les valeurs compensées des inconnues à l’issue du premier calcul. En re-
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vanche lorsqu’il s’agit d’équations non linéaires ayant été linéarisées, le terme correctif d x ainsi
que les résidus v sur les observations sont affinés au cours d’itérations successives du calcul.
4.3.4 Itération de la solution
L’itération de la solution n’est nécessaire que lorsque les équations de contraintes sont initialement
non linéaires et ont fait l’objet d’une linéarisation, ce qui est le cas pour le modèle fonctionnel
établi dans cette approche.
Les valeurs initiales des paramètres inconnus sont des valeurs approchées x0 déterminées au
préalable, si bien qu’à l’issue de la première itération, les inconnues et observations compensées
(respectivement xˆ1 et lˆ1) sont obtenues par les relations :
xˆ1 = x0 + d x et lˆ1 = l + v (4.28)
La seconde itération est effectuée en prenant xˆ1 et lˆ1 comme valeurs initiales, auxquelles seront
ajoutés les nouveaux termes correctifs déterminés à l’issue de cette nouvelle itération. Notons que
l’expression du vecteur de fermeture lors de cette seconde itération sera K = F(lˆ1, xˆ1).
Critères d’arrêt et de convergence
Deux critères peuvent être considérés et sont à vérifier afin de mettre un terme aux itérations :
Lorsque les appoints dx sur les paramètres compensés ne diminuent plus de manière signifi-
cative, les itérations doivent être arrêtées. Cette absence d’évolution se traduit par un taux
de variation faible des paramètres inconnus, entre deux itérations successives ( j − 1)
et ( j). Arbitrairement, un seuil τ = 10−8 a été fixé pour ce critère d’arrêt. Néanmoins, ce
seuil peut être défini différemment en fonction de la qualité des points de jonction utilisés,
ainsi que de la précision attendue pour les paramètres à estimer. En notant x le vecteur
des paramètres inconnus, le processus est arrêté à l’itération ( j), lorsque le seuil τ est
atteint : ||x ( j) − x ( j−1)||
||x ( j)|| < τ
Le second critère à prendre en compte concerne le vecteur des résidus v . Pour s’assurer
que le critère des moindres carrés est bien respecté, il convient de vérifier que la somme
des résidus vi au carré est décroissante au fil des itérations, et converge vers une va-
leur minimale. Son utilisation en tant que critère d’arrêt nécessite quelques précautions,
notamment en présence de poids. Néanmoins ce critère doit être surveillé afin de prévenir
la divergence des calculs. La divergence de la solution sur ce point entraîne en effet des
résultats erronés.
Matrices de variances-covariances a posteriori
La matrice de cofacteurs pour les paramètres inconnus se calcule à l’issue de la compensation
selon l’expression suivante :
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Qx x = (A
T M A)−1 =
 
AT (B Ql l B
T )A
−1
(4.29)
De manière similaire, il est possible d’établir la matrice de cofacteurs pour les observations com-
pensées :
Qlˆ lˆ = Ql l −Ql l BT M (I−A Qx x AT M) B Ql l (4.30)
avec Ql l = P−1 l’inverse de la matrice des poids, pour rappel.
Pour déterminer les matrices de variances-covariances sur ces grandeurs compensées, il convient
d’estimer au préalable le facteur de variance a posteriori (ou variance de l’unité de poids a pos-
teriori), noté σ0 et exprimé par :
σ0 =
√√ vT Pv
q0 − u0 (4.31)
Le dénominateur r = q0 − u0 traduit la redondance du modèle fonctionnel, autrement dit le sur-
plus d’équations qui rendent le système surdéterminé. Les matrices de variances-covariances se
déduisent alors aisément, pour les inconnues (matrice Σx x) comme pour les observations com-
pensées (matrice Σlˆ lˆ) :
Σx x = σ
2
0 Qx x et Σlˆ lˆ = σ
2
0 Qlˆ lˆ (4.32)
Dans ces matrices, les diagonales font apparaître les variances a posteriori pour les inconnues ou
les observations compensées, tandis que les covariances entre inconnues ou entre observations
se lisent de part et d’autre de la diagonale. Ces valeurs statistiques fournissent des informations
intéressantes quant à la confiance à accorder aux paramètres déterminés, lorsqu’il s’agit des in-
connues. Pour une approche plus visuelle de la qualité des résultats, les matrices de cofacteurs
peuvent également servir à la détermination d’ellipses ou d’ellipsoïdes d’erreur, dont le prin-
cipe est évoqué dans le chapitre suivant au cours de l’évaluation de la méthode.
4.4 Solution apportée au géoréférencement
Dans le Chapitre 3, le géoréférencement a été présenté comme une opération de transformation
des jeux de données dans un référentiel global, généralement un système de coordonnées national
ou propre au projet. Cette étape, non-obligatoire, dépend du cahier des charges lié au projet. Il
a également été exposé que cette opération peut être directement mise en place au moment du
levé, bien que cette démarche reste moins fréquente qu’un géoréférencement effectué de manière
indirecte.
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Le géoréférencement direct, effectué sur le terrain et nécessitant une instrumentation adaptée,
ne requiert par définition pas de traitement particulier des données a posteriori, et n’est donc
pas abordé ici. En revanche, le géoréférencement indirect induit une étape de post-traitement.
Cette étape fait suite au recalage ou s’inscrit de manière concomitante avec le recalage, pouvant
intervenir sur l’ensemble du projet ou individuellement au niveau de chaque nuage de points.
Les solutions proposées à cet effet dans les développements sont introduites dans cette dernière
section.
4.4.1 Géoréférencement indirect
En l’absence d’informations nécessaires au géoréférencement de chaque nuage de points indivi-
duel, la transformation de l’ensemble des données recalées peut être entreprise.
Principe
Le nuage de points complet du projet, constitué de plusieurs entités recalées, voit les coordon-
nées de l’ensemble de ses points exprimées dans le référentiel attaché au nuage de référence.
Afin d’établir la transformation qui lie ce référentiel à un référentiel externe, la connaissance de
points d’appui dans chaque système est nécessaire. Ces points judicieusement choisis font gé-
néralement l’objet d’un levé tachéométrique lors des opérations de terrain, afin de déterminer
leurs coordonnées dans le référentiel final souhaité. Il peut s’agir de cibles artificielles si certaines
ont été placées dans la scène, ou de points naturels sélectionnés pour leur représentativité. Les
coordonnées de ces mêmes points doivent par la suite être déterminées dans le nuage de points,
soit par sélection manuelle s’il s’agit de points de détail, soit par détection de cibles artificielles le
cas échéant. Généralement, lorsqu’un recalage basé sur des entités ponctuelles a été effectué en
amont, une sélection de celles-ci constitue les points d’appui utilisés pour le géoréférencement.
Dans ce cas, les coordonnées moyennes de ces points observés depuis plusieurs stations recalées
sont calculées avant d’intervenir dans le géoréférencement.
Il s’agit par la suite d’estimer les paramètres de transformation entre deux jeux de données,
problème pour lequel des solutions ont été exposées dans la sous-section 4.1.3. Comme lors du
recalage en bloc des nuages, la détermination de critères statistiques d’incertitude sur les para-
mètres de géoréférencement à l’issue de leur estimation est souhaitable. Pour cette raison, l’esti-
mation des paramètres de géoréférencement indirect est effectuée par résolution d’un calcul de
compensation par les moindres carrés, à l’aide du modèle de Gauss-Markov. La transformation
attribuée au géoréférencement est une isométrie ou une similitude, en fonction de la présence ou
non d’un facteur d’échelle. Les équations associées et la résolution du calcul pour deux nuages
de points sont identiques à celles développées dans la première section 4.1 de ce chapitre. Le
géoréférencement indirect de l’ensemble des données recalées intervient donc comme une étape
supplémentaire effectuée à la suite du recalage en bloc des nuages.
Méthodes d’évaluation
Outre les critères d’incertitudes fournis par la matrice de variances-covariances sur les paramètres
à l’issue du calcul, il convient d’examiner la qualité du géoréférencement effectué. Il est possible
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d’évaluer la précision (parfois qualifiée de précision interne) ou l’exactitude (ou encore précision
externe), en fonction de l’implication des points d’appui lors du calcul.
Précision du géoréférencement Les coordonnées des points d’appui déterminées dans le réfé-
rentiel final constituent une source de données externes et indépendantes, pouvant être définies
comme des valeurs de référence. Dans ce cas, des critères de précision peuvent être estimés en
passant par le calcul de résidus. Au niveau de chacun de ces points, un écart 3D sous forme
de distance euclidienne est calculable entre la valeur de référence, et la valeur des coordonnées
moyennes géoréférencées correspondantes.
Néanmoins si toutes les coordonnées de référence sont utilisées pour procéder au géoréférence-
ment (Figure 4.10a), alors il est biaisé de les considérer comme étant réellement indépendantes
au calcul. Il est possible de calculer un écart-type sur la base des écarts 3D déterminés, pour qua-
lifier la précision du géoréférencement. Il semble dans ce cas plus correct de parler de précision
interne atteinte par le calcul, qui va dépendre de la qualité des points d’appui choisis. Parler
d’exactitude serait ici abusif, étant donné que les références ne sont pas entièrement extérieures
au processus.
Cette précision interne est pour autant intéressante, notamment en vue de la décision d’exclure
du géoréférencement les points d’appui qui présenteraient des résidus élevés.
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Figure 4.10 - Différentes répartitions des points de contrôle parmi les points de référence connus
pour le géoréférencement. Illustration à partir du jeu de données A (église Saint-Pierre-le-Jeune,
Strasbourg), utilisé dans le Chapitre 5.
Exactitude du géoréférencement Afin d’estimer l’exactitude du géoréférencement, il est néces-
saire de disposer de points de contrôle, connus dans le référentiel final et totalement dissociés
de l’étape de géoréférencement (Figure 4.10b). Deux cas de figure sont envisageables à cet effet :
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— Un second levé tachéométrique est effectué, indépendant de celui qui a servi à déterminer
les coordonnées des points d’appui utilisés lors du géoréférencement. Il s’agit alors de
mesurer les coordonnées de points de contrôle, soit en choisissant de nouveaux points
remarquables, soit en effectuant une nouvelle détermination des points d’appui. Cette
solution, coûteuse en temps et en ressources, est rarement retenue.
— Le cas échéant, un unique jeu de coordonnées de référence est disponible. Une idée
consiste alors à ne retenir que quelques points de ce consensus (au minimum trois, bien ré-
partis) comme points d’appui pour l’estimation du géoréférencement. Les points restants,
non impliqués dans le calcul et donc considérés comme externes au géoréférencement,
serviront de points de contrôle pour le calcul des résidus.
Des écarts 3D sont calculés au niveau des points de contrôle, indépendants. Sur la base de ces
résidus, une erreur moyenne quadratique est déterminée, qui permet d’évaluer ainsi l’exactitude
ou précision absolue du géoréférencement effectué.
Dans l’algorithme développé, la détermination de la précision comme celle de l’exactitude sont
possibles, en fonction de la disponibilité ou non d’un jeu de données de contrôle.
4.4.2 Géoréférencement de chaque nuage individuel
En présence d’un nombre suffisant d’informations pour la transformation de chaque nuage in-
dividuel (non recalé) dans le référentiel global, l’étape de géoréférencement va intervenir de
manière concomitante avec le recalage des données, comme décrit dans le Chapitre 3. Dans ce
cas, le géoréférencement n’est plus considéré comme une étape supplémentaire faisant suite au
recalage : elle s’inscrit au contraire pleinement dans le processus de recalage. Une modification
de l’algorithme de recalage en bloc proposé dans les Sections 4.2 et 4.3 précédentes est alors à
envisager.
Modification de la méthodologie de recalage en bloc
Lorsque le seul recalage en bloc de n nuages de points est entrepris, le référentiel d’un nuage
de points choisi fixe est pris comme référence et il est alors question d’estimer (n − 1) jeux de
paramètres, qui matérialisent les transformations vers la référence. Dans le cas où il est possible
de géoréférencer chacun des n nuages en présence vers un référentiel global, la définition de
la problématique évolue. Géoréférencement et recalage sont réalisés simultanément, à travers
l’estimation de n jeux de paramètres de transformation qui établissent les liens entre chaque
nuage individuel et le référentiel final.
Pour procéder au géoréférencement en bloc des n nuages de points, la considération de toutes
les liaisons, à la fois avec le référentiel final, mais aussi entre nuages adjacents, est ici encore
nécessaire : ces liaisons forment les contraintes évoquées dans la Section 4.2 pour le recalage.
Les modifications à apporter ne concernent pas l’écriture des équations de contraintes établies
à la fin du paragraphe 4.2.4, dans la mesure où le géoréférencement reprend le même type de
transformation que celles qui lient les nuages entre eux. En revanche, la prise en compte des points
communs, distingués en points d’appui ou points de jonction, doit être repensée pour l’insertion
de ces équations dans le système.
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Le premier type d’équations est écrit pour tous les points qui constituent des points d’ap-
pui, c’est-à-dire dont les coordonnées sont connues dans le référentiel global ainsi que
dans un ou plusieurs nuage(s) de points. Les points d’appui, ainsi que les paramètres vi-
sibles dans ce premier type d’équations, servent à établir les liens avec le référentiel final.
Le second type d’équations fait intervenir uniquement les points communs à deux nuages
adjacents, mais non exprimés dans le référentiel de destination. Ces points sont définis
comme des points de jonction, qui matérialisent les contraintes existantes entre données
adjacentes. Cependant, les paramètres de transformation présents dans ce second type
d’équations se rapportent bien au référentiel final.
La résolution du système d’équations ainsi formé s’opère tel que décrit dans la Section 4.3, menant
à la détermination de n jeux de paramètres, dans ce cas.
Deux configurations possibles
En fonction de la répartition des points d’appui au sein des différents nuages à recaler et géoréfé-
rencer, deux cas de figure peuvent être rencontrés. Ils se distinguent essentiellement au moment
du calcul de valeurs approchées pour les paramètres de transformation.
Présence suffisante de points d’appui dans chaque nuage de points Si au minimum trois
points d’appui sont connus dans chaque nuage du projet, alors le rattachement direct de chacun
de ces nuages au référentiel final est possible. Il est ainsi aisé de calculer des paramètres approchés
de transformation sur la base des points d’appui. Dans ce cas, des équations du premier type sont
écrites pour chaque nuage de points. Des équations de second type viennent les compléter lorsque
des points de jonction existent entre nuages adjacents.
Bien que possible, cette configuration est dans la pratique rarement rencontrée. En effet, le
nombre de points d’appui dont les coordonnées ont été mesurées dans le référentiel global est
généralement limité.
Rattachement direct d’un nuage ou d’une partie des nuages au référentiel final Le plus
souvent, seul un nuage (ou quelques nuages) possède(nt) au moins trois points d’appui dont les
coordonnées définitives sont connues. Pour procéder au géoréférencement simultané de chaque
nuage individuel, il est alors nécessaire que tous les autres nuages puissent être rattachés par
suffisamment de points de jonction à ce (ou ces) nuage(s) directement rattaché(s) au référentiel
final.
La détermination de paramètres approchés est directe pour le (ou les) nuage(s) possédant un
nombre suffisant de points d’appui. Pour les autres nuages, ces valeurs approchées sont calculées
par composition de transformations successives, permettant de rallier le référentiel global. Une
différence supplémentaire avec la première configuration concerne la proportion des équations
de contraintes : dans ce cas, le nombre d’équations du second type (reliant les nuages adjacents
entre eux) sera probablement plus élevé que le nombre d’équations du premier type (reliant
directement un nuage de points au référentiel général). Pour autant, la résolution du système
d’équations ainsi constitué est identique.
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Précision et exactitude
Dans ce contexte où des paramètres de géoréférencement individuels sont estimés pour chacun
des n nuages en présence, l’estimation de la précision interne diffère de ce qui a été exposé au pa-
ragraphe 4.4.1. Dans ce cas, annoncer une valeur de précision pour chaque nuage géoréférencé
semble avoir davantage de sens. Le principe utilisé s’apparente alors à celui appliqué pour éva-
luer la précision du recalage en bloc. Le calcul des résidus à cet effet est détaillé dans le chapitre
suivant, dédié à l’évaluation de la méthode.
Quant à l’exactitude, sa détermination n’est envisageable qu’en présence d’un jeu de points de
contrôle, tels que précédemment définis.
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Conclusions du chapitre 4
Ce chapitre a permis de détailler la méthodologie mise en place pour pro-
céder au recalage en bloc de plusieurs nuages de points. À cet effet, des
notions théoriques sur les transformations et sur les méthodes d’estimation
de paramètres inconnus ont été rappelées, avant d’introduire la générali-
sation de ces concepts. Les points essentiels à retenir sont les suivants :
La transformation qui modélise au mieux un changement de repère est
l’isométrie, éventuellement étendue à la similitude en cas de changement
d’échelle uniforme à prendre en compte. Du fait de l’hétérogénéité de la
provenance des nuages de points, cette dernière transformation a été re-
tenue pour procéder au recalage de nuages de points au sein d’un même
référentiel.
Les méthodes d’estimation des paramètres de transformation entre deux
nuages de points peuvent être itératives ou non. L’approche itérative ba-
sée sur le critère des moindres carrés présente l’avantage de fournir des
informations relatives à la précision de l’estimation des paramètres.
Pour généraliser le recalage de données 3D à n nuages de points au sein
d’un unique calcul, un modèle fonctionnel plus étoffé que dans le cas simple
de deux nuages doit être établi. L’idée est alors de modéliser toutes les rela-
tions qui existent entre les entités en présence, afin de former un réseau de
contraintes qui lient les nuages de points. Un nuage de points dit de réfé-
rence fournit le référentiel de destination de toutes les transformations, en
l’absence de géoréférencement de chaque nuage individuellement. L’esti-
mation en bloc des tous les paramètres de transformation entre les nuages
mobiles et le système de référence est alors entreprise par la méthode de
compensation dite de Gauss-Helmert.
Le principe du géoréférencement est aisément intégrable à la solution dé-
veloppée. Il peut intervenir de deux manières : soit pour l’intégralité du
projet suite au recalage des nuages entre eux, soit en bloc pour chaque
nuage individuellement, si les données en présence le permettent.
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Après avoir décrit l’approche proposée pour la consolidation en bloc dans le Chapitre 4 précédent,
il convient alors de valider cette approche et d’en évaluer les performances. Le présent chapitre
vise à fournir des éléments quant à la validité de l’algorithme, par confrontation des résultats
obtenus avec ceux livrés par des méthodes usuelles de recalage.
S’approprier le développement d’un algorithme de recalage en bloc n’a pas pour unique but d’être
en mesure de le compléter avec des développements supplémentaires. L’idée intrinsèque est éga-
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lement d’apporter davantage de transparence dans l’évaluation des résultats. Ceci passe à la fois
par la détermination de résidus à l’issue du calcul, mais aussi par une réflexion sur la définition
de critères de qualité significatifs.
5.1 Présentation des jeux de données et premiers résultats
Trois jeux de données réels, numérisés par l’équipe de recherche à des fins variées, sont visibles
à travers les analyses de ce chapitre. Les deux projets dont ils sont extraits ont été retenus car
ils mettent en jeu des environnements bâtis aux dimensions et caractéristiques architecturales
différentes.
5.1.1 Jeux de données A et B : Église Saint-Pierre-le-Jeune
Des nuages de points issus de la lasergrammétrie ont tout d’abord été acquis à l’intérieur d’un
édifice religieux du patrimoine strasbourgeois, à savoir l’église catholique Saint-Pierre-le-Jeune.
Construit au 19e siècle, ce monument de grès rose caractéristique du quartier de la Neustadt se
distingue notamment par son imposante coupole, et présente des caractéristiques architectu-
rales complexes liées à sa destination. Cet édifice a fait l’objet de levés combinés, à l’aide :
— d’un scanner laser terrestre FARO Focus3D X330
— d’un scanner laser à main FARO Freestyle3D X, employé en vue d’acquérir plus spécifi-
quement des zones de détails et d’en saisir la complexité.
Intérieur de la nef (jeu de données A)
Le premier jeu de données acquis à l’intérieur de l’édifice est constitué de dix stations effectuées
avec un scanner laser terrestre, reliées entre elles à l’aide de 12 cibles (sphères). Les dix nuages de
points ainsi acquis permettent de couvrir le transept ainsi qu’une majeure partie de la nef. Dans ce
jeu de données, les équipements intérieurs de l’édifice constituent des obstacles naturels aux levés.
Néanmoins, du fait de la volumétrie importante de l’espace numérisé, une forte intervisibilité
existe entre les différentes stations. Ainsi, chaque station est visible depuis toutes les autres, d’où
la présence de nombreuses contraintes entre les entités : ce critère s’avère intéressant pour la
prise en compte des liens supplémentaires entre stations.
Déambulatoire (jeu de données B)
Le second jeu de données rattaché à l’église Saint-Pierre-le-Jeune se concentre sur le déambula-
toire 1. Il comprend neuf nuages de points acquis par scanner laser terrestre, dont la consolidation
est assurée par la présence de 13 cibles sphériques. La répartition des stations de numérisation et
des cibles pour les deux levés relatifs à l’église est visible sur la Figure 5.1.
1. Dans le lexique architectural religieux, le déambulatoire désigne un corridor utile à la circulation à l’arrière du
chœur, souvent ouvert et prenant la forme d’un arc de cercle.
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Figure 5.1 - Répartition des stations de numérisation et des points de jonction (cibles) pour
les deux jeux de données acquis à l’intérieur de l’église Saint-Pierre-le-Jeune : (a) nef, et (b)
déambulatoire.
Ce second jeu de données (Figure 5.1b) présente une configuration en antenne (voir paragraphe
3.1.1), dans la mesure où les stations de numérisation se suivent. L’intervisibilité n’opère pas né-
cessairement entre toutes les stations, hormis entre stations successives pour leur rattachement.
Cette configuration s’assimile à celle rencontrée dans le cas d’un couloir, où le risque d’une dé-
rive du levé au fil des stations n’est pas exclu. Ce jeu de données pourra ainsi être employé
afin de valider l’avantage d’un recalage global par rapport à un recalage séquentiel (par paires
successives).
5.1.2 Jeu de données C : INSA de Strasbourg
Le bâtiment de l’INSA de Strasbourg abrite un établissement public d’enseignement supérieur et
de recherche, de par sa destination il est donc constitué de salles réparties en étages selon un
plan qui tend à être régulier. Le cloisonnement des espaces permet à ce jeu de données de se
distinguer significativement des jeux de données A et B.
Au sein du bâtiment, ce sont des laboratoires et ateliers établis au rez-de-chaussée qui ont été
numérisés, par lasergrammétrie terrestre (FARO Focus3D X330). Ces laboratoires constituent des
espaces encombrés par les nombreuses instrumentations présentes. En outre, l’enchaînement
d’espaces distincts ne permet pas une aussi bonne intervisibilité des stations que dans l’exemple
du vaste environnement intérieur de l’église. De multiples stations de numérisation sont dans ce
cas nécessaires, à la fois pour assurer un recouvrement suffisant entre stations successives, mais
aussi pour obtenir un jeu de données le plus complet possible. Pour pallier les masques liés à
147
Chapitre 5. Évaluation de l’approche et outils d’analyse de la qualité
l’encombrement, un complément de levé à l’aide de techniques mobiles et portatives, tel qu’un
scanner à main, est envisageable.
Le jeu de données C exploité par la suite est ainsi constitué de 52 nuages de points, respective-
ment reliés entre eux à l’aide d’environ 70 cibles (sphères et damiers) qui ont été réparties dans
l’environnement à mesure du cheminement dans les locaux, toutes n’ayant pas été utilisées pour
le calcul de consolidation. L’intérêt ici est de confronter l’algorithme à un large jeu de données,
et d’observer l’évolution des temps de traitement dans ce cas.
5.1.3 Tableau récapitulatif
Le Tableau 5.1 reprend quelques caractéristiques relatives à l’acquisition et à la configuration
des jeux de données décrits précédemment. Une visualisation des nuages de points recalés dans
chaque cas y est également proposée.
Deux précisions supplémentaires sont à apporter à ce stade :
Premièrement, il est à noter qu’un levé photogrammétrique par drone des parties extérieures
de l’église Saint-Pierre-le-Jeune a également été effectué au sein du laboratoire. Les détails
relatifs à l’acquisition des clichés (nombre de prises de vue, plan de vol) ainsi qu’au calcul
du modèle (logiciel utilisé, temps de traitement, aspects qualitatifs) sont consultables dans
l’article [Murtiyoso et Grussenmeyer, 2017]. Une approche pour le recalage des nuages
de points respectifs de l’intérieur (lasergrammétrie) et de l’extérieur (photogrammétrie)
de l’édifice a été proposée par [Murtiyoso et Grussenmeyer, 2018].
Deuxièmement, seules les données issues de la lasergrammétrie terrestre sont utilisées dans
les sections qui suivent. Ces jeux de données homogènes servent avant tout dans ce Cha-
pitre 5 à valider l’algorithme, et à en faire ressortir les avantages. Les questions de gestion
de l’hétérogénéité des données, par intégration des nuages acquis à l’aide d’un scanner à
main par exemple, sont soulevées ultérieurement dans le Chapitre 6.
5.1.4 Premiers résultats
L’algorithme développé et détaillé à travers le Chapitre 4 a été mis en application sur les trois jeux
de données précédents. Les jeux de données avant et après recalage en bloc, en vue de dessus
pour mieux percevoir les déplacements relatifs, sont présentés dans le Tableau 5.2.
Au regard des premiers résultats visibles dans ce tableau, il ressort que pour chaque jeu de don-
nées, tous les nuages de points initialement non organisés sont correctement replacés les uns par
rapport aux autres, dans un référentiel commun, à l’issue du recalage. Cette simple inspection vi-
suelle doit néanmoins être complétée par une analyse quantitative, mise en place dans la section
à venir.
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Église Saint-Pierre-le-Jeune INSA Strasbourg
Intérieur de la nef Déambulatoire Laboratoires
Illustration
des nuages
de points
recalés
colorisés
20 m 10 m
20 m
Méthode(s)
de numéri-
sation
Lasergrammétrie
terrestre
Lasergrammétrie
terrestre
+
Scanner laser à main
Lasergrammétrie
terrestre
Nombre de
stations
10
9
+ une dizaine de nuages
issus du scanner à main
52
Nombre de
cibles pour
le recalage
12 13 ~ 70
Caractéristi-
ques du jeu
de données
- bonne intervisibilité
entre les stations
- important taux de
recouvrement
- visibilité de l’ensemble
des cibles depuis quasi-
ment toutes les stations
- succession des stations
- peu d’intervisibilité
- présence de masques et
de zones détaillées
- espaces encombrés
- succession d’espaces
distincts
- peu d’intervisibilité
Tableau 5.1 - Récapitulatif des jeux de données utilisés pour valider les développements, et de
quelques-unes de leurs caractéristiques.
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Église Saint-Pierre-le-Jeune INSA Strasbourg
Intérieur de la nef Déambulatoire Laboratoires
A
va
nt
co
ns
ol
id
at
io
n
10 m 10 m
10 m
A
pr
ès
co
ns
ol
id
at
io
n
10 m 10 m 10 m
Zo
om
2 m
2 m
2 m
Tableau 5.2 - Inspection visuelle du recalage global selon une vue en plan : nuages de points
non organisés avant consolidation, puis à l’issue de la consolidation, et zooms sur des parties
caractéristiques (pour chacun des jeux de données).
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5.2 Validation de l’approche développée
La validation de l’algorithme implémenté passe par deux étapes : il s’agit d’une part de vérifier
que le critère des moindres carrés est respecté, puis de confronter les résultats obtenus à ceux
de solutions existantes. Notons que pour l’ensemble des tests dont les résultats sont présentés
dans ce chapitre, les poids des observations sont considérés homogènes (matrice des poids iden-
tité). L’objectif dans un premier temps est en effet uniquement de valider le développement de
l’algorithme, et de souligner ses bénéfices.
5.2.1 Convergence de l’algorithme
Si les valeurs approchées des paramètres inconnus ont été déterminées avec une précision suffi-
sante, le calcul itératif de compensation en bloc converge vers une solution la plus probable
pour les paramètres inconnus. À l’inverse, des valeurs approchées trop éloignées du résultat es-
compté peuvent entraîner soit la confrontation à un minimum local plutôt que global pour la
fonction de coût à optimiser, soit la non convergence du processus itératif.
La convergence du calcul d’estimation se vérifie à travers l’observation de deux critères, également
utilisés comme critères d’arrêt aux itérations, selon les définitions fournies dans le Chapitre 4 au
paragraphe 4.3.4 :
— le critère des moindres carrés, disant Σvi
2 −→min.
— le taux de variation des paramètres compensés qui doit devenir insignifiant, traduisant
ainsi le fait que les appoints correctifs sur les inconnues n’évoluent plus.
Évolution de la somme des résidus au carré
Si l’on se réfère au critère des moindres carrés introduit dans le Chapitre 4, les paramètres estimés
possèdent la probabilité la plus élevée d’être optimaux lorsque la somme des résidus 2 vi élevés
au carré atteint un minimum. De nouvelles valeurs des résidus sont évaluées à l’issue de chaque
itération du calcul. La convergence est vérifiée si le critère des moindres carrés, dont l’expression
est rappelée plus haut, décroît strictement vers une valeur minimale au fil des itérations.
L’évolution de ce critère a été observée pour les trois jeux de données décrits au début de ce
chapitre, et apparaît sur les trois graphiques de la Figure 5.2. Il ressort de ces graphiques que la
somme des résidus au carré est strictement décroissante et tend vers un minimum, respectant
ainsi la tendance attendue.
Quel que soit le jeu de données considéré, il apparaît également que le nombre d’itérations du
calcul avant convergence est faible. Tandis que trois et quatre itérations ont respectivement été
nécessaires pour les jeux de données A et B selon des temps de calcul inférieurs à une seconde, sept
itérations réalisées en un peu plus de 2 secondes ont conduit à la convergence avec le jeu de don-
nées C, composé d’environ cinq fois plus de nuages de points. Une hypothèse à cette convergence
2. Il s’agit bien ici des résidus déterminés par calcul matriciel à chaque nouvelle itération menant à la résolution
du calcul de compensation.
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Figure 5.2 - Évolution de la somme des résidus vi au carré, lors du calcul d’estimation appliqué à
chacun des trois jeux de données : (a) jeu de données A (intérieur de la nef), (b) jeu de données
B (déambulatoire), et (c) jeu de données C (INSA).
rapide est la bonne définition initiale des paramètres approchés en début de calcul, également
rendue possible grâce à des coordonnées fiables pour les points de jonction utilisés.
Remarque Une autre façon d’observer l’évolution du critère des moindres carrés revient à consi-
dérer l’évolution du facteur de variance a posteriori de l’unité de poids σ0. Son expression,
donnée par l’équation 4.31 au chapitre précédent, est en effet proportionnelle à la somme des
résidus vi mis au carré. La tendance à relever pour le facteur σ0 est également une diminution
au cours des itérations.
Évolution du taux de variation des paramètres compensés
Outre la convergence du critère des moindres carrés vers un minimum, le critère d’arrêt retenu
en vue de mettre fin aux itérations s’appuie sur l’observation du taux de variation des paramètres
estimés. Lorsque les paramètres optimaux sont atteints, les appoints correctifs notés d x visant à
améliorer les paramètres inconnus à chaque itération, deviennent très faibles. Cette observation
se traduit par un taux de variation des paramètres inconnus qui diminue au fil des itérations,
jusqu’à devenir quasiment nul.
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Figure 5.3 - Observation du taux de variation des paramètres inconnus au fil des itérations, lors
du calcul appliqué à chacun des trois jeux de données : (a) jeu de données A (intérieur de la nef),
(b) jeu de données B (déambulatoire), et (c) jeu de données C (INSA).
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Les graphiques visibles sur la Figure 5.3 modélisent l’évolution de ce taux de variation des pa-
ramètres, pour chacun des trois jeux de données considérés. Il en ressort que les paramètres
compensés n’évoluent plus à l’issue des itérations, leur taux de variation étant quasiment nul.
Ainsi, la convergence de l’algorithme au regard de ce second critère est également validée, pour
chacun des trois jeux de données distincts.
5.2.2 Définition des résidus
À l’issue du calcul en bloc, toutes les occurrences d’un même point de jonction vues depuis les
différents nuages de points sont transformées dans le système de référence. Elles se retrouvent
spatialement proches, mais ne se superposent pas exactement en une même position du fait des
petites erreurs inhérentes à toute mesure, tel que montré sur le zoom de la Figure 5.4b. Le calcul
en bloc veille à ce que les écarts présents au niveau de ces points soient réduits au minimum,
mais ne peut les faire disparaître totalement au regard des coordonnées initiales. Pour chaque
point commun impliqué dans le calcul, des écarts relatifs (par rapport à une valeur moyenne,
médiane, etc.) ou absolus (par rapport à des données de référence) peuvent être calculés. Ces
écarts déterminés a posteriori, ou résidus, vont permettre de qualifier les résultats obtenus. Ils
sont à distinguer des résidus vi sur les observations, réestimés à chaque nouvelle itération lors de
la résolution matricielle.
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Figure 5.4 - (a) Aperçu des positions des points de jonction ayant servi à la consolidation des
données, à l’issue du recalage en bloc de 10 nuages de points (jeu de données A). En (b), un zoom
sur l’une des positions est proposé, afin de rendre compte des écarts résiduels entre les points
issus de chaque nuage. Les marqueurs sont colorisés en fonction de leur appartenance à un nuage
de points.
Le recalage de nuages de points dans un référentiel commun, et leur géoréférencement dans
un référentiel externe ne s’appuient pas sur les mêmes pré-requis. Alors que les coordonnées de
points d’appui sont connues dans le référentiel de destination lors du géoréférencement, faisant
office de valeurs de référence, tel n’est pas le cas lors d’un simple recalage. À ce titre, les résidus à
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l’issue de la (ou des) transformation(s) ne sont pas calculés de la même manière dans les deux cas
de figure. Le principe du calcul des résidus suite au géoréférencement, en fonction de l’utilisation
des points d’appui, a été évoqué dans le chapitre précédent à travers le paragraphe 4.4.1. Il reste
ici à définir le calcul des résidus observables suite au recalage en bloc.
Principe de calcul
En vue de déterminer des écarts absolus par rapport à des données de référence, une approche
intuitive consiste à considérer les coordonnées des points de jonction présents dans le nuage de
référence comme des données de référence. Néanmoins, dans le cas d’un projet vaste, tous les
points de jonction utilisés pour procéder au recalage en bloc ne sont pas nécessairement visibles
depuis le nuage de référence. Dans ce cas, tous les points ne possèdent pas de coordonnées de
référence, aussi cette idée n’est pas transposable à l’intégralité des projets traités. En outre, les
points de jonction présents dans le nuage de référence sont déterminés de la même manière que
dans tous les autres nuages mobiles, ne bénéficiant donc pas d’une précision supérieure.
Il convient dans le cas du recalage en bloc de définir les valeurs les plus probables des coor-
données des points de jonction à l’issue du recalage. À ce titre, les valeurs moyennes de toutes
les coordonnées transformées dans le système de référence sont calculées, au niveau de chaque
point commun. Ces valeurs moyennes incluent naturellement les coordonnées des points de jonc-
tion connues dans le nuage de référence, bien que ces coordonnées n’aient pas fait l’objet d’une
transformation. Les résidus calculés sont alors des écarts 3D relatifs entre les coordonnées trans-
formées des points de jonction, et leurs valeurs moyennes respectives. Les points de jonction
présentant des résidus importants peuvent aisément être détectés, leur exclusion du calcul en
bloc étant souhaitable. Notons que des résidus sont également calculés pour les points de jonc-
tion présents dans le nuage de référence (fixe), dans la mesure où les coordonnées brutes de ces
points diffèrent des coordonnées moyennes déterminées.
Calcul de la précision interne et visualisation
L’analyse des résidus seuls peut être complétée par une analyse effectuée au niveau des nuages
de points individuels. Pour chaque nuage de points recalé (y compris pour le nuage de réfé-
rence), un écart-type est calculé à partir des résidus sur l’ensemble des points de jonction
que comprend ce nuage. Ces valeurs statistiques donnent une idée de la dispersion des résidus
observée pour chaque nuage de points, et traduisent ainsi la précision interne du processus de
recalage en fonction des nuages. Il s’agit également d’un bon indicateur pour détecter et localiser
les potentiels points de jonction problématiques : en effet, un écart-type élevé peut indiquer qu’un
ou plusieurs des points de jonction utilisés au niveau du nuage considéré présente(nt) un (des)
résidu(s) élevé(s) par rapport aux autres points.
La visualisation de ces précisions est proposée sous la forme d’un code couleur allant du vert au
rouge, une couleur étant associée à chaque nuage de points. Les seuils définis afin d’attribuer les
couleurs sont arbitraires, et peuvent être modifiés en fonction de la qualité des observations. Sur
la Figure 5.5, les pastilles colorées sont représentées au niveau des coordonnées des stations de
numérisation. Dans le cas du recalage de nuages de points pour lesquels l’information relative à la
position de la station n’est pas disponible, les coordonnées du barycentre du nuage sont retenues.
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Les Figures 5.5 (a et b) présentent les résultats obtenus respectivement pour les jeux de données
A et B. La visualisation trop chargée pour le jeu de données C n’est pas représentée, néanmoins
il ressort que 10 stations se voient attribuer la couleur verte (écart-type inférieur à 1 mm), 31
stations la couleur jaune (écart-type compris entre 1 mm et 3 mm), et enfin 11 stations la couleur
rouge (écart-type supérieur à 3 mm).
20 m
(a)
10 m
σ < 1 mm 
1 mm < σ < 3 mm
Précision interne
(b)
Figure 5.5 - Visualisation des précisions calculées sur la base des résidus au niveau des points de
jonction, à l’issue du recalage en bloc : la couleur verte fait référence à un écart-type inférieur à
1 mm (précision élevée), la couleur jaune à des écarts-types entre 1 et 3 mm. (a) Cas du jeu de
données A, et (b) jeu de données B.
Une alternative à cette visualisation de la précision atteinte pour chaque nuage de points consiste à
utiliser les écarts-types estimés sur les paramètres de transformation à l’issue du calcul de compen-
sation, et plus particulièrement sur les paramètres de translation. Pour rappel, ces informations
sont disponibles sur la diagonale de la matrice de variances-covariances Σx x des inconnues.
Un écart-type moyen est estimable par transmission simple des incertitudes sur les différentes
composantes de la translation, de telle sorte que σt =
Ç
σ2tx +σ
2
t y +σ
2
tz . Un code couleur si-
milaire peut alors être défini et appliqué à chaque nuage de points, à l’exception du nuage de
référence resté fixe durant le recalage.
Alternative à la moyenne et à l’écart-type
Introduction du σMAD En émettant l’hypothèse que des fautes peuvent être présentes parmi
les points de jonction, le choix de la moyenne pour représenter la valeur la plus probable des
coordonnées d’un point suite au recalage n’est pas forcément judicieux. L’alternative robuste au
calcul de la moyenne des coordonnées est le calcul de leur valeur médiane. Comme exposé sur
la Figure 5.6, calculer la médiane d’un ensemble de points dont l’un présente une faute permet
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plus facilement de discriminer ce point, pour lequel le résidu (distance 2D ici) calculé sera plus
important. Si un nombre raisonnable de points de jonction sont entachés d’erreurs, il sera plus
aisé de les détecter et éventuellement de les éloigner du calcul en observant les résidus générés
par rapport à la médiane.
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Figure 5.6 - Observation de la moyenne et de la médiane d’un jeu de coordonnées 2D, ainsi que
des distances des points par rapport à ces grandeurs.
Pour observer la dispersion des points autour de la médiane plutôt que de la moyenne, il convient
de calculer l’écart absolu médian (ou MAD, pour Median Absolute Deviation) [Hampel, 1974].
Celui-ci est défini comme étant la médiane des valeurs absolues des résidus, eux-mêmes détermi-
nés par rapport à la médiane de l’ensemble l des observations. L’alternative robuste à l’écart-type
σ est obtenue en multipliant la grandeur statistique MAD par un facteur k, généralement choisi
lorsque les résidus suivent une distribution normale de telle sorte que :
σMAD = 1, 4826 ·MAD , avec MAD = med(|li −med(l)|) (5.1)
La grandeur statistique σMAD est appréciée lorsqu’il s’agit de travailler avec des jeux de données
entachés d’erreurs, dans la mesure où sa détermination est plus robuste aux valeurs aberrantes
que ne l’est le calcul de l’écart-type σ. L’analyse du σMAD calculé pour chaque nuage de points à
l’issue du recalage permet ainsi une observation plus fidèle de la précision interne atteinte pour
chaque nuage, sans l’influence des fautes potentiellement présentes dans les jeux de données.
Seuls les résidus calculés par rapport aux valeurs médianes des coordonnées permettent dans ce
cas l’exclusion de points aberrants.
Utilité Afin d’observer les différences obtenues lorsque chaque stratégie de calcul est appliquée,
un jeu de données a été simulé sur la base du jeu de données B (déambulatoire de l’église).
Les coordonnées de deux sphères ont été volontairement modifiées, induisant un déplacement
d’environ 3 cm pour la sphère f (station 4), et environ 5 cm pour la sphère l (station 8) (voir
Figure 5.1b). La Figure 5.7 présente les résultats obtenus à l’issue du recalage en bloc de ce jeu de
données simulé, lorsque moyenne et écart-type (Figure 5.7a) ou médiane et σMAD (Figure 5.7b)
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sont déterminés. Il apparaît logiquement qu’en présence de fautes dans les coordonnées initiales
des points de jonction, le calcul des résidus à l’aide de grandeurs statistiques robustes est moins
affecté par la présence de ces fautes. Néanmoins, les stations au niveau desquelles les points faux
ont été introduits ressortent de cette analyse. Les valeurs de σMAD sont également plus élevées
que les valeurs des écarts-types pour les stations affectées par ces observations aberrantes, qui
peuvent donc être plus aisément discriminées grâce à la présence de la statistique robuste.
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Figure 5.7 - Aperçu des précisions calculées par nuage de points à l’issue du recalage en bloc,
dans le cas d’un jeu de données contenant des fautes : précisions calculées selon l’écart-type (a)
ou selon le σMAD (b).
Quelle que soit la stratégie de calcul des résidus à l’issue du recalage en bloc, ceux-ci vont inter-
venir dans l’analyse quantitative des résultats fournis par l’algorithme développé, lors de leur
évaluation.
5.2.3 Comparaisons avec des solutions logicielles établies
La comparaison des résultats obtenus avec ceux fournis par des logiciels opérationnels peut être
envisagée à différents niveaux, d’où la nécessité de définir des critères de comparaison. Les jeux
de paramètres de transformation définitifs peuvent à ce titre être confrontés, en tant que résultats
directs du calcul d’optimisation, mais aussi les critères de qualité disponibles a posteriori.
Le risque lié à la comparaison des paramètres de transformation repose essentiellement sur l’ob-
servation des paramètres de rotation. En effet, la matrice de rotation peut être définie de manière
différente d’une solution à l’autre, rendant laborieuse la comparaison directe des angles de rota-
tion obtenus. En outre, une différence de l’ordre du dixième voire du centième de radian entre
deux angles de rotation estimés ne permet pas d’entrevoir de manière explicite des différences
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relatives à la précision entre deux méthodes de recalage. Pour ces raisons, ce sont les résidus
calculés au niveau des points homologues qui sont comparés dans l’optique de confronter les
différentes solutions. Ces résidus offrent une vision plus évidente de la précision atteinte à l’issue
du recalage. Néanmoins, il est nécessaire de s’assurer au préalable qu’ils sont estimés de manière
similaire dans chaque logiciel, afin d’opposer des données comparables.
Choix des logiciels
En vue de confronter les résultats fournis par l’algorithme développé avec des résultats extérieurs,
deux logiciels ont été sélectionnés pour recalculer les jeux de données présentés au début de ce
chapitre. Parmi le large panel de solutions commerciales dédiées au traitement de nuages de
points et prenant en charge leur consolidation, le logiciel Scene développé par le constructeur
FARO a été retenu, par cohérence avec l’instrumentation utilisée lors des levés. Pour contrebalan-
cer ce logiciel commercial, un outil émanant du domaine académique, et proposant davantage
de transparence au niveau des calculs, était souhaité. L’outil libre CloudCompare, évoqué dans
le Chapitre 2 pour les comparaisons de nuages de points qu’il propose, n’offre à l’heure actuelle
qu’une solution de recalage par paires. Aussi, le logiciel 3DVEM [Fabado et al., 2013] lui a été
préféré.
Le logiciel FARO Scene est majoritairement utilisé pour traiter les nuages de points acquis à
l’aide des scanners laser terrestres de la série FARO Focus, de l’import à l’export des données,
en passant par la consolidation et le géoréférencement. Différentes stratégies de recalage y sont
proposées, faisant appel à des cibles naturelles ou artificielles présentes dans les jeux de don-
nées, ou encore à l’utilisation de vues sommitales des données (particulièrement adaptée aux
environnements intérieurs). La détection et la mise en correspondance des cibles artificielles sont
automatiques, cependant l’utilisateur a la possibilité d’ajouter manuellement des points caracté-
ristiques ou de modifier les correspondances. La version de Scene utilisée pour procéder à ces
analyses est la version 7.1.1.81.
3DVEM ou en version longue 3DVEM Register-Geo, est un outil payant mais peu coûteux déve-
loppé par le groupe de recherche GIFLE de l’Université de Valence (Espagne), et dédié à la conso-
lidation et au géoréférencement de données 3D. Ces processus sont exclusivement basés sur la
connaissance de points communs, dont les coordonnées sont renseignées par l’utilisateur. La mise
en correspondance automatique des points communs étant possible, la définition d’identifiants
pré-alloués n’est pas obligatoire. Plusieurs nuages de points peuvent être recalés simultanément,
si bien qu’en matière de fonctionnalités, les similitudes avec l’algorithme exposé dans ces travaux
sont nombreuses. Un rapport peut être généré à l’issue des calculs, faisant état des paramètres de
transformation définitifs, ainsi que des résidus sur les points utiles au recalage. La version utilisée
au cours de ces tests est 3DVEM 1.0.2.8.
Remarques préalables aux comparaisons Les approches d’évaluation de la précision du
recalage et les calculs qui s’y rapportent ne sont pas clairement explicités dans les logiciels cou-
ramment utilisés. De manière générale, une zone d’ombre plane sur le calcul des résidus au
niveau des points homologues, qui peut être mené différemment en fonction du logiciel consi-
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déré. Dans ce contexte, la terminologie employée pour désigner ces grandeurs n’est pas toujours
d’une grande aide. En effet, celle-ci varie parfois fortement d’un logiciel à un autre, ne permettant
pas toujours de définir de manière explicite les valeurs qui ont effectivement été calculées.
Une analyse détaillée des résidus et des critères de qualité associés a été effectuée pour les logiciels
Scene et 3DVEM, utilisés en vue de ces comparaisons. En l’absence de définitions claires, des
hypothèses quant aux calculs ont été formulées, puis vérifiées de manière empirique à l’aide des
jeux de données utilisés. Ces analyses sont discutées dans l’Annexe G. Il en ressort que les résidus
ne sont pas calculés à l’identique dans les deux logiciels retenus.
Une comparaison rigoureuse entre les trois méthodes de recalage n’a de sens que si des grandeurs
comparables sont confrontées. Pour cette raison, tous les résidus ainsi que les valeurs de pré-
cision ont été recalculés uniformément pour les logiciels Scene et 3DVEM. L’approche retenue
à cet effet est celle envisagée dans ces travaux de thèse, et détaillée plus haut dans le paragraphe
5.2.2. Afin de recalculer les résidus, seules les coordonnées transformées à l’issue du recalage
(ou du géoréférencement) et livrées par les deux logiciels ont été utilisées. Les analyses propo-
sées dans les paragraphes suivants ne tiennent compte que de ces grandeurs recalculées. Notons
que les coordonnées des cibles utilisées en entrée sont celles détectées automatiquement par le
logiciel Scene, réutilisées pour les tests effectués avec 3DVEM puis avec notre algorithme ; ainsi
les méthodes peuvent être comparées sur la base des mêmes données initiales.
Résultats et analyses pour le recalage global
L’évaluation du recalage passe par l’analyse des résidus calculés pour chaque point commun, au
niveau de chaque nuage de points, selon les principes énoncés précédemment. Les résidus calculés
ne sont jamais exactement les mêmes si l’on compare les trois techniques de recalage, variant de
quelques millimètres au maximum. Ces faibles variations sont dues à de légères différences au
niveau des paramètres de transformations estimés. Les diagrammes de la Figure 5.8 proposent
une comparaison des moyennes et écarts-types des résidus, déterminés par nuage de points
recalé à partir des points de jonction qu’il contient. Deux des trois jeux de données introduits
au début de ce chapitre ont été évalués à cet effet : le A (10 nuages de l’intérieur de la nef de
l’église) et le C (INSA de Strasbourg). En raison du grand nombre de nuages de points constituant
ce second jeu de données, seuls six nuages jugés représentatifs ont été retenus afin d’établir le
diagramme de la Figure 5.8c. Tandis que les trois premiers nuages sont situés autour du nuage
de référence, les trois suivants ont été choisis plus éloignés.
Quel que soit le jeu de données considéré, la même tendance ressort de ces graphiques pour
les trois solutions de recalage. Les valeurs moyennes et les écarts-types des résidus sont en effet
très proches. Les écarts faibles qui peuvent être constatés sont insignifiants à l’échelle des projets,
et sont sûrement imputables à des différences d’arrondis au cours des calculs successifs. Sur la
base de ces comparaisons, le recalage en bloc mis en place dans ces travaux peut être validé.
Cette analyse renforce l’impression visuelle d’un recalage opérationnel émise plus tôt, au regard
des illustrations du Tableau 5.2.
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Figure 5.8 - Comparaison des moyennes et écarts-types (mm) des résidus déterminés pour chaque
nuage de points à l’issue du calcul, selon les trois solutions de recalage testées. Résultats pour
(a) le jeu de données A (intérieur de la nef), et (b) le jeu de données C (INSA).
Analyse du géoréférencement
Le géoréférencement fait l’objet d’une analyse quantitative particulière, comme rappelé précé-
demment. Afin d’évaluer l’implémentation qui en est proposée, le jeu de données A (intérieur de
la nef de l’église) a été géoréférencé. Parmi les 12 sphères placées dans l’environnement numé-
risé (voir Figure 5.1a), les coordonnées des centres de 11 de ces sphères ont été déterminées par
tachéométrie en vue du géoréférencement.
Précision Lorsque les 11 sphères de référence sont utilisées comme points d’appui lors du géo-
référencement, seule une précision interne du calcul peut être estimée. Dans cette configuration,
des résidus ont été calculés au niveau de chaque point d’appui. Ces résidus sont visibles sur le
graphique de la Figure 5.9, sur la base des résultats fournis par chacune des trois solutions com-
parées.
Comme pour la consolidation, la même tendance est observée concernant chaque outil comparé.
En outre, sur la base de ces résidus un même écart-type de 2 mm est estimé avec chacune des
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Figure 5.9 - Observation des résidus (mm) calculés au niveau de chacun des points d’appui utilisés
lors du géoréférencement. Comparaison des résultats fournis par chacune des trois solutions de
recalage confrontées, sur la base du jeu de données A.
solutions exposées. Ces résultats tendent à valider l’extension de notre algorithme pour le
géoréférencement.
Exactitude En vue d’évaluer l’exactitude de ce géoréférencement, celui-ci a été reconduit avec
notre algorithme uniquement, en ne faisant appel qu’à six des onze sphères dont les coordonnées
ont été mesurées. Les cinq sphères restantes, non impliquées dans le processus, constituent des
points de contrôle au niveau desquels des résidus sont calculés à l’issue du géoréférencement.
Les résidus ainsi calculés sont présentés dans le Tableau 5.3, entraînant une erreur moyenne
quadratique de 2 mm.
ID de la sphère b d f g k
Résidus (mm) 1 2 2 2 3
Tableau 5.3 - Résidus calculés pour les cinq points de contrôle à l’issue du géoréférencement
effectué avec notre algorithme.
L’exactitude de 2 mm atteinte à l’issue du géoréférencement est satisfaisante au vu de la précision
a priori du scanner laser terrestre utilisé, ainsi que des dimensions globales de l’édifice 3. Cet
indicateur supplémentaire traduit le côté opérationnel de l’approche développée.
Remarques relatives à la stratégie de comparaison
Choix des grandeurs comparées Les comparaisons présentées dans cette section ont été effec-
tuées au niveau des points de jonction entre les données. Cependant, lorsque des jeux de données
3. Une analyse plus poussée de la répartition des écarts individuels au niveau du projet n’est pas réalisée, dans la
mesure où l’évaluation de l’exactitude réelle obtenue avec ce jeu de données n’est pas l’objectif de ce test supplémen-
taire.
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issus de scanners laser terrestres sont exploités, une information relative à la position de la sta-
tion est également disponible. En vue d’évaluer les résultats d’un logiciel de recalage basé sur la
détection de plans, [Wujanz et al., 2019] propose ainsi une analyse au niveau des coordonnées
des stations de numérisation, à l’issue de recalages menés avec différentes solutions logicielles.
Cette approche est intéressante lorsque l’information relative à la position de la station est effecti-
vement fournie par le format de nuage de points. Notons en revanche que cette information n’est
pas disponible dans l’intégralité des formats. En outre, une telle approche ne s’applique que dans
le cas de nuages issus de la lasergrammétrie terrestre. Elle n’est cependant pas transposable au
traitement de nuages de points issus de la photogrammétrie ou de scanners à main, pour lesquels
la position de station n’a pas de sens. Il est éventuellement possible dans ce cas de se rapporter
aux barycentres des nuages de points.
Choix des logiciels externes Les logiciels retenus ici pour procéder aux comparaisons sont
pleinement dédiés au traitement de nuages de points et plus particulièrement à leur consolida-
tion. Néanmoins, du fait de la configuration propre à un réseau de stations de lasergrammétrie,
l’approche mathématique de compensation en bloc mise en place pour le recalage de multiples
données peut également être confrontée aux résultats fournis par des logiciels d’ajustement de
réseaux 3D. Parmi ceux-ci, certains sont commerciaux mais plusieurs solutions issues du domaine
universitaire existent. Dans ce contexte, [Cledat, 2015] s’appuie sur les résultats fournis par les
logiciels d’ajustement Trinet+ et Jag3D pour évaluer une approche de consolidation.
Dans ce cas, l’intégration des observations dans les logiciels suit plutôt le principe de levés ta-
chéométriques (observations angulaires et de distances des cibles ou points communs), ou en-
core le principe de compensation envisagé pour des réseaux de stations GNSS. De ce fait, une
nouvelle fois la comparaison est envisageable lorsque les jeux de données utilisées sont issus de
la lasergrammétrie terrestre. L’exploitation de nuages de points seuls, dérivés de l’imagerie ou de
scanners à main par exemple, n’est pas directement applicable.
5.3 Outils d’analyse qualitative et quantitative
Une visualisation rapide de la qualité du recalage global effectué est possible grâce à quelques
représentations usuelles, basées soit sur le nuage de points final du projet, soit sur des grandeurs
statistiques liées au calcul. À l’issue d’une compensation au sens des moindres carrés, des in-
dicateurs de précision et de fiabilité sont en effet calculables, en vue de valider l’ajustement
effectué. Quelques-uns de ces indicateurs sont introduits dans cette section, en distinguant selon
les critères :
de précision : celle-ci dépend essentiellement de la consistance du réseau, de la qualité de
détermination des points de jonction, ainsi que des instruments et modes opératoires
retenus. Les indicateurs de précision s’appuient sur la détermination des matrices de
variances-covariances (des inconnues notamment), et les ellipses et ellipsoïdes d’erreur
en permettent une visualisation graphique orientée dans le plan (ou dans l’espace).
de fiabilité : cette notion traduit, pour le calcul mis en place, sa faculté à détecter des fautes
au sein des observations, et à en minimiser l’influence sur le résultat final. Les systéma-
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tismes et les erreurs grossières qui peuvent affecter les observations faussent en effet la
définition du modèle stochastique a priori. Aussi, évaluer la fiabilité d’un système permet
également de faire ressortir d’éventuelles incohérences au niveau des modèles stochas-
tique et fonctionnel.
5.3.1 Réalisation de sections
Une première approche intuitive en vue d’analyser la qualité du recalage consiste à effectuer des
sections dans le projet complet, à des hauteurs données depuis une vue en plan, afin d’apprécier
la superposition des nuages de points dans les zones de recouvrement. Si le recalage a fourni un
résultat optimal, il ne doit pas être possible d’observer de doubles peaux au niveau des éléments
structurants du projet, c’est-à-dire au niveau des murs, piliers, etc. dans le cas d’un environnement
bâti. Cette analyse visuelle permet d’évaluer qualitativement le recalage effectué.
10 m 2 m
(a)
10 m
1 m
(b)
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(c)
10 m 10 m
Figure 5.10 - Sections vues en plan réalisées dans les jeux de données, après recalage global avec
notre algorithme. Les couleurs propres à chaque nuage individuel ont été conservées, pour (a) le
jeu de données A, (b) le jeu de données B, et (c) le jeu de données C.
Des sections ont été réalisées dans certaines zones représentatives des trois jeux de données ser-
vant d’illustrations dans ce chapitre, suite à leur recalage global. Les résultats obtenus, visibles
sur la Figure 5.10, ne laissent pas transparaître de problèmes apparents de recalage. Ceci est vrai
également en effectuant des zooms sur les zones concernées, bien qu’il ne s’agisse que d’une ins-
pection visuelle. Ces observations sont concordantes avec les résultats satisfaisants présentés au
préalable pour la validation de l’algorithme.
Visualisation des écarts
Les effets de doubles peaux pouvant être liés au recalage des nuages de points sont parfois la-
borieux à quantifier, au simple regard de sections telles que celles présentées sur la Figure 5.10.
Cependant, les sections effectuées représentent de fines portions des nuages de points, aussi il
reste possible d’estimer des distances entre ces portions individuelles. À cet effet, les outils de
comparaison du logiciel libre CloudCompare, ou tout autre algorithme de calcul de distances
entre nuages de points, peuvent être utilisés (voir Chapitre 2, sous-section 2.3.1). Les données
confrontées étant des portions de nuages de points, les écarts estimés ne seront pas signés.
La visualisation des écarts au niveau de sections n’est pas toujours la solution la plus judicieuse.
Au niveau d’un mur par exemple, les écarts observés peuvent varier en fonction de la hauteur du
plan de coupe, si l’un des nuages de points n’a pas été recalé de manière satisfaisante selon les axes
horizontaux du repère. En cas de doute, il semble plus approprié de procéder à la segmentation
de la zone observée (le mur d’une pièce, pour reprendre le même exemple), avant d’entreprendre
les calculs de distances entre les nuages de points en présence dans cette zone.
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5.3.2 Calcul et représentation des ellipses et ellipsoïdes d’erreur
Les ellipses (dans un espace à deux dimensions) ou ellipsoïdes (dans un espace tridimensionnel)
d’erreur sont des indicateurs de précision, calculés à partir de données statistiques. Aussi appelés
ellipses ou ellipsoïdes de confiance, ils permettent en effet de définir une zone de confiance
centrée autour d’un point. La probabilité qu’une variable aléatoire bi- ou tridimensionnelle se
trouve à l’intérieur d’une telle géométrie dépend du niveau de confiance, noté k, à définir au
préalable. Pour un niveau de confiance standard (ou niveau de confiance à 1σ, soit k = 1), et dans
le cas où les variables suivent une loi normale, cette probabilité s’élève à 39% pour une ellipse et
à 20% pour un ellipsoïde. Augmenter le niveau de confiance permet d’observer des probabilités
plus élevées, se traduisant par une augmentation de l’aire de l’ellipse ou du volume de l’ellipsoïde.
Principe de calcul des paramètres d’un ellipsoïde d’erreur
Le principe de calcul des paramètres d’une ellipse d’erreur est rappelé dans l’Annexe H. Dans
l’espace 3D, plusieurs paramétrisations d’un ellipsoïde de révolution sont envisageables. La re-
présentation qui consiste à utiliser cinq paramètres, à savoir deux angles et les longueurs de
trois demi-axes, est retenue.
L’équation permettant de lier les matrices de variances-covariances des variables corrélées et non-
corrélées, établie dans l’Annexe H, est également valable pour des variables de l’espace tridimen-
sionnel : les matrices de variances-covariances impliquées sont alors de dimension (3 × 3). La
matrice de rotation R, de dimension (3 × 3) dans ce cas, relie les variables corrélées X , Y , Z
et celles non corrélées X˜ , Y˜ , Z˜ . Cette matrice orthogonale contient les informations relatives à
l’orientation des axes de l’ellipsoïde d’erreur lié aux variables X , Y , Z . Les longueurs des axes
principaux de l’ellipsoïde, quant à elles, correspondent aux racines carrées des valeurs propres de
la matrice Σx x , dans le cas où le niveau de confiance est fixé à 1σ.
Mise en œuvre pratique Dans la pratique, il convient de déterminer un ensemble de points
caractéristiques à la surface de l’ellipsoïde, en s’appuyant sur l’évaluation des valeurs et vecteurs
propres de la matrice de variances-covariances Σx x . Cette décomposition matricielle
4 est telle
que Σx x V = V D, où V est une matrice carrée dont les colonnes sont les vecteurs propres de Σx x ,
et D est une matrice diagonale dont les coefficients diagonaux sont les valeurs propres. Pour un
niveau de confiance à 1σ (k = 1), les coordonnées des points de surface se calculent selon :
pointsellipsoïde =
 x0y0
z0
+ k V D1/2
 sinϕ cosθsinϕ sinθ
cosϕ
 (5.2)
avec (x0, y0, z0) les coordonnées du centre de l’ellipsoïde. Les angles ϕ et θ sont à faire varier
selon un pas choisi, de telle sorte que ϕ ∈ [0;pi] et θ ∈ [0;2pi[.
4. La fonction eig de Matlab peut être utilisée à cet effet.
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Éléments statistiques exploitables à l’issue de l’ajustement
À l’issue de l’ajustement, deux matrices de variances-covariances sont exploitables en vue de tracer
des ellipses ou ellipsoïdes d’erreur :
— la matrice Σx x relative aux inconnues, à savoir les paramètres des multiples transforma-
tions par rapport au système de référence dans notre cas
— la matrice Σl˜ l˜ relative aux observations compensées, ici les coordonnées des points de
jonction exprimées dans les repères initiaux de leurs nuages de points respectifs.
Ces matrices contiennent des informations statistiques intéressantes, néanmoins pour chacune
d’elles, certains arguments s’opposent à leur utilisation directe :
La matrice Σx x fournit les incertitudes, pour chaque nuage de points transformé, relatives
aux paramètres de sa transformation. Aussi, ces informations permettent de qualifier le
recalage de chaque nuage de points mobile. Pour autant, la visualisation conjointe de ces
grandeurs seules n’est pas intuitive, les unités des paramètres étant en outre différentes.
C’est pourquoi ces informations nécessitent d’être combinées à d’autres données et rap-
portées en un point, comme le barycentre du nuage de points par exemple, afin de les
faire transparaître sous la forme d’indicateurs de précision.
Notons qu’une alternative pour la représentation d’indicateurs de précision rattachés à
chaque nuage de points, consisterait à ne retenir que les incertitudes sur les paramètres
de translation pour le calcul des ellipses ou ellipsoïdes d’erreur. Bien que ne faisant pas
intervenir les incertitudes sur les paramètres de rotation, une telle approche permet d’ores
et déjà un aperçu global des incertitudes relatives au déplacement de chaque nuage de
points dans l’espace.
Pour ce qui est des observations compensées, la représentation d’ellipses de confiance au
niveau des points de jonction a du sens en vue d’interpréter les résultats obtenus. À
l’échelle d’un nuage, cela permet d’observer une tendance quant à la confiance à accorder
à ces différents points, mais aussi de distinguer rapidement un point à exclure éventuel-
lement du calcul (d’autres critères peuvent être observés à cet effet).
Cependant, les incertitudes contenues dans la matrice Σl˜ l˜ qualifient les coordonnées lo-
cales de ces points de jonction. Afin de tenir compte également des incertitudes relatives
aux paramètres du recalage, il semble plus judicieux de rapporter les incertitudes sur les
observations compensées (c’est-à-dire sur les points de jonction) dans le repère final ou
de référence. Dans ce cas néanmoins, un point de jonction étant observé depuis n nuages,
n ellipses risquent de se superposer en un même lieu. Il convient donc à ce moment d’ob-
server les ellipses d’erreur sur les points de jonction pour chaque nuage individuellement,
et non pour l’ensemble des nuages du projet.
La transmission des incertitudes (voir Chapitre 2) contenues dans les matrices de variances-
covariances précédemment citées, vers des points représentatifs, s’avère donc nécessaire.
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Transmission d’incertitudes en vue du tracé des indicateurs
Afin de propager les incertitudes relatives aux paramètres de transformation, connues à travers
la matrice Σx x , il convient de se rapporter à l’équation générique 4.1 de la similitude spatiale
donnée dans le Chapitre 4, et rappelée ici en changeant les indices des points :
X global = µ R X local + t
Ici, les coordonnées X global sont les coordonnées d’un point quelconque (point de jonction, ba-
rycentre du nuage ou tout autre point du nuage) exprimées dans le repère final du nuage de ré-
férence, tandis que X local désigne les coordonnées de ce même point dans le repère local propre
à son nuage d’origine. Au sein de cette équation, les paramètres de transformation µ, R et t sont
entachés d’incertitudes, mais tel est aussi le cas des coordonnées de départ X local . Dans la pra-
tique, afin d’effectuer une transmission d’incertitudes au niveau des coordonnées X global et d’en
déduire la matrice de variances-covariances ΣX global , il est nécessaire d’additionner les facteurs
d’influence, de telle sorte que :
ΣX X global = J1 Σx x J
T
1 + J2 ΣX X local J
T
2 (5.3)
avec J1 la matrice contenant les dérivées partielles de X global par rapport aux paramètres µ, R et
t, et J2 = µR la Jacobienne de X global par rapport à X local .
En vue de représenter les ellipses ou ellipsoïdes d’erreur au niveau des points de jonction, la
matrice Σl˜ l˜ pour les observations compensées peut être utilisée en lieu et place de ΣX X local dans
l’équation précédente. Concernant la seconde idée qui consiste à représenter un indicateur de pré-
cision par nuage de points au niveau du barycentre de celui-ci, il conviendrait alors d’estimer une
précision des coordonnées de ce barycentre dans son repère local, à renseigner ici encore à travers
la matrice ΣX X local . Ces pistes constituent des perspectives de développement non négligeables à
intégrer à l’algorithme proposé, en vue d’appuyer davantage les analyses de qualité.
5.3.3 Indicateurs de fiabilité
Les indicateurs de fiabilité, à distinguer des ellipses et ellipsoïdes d’erreur, sont davantage destinés
à la détection d’éventuelles fautes dans les observations, ainsi qu’au contrôle de la cohérence
entre les observations et le modèle d’ajustement défini. Le critère des moindres carrés tendant à
minimiser les résidus sur les observations, et donc à répartir de façon homogène de potentielles
fautes, celles-ci ne sont pas forcément décelables de prime abord. Ces indicateurs peuvent ainsi
aider à la prise de décision dans les cas complexes, où ils serviront de critères pour l’élimination
automatique de fautes au sein d’un calcul itératif.
La fiabilité d’un calcul d’ajustement dépend principalement du nombre d’observations redon-
dantes impliquées, ainsi que de la configuration géométrique du réseau. La plupart des indicateurs
de fiabilité, dont quelques-uns sont introduits dans les paragraphes qui suivent, sont déduits de
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la matrice des cofacteurs des résidus Qvv . Notons que celle-ci a pour expression, dans le cas d’une
compensation selon l’approche généralisée :
Qvv = Ql l B
T M (I−A Qx x AT M) B Ql l (5.4)
Erreurs résiduelles normées
La détermination des erreurs résiduelles normées, notées wi , permet de détecter de potentielles
erreurs grossières indépendamment des poids attribués aux observations. L’analyse des résidus
vi seuls, estimés à l’issue du calcul de compensation (équation 4.27), est en effet faussée par la
présence de poids dont dépendent également ces résidus. À l’image des résidus vi , les erreurs
résiduelles normées suivent une loi normale, et s’expriment à partir des vi ainsi que de leur
matrice des cofacteurs Qvv :
wi =
vi
σvi
=
vi
σ0
p
qvi vi
(5.5)
La détection d’éventuelles fautes s’effectue par comparaison des valeurs de wi entre elles ainsi
qu’avec un seuil k. Si |wi| > k, alors l’observation associée présente une erreur grossière, le
cas échéant si wi se situe sous le seuil, cette observation est considérée comme statistiquement
correcte (on dit qu’elle entre dans la norme). Le seuil est généralement choisi tel que 2, 5 ¶
k ¶ 3, 5, sachant qu’il y a 99% de chance pour qu’une observation soit correcte lorsque l’erreur
résiduelle normée associée est inférieure au seuil k = 3,5.
Remarque Le calcul des erreurs résiduelles normées a été implémenté dans la solution de reca-
lage. L’efficacité des analyses qui en découlent est abordée dans le dernier chapitre de ce manus-
crit, dans la partie consacrée à l’estimation robuste dans le cas de jeux de données bruités.
Autres indicateurs de fiabilité
D’autres indicateurs de fiabilité sont répandus, et apparaissent dans les logiciels d’ajustement de
réseaux géodésiques notamment. Le Tableau 5.4 résume quelques-uns de ces indicateurs, non im-
plémentés actuellement dans la solution proposée, mais dont l’ajout serait aisément envisageable.
Ce tableau reprend de manière synthétique le calcul de ces indicateurs, ainsi que l’analyse qu’ils
permettent d’effectuer. Des compléments à ce sujet sont disponibles dans l’ouvrage de [Luhmann
et al., 2013].
Notons que les trois premiers indicateurs figurant dans le Tableau 5.4 permettent de contrôler
la fiabilité de chaque observation individuellement, à l’image des erreurs résiduelles normées
introduites précédemment. L’indicateur de fiabilité externe∇x quant à lui, se rapporte davantage
à la fiabilité des résultats de la compensation, c’est-à-dire aux inconnues.
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Dénomination et
notation de
l’indicateur
Méthode de calcul Interprétation
Fiabilité locale zi
(ou redondance
partielle)
zi =
qvi vi
qli li
avec :
qvi vi cofacteur du résidu vi
qli li le cofacteur de
l’observation li
• Traduit la contribution de la i-ième observation à
la surdétermination du réseau (fonction du poids
de l’observation et de la géométrie du réseau).
• Grandeur adimensionnelle variant entre 0 et 1
(pourcentage) : plus zi est grand, plus l’observa-
tion est « contrôlée ».
• Une faute sur une observation dont zi = 0 ne
pourra pas être détectée.
• La somme des zi doit être égale à la redondance
totale, soit
∑
zi = q0 − u0.
Ordre de
grandeur d’une
faute probable gi
gi = − vizi
• Si l’observation li est une faute probable (lorsque
|wi|> k), gi permet d’estimer l’ordre de grandeur
de cette faute.
• La précision d’estimation de gi est meilleure pour
une observation li bien contrôlée.
Fiabilité interne
∇li
(ou faute détectable)
∇li = σlipzi δ
avec :
δ le déplacement du centre
de la distribution normale, en
présence d’une faute grossière
• Représente la plus petite faute détectable au ni-
veau d’une observation donnée, ou la valeur limite
d’une faute non détectable.
• Plus une faute est importante, plus sa probabilité
d’être ignorée devient faible.
Fiabilité externe
∇x
∇x =
(AT M A)−1 AT M ∇li
avec :
A matrice Jacobienne par
rapport aux inconnues
M matrice de poids
équivalente (propre à
l’approche généralisée)
• Critère relatif à la fiabilité des inconnues : indique
l’influence exercée par les fautes non détectées les
plus défavorables sur les inconnues.
• Pour chaque observation li , la valeur la plus défa-
vorable d’une faute non détectée ∇li est utilisée
pour estimer ∇x . Le vecteur estimé traduit alors
les influences provoquées sur l’ensemble des in-
connues par cette faute non détectée ∇li .
• Inversement, pour chaque inconnue il est possible
de calculer autant de valeurs de ∇x qu’il y a d’ob-
servations, chaque valeur dépendant d’une obser-
vation.
Tableau 5.4 - Quelques indicateurs de fiabilité calculables à l’issue d’une compensation, ainsi
que leur signification quant à la fiabilité des observations ou du modèle.
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Tests statistiques En complément de ce panel d’indicateurs de fiabilité, un certain nombre de
tests statistiques permettent d’étudier la cohérence des résultats obtenus à l’issue d’un ajustement.
L’objectif d’un test statistique est de confirmer ou d’infirmer une hypothèse formulée a priori, ap-
pelée hypothèse nulle et notée H0. De manière générale, il permet d’évaluer l’adéquation, l’ho-
mogénéité ou l’indépendance entre un jeu de données et une loi de probabilité, ou entre deux
variables aléatoires. Ces tests statistiques peuvent suivre différentes distributions. Parmi ceux-ci,
le test du χ2 peut être cité.
Appliqué au cas de l’ajustement, le test global du χ2 est intéressant en vue d’évaluer la cohérence
entre le modèle stochastique initialement défini (variance a priori s0), et les incertitudes effectives
déterminées sur les mesures (variance a posteriori σ0). Cette observation constitue l’hypothèse
nulle, et le modèle stochastique a priori est jugé cohérent lorsque l’inégalité suivante est vérifiée :
s20
σ20
¶
χ2p (r)
r
(5.6)
Dans cette équation,
— r représente le nombre de degrés de liberté, en l’occurrence il s’agit de la redondance du
modèle fonctionnel telle que r = q0 − u0
— χ2p (r) est une valeur tirée de la table de la loi du χ
2 à r degrés de liberté, pour un niveau
de confiance (pourcentage p) choisi.
Dans l’optique d’intégrer une pondération propre à chaque jeu de données dans l’algorithme pro-
posé, ce test semble approprié afin d’évaluer la cohérence de la pondération mise en place en
amont des calculs. Notons que ce type de test permet un contrôle global du modèle de compen-
sation, mais ne fournit pas d’information quant à la fiabilité individuelle des observations. Aussi,
la détection de fautes potentielles dans les observations passe par l’analyse des tests individuels
évoqués plus tôt dans ce paragraphe.
5.4 Quantification de l’apport du recalage en bloc
Un dernier aspect relatif à l’évaluation de l’approche développée concerne les avantages du re-
calage global vis-à-vis d’un recalage séquentiel, ou par paires successives. Instinctivement, les
intérêts de procéder à un recalage en bloc semblent évidents (voir la Figure 4.4 du Chapitre 4),
pour éviter l’accumulation des erreurs de recalage notamment. L’objectif de cette dernière section
est de visualiser et de quantifier ces améliorations, en s’appuyant sur des configurations de levé
particulières.
5.4.1 Aperçu des configurations
Afin d’étudier les impacts d’un recalage séquentiel, les configurations de levé en boucle et en
antenne sont particulièrement adaptées, du fait de l’enchaînement des stations de numérisation.
Les jeux de données employés sont ici présentés, et les objectifs précis de ces tests sont exposés.
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Jeu de données et simulations
Le jeu de données retenu pour ces analyses est le jeu de donnée B (déambulatoire de l’église).
Pour rappel, ce jeu de données est composé de neuf stations de numérisation (numérotées de 1 à
9) reliées entre elles par 13 sphères (nommées par les lettres a à m), tel que visible sur la Figure
5.11a. Parmi les 13 sphères placées dans l’environnement à numériser, les coordonnées de huit
d’entre elles ont été déterminées par tachéométrie, en vue d’un géoréférencement dont l’intérêt
ici sera l’établissement d’écarts absolus. Ces sphères connues en coordonnées dans un référentiel
global sont matérialisées par des triangles sur les illustrations de la Figure 5.11.
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Figure 5.11 - Configuration initiale comprenant toutes les observations possibles (a), puis confi-
gurations en boucle (b) et en antenne (c), prises en compte lors des tests visant à établir les
bénéfices du recalage global.
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Afin de simuler un réseau en boucle puis en antenne à partir de ce jeu de données réel, quelques
modifications ont été effectuées :
— Pour simuler un réseau bouclé, certaines liaisons redondantes entre des stations éloignées
ont été supprimées (Figure 5.11b). Tel est le cas des observations de la sphère j depuis
les stations 1 et 3, qui créent de l’intervisibilité entre les parties opposées du réseau et
rigidifient ce dernier.
— Le réseau en antenne est obtenu en supprimant, dans la configuration précédente, toutes
les observations qui lient la première et la dernière station de numérisation (stations 1 et
9). La dernière configuration ainsi obtenue, non refermée, est visible sur la Figure 5.11c.
Définition des objectifs
Les expériences proposées dans cette dernière section visent principalement à répondre à deux
questions :
1. Les méthodes de recalage global et séquentiel permettent-elles l’obtention de résultats
stables face à la modification de certains facteurs dans le réseau de stations? Par exemple,
l’emplacement de la station prise comme référence ou l’ordre dans lequel les nuages de
points sont ajoutés ont-ils une influence sur le recalage final ?
2. On émet l’hypothèse que les résultats fournis par les méthodes de recalage global et sé-
quentiel sont différents, cependant les écarts observés sont-ils réellement significatifs? Si
tel est le cas, quelle stratégie est la plus fiable en matière de précision?
5.4.2 Stabilité des méthodes de recalage vis-à-vis de certains fac-
teurs
Afin de répondre à la première question soulevée, l’idée de ces tests est de confronter les coordon-
nées des cibles suite à différents recalages, réalisés en faisant varier certaines caractéristiques.
Modification de la station de référence
Le nuage de référence est celui dont le repère local définit le référentiel de destination pour
l’ensemble des nuages de points à recaler. Dans le cas d’un recalage séquentiel, ce nuage de
référence matérialise le nuage de départ sur lequel sont greffés successivement les nuages mobiles
avoisinants. Pour observer l’influence d’un changement de nuage de référence sur les coordonnées
recalées des cibles, trois cas de figure ont été envisagés en plaçant ce nuage :
1. soit au niveau de la première ou de la dernière station (1 ou 9), représentant les extré-
mités du cheminement en antenne.
2. soit au niveau de la station 5, qui se situe au milieu du cheminement en antenne.
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Procédé Après recalage en utilisant chacun des trois nuages retenus comme références suc-
cessives, les coordonnées des cibles sont exprimées dans chacun des trois référentiels respectifs,
et ne sont de fait pas directement comparables. Il est donc nécessaire de les rapporter dans un
référentiel commun, de préférence externe à ces trois stations de référence afin d’écarter tout
risque de corrélation. À cet effet, chaque jeu de données est géoréférencé suite au recalage mis
en place. Pour ce faire, l’ensemble des points d’appui connus dans le repère global sont utilisés, le
but n’étant pas de déterminer des exactitudes suite au géoréférencement mais plutôt de comparer
les coordonnées géoréférencées. Ces tests sont réalisés pour chacune des deux approches de
recalage confrontées, et avec chacune des deux configurations de réseau considérées.
Résultats En fonction de la méthode de recalage appliquée (en bloc ou séquentielle), les obser-
vations suivantes ressortent :
Suite au recalage en bloc, quelle que soit la station de référence fixée (station 1, 5 ou 9), et
quelle que soit la configuration du réseau de stations (boucle ou antenne), les coordon-
nées géoréférencées sont toujours exactement les mêmes. Ainsi le changement de nuage
de référence au sein du réseau de station n’a pas d’influence sur les liens entre stations et
donc sur le recalage global. En outre, l’observation des précisions calculées individuelle-
ment pour chaque nuage de points à l’issue du recalage global appuie ces propos : en effet,
ces précisions ne varient pas pour chacun des nuages, quel que soit le nuage de référence
choisi.
Suite au recalage séquentiel, en revanche, des différences au niveau des coordonnées géo-
référencées sont observées, en fonction du nuage de référence utilisé au moment du re-
calage. Ces écarts, de l’ordre de quelques millimètres, sont variables selon le couple de
stations de référence confrontées 5. Aucun systématisme n’est mis en évidence. Les com-
paraisons font également ressortir des écarts différents en fonction de la configuration des
stations, bouclée ou en antenne.
Modification de l’ordre d’ajout pour un recalage séquentiel
Dans le cadre d’un recalage séquentiel, partant d’une station de référence considérée fixe, les
stations adjacentes peuvent être ajoutées au système de référence selon des ordres aléatoires,
sous la seule condition d’un recouvrement suffisant. Dans le cas d’une configuration bouclée,
deux sens de parcours du réseau de stations sont envisageables (sens horaire ou sens trigonomé-
trique). L’ordre selon lequel les nuages sont ajoutés au projet dépend de ce sens : par exemple
pour la configuration représentée sur la Figure 5.11b, la station 1 étant prise comme référence,
il est possible d’ajouter en premier lieu le nuage 2 (sens de parcours trigonométrique du réseau),
ou alors le nuage 9 (sens de parcours horaire).
L’objectif est d’analyser si, partant d’un même nuage de référence, l’ordre d’ajout des nuages
(ou le sens de parcours du réseau de stations) a une influence sur les coordonnées des cibles
après recalage. Les coordonnées observées ici ne sont pas géoréférencées, mais exprimées dans les
5. On confronte par exemple le cas où la station de référence est en 1 avec celui où 5 est station de référence, et
ainsi de suite.
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repères locaux propres aux nuages choisis comme références. Pour un même nuage de référence,
les deux sens de parcours envisageables peuvent être confrontés par simple comparaison des
coordonnées d’un même point. Notons que ce test n’a pas de sens pour un recalage global, au
cours duquel les nuages de points sont consolidés simultanément, sans question d’ajout successif
des stations de numérisation.
Cas de la configuration bouclée L’influence de l’ordre d’ajout des stations est observée pour
la configuration bouclée (Figure 5.11b) en partant des trois nuages de référence définis dans le
paragraphe précédent (stations 1, 5 et 9). Les illustrations de la Figure 5.12 représentent graphi-
quement les écarts observés entre les coordonnées de mêmes cibles, à l’issue de recalages séquen-
tiels menés dans chacun des deux sens de parcours. Chaque figure correspond à une station de
référence différente, parmi les trois retenues.
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Figure 5.12 - Visualisation graphique des écarts au niveau des cibles pour des recalages séquen-
tiels, lorsque l’ordre d’ajout des nuages de points est modifié. Les cercles sont proportionnels aux
écarts, et la configuration bouclée est observée en prenant comme nuage de référence respective-
ment les nuages 1 (a), 5 (b) puis 9 (c).
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Il ressort tout d’abord que l’ordre d’ajout des stations a effectivement une influence lors d’un
recalage séquentiel, étant donné que des écarts entre les coordonnées des cibles, de l’ordre de
quelques millimètres, sont présents. Cette observation est valable quel que soit le nuage de réfé-
rence choisi, bien que les écarts entre les deux sens de parcours du réseau ne soient pas identiques
dans les trois cas de figure retenus. Concernant la répartition de ces écarts, les plus élevés sont
visibles à l’opposé de la station de référence. Cette dérive entre les deux sens de parcours s’ex-
plique par l’accumulation des erreurs à mesure du recalage par paires. Une analyse plus complète
de ces écarts montre également qu’ils sont essentiellement altimétriques. En moyenne, la compo-
sante altimétrique est deux à trois fois plus importante que la composante planimétrique.
Cas de la configuration en antenne Dans ce cas, établir le nuage de référence au niveau de
la station 5 offre la possibilité de recaler en premier lieu soit la branche composée des stations
4 à 1, soit celle composée des stations 6 à 9. Selon le même principe qu’énoncé précédemment,
un recalage séquentiel est effectué pour chacune de ces options, et les coordonnées des cibles
identiques respectivement obtenues sont comparées. Ici encore, des écarts apparaissent entre les
coordonnées de points identiques, cependant ils sont plus faibles que ceux observés précédem-
ment, n’excédant pas 4 mm. Cette constatation s’explique probablement par la présence du nuage
de référence au centre du réseau en antenne. Ceci évite le parcours de ce réseau dans sa globalité,
d’une extrémité à l’autre, et offre ainsi davantage de stabilité.
Conclusions
Le recalage global offre une méthode de calcul plus stable que le recalage séquentiel. En ef-
fet, quelle que soit la station utilisée comme référence, les coordonnées géoréférencées des points
de jonction sont les mêmes. Ainsi, le réseau se comporte de manière identique face au recalage
global, ne souffrant d’aucune déformation. Les paramètres de transformation sont certes diffé-
rents lorsque le nuage de référence change, cependant les précisions déterminées pour chaque
nuage de points à l’issue du calcul sont identiques. Néanmoins, il est possible d’apporter des modi-
fications internes à la géométrie du réseau, en ajoutant les coordonnées de certaines cibles utiles
au géoréférencement, et en fixant des contraintes sur ces coordonnées de référence.
À l’inverse, un recalage séquentiel (par paires successives) est sensible aux changements internes
au réseau de stations, à savoir :
— Le choix du nuage de référence impacte les résultats finaux d’un recalage séquentiel. Les
déformations induites entre les stations du réseau varient également en fonction de l’em-
placement de la station de référence.
— Modifier l’ordre d’ajout des stations successives produit également des différences du point
de vue des résultats. Les écarts calculés au niveau d’un réseau bouclé, lorsque les stations
sont ajoutées suivant un sens de parcours ou l’autre, sont plus importants à mesure que
l’on s’éloigne de la station de référence. Bien que plus faibles, des écarts sont également
observés pour la configuration en antenne, en fonction de l’ordre du recalage des nuages
adjacents.
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Procéder à un recalage séquentiel ne permet donc pas d’assurer l’obtention d’un résultat constant,
selon les conditions mises en place.
5.4.3 Quantification de la dérive
Jusqu’à présent, les résultats fournis par une même méthode de recalage (globale ou séquentielle)
mais dans des conditions différentes ont été confrontés. Après avoir observé le manque de stabilité
d’un recalage séquentiel, on peut s’attendre à obtenir des résultats différents en comparaison avec
un recalage global. Il convient donc dans un second temps d’observer la répartition des différences
entre les deux méthodes de recalage, et d’essayer de quantifier ces différences.
Écarts relatifs entre les deux approches
Dans l’optique de confronter les résultats d’un recalage global avec ceux d’un recalage séquentiel,
les coordonnées des cibles formant des points de jonction entre nuages individuels sont à nouveau
utiles. Il est possible de déterminer des écarts relatifs entre les deux méthodes, en s’appuyant
lors des calculs sur une même station de référence, afin d’obtenir des coordonnées directement
comparables. Les illustrations de la Figure 5.13 reprennent graphiquement les écarts obtenus, en
fonction de la configuration de réseau considérée et pour différentes stations de référence.
Analyses Quelle que soit la configuration considérée (bouclée ou en antenne), ces figures
confirment la présence de différences entre les deux stratégies de recalage confrontées. Les
écarts observés varient de moins d’un millimètre à un peu plus d’un centimètre (1,5 cm sur la Fi-
gure 5.13c), avec des valeurs moyennes comprises entre 1 et 6 mm, en fonction du cas de figure
considéré. Les écarts les plus élevés se situent toujours majoritairement à l’opposé de la station
de référence. Ici encore, l’accumulation des erreurs lors d’un recalage séquentiel constitue
une hypothèse tangible pour expliquer ce phénomène. De même, la plupart des écarts présentent
une composante élevée selon la direction Z, mais sont faibles en planimétrie. Néanmoins, cette
constatation n’est pas récurrente pour l’ensemble des écarts calculés, comme c’était le cas plus tôt
lors de l’analyse relative à l’ordre d’ajout des nuages de points.
Observations relatives à la configuration du réseau Au-delà des analyses précédentes, il res-
sort sur les illustrations de la Figure 5.13 que les écarts observés entre les deux méthodes de
recalage sont plus importants pour la configuration en antenne, que pour la configuration
bouclée. Une telle constatation est prévisible, du fait de l’absence de redondance entre le der-
nier nuage de points recalé et celui du départ pris comme référence, dans le cas d’un réseau en
antenne. Néanmoins, le manque général de rigidité au sein d’un tel réseau de stations est égale-
ment susceptible d’avoir une influence sur le recalage global. Des analyses supplémentaires sont
nécessaires pour confirmer cette hypothèse.
Sur la base de ces seuls écarts relatifs, il n’est en effet pas possible d’affirmer qu’un recalage global
est plus précis qu’un recalage séquentiel. Des observations indépendantes sont requises à cet effet,
selon les modalités exposées dans le paragraphe suivant.
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Figure 5.13 - Visualisation graphique des écarts relatifs calculés au niveau des cibles, suite à un
recalage global et à un recalage séquentiel effectués avec un même nuage de référence. Les cercles
sont proportionnels aux écarts. Cas des configurations : (a) bouclée avec station de référence en
1, (b) bouclée avec station de référence en 5, (c) en antenne avec station de référence en 1, (d)
en antenne avec station de référence en 5.
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Écarts absolus suite au géoréférencement
La détermination d’écarts absolus, par rapport à des grandeurs de référence externes, est néces-
saire en vue de valider la méthode de recalage la plus satisfaisante. Dans cette optique, procéder
au géoréférencement de chacun des cas de figure envisageables offre la possibilité de confron-
ter les coordonnées des cibles géoréférencées, avec les coordonnées tachéométriques de référence
disponibles pour 8 des 13 cibles.
Contraintes Toutes les stratégies adoptables pour la transformation vers un référentiel général
ne sont pas pertinentes, dans le cadre de ce dernier test :
Le géoréférencement individuel de chacune des configurations, effectué sur la base des co-
ordonnées des cibles recalées par l’une ou l’autre approche, fausserait la pertinence des
analyses. En effet, le calcul de minimisation visant à déterminer les paramètres de trans-
formation optimaux, tend à minimiser les écarts sur l’ensemble des points d’appui utilisés.
Ainsi, même s’il était possible d’observer des écarts plus ou moins importants selon la
configuration et la stratégie de recalage, la répartition de ces écarts serait davantage liée
à la précision des coordonnées : du fait de la compensation effectuée sur l’ensemble des
points d’appui, cette répartition ne traduirait pas la potentielle dérive observable.
Définir une matrice de géoréférencement de référence, en s’appuyant par exemple sur la
configuration complète initiale (Figure 5.11a) traitée à l’aide d’un recalage global, est
également discutable. La corrélation des résultats fournis par cette méthode globale de
recalage pour les deux autres configurations (bouclée et en antenne) est dans ce cas évi-
dente. Le risque dans ce cas est d’avantager les résultats fournis par la méthode globale,
par rapport à ceux issus d’un recalage séquentiel.
Il convient donc de déterminer une transformation de référence en direction du repère général
selon une autre approche, indépendante de chacun des cas de figure pris en compte. Au vu de
la Figure 5.11a, les stations 1 et 9 possèdent chacune suffisamment de points d’appui connus en
coordonnées (six pour la station 1, et quatre pour la station 9) afin de déterminer des matrices
de transformations. Les transformations ainsi déterminées, bien que non optimales car ne tenant
pas compte de l’ensemble du réseau de stations, ne sont tributaires d’aucune configuration,
ni d’aucune méthode de recalage puisqu’elles s’appuient respectivement sur un unique jeu de
points. De cette façon, elles n’avantagent ni l’une ou l’autre méthode de recalage, ni l’une ou l’autre
des configurations, lors de l’analyse des résidus calculés par rapport aux données de référence.
Résultats Suite aux recalages respectifs des configurations bouclée et en antenne, par recalage
global puis par recalage séquentiel, le géoréférencement des coordonnées de cibles ainsi obte-
nues a été effectué à l’aide de la matrice de référence issue de la station 1. Le nombre de points
d’appui plus élevé pour cette station a motivé ce choix, pour l’obtention des résultats présen-
tés ici. Néanmoins, des tendances similaires sont observées, lorsque les résultats sont dérivés du
cas où la matrice de géoréférencement associée à la station 9 est utilisée. Les écarts 3D calculés
entre les coordonnées géoréférencées des cibles et les coordonnées tachéométriques de référence
sont représentés graphiquement sur les illustrations de la Figure 5.14. Pour chacun des recalages
effectués au préalable, la station 1 est donc fixée comme référence.
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Figure 5.14 - Visualisation graphique des écarts absolus calculés entre les coordonnées géoréfé-
rencées des cibles, et les coordonnées tachéométriques prises comme références. Les cercles sont
proportionnels aux écarts. Cas du recalage séquentiel des configurations bouclée (a) et en antenne
(b), puis du recalage global des configurations bouclée (c) et en antenne (d). La station 1 constitue
la station de référence pour les recalages respectifs effectués en amont des géoréférencements.
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Les écarts absolus observés suite à un recalage par paires successives sont en moyenne plus élevés
que suite à un recalage global. Ce dernier test permet donc de montrer que le recalage global,
prenant en compte le réseau de stations dans sa globalité, fournit des résultats plus exacts
qu’un recalage séquentiel. Cette dernière méthode laisse apparaître une dérive des stations de
numérisation, à mesure que l’on s’éloigne de la station fixe de référence. Dans le cas d’un recalage
global, la répartition des écarts est plus homogène sur l’ensemble des cibles considérées.
En ce qui concerne la configuration du réseau de stations, il ressort que le réseau bouclé souffre
moins du phénomène de dérive que la configuration en antenne. Une telle constatation est pré-
visible, du fait de l’absence de redondance entre le dernier nuage de points recalé et celui de
départ pris comme référence, dans le cas d’un réseau en antenne. En outre, ces constatations sont
vérifiées également suite à un recalage global, qui malgré sa stabilité de calcul ne peut compenser
le manque de rigidité interne d’un réseau en antenne.
Remarques générales
Les premières analyses (sous-section 5.4.2) ont permis de souligner que la consolidation par
paires offrait des résultats variables, en fonction de l’ordre d’ajout des nuages de points.
Pour autant lors de ces derniers tests (sous-section 5.4.3), un unique sens de parcours a
été considéré (l’ordre logique d’ajout des indices de stations, pour le réseau bouclé). Les
écarts observés sont bien entendu différents lorsque le sens opposé est retenu. Néanmoins,
les conclusions qui ressortent sont les mêmes dans les deux cas de figure : le recalage
séquentiel conduit bien à l’accumulation des erreurs au fil des stations ajoutées.
Les résultats obtenus par le biais des analyses mises en place penchent en faveur du reca-
lage global, du point de vue de la précision. Outre sa stabilité qui a été démontrée par
les premiers tests, les différences observées par la suite entre recalage global et recalage
séquentiel peuvent néanmoins sembler assez faibles, n’excédant parfois pas quelques
millimètres. Il semble important de souligner ici que le jeu de données utilisé en est pro-
bablement la raison, car les sphères employées pour procéder au recalage matérialisent
des points stables. Le phénomène d’accumulation des erreurs lors d’un recalage séquen-
tiel serait potentiellement amplifié, si des entités détectées automatiquement, davantage
entachées d’erreurs, étaient utilisées pour établir les jonctions entre stations.
De même, l’emploi de ces sphères explique sûrement la prépondérance de la compo-
sante altimétrique des écarts, constatée dans la plupart des cas. En effet, la répartition
planimétrique de ces cibles dans l’espace numérisé est plus satisfaisante que leur réparti-
tion altimétrique, ces dernières se trouvant à des hauteurs sensiblement identiques.
180
5.4. Quantification de l’apport du recalage en bloc
Conclusions du chapitre 5
Sur la base de trois jeux de données réels sélectionnés pour leurs pro-
priétés diverses, ce chapitre a permis de montrer que l’algorithme proposé
converge vers une solution la plus probable pour la détermination simulta-
née de (n− 1) jeux de paramètres de transformation.
À l’issue du recalage en bloc, une approche explicite pour le calcul de rési-
dus au niveau des points de jonction impliqués dans le calcul a été détaillée.
Les résultats obtenus à cet égard ont été confrontés à ceux fournis par des
logiciels dédiés à la consolidation de nuages de points. La comparaison
de ces résultats pour des jeux de données identiques a permis de valider
l’algorithme développé sur la base de résultats similaires.
Des critères visuels peuvent être mis en place afin d’évaluer qualitativement
le recalage global réalisé. À cet effet, des coupes dans les nuages de points
recalés peuvent être réalisées. L’observation des ellipsoïdes d’erreur traduit
certains critères statistiques, notamment la confiance à accorder aux points
de jonction ou aux nuages recalés, selon la visualisation retenue.
L’intérêt de procéder à un recalage global plutôt qu’au recalage séquentiel
de multiples nuages a été mis en évidence, pour ce qui est de la stabilité
du calcul et de l’invariance à certains critères propres au réseau de stations
notamment. Cet avantage a également été évalué de manière quantitative
sur un jeu de données le permettant.
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Un dernier volet de ces travaux de thèse s’intéresse à l’intégration de données issues de capteurs
différents au sein d’un même projet de numérisation tridimensionnelle. Comme évoqué dans le
premier chapitre de ce manuscrit, cette intégration peut s’opérer à différents niveaux : au moment
de l’acquisition si les données brutes sont considérées, ou lors d’étapes de post-traitement. Ce
dernier chapitre se concentre sur la partie post-traitement des données hétérogènes.
L’hétéroscédasticité d’un modèle désigne le fait que les observations qui constituent ce modèle
puissent posséder des précisions différentes, ce qui se traduit par des variances différentes. Cette
hypothèse, bien que n’étant pas prise en compte par l’ensemble des méthodes d’estimation, cor-
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respond souvent davantage à la réalité des observations. Dans ce cas de figure, deux stratégies
peuvent se justifier : l’introduction d’une pondération, ou de l’estimation robuste. Dans ce dernier
chapitre sont regroupés les développements mis en place ainsi que les pistes explorées pour la
prise en compte de l’hétérogénéité des données dans un projet de numérisation. Les extensions
et variantes exposées dans ce chapitre se rattachent essentiellement à l’étape du recalage des
données brutes, détaillée en amont dans ce manuscrit, en considérant ici des jeux de données
potentiellement entachés de fautes.
6.1 Gestion de l’hétérogénéité des données 3D
Dans cette première section, les problématiques qui se posent lors de la combinaison de nuages
de points hétérogènes sont rapidement rappelées. La question de la pondération des données est
ensuite abordée à travers quelques tests, et les modifications envisageables de l’algorithme ICP
sont finalement discutées.
6.1.1 Problématiques générales et rappels
Dans le Chapitre 1 (sous-section 1.3.2), il a été mentionné que les disparités entre jeux de données
provenant de différentes sources pouvaient d’une part être liées à leur technique d’acquisition, ou
encore à des déformations dues aux changements temporels ou de conditions entre deux acqui-
sitions. Comme rappelé dans [Mellado et al., 2016], cette hétérogénéité dans la provenance des
données se traduit par des différences en matière de :
Densité et niveau de détails : l’échantillonnage des points est variable d’un jeu de données
à l’autre, et certains détails ressortent mieux sur l’un ou l’autre des jeux de données.
Bruit et déformations : le bruit n’est pas un phénomène uniforme, et les nuages de points
issus de la lasergrammétrie seront par exemple moins affectés que les données acquises
avec un scanner à main standard.
Recouvrement : le taux de recouvrement entre les jeux de données n’est pas nécessairement
connu au préalable, et il peut varier de manière d’autant plus importante que les jeux de
données considérés couvrent des surfaces très différentes.
Échelle : la présence d’un facteur peut s’avérer nécessaire lorsque des nuages de points issus
de levés photogrammétriques sont utilisés sans avoir été mis à l’échelle au préalable.
Connectivité : cette information n’est pas nécessairement disponible lorsque les nuages de
points sont isolés.
Il est donc nécessaire que les stratégies d’intégration des données multi-sources soient robustes
face à ces variations propres à leurs propriétés géométriques. Un aperçu de la littérature
relative à l’intégration de nuages de points hétérogènes a été proposé à la fin du Chapitre 3. Pour
rappel, les méthodes couramment employées favorisent l’utilisation :
— de points d’intérêt et de descripteurs locaux, afin d’automatiser le recalage grossier des
données ;
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— de primitives naturelles, lorsque les différences de couverture des nuages sont impor-
tantes, ou lorsque les points de vue selon lesquels les nuages ont été acquis sont très
variables.
6.1.2 Pistes d’intégration en aval du recalage
Quel que soit le processus de recalage retenu en vue de combiner des données provenant de
différentes sources (approches conventionnelles décrites dans le Chapitre 3, ou l’une des stratégies
évoquées dans les paragraphes précédents), il est possible de gérer l’hétérogénéité des données
suite au recalage. Il s’agit alors d’une étape de fusion ou d’intégration à haut niveau, si l’on se
réfère à la classification établie au Chapitre 1. Deux pistes de réflexion principales se détachent
lors de l’étude de la littérature :
— le filtrage des données dans les zones de recouvrement ([Boström et al., 2008], [Mandl-
burger et al., 2017], [Zieher et al., 2018]) : l’idée dans ce cas est de lisser les disparités
qui existent entre les différents jeux de données, afin d’obtenir au final un jeu de données
unique et uniforme. L’objectif est de tirer le meilleur parti de chaque donnée individuelle,
en essayant de faire ressortir l’information la plus pertinente ou précise dans le modèle
final. Les données brutes d’origine sont cependant perdues, par lissage de l’information à
travers la suppression des points erronés et des redondances dans les zones de recouvre-
ments.
— la représentation multi-résolution ([Guidi et al., 2009], [Landes et al., 2015], [Mur-
tiyoso et al., 2017]) : au sein du modèle complet final, les différentes zones du projet sont
représentées selon des niveaux de détails distincts. Chaque niveau de détail permet de
faire ressortir uniquement l’information nécessaire, tandis que chaque méthode d’acquisi-
tion est mise en place dans les zones où ses avantages techniques pourront être le mieux
exploités. Les zones fiables, acquises avec une grande précision, sont ainsi davantage mises
en avant, et le modèle complet est allégé en simplifiant les zones moins pertinentes.
Ces approches sont discutées plus en détails dans l’Annexe I.
6.1.3 Influence de la pondération sur les résultats du recalage
De manière générale, la pondération peut être envisagée de deux manières :
— une pondération binaire permet d’écarter certaines correspondances ou certains points,
sur la base d’un critère de qualité utilisé pour juger de la fiabilité ou non de la correspon-
dance ou du point. Cette approche est particulièrement employée pour éliminer et filtrer
les fautes, quel que soit le contexte.
— une pondération « numérique » sert à assigner des poids variables aux données ou aux
correspondances, selon un ou plusieurs critères définis (qualité estimée, distance, etc.).
Dans l’optique de tenir compte de la provenance des données lors de leur consolidation, la seconde
approche de pondération permettant d’attribuer une valeur caractéristique à chaque nuage de
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points, voire à chaque point des nuages, est envisagée. Son introduction instinctive dans le modèle
d’estimation en bloc des paramètres de transformation a été détaillée dans le Chapitre 4. L’objectif
de cette sous-section est de valider ou d’infirmer l’intérêt de la pondération lors du recalage, en
observant son influence sur les résultats obtenus.
Essai appliqué à des nuages de points issus d’instruments différents
Données utilisées Pour ces premiers essais, un extrait du jeu de données B (déambulatoire
de l’église Saint-Pierre-le-Jeune à Strasbourg) présenté dans le Chapitre 5 a été utilisé. L’arrière
du chœur, bordé par le déambulatoire, est délimité par une succession de colonnes jumelées
disposées en arc de cercle. Ces colonnes sont surmontées de chapiteaux, éléments décoratifs dont
les moulures ont été considérées à part entière. Tandis que l’ensemble du déambulatoire et du
chœur ont été numérisés par lasergrammétrie terrestre, des nuages de points supplémentaires ont
été acquis au niveau des chapiteaux à l’aide d’un scanner à main.
Seule une partie des neuf nuages de points recalés, acquis avec le scanner terrestre Focus3D X330,
a été segmentée afin de limiter l’étendue du nuage global (Figure 6.1a). Ce nuage de points, four-
nissant un aperçu de la scène, doit être complété à l’aide du nuage de points local d’un chapiteau,
visible sur la Figure 6.1b. Quelques caractéristiques techniques propres aux instruments, mais
aussi relatives aux nuages de points utilisés, sont résumées dans le Tableau 6.1. Notons qu’en
l’absence de critères uniformes pour caractériser la précision des données dans les spécifi-
cations techniques fournies par les différents constructeurs, les informations relatives au bruit de
mesure ont été reprises en l’état des données constructeur.
Instrumentation
(Modèle et type)
FARO Focus3D X330
(Scanner laser terrestre)
FARO Freestyle3D X
(Scanner à main)
Portée recommandée 0,6 - 330 m 0,5 - 3 m
Bruit de mesure
(données constructeur)
0,3 à 0,4 mm @ 10 m 0,75 mm @ 1 m
Champ de vision 300° × 360° 45°× 59° @ 1 m
Nombre de points
dans les nuages utilisés
~ 7 millions ~ 5 millions
Zone couverte par
le nuage de points
Partie de l’arrière du chœur
composée de colonnes
(~10 m × 10 m)
Chapiteau d’une colonne
(~1.5 m × 1 m)
Tableau 6.1 - Spécificités des instruments et des nuages de points utilisés lors des tests relatifs
à la pondération des données.
Détection des points communs La détection automatique de points communs à l’aide des al-
gorithmes disponibles dans la librairie PCL [Rusu et Cousins, 2011] a été envisagée, et abordée
notamment dans le cadre d’un projet de recherche encadré (voir Contributions à l’enseignement).
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Le détecteur SIFT adapté aux données 3D a été utilisé en combinaison avec le descripteur FPFH
(Fast Point Feature Histograms). Les résultats n’ont cependant pas été concluants, en raison no-
tamment des différents paramètres (échelle, profondeur d’octree entre autres) à affiner afin d’ob-
tenir des appariements plausibles. Aussi, dans le cadre de ces premiers tests, quelques points jugés
proches dans les deux nuages de points ont été sélectionnés manuellement. La forme complexe
du chapiteau numérisé ne permet en effet pas la détection de primitives géométriques simples
dans le nuage de points associé.
Au total, cinq points ont été sélectionnés, dont la répartition est partiellement visible sur la Figure
6.1b (les autres points se trouvant à l’arrière du nuage de façon symétrique).
2 m
(a)
1 m
(b)
Figure 6.1 - Aperçu des nuages de points utilisés lors des tests relatifs à la pondération des
données, ainsi que de la répartition des points communs sélectionnés : (a) nuage de points de
la scène acquis par scanner laser terrestre, et (b) nuage de points d’un détail de construction
(chapiteau) acquis par scanner à main.
Définition de poids arbitraire L’idée dans un premier temps est d’attribuer aux points communs
sélectionnés des poids fixés arbitrairement. Les scanners à main, parmi lesquels le Freestyle3D
X utilisé ici, sont retenus pour la numérisation de zones détaillées du fait de la densité élevée de
points qu’ils offrent, ainsi que de leur maniabilité dans les zones difficiles d’accès. Néanmoins,
l’observation des données constructeur (Tableau 6.1) ainsi que les expérimentations me-
nées dans [Lachat et al., 2017c], montrent que les nuages de points issus du scanner à
main Freestyle3D X sont relativement bruités. Pour ces raisons, un poids égal à 1 leur a été
attribué, tandis qu’un poids p = 3 a été attribué aux données acquises à l’aide du scanner laser
terrestre, traduisant une confiance plus élevée accordée au nuage de points global.
Premiers résultats Deux critères ont été observés afin de juger des effets de la pondération : les
paramètres de transformation estimés, ainsi que les précisions a posteriori associées à ces
paramètres, contenues sur la diagonale de la matrice de variances-covariances Σx x (voir équa-
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tion 4.32, Chapitre 4). Les paramètres et précisions issus de l’estimation pondérée sont ensuite
comparés à ceux obtenus en introduisant une matrice de poids identité. Les constatations établies
sont les suivantes :
— Avec les poids introduits (uniformes pour un même nuage de points), les variations au
niveau des paramètres de transformation sont très faibles, voire insignifiantes, en compa-
raison à l’absence de pondération.
— L’introduction de poids non uniformes (variant entre les valeurs 2 et 4 pour les points ini-
tialement pondérés avec p = 3) provoque une variation des paramètres estimés plus mar-
quée que précédemment. Ces variations restent néanmoins faibles, de l’ordre de quelques
millimètres pour les paramètres de translation (1 cm maximum pour t y), et inférieures à
1°pour les rotations. Les paramètres et précisions obtenus avec cette seconde pondération
sont consignés dans le Tableau 6.2.
— En revanche quelle que soit la pondération appliquée, le vecteur des résidus vi étant im-
pacté par cette dernière, la variance de l’unité de poids a posteriori σ0, ainsi que les pré-
cisions a posteriori sur les paramètres inconnus sont modifiées.
Paramètres estimés tx
(m)
ty
(m)
tz
(m)
ω
(°)
ϕ
(°)
κ
(°)
En l’absence de poids -30,946± 0,001
56,711
± 0,001
-25,128
± 0,001
10,046
± 0,152
-22,555
± 0,204
-45,679
± 0,098
Avec pondération
arbitraire (non uniforme)
-30,948
± 0,002
56,721
± 0,002
-25,126
± 0,002
10,036
± 0,258
-22,557
± 0,325
-45,702
± 0,218
Tableau 6.2 - Comparaison des paramètres de transformation estimés en l’absence de poids
et avec une pondération arbitraire non uniforme, pour le recalage de deux nuages de points
hétérogènes.
Observations complémentaires
Le jeu de données utilisé précédemment étant limité à deux nuages de points et à quelques points
de jonction sélectionnés manuellement, quelques expérimentations complémentaires ont été en-
treprises. Les observations principales qui en découlent sont les suivantes :
— En présence de données dégradées (fautes parmi les points de jonction ou données brui-
tées), la pondération produit des effets plus importants sur les paramètres estimés
qu’avec les données d’origine. Ceci a été constaté à deux reprises : en ajoutant d’une part
un bruit de mesure gaussien dans les ensembles de points de jonction utilisés précédem-
ment, puis d’autre part en utilisant un jeu de données réel dans lequel des fautes ont
été introduites ; ce jeu de données sera par ailleurs exploité à la fin de ce chapitre pour
l’analyse de la version robuste de l’algorithme développé.
— Lorsque plusieurs nuages de points sont consolidés conjointement à l’aide de l’estimation
globale, l’ajout de poids pour quelques-uns des nuages en présence a davantage d’influence
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sur les paramètres estimés, que lorsque seuls deux de ces nuages pondérés sont recalés.
Ceci est vrai également en appliquant des poids uniformes aux points de jonction d’un
même nuage. À cet effet, les jeux de données réels présentés au Chapitre 5 ont été utilisés,
soit dans leur intégralité, soit en ne retenant que deux nuages parmi l’ensemble.
— En présence de plusieurs nuages de points, lorsque des poids plus faibles que les autres
sont attribués à l’un d’entre eux (confiance plus limitée), les précisions a posteriori sur
les paramètres estimés pour ce nuage sont moins bonnes (σ plus élevés). Ceci traduit la
cohérence de la pondération présente dans le calcul d’estimation.
— Quel que soit le cas de figure (nombre de nuages, nombre de points de jonction, données
bruitées ou non), en comparaison aux résultats obtenus sans pondération, une pondé-
ration non uniforme des points de jonction conduit à des variations plus importantes
qu’en cas de pondération uniforme pour chaque donnée, ce qui semble prévisible.
Limites et pistes d’amélioration
En dépit des résultats obtenus, qui traduisent une influence potentiellement limitée de l’ajout de
poids lors du recalage, la pondération arbitraire définie ici est discutable. Cette dernière n’est pas
pleinement satisfaisante, dans la mesure où elle ne tient pas compte des incertitudes réelles qui
entachent les observations, ni des caractéristiques des instruments utilisés. En outre, s’en tenir
uniquement aux données fournies par le constructeur afin de définir un modèle de pondération
présente également des limites :
— Les informations relatives à la précision des données sont parfois trop optimistes, car
généralement établies dans des conditions optimales en laboratoire.
— Pour des instruments différents, ces informations ne sont pas nécessairement spécifiées
pour des portées identiques. Extrapoler une information de précision pour une portée
donnée n’est pas réellement correct, car la dégradation subie par les mesures en fonction
de la portée n’est généralement pas un phénomène linéaire.
— Le vocabulaire employé par les constructeurs n’indique pas toujours de manière explicite
l’information réellement renseignée.
Afin de s’approcher au mieux des imprécisions des données, des travaux complémentaires à cet
égard seraient à envisager. Néanmoins, comme souligné dans le Chapitre 2 lors de l’introduction
des modèles stochastiques (Section 2.2), la définition de modèles d’erreurs fidèles et complets
n’est pas toujours aisée, pour certaines techniques de mesure plus encore que pour d’autres. Il est
en effet difficile voire impossible de définir une unique pondération, qui soit pleinement repré-
sentative des données et ne comporte aucun aspect aléatoire.
D’autre part, le processus de compensation en bloc développé au Chapitre 4 offre la possibi-
lité de différencier les poids selon les composantes X , Y et Z , ou plus généralement selon les
composantes planimétrique et altimétrique. Cette approche permettrait en théorie d’affiner
davantage la pondération, lorsque cela est possible et nécessaire. Cependant, comme mentionné
dans le Chapitre 2 à travers l’évocation des travaux de [Kermarrec et al., 2018], l’établissement
d’un modèle d’erreurs différentiable en chaque point peut être une opération à la fois coûteuse en
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temps lorsque les nuages de points sont denses, et qui n’apporte pas toujours les effets souhaités.
La difficulté à estimer la précision de points individuels par les méthodes de transmission d’incer-
titudes est également soulignée par [Al-Durgham et Habib, 2013], du fait du grand nombre de
variables entrant en jeu dans cette détermination. Pour ces raisons, les auteurs privilégient une
pondération basée sur des critères locaux de la surface, qui qualifient davantage des régions du
nuage que les points individuels. Ce critère fournit localement une bonne indication du bruit de
mesure pour chaque point.
Conclusions de ces tests La présence de la pondération dans l’algorithme implémenté produit
une influence sur les paramètres de transformation estimés et sur leur précision, bien que
parfois restreinte et non significative. Les effets constatés sont fortement corrélés à la pondéra-
tion introduite, dont la définition peut s’avérer aléatoire et imparfaite. Des tests complémentaires
seraient nécessaires afin d’appuyer les tendances observées.
Au regard de la littérature et des résultats expérimentaux présentés, une simplification du modèle
d’erreurs dans lequel certaines incertitudes sont jugées constantes peut être suffisante. Un juste
milieu entre l’exhaustivité du modèle d’erreurs, et sa contribution effective lors du reca-
lage à travers la pondération, doit alors être trouvé. Le caractère aléatoire et la complexité de
la définition d’une pondération complète, combinés à la constatation que les effets produits
peuvent être parfois très limités, nous ont ainsi poussés à laisser cette définition pour chacun des
instruments utilisés à l’état de perspective.
6.1.4 Algorithme ICP pour le recalage fin
L’algorithme ICP ou Iterative Closest Point est un algorithme itératif visant à rapprocher deux
surfaces, ou par extension deux nuages de points entre lesquels les correspondances ne sont pas
pré-établies. L’objectif est la détermination des paramètres de transformation optimaux reliant
deux surfaces entre lesquelles le recouvrement est suffisant. Le principe de l’algorithme, initié
par [Besl et McKay, 1992], reste le plus répandu pour procéder au recalage de nuages de points
dont l’alignement est déjà approximativement connu. La notion de recalage nuage à nuage est
courante pour faire écho à cette approche qui s’appuie sur l’ensemble de la surface, permettant
d’améliorer les résultats d’un recalage préalable et grossier, amorcé à l’aide d’une des méthodes
décrites dans le Chapitre 3 ou par géoréférencement. L’amélioration du recalage passe par la
minimisation des écarts au niveau des zones de recouvrement, de manière itérative.
En présence de données hétérogènes, notamment en cas d’importantes variations de densité ou
de grandes différences de couverture des nuages de points, procéder au recalage en s’appuyant
sur l’intégralité de la surface de recouvrement semble plus judicieux que l’utilisation d’un sous-
ensemble limité d’entités communes. Pour ces raisons, les principes de l’algorithme ICP et de
quelques-unes de ses variantes sont abordés dans cette section.
Principe général
Le principe introduit par [Besl et McKay, 1992] consiste à itérer deux étapes essentielles, qui sont
la mise en correspondance d’ensembles de points, suivie de l’estimation d’une transforma-
tion à partir de ces correspondances. À l’issue d’une itération, la transformation estimée est
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appliquée à l’ensemble de points mobiles, et les résidus entre points appariés sont calculés. Si le
critère à minimiser n’est pas respecté, de nouveaux appariements sont recherchés, menant à une
nouvelle itération du calcul. Ce principe est répété jusqu’à convergence d’un score vers un mini-
mum, ce score étant généralement défini comme la somme des écarts quadratiques entre points
appariés. Au sein de ce processus itératif dans lequel des correspondances sont établies, les mé-
thodes analytiques d’estimation de la transformation sont favorisées pour leur rapidité de calcul,
à l’image des méthodes de [Arun et al., 1987] et [Horn et al., 1988] évoquées dans le Chapitre 5.
Une décomposition possible des différentes étapes constitutives de l’algorithme est schématisée
sur la Figure 6.2.
Deux nuages de points
(avec importante zone 
de recouvrement)
Sélection d'un sous-
ensemble de points
Recherche des points
correspondants
Rejet des paires 
de points aberrantes
Minimisation des écarts
(ici, distances entre points)
Transformation
Convergence ?
NON OUI
Paramètres de 
transformation
déﬁnitifs
Figure 6.2 - Diagramme résumant les étapes principales constituant l’algorithme Iterative Closest
Point (inspiré de [Glira et al., 2015]).
Remarques Dans sa version originale, l’algorithme ICP présente quelques limitations, son prin-
cipal inconvénient étant la sensibilité de l’approche à l’orientation initiale des données. Des
paramètres de transformation initiaux corrects permettent non seulement d’assurer l’obtention
d’un résultat cohérent, mais aussi d’accélérer la convergence de l’algorithme. Notons qu’un recou-
vrement suffisant entre les deux entités est nécessaire à l’obtention d’une solution satisfaisante.
Du fait de ces contraintes, de nombreuses propositions d’amélioration existent à travers la
littérature, constituant autant de variantes possibles de l’algorithme.
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À l’image des méthodes de recalage de manière générale, la littérature relative à l’ICP est très
vaste, d’autant plus que cet algorithme est transversal à plusieurs domaines de recherche (robo-
tique, imagerie médicale, etc.). Les contraintes variables et propres à chaque application, contri-
buent au grand nombre de variantes qui peuvent être recensées. Les auteurs de [Pomerleau et al.,
2015], soulignant le nombre important de contributions relatives à l’ICP au cours des 20 dernières
années, proposent un état de l’art complet auquel le lecteur est invité à se reporter.
Variantes et alternatives
Comme rappelé dans l’étude comparative de [Rusinkiewicz et Levoy, 2001], chaque étape du
processus peut faire l’objet d’une amélioration, de la sélection des points à la minimisation des
distances, en passant par la recherche des correspondances et le rejet des correspondances aber-
rantes. Les nombreuses variantes de l’algorithme original visent essentiellement à améliorer trois
points :
— l’estimation du recalage approximatif initial, qui influe directement sur la convergence
de la méthode. Le développement des détecteurs automatiques de points d’intérêt, décrits
dans le Chapitre 3, en est un exemple.
— l’accélération du processus et de sa convergence, notamment à travers les stratégies
d’échantillonnage pour la recherche des correspondances, ainsi que la formulation des
distances qui les séparent.
— la robustesse de l’algorithme, par le rejet des appariements aberrants et éventuellement
la pondération des paires de points.
Type de métrique Afin d’estimer la distance entre deux surfaces discrètes, à chaque point de la
primitive à recaler est associé son plus proche voisin dans la primitive de référence. Une distance
euclidienne est alors calculée entre les points appariés, constituant une distance point-à-point.
Une alternative consiste à estimer la distance entre un point et une surface telle qu’un plan, ajustée
dans le second nuage de points. L’une des variantes surfaciques basées sur le calcul de distances
point-à-plan est celle de [Chen et Medioni, 1992]. La distinction entre les deux formulations pos-
sibles de la distance est représentée graphiquement sur la Figure 6.3. Dans une certaine mesure,
les algorithmes ICPatch et ICPP (Iterative Closest Projective Point) comparés par [Al-Durgham
et al., 2011] peuvent également être rangés dans cette catégorie d’évaluation de la distance entre
un point et une surface. Ils s’appuient en effet respectivement sur la distance formulée entre un
point et un patch triangulaire (formé par les trois plus proches voisins), ou entre le point et sa
projection sur cette surface triangulaire.
Les contributions à ce sujet ont permis d’observer que la métrique point-à-plan, dont la complexité
est plus élevée, est généralement plus lente mais permet de réduire le nombre d’itérations, et
produit de meilleurs résultats que la stratégie point-à-point pour ce qui est de la convergence
[Rusinkiewicz et Levoy, 2001]. Dans ce cas en revanche, l’utilisation d’une solution élégante pour
le calcul de la transformation, à l’image de l’approche de [Arun et al., 1987], n’est pas directe. Le
problème d’optimisation au sens des moindres carrés est généralement non-linéaire pour la mé-
trique point-à-plan, bien que des approximations linéaires puissent être envisagées [Low, 2004].
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Figure 6.3 - Évaluation de l’écart entre deux points de deux nuages différents au sens des plus
proches voisins, et de l’écart entre un point dans un nuage et la surface la plus proche dans le
second nuage (inspiré de [Low, 2004]).
Accélération et optimisation Lorsque le nombre de points dans les nuages à recaler est très
élevé, l’algorithme ICP est fortement ralenti, notamment du fait de l’étape chronophage de re-
cherche des plus proches voisins en vue de l’établissement de correspondances. Les techniques
d’accélération les plus courantes sont les suivantes :
— l’échantillonnage de l’un ou des deux nuages à recaler permet de concentrer les re-
cherches de correspondances sur un nombre réduit de points. Un rééchantillonnage aléa-
toire ou uniforme sert à réduire le nombre de points, néanmoins des approches de rééchan-
tillonnage plus élaborées permettent de concentrer les points sur des zones représentatives
de la surface, comme proposé par [Rusinkiewicz et Levoy, 2001] ou [Glira et al., 2015].
— la structuration des données à l’aide d’arbres permettant de partitionner l’espace de
recherche, à l’image des octree ou des kd-tree [Elseberg et al., 2012], figure parmi les
stratégies d’optimisation les plus répandues pour la recherche des plus proches voisins.
Dans un second temps, la manière la plus simple d’assurer la robustesse de l’algorithme consiste
à rejeter les correspondances fausses. Cette étape s’effectue par seuillage [Zhang, 1994], par
analyse statistique des distances entre points appariés comme dans l’algorithme TrICP (pour Trim-
med ICP) [Chetverikov et al., 2005], ou éventuellement par pondération, binaire ou non [Boström
et al., 2008]. Une approche plus poussée consiste à introduire des estimateurs robustes dans le
calcul de minimisation, à l’image des travaux de [Bergström et Edlund, 2014].
D’autres contributions s’appuyant sur le principe de l’ICP ne s’attachent pas à l’optimisation d’une
étape en particulier, mais plutôt à une amélioration globale de l’algorithme initial. Parmi ces
contributions, l’algorithme Go-ICP [Yang et al., 2016b] est moins sensible à l’initialisation des
positions des nuages de points, car il s’affranchit du problème de minimum local. Les auteurs ont
notamment montré son efficacité face à différents niveaux de bruit dans les données. Néanmoins
d’après [Theiler et al., 2015], en dépit de son efficacité pour de petits nuages de points, son
application à des vues larges telles qu’acquises avec un scanner laser terrestre reste limitée. Citons
encore l’algorithme Sparse ICP [Bouaziz et al., 2013], opérationnel en présence de données très
bruitées.
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Alternatives à l’ICP Parmi les alternatives à l’ICP peuvent notamment être cités les algorithmes
NDT (Normal Distribution Transform) [Magnusson et al., 2007] ou encore CPD (Coherent Point
Drift) [Myronenko et Song, 2010], reposant sur une approche probabiliste. Leur efficacité en
comparaison avec l’algorithme ICP a été prouvée par les auteurs dans leurs articles respectifs. Ces
alternatives ne sont pas des variantes de l’ICP, dans la mesure où le principe d’estimation appliqué
diffère de celui introduit dans cette sous-section.
Extension à plus de deux nuages Une contrainte supplémentaire liée au fonctionnement de
l’ICP est sa limitation au recalage d’une paire de nuages uniquement. Pour éviter de l’appliquer
à des paires successives dans le cas où plusieurs nuages sont considérés, des extensions ont été
proposées de manière à intégrer l’algorithme dans un processus global [Bergevin et al., 1996],
[Pulli, 1999], tandis que [Toldo et al., 2010] intègrent le problème de Procruste généralisé au
sein du processus de l’ICP. Cette problématique a été observée de manière plus détaillée dans le
Chapitre 4.
Pistes d’adaptation à des données hétérogènes
Les performances de l’algorithme ICP peuvent être notoirement réduites lorsque la provenance,
et par extension les caractéristiques des données à recaler, sont variables. Par exemple, si la dif-
férence de densité entre les deux nuages de points est trop importante, alors la recherche de
correspondances entre points est faussée. Les risques de non convergence de l’algorithme sont
augmentés par ces variations. Des stratégies sont à envisager lors du recalage fin de données
hétérogènes, aussi quelques pistes de réflexion sont soulevées dans les paragraphes qui suivent.
Approches présentes dans la littérature Dans [Zieher et al., 2018], l’alignement initial des
différentes sources de données est possible du fait de leur géoréférencement. Le recalage fin
visant à améliorer cet état initial est entrepris par les auteurs en s’appuyant sur des zones stables
bien distribuées dans la scène, telles que les surfaces des toits ou les parties découvertes du sol.
[Bracci et al., 2018] proposent deux adaptations au moment du recalage fin. Dans le cas ou de
nombreux plans parallèles sont présents dans la scène et constituent les uniques zones de recou-
vrement (par exemple, les toits et le sol dans des données aériennes), alors le recalage optimal
peut être faussé par de petites rotations et translations résiduelles qui agissent dans la direction
de ces plans. [Bracci et al., 2018] suggèrent alors de limiter l’ICP aux contours de toits et de bâ-
timents, résultats d’une segmentation par croissance de région par exemple. Pour le second cas
de figure, relatif au recalage fin de données potentiellement bruitées et présentant d’importantes
variations de densité, un lissage des données au niveau des surfaces communes est entrepris.
L’approche de [Boström et al., 2008] consiste à utiliser une pondération des paires de points
communs. Les poids calculés interviennent à deux reprises dans le processus itératif de l’ICP : la
sélection des paires de points communs, ainsi que le calcul de minimisation pour la détermination
de la transformation, sont tous deux guidés par les poids établis. Pour une paire de points donnée,
chaque nuage possédant son propre modèle d’erreurs, une valeur moyenne des poids est utilisée.
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Une version pondérée de l’algorithme ICPP (Iterative Closest Projected Point) évoqué précédem-
ment est utilisée dans [Al-Durgham et Habib, 2013] pour procéder au recalage de données laser
hétérogènes (terrestres et aériennes) dont l’alignement initial est connu par géoréférencement.
Les idées qui ressortent de cette rapide analyse bibliographique sont donc :
— la restriction d’application de l’algorithme ICP à des zones stables ou invariantes.
— le filtrage ou le rééchantillonnage au niveau des zones de recouvrement en amont de l’ICP.
— la pondération des points des nuages selon un critère d’incertitude, utile à la fois pour
l’estimation des distances entre points, ainsi que lors du calcul de minimisation.
Les auteurs de [Bracci et al., 2018] suggèrent également que l’ajout d’informations sémantiques
dans les nuages de points pourraient aider l’algorithme ICP. Ainsi, les mises en correspondance
entre points seraient facilitées en limitant les recherches aux classes d’objets identiques.
Stratégie envisagée L’état de l’art réalisé a permis de faire ressortir que de nombreuses im-
plémentations de l’ICP existent, variant indépendamment au niveau de l’une ou l’autre étape
du processus itératif. L’idée retenue pour traiter le recalage fin de données multi-sources est de
considérer, pour chaque étape de l’algorithme, une variante la mieux adaptée à la problématique
d’hétérogénéité des données. Par analogie, dans les travaux de [Glira et al., 2015], une combinai-
son de variantes optimisée pour le recalage fin de données aériennes est présentée. Ainsi, chaque
étape de traitement est modifiée en fonction des caractéristiques des jeux de données en présence.
Les étapes et variantes suivantes ont été proposées :
Etape 1 : Lorsque les nuages de points à recaler couvrent des surfaces d’étendues variables,
il convient dans un premier temps de déterminer la zone de recouvrement entre les
deux entités. L’espace est à cet effet partitionné en une grille de voxels (Figure 6.4),
et les voxels contenant des points provenant des deux nuages sont conservés avec les
points qu’ils contiennent, tandis que les autres sont éliminés. Les points restants à l’issue
de cette étape forment la zone de recouvrement, dans laquelle les correspondances vont
être recherchées. Cette étape vise non seulement à améliorer la rapidité de la méthode,
mais aussi sa robustesse.
Etape 2 : Dans la zone de recouvrement délimitée, si les nuages sont denses et afin d’éviter
les problèmes liés aux différences de densités, un sous-ensemble de points est sélec-
tionné dans chacun des nuages. Le nombre de points considérés est ainsi diminué de
plusieurs millions à quelques milliers. Étant donné que ce sous-ensemble finalement uti-
lisé affecte visiblement la qualité du recalage, les points restants dans l’échantillonnage
doivent être représentatifs. Aussi, les méthodes de rééchantillonnage Normal Space Sam-
pling [Rusinkiewicz et Levoy, 2001] et Maximum Leverage Sampling [Glira et al., 2015]
ont été retenues.
Etape 3 : La mise en correspondance est effectuée par une simple recherche des plus
proches voisins, la stratégie d’optimisation de la recherche à l’aide d’un kd-tree étant im-
plémentée dans l’environnement de développement utilisé, à savoir Matlab (MathWorks).
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Etape 4 : Lorsque les données d’origine sont bruitées, la présence d’appariements faux
suite à la recherche des plus proches voisins n’est pas à exclure. Le rejet des paires de
points aberrantes est entrepris sur la base des distances entre points appariés : les paires
pour lesquelles la distance est supérieure à un seuil (moyenne de l’ensemble des distances,
plus ou moins trois fois l’écart-type) sont ainsi exclues. Néanmoins, cette étape de filtrage
pourrait être guidée par une pondération, définie au préalable et aidant ici à discriminer
les paires de points les plus affectées par le bruit de mesure.
Etape 5 : La dernière étape consiste en l’estimation des paramètres, pour laquelle le critère
à minimiser a été défini comme la somme des distances au carré entre les entités appa-
riées. Des points communs ayant été utilisés, la métrique point-à-point est appliquée. La
solution analytique de [Arun et al., 1987] utilisant la décomposition en valeurs singulières
a été retenue, permettant de s’affranchir d’un calcul itératif de minimisation. La pondé-
ration éventuelle n’est possible dans ce cas que pour les paires de points, tel que décrit
dans [Boström et al., 2008]. Par cohérence avec la pondération établie dans le recalage
grossier préalable, son maintien lors de cette dernière étape est souhaitable dans le cas de
données hétérogènes.
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Figure 6.4 - Principe de subdivision d’un nuage de points selon une grille de voxels. (a) Nuage
de points de colonnes jumelées, taille de voxel de 10 cm, et (b) détail d’un chapiteau, taille de
voxel de 5 cm. Unité des axes : mètre.
Chaque étape de ce processus a été implémentée et testée individuellement, à l’exception d’une
pondération appropriée et d’une minimisation globale. Une chaîne de traitement complète et
opérationnelle pour le recalage fin de plusieurs nuages de points simultanément n’est donc à ce
jour pas disponible. Cette approche peut pour autant être reprise de la littérature, à l’image de
la version pondérée de l’algorithme ICPP, utilisée dans [Al-Durgham et Habib, 2013] pour procé-
der au recalage de nuages de points laser hétérogènes. Aussi, les efforts de développement ont
davantage été concentrés sur le recalage global grossier (Chapitre 4), ainsi que sur l’introduction
d’estimateurs robustes, travaux auxquels est consacrée la suite de ce dernier chapitre.
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6.2 Gestion de la présence de fautes
Prendre en compte des données hétérogènes, provenant éventuellement de capteurs low-cost,
augmente le risque d’observer un bruit de mesure remarquable et éventuellement la présence de
fautes au sein des jeux de données utilisés. Dans le cadre du recalage de données hétérogènes, les
observations mises en œuvre en entrée du processus d’estimation sont les coordonnées de points
communs entre nuages de points. Afin de ne pas altérer l’efficacité du recalage de ces données en
présence d’observations aberrantes, il convient d’adapter la méthodologie en faisant en sorte :
— soit d’éliminer ces observations aberrantes du jeu de données,
— soit d’assurer l’estimation de paramètres de transformation non biaisés, c’est-à-dire non
affectés par la présence de ces fautes, en apportant de la robustesse au processus.
Quelques notions relatives à l’estimation robuste sont résumées pour débuter cette section, avant
d’en proposer l’intégration au sein de l’approche de recalage développée plus tôt dans ce manus-
crit.
6.2.1 Sources et élimination des données aberrantes
Sources potentielles de la présence de fautes
Les fautes (ou outliers) sont des mesures ou observations erronées qui viennent polluer un jeu de
données, et entraver le bon déroulement d’une estimation ou d’un ajustement. Leurs sources sont
nombreuses. La présence de fautes portant préjudice à l’étape de consolidation peut s’expliquer
en observant soit les données utilisées, soit la méthode de recalage retenue.
Liées aux données brutes Les erreurs grossières imputables au jeu de données lui-même mettent
avant tout en cause la qualité des acquisitions effectuées, c’est-à-dire la qualité des mesures de
distance fournies par l’instrument. Ces mesures peuvent être plus ou moins entachées d’un bruit
de mesure inhérent à la technologie propre à l’instrument. Des incohérences ponctuelles d’estima-
tion des distances liées à l’environnement ou à la surface observée peuvent également apparaître.
Ces phénomènes ont été étudiés plus en détails et mis en avant pour quelques instruments en
particulier dans le Chapitre 2.
L’ordre de grandeur du bruit de mesure en fait une source d’erreur dont l’influence se ressent
essentiellement lors du recalage fin de données. En effet, le recalage fin mis en place sur la base
d’algorithmes de type ICP, fait appel à un sous-échantillonnage important des points des nuages
à recaler. Le bruit de mesure lié aux données aura a priori une influence plus restreinte dans le
cas d’un recalage grossier, basé sur un nombre réduit d’entités. En particulier, ces imperfections
seront plus aisément compensées au moment du recalage, à travers le processus d’estimation.
Liées à la méthode retenue Les sources de fautes impactant de manière plus ou moins impor-
tante le recalage grossier peuvent provenir de différentes étapes, en fonction de la méthodologie
employée. Lorsque des cibles artificielles ont été placées dans la scène à numériser, le scénario le
plus courant menant à la présence de fautes est lié au déplacement involontaire de ces cibles
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entre deux stations de numérisation successives. Dans ce cas, les coordonnées des cibles déplacées
sont localement modifiées par rapport aux autres cibles présentes, menant à de potentiels appa-
riements aberrants. Dans l’hypothèse moins fréquente où les points de jonction sont sélectionnés
manuellement par l’utilisateur, d’éventuelles erreurs de pointé sont à redouter.
Le problème lié à la phase d’appariement des entités communes n’est pas imputable qu’à la mé-
thode faisant appel à des cibles artificielles. Des cibles naturelles, telles que des plans ou des cy-
lindres, peuvent être parfois correctement détectées dans les nuages, mais mal appariées entre
les nuages présentant des zones de recouvrement communes. Tel est également le cas lors de
l’utilisation de points d’intérêt 3D : outre leur détection, pouvant être détériorée par la qualité
et la densité du nuage de points, ici encore la mise en commun des descripteurs caractéristiques
est susceptible de conduire à la formation de paires aberrantes. Ceci se traduit par l’apparition de
fautes notables dans les listes de points communs qui établissent la jonction entre deux nuages
adjacents.
Stratégies de détection et d’élimination des fautes
Dans le cadre de l’ajustement de modèles ou de l’estimation de paramètres à partir de jeux de
données pollués par des fautes, une première stratégie envisageable consiste à localiser et isoler
ces fautes. Après avoir identifié les données aberrantes, une décision est prise quant à leur éli-
mination, avant d’entreprendre une nouvelle estimation sur la base des observations restantes. À
ce titre, des pistes de détection des erreurs grossières ont d’ores et déjà été évoquées à travers le
Chapitre 5 :
— l’observation des résidus calculés par rapport à une valeur médiane plutôt que moyenne
a été abordée dans la sous-section 5.2.2, permettant de mieux isoler l’influence de poten-
tielles fautes
— l’observation des résidus normés wi (introduits dans la sous-section 5.3.3) à la place des
résidus originaux vi , qui offrent une analyse des erreurs résiduelles propres aux observa-
tions indépendamment de leur pondération d’origine.
Règle des « 3σ » modifiée Une mesure courante visant à apprécier rapidement si une observa-
tion est correcte ou potentiellement erronée s’appuie sur la règle dite des 3σ. Selon cette règle,
une observation est considérée comme suivant la distribution normale si sa distance à la valeur la
plus probable (généralement choisie comme étant la moyenne) est inférieure à trois fois la valeur
de l’écart-type σ. À l’inverse, si l’écart à la moyenne est supérieur à 3σ, alors l’observation en
question est considérée suspecte et peut être retirée du jeu de données. Néanmoins en présence
de fautes, les valeurs de la moyenne et de l’écart-type du jeu de données sont influencées par ces
fautes et perdent ainsi en représentativité, si bien que cette règle ne permet pas systématiquement
de détecter les données aberrantes.
Pour ces raisons, la règle des 3σ peut être modifiée et rendue robuste [Maronna et al., 2006]
en faisant intervenir la médiane des données et le σMAD comme critère de dispersion robuste
[Hampel, 1974], critère introduit dans le chapitre précédent (équation 5.1, sous-section 5.2.2).
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Pour rappel, le MAD représente l’écart absolu médian (ou Median Absolute Deviation), et est utile
à la fois en vue d’écarter de potentielles fautes, mais également pour la mise à l’échelle des M-
estimateurs, comme expliqué plus loin. Appliquer la règle des 3σmodifiée permet de rapidement
filtrer une observation li , qui sera considérée aberrante malgré la présence d’autres fautes dans le
jeu de données si |li−med(l)|> 3σMAD. Aussi, en dépit de l’intégration de méthodes d’estimation
robustes à proprement parler, la détection de fautes s’avère également plus efficace en appliquant
des concepts robustes.
Limites de l’élimination des fautes La détection de données erronées est intéressante dans la
mesure où elle permet à l’utilisateur d’interagir avec les données, et de porter dessus un regard
critique. Néanmoins, elle impose une analyse potentiellement chronophage, qui de surcroît n’as-
sure pas le filtrage systématique de l’intégralité des fautes. Éliminer des données sur la base de
ces tests comporte également le risque de supprimer des données utiles.
Une approche plus appropriée consiste à diminuer l’influence des observations aberrantes à l’in-
térieur même du processus d’estimation. Ainsi, la cohérence du calcul est assurée en dépit de la
présence de fautes non supprimées dans les données, aboutissant à l’estimation de paramètres
non biaisés grâce à une approche discriminante sur les observations. À cet effet, l’introduction de
méthodes d’estimation robustes à l’image de celles présentées dans la suite de cette section sont
nécessaires. Les outils introduits précédemment en vue de faire ressortir les données aberrantes
restent applicables par la suite.
6.2.2 Notions générales sur l’estimation robuste
L’objectif général d’une méthode d’estimation, quel que soit son domaine d’application, est de faire
correspondre un modèle à un ensemble d’observations ou de réalisations d’une mesure. Comme
soulevé dans le paragraphe précédent, ces observations sont souvent sujettes à la présence de bruit
de mesure et de fautes. Pour une méthode d’estimation, la notion de robustesse traduit sa capacité
à déterminer les paramètres recherchés les plus probables malgré la présence de fautes, en
limitant l’influence de ces dernières. Afin d’atteindre des résultats non biaisés en présence de
données aberrantes, des méthodes d’estimation robustes ont été introduites d’un point de vue
théorique dans le domaine des statistiques, mais aussi par les communautés de la robotique et de
la vision par ordinateur.
Principe
En l’absence d’observations aberrantes, la distribution des erreurs résiduelles sur les observations
(ou résidus vi), notée Φ(vi), suit une loi normale centrée. On peut alors écrire Φ(vi)∼N (0,σ2).
En revanche, les fautes qui sont susceptibles d’entacher les jeux de données réelles introduisent
une dispersion différente. Dans ce cas, une proportion (1− ε) des observations possède une loi
d’erreur normale, tandis qu’une proportion ε répond à un mécanisme non maîtrisé, de distribution
inconnue et quelconque H. Aussi, la distribution de l’ensemble des erreurs résiduelles, pour un
jeu de données réelles, sera modélisée par une loi d’erreur composée, de la forme :
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F(vi) = (1− ε) Φ(vi) + ε H(vi)
où ε donne la probabilité d’apparition des erreurs grossières.
La plupart des méthodes d’estimation sont capables de gérer la présence d’un bruit de mesure
gaussien, permettant dans ce cas d’appréhender les résultats optimaux de l’estimation. En re-
vanche, certaines méthodes d’estimation courantes, à l’image des moindres carrés dits ordinaires
introduits dans le Chapitre 4, sont sensibles à la présence de fautes au sein des données. Lorsque
les erreurs suivent une distribution non-gaussienne, et en particulier en présence d’erreurs gros-
sières, les résultats fournis par les moindres carrés ordinaires sont susceptibles d’être fortement
biaisés. Des alternatives à cet estimateur courant sont alors nécessaires, apportées par des pro-
cédés d’estimation dits robustes. La mise en place de la robustesse au sein d’une méthode d’esti-
mation peut se manifester de différentes manières, comme exposé dans les deux paragraphes qui
suivent.
Méthodes robustes basées sur un sous-ensemble de données Certaines approches heuris-
tiques passent par le test d’un certain nombre de configurations possibles pouvant mener à la
solution. Ces configurations sont composées de sous-ensembles aléatoires des observations en
présence, éventuellement complétés au fur et à mesure par des observations jugées correctes. La
configuration ayant produit les paramètres qui induisent les erreurs résiduelles les plus faibles
est finalement choisie, livrant les paramètres les plus favorables au regard d’une solution robuste.
Deux méthodes empruntées à la vision par ordinateur et largement répandues dans la littérature
peuvent être citées à ce titre :
— le paradigme de RANSAC, introduit par [Fischler et Bolles, 1981], qui permet l’ajuste-
ment de modèles selon un principe d’hypothèses et de tests. Bien que l’illustration la plus
explicite de cet algorithme soit l’ajustement d’une droite au sein d’un nuage de points 2D,
son principe général est transposable à davantage de problématiques. Citons entre autres
l’ajustement de primitives géométriques dans des données tridimensionnelles [Schnabel
et al., 2007], ou encore l’appariement d’entités communes tel qu’évoqué dans le Chapitre
4 (sous-section 4.2.2).
— la transformée de Hough, initialement proposée par [Hough, 1962], qui répond à un
principe de vote. À l’origine dédiée à la détection de lignes dans le cadre du traitement
d’images, cette approche a par la suite été généralisée à la reconnaissances de formes
dans les images ainsi qu’à la recherche de paramètres de transformation. Quel que soit
l’objectif recherché, c’est le jeu de paramètres qui possède le score le plus élevé à l’issue
du processus qui est retenu comme solution la plus favorable.
Estimateurs robustes À l’inverse des approches mentionnées précédemment, les outils statis-
tiques que sont les estimateurs robustes prennent en compte l’intégralité des données disponibles,
avant d’écarter du modèle les données aberrantes au fil de l’estimation. Ce procédé passe par la
discrimination des fautes potentielles selon certains critères, afin de limiter leur poids dans
l’estimation des paramètres. Plusieurs catégories d’estimateurs permettent de mettre en œuvre la
statistique robuste, parmi lesquels les M-estimateurs retenus ici.
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Les M-estimateurs ont été introduits par P. J. Huber dans les années 1960 [Huber, 1964]. Ils
constituent une généralisation des approches basées sur le maximum de vraisemblance, ce qui
justifie leur similitude avec les moindres carrés ordinaires. Pour ces raisons, ils figurent parmi
les estimateurs robustes les plus répandus pour résoudre les problèmes d’ajustement au sein de
réseaux de points. Le principe général de mise en œuvre des M-estimateurs est brièvement dé-
crit dans le paragraphe qui suit, et davantage de détails à ce propos peuvent être trouvés dans
l’ouvrage [Huber, 1981].
Mise en œuvre des M-estimateurs
Les M-estimateurs s’appuient sur la minimisation d’une fonction de coût C définie comme étant
la somme de fonctions des résidus, elles-mêmes choisies de manière à pénaliser au mieux les
résidus les plus importants :
C(vi) =
∑
i
ρ(vi)→min. (6.1)
où ρ est une fonction paire et continue, strictement croissante sur l’intervalle [0 ;+∞[ et telle
que ρ(0) = 0. La fonction ρ est appelée fonction de potentiel, et représente les écarts induits par
les équations d’observations du modèle fonctionnel, par rapport aux résultats optimaux de l’esti-
mation. À ce titre,ρ dépend des résidus vi . La fonction de potentielρ est propre au M-estimateur
auquel elle est associée. Le choix de cette fonction conditionne la qualité et l’aboutissement de
l’estimation : le défi à relever lors de sa définition consiste à trouver le bon équilibre entre la
robustesse de l’estimateur en présence de fautes, et son efficacité. À cet effet, un grand nombre
de fonctions de potentiel ont été proposées dans la littérature. Quelques M-estimateurs courants
et leurs fonctions de potentiel associées sont présentés dans l’article de [Zhang, 1997].
La similitude entre l’expression précédente 6.1 et le critère des moindres carrés 4.9 introduit dans
le Chapitre 4 (Sous-section 4.1.3) est à relever. L’estimateur des moindres carrés ordinaires est en
effet un M-estimateur particulier, non robuste, défini dans le cas où ρ(v) = v2. Les M-estimateurs
robustes visent alors à réduire la sensibilité de ce dernier par rapport aux fautes en remplaçant
la somme des résidus au carré par une fonction de potentiel, de manière à rendre plus robuste le
critère à minimiser.
Fonction d’influence L’analyse du comportement d’une fonction de potentiel ρ revient à consi-
dérer sa dérivée première par rapport aux résidus [Hampel et al., 1986], nommée fonction d’in-
fluence ψ et telle que :
ψ(vi) =
∂ ρ(vi)
∂ vi
(6.2)
La fonction d’influence permet de décrire dans quelle mesure une variation au niveau des obser-
vations affecte le résultat de l’estimation. Une condition à la robustesse de l’estimateur repose
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sur la nécessité que cette fonction d’influence soit bornée : de ce fait, une erreur grossière n’aura
qu’une influence limitée sur le résultat de l’estimation. La fonction ψ(vi), fonction des résidus,
sert ainsi à mesurer l’effet d’une donnée aberrante sur le résultat de l’estimation.
Dans le cas des moindres carrés ordinaires, la fonction d’influence s’écrit ψ(vi) = 2vi , elle n’est
donc pas bornée. En d’autres termes, l’influence exercée par une observation sur le résultat aug-
mente de manière linéaire avec la taille de l’erreur (les données aberrantes possédant des résidus
vi élevés), ce qui confirme la non-robustesse de l’estimateur des moindres carrés ordinaires.
Estimation de l’échelle L’estimateur associé aux moindres carrés ordinaires est invariant aux
changements d’échelle, c’est-à-dire aux unités utilisées pour qualifier les observations par exemple.
Tel n’est pas le cas de la plupart des M-estimateurs, qu’il est nécessaire de rendre invariants à
l’échelle. Ceci passe par l’estimation d’un critère d’échelle relatif à la dispersion des résidus. En
présence de fautes, la variante robuste de l’écart-type est à privilégier afin d’évaluer la dispersion
des résidus, à savoir le σMAD. L’utilisation du σMAD comme estimateur de l’échelle dans le cas des
M-estimateurs est retenue par [Huber, 1981].
Détermination des poids En vue de discriminer plus ou moins certaines observations en fonc-
tion de leurs résidus, et de limiter ainsi la participation des données aberrantes lors de l’esti-
mation, des poids sont attribués aux observations. Indépendants du modèle stochastique a priori,
ces poids sont fonctions des résidus évalués sur les observations, et sont donc liés à l’estimation
effectuée en amont. Aussi, les poids ωi sont déterminés à chaque nouvelle itération du processus
d’estimation, selon la formule :
ω(vi) =

ψ(vi)
vi
, si vi 6= 0
lim
vi→0
ψ(vi)
vi
=ψ′(0), si vi = 0.
(6.3)
La fonction de poids est paire et non-négative, et doit posséder la propriété d’être strictement
décroissante sur l’intervalle [0;+∞[ afin d’assurer la robustesse de l’estimateur. Dans la pra-
tique, du fait de la non-invariance des M-estimateurs aux changements d’échelle, les poids sont
calculés en normalisant les résidus vi par le facteur σMAD en amont, ce qui revient à procéder
à un simple changement de variable. Les résidus mis à l’échelle s’écrivent alors v˜i = vi/σMAD.
Les poids ωi sont consignés dans une matrice Ω, de telle sorte que les éléments du vecteur se
situent sur la diagonale de cette matrice, soit Ω= diag(ωi).
Processus itératif Les problèmes d’optimisation induits par l’estimation robuste et les modèles
de bruit pris en compte par celle-ci sont généralement non-linéaires, si bien qu’une solution directe
à l’estimation n’est la plupart du temps pas envisageable. Les méthodes d’estimation robuste met-
tant en œuvre les M-estimateurs trouvent une solution à travers des processus itératifs, au cours
desquels les poids à attribuer aux observations sont redéfinis à chaque nouvelle itération.
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Le schéma couramment appliqué est le suivant :
1. Initialisation de la matrice des poids Ω comme matrice identité, et première estimation
des paramètres à l’aide des moindres carrés ordinaires.
2. Calcul des résidus vi à l’issue de l’estimation précédente, ainsi que du critère d’échelle
σMAD.
3. Construction de la nouvelle matrice des poids Ω sur la base de ces résidus vi (équation
6.3).
4. Nouvelle estimation au sens des moindres carrés 1, mais avec introduction des poids propres
à la statistique robuste afin de réduire l’influence des données aberrantes 2.
5. Répétition des étapes 2, 3 et 4 jusqu’à atteindre un critère d’arrêt prédéfini, relatif au
taux d’évolution des résidus par exemple.
Ce principe algorithmique est connu sous le nom de moindres carrés pondérés itératifs (en
anglais IRLS, pour Iterative Re-weighted Least Squares) [Holland et Welsch, 1977]. Notons que
l’optimisation semi-quadratique, non abordée ici, constitue une autre approche en vue d’apporter
une solution aux M-estimateurs.
Propriétés d’un estimateur robuste
Point de rupture La proportion de données aberrantes au sein d’un jeu d’observations repré-
sente un certain pourcentage de l’ensemble de ces observations. Le point de rupture d’un estima-
teur traduit le pourcentage de fautes acceptable (maximal) pour l’obtention de résultats non
impactés par la présence de ces fautes [Donoho et Huber, 1983]. Aussi, plus le point de rupture
de l’estimateur est élevé, plus cet estimateur est capable de fournir des résultats corrects malgré
la présence importante de fautes dans les données. Néanmoins, à l’approche du point de rupture,
les résultats perdent en fiabilité.
Efficacité relative L’efficacité relative d’un estimateur est déterminée par rapport à un estima-
teur de référence, défini comme étant le plus optimal pour l’estimation considérée. L’efficacité
relative est calculée grâce au quotient des variances respectives de l’estimateur de référence et de
l’estimateur en question. En effet, la variance associée à l’estimateur ne doit pas augmenter après
l’introduction du critère de robustesse. L’efficacité relative d’un estimateur robuste doit être aussi
élevée que possible.
Exemples d’application des estimateurs robustes pour le recalage
Pour gérer la présence de fautes dans les jeux d’entités communes aux nuages de points, ou
encore d’erreurs liées aux méthodes d’appariement, les approches robustes évoquées peuvent
être adaptées à l’estimation des paramètres de transformation. Dans la littérature principalement
1. Selon la résolution matricielle 4.24 établie au Chapitre 4, Sous-section 4.3.3, pour l’approche généralisée des
moindres carrés.
2. La matrice Ω est introduite dans l’expression 4.25 de la matrice des poids équivalente, tel que décrit dans le
Chapitre 4, Sous-section 4.3.3, pour l’approche généralisée des moindres carrés
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liée au domaine de la robotique mobile, les exemples d’intégration d’estimation robuste dans le
contexte du recalage de nuages de points ne manquent pas. Dans ce cas, ils sont essentiellement
appliqués à l’algorithme de recalage fin ICP, suffisant au recalage de données mobiles pré-alignées.
Citons par exemple l’article de [Babin et al., 2018], qui propose une comparaison de plusieurs es-
timateurs robustes (majoritairement des M-estimateurs), employés dans le cadre d’un algorithme
de recalage de type ICP. Une analyse de l’influence des différents paramètres impliqués dans la
mise en place des solutions robustes est exposée, ainsi que des observations relatives aux préci-
sions atteintes. Il en ressort des performances similaires pour l’ensemble des solutions robustes
testées, bien que certaines d’entre elles nécessitent un paramétrage adapté, au risque de fournir
des résultats dégradés. De façon analogue, [Bergström et Edlund, 2014] établit une comparaison
de trois M-estimateurs appliqués à l’algorithme ICP. Cependant, les algorithmes implémentés ne
sont testés que sur des données simulées dans ce dernier exemple. L’objectif dans la sous-section
suivante est d’appliquer un M-estimateur, choisi pour ses particularités, à l’algorithme de
recalage global de nuages de points décrit dans le Chapitre 4.
6.2.3 Introduction de l’estimation robuste dans l’approche déve-
loppée
Afin d’assurer l’estimation de paramètres de transformation optimaux dans l’approche de reca-
lage global développée, et ce en dépit de la présence de fautes dans les observations, deux M-
estimateurs ont été choisis afin de rendre l’algorithme actuel robuste. Les problématiques relatives
à leur intégration au sein de l’algorithme sont détaillées dans cette sous-section.
Choix des estimateurs
Norme L1-L2 Le premier estimateur retenu est une généralisation de l’estimateur basé sur la
norme L1, pour lequel ρ(v) = |v|. La norme L1 produit bien un estimateur robuste, dans la me-
sure où la fonction d’influence associée est bornée 3. Cependant, la fonction de potentiel de la
norme L1 présente l’inconvénient de ne pas être dérivable en 0. Pour résoudre ce problème de
non-dérivabilité, un lissage en vue de régulariser la norme L1 autour de 0 est nécessaire. La lit-
térature fait état de quelques estimateurs développés dans ce sens, connus sous le nom de norme
L1 généralisée ou norme L1-L2. Aussi, plusieurs expressions de la fonction de potentiel associée
peuvent être rencontrées [Charbonnier et al., 1994] [Zhang, 1997], produisant des effets simi-
laires, et l’écriture qui en est retenue ici est la suivante :
ρ(vi) =
q
1+ v2i − 1 (6.4)
Les fonctions de potentiel, d’influence et de poids pour l’estimateur L1-L2 sont visibles sur la Figure
6.5.
3. Il s’agit de la fonction signe, non définie en 0, et qui prend les valeurs -1 ou+1 en fonction du signe de la variable.
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Figure 6.5 - Représentations graphiques des fonctions de potentiel ρ (a), d’influence ψ (b) et
de poids ω (c) pour le M-estimateur L1-L2.
La norme L1, et par extension l’estimateur L1-L2, fournissent de bonnes approximations avec
un biais réduit : bien que non entièrement écartée, l’influence des systématismes et des plus
grosses erreurs est réduite par ces estimateurs. Aussi, cette approche est intéressante car elle
livre des valeurs de départ fiables (notamment en matière de résidus vi et d’échelle σMAD) en vue
d’appliquer une seconde estimation basée sur un processus itératif. La connaissance de ces valeurs
initiales est un aspect non négligeable, afin d’assurer la convergence vers un résultat unique du
second estimateur implémenté et introduit dans le paragraphe suivant.
Famille exponentielle lissée Pour faire suite à la première estimation issue de la norme L1-
L2, et afin d’affiner davantage les paramètres inconnus recherchés, la famille de fonctions dite
famille exponentielle lissée a été retenue. Introduit par [Tarel et al., 2002] et repris par [Ieng
et al., 2004], l’avantage de cet estimateur est de pouvoir prendre en considération différents
modèles de bruit à travers l’introduction d’un paramètre α variable dans la fonction de potentiel
associée :
ρα(vi) =
1
α

(1+ vi
2)α − 1

(6.5)
L’évolution du paramètre α permet d’effectuer la transition entre les différents modèles de bruit,
dont les lois sont représentées sur la Figure 6.6a. Ainsi le paramètre α contrôle la forme de la
distribution 4. Les itérations débutent généralement avec α = 1 (loi gaussienne), puis la valeur
du paramètre α décroît jusqu’à convergence de l’algorithme. [Ieng et al., 2004] formule d’autres
avantages de cette approche, expliquant en outre que la probabilité de faire ressortir d’importantes
fautes augmente lorsque la valeur de α diminue.
Prise en compte de la pondération dans l’estimation robuste
La problématique à considérer, en vue de rendre robuste l’algorithme de recalage global déve-
loppé, repose sur la prise en compte d’une double pondération dans le processus d’estimation :
4. On retrouve notamment l’estimateur des moindres carrés ordinaires pour α = 1, ou le M-estimateur de Geman
& McClure lorsque α= −1.
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Figure 6.6 - Représentations graphiques des fonctions de potentiel ρ (a), d’influence ψ (b) et
de poids ω (c) pour la famille exponentielle lissée, pour différentes valeurs du paramètre α.
— d’une part, la pondération liée à l’estimateur robuste implémenté, et visant à discriminer
plus ou moins les observations. Celle-ci est portée par la matrice Ω, et redéfinie à chaque
nouvelle itération.
— d’autre part, la pondération initiale des observations liée au modèle stochastique, et
permettant de qualifier la précision a priori des observations à travers une matrice de
poids P.
Au-delà des poids introduits par le formalisme robuste à travers la matrice Ω, il serait en effet
intéressant de ne pas exclure la possibilité de pondérer individuellement les données selon leur
provenance, à l’aide de la matrice des poids P.
Modification des résidus vi La matrice de poids P liée au modèle stochastique n’évolue pas au
cours des itérations, à l’inverse des poids propres aux estimateurs robustes. En outre, P est une
matrice symétrique définie positive, elle peut donc être décomposée en appliquant une factori-
sation de Cholesky [Golub et Van Loan, 2013] :
P = LLT
où L est une matrice triangulaire inférieure.
L’objectif est d’introduire les deux matrices de pondération dans le critère à minimiser, aussi le
critère initial d’expression matricielle vT Pv est dans ce cas réécrit en vue d’introduire la matrice
robuste Ω :
vT LΩLT v −→min. (6.6)
Il est alors nécessaire de ré-exprimer les résidus vi initiaux, en effectuant le changement de va-
riable suivant :
v′i = LT vi
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De ce fait, les nouveaux résidus v′i intègrent la pondération initiale des observations. Le critère
initial à minimiser, donné sous forme matricielle par l’expression vT Pv, peut dans ce cas être
réécrit pour faire ressortir le critère de robustesse, et ainsi devenir :
v′TΩv′ −→min. ou
n∑
i=1
ωi v
′2
i −→min. (6.7)
Le critère à minimiser ainsi formulé prend bien en compte les deux types de pondération : celle
apportant la robustesse à l’estimation (matrice Ω), ainsi que celle liée à la qualité des données à
travers les résidus modifiés v′i .
Observation relative aux résidus normés Les travaux de [Wicki, 2001] constituent une piste
à retenir en vue d’accélérer la convergence de l’algorithme tel qu’il a été décrit dans cette section.
[Wicki, 2001] introduit un estimateur nommé BIBER (pour Bounded Influence By standardizEd
Residuals), qui est en réalité une réécriture du M-estimateur de Huber du point de vue des fonc-
tions de potentiel et d’influence. En revanche, les résidus normés sont utilisés en lieu et place des
résidus vi , si bien que les erreurs grossières sont écartées plus rapidement de l’estimation. Cette
approche semble d’autant plus intéressante à considérer lorsqu’une pondération initiale des ob-
servations est envisagée, les résidus normés permettant de s’affranchir de cette pondération dans
l’estimation des erreurs résiduelles.
Implémentation
Les deux M-estimateurs retenus sont implémentés successivement dans l’algorithme final. Comme
évoqué précédemment, l’estimateur des moindres carrés ordinaires fournit une estimation initiale,
et en particulier un premier vecteur des résidus, nécessaire au calcul des poids propres à l’esti-
mateur L1-L2. Ensuite, l’estimateur de la famille exponentielle lissée récupère les résultats issus
de l’estimation en norme L1-L2, à savoir de nouveaux résidus ainsi que le critère d’échelle σMAD.
Les grandes étapes peuvent être résumées comme suit :
1. Estimation initiale par les moindres carrés ordinaires : détermination d’un vecteur de ré-
sidus vi
2. Changement de variable, tel que v′i = LT vi avec L issue de la factorisation de Cholesky de
la matrice des poids P
3. Calcul des poids liés à l’estimateur robuste L1-L2 à partir des résidus v
′
i
4. Estimation en norme L1-L2 selon le principe des moindres carrés pondérés itératifs (algo-
rithme IRLS), menant à la détermination de nouveaux résidus
5. Calcul des poids liés à l’estimateur robuste de la famille exponentielle lissée à partir des
résidus précédents
6. Nouvelle estimation selon le principe de l’algorithme IRLS, jusqu’à atteinte du critère de
convergence.
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Critère d’arrêt L’arrêt des itérations suit la même logique que pour l’algorithme global de reca-
lage, tel que décrit dans le Chapitre 4. Le taux de variation des paramètres compensés est consi-
déré, et son passage sous un seuil τ faible marque l’absence d’évolution des appoints correctifs.
La convergence de l’algorithme est ici établie pour une valeur du seuil τ= 10−6.
6.3 Évaluation de l’apport de l’estimation robuste
Les performances des estimateurs robustes, introduits dans l’algorithme de recalage en bloc déve-
loppé, sont analysées dans cette dernière section. À cet effet, les résultats obtenus en l’absence et
en présence d’estimateurs robustes sont confrontés, sur la base d’un jeu de données comportant
des fautes.
6.3.1 Premières observations
Jeu de données utilisé
Le jeu de données retenu dans le cadre de ces dernières analyses est le jeu de données B (déam-
bulatoire de l’église Saint-Pierre-le-Jeune), présenté dans le Chapitre 5 et également utilisé plus
tôt dans ce chapitre, lors de l’étude de l’impact de la pondération. Afin de mettre à l’épreuve les
estimateurs robustes implémentés, les coordonnées de deux points de jonction ont été volontaire-
ment modifiées, parmi les ensembles de points communs utilisés pour procéder au recalage. Ceci
permet de simuler la présence de fautes dans les données initiales.
Le point f vu depuis la station 4 a ainsi subi un déplacement linéaire dans l’espace 3D d’environ
1 m, tandis que le point l considéré depuis la station 8 a été déplacé d’environ 90 cm. Le lecteur
est invité à se rapporter à la Figure 5.1b pour la visualisation de la répartition des stations et des
points de jonction. Les fautes introduites ont volontairement été exagérées afin que l’effet produit
par l’estimation robuste puisse clairement être identifié, notamment visuellement au niveau des
illustrations des résultats, mais aussi à travers l’analyse quantitative proposée. Les ensembles de
points ainsi modifiés sont introduits en entrée de l’algorithme agrémenté des deux estimateurs
robustes précédemment définis, afin d’estimer en bloc les huit jeux de paramètres nécessaires au
recalage global des neuf nuages de points associés.
Convergence de l’algorithme
Avant de débuter des analyses plus approfondies des résultats, un premier aspect à considérer
concerne la convergence de la méthode implémentée, l’algorithme étant itératif. Pour ce faire,
deux critères sont observés :
— la somme des résidus au carré, censée tendre vers une valeur minimale : il s’agit respec-
tivement des critères vT Pv (pour l’estimateur des moindres carrés ordinaires) et v′TΩv′
(pour les estimateurs robustes) ;
— le taux de variation des paramètres estimés, utilisé comme critère d’arrêt.
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En l’occurrence, chaque estimateur implémenté repose sur un processus itératif, aussi ces critères
doivent être vérifiés à l’issue de chaque boucle d’itérations. Au regard des estimateurs mis en
œuvre, les critères de convergence sont donc observés :
— à l’issue des itérations propres à l’estimateur des moindres carrés ordinaires et à l’estima-
teur en norme L1-L2, respectivement.
— pour chaque valeur du paramètre α dans le cas de la famille exponentielle lissée, ce dernier
permettant de constituer successivement de nouveaux estimateurs. La convergence doit
également être observée au fil de l’évolution de ce paramètre.
Nombre d’itérations et temps de calcul Les résultats de l’estimateur des moindres carrés ont
convergé suite à sept itérations, tandis que l’estimateur de la norme L1-L2 a nécessité cinq itéra-
tions. Tous deux ont respectivement atteint la convergence en moins d’une seconde.
Pour ce qui est de la famille exponentielle lissée, implémentée en dernier lieu, celle-ci fait in-
tervenir plusieurs estimateurs successifs par variation du paramètre α. Toutes les valeurs de ce
paramètre, évoluant de 0,5 à -1 selon un pas de 0,1, ont été parcourues en un peu moins de deux
secondes. Le nombre d’itérations pour chaque valeur de α est consigné dans le diagramme de la
Figure 6.7. Il en ressort que le nombre d’itérations diminue au cours de l’évolution du paramètre,
signe de la convergence du calcul d’estimation.
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Figure 6.7 - Nombre d’itérations observées pour chaque valeur du paramètre α, lors des estima-
tions successives à l’aide de la famille exponentielle lissée.
Analyse des critères de convergence pour chaque estimateur Les deux critères observés pour
chaque estimateur sont finalement représentés sur les graphiques de la Figure 6.8. Dans le cas de
la famille exponentielle lissée, seule leur évolution considérant les différentes valeurs successives
de α est représentée. Néanmoins, pour chaque valeur du paramètre α, la même tendance générale
que celle observée sur ces graphiques est constatée : le critère relatif aux résidus est strictement
décroissant, tandis que le taux d’évolution des paramètres tend vers une valeur nulle. Quel que
soit l’estimateur considéré, la convergence des calculs est donc vérifiée.
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Figure 6.8 - Évolution du critère relatif à la somme des résidus (à gauche) et taux de variation
des paramètres estimés (à droite), dans le cas (a) de l’estimateur des moindres carrés ordinaires,
(b) de l’estimateur en norme L1-L2, et (c) de la famille exponentielle lissée, pour chaque valeur
du paramètre α.
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6.3.2 Analyse qualitative du recalage
L’objectif de cette analyse qualitative est de visualiser concrètement l’impact de l’estimation
robuste sur la qualité du recalage. Dans cette optique, les points de jonction seuls ainsi que les
nuages de points dans leur ensemble sont observés suite au recalage.
Visualisation des points de jonction
Dans un premier temps, la répartition des points de jonction à l’issue du recalage est observée,
en présence du seul estimateur des moindres carrés ordinaires d’une part (Figure 6.9a), puis des
estimateurs robustes implémentés d’autre part (Figure 6.9b). Dans le premier cas, les points de
jonction comportant des fautes peuvent être distingués, car ces fautes sont importantes. Néan-
moins, il apparaît que les positions de certains points de jonction corrects sont affectées par
la présence de ces fautes. En théorie, les coordonnées de ces points non erronés devraient être
quasiment identiques à l’issue du recalage, or ceux-ci ne se superposent pas parfaitement sur la
Figure 6.9a. L’estimation des paramètres par les moindres carrés ordinaires est donc dégradée du
fait des fautes contenues dans les données.
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Figure 6.9 - Répartition des points de jonction à l’issue du recalage, lorsque l’estimation est
effectuée (a) par les moindres carrés ordinaires, ou (b) en présence des estimateurs robustes
implémentés. Les points faux sont signalés par des flèches sur (b).
En présence d’estimateurs robustes dans le calcul, les points faux semblent avoir été correctement
identifiés et discriminés. En effet, deux points se détachent visiblement sur la Figure 6.9b, corres-
pondant aux deux fautes insérées dans les données initiales. En revanche, l’ensemble des autres
points de jonction se superposent parfaitement. Leurs transformations respectives n’ont donc pas
été affectées par la présence des fautes, car les positions des points de jonction non entachés
d’erreurs sont celles attendues à l’issue d’un recalage optimal.
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Visualisation des nuages de points recalés
Dans un second temps, les résultats du recalage de l’ensemble des nuages de points sont considé-
rés. Les paramètres ont été estimés par les moindres carrés ordinaires (Figure 6.10a) ou à l’aide
de la version robuste de l’algorithme (Figure 6.10b). Tandis que sur la première illustration, des
défauts de recalage sont nettement visibles, les résultats fournis par l’algorithme robuste (sur la
seconde illustration) sont proches de ceux présentés dans le Chapitre 5 en l’absence de fautes.
Des zooms ont été effectués au niveau de certaines zones visiblement décalées, afin de faciliter la
lisibilité des résultats.
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Figure 6.10 - Visualisation des nuages de points recalés, suite à une estimation effectuée (a)
par les moindres carrés ordinaires, ou (b) en présence des estimateurs robustes implémentés. Les
zones de zoom utilisées dans le Tableau 6.3 sont représentées sur la figure (a).
Cette analyse qualitative nous permet d’ores et déjà de conclure quant à l’intérêt des estimateurs
robustes implémentés dans l’algorithme, en présence de fautes dans les entités communes
utilisées pour procéder au recalage.
6.3.3 Analyse quantitative
Afin de confirmer les constatations visuelles précédemment établies, il convient par la suite d’éva-
luer les performances des différents estimateurs. Outre la qualité des paramètres estimés,
d’autres données peuvent être considérées en vue d’analyser quantitativement l’apport de l’es-
timation robuste sur le recalage : les résidus sur les points de jonction, ou encore les critères de
précision par nuage de points.
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Recalage avec l’estimateur des
moindres carrés ordinaires
Figure 6.10a
Recalage robuste
Figure 6.10b
Zoom 1
Zoom 2
Zoom 3
Zoom 4
Tableau 6.3 - Zooms réalisés au niveau des nuages de points recalés de la Figure 6.10, en
l’absence et en présence d’estimateurs robustes lors de l’estimation des paramètres.
213
Chapitre 6. Extension du recalage à l’introduction de données hétérogènes
Analyse des paramètres estimés
Procédure d’évaluation Afin d’évaluer les performances des estimateurs implémentés (moindres
carrés ordinaires, norme L1-L2, puis famille exponentielle lissée), les paramètres de transforma-
tion déterminés successivement à l’aide de chacun d’eux sont observés. Ces paramètres sont en
l’occurrence confrontés à des valeurs de référence. Si l’on note x le vecteur des paramètres in-
connus estimés, et xˆ celui des paramètres optimaux ou de référence, apprécier l’erreur entre les
deux entités revient à calculer :
ε= 100× ||x − xˆ |||| xˆ ||
La grandeur ε exprime le pourcentage d’erreur relative entre les deux vecteurs. Pour cette ana-
lyse, les jeux de paramètres considérés comme étant optimaux sont ceux estimés à l’aide de notre
algorithme, en l’absence de fautes dans les données. Le pourcentage ε traduit ainsi une dévia-
tion des paramètres estimés en présence de fautes, par rapport aux paramètres attendus.
Résultats obtenus La Figure 6.11 reprend les pourcentages d’erreur relative calculés entre les
paramètres estimés, et les paramètres optimaux (obtenus en l’absence de fautes). Neuf nuages de
points constituant le jeu de données, au total huit jeux de paramètres peuvent être observés, né-
cessaires aux transformations des huit nuages mobiles. Pour chacune des huit transformations, les
pourcentages d’erreurs ont été calculés pour les paramètres issus de chacun des trois estimateurs
implémentés, et sont comparés.
La Figure 6.11 fait ressortir des pourcentages d’erreur élevés, voire très élevés, pour les para-
mètres estimés à l’aide des moindres carrés ordinaires. Ceci traduit des paramètres de transfor-
mation éloignés des valeurs optimales, entraînant une dégradation des résultats du recalage. Les
conséquences directes sont les décalages observés au niveau des points de jonction et des nuages
de points à l’issue du recalage, tel que montré lors de l’analyse qualitative.
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Figure 6.11 - Erreurs relatives (pourcentage) entre les paramètres de transformation estimés
en présence de fautes dans les données, et les paramètres optimaux déterminés en l’absence de
fautes. Les erreurs sur les paramètres issus de l’estimation robuste ou non sont comparées.
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L’estimation en norme L1-L2 n’améliore que légèrement les paramètres estimés, les erreurs rela-
tives étant un peu plus faibles. En revanche, les erreurs relatives sur les paramètres diminuent
significativement à l’issue de la seconde estimation robuste (famille exponentielle lissée). Ces
pourcentages très faibles indiquent que les paramètres finalement estimés se rapprochent for-
tement des paramètres optimaux de transformation. Autrement dit, l’estimation robuste permet
bien de s’approcher des paramètres optimaux de transformation en dépit des fautes présentes,
confirmant ainsi l’effet visuel de la Figure 6.10b.
Observation des résidus sur les points de jonction
À l’issue du recalage en bloc mené en présence de fautes dans les jeux de points communs ini-
tiaux, des résidus ont été calculés pour l’ensemble de ces points de jonction, selon le principe
énoncé dans le Chapitre 5 (sous-section 5.2.2). Les coordonnées médianes de chaque point ont
été retenues afin d’estimer ces résidus. Dans le Tableau 6.4, seuls les résidus calculés pour les
points de jonction présents dans les nuages affectés par des fautes sont présentés. Rappelons
que les fautes introduites affectent les points d’indice f (station 4) et l (station 8).
Nuage 4 Nuage 8
ID du
point
Résidus (m)
[Critère MCO]
Résidus (m)
[Variante robuste]
ID du
point
Résidus (m)
[Critère MCO]
Résidus (m)
[Variante robuste]
b 0.053 0.001 h 0.147 0.004
d 0.224 0.001 i 0.132 0.007
e 0.193 0.001 k 0.176 0.014
f 0.784 1.095 l 0.512 0.938
g 0.233 0.005 m 0.301 0.006
h 0.256 0.002
Tableau 6.4 - Résidus calculés au niveau des points de jonction, pour des nuages de points dont
les ensembles de points caractéristiques sont entachés de fautes. Comparaison des résidus obtenus
en l’absence et en présence d’estimateurs robustes lors du calcul de compensation.
Les résidus calculés suite à un recalage mené avec la version originale de l’algorithme (critère
des moindres carrés ordinaires, raccourci en MCO) sont confrontés à ceux livrés par sa variante
robuste. À l’issue du recalage appliquant les moindres carrés ordinaires, le Tableau 6.4 montre
que les résidus sur les points aberrants se démarquent. Néanmoins, les résidus calculés pour les
autres points de jonction sont également non négligeables, car affectés par les fautes en présence.
Suite au recalage robuste, les résidus observés au niveau des points aberrants sont plus élevés
que précédemment. Il est intéressant de constater que les valeurs de ces résidus équivalent à peu
de choses près aux déplacements spatiaux imposés aux points correspondants, dans les données
simulées (1,095 m pour le point f, et 0,934 m pour l). En revanche, les autres points de jonction
ne sont pas affectés par la présence des fautes car leurs résidus sont faibles, ce qui correspond au
constat visuel découlant de la Figure 6.9. Ainsi, les points erronés sont aisément détectables
au regard de ces listes de résidus.
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Observation des critères de précision par nuage de points
À partir des résidus estimés, un écart-type peut être déterminé pour chaque nuage de points,
afin de leur attribuer un critère de précision interne au calcul. La médiane ayant servi de valeur
la plus probable pour les coordonnées des points de jonction recalés, le calcul de l’écart absolu
médian permet la détermination d’un écart-type σMAD pour chaque nuage de points. Ici encore,
les résultats livrés par la variante robuste de l’algorithme sont confrontés aux résultats obtenus
en appliquant sa version d’origine (moindres carrés ordinaires).
Nuage de points 1 2 3 4 5 6 7 8 9
σMAD (mm) [Critère MCO] 28 27 33 419 20 29 35 358 29
σMAD (mm) [Variante
robuste]
1 1 1 451 1 1 1 445 1
Tableau 6.5 - Critère de précision σMAD (en mm) calculé pour chaque nuage de points à l’issue du
recalage global, selon la version originale (moindres carrés ordinaires) ou robuste de l’algorithme.
Les valeurs de σMAD calculées pour chaque nuage de points suite au recalage global sont consi-
gnées dans le Tableau 6.5. Ces valeurs sont logiquement plus élevées pour les deux nuages dont
les points de jonction associés contiennent des fautes. Néanmoins, il ressort à nouveau que la
variante robuste de l’algorithme permet davantage de discriminer les données, en comparaison
avec la version originale non robuste. En effet, seuls les critères de précision interne calculés pour
les nuages de points affectés par des fautes sont élevés, en utilisant la variante robuste de l’estima-
tion. Les autres nuages présentent quant à eux des valeurs de σMAD faibles traduisant de bonnes
précisions, ce qui n’est pas le cas suite au recalage effectué selon les moindres carrés ordinaires.
L’ensemble des résultats exposés dans cette dernière sous-section tend à valider l’intérêt et l’effi-
cacité des estimateurs robustes implémentés au sein de notre méthode de recalage global.
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Conclusions du chapitre 6
En présence de données 3D multi-échelles et multi-capteurs à mettre en
œuvre au sein d’un même projet, il ressort que leur intégration a géné-
ralement lieu au moment du recalage des données dans un même repère
spatial. L’un des enjeux majeurs repose sur la mise en place d’approches in-
variantes, à l’échelle et aux dimensions des données notamment. La plupart
des stratégies introduites pour le recalage approximatif fournissent des ré-
sultats qui sont par la suite affinés, à l’aide d’algorithmes majoritairement
basés sur le principe de l’ICP. La modification de certaines étapes de cet
algorithme semble judicieuse, en vue de traiter des données hétérogènes.
Les provenances diverses des nuages de points, l’utilisation potentielle de
capteurs à faible coût, ainsi que le recours de plus en plus fréquent aux dé-
tecteurs et descripteurs automatiques de points d’intérêt lors du recalage,
sont autant de sources qui peuvent mener à la présence de bruit de mesure,
et d’observations ou de correspondances aberrantes. Des stratégies de dé-
tection et d’élimination de ces fautes ont été discutées dans ce chapitre.
Afin de compléter l’algorithme de recalage global introduit au Chapitre 4,
deux estimateurs robustes ont été testés, dans l’hypothèse où des obser-
vations aberrantes affecteraient les points de jonction. En vue de prendre
en compte la double pondération des données (liée d’une part au modèle
stochastique, et d’autre part à l’estimation robuste), la décomposition de
Cholesky des résidus a été appliquée. À partir d’un jeu de données volon-
tairement dégradé, les résultats obtenus ont permis de conclure quant au
bénéfice de ces développements, par comparaison avec les résultats fournis
par l’estimateur des moindres carrés ordinaires.
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Conclusion
Bilan
L’enjeu au cours de cette thèse a été d’étudier les solutions à apporter à l’acquisition, puis à la
combinaison de nuages de points issus d’instruments de mesure différents, dans le cadre de
la numérisation 3D du patrimoine. Afin d’aborder la question de la qualité et de l’évaluation des
données brutes d’une part, puis celle de leur intégration au sein d’un même modèle dans un
second temps, les travaux de recherche entrepris se sont articulés autour de deux axes majeurs.
Ces derniers sont respectivement mis en valeur à travers les deux parties qui constituent le présent
manuscrit.
Diversité des techniques de numérisation en environnements bâtis
Le premier volet de cette thèse a porté sur l’étude de systèmes et capteurs dédiés à la réalisation de
relevés 3D en environnements bâtis, avec pour objectif l’évaluation de la qualité des données qu’ils
produisent. Des expérimentations ont à cet effet été mises en place. Celles-ci se sont appuyées sur
l’observation des techniques de mesure conduisant à l’acquisition de nuages de points, ainsi que
sur une étude bibliographique des approches de qualification des données.
Tandis que les principes d’estimation de la distance et la grande diversité des instruments de
mesure qui en découle ont été abordés dans le premier chapitre, le second chapitre a permis
d’envisager la question de la qualification des nuages de points produits. La présence d’incer-
titudes de mesure sur les observations est en effet inévitable, bien que la mise en place rigoureuse
des levés contribue à les réduire. De nombreux facteurs affectant la mesure peuvent être pris en
compte afin d’apprécier la qualité a priori des jeux de données. La connaissance des caractéris-
tiques des instruments, ainsi que des conditions d’acquisition est nécessaire dans ce cas. Lorsque
ces informations ne sont pas disponibles, la qualité des données acquises est évaluée de ma-
nière empirique, par l’expérience. Les informations théoriques ou effectives ainsi recueillies
peuvent être utilisées afin de constituer un modèle stochastique ou modèle d’erreurs, faisant
état des incertitudes sur les données. Le modèle stochastique joue un rôle important dans un ajus-
tement par compensation, car il permet d’introduire une pondération propre aux observations.
Dans le cas d’un nuage de points, la confiance à associer à chacun des points est variable. Les in-
fluences des facteurs contribuant au bilan des erreurs diffèrent en effet selon les zones du nuage
de points. La multitude des sources d’erreur et des influences, ainsi que leur possible corrélation,
rend donc la définition exhaustive et unifiée d’un tel modèle à la fois ambitieuse et complexe.
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Conclusion générale
Dans le troisième chapitre présentant les étapes constitutives d’un projet de numérisation,
l’observation de la chaîne de traitement des nuages de points bruts a notamment permis de mettre
en avant l’importance de leur recalage. La qualité d’exécution de cette étape primaire, vi-
sant à assembler les données individuelles, impacte en effet le reste des traitements, et par
conséquent l’ensemble du projet. Les approches pour le recalage des nuages de points sont nom-
breuses et richement documentées à travers la littérature. Bien que la consolidation basée sur
des cibles constitue une approche fiable, l’automatisation des méthodes à partir d’images ou de
primitives extraites automatiquement connait des améliorations permanentes. Les contributions
des domaines de la robotique et de la vision par ordinateur à cet égard, ont favorisé ces évolutions
rapides. En dépit des étapes de pré-traitement nécessaires en amont, les approches automatiques
permettent d’une part de réduire les temps d’acquisition, et participent d’autre part à la démocra-
tisation des techniques de relevés 3D auprès d’un public plus large, potentiellement non initié.
En revanche, les notions de qualité lors de l’étape de recalage sont parfois obscures et résultent
de calculs non explicités, notamment celles fournies par certaines solutions logicielles.
La diversité des techniques d’acquisition de nuages de points évoquée à travers le premier chapitre
constitue naturellement un atout, car elle offre la possibilité de sélectionner un instrument en
fonction des besoins définis pour le projet. Cependant, la question du choix de la technique la
plus adaptée doit alors être considérée par l’utilisateur. Lorsque ceci est matériellement possible,
et pour certains projets, l’utilisation combinée de plusieurs instruments représente la solution
optimale à cette question. L’intégration des données multi-sources peut alors être entreprise
à plusieurs niveaux. Intervenir au moment de la modélisation produit les effets les plus visibles,
car cette étape mène à la production des livrables finaux. Dans le cas de données hétérogènes, la
création de modèles hybrides permet de gérer les différences de densité et de précision des nuages
notamment. En amont de la modélisation finale, l’étape de recalage des nuages de points peut
elle aussi être adaptée, afin de prendre en compte les disparités au sein des données. L’aspect
primordial de cette étape pour la qualité finale du projet a motivé les travaux entrepris sur
le recalage, dans la seconde partie de cette thèse.
Vers un recalage pour des données hétérogènes
Suite à l’étude de différents instruments et à l’évaluation de leurs performances, le second volet
exploré concerne le recalage des données précédemment acquises. Les objectifs définis étaient
notamment la prise en compte d’informations initiales propres aux données lors de cette étape de
consolidation, ainsi que l’apport de critères de qualité aisément interprétables à l’issue de celle-ci.
Afin d’entamer cette seconde partie, le quatrième chapitre a permis d’introduire l’approche
de recalage en bloc développée, basée sur des coordonnées de points communs. Procéder
au recalage de nuages de points revient à effectuer le changement de repère des coordonnées
d’un ou plusieurs nuage(s) mobile(s). Au préalable, les solutions d’estimation des paramètres de
transformation liant deux repères ont été discutées. Bien qu’itératives et moins optimisées que
certaines solutions analytiques, les méthodes de compensation traditionnelles s’appuyant sur le
critère des moindres carrés présentent l’avantage de fournir des informations relatives à la pré-
cision de l’estimation des paramètres, à l’issue du calcul. Au vu de l’expression des contraintes
qui permettent de lier simultanément plusieurs nuages de points, la méthode de compensation
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de Gauss-Helmert (ou moindres carrés généralisés) a été choisie. Cette approche permet éga-
lement d’envisager l’ajout d’une pondération individuelle des points utiles au recalage, par
la définition d’une matrice des poids.
Le cinquième chapitre rapporte l’évaluation de la méthode développée. Les résultats fournis
par l’algorithme développé pour la consolidation de jeux de données réels, acquis par lasergram-
métrie, ont conforté son caractère opérationnel, visuellement dans un premier temps. La valida-
tion est ensuite passée par l’observation des critères de convergence, ainsi que par une analyse
quantitative. Les résidus calculés sur les points de jonction suite à l’application de notre méthode,
ont à cet effet été comparés avec ceux calculés à l’issue du recalage par des logiciels de traite-
ment usuels. La faible variation des résidus calculés pour chaque solution a permis d’appuyer
la validation de la méthode. Les bénéfices du recalage en bloc de plusieurs nuages de points
simultanément ont finalement été éprouvés par l’expérience, par comparaison avec un recalage
séquentiel. En fonction de la configuration du réseau de stations, l’hypothèse de dérive par rapport
au nuage de référence au cours d’un recalage séquentiel a pu être observée.
Le sixième et dernier chapitre a été consacré à l’étude de solutions permettant d’améliorer
le recalage, dans le cas de données hétérogènes. L’étude bibliographique a montré qu’il n’existe
pas de solution unique pour la gestion de l’hétérogénéité des jeux de données au moment de leur
recalage, aussi des stratégies adaptées au cas par cas sont généralement proposées. Les premières
pistes d’adaptation discutées dans ce chapitre concernent la pondération des données, en fonction
de leur qualité théorique ou effective, ainsi que le recalage fin à l’aide de l’algorithme ICP. En dépit
de son caractère aléatoire et de la difficulté à définir un modèle d’erreurs unique pour chaque
instrument, la pondération constitue une approche viable et applicable quelle que soit la
stratégie de recalage employée, étant donné qu’elle n’est liée qu’aux données auxquelles elle se
rapporte. Aussi, elle ne s’inscrit pas comme une alternative aux autres stratégies évoquées, mais
plutôt comme un complément. Afin de confirmer son influence sur le recalage, des premiers tests
ont été effectués et ont montré que la pondération des données entraîne de faibles variations
des paramètres de transformation estimés. La qualité a posteriori de ces paramètres évolue quant
à elle également. Des analyses complémentaires seraient nécessaires à ce stade. Finalement, les
observations nuancées relatives à l’apport de la pondération seule laissent à penser qu’il est plus
judicieux de la combiner à d’autres stratégies, comme l’adaptation de la méthode de recalage aux
données en présence, dans l’optique d’une intégration cohérente des données hétérogènes.
En complément de la pondération, l’introduction d’estimateurs robustes dans le calcul en bloc
des multiples jeux de paramètres de transformation a été proposée. Elle permet notamment
de s’affranchir du bruit de mesure, ainsi que d’éventuels mauvais appariements des entités com-
munes. Ces risques sont en effet augmentés par l’utilisation de données hétérogènes, les bruits
de mesure étant variables en fonction des instruments utilisés. L’efficacité de l’estimateur des
moindres carrés ordinaires est quant à elle discutable, en présence de fautes potentielles parmi
les coordonnées de points communs. Les résultats obtenus grâce au recalage robuste, après in-
troduction d’erreurs grossières dans l’un des jeux de données réels, confortent l’intérêt de cette
solution. Les points aberrants ont en effet bel et bien été écartés par le calcul, permettant de
retrouver les paramètres de transformation optimaux.
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Perspectives
Améliorations de l’approche proposée
Plusieurs aspects de développement, testés au cours de ces travaux de thèse et abordés plus ou
moins partiellement dans ce manuscrit, permettraient d’améliorer l’efficacité et la cohérence de
la méthode proposée dans son ensemble. Les développements effectués constituent en effet un
socle, sur lequel peuvent aisément venir se greffer des étapes en amont (détection, appariement
d’entités d’intérêt) mais aussi en aval (ICP, estimation robuste, etc.).
Vers davantage d’automatisation Dans son état actuel, l’algorithme développé admet comme
données d’entrée des fichiers de points communs. Dans les jeux de données utilisés pour la va-
lidation de l’algorithme, les coordonnées de cibles artificielles placées dans la scène étaient dis-
ponibles. Cette manière de procéder contraint cependant quelque peu les acquisitions. Afin de
s’en affranchir, l’utilisation de méthodes automatiques pour la recherche d’entités d’intérêt
est souhaitable. À cet effet, deux approches de détection de points d’intérêt ont été appréhendées
à travers quelques tests, à la fois en 2D dans les images, mais aussi en 3D dans les nuages de
points. Ces premiers essais n’ont pas été approfondis, afin de concentrer les travaux sur le calcul
de minimisation des contraintes, et sur la gestion de l’hétérogénéité des données.
L’emploi de telles approches automatiques de détection va de paire avec une stratégie de mise
en correspondance efficace. L’appariement actuellement en place, non optimisé, ne supporterait
pas la gestion de fichiers contenant un nombre important de points candidats, comme c’est le cas
lors de l’utilisation de détecteurs de points d’intérêt.
Discussion à propos de la définition d’une pondération Dans un processus d’estimation de
paramètres de transformation à partir d’observations, la pondération de ces observations constitue
un complément, qui peut être intégré quelle que soit la méthode de recalage retenue. L’expression
de poids incluant un maximum de critères reste néanmoins une question ouverte, afin d’apporter
un modèle stochastique tangible au sein du calcul de compensation. Ces poids peuvent ainsi être
proportionnels à l’écart-type déterminé suite à l’ajustement de primitives géométriques (plans,
cylindres, etc.) dans les nuages, par exemple. En revanche lorsque des entités ponctuelles sont
utilisées, la définition d’une précision individuelle pour chaque point n’est pas impossible, mais
laborieuse. En effet, comme rappelé dans le second chapitre, de nombreux facteurs influent sur ces
précisions individuelles. Définir une pondération unique, qui soit pleinement représentative et ne
soit pas aléatoire, semble donc ambitieux. Pour ces raisons, l’étude de la littérature montre que la
définition de critères locaux de précision est parfois privilégiée, afin de simplifier l’expression des
modèles stochastiques. En dépit de la possibilité de pondérer individuellement les observations
dans notre approche, fait rendu possible par la méthode de compensation mise en œuvre, une
piste à envisager est l’étude de l’impact de modèles simplifiés, intégrant des approximations.
Un juste milieu entre l’exhaustivité du modèle d’erreurs, et son intérêt réel lors de la pondé-
ration du recalage, doit donc être trouvé. Ceci est d’autant plus vrai que les premières analyses
relatives à l’impact de la pondération sur les paramètres estimés ont montré des influences li-
mitées. Ces propos sont à nuancer, car ils mériteraient davantage d’expérimentations afin de les
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conforter pleinement. Aussi, le principe de pondération n’est pas à exclure totalement d’un pro-
cessus de recalage global de nuages de points, d’autant plus lorsque ceux-ci ont été acquis avec
des instruments différents ou dans des conditions variables. Les analyses qualitatives de quelques
instruments de mesure, réalisées dans le premier volet de ces travaux, ont permis d’en définir les
limites et bonnes pratiques d’utilisation. Afin de faire fructifier ces analyses, une étude intéres-
sante consisterait donc à s’appuyer sur cette expérience, afin d’établir un modèle d’incertitudes et
donc une pondération associée à chaque instrument.
Intégration de l’ICP dans le processus de recalage global Avec les jeux de données utilisés
pour la validation, dans lesquels les jonctions sont établies par le biais de cibles artificielles, le
recalage dit « grossier » offre directement des résultats très satisfaisants, qui ne requièrent pas
forcément l’application d’un recalage fin. Néanmoins lors de l’emploi d’approches automatiques
d’appariement, et en présence de nuages de points hétérogènes, l’affinage des paramètres de
transformation à l’aide d’un algorithme de type ICP peut contribuer à l’amélioration des ré-
sultats de recalage. Lorsque les caractéristiques des nuages de points sont variables (étendue,
bruit, densité, etc.), la modification de certaines étapes de l’algorithme initial a été suggérée.
Le recalage fin de plusieurs nuages simultanément, ainsi que la pondération des données ne sont
pour l’instant pas pris en compte dans ces étapes. Conserver les bénéfices induits par ces deux
aspects est pourtant souhaitable, par cohérence avec la méthode de recalage grossier appliquée
en amont. Ce premier algorithme nécessite donc quelques améliorations, en vue d’être intégré
dans la chaîne de traitement. Une autre piste d’amélioration, après avoir déterminé les zones de
recouvrement par l’utilisation de grilles de voxels par exemple, consiste à n’appliquer l’algorithme
ICP que sur certaines zones judicieusement choisies et jugées stables, afin de ne pas fausser le
recalage en cas de nuages bruités ou possédant des caractéristiques très variables.
Représentations visuelles des critères de qualité L’introduction de critères de qualité propres
au recalage et clairement explicités constituait l’une des motivations au développement de notre
propre algorithme. Sur la base des résidus estimés au niveau des points communs, un critère de
précision (écart-type) est calculé pour chaque nuage recalé. Le code couleur proposé pour la visua-
lisation de ce critère fait intervenir des seuils arbitraires pour l’attribution des différentes couleurs,
aussi la définition de ces seuils mériterait d’être généralisée. Elle pourrait par exemple s’appuyer
sur le produit du facteur de variance a posteriori σ0 avec des constantes à fixer, afin de constituer
les différents seuils. Une variante complémentaire consisterait à considérer les précisions a poste-
riori des paramètres de transformation, obtenus grâce à la matrice de variances-covariances, pour
les nuages de points mobiles. Ces précisions peuvent alors être différenciées selon les paramètres
de translation, et ceux de rotation. Un outil utile à la représentation de zones d’incertitudes est le
tracé d’ellipsoïdes d’erreur. Une transmission des incertitudes sur les paramètres est à envisager,
afin de pouvoir tracer les ellipsoïdes au niveau des barycentres des nuages par exemple.
En appliquant ce même principe de colorisation selon un critère de précision ou de confiance,
les nuages de points peuvent être différenciés selon leur provenance. Des nuages dont la source
est inconnue, ou réputée posséder une qualité a priori faible, pourraient alors rapidement être
distingués. Cette approche est intéressante notamment en vue de la segmentation et surtout de la
modélisation, permettant d’intégrer des niveaux de confiance variables. Enfin au sein d’un même
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nuage de points, des zones de confiance ou de précision variables peuvent également être définies,
par analyse de critères locaux (densité, normales, etc.).
Intégration de données autres que des nuages de points Bien que la numérisation 3D re-
pose principalement sur l’utilisation de nuages de points, d’autres types de données qui n’ont
pas été prises en compte dans nos travaux peuvent venir compléter ces informations initiales.
L’intégration de photos par exemple, est utile non seulement pour l’application de textures pho-
toréalistes, mais aussi éventuellement lors du recalage. Les observations tachéométriques sont un
autre exemple, dont la prise en compte s’avèrerait utile pour procéder au géoréférencement des
nuages.
Autres approches de gestion de l’hétérogénéité des données
Dans le second volet de ces travaux, l’intégration des données hétérogènes a été abordée essen-
tiellement selon l’angle du recalage, pour les raisons d’importance de cette étape évoquées plus
tôt. Cependant, il ne s’agit pas de l’unique manière de concevoir la combinaison de données hé-
térogènes :
• L’hétérogénéité aurait pu être traitée en amont du recalage. Dans ce cas, les interventions
se résument essentiellement à des traitements de nuages de points bruts, tels que le fil-
trage, le rééchantillonnage, ou toute autre opération visant à lisser les caractéristiques des
nuages. En fonction de la finalité du projet, cette approche peut être critiquable. En effet,
ces opérations risquent de dégrader partiellement la donnée, en la condamnant à la perte
d’informations potentiellement souhaitables pour la suite du projet. Par exemple, si un
instrument offrant une forte densité de points a été retenu pour cette raison particulière,
il n’est pas souhaitable de procéder au rééchantillonnage du nuage acquis, même s’il est
question de l’intégrer avec d’autres données moins denses.
• L’hétérogénéité aurait également pu être traitée en aval du recalage, lorsque les données
forment déjà un ensemble mais non homogène. Dans ce cas, le sujet de recherche serait
à aborder sous l’angle de la modélisation 3D. En effet, la définition d’une méthodolo-
gie adaptée est souhaitable pour cette étape, lorsque des données multi-sources sont à
disposition. Une manière appropriée de gérer ces différences est la création de modèles
hybrides ou de modèles multi-résolutions. Chaque modélisation (celle des primitives, et
la création des maillages détaillés) est généralement automatisée selon des degrés plus
ou moins élevés. En revanche, la jonction entre les deux types de modèles nécessite des
interventions manuelles, ou est parfois inexistante. Aussi, connaissant les caractéristiques
des données en entrée, l’automatisation de la création de modèles hybrides, à l’image des
travaux d’automatisation pour la création de maquettes numériques de bâtiments, semble
être une piste intéressante à exploiter.
En conclusion, diverses approches, intervenant à différents niveaux de la chaîne de traitement,
peuvent être envisagées en vue d’aborder l’intégration de nuages de points issus de sources di-
verses. Lorsque cela est possible, intervenir à plusieurs niveaux tout en conservant la trace de la
provenance des données, semble être la solution optimale.
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Annexes
A Articles
A.1 Assessment and Calibration of a RGB-D Camera (Kinect v2
Sensor) Towards a Potential Use for Close-Range 3D Modeling
Article publié dans le journal Remote Sensing (MDPI), et traitant d’une proposition de calibration
de la caméra 3D Kinect v2, en vue de l’utiliser pour la modélisation de petits objets.
A.2 Investigation of a Combined Surveying and Scanning Device:
The Trimble SX10 Scanning Total Station
Article publié dans le journal Sensors (MDPI), relatif aux tests de performance de la station hy-
bride de numérisation Trimble SX10.
A.3 Performance investigation of a handheld 3D scanner to define
good practices for small artefact 3D modeling
Article paru dans le cadre du Symposium du CIPA en 2017, rapportant l’analyse des performances
du scanner à main Freestyle3D X sur l’exemple de la numérisation de blocs archéologiques.
Articles non disponibles dans cette version du manuscrit.
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B Formats numériques des nuages de points
Considérer le format numérique dans lequel est enregistré un nuage de points peut s’avérer né-
cessaire, lorsque des données provenant de sources différentes sont appliquées à un projet de
numérisation. Les catégories de formats qui se distinguent sont les suivantes :
— les formats propriétaires, propres aux constructeurs d’instruments (notamment de scan-
ners laser, statiques ou mobiles). Ces formats présentent un encodage qui leur est spéci-
fique, et leur interprétation est plus ou moins aisée (présence d’en-têtes, formats protégés
ou non). Tous ne peuvent pas être lus par l’ensemble des logiciels de traitement.
— les formats d’échange standards, dont la structure est simple à interpréter. Il s’agit gé-
néralement d’une liste de coordonnées cartésiennes, éventuellement agrémentée d’infor-
mations radiométriques ou tout autre champ scalaire sous forme de colonnes supplémen-
taires. Ces formats sont conçus pour faciliter le transfert d’information entre les logiciels,
néanmoins leur poids de stockage est un inconvénient majeur dans le cas de larges jeux
de données.
— les formats d’échange compacts, particulièrement adaptés pour la gestion de données
volumineuses, et permettant de stocker davantage de champs d’informations que les for-
mats standards. Parmi les plus fréquents, le format .las a initialement été conçu pour
stocker des données lidar aériennes, néanmoins son utilisation dans des applications ter-
restres n’est pas exclue.
Les extensions de fichiers couramment rencontrées lors de projets de numérisation sont réperto-
riées dans le Tableau A.1. Cet aperçu est non exhaustif.
Formats propriétaires
.fls (FARO)
.ptx et .pts (Leica)
.rxp (Riegl)
.tzf (Trimble)
Formats d’échange standards
.txt
.asc
Formats d’échange compacts
.las
.laz (version compressée de .las)
.e57
Tableau A.1 - Quelques formats de nuages de points couramment utilisés.
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C Étalonnage des instruments
Étalonnage des scanners laser
Que l’instrument soit statique ou dynamique, la calibration du scanner laser est nécessaire. Ce pro-
cédé permet d’apporter des corrections aux grandeurs effectivement mesurées par l’instrument,
à savoir les coordonnées sphériques (deux angles et une mesure de distance) du point observé.
Les corrections angulaires servent notamment à corriger les défauts liés aux axes de l’instrument.
Dans la pratique, les scanners lasers subissent des calibrations en interne par les constructeurs,
en amont de leur commercialisation ainsi que pendant leur cycle de vie. Aussi, les constantes
d’étalonnage sont directement prises en compte par le système de mesure.
La problématique d’auto-calibration des scanners laser a été largement traitée dans la littérature,
et les travaux de thèse de [Reshetyuk, 2009] fournissent un résumé détaillé du processus. Les
différentes approches se distinguent par le type d’observations utilisées pour procéder à la cali-
bration, ainsi que par le modèle fonctionnel appliqué. Cette procédure peut être effectuée direc-
tement sur site [Abbas et al., 2014], auquel cas les auteurs mettent en garde sur la configuration
du réseau, qui peut avoir une influence sur la précision des paramètres estimés.
Étalonnage des systèmes d’acquisition mobiles
L’une des clés de la précision pour un levé à l’aide d’un système mobile terrestre, comme pour
un levé lasergrammétrique aéroporté, repose sur la bonne intégration des données de naviga-
tion (GPS et centrale inertielle) avec les données laser, qui va permettre l’obtention d’un nuage
de points cohérent. Celle-ci comprend la synchronisation temporelle des données, ainsi que
la détermination des contraintes spatiales entre les systèmes de coordonnées des différents
capteurs. La calibration permet d’affiner ces paramètres [Lichti et Skaloud, 2010].
Dans le cadre d’acquisitions mobiles, les procédures d’auto-calibration sont également envisa-
geables. Citons notamment les travaux de [Skaloud et Schaer, 2007] pour la lasergrammétrie
aéroportée, ou encore [Chan et al., 2013] pour l’exemple d’un système de cartographie mobile.
Étalonnage pour les systèmes passifs
En photogrammétrie, la calibration des caméras est une problématique bien connue et largement
documentée, qui permet d’augmenter la qualité géométrique des distances 3D reconstruites. Dans
le cadre d’une approche rigoureuse, il s’agit en réalité d’une approche d’auto-calibration. Cette
opération est en effet effectuée par l’opérateur en amont de l’acquisition des prises de vue, et un
réseau de cibles à la configuration géométrique adaptée est alors nécessaire. La calibration d’un
appareil photographique permet d’éliminer une partie des erreurs systématiques par l’estimation
des paramètres internes de la caméra, tels que la distance focale, la position du point principal et
les éventuelles distorsions liées au capteur. Plusieurs modèles d’estimation des distorsions ont été
proposés, et plusieurs méthodes de calibration pour des caméras digitales sont présentées dans
[Remondino et Fraser, 2006].
233
Annexes
La notion d’auto-calibration dans ce contexte peut revêtir un aspect particulier : dans la littérature
anglophone, le terme autocalibration qualifie plutôt les approches de calibration automatique
présentes dans la majorité des logiciels de reconstruction. En effet, si les paramètres internes de
la caméra n’ont pas été déterminés au préalable, des méthodes automatiques de détermination de
ces paramètres sont implémentées dans la plupart des algorithmes de SfM. Elles s’appuient à cet
effet uniquement sur les photographies, ainsi que sur les méta-données éventuellement contenues
par celles-ci [Pollefeys et al., 1999]. Il est donc possible d’obtenir des résultats corrects d’un point
de vue géométrique sans procéder à la calibration de l’appareil en amont, bien qu’une calibration
en bonne et due forme reste conseillée lorsqu’une haute précision des nuages de points est requise.
Systèmes low-cost et scanners à main
Les scanners à main bénéficient généralement d’un étalonnage effectué par le constructeur, et la
littérature rapportant de leur auto-calibration est assez rare. Des évaluations de la qualité géomé-
trique des données produites par ces outils sont en revanche disponibles, et les tests effectués au
cours de cette thèse avec le scanner à main FARO Freestyle3D montrent notamment sa sensibilité
à la portée, ainsi qu’à l’angle d’incidence [Lachat et al., 2017c]. Aussi, des approches d’auto-
calibration pourraient être envisagées sur la base de telles analyses empiriques. Dans la pratique,
des routines de calibration pré-établies existent pour certains instruments, dont la procédure est
appliquée directement par l’opérateur à l’aide d’étalons fournis (mires ou plaques d’étalonnage
notamment, voir Figure A.1). La procédure peut être répétée à chaque utilisation de l’instrument,
ou selon une plage temporelle à respecter, en fonction des conditions.
Figure A.1 - Plaque d’étalonnage fournie avec le scanner à main FARO Freestyle3D.
En ce qui concerne les capteurs peu onéreux, à l’image des caméras de profondeur, leur utilisation
pour l’acquisition de nuages de points ou dans des applications de robotique mobile a soulevé
l’intérêt de procéder à leur étalonnage. En vue d’augmenter la fiabilité des mesures effectuées,
des travaux ont été entrepris dans le cadre de cette thèse pour l’étalonnage de la caméra 3D
de Microsoft Kinect v2 [Lachat et al., 2015a]. Des études similaires présentes dans la littérature
s’intéressent à d’autres caméras 3D usuelles, à l’image de [Kahlmann et al., 2008], [Chiabrando
et al., 2009] ou [Pagliari et Pinto, 2015]. Citons également l’article de [Darwish et al., 2017],
dans lequel les auteurs proposent un modèle de distorsion plus général applicable aux caméras
de profondeur. Ces approches d’étalonnage sont empiriques.
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D Outils pour la détection d’entités d’intérêt sur la
base des images d’intensité ou des cartes de profondeur
Détection semi-automatique de sphères dans les images d’intensité
Afin d’obtenir rapidement une liste de coordonnées de points représentatifs pouvant servir au
recalage, une routine a été implémentée à l’aide des fonctions de l’environnement Matlab (Math-
Works), pour la recherche semi-automatique de sphères dans les images d’intensité dérivées de
nuages de points.
Cette solution nécessite la présence de sphères dans la scène numérisée, et l’utilisation de nuages
de points acquis par scanner laser terrestre en vue de la création des images d’intensité. À cet
effet, les nuages de points bruts issus de l’instrument sont enregistrés au format .ptx. Ce format
ASCII, bien qu’associé au constructeur Leica, peut également être généré à l’aide du logiciel FARO
Scene ou de sa version gratuite Scene LT, notamment. La structure de ce format est avantageuse
en vue de la création d’une image, car les coordonnées des points sont enregistrées selon la trame
du balayage de la scène. Le nombre de points acquis par ligne verticale de balayage, ainsi que le
nombre de lignes verticales de balayage, sont renseignés dans l’en-tête du fichier et dépendent
du pas choisi au moment de l’acquisition. Grâce à ces informations et aux valeurs d’intensité
également présentes dans les fichiers .ptx, les dimensions de l’image d’intensité associée sont
connues et il est aisé de reconstruire la grille permettant la création de cette image.
Les étapes de la routine proposée pour la détection semi-automatique sont les suivantes :
1. Création de l’image d’intensité, à partir du nuage de points au format .ptx
2. Sélection approchée des emplacements des sphères sur l’image par l’utilisateur, tel
que montré sur la Figure A.2
Figure A.2 - Outil pour la sélection approchée de sphères visibles dans les images d’intensité,
créées à partir de nuages de points issus d’un scanner laser terrestre. Les axes rouges suivent les
déplacements de la souris et aident à la sélection.
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3. Conversion des coordonnées pixels 2D en coordonnées 3D dans le nuage de points :
connaissant la trame de la grille, à chaque pixel de l’image est associé un point du nuage.
4. Création de boîtes englobantes dans le nuage de points, autour des emplacements ap-
prochés des sphères précédemment déduits (coordonnées 3D) ; les dimensions d’une boîte
sont fixées arbitrairement comme étant celles d’un cube de 40 cm de côté, au vu des di-
mensions des sphères, et au cas où le pointé soit trop approximatif.
5. Ajustement d’une sphère dans chaque échantillon de points délimité par l’une des
boîtes englobantes : sitôt la primitive sphérique ajustée (Figure A.3), il est possible de
lui associer un critère de qualité (moyenne des écarts des points à la primitive, ou écart-
type de ces écarts).
6. Détermination des coordonnées des centres des sphères ajustées : ces coordonnées
constituent la liste des points de jonction disponibles pour le nuage considéré.
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Figure A.3 - Ajustement d’une primitive sphérique dans le nuage de points, au niveau de la zone
pré-sélectionnée à l’aide d’une boîte englobante.
L’étape qui fait suite à cette détection semi-automatique des points de jonction est leur mise en
correspondance, nécessaire avant d’envisager l’estimation des paramètres de transformation.
Remarque L’automatisation de cette routine de détection nécessiterait la recherche de cercles
dans les images d’intensité. Les traitements d’images entrepris dans ce sens ont conduit à la
détection d’un trop grand nombre d’éléments autres que des sphères, et n’ont pas été poursuivis.
Détection automatique de points d’intérêt 2D dans les images d’in-
tensité
Dans l’optique d’automatiser la détection de points communs entre les nuages de points issus
d’un scanner laser terrestre, et afin de s’affranchir de l’utilisation de sphères, la détection de points
d’intérêt dans les images d’intensité a également été testée. Le principe mis en place et développé
dans l’environnement Matlab est simple, et les étapes qui le constituent sont les suivantes :
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1. Création des cartes d’intensité, à partir des nuages de points enregistrés au format .ptx
2. Détection puis appariement de points d’intérêt 2D, dans deux images d’intensité for-
mées à partir de deux nuages de points adjacents (Figure A.4) ; à cet effet, le détecteur et
descripteur SIFT a été utilisé.
3. Conversion des coordonnées 2D appariées (en pixels) en coordonnées 3D dans les
nuages de points respectifs, connaissant le lien entre images d’intensité et fichiers .ptx.
4. Appariement des points connus en coordonnées 3D, à l’aide de la méthode décrite
dans le Chapitre 4 et s’inspirant du paradigme de RANSAC. L’objectif est de filtrer les faux
appariements restants suite à la mise en correspondance des points d’intérêt 2D. Le seuil
de distance (écart 3D) entre les points constituant une paire est fixé à 5 cm, au-delà de
cet écart la paire est considérée fausse.
5. Estimation des paramètres de transformation à l’aide des paires de coordonnées 3D
filtrées, selon la méthode de calcul analytique de [Arun et al., 1987].
Figure A.4 - Résultat de l’appariement des points d’intérêt détectés dans les deux images d’in-
tensité, à l’aide du détecteur SIFT. Les cercles verts indiquent les points retenus après nouvel
appariement en 3D des points candidats.
L’exemple montré sur la Figure A.4 est tiré du jeu de données A (église Saint-Pierre-le-Jeune)
utilisé dans le Chapitre 5, dont deux nuages de points adjacents ont été retenus ici. Dans cet
exemple, 20 appariements ont été trouvés à partir des points d’intérêt 2D dans les images d’in-
tensité (traits colorés sur la figure). Après nouvel appariement sur la base des coordonnées 3D
des points, seules 5 paires ont été retenues : celles respectant le critère d’écart inférieur à 5 cm
entre points d’une même paire. Les points entourés d’un cercle vert sur la Figure A.4 sont ceux
dont les coordonnées 3D ont fait ressortir des écarts inférieurs à 5 cm entre points appariés. Les
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paires de points marquées en orange ont fourni des écarts inférieurs à 15 cm, tandis que les paires
non marquées sont au-delà de cet écart suite à l’appariement des coordonnées 3D.
Estimation des paramètres de transformation À partir des 5 paires retenues dont les points
sont connus en coordonnées 3D, des paramètres de transformation ont été estimés. Le résultat
du recalage qui en découle est visible sur la Figure A.5. Visuellement, il apparaît que le recalage
grossier effectué grâce aux points détectés dans les images d’intensité est satisfaisant.
Le résidu moyen (écart 3D) calculé à partir de ces 5 points suite au recalage est de 3 cm. Cette
valeur n’est pas surprenante, du fait de la détection initiale des points dans les images qui est
parfois approximative. Des analyses supplémentaires seraient nécessaires afin d’évaluer plus en
détails ces résultats.
20 m
2 m
2 m
Figure A.5 - Résultat du recalage effectué à l’aide des points d’intérêt détectés dans les images,
puis filtrés à partir de leurs coordonnées 3D.
Remarques Cet essai relatif à l’automatisation de la recherche d’entités communes est fonction-
nel pour deux nuages de points. Néanmoins, sa généralisation à plusieurs entités nécessiterait
la connaissance du réseau de stations et des adjacences entre nuages. En outre, en présence de
structures répétitives dans les nuages de points et donc sur les cartes d’intensité, des éléments
semblables risquent d’être faussement appariés. Ce risque a été observé en utilisant deux nuages
de points non adjacents du jeu de données considéré, pour lesquels des appariements n’ayant pas
lieu d’être ont été trouvés. Ces nuages sont en effet disposés de manière symétrique dans l’édifice,
et présentent donc des structures quasiment identiques. Aussi, un travail supplémentaire sur la
structuration du réseau de stations serait nécessaire à double titre.
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E Application des méthodes de recalage dans quelques
logiciels
Les logiciels commerciaux développés et fournis par les constructeurs de scanners laser
terrestres proposent des méthodes de recalage. Citons entre autres les logiciels Scene (FARO),
RealWorks (Trimble) ou encore Cyclone (Leica Geosystems). Les techniques majoritairement pré-
sentes sont basées sur l’utilisation de cibles artificielles, bien que l’implémentation de méthodes
automatiques, basées notamment sur la détection de plans, soit croissante. Ces solutions sont par-
ticulièrement efficaces lors de relevés en environnements bâti ou urbain. Afin d’affiner la conso-
lidation opérée, des variantes de l’algorithme ICP sont disponibles et présentes sous le nom de
méthode d’affinage ou de solution nuage/nuage.
Dans la communauté scientifique, plusieurs groupes de recherche ont proposés des applicatifs
ou des logiciels, dont le code est libre ou non, permettant le recalage de données lasergrammé-
triques. C’est le cas notamment du logiciel 3DVEM [Fabado et al., 2013] (groupe GIFLE - Uni-
versité de Valence, Espagne), utilisé dans ces travaux de thèse pour comparaison des résultats
obtenus. Ce logiciel permet un recalage automatique de nuages de points sur la base de fichiers
de coordonnées de points communs, fournis par l’utilisateur. Il n’est pas nécessaire de classer
ces points de manière à ce qu’ils soient correspondants deux à deux, l’appariement automatique
étant possible. La capacité de l’outil à lire un certain nombre de formats constructeurs de nuages
de points, ainsi que la mise à disposition de critères d’erreurs sur la consolidation en font une
solution intéressante.
Bien qu’il soit davantage dédié à la comparaison de nuages de points, le logiciel libre CloudCom-
pare propose également des solutions de recalage grossier sur la base de méthodes manuelles ou
semi-automatiques. L’utilisateur est amené soit à directement sélectionner manuellement un jeu
de points communs au minimum de quatre dans chacun des deux nuages, soit à pré-sélectionner
une zone dans laquelle se trouve une sphère, lorsque de telles cibles ont été utilisées au moment
de l’acquisition. Dans ce second cas, le logiciel se chargera d’ajuster une primitive sphérique dans
la zone sélectionnée du nuage, et d’en extraire le centre. Suite à l’une de ces deux méthodes, l’affi-
nage de la consolidation est ici aussi assuré par un algorithme de type ICP. Les méthodes présentes
dans quelques-uns des logiciels précédemment cités sont résumées dans le Tableau A.2.
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3DVEM CloudCompare
Scene
(FARO)
RealWorks
(Trimble)
B
as
é
su
r
de
s
en
ti
té
s Points communs
(à sélectionner, ou coord. à
renseigner)
Ø Ø Ø Ø
Cibles artificielles Ø Ø Ø
Plans
(extraits dans les nuages)
Ø Ø
B
as
é
su
r
le
s
nu
ag
es
Recalage automatique
(Ø)
si important
recouvrement
(Ø)
si important
recouvrement
Algorithme type ICP Ø Ø Ø
Tableau A.2 - Méthodes de recalage présentes dans quelques logiciels
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F Calcul des dérivées partielles
Dans un calcul de compensation en bloc, la matrice Jacobienne couramment notée A regroupe les
dérivées partielles des équations d’observations ou de contraintes, par rapport aux inconnues.
Dans le cadre de ces travaux, l’équation de contraintes est celle d’une similitude spatiale 3D, dont
l’expression établie dans le Chapitre 4 est rappelée ici :
xy
z
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A
= µ
r11 r12 r13r21 r22 r23
r31 r32 r33
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Les dérivées partielles par rapport aux paramètres de transformation inconnus sont alors les
suivantes :
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L’approche de consolidation en bloc de plusieurs nuages de points développée dans ces travaux,
nécessite d’établir un modèle fonctionnel composé de deux types d’équations de contraintes
(voir le système 4.19, page 130). L’introduction du second type d’équations conduit à l’ajout de
coefficients supplémentaires dans la matrice A. Les expressions littérales de ces coefficients sont
identiques aux dérivées partielles établies ci-dessus, il convient uniquement de veiller à leur signe
en fonction du point considéré.
La seconde matrice Jacobienne introduite dans le cas de l’approche de compensation généralisée,
notée B, contient les dérivées partielles des relations établies dans le système 4.19, par rapport
aux observations c’est-à-dire par rapport aux coordonnées (x , y, z). L’expression de ces dérivées
partielles, plus intuitive, n’est pas détaillée davantage ici.
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G Observations concernant la notion de résidus à l’issue
de la consolidation
En vue de confronter les résultats obtenus grâce à notre algorithme avec des solutions prises
comme référence, les logiciels FARO Scene (logiciel commercial) et 3DVEM Register-Geo (outil
issu du domaine académique) ont été retenus. Afin d’établir des comparaisons sensées sur la base
des résidus et des critères de qualité fournis par les trois solutions, une première étape consiste
à comprendre la manière dont sont calculés ces grandeurs pour les deux solutions externes, ainsi
que leur signification. Aucune information complète n’étant fournie par les développeurs respec-
tifs, les explications qui suivent sont des hypothèses formulées à l’issue d’observations empiriques
de ces grandeurs, ainsi que de vérifications par le calcul.
Gestion dans le logiciel Scene
Dans la version du logiciel Scene utilisée au cours de ces tests, les résidus calculés au niveau des
points de jonction à l’issue du processus de consolidation sont appelés tensions de cibles (ou target
tensions), et représentent des écarts de distance exprimés en millimètres. Ces tensions sont en
réalité des écarts 3D déterminés par paires de nuages de points (c’est-à-dire entre deux nuages),
pour chaque cible (ou point) impliquée dans la consolidation. Par exemple, si une cible est visible
depuis quatre stations de numérisation différentes, au total ce sont six résidus qui seront calculés
pour cette unique cible, six étant le résultat du coefficient binomial qui permet de former des
paires à partir d’un ensemble de quatre points.
Si l’on considère toutes les combinaisons possibles au sein d’un projet de numérisation, composé
de plusieurs stations reliées entre elles par de nombreux points communs, la liste des résidus peut
devenir très longue. En outre, ce choix est discutable dans la mesure où ces résidus se rapportent
à des écarts constatés entre paires de nuages, et non de manière globale. Pour obtenir une idée de
précision associée à chaque nuage recalé, une erreur moyenne de distance entre cibles (ou mean
target distance error, en mm) est calculée. Après vérification, il s’agit pour chaque nuage de la
valeur moyenne de tous les résidus précédemment définis, pour lesquels le nuage en question est
impliqué.
À l’issue du géoréférencement lorsque celui-ci a lieu, des résidus sont calculés entre les nuages
adjacents de la même façon qu’exposée plus haut, en utilisant les coordonnées transformées des
cibles impliquées. Des écarts 3D entre les coordonnées de référence des points d’appui et leurs
coordonnées transformées, prises dans les nuages de points où ces références sont présentes, sont
également ajoutés à la liste des résidus précédente. De ce fait, des écarts absolus par rapport à
des données de référence, ainsi que des écarts relatifs entre les coordonnées présentes dans deux
nuages géoréférencés adjacents se retrouvent mélangés au sein d’une même liste. Finalement, sur
la base de cette liste de résidus sont déterminées des valeurs moyennes pour chaque nuage de
points, selon le même principe qu’exposé à l’issue de la consolidation seule. Cette solution n’est
vraisemblablement pas la plus représentative en vue de qualifier le résultat d’un géoréférencement
indirect.
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Gestion dans le logiciel 3DVEM
En ce qui concerne l’outil 3DVEM, un rapport est généré à l’issue de la consolidation ou du géo-
référencement. Au regard de ce rapport, il semblerait que les coordonnées des points de jonction
présents dans le nuage de référence (fixe) soient choisies comme valeurs de référence pour le cal-
cul des résidus. La présence de résidus nuls pour l’intégralité des points présents dans le nuage de
référence laisse supposer ce choix. Pour les autres points de jonction, non visibles depuis la station
de référence, des coordonnées sont prises comme références parmi l’un des nuages mobiles où
elles apparaissent, selon une logique malheureusement non détaillée. Cette seconde hypothèse
est émise suite à l’observation de résidus nuls au niveau de chacun de ces points restants, pris dans
l’un ou l’autre des nuages mobiles. De ce fait, les coordonnées prises comme valeurs de référence
pour le calcul des résidus ne sont pas choisies de façon uniforme.
Des écarts 3D sont ainsi déterminés pour chaque point de jonction dans chaque nuage de points,
mais aucune valeur unique n’est synthétisée par nuage. Pour ce qui est du géoréférencement, des
résidus sont calculés au niveau de chaque point de référence mis en jeu dans la transformation
globale. Ces écarts sont les différences entre les coordonnées de référence, et un jeu de coor-
données géoréférencées choisies arbitrairement parmi la liste des coordonnées géoréférencées
provenant de tous les nuages. Ici encore, cette approche est discutable et manque de clarté.
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H Principe de calcul des paramètres d’une ellipse
d’erreur
Pour un niveau de confiance k donné, une équation cartésienne de l’ellipse d’erreur est donnée
par :

x
σ x˜ x˜
2
+

y
σ y˜ y˜
2
= k
où σ x˜ x˜ et σ y˜ y˜ représentent les longueurs respectives du demi-grand axe a et du demi-petit axe
b de l’ellipse, et désignent les variances des variables non corrélées X˜ et Y˜ . Dans ce cas, les
covariances sont nulles (σ x˜ y˜ = 0), et les axes principaux de l’ellipse sont alignés avec les axes du
repère cartésien.
Pour des variables corrélées X et Y , en revanche, l’ellipse d’erreur associée n’est pas alignée avec
les axes du repère. Ses axes principaux possèdent une même inclinaison θ par rapport aux axes
du repère, et les longueurs des axes doivent être calculées dans ce repère incliné matérialisant
les directions des plus fortes variances. Trois paramètres sont ainsi nécessaires pour décrire la
géométrie d’une ellipse d’erreur dans le cas général :
— la longueur de ses axes (demi-grand axe a et demi-petit axe b),
— son orientation θ ,
— les coordonnées de son centre.
Les paramètres a, b et θ sont dérivables de la matrice des cofacteurs Qx x associée aux variables
corrélées. L’idée est de se rapporter au cas particulier où les variables X˜ et Y˜ ne sont pas corré-
lées en procédant à une transformation orthogonale, afin d’annuler les corrélations existantes. La
transformation entre variables corrélées et non corrélées s’effectue à l’aide d’une matrice de rota-
tion R, qui n’est fonction que de l’angle θ . Par propagation, la matrice de variances-covariances
après rotation Σ x˜ x˜ (c’est-à-dire des variables transformées X˜ et Y˜ ) s’écrit :
Σ x˜ x˜ = R Σx x R
T
avec
Σx x = σ
2
0 Qx x = σ
2
0

qx x qx y
qy x qy y

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Dans l’expression précédente, le facteur de variance a posteriori de l’unité de poidsσ0 et la matrice
des cofacteurs Qx x sont tous deux connus à l’issue de la compensation. Finalement, l’angle θ
présent dans la matrice de rotation R peut être calculé par :
θ =
1
2
arctan

2qx y
qx x − qy y

Les expressions des longueurs des axes principaux de l’ellipse font intervenir les cofacteurs q x˜ x˜ et
q y˜ y˜ des variables non corrélées :
a = σ0
p
q x˜ x˜ et b = σ0
p
q y˜ y˜
où : (
q x˜ x˜ =
1
2

qx x + qy y +
q
(qx x − qy y)2 + 4q2x y

q y˜ y˜ =
1
2

qx x + qy y −
q
(qx x − qy y)2 + 4q2x y

Remarques Les démonstrations conduisant à l’établissement de ces formules sont consultables
dans l’ouvrage de [Ghilani, 2010]. Notons que ces paramètres propres à l’ellipse peuvent éga-
lement être déduits en procédant au calcul des valeurs et vecteurs propres de la matrice de
variances-covariances Σx x . En effet, les valeurs propres représentent l’étendue de la dispersion
des données selon les directions fournies par les vecteurs propres.
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I Pistes d’intégration de nuages de points hétérogènes
en aval du recalage
Exemples de filtrage des données
Dans les travaux de [Mandlburger et al., 2017] combinant données laser aéroportées et images
aériennes, suite à l’intégration des deux sources de données, un filtrage selon l’altitude des points
est effectué sur la base d’une grille en 2,5D. Une stratégie plus complexe est implémentée dans
l’article [Zieher et al., 2018], où l’espace occupé par les données géoréférencées (lasergrammé-
trie terrestre, photogrammétrie terrestre et par drone) est subdivisé en voxels. Les trois types de
nuages de points sont donc présents dans chaque voxel, dont la taille est uniforme mais ajustable.
Quatre critères locaux et essentiellement géométriques ont été définis (courbure, planéité, éléva-
tion et quantité de points dans le voxel), en vue de déterminer les points à conserver au sein de
chaque voxel, comme illustré sur la Figure A.6 empruntée à l’article. À l’issue de ce traitement
et en fonction du critère retenu, l’un ou l’autre nuage de points sera plus ou moins filtré selon
les zones du projet. L’objectif est l’obtention d’une représentation plus fidèle de la surface et des
déformations du terrain.
sv
sv
s v
Scanner laser terrestre
Photogrammétrie par drone
Photogrammétrie terrestre
Figure A.6 - Subdivision des nuages géoréférencés en voxels, et filtrage des points en présence
selon différents critères (repris de [Zieher et al., 2018]).
Dans [Boström et al., 2008], la sélection des points les plus représentatifs de la surface finale, au
niveau des zones de recouvrement, passe également par une subdivision du volume du nuage en
octree. Dans chaque voxel, le filtrage des points est effectué sur la base de valeurs d’incertitudes
issues de modèles d’erreurs et associées à chaque point. Ainsi, un point est retenu s’il présente
la plus faible incertitude dans un voisinage donné. Afin d’illustrer l’un des facteurs d’incertitude
pris en compte par ces modèles, les points acquis selon un angle d’incidence rasant seront par
exemple filtrés (incertitude élevée), tandis que ceux acquis selon un angle d’incidence proche de
la normale seront favorisés. Les modèles d’erreurs définis par les auteurs sont également utilisés
lors du recalage des données.
Notons que dans les exemples mentionnés ici, les données sont filtrées par suppression des re-
dondances et des points erronés, mais les points provenant des différents nuages ne sont pas
moyennés.
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Annexes
Exemples de représentation multi-résolution
Tandis que les exemples de filtrage sont essentiellement appliqués aux données à grande échelle,
matérialisant les terrains naturels, les représentations selon différents niveaux de détails sont
particulièrement appréciées dans le cas d’études architecturales ou archéologiques. En effet, les
zones lisses et uniformes des édifices ou des sites ne nécessitent pas une représentation aussi fidèle
que les décorations ou les pièces complexes, pour lesquelles l’utilisation de méthodes d’acquisition
adaptées est parfois nécessaire afin de compléter les jeux de données. Des variations au niveau
de la représentation apparaissent lors de la visualisation du modèle complet, en fonction de la
qualité des données produites.
Les changements de niveaux de détails au sein d’un même modèle peuvent être signifiés par une
différence de texture sur les surfaces, à l’image des travaux de [Murtiyoso et al., 2017] où une
texture photoréaliste est appliquée sur les objets d’intérêt. En l’absence de texture, la création
de modèles hybrides permet de faire ressortir les zones de détails, qui sont alors maillées tandis
que les structures alentours sont modélisées par de simples primitives géométriques [Landes et al.,
2015]. Citons encore l’exemple de [Guidi et al., 2009], dont le projet de numérisation à l’échelle
d’un site archéologique complet fait appel à des données aériennes afin de modéliser le terrain,
tandis que les édifices et certaines zones d’études ont été acquis respectivement par scanner laser
terrestre et photogrammétrie. La démarche de visualisation est dans ce cas hiérarchique, car la
précision et la fiabilité du modèle augmentent à mesure que l’utilisateur se rapproche d’une zone
de détails.
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Relevé et consolidation 
 
de nuages de points issus de multiples capteurs 
pour la numérisation 3D du patrimoine 
 
 
 
Résumé 
La numérisation 3D du patrimoine bâti est un procédé qui s’inscrit dans de multiples 
applications (documentation, visualisation, etc.), et peut tirer profit de la diversité des 
techniques de mesure disponibles. Afin d’améliorer la complétude et la qualité des livrables, 
de plus en plus de projets de numérisation s’appuient sur la combinaison de nuages de points 
provenant de différentes sources. La connaissance des performances propres aux différents 
capteurs, ainsi que de la qualité de leurs mesures, est alors souhaitable. Par la suite, 
plusieurs pistes peuvent être explorées en vue d’intégrer des nuages hétérogènes au sein 
d’un même projet, de leur recalage à la modélisation finale. Une approche pour le recalage 
simultané de plusieurs nuages de points est exposée dans ces travaux. La gestion de 
potentielles fautes parmi les observations, ou de bruit de mesure inhérent à certaines 
techniques de levé, est envisagée à travers l’ajout d’estimateurs robustes dans la 
méthodologie de recalage. 
 
Mots-clés : techniques de numérisation, évaluation des données, recalage global, nuages de 
points hétérogènes, pondération, estimation robuste 
 
 
 
 
Résumé en anglais 
Three dimensional digitization of built heritage is involved in a wide range of applications 
(documentation, visualization, etc.), and may take advantage of the diversity of measurement 
techniques available. In order to improve the completeness as well as the quality of 
deliverables, more and more digitization projects rely on the combination of data coming from 
different sensors. To this end, the knowledge of sensor performances along with the quality of 
the measurements they produce is recommended. Then, different solutions can be 
investigated to integrate heterogeneous point clouds within a same project, from their 
registration to the modeling steps. A global approach for the simultaneous registration of 
multiple point clouds is proposed in this work, where the introduction of individual weights for 
each dataset is foreseen. Moreover, robust estimators are introduced in the registration 
framework, in order to deal with potential outliers or measurement noise among the data. 
 
Keywords: digitization techniques, quality assessment, global registration, heterogeneous 
point clouds, weighting, robust estimation 
 
