Abstract. In this paper we will show that a W 1,p -metric on a n dimensional closed smooth Riemannian manifold (M, g 0 ) also induces a distance function when p is close to n and p < n. Assume g and g −1 are in W 1,p (M, g 0 ), then the average limit of g exists everywhere except a (n − p)-dimensional subset, thus we can define a distance function d g ,when p > n − 1, by d g (x, y) = inf piecewise smooth γ joining x and y γ g(γ,γ).
Introduction
The problem considered in this paper can be stated as follows. Let {g k } be a sequence of smooth Riemannian metrics over a connected manifold M. We assume {g k } converges to g and {g −1 k } converges to g −1 in W 1,p (M, g 0 ), where (M, g 0 ) is a closed Riemannian manifold and p < n. Since (M, g k ) is smooth, it carries the structure of a metric space whose distance function comes from the arc length of a minimizing geodesic. Usually we define the distance function as follows d g k (x, y) = inf piecewise smooth γ joining x and y γ g k (γ,γ)
According to the regularity of {g k }, one can prove {d g k } converges uniformly to a distance function d, and {(M, d g k )} converges to (M, d) in the sense of Gromov-Hausdorff distance when n − p is sufficiently small. It is natural to ask: what is the relation between d and g. The first difficulty we need to overcome is to define a distance function from the limit Riemannian metric g which only lives in W 1,p . The key idea is, given a function u ∈ W 1,p , we can define the value of u(x) away from a (n − p)-dimensional subset. Precisely, the set E = {x : lim u does not exist} has dimension at most n − p, therefore it is reasonable to define the value of u(x) to be its average limit whenever x / ∈ E. 1 Then, in the case that p ∈ (n − 1, n], g(γ,γ) is well-defined on a smooth curve. Then we may define d g (x, y) = inf piecewise smooth γ joining x and y γ g(γ,γ).
It is not difficult to check that d is a distance function and d ≤ d g . However, we only get d = d g when g is continuous, which we believe to be true in general. The result is stated as follows:
Theorem 1.1. Let {g k } be a sequence of smooth Riemannian metrics over an n-dimensional Riemannian manifold (M, g 0 ). Let p ∈ ( 2n(n−1) 2n−1
, n]. We assume {g k } and {g As a crucial application, we will consider a sequence of conformal metrics {g k = u 4 n−2 k g 0 } over a smooth closed manifold (M, g 0 ). In our setting, scalar curvature R(g k ) has a L n 2 (M, g k ) uniform bound and Vol(M, g k ) = 1. It follows from the counterexamples in [3, 4, 5] that we can not get any compactness just under these two assumptions. In fact, as proved in [3, 4] , there is no compactness even when R(g k ) L ∞ is bounded and Vol(g k ) = 1.
In [11] , we studied the bubble tree convergence of g k under a stronger assumption that R(g k ) L p < C, where p > n 2
. We hope the results in [11] could be extended to the case when p = n 2 . The situation in this new setting is much more complicated, for W 2, n 2 -space fails to be embedded into C 0 (M). Therefore, it seems impossible to get nice convergences. For this reason, we will focus on the convergence of measures and distance functions. This paper is the first step in this direction, while the bubble tree convergence of a conformal metric sequence with R(g k ) L n 2 bounds will be discussed in a forthcoming paper. In this paper, we only consider the case that Br(x) |R(g k )| n 2 dV g is locally small. Based on the ε-regularity (Lemma 4.2) to be proved in section 4, we get the following:
sequence of smooth conformal metrics which satisfies
We assume |R(g k )| n 2 dV g k converges to a measure µ with µ(M) < Λ weakly. Then, for any q ∈ (1, n 2 ), there exists ε 0 > 0, which only depends on (M, g 0 ), Λ and q, such that if µ({x}) < ε 0 , ∀x, then, after passing to a subsequence, we have 1)
and log u weakly in W 2,q (B) respectively.
The reason we can get d = d g here is the following: besides g k and g
whenever µ({x}) = 0. Thus, except a countable set, the rescaling limit u ′ is locally a constant (see more details in setction 4).
If we omit the condition Vol(g k ) = 1, we can find set g
We should mention that C. Aldana, G. Carron and S. Tapie [2] have showed that under some bounds of scalar curvature L n 2 and volume, metric spaces are precompact in the Gromov-Hausdoff topology, and the limit is a metric space defined over M. The method they used is different from ours. We also need to mention that, when M |K(g k )| p dV g k bounds, where p > n 2 and K(g k ) is the sectional curvature, the compactness was discussed in [6, 7, 9] .
The paper is organized as follows: in section 2, we provide some basic calculations and properties about average approximationû(x) = lim r→0
udx, for u ∈ W 1,p , p < n. We will show smooth approximation and average approximation are the same except a n − p dimensional subset.
In section 3, we consider the distance function induced from a W 1,p Riemannian metric and discuss its convergence.
In section 4, we study the Sobolev metric in conformal setting. We use Moser iteration to prove ε-regularity at first. If there is no local volume collapsing, we have conformal factor {u k } converges to u weakly in W 2,q , {log u k } converges to log u in W 2,q and
, thus we get the first consequence of Theorem 1.2. In the end, we use rescaling methods to show d = d g , even though u is not continuous. The key point in the end of proof is the rescaling sequence {u ′ k } converges to a local constant function, hence we switch the general case to the continuous one. The trace embedding theorem from a W 1,p -function defined on a n-dimensional domain to a k-dimensional submanifold can be found in [1] (cf. Theorem 4.12). In fact, we will prove that a given function u ∈ W 1,p is definable everywhere except on a subset with dimension n − p (cf [8] ). The idea is to use average approximation: Let B r (x) ⊂ R n be the ball of radius r centered at x, and denote the average of u on B r (x) by u x,r , i.e.
It is reasonable to define the value of u at x to be the limit of u x,r as r → 0. For the convenience of the reader, we will prove some results in [8, Chapter 4] in this section, using the language of Hausdorff measure. The first lemma shows the decay of u x,r as r → 0 Lemma 2.1. Let u ∈ W 1,p (B r 0 ) and s > n − p and assume
Then for any r 1 < r 0 , we have
Proof. By Poincaré inequality, we have 1
where Λ 1 only depends on n. This gives
Obviously A ∞ ⊂ A(u). We have
We only need to check that for any
, r 0 = δ < 1 and s ′ ∈ (n − p, s) in Lemma 2.1. For any δ > 0 and x ∈ A ε , we can find r < δ 5
, such that
By Vitali Covering Theorem, we can find pairwise disjoint
Then, we get
According to the above lemma,û is well-defined for H s -a.e. x ∈ B 1 . Next, we show that W 1,p -convegence implies H s -a.e. convergence for any s > n − p:
where
. In fact, we can find a cover {B r i (x i )} of M(u, t), such that
Proof. Let x ∈ M(u, t). By the definition ofû,
in Lemma 2.1. There exists r, such that
By Vitali Covering Theorem, there exists pairwise disjoint B r i (x i ), such that 1 r s
Proof. We set
It is easy to check that for any x ∈ E,û k (x) →û(x). Let
where 
. Lemma 2.4 provides another approach to define the value of u at a point. Select a smooth function
In the rest of this section, we discuss the trace of u on submanifolds.
Corollary 2.6. Let δ < 1 and
, then
Proof. According to Lemma 2.4, we can find u k ∈ C ∞ , converges to u for a.e. x ∈ Σ. Thenû is measurable on Σ.
We fix a λ > ǫ. By Lemma 2.3, we can find
Then we have
Hence,
Proof. Fix an ε. Since Σ is compact, by a covering argument, we have
Letting ε → 0, we finish the proof. ✷ Now, we assume (M, g) is a Riemannian manifold and u ∈ W 1,p (M). Given coordinates
It is well-known that H s (Λ s ) = 0 when s ∈ (n − p, n) (cf [12, Lemma 2.1.1]). Since Λ s ′ ⊂ Λ s for any s ′ < s, dim Λ < n − p. We will show that (2.1) holds for any x / ∈ Λ. Obviously, we only need to prove (2.1) holds for any x / ∈ Λ s and s ∈ (n − p, n). Now, we fix an x 0 / ∈ Λ. By Lemma 2.1, u x,r converges as r → 0 for any x / ∈ Λ s . We set u r (x) = u(x 0 + rx). By Poincaré inequality, for any fixed R, we have
We may assume B g(x 0 +rx)/r 2 1 (0) ⊂ B R , when r is sufficiently small. Then
In this section, we will discuss u ∈ W 1,p on a smooth Riemannian manifold (M, g 0 ). Let g be a symmetric tensor field of type (0,2), which is positive almost everywhere. Let g −1 be the corresponding metric of (T M) * . We say g is a W 1,p -metric if both g and
In local coordinates, we write
We have g ij , g ij ∈ W
1,p loc , and (g ij )(g ij ) = I. In a local coordinate system, we definê
where V is smooth vector field. By Remark 2.5, when p > n − 1, and s > n − p,ĝ and g −1 are well-defined on T x M and (T x M) * for H s -a.e. x. Moreover, by Lemma 2.8
As mentioned in the introduction, we define d g (x, y) = inf piecewise smooth γ joining x and y γ ĝ(γ)(γ,γ).
First of all, we need to show that d g is indeed a distance function.
Proof. First, we show that d g (x, y) < +∞. Since M is compact, we can select a finite collection of coordinate systems {(U i , ϕ i ) :
It is suffice to prove the case when both x and y ∈ U 1 . Without loss of generality, we assume x = 0 and y = (δ, 0, · · · , 0). We have
Since g 11 ∈ W 1,p loc (R n ), by Corollary 2.6, g 11 (t, 0, · · · , 0) is integrable on [0, 1]. Then we get d g (x, y) < +∞ and d g (x, y) → 0 as δ → 0.
Next, we prove that d g (x, y) > 0 for any x = y. In fact, we will prove a stronger result here: for any δ > 0, there exists τ > 0, which only depends on g 0 , and M g dV g 0 , such
Without loss of generality, we assume x, y ∈ U 1 . In a coordinate system, we set g ij = (g ij ) 2 . It is well-known that (g ij ) 2 is the quadratic sum of the eigenvalues of (g ij ). We set λ to be the smallest eigenvalue of (ĝ ij ). Since 1 λ is also an eigenvalue of (ĝ ij ), we have
From the inequality (ĝ ij ) ≤ c(n) ij |ĝ ij |, together with Lemma 2.3, we can find a sufficiently small a, which only depends on M g −1 dV g 0 , such that
We have
where λ is the smallest eigenvalue of (g k,ij ). Since
Next, we prove that d ≤ d g . Take a piecewise smooth curve from x to y. By Lemma 2.7, g k (γ,γ) converges to g(γ,γ) for H 1 -a.e. x ∈ γ, and
It is remain to prove d = d g in the case when g and g −1 are continuous. For any ε > 0 fixed, let
Since M is compact, we only need to prove the claim holds locally. Let ϕ : U → R n be a local coordinate system. We only need to check that any B R ⊂ R n in the coordinate systerm,
For simplicity, we denote the maximum eigenvalue and the minimum eigenvalue of a matrix A by Λ(A) and λ(A) respectively. Since g and g −1 are continuous, we may assume for any x ∈ B R ,
for some ε 1 > 0. We have
, we may choose q, such that q > n − 1. By Lemma 2.3, after passing to a subsequence,
Then the claim follows.
The claim shows that, we can cover E k , which is a compact subset, with finite many balls B r 1 (x m ), · · · , B rm (x m ), such that
Let C 1 , · · · , C m ′ be the connected components of B = B r i (x i ) and set t 1 = inf{t : γ(t) ∈ B}. Without loss of generality, we assume γ(t 1 ) ∈ C 1 . Put t 2 = sup{t : γ(t) ∈ C 1 }, and replace γ| [t 1 ,t 2 ] with the segment γ(t 1 )γ(t 2 ). Next, we set t 3 = inf{t : γ(t) ∈ B \ C 1 }, · · · . In this way, we can find
and replace γ with a new curve γ ′ . Then
Letting k → +∞, then ε ′ → 0, and then ε → 0, we get
✷ Though Theorem 1.1 is stated in compact situation, similar result also holds for some complete cases. For example, we will use the following: Proposition 3.2. Let g k be a metric defined on R n and assume g k and g
Proof. Let R = |x − y|. We can prove this proposition on B 2R . Since the proof is almost the same with the one of Theorem 1.1, we omit it. 
bounds
At first, we establish some basic conformal notations. Let (M, g) be a closed Riemannian manifold. We denote the scalar curvature by R(g) (or R g ). Let g = u 4 n−2 g 0 be a conformal metric. It is well-known that u satisfies the following equation
4.1. ε-regularity. In this subsection, we denote by B r the ball of R n with radius r, centered at 0. Let u be a weak solution of
2) First, we prove the following:
is a positive weak solution of (4.1) and (4.2) holds. We assume
Moreover, there exist constants α and C, which depend on Λ, λ 1 , λ 2 , such that
where − log c is the mean value of log u on B 1 .
Proof. We take φ = η 2 u −1 as a test function. For all balls B 2r (x) ⊂ B 2 (0), take η ≡ 1 on B r (x), η ∈ C ∞ 0 (B 2r (x)) and |∇η| ≤ C r . Multiplying (4.1) by φ and integrating, we get
By Sobolev Embedding Theorem and John-Nirenberg Lemma [10, Theorem 3.5], for α =
3) Let v = log cu, where c is chosen such that
By Poincaré inequality, we may assume
where β 0 only depends on Λ, λ 1 and λ 2 . Let
In the same way, we can get the estimate of
is a positive solution of (4.1) and (4.2) holds, and log u ∈ W 1,2 (B 2 ) Then for any q ∈ (0, n 2 ), there exists ε 0 = ε(q, λ 1 , λ 2 ) > 0, such that if
Proof. Let v = log u. In order to apply Lemma 4.1, we assume B 1 v = 0 first. Let η be a smooth cutoff function and φ = η 2 u β be a test function, where η and β = −1 or 0 will be defined later. Multiplying both side of 4.1 by φ and integrating, we obtain
By Young inequality and Hölder inequality:
Applying the Sobolev inequality and Poincaré inequality to ηu β+1 2
, we get
Go back to (4.4):
. By Poincaré inequality and Sobolev inequality,
where 2 * = 2 n n−2 . Now, we discuss the uniform bound for u L p . Let β+1 2 = α. We can choose ε 0 to get u L 2 * α < C. Then we let β+1 2 = 2 * α to get u L 2 * ·2 * α < C. Then, after several iterations, we may get an estimate of u L n n−2 . Without loss of generality, we assume u L n n−2 < C. Denote α = n n−2 and take n n − 2 
We rewrite (4.6) as follows:
Given a p ≥ p 0 , we select m 0 such that p < p 0 α m 0 +1 and choose ε 0 under additional assumption:
Return to the elliptic equation
n .
Thus, if we choose p > n n−2q , we get
Next, we estimate u
) < C easily. Then the estimate of u −1 W 2,q follows from the following:
u 2 , we get the estimate of log u.
Notice given a positive constant c, cu still satisfies the equation. Then we get the estimate of log u W 2,p without assumption that B 1 log u = 0. 
By (4.1), ∇ log u k L 2 < C. Let − log c k be the mean value of log u k . By Poincaré inequality, log c k u k L 1 < C. Cover M with finite many balls B g 0 r 1 
Proof. Assume the result is not true. Then we can find δ m , y m , x m , such that 
For any fixed m, we can find k m , such that We claim that γ is also continuous in (M, g 0 ). Assume this is not true. Then we can find t k → t and a > 0, such that d g 0 (γ(t k ), γ(t)) > a. By (3.2), there exists a ′ > 0, such that
which is impossible. Then we have
Letting ε ′ → 0, we get (4.8) again. Now, letting ε → 0, we get the result we want.
✷
