The article provides a comprehensive, thorough overview of multiantenna techniques that are specifically designed for GNSS receivers, including tradeoffs, implementation challenges, and technology trends.
I. INTRODUCTION
Global navigation satellite systems (GNSS) offer a worldwide service thanks to a network of dedicated satellites.
While in indoor scenarios plenty of technologies are available [1] , GNSS are recognized to be the systems of choice in outdoor environments and, to a great extent, one of the most accurate source of position (and precise timing) information when it is available. Societal dependance on GNSS technology is increasing over the years and, nowadays, many industrial sectors are, in some sense, GNSS-driven. Therefore, GNSS vulnerabilities constitute a major concern for its further deployment and penetration in new markets.
It is well known that sources of accuracy degradation due to atmospheric effects can be effectively mitigated by differential systems, even with long baselines [2] . However, interferences and multipath remain as potential causes of downgraded performance in GNSS receivers. While multipath can cause biases in the position, velocity and time (PVT) solution, interferences are one of the most jeopardizing sources of accuracy and reliability degradation, and even denial-of-service, of GNSS receivers [3] , [4] .
Typically, interferences are classified into: 1) continuous waves: narrowband signals generated by ultra high frequency (UHF) and very high frequency (VHF) television broadcasting [5] , [6] , by some VHF omnidirectional radio-range (VOR), and instrument landing system (ILS) harmonics [7] , by spurious signals caused by power amplifiers working in the nonlinearity region [8] , or by oscillators present in many electronic devices such as personal computers and mobile phones; 2) pulsed, for instance those caused by distance measurement equipment (DME) and tactical air navigation system (TACAN) [9] , both emitting pulsed modulations at the frequencies in the range 962-1213 MHz, which include the Galileo E5 and GPS L5 bands [10] , or by wind profile radars (WPR) which operate on the band 1270-1295 MHz [11] , close to the GPS L2C, GLONASS L2; and Galileo E6 bands; 3) swept interferences: signals characterized by a narrow instantaneous band at a central frequency that changes over time, usually harmonics of frequency modulated signals, which can be produced by telecommunication systems such as television and radio broadcasting; and 4) wideband interferences, understood as signals occupying most of the frequency band of interest. Basically, interferences affect the operation of the low noise amplifier (LNA) and the automatic gain control (AGC) of the RF front-end, and consequently have an impact in the performance of the carrier and code tracking loops, which results in deterioration of observables or even in complete loss of lock, thus turning into a disruptive event in the operation of a GNSS receiver. Analyses of RF interference effects in GNSS receivers can be found in [12] and [13] , and real-life events were reported in [14] and [15] .
Interferences could also be intentional, like military jamming or hijackers using GPS jammers to prevent a stolen vehicle from being tracked. In addition, it is possible to build a transmitter of signals nearly identical to those sent by a satellite, with the objective of forging counterfeit navigation messages, or biasing the synchronization parameter estimations, transmitting them over an area containing one or more receivers, thus manipulating their PVT solutions. These techniques are known as spoofing, when the attacker synthesizes its transmissions, or meaconing, when (parts of) legitimate GNSS transmissions are reused. Spoofing effects have been described and analyzed in [16] - [21] .
Aside from (or in combination with) time-frequency countermeasures [22] - [24] and receiver autonomous integrity monitoring (RAIM) consistency checks [25] , which are proved to be effective against continuous wave interferences, the spatial diversity provided by a set of antenna elements enables a powerful tool for interference mitigation. From the vast literature available on antenna arrays, a few percentage of works address the particularities of GNSS receivers. For instance, in most wireless communications applications multipath can be exploited to increase the signal-to-noise ratio and thus reduce the bit error rate. This is not the main issue in GNSS so far due to its low data rate and high processing gain. On the contrary, close multipath causes a bias in time-delay estimation and, thus, in position. Another example can be found in temporal-reference based beamformers, which exploit a training sequence in order to identify and synchronize the desired waveform; in GNSS the designer is not interested in the received waveform since desired signals are received well below the noise floor. Therefore, application of antenna arrays to GNSS receivers should be carefully designed considering that it is not a mere adaptation from wireless communication systems' concepts. Examples of works specifically devoted to GNSS particularities can be found in [26] - [38] . The specific problem of precise GNSS positioning using antenna arrays has been addressed in [39] and [40] . This paper explores multiantenna architectures and techniques specifically addressed to GNSS signals, which are direct-sequence spread-spectrum modulations received well below the noise floor, and where only the line-ofsight (LOS) propagation path contains useful information, that is, distance from the satellite to the navigation receiver. The objective is the minimization of interferences and multipath effects, ultimately enhancing the availability, accuracy and reliability of GNSS receivers.
II. SIGNAL MODEL
This section presents a generic model for GNSS signals, their respective multipath reflections, possible interferences and noise received at an antenna array. The notation is as follows: lowercase italics for scalar variables, either deterministic or stochastic, both real or complex; uppercase italics for constants; lowercase bold for vector variables, column-wise defined; uppercase bold for matrix variables; ðÁÞ > , ðÁÞ Ã , and ðÁÞ H stand for the transpose, conjugate, and conjugate transpose (hermitic) operators, respectively; and EfÁg is the expected value operator. More notation will be defined throughout the paper as needed.
An N-element antenna array receives signals from M satellites, each one with MðmÞ scaled, time-delayed and Doppler-shifted replicas (multipath), plus interferences and thermal noise. At each antenna, the receiving baseband signal can be modeled as 
where:
• xðtÞ 2 C
NÂ1
is the observed signal vector (snapshot);
• H m 2 C NÂMðmÞ is the spatial signature matrix related to array geometry and DOAs of the desired satellite signal m and its corresponding MðmÞ echoes;
• b m ðtÞ ¼ 
C
MðmÞÂ1 is the delayed and Doppler-shifted satellite signals envelopes vector, as received in the phase center of the antenna array; • H I 2 C NÂM I is the spatial signature matrix related to array geometry and DOAs of the interferences;
• iðtÞ 2 C M I Â1 are the uncorrelated interferences, as received in the phase center of the antenna array;
• nðtÞ 2 C NÂ1 represents additive white Gaussian noise received at each antenna. The spatial signature matrix H can be expressed as a function of the scenario geometry and the electrical characteristics of the antenna array
Matrix C 2 C NÂN models RF channels' gain and phase unalignments, as well as cross-coupled terms, which can be measured in a calibration process. On the other hand, matrix G 2 C NÂM depends on the geometry of the array and on the position of the sources or considered scatterers, and it is uniquely defined for a set of sources emitting from different directions. Considering a local coordinate system (for example, an east-north-up or ½e; n; u system with origin in a reference point, usually the phase center of the whole array), the delay between the array antenna elements Át m;n , where m refers to a given source and n refers to a given antenna, can be computed as the dot product of the wave vector k m (with modulus 2= m , being m the carrier wavelength of signal m and its direction pointing to the signal source, defined by its azimuth m and elevation m ) and the position of the antenna center of phase, r n . Generalizing this example for M sources and N antennas with arbitrary geometry, the time delay of each source caused in each antenna can be computed and expressed in a matrix form
where K 2 R MÂ3 is the wavenumber matrix, defined as
having its rows pointing towards the corresponding emitter, being i the angle of the source i defined anticlockwise from the e axis on the en plane and i the angle with respect to the en plane. On the other hand
is the matrix of sensor element positions normalized to units of half wavelengths with respect to the e, n and u axes.
In this model, the narrowband array assumption has been made. This assumption considers that the time required for the signal to propagate along the array is much smaller than the inverse of its bandwidth and, thus, a phase shift can be used to describe the propagation from one antenna to another. For instance, for a navigation signal transmitted with a 20-MHz bandwidth, its inverse is 50 ns, or 15 m in spatial terms. The array is expected to be much smaller, since the carrier's halfwavelength is on the order of 10 cm, so the assumption seems reasonable. However, it must be pointed out that this signal model becomes invalid for large arrays. In the same way, it is assumed that the Doppler effect can be modeled by a frequency shift, which is commonly referred to as the narrowband signal assumption [41] , [42] . Again, this is well justified because the bandwidth of the GNSS signals is on the order of few megahertz, and the carrier frequency is between 1 and 2 GHz.
GNSS signals s m ðtÞ, whose waveforms are known at the receiver, are transmitted using spread-spectrum techniques (see [43] for a description of GNSS civil signals), resulting in a received signal buried in noise. Therefore, a collection of K snapshots (usually spanning one or more spreading codeword periods) are used to take advantage of the despreading gain.
Suppose that K snapshots of the impinging signal are taken with a sampling interval T s satisfying the Nyquist criterion. Then, the sampled data can be expressed as
using the following definitions:
• X½k ¼ ðxðt kÀKþ1 Þ Á Á Á xðt k ÞÞ 2 C NÂK , referred to as the spatiotemporal data matrix, where we used
The signal model in (7) admits a number of particularizations and statistical assumptions (for instance, interferences and multipath can be excluded, or considered random with a given probability density) leading to a plethora of possible receiver architectures and techniques for array signal processing. The next section summarizes the state-of-the-art.
III. RECEIVER DESIGN AND ARCHITECTURE
Single-antenna receivers can implement a number of multipath and interference countermeasures, summarized in Fig. 1 . Basically, they consist of providing the receiver with a fixed reception pattern antenna (FRPA) with a radiation pattern attenuating signals coming from low elevation angles (for instance, a choke-ring antenna [44] ), a larger input dynamic range in order to avoid saturation, some digital signal processing techniques addressing the presence of those undesired signals, as well as consistency checks. However, those countermeasures could provide insufficient rejection capabilities in extremely challenging scenarios. A possible solution for providing enhanced robustness to the receiver is to resort to controlled reception pattern antennas (CRPAs), also known as adaptive antenna arrays, a technology that can provide up to 90 dB of jamming rejection depending on the specific architecture used [54] . Its main disadvantage is that it requires an array of antenna elements, each spaced half a wavelength apart (about 10 cm) from center to center, which means that those systems are physically large in the GNSS receiver context.
Generally speaking, a CRPA consists of several antenna elements whose outputs are controlled in phase and gain, i.e., multiplied by complex weights and combined together in a single output, in order to achieve a gain pattern that can be manipulated electronically.
Considering again an N-element array, the mentioned weights can be stacked in a complex-valued vector w 2 C NÂ1 ¼ ½w 0 Á Á Á w NÀ1 > , and the output signal of a beamformer can be computed as y ¼ w H X. Two general types of CRPAs are used with GNSS receivers: single-output nulling antennas and multipleoutput beamsteering antennas. Most deployed systems are single-output adaptive nulling antennas that operate as an antijamming appliqué. In this way, a GNSS receiver need not know the type of antenna it is connected to, be it FRPA or CRPA. However, research and development trends focus on multiple-output beamsteering architectures, in spite of requiring the development of a whole custom receiver that able to handle those multiple antenna outputs, due to its superior performance.
A. Single-Output Adaptive Nullers
This type of antenna array is used to sense the presence of interfering signals and adaptively placing reception nulls in the direction of arrival of such signals. The general diagram of such architecture is shown in Fig. 2 , where the antenna array delivers a single output that can feed a conventional (i.e., single antenna) receiver.
A simple example of beamweight design that can be found is the power minimization nullerŵ PMIN (see Table 1 , whereR XX ¼ ð1=KÞXX
H is an estimation of the autocorrelation matrix of the received snapshots). This power minimization approach is founded on the fact that GNSS signals are received well below the noise floor (and can be recovered based on their corresponding spreading sequence), and thus they pass through the beamformer seamlessly. This architecture can steer up to N À 1 nulls by adjusting a set of N control weights, since only one degree of freedom is consumed in constraining the reference element weight to be unity.
Other more sophisticated strategies are possible. For instance, the power minimization can be constrained to point to multiple directions (that is, to multiple satellites Fig. 1 . Single-antenna GNSS receiver architectures can implement interference countermeasures at different levels: Antenna (e.g., appropriate reception pattern, sharp out-of-band filtering, high compression point of LNA), RF front-end (e.g., high dynamic range mixing [6] , multilevel ADC [45] , adaptive quantization levels [46] , short relaxation time of AGC, interference detection [47] ), and digital signal processing (e.g., digital pulse blanking [48] , adaptive notch filter [49] , robust design of tracking loops [50] - [52] , inertial coupling, data fusion, network aiding [53] ).
at the same time). This scheme, known as multiple constrained minimum variance nuller (denoted asŵ MCMV in Table 1 , where
NÂM is a matrix whose columns contain the steering vectors to the GNSS satellites, and h m 2 C NÂ1 refers to the first column vector of matrix H m , which corresponds to the line-of-sight spatial signature of the mth satellite) is expected to provide better performance with respect to the simple power minimization algorithm, at the expense of a higher computational load, the need of the expected DOAs, and consuming degrees of freedom for the desired signals. Pointing to M satellites, this approach can place up to N À M nulls. A similar approach can be performed taking the satellite waveform as the temporal reference, leading to the minimum mean square error nuller, defined asŵ MMSE in Table 1 Further enhancements can be achieved by including tapped delay lines behind each antenna element. Additional weights are applied to the delayed signals, yielding a finite impulse response (FIR) filter, and the results are combined in the weighted sum. Such structure is known as space-time adaptive processor (STAP) [28] , [55] - [58] . Stacking the output of the N antennas and their P delayed samples in a column vector
, where P is the number of FIR filter taps, and the filters coefficients in a column vector w STAP ¼ ½w 11 ; . . . ; w 1P ; w 21 ; . . . ; w 2P ; . . . ; w NP > 2 C NPÂ1 , the Fig. 2 . Single-output adaptive nulling antenna architecture. This approach modifies gains and phases at RF level, using variable amplifiers and phase shifters and delivering a single, filtered output that can be plugged into any GNSS receiver, thus allowing the antenna array to operate as an antijamming appliqué. Beamweights can belong to some predefined sets or to be adaptively computed from the RF front-end outputs and possibly other information from the receiver. Table 1 . This approach achieves deeper nulls and better performance in the rejection of wideband interferers than using one weight per antenna element, at the expense of a higher computational load. In addition, those FIR filters' time taps may distort the spread-spectrum GNSS ranging signal, introducing biases that must be compensated [59] .
As examples of deployed systems, it can be mentioned Raytheon's GPS anti-jamming products, known as GAS-1, MiniGAS, and advanced digital antenna production (ADAP) systems [60] . GAS-1 is a 7-element adaptable phased-array antenna, and ADAP adds enhanced interference mitigation and dual-frequency beamforming capabilities. Another example is NovAtel Inc. and QinetiQ Ltd.'s dual-frequency GPS Anti-Jam Antenna (GAJT) [61] , which features 7 antenna elements creating up to 6 independent nulls in GPS L1 and L2. The size of this CRPA is a diameter of 29 cm and a height of 12 cm, weighting 7.5 kg.
B. Multiple-Output Adaptive Beamformers
Instead of conforming nulls to reject interfering signals, the so-called multiple-output adaptive beamformers produce M independent beams, each one devoted to a given satellite and providing its corresponding output. The weighting vector w, also known as beamvector, can be designed following several criteria, usually encompassed in two families-namely, time reference beamformers relying on a priori knowledge of a reference waveform, and spatial reference beamformers relying on a priori knowledge of the spatial signature of the desired DOA. A possible diagram of such architecture is shown in Fig. 3 .
Some examples of design criteria are provided in Table 2 , where w m refers to the beamweight of the mth beamformer,r xd m ¼ ð1=KÞXd H m is an estimation of the cross-correlation vector between the received array snapshots and a satellite signal replica locally generated at the receiver, and PfÁg is the operator that yields the principal eigenvector of a matrix, i.e., the eigenvector that corresponds to the maximal eigenvalue. A comprehensive review of possible algorithms for adaptive beamforming can be found in [68] .
The algorithms described in Table 2 are all linear; therefore they can be applied either at the precorrelation or at the postcorrelation level (see Fig. 4 ), depending on the application and the available computational power, just by replacing the reference signals d m by their despreaded versions and redefining the data matrix X to be at the output of the correlation banks. In general, interference detection and mitigation techniques are applied at the precorrelation level, whereas multipath mitigation is performed at the postcorrelation level where the data rate is much lower. Examples of reported implementations in which beamforming is performed after correlation can be found in [69] - [71] .
The literature reports several digital beamforming implementations aimed at GNSS. One of the firstly reported commercial platforms was NAVSYS Corporation's High Gain Advanced GPS Receiver (HAGR) [72] , which was composed of a 16-element antenna array receiver and used dedicated hardware to create up to 12 independent and parallel beamformings to simultaneously point the array beams towards 12 GPS satellites. Similar architectures were reported in [73] - [77] , as well as combined with inertial navigation [78] , [79] and attitude determination systems [80] , [81] .
C. Snapshot-Based Interference Mitigation
Besides beamforming, another sort of array signal processing involves the joint processing of the N set of snapshots to estimate a set of desired quantities of interest. Within this context, interferences can also be mitigated by resorting to an algorithm based on the generalized likelihood ratio test (GLRT) detector [88] operating directly on the array snapshots, with no other prior knowledge than the satellites signals' waveforms. This is the case of a cold start, in which the receiver has no initial information of the potentially in-view satellites and needs to perform a signal acquisition stage in order to get the list of satellites actually in-view and initial estimations of their code phase and Doppler shift, a process known to suffer from the lowest sensitivity of the whole receiver operation and, consequently, becoming an availability bottleneck.
The GLRT detector takes into account the probability density function of xðtÞ to obtain a test statistic which is able to detect GNSS signals by maximizing the probability of detection subject to a given false alarm probability. The application of the GLRT to GNSS array-based receivers was derived and analyzed by the authors in [89] , resulting in the following test statistics expression:
where is the detection threshold. Equation (8) can be solved by an exhaustive grid search in the entire ðf d ; Þ parameter space. The computational load of this process can be alleviated by resorting to the cross-correlation properties of the Fast Fourier Transform, which allows the parallelization of the code delay search for an specific Doppler frequency bin [90] . 
IV. IMPLEMENTATION ISSUES
The deployment of practical systems needs to face some implementation issues that may have an impact on the final performance. This section comments on the main concerns in their design.
A. Antenna Phase Center
The GNSS measurements are referred to the so-called antenna phase center (APC) position, defined as the apparent source of radiation. In an ideal antenna with spheric equiphase contour, such point would be fixed. Practical antenna implementations exhibit an irregular equiphase contour, causing the apparent APC to depend on the direction of arrival and signal frequency, with variations on the order of few millimiters. A point tied to the base of the antenna, named antenna reference point (ARP), is used as a more suitable reference. Since the adaptive beamforming will dynamically change the array pattern, it has the potential to introduce phase center biases into the antenna array. For applications demanding high accuracy, those phase biases must be mitigated or compensated because they will bring errors in the code and carrier phase measurements [91] , [92] . Usually, antenna manufacturers provide technical information on the APC position relative to the ARP.
B. Calibration
Calibration of the antenna array implies the measurement of matrix C defined in (3) and its compensation procedure, being the final objective to have the signature vectors h only parameterized by sources' azimuth and elevation. Measurements are usually performed in anechoic chambers with high degree of automatization, and phase compensations are performed in the digital domain with methods ranging from look-up tables to advanced adaptive algorithms acting as a preprocessor of the beamformer [81] , [93] - [95] . Mutual coupling among elements was considered in, for instance, [96] , [97] . A calibration strategy for STAP beamformers and an operational prototype was reported in [98] . Other examples include the use of an inertial measurement unit and live signals [99] .
C. Practical Implementation of Adaptive Schemes
Practical implementations of adaptive nullers and beamformers require online calculation of the covariance matrix inverse. However, this operation is computationally expensive because obtaining X½kX½k H requires a computation of order N 2 K (where K ! Á 1023, with ¼ 2 in the simplest GPS L1 C/A case to ¼ 90 for the wideband Galileo E5 signal), and its inverse is of order N 3 . Furthermore, the numerical calculation of the weights in Tables 1  and 2 are known to be numerically unstable if the sample covariance matrix is ill-conditioned.
Both drawbacks can be alleviated by resorting to the QR decomposition-based recursive least squares algorithm [100] , which allows the recursive computation of
, requiring only computations of order N 2 . This algorithm can be applied both to the spatially-constrained minimum variance and minimum mean square error approaches and, most importantly, it is well suited to very large scale integration (VLSI) implementation, as its orthogonal nature means that it is inherently well conditioned and can be implemented in a stable manner using relatively short word length arithmetic in FPGA devices [90] , [101] - [104] .
V. EXPERIMENTAL RESULTS
A. Numerical Simulations 1) Signal Acquisition Performance: In order to assess the acquisition performance in realistic conditions, Galileo E1B and E1C Open Service signals were synthetically generated as described in [105] . For the numerical simulations, it was assumed a circular, N ¼ 8 omnidirectional element antenna array, each element being halfwavelength apart from its neighbors, with their corresponding RF front-ends delivering a stream of complex samples at a sampling frequency of 6 Msps. The acquisition time was set to one PRN primary code period (T acq ¼ 4 ms, K ¼ 24 000 snapshots) and the probability of false alarm P fa was set to 0.001 for all the algorithms in order to set the particular threshold values.
In all the experiments, T GL ðXÞ stands for the array GLRT acquisition test statistics in (8) , T WH ðXÞ is the same detector but assuming only white noise present in the antenna array ðR xx ' IÞ, the blind null-steering attached to a conventional single-antenna acquisition is represented by T PMIN ðXÞ, the minimum variance nuller that uses satellite DOA estimations, also attached to a single-antenna acquisition, is represented as T MCMV ðXÞ. Finally, the array acquisition performance upper bound is given by T NP ðXÞ, as the Neymann-Pearson clairvoyant detector [106] , provided as a reference performance bound.
In addition to the array-based acquisition algorithms, the tests included the performance of a single-antenna acquisition equipped with an interference remover based on a high-pass infinite impulse-response (IIR) notch, 5-tap Butterworth filter, tuned to remove the interference signal assuming a perfect estimation of its bandwidth. It is represented by T IIRNotch ðxÞ in the figures. Fig. 5 shows the probability of detection P d for different carrier-to-noise density ratio ðC=N 0 Þ values in a scenario where a 500 kHz, Gaussian noise-like in-band interference impinges into a N ¼ 8 elements array, with uniformly distributed random DOA and interference-tonoise density ratio J=N 0 ¼ 80 dB-Hz. The simulated array was circular with uniformly separated elements at =2, and without a central element. was set to the Galileo E1 carrier wavelength. In addition, different pointing errors in the DOA estimation for the MCMV nuller were considered in order to simulate a moderately uncalibrated array. The performance shown by the MCMV nuller reached almost the theoretical bound, but it is quite sensible to the accuracy of the DOA estimations and the array calibration. The GLRT array acquisition algorithm losses less than 3 dB of sensitivity with respect to the MCMV, and does not require any prior information. As expected, the power minimization filter losses about 10 logðNÞ ' 9 dB less than the upper bound due to the fact that it does not have any array gain towards the satellite signal DOA. Finally, the IIR notch filter performs about 13 dB below the upper bound as the frequency excision also removes a large portion of the satellite signal. Fig. 6 shows the results for the probability of detection vs. the interference bandwidth for the same set of algorithms, assuming a constant satellite C=N 0 ¼ 42 dB-Hz and a constant wave interference with J=N 0 ¼ 80 dB-Hz. As the interference bandwidth increases, the time and frequency protections lose the required diversity to discriminate between the satellite signal and the interferer. As expected, the IIR notch protection fail when the frequency excision is overlapped by the satellite signal spectrum. All the space-diversity protections are insensible to this test, obtaining a constant P d ¼ 1.
2) Signal Tracking Performance: Beamformers' performance in signal tracking (i.e., when estimations of time delay , carrier phase and Doppler shift are available) in the presence of an in-band, continuous wave jammer at 1.625 MHz from the central frequency was measured in an scenario where the desired signal came from a direction of arrival of 0 in azimuth and 40 in elevation with a carrier-to-noise density ratio of C=N 0 ¼ 35 dB-Hz, and the interference came from an azimuth of 50 and an elevation of 40 . The number of bits to be used for sample quantization at each of the receiver's digital stages are important design parameters, since they have a direct impact in the arithmetic computation architecture and the achieved performance [107] . Results of the signal-to-noise-plusinterference power ratio (SNIR) at the beamformers output are shown in Fig. 7 . It can be observed that the different algorithms improve performance until a certain number of bits are used, which then reach a plateau. In order to prevent from saturation, it was assumed an automatic gain control (AGC) at the input of the ADC that attenuates equally the incoming signal of all channels when the most significant bit of the ADC of reference is active. Interference power was set according to J=N 0 ¼ 80 dB-Hz. Results were obtained by implementing fixed-point arithmetics for the downconversion and decimation stages, with a digital AGC that kept the most significant bits, as well as for the complex beamweight multiplier and the final channels' combination.
Results in Fig. 8 , averaging over 100 independent realizations, show the SNIR before and after beamforming. Simulations took into account a mismatch of 5 between the estimated spatial signature vectorĥ 0 and the actual one, h 0 , both in azimuth and elevation. Inaccuracies in the synchronization parameters were considered as well: half of the chip period in the time delay and AE250 Hz in The spatio-temporal elements of X were quantized with 12 bits, and the resolution of the beamweights set to 16 bits.
3) Multipath Mitigation: In order to consider the effects of multipath [that is, MðmÞ 6 ¼ 0 in model (7)], the scenario consisted of an array with the same setup than in previous experiments, one Galileo E1 signal with an elevation of 45 and an azimuth of 180 received at C=N 0 ¼ 35 dB-Hz, and a close replica spaced in time 0.25 chip period with respect to the line of sight signal, and with a power 3 dB below it. The echo impinged the array also with an elevation of 45 and swept all the azimuth angle range. Fig. 9 shows the rejection provided by different beamformers depending on the azimuth separation between the line of sight and the echo, averaged over 200 independent iterations.
As expected, temporal-based methods exhibited poorer multipath rejection capabilities than those based on the direction of arrival. Again, the eigenbeamformer performed slightly better that other alternatives, specially when the line of sight and the echo came from directions of arrival close to each other. The error in DOA estimation was modeled as a Gaussian additive error term with a mean value of e ¼ 0 and variance 2 e ¼ 10 , and e ¼ 20 ) in both azimuth and elevation angles.
B. Real-Life Experiments
The effective protection against strong interferences when using real-life signals was put under test by means of the physical implementation of an antenna array. The prototype was an arrangement of 8 antenna elements, in a circular geometry and spaced half a wavelength from each other. Each antenna element was followed by a radio-frequency front end, and all the downconverted outputs were digitized using a single, multiport ADC that ensured sampling coherence among channels. The eight digital streams were then connected to a FPGA device in charge of capturing matrix X, computing the weights and applying them to the data stream, thus delivering a single output that fed a software-defined radio GNSS receiver in charge of performing all the baseband processing. Details of the implementation can be found in [108] , and a picture of the experiment is shown in Fig. 10 .
The performance of the prototype was tested in harsh interference environment conditions. The receiver was located in an open-sky scenario where a strong uncorrelated in-band jammer impinged into the array with controllable direction of arrival and power. The interference was transmitted using an auxiliary directive antenna with a DOA of ¼ 45
and ¼ 45 with respect to the antenna platform. The satellite signal power and the interference (or jammer) power were measured in terms of C=N 0 and J=N 0 , respectively. The C=N 0 was measured using the output of the receiver's correlators during signal tracking, whereas the J=N 0 was measured at the outputs of the front-ends. The AGC function was turned off and the front-end was configured at a maximum gain. During the experiment, the receiver acquired and tracked a near-zenithal GPS satellite in the presence of the jammer. The interference protection offered by the implemented array was tested by performing a sweep of the interference power while trying to acquire and track a visible GPS satellite signal. The interference J=N 0 sweep started at 0 dB-Hz and ended at 180 dB-Hz, which represents a high-power jammer nearby the GNSS receiver. The software receiver ran in real-time and captured 10 seconds of the C=N 0 estimations provided by the receiver's tracking loops. The receiver was configured to deliver an output each millisecond, so 10 000 observations for each interference power level were recorded. Fig. 11 shows the averaged results.
The single antenna receiver, without any time or frequency domain interference protection, was able to track the satellite signal until the interference power overtook the despreading gain, which for GPS L1 C/A signals is approximately 30 dB. This situation happened at J=N 0 ¼ 50 dB-Hz. In contrast, the power minimization nuller provided an excellent interference protection, since the receiver was able to acquire and track the satellite signal until the interference power reached J=N 0 ¼ 90 dB-Hz. Finally, enabling the GLRT-based acquisition of Section III-C, an extra protection of 10 dB was obtained due to the ability of the algorithm to point the array towards the satellite by computing r xd . Results in Fig. 11 show that the extra anti-jamming protection provided by the antenna array can reach up to 100 dB, thus demonstrating its effectiveness.
VI. CONCLUSION
Controlled radiation pattern antennas constitute a powerful tool for multipath and interference rejection, thus increasing the accuracy, availability and reliability of the GNSS receiver. Depending on the information available at the antenna and the computational power, several receiver array architectures and signal processing techniques are possible. This paper presented an overview of the options, their trade-offs, implementation challenges and technology trends for the deployment of robust, satellite-based, navigation receivers. A plethora of combinations exist, being the final design based on the requirements imposed by the specific application at hand. The article concludes with some configuration examples, including experimental results using a specific implementation on a prototype. h 
