Livermore's Nuclear Counting Facilities Upgrade Project was undertaken to replace outdated instrumentation and data and resource control mechanisms. The specification and design of a facilities system for data collection, data flow, and control, from instrumentation to the generation of reports, are discussed. The authors show how a collection of scientific experiments, responsible for production acquisition and handling of data from radiation detection and mass spectroscopy, may be automated.
Introduction
The Nuclear Chemistry Division of Lawrence Livermore National Laboratory has responsibility for the radiometric assay of samples in support of the Nuclear Test Program, Chemistry Research, Environmental, and Hazard Control Programs. Production radiation counting includes support of alpha, beta, gamma, x-ray and mass spectroscopy experiments using scaler/timers, single-channel analyzers, multichannel analyzers, and multichannel scalers. Over 100 individual experiments are configured in a variety of ways to satisfy the user community at Livermore.
A facility which supports many similar, but not identical experiments, can find itself with a collage of "systems" inflexible to changing needs, difficult to maintain, and, on occasion, unusable because of incompatibilities. Inexpensive computing, coupled with modern information and resource management techniques, it making it attractive to implement total facilities systems for nuclear counting, analysis and report generation.
Today we are faced with imposed regulations, risk analysis, quality assurance programs, and simply the demand to be more responsive in the production and handling of nuclear data. A facilities system of people and machines, specified in a top-down fashion, can provide these benefits without compromising the science of nuclear counting. scientific counting needs, an active quality assurance program, and modularity of design to respond to changing facility usage and technologies.
Standards were adopted. Even with diverse experiments there are many commonalities which lend themselves to standardization. We have standardized on pulse electronic modules and their configurations. We chose a standard commercial product for all our multichannel analyzer uses, and a standard in-house designed scaler/timer product for integral counting and single-channel analyzer needs. The scheduling of samples in a sample changer, to be counted by an experiment, was generalized, and a standard approach designed. Computing hardware was standardized, as were the functions to be carried out. All engineering code is implemented in PASCAL, a "de facto" standard higher level language for engineering control and signal processing applications.
The design of the facilities system was driven by two considerations: allow data flow to determine the system architecture; allow work flow (the control of events) to determine operations. These considerations, with the project goals and facilities specifications, permitted the confident design of a facilities system which would, indeed, satisfy the user base and management.
System Architecture
The facilities requirements called for a central data base. This data base is to be accessed by data reduction codes, which, in generation programs in a hierarchical fashion (Fig. 1) The ten workstations are also loosely coupled to the host computer in a "star" configured communication network. It is the function of the workstation to collect data for use by the central computers data base, then store and forward collected data for reduction, analysis, and report generation on the host machine. This is by no means a hierarchical architecture, however. The central, host computer performs a service for the workstation under a request. Loose coupling of responsibility allow the workstation to collect data for up to 72 hours unattended with the host computer unavailable, and indefinitely if operation is periodically suspended for disk change. And no control is presupposed from the central computer.
In this way, we can maintain the hierarchy in data processing, while preserving distributed control and operation of individual experiments. By adopting "data flow" and "work flow" criteria to the facilities system architecture we hope to achieve a modularity of hardware and software along the lines of the existing modularity of facilities usage. The result is a system capable of changing or adopting new modules as science and technologies changes.
Instrumentation
The integral radiation counting done at the Livermore facilities is supported by two products. The first is a commercial multichannel analyzer (MCA) product capable of performing multichannel scaling (MCS) and low performance "list" mode acquisition of individual events. The second is a scaler/timer designed to be used with an in-house designed three decade discriminator product for single-channel analyzer (SCA) applications. This board is driven by a DEC LSI-11/2 microcomputer as a peripheral device, occupying sixty-four bytes in the reserved I/O portion of memory. A preset count can be set in either of the data scalers or a preset value may be set in the live time timer. Once the count has started, the scaler/timer needs no more service until the count is complete and an interrupt is generated to the controller. At that time, the LSI-ll reads the results and a new count can proceed. If the dead time timer should overflow, this is logged and the count continues.
Dedicated Instrumentation Controller
The DECDIC (Dedicated EPROMed Computer for Distributed Instrumentation Control) is a slave peripheral to the workstation. It provides the data and control channel between the workstation and the nuclear instrumentation which it controls. Control of these instruments is implemented through simple, relatively primitive functions performed by the DECDIC on command of the workstation. Control messages emanate from the workstation and data is gathered by the controller and forwarded to the workstation.
The controller provides the workstation with a standard interface and insulates it from the hardware specific details of controlling the attached instruments. The interface between DECDIC and the workstation is a standard, high speed (9600 baud), RS422 compatible, asynchronous serial line. The link level protocol used is SCULL (Serial Communication Utility for Long Links) an LLNL developed serial line proto-col. The message level protocol was designed by the NCCF-NET design team and is specific to this job. This protocol is derived from the master slave relationship between the workstation and the controller. All actions are initiated by commands from the workstation, with messages from the DECDIC limited to responses to said commands. The one exception to this rule is a service request message that the controller will send the workstation on completion of previously requested tasks.
The instrumentation connected to the controller includes up to four sample changers, up to sixteen scaler/timers, one multichannel analyzer, up to 64 programmable DACs and a CRT terminal. There are eight types of sample changers involved in the network and the DECDIC drives all types through a standard interface.
A generalized model of a sample changer has been developed. The eight specific changer types have been mapped onto this model, and a hardware interface was developed to be driven by this sample change model. The interface then drives all sample changers.
The scaler/timers are the LLNL designed product previously discussed. The controller is responsible for setting up the scaler/timer, gathering the data and forwarding it to the workstation. An ND66 is the multichannel analyzer to the MCA via a 9600 baud serial line and communicates using a version of the DDCMP protocol. The A local calibration move is provided to aid in the adjustment of high voltage power supplies, amplifiers, and discriminators. This mode protects the production counting environment from inadvertent interference by users with a software lockout. Users wishing to use calibration mode must get approval from the workstation before any adjustments are allowed. Calibration of one experiment attached to a controller can proceed while production data acquisition is carried out unimpeded on another portion of the same instrument.
The Workstation
The purpose of a workstation is to automate Nuclear Chemistry detector systems by controlling instrumentation (via dedicated controllers), to collect and forward data to a host computer, and to serve as liaison between user and local equipment. One workstation controls up to 20 detector systems.
Each workstation is DEC LSI-11/23 microcomputer based, and includes a CRT terminal, printer, and 10 Mbyte hard disk storage. A typical workstation is shown in Fig. 3 . Sample identification must be entered at the workstation by either typing their unique identification codes at the terminal, or by using a bar code reader.
There is a wide variety of instrument configurations and usage within Nuclear Chemistry. It was important that code be generalized and modular in order to be shared, though customized, for each detector system. All code was well documented for maintainability. Good human engineering was crucial to produce an understandable and usable product for the chemists. All software was written in OMSI PASCAL.
The workstation's internal data base uses three main library files resident on the workstation's disk, one each for sample identifying information, scheduled runs, and control parameters for counting equipment (Fig. 4) . Each sample record contains a unique identification word, position on the system, nuclide of interest, etc. This record also contains a pointer (ptr) which links it to a schedule directory entry.
The latter points to a unique schedule which consists of a linked list composed of run-time records. Each of these records notes the day, hour, and minute for the scheduled run. This time may be repeated (as is the case if the list becomes circular at any point) or several times may be joined with the last one pointing to "nil". With this information, a sample may be scheduled to run (i.e., be counted) at any desired time with variable or constant frequency.
In addition, each time record is linked to a control directory entry, which points to a file containing the proper machine settings for that run. There are four Nuclear Chemistry counter types:
scaler-timers (SCTIMER); multichannel scalers (MCS); a sequential listing mode (LIST); and multichannel or pulse-height analysis (PHA). Discriminator level settings, energy levels, etc., are set through this file. Thus, the user may change machine settings from run to run.
Two or more samples may share the same schedule directory entry, in which case they will run at the same time with the same control parameters (any conflict due to equal run times are arbitrated automatically by a preset priority scheme). Semaphores are used to protect these task-shared files. The user may create new schedules for the schedule library, new control tables for a control library, or enter a new sample along with any of the preceding. All control and schedule library entries retain a reference number, and thus may be shared among samples upon request, without the need to create new entries. A user may change a sample's schedule or control information at anytime, delete library entries, scan the libraries, or search for user-specified information. The status of the system or of a particular sample may be requested. The user may also request a halt of current operations for manual control. A "help" page define available operations.
Display and interactive operations are facilitated by the use of a "forms" package designed in-house. With this package, each type of record being manipulated or used by an operator is displayed as a standard form for the user to view or complete.
A user may customize an experiment by specifying counting schedule and machine control parameters. The created data base is easy to maintain and easily accessible. Man-machine interface has been carefully designed to provide the user with a true tool for data acquisition. The workstation also offers the capability of automated quality assurance and instrument "health" monitoring and logging. the facilities usage to drive the system's architecture, rather than making compromises to inadequate technologies and designing from the bottom up.
We have demonstrated the ability of an interdisciplinary project team to meet the needs of a wellspecified facilities system, without presupposing architecture or hardware components. A strict adherence to standards, documentation, and design philosophy will allow the system to be maintainable, 
Conclusion
It is possible to implement a total facilities system in support of diverse scientific needs. Inexpensive computing hardware makes it practical to allow
