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ABSTRACT
Background: Most traditional plant disease diagnosis 
strategies depend on human visual observation and 
inspection. However, this approach is time-consuming and 
requires significant human effort and expert knowledge. 
Objective: The recent advances in computer vision and 
deep learning provide a potential pathway to developing a 
plant disease diagnosis system that allows rapid detection 
of disease across large spatial areas with minimal human 
intervention. Methods: In this study, we developed a deep 
learning approach for plant leaf disease classification 
problems and conducted a range of experiments to 
quantify the performance of several state-of-the-art neural 
network architectures, including ResNet50, InceptionV3, 
and NASNet. All the experiments were trained on the 
PlantVillage dataset with 54305 images in total, spanning 
over 38 plant disease classes. We evaluated four different 
performance metrics to assess each architecture: 
accuracy, precision, recall, and area under the curve 
(AUC). Results: Our results showed that the InceptionV3 
neural network architecture outperformed all other 
Convolutional Neural Network (CNN) architectures 
(ResNet50, NASNet-Large, NASNet-Mobile, MobileNet-v3-
small, and MobileNet-v3-large) and produced a training 
accuracy of 94.14% and 97.94% over 6 epochs and 40 
epochs of training, respectively. These results suggest that 
CNN architectures broadly, and the InceptionV3 model 
specifically, are capable of remote and automated plant 
disease detection. These results point to exciting future 
applications where lightweight smart phone applications or 
backend workstation developments can assist in plant leaf 
disease recognition problems, enhancing food production.
CONCLUSIONS
• As the training ratio on the dataset increased, the training 
accuracy will increase. The best train-validation split ratio 
for our study is 80/20.
• As the batch size increased, the training accuracy for the 
model will increase. The best batch size for applying mini-
batch gradient descent is 32 for our study.
• By comparing the performance of different size CNN 
models, no obvious linear correlation has found between 
the model complexity and their generalization ability.
• With the InceptionV3 neural network, the best 
performance we achieved after 40 epochs of training was 
97.94% and 96.04% on the training and validation 
dataset, respectively, which outperformed other candidate 
models by a significant amount.
• Specifically, the InceptionV3 can achieve top-1 accuracy 
of 94.14% in training and 94.53% in validation over 2-hour 
of training and 97.94% in training and 96.04% in 
validation over 16-hours, respectively, on OSC Pitzer 
cluster with 48 cores of Dual NVIDIA Volta V100 GPUs, 
which suggests that the InceptionV3 model is suitable for 
both lightweight smart applications and backend 
workstation development within the context of plant leaf 
disease recognition. 
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Plant disease is a significant threat to food security, 
impacting both agricultural yield quantity and quality in an 
unpredictable way. The Food and Agriculture Organization 
estimates that diseases, insects, and weeds cause 
approximately 25% of global crop losses. In the United 
States, roughly $40 billion in crop yield losses are caused 
by plant diseases annually. In most developing countries, 
smallholder farmers play an essential role in global food 
production, but the traditional approaches in plant disease 
detection are expensive and time-consuming, which makes 
it impractical for smallholder farmers to adopt4,5. Therefore, 
an accurate and affordable plant disease diagnosis system 
is critical for identifying plant diseases at an early stage, 
allowing for mitigation efforts to control disease 
propagation. The recent improvement in deep learning 
algorithms, GPU performance, and the large scale of 
collected datasets provided a promising approach to 





➢ PlantVillage dataset published in 20151.  
➢ Consists of over 54,305 images over 38 categories
Figure 1: 38 leaf image samples provided by PlantVillage dataset2
Figure 2: Proposed Application Framework for real-time plant disease 
detection3.
Figure 3: Pipeline of proposed deep learning training framework.



























Train-Valid set division ratio Comparison
ResNet-50 InceptionV3 NASNet Linear (ResNet-50) Linear (InceptionV3) Linear (NASNet)
Figure 4: Evaluation of various train-validation split ratio on three 
different CNN models after 3 epochs of training.
Batch Size Evaluation:
Figure 5: Evaluation of various batch size on InceptionV3 network 
after first epoch of training.
DNN Model Performance Evaluation:
Figure 6: Training and validation accuracy evaluated on 6 different 
CNN models






Train acc after 
40 epochs(%)
ResNet-50 256x256x3 157,845,414 134,257,702 1099-1347 17.68
InceptionV3 256x256x3 97,340,230 75,537,446 1095-1374 97.94
NASNetMobille 256x256x3 73,515,706 69,245,990 1092-1270 48.27
NASNetLarge 256x256x3 349,197,944 264,281,126 1772-2135 9.27
MobileNet-v3-
small
256x256x3 52,950,166 51,420,198 1894-3271 17.37
MobileNet-v3-
large
256x256x3 88,152,486 83,926,054 2074-3196 22.45























# 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
• Categorical Cross Entropy
o Cross−Entropy(CE) = −σ𝑖
𝐶 𝒚𝑖𝑙𝑜𝑔 𝑓𝑖(𝒙𝒊; 𝜽)
2 4 8 16 32 64 128 256 512 1024 2048
Val_Acc 0.6507 0.6349 0.7907 0.8284 0.9544 0.9489 0.9289 0.9008 0.8554 0.73 0.5662































Batch Size Comparison on InceptionV3
Val_Acc Train_Acc
