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ABSTRACT
Human operators have difficulty driving cranes quickly, accurately, and
safely because of the slow response of heavy crane structures, non-intuitive control
interfaces, and payload oscillations. Recently, a novel hand-motion crane control
system has been proposed to improve performance by coupling an intuitive con-
trol interface with an element that reduces the complex oscillatory behavior of
the payload. Hand-motion control allows operators to drive a crane by simply
moving a hand-held radio-frequency tag through the desired path. Real-time lo-
cation sensors are used to track the movements of the tag and the tag position
is used in a feedback control loop to drive the crane. An input shaper is added
to eliminate dangerous payload oscillations. However, tag position measurements
are corrupted by noise. It is important to understand the noise properties so that
appropriate filters can be designed to mitigate the effects of noise and improve
tracking accuracy. This work discusses implementing filtering techniques to ad-
dress the issue of noise in the operating environment. Five different filters are
used on experimentally-acquired tag trajectories to reduce noise. The filtered tra-
jectories are then used to drive crane simulations. Filter performance is evaluated
with respect to the energy usage of the crane trolley, the settling time of the crane
payload oscillations, and the safety corridor of the crane trajectory. The effects
of filter window lengths on these parameters are also investigated. An adaptive
filtering technique, namely the Kalman filter, adapts to the noise characteristics
of the workspace to minimize the tag tracking error and performs better than the
other filtering techniques examined.
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Chapter 1
INTRODUCTION
Cranes are multibody systems that are comprised of an overhead trolley con-
nected to a variable payload through a suspension cable that changes length.
They play an important role in maintaining the economic vitality of modern day
industry. They are critically important to the manufacturing and construction
industries but consume large amounts of energy and are difficult to control ac-
curately because of payload swing. Industrial productivity, low operating costs,
and worker safety are dependent on efficient crane control. Effective crane oper-
ation can be degraded by the natural tendency for the payload to oscillate like
a double pendulum [15], or with bouncing oscillatory dynamics [21]. Substantial
research has been carried out to develop systems that mitigate oscillations due to
issued commands and other external disturbances [13,17,18]. Crane manipulation
using oscillation-suppression technology results in improved safety and through-
put when compared to crane manipulation without the use of oscillation-control
methods [6, 10]. Control interfaces that issue commands are also integral to the
effective operation of such systems. Maneuvering the payload in an obstacle filled
environment requires a high degree of operating skill. More intuitive methods of
crane control make this task easier and safer. A novel hand-motion crane con-
trol interface [2, 11] has recently been proposed wherein a small, hand-held tag
is moved through the workspace to accomplish control. As opposed to pushing
buttons or moving levers back and forth to control the crane, the operator need
only move the tag along the desired path to the destination.
1.1 RF Hand-Motion Crane Control
The hand-motion control interface schematic is shown in Fig. 1.1. The tag emits
Radio Frequency (RF) waves that are sensed by four sensors. The RF sensors are
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Figure 1.1: RF Hand-Motion Crane Control Schematic
typically placed along the perimeter of the workspace. The tag location is then
calculated using Time Difference of Arrival (TDOA) and Angle of Arrival (AOA).
The position of the tag relative to the trolley is used to drive the crane. Figure
1.2 shows the tag being used by the operator to move the crane payload to the
destination.
The RF hand-motion crane control system is shown as a block diagram
in Fig. 1.3. The tag location is filtered prior to being passed through the pro-
portional feedback controller (P). The output of the feedback controller is then
passed through a saturator to ensure that the acceleration and velocity limits of
the actuator are not exceeded. The signal then undergoes input shaping. The
Zero Vibration (ZV) shaper is used for this purpose. The shaped input is then
given to the trolley, which moves the payload. The position of the trolley is used
as feedback to calculate the error in position. In this work, crane dynamics were
simulated using the Simulink environment in MATLAB as shown in Figure 1.4.
2
Operator
Hook
RF Tag
Figure 1.2: RF Hand-Motion Crane Operator
RF
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Trolley Position
e ZV
Shaper
+ PayloadFilter
Figure 1.3: RF Hand-Motion Crane Control Block Diagram
The filtered or unfiltered data from the RF sensors were provided as input to the
crane Simulink model. Input shaping was performed by the ZV shaper block as
shown in Figure 1.6. For the many test cases presented in this document, simu-
lations were carried out for multiple cable lengths (1, 3, and 5 meters). However,
there were no significant differences observed with respect to trends in filter per-
formance, and thus a cable length of 5 meters was used as a baseline throughout
to evaluate filter performance. The trolley position, velocity and acceleration were
obtained from the crane Simulink model as shown in Figure 1.5. Block B of the
figure provides the actual trolley position, and the block ACC_trolley provides
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the acceleration. The Simulink model of the crane is a very accurate description
of the industrial bridge crane dynamics because the crane is a well behaved system
and can be modeled using its physical characteristics.
1.2 Radio-Frequency Data Smoothing
Input Shaping improves crane control by mitigating payload oscillations. However,
these oscillations may increase in magnitude due to inaccurate or noisy input
signals that are obtained from the RF sensors. It is thus important to remove the
noise from the RF data being used for crane control. This can be achieved by
designing filters to remove noise. To choose the right kind of filter, a brief literature
review was performed to study existing techniques and filter implementations
in similar application areas. External factors like the environment, occlusion,
and metallic obstacles, all contribute to the noise. A major part of this study
was to determine a filtering technique that would improve crane control without
introducing a substantial time delay. The initial stages of the project involved
the use of standard linear and non-linear filtering methods. The Simple Moving
Average (SMA) and Exponential Moving Average (EMA) linear Finite Impulse
Response (FIR) filters were explored first. The non-linear Median filter and a
Butterworth low pass filter were also explored. The latter allowed comparison of
an Infinite Impulse Response (IIR) filter to the FIR filters. Studies conducted
in [8], [3], [9], and [12] support the use of an adaptive filter to reduce noise in
the RF data. Accordingly an adaptive filter was also designed to minimize error
due to noise in the least squares sense while adapting to changes in the noise
characteristics of the operating environment.
4
Figure 1.4: Simulink Model of the Industrial Bridge Crane
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Figure 1.5: Trolley position, velocity and acceleration outputs from crane Simulink
model
Figure 1.6: Inputs to the Simulink model and the input shaping block
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Chapter 2
METHODS
2.1 Input Shaping
Input shaping is a technique that reduces the residual vibration of flexible systems
by properly shaping the commands. Input shaping is implemented by convolv-
ing the input signal command with a series of impulses applied at specific time
intervals. The result is a command signal that reduces the residual vibration. In-
put shaping depends on the amplitude and timing of the impulses. To determine
these, certain design constraints must be satisfied. The percentage residual vibra-
tion (PRV) amplitude of an under-damped, second order system from a sequence
of n impulses is given by [7, 14]:
PRV = V (ω, ζ) = e−ζωtn
√
[C(ω, ζ)]2 + [S(ω, ζ)]2, (2.1)
where
C(ω, ζ) =
n∑
i=1
Aie
ζωti cos(ωti
√
1− ζ2), (2.2)
S(ω, ζ) =
n∑
i=1
Aie
ζωti sin(ωti
√
1− ζ2), (2.3)
ω is the natural frequency of the system, ζ is the damping ratio, and Ai and ti
are the ith-impulse amplitude and time, respectively. Equation (2.1) provides the
ratio of vibration with input shaping to that without shaping. The constraint on
amplitude of residual vibration can be formed by making Equation (2.1) less than
or equal to a tolerable level of residual vibration at the modeled natural frequency
and damping ratio. If the tolerable amount of vibration is set to zero, then the
Zero Vibration (ZV) shaper takes the form [14,16]:
ZV =
 Ai
ti
 =

1
1+K
K
1+K
0 pi
ω
√
1−ζ2
 , (2.4)
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where
K = e
−ζpi√
1−ζ2 . (2.5)
The effects of input shaping on payload swing are shown in Fig. 2.1. The
RF tag trajectory is supposed to be a straight line but is corrupted by noise,
as shown in the figure. This affects the payload response and contributes to
oscillation when there is no input shaping. Figure 2.2 shows the crane payload
response to RF tag movement over time. When input shaping is implemented,
the payload response is very close to the ideal response.
Figure 2.1: RF Trajectory and Shaped and Unshaped Payload Responses
Figure 2.2: RF Tag position over time and Shaped and Unshaped Payload Re-
sponses
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2.2 Filter Implementation and Evaluation
Radio-Frequency tag measurements are corrupted by noise from the environment,
false tag readings, and multiple readings, among other factors. Erroneous tag
measurements can contribute to additional payload swing or cause the crane pay-
load to deviate from the desired path. It has been shown that linear and non-linear
filtering techniques can be used to smooth data in the presence of noise [19], [1],
and [5]. Again, five different filters were implemented here to reduce noise: the
simple moving average (SMA) filter, the exponential moving average (EMA) fil-
ter, the median filter (MF), the Butterworth filter and a Kalman filter. Three
different metrics were used to evaluate filter performance:
• Energy Expended: The energy expended is calculated as the work done to
move the crane trolley from the start position to the destination. During
each time step, the amount of work done is proportional to the product
of trolley acceleration and the distance traveled during that period. The
total work done is the summation of the work done during each time step.
The total work in each case is normalized by the trolley mass to arrive at a
relative, normalized expression of energy expenditure.
• Settling Time: The settling time is measured as the time taken for the
payload oscillation to converge to within ±2% of the final destination.
• Safety Corridor: The safety corridor was introduced as the measure of safe
distance from the payload during crane operation. Safe distance in this case
refers to the minimum free space around the crane payload within which
the payload oscillations are contained.
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Non-Adaptive Filtering
The non-adaptive filtering methods that were implemented can be broadly clas-
sified as:
• Linear Finite Impulse Response (FIR) in the cases of the SMA and EMA
filters
• Nonlinear in the case of the Median filter
• Infinite Impluse Response (IIR) in the case of the Butterworth filter
The FIR filters were implemented with multiple window sizes (5, 7, 10 and
15 samples). The simple moving average has identical weights, or coefficients.
The number of coefficients is equal to the window size, and their values are equal
to the inverse of the window size used. The output of the SMA filter at time t is
defined as:
SMAt = mean[St, St−1, ..., St−l+1], (2.6)
where St represents a sample from the tag trajectory at time t and l is the filter
window length. An exponential moving average follows the same form as the
simple moving average filter but the coefficients decrease exponentially by a factor
of (1-α), weighting more recent data points heavier than the preceding data points.
The output of the EMA filter at time t is defined as:
EMAt = α× St + (1− α)× EMAt−1, (2.7)
where α = 2/(l + 1). The median filter implements a sliding window of size n
from which the median value is selected and returned. Median filters remove the
highest and lowest values by returning the central data point from a window and
thus produce a smoothed version of the raw data. The output of the median filter
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at time t is defined as:
MFt = median[St, St−1, ..., St−l+1]. (2.8)
The IIR filter implemented was a low-pass Butterworth filter. Low-pass filters
attenuate the high frequency components of the signal while retaining the low
frequency components. The squared magnitude of a nth order Butterworth low
pass filter is defined as:
|Ha(jω)|2 = 11 + ( jω
jωc
)2n
, (2.9)
where ωc (rad/sec)is the 3dB cut-off frequency. The Butterworth filter designed
for this analysis was a second order filter with cutoff frequency Fc of 2Hz and
sampling frequency Fs of 9.26Hz. These values were determined based on the
sampling period of the data in the crane simulation model.
Adaptive Filtering of RF Signals
Accurately determining the RF tag position can be posed as a tracking problem
and a state space approach can then be taken to model the system [4]. The tag
is assumed to move with a uniform velocity in the workspace and its position can
be obtained as the product of the velocity and time. Hence, the system can be
described by a linear model as shown in Equations (2.10) - (2.11). A noise mea-
surement study described later showed that the distribution of the measurement
error is approximately Gaussian. Thus, the use of a Kalman filter is appropri-
ate. A Kalman filter provides a recursive solution to the linear filtering problem.
The theory behind the implementation of a Kalman filter is discussed in depth
in [20]. At any given time t, the measurement zt obtained from the RF sensors is
described in Equation (2.10):
zt = Htxt + vt, (2.10)
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where xt is the state of the system, Ht is the measurement matrix and vt is the
measurement noise. The measurement noise is normally distributed with zero
mean and covariance R. The state update at every time instant is described in
Equation (2.11):
xt = Axt−1 + wt−1, (2.11)
where A is the state transition matrix and wt−1 is the process noise which is
normally distributed with zero mean and covariance Q. The state is estimated
based on all of the available information I at a given time. The aposteriori
and apriori state estimates denoted by xˆt and xˆ
−
t respectively are described in
Equation (2.12) and Equation (2.13):
xˆt = E(xt|It), (2.12)
xˆ−t = E(xt|It−1). (2.13)
The aposteriori and apriori error covariance matrices are obtained as shown in
(2.14) and (2.15):
Pt = E[(xt − xˆt)(xt − xˆt)′ ], (2.14)
P−t = E[(xt − xˆ−t )(xt − xˆ−t )
′ ]. (2.15)
The goal of the Kalman filter is to determine an aposteriori state estimate that
minimizes the aposteriori error covariance. We assume that the aposteriori state
is determined from the difference between the most current apriori state estimate
and a linear combination of the most recent observation and the most recent
predicted observation. Hence the optimal state estimate is obtained by solving
the following problem:
Minimize Pt
subject to xˆt = xˆ−t +Kt(zt −Htxˆ−t ).
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Here, Kt denotes the Kalman gain and has the following closed form solution:
Kt = P−t Ht(HtP−t H
′ +R)−1. (2.16)
Knowledge of the measurement or process noise is helpful in designing an adaptive
filter to remove the noise. The filter therefore is able to compensate for the noise
at any spatial location within the workspace at a given time instant.
Spatial Variation in Measurement Noise
The effectiveness of the Kalman filter depends on its ability to adapt to a dynamic
noise environment. This corresponds to the measurement noise in our model of
the Kalman filter. From our experiments on the noise characterization of the
workspace described later, we were able to quantify noise as a measure of the
error in RF tag position measurement. We also determined that this error varies
spatially.
The variance at every spatial location of markers in the workspace was
obtained from the noise measurement study. This variance was interpolated to
obtain a continuous variation over the workspace plane. A cubic interpolation
method was used since the markers were equally spaced in the workspace. The
Kalman filter measurement equation uses the interpolated variance as the mea-
surement noise variance R at every time instant. This variance is updated at
every time step along with the apriori position estimates.
2.3 RF Sensor Measurement Noise Study
Figure 2.3 is an overhead view of the crane workspace. The floor of the workspace
contains markers with known 3-D coordinates. The markers are spaced 0.5 meters
apart along the Bridge and Trolley axes. The crosses represent the (X,Y) positions
of the sensors. Note that the sensors are located at different heights above the
ground (between 3 and 4 meters). The region enclosed by the sensors constitutes
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Figure 2.3: Measurement Locations Inside the Nominal Workspace
the nominal workspace. Experiments were conducted by placing the tag on a
tripod at locations with known 3-D coordinates. The tag position at each location
was recorded over a time period of 30 seconds. The 3-D error was calculated as
the Euclidean distance between the tag sensor measurement and the true location
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where the tag was placed. The known locations were then compared with the
measurements obtained from the RF sensors.
Tag in the workspace without an Obstacle
At each of the grid locations denoted by the markers in Figure 2.3, sensor mea-
surements were recorded when the tag was placed at heights of 1, and 1.5 meters
from the ground.
Tag in the workspace with an Obstacle
Cranes are typically located in warehouses. Such environments often contain
large obstacles (e.g. heavy machinery, forklifts, stockpiles) that may interfere
with the RF location measurements. Operators using hand-motion crane control
may move the tag near such obstacles. Therefore, it is useful to know the levels
of measurement degradation in those situations.
Figure 2.4 shows the workspace used for obtaining measurements in the
presence of an obstacle. The location of the large metallic obstacle is represented
by the black rectangle. The obstacle is a mobile scissors lift, shown in Figure 2.5,
which is representative of a common factory machinery. Tag measurements were
collected for heights of 1, and 1.5 meters.
2.4 Data Acquisition
Radio-Frequency tag position was obtained for a number of straight line and com-
plex movements where the tag was either placed on a mechanical device that could
move with a uniform velocity or carried by a human operator along a predeter-
mined path.
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Figure 2.4: Measurement Locations with Obstacle
Experiment Set 1: RF Tag Movement by Hand and using a Mobile Boom Crane
Tag trajectories were obtained from a set of two sub-experiments in Experiment
Set 1. Each sub-experiment collected data over multiple trials. It is impor-
tant to note that each trial shown has a different tag trajectory length. The
first sub-experiment involved arbitrary tag orientation and human movement in a
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Figure 2.5: Large Metallic Obstacle - Mobile Scissors Lift
Figure 2.6: Experimental Setup for RF Tag Movement using Human Operator
workspace. An overhead view of the workspace is shown in Figure 2.6. Five trials
were conducted with hand-based tag movement along the edges of the rectangu-
lar workspace. The second sub-experiment was conducted in a more controlled
manner where the tag was moved with a high-precision mechanical positioning
system. The tag was placed on a mobile boom crane operating with a uniform
velocity. Eight trials were conducted within the operating workspace.
Crane simulations were executed for both sub-experiment datasets without
input shaping, with input shaping, and with a combination of input shaping with
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Figure 2.7: The Line Follower Robot built using the Lego NXT 2.0 Mindstorm
Kit
filtering. The SMA, median, and EMA filters were applied to the data. The
performance of the filters was evaluated using the energy expenditure and settling
times for each trial recorded. Crane simulations were repeated for multiple filter
window lengths (5, 7, 10, and 15 samples) to determine the ideal filter window
length for our application.
Experiment Set 2: RF Tag Movement using a Line Follower Robot
The experimental trials explained in the previous section were performed at the
Georgia Institute of Technology's Manufacturing and Research Center (MARC).
To reproduce results at Arizona State University, an experimental setup was devel-
oped on a smaller scale. The same RF system, the Ubisense Real Time Location
System (RTLS), was used. The RF tag measurements were obtained by placing
the tag on a Line Follower Robot and also by moving the tag within the workspace
by a human operator. The Line Follower Robot was built using the Lego Mind-
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Figure 2.8: Experimental Setup for RF Tag Movement using the Line Follower
storm NXT 2.0 kit (The Lego Group, Billund, Denmark) and is shown in Figure
2.7. The parameters for the Line Follower were set using a Graphical User Inter-
face that is based on the LabVIEW environment (National Instruments, Austin,
Texas). The Line Follower was set to run a velocity similar to that of the mobile
boom crane in the previous experiments. A mobile setup was assembled for the
Ubisense RTLS with the aim of allowing easy relocation of the entire setup to
other locations. The setup consisted of four RF sensors mounted on 10 foot poles.
The poles were placed at the corners of a 30× 30 foot square workspace as shown
in Figure 2.8.
Data were collected for a complex path that comprised of multiple straight
line movements using the Line Follower Robot. The Line Follower requires a
straight path marked by a tape with a color that contrasts the color of the floor.
Straight line paths were marked out with white tape within the workspace encom-
passed by the four RF sensors. The SMA, median, EMA, and Butterworth filters
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Figure 2.9: Schematic Diagram Of Bridge Crane and RTLS System
were applied to the data. Crane simulations were executed for the filtered data
with and without the use of input shaping. Filter performance was evaluated by
calculating energy expended, and settling time.
Experiment Set 3: RF Tag Movement using an Industrial Bridge Crane
Another set of experiments was conducted at the Georgia Institute of Technology
using an industrial bridge crane. The primary aim was to use noise characteristics
of the operating environment to improve filtering. The RF noise study described
in Section 2.3, was conducted prior to obtaining RF tag position data. Once the
noise study was completed, the tag positions were recorded for straight line and
complex movements. The movements were performed by placing the tag on the
hook of an industrial bridge crane as shown in Figure 2.9. The Kalman, SMA,
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EMA, median and Butterworth filters were applied to the acquired data. A crane
simulation was then executed with the data from each filter, and the filters were
evaluated based on performance with respect to energy expended, settling time,
and the safety corridor.
Experiment Set 3a: RF Tag Movement using an Industrial Bridge Crane
without an Obstacle
The filtered data were then provided as input to the crane Simulink model. Mul-
tiple trials were conducted that comprised of straight line movements entirely
within the workspace encompassed by the RF sensors. The trials comprised of
straight line movements along the bridge axis and along the trolley axis within
the workspace. Next, a complex path was followed comprising a combination
of straight line movements forming a rectangle. Data were obtained with the
tag placed on the hook of the industrial bridge crane without the presence of an
obstacle in the crane workspace.
Experiment Set 3b: RF Tag Movement using an Industrial Bridge Crane with
an Obstacle
The straight line movements described in the previous subsection were then re-
peated in the presence of an obstacle. We used the same scissor fork lift as in the
noise measurement studies. This experiment provided information about the po-
sition of the hook of the crane (known) and the tag position information obtained
from the RF sensors.
21
Table 2.1: Summary of experiments conducted to acquire RF tag data
Expt.
Set No.
Movement Type Source of
Movement
Number of Trials Filtering Methods Ap-
plied
1 Straight Line Mobile Boom
Crane
8 SMA, Median, EMA
and Butterworth
1 Straight Line Hand-Based 5 SMA, Median, and
EMA
2 Complex Lego NXT 2.0
Line Follower
1 SMA, Median, EMA
and Butterworth
3a Straight Line
(No Obstacle)
Industrial
Bridge Crane
10 SMA, Median, EMA,
Butterworth, and
Kalman
3a Complex (No
Obstacle)
Industrial
Bridge Crane
1 SMA, Median, EMA,
Butterworth, and
Kalman
3b Straight Line
(Obstacle)
Industrial
Bridge Crane
10 SMA, Median, EMA,
Butterworth, and
Kalman
- RF Noise Study
(No Obstacle)
Tripod Stand 80 -
- RF Noise Study
(Obstacle)
Tripod Stand 110 -
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Chapter 3
RESULTS
3.1 RF Noise Measurement Study
Figure 3.1: 3-D Error (m), Tag Height = 1 m, No Obstacle
Tag in the Workspace without an Obstacle
Figures 3.1, and 3.2 show the error distribution across the workspace for tag
heights of 1, and 1.5 meters respectively. Errors were particularly large when the
tag was at a height of 1 meter when compared to a height of 1.5 meters. When
a tag height of 1 meter was used, we observed pockets where the error was as
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high as 0.2 meters. The average error in position was found to be 0.1322 meters.
When the tag was placed at a height of 1.5 meters, we observed pockets where
the error was as high as 0.15 meters. The average error in position for a tag
height of 1.5 meters was found to be 0.1018 meters. There were also errors in
some corners of the workspace, caused by sensor blind spots. This is shown in
Figure 3.1 where the lower right corner of the workspace does not contain any tag
position information and hence the error could not be obtained. This instance
occurred for only one marker location.
Figure 3.2: 3-D Error (m), Tag Height = 1.5 m, No Obstacle
Tag In the Presence of an Obstacle
Figures 3.3 and 3.4 show the error distributions for tag heights of 1 meter, and 1.5
meters respectively, when an obstacle was present in the workspace. The effect
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Figure 3.3: 3-D Error (m), Tag Height = 1 m, With Obstacle
Figure 3.4: 3-D Error (m), Tag Height = 1.5 m, With Obstacle
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Figure 3.5: RF Tag Tracking: Overhead View of Tag Trajectory and Payload
Response (With Shaping) for an example trial, Mobile Boom Crane
of the obstacle can be clearly seen for both tag heights. In areas close to the
obstacle we observed a steep increase in tag position error. When the tag was
placed at a height of 1 meter, the error in tag position varied from 0.015 meters
to 0.306 meters with an average of 0.1753 meters. When the tag was placed at
a height of 1.5 meters, the minimum error in tag position was 0.0231 meters and
the maximum error recorded was 0.2761 meters with and average error of 0.1368
meters. Although the minimum error observed was lower when the tag was at a
height of 1 meter, a tag height of 1.5 meters introduced less noise on average.
3.2 Experiment Set 1: RF Tag Movement by Hand and using a Mobile Boom
Crane
The overhead view of the tag trajectory and the trolley response for an example
trial is shown in Figure 3.5.
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Figure 3.6: Normalized Energy Expended for the hand-moved paths
Filtering Results: Energy Expended
(Straight Line Movement)
The energy expenditure depends on the tag trajectory and is directly related
to the trolley response of the crane. The energy expended was calculated for
unshaped, shaped, and shaped-and-filtered cases for the hand-moved and mobile
boom crane paths. Figure 3.6 shows the results for the hand-moved path trials.
Each trial number represents a different path. Shaped cases correspond to lower
energy expenditure than unshaped cases. Filtering and shaping combined resulted
in lower energy expenditure when compared to unfiltered and shaped data with
energy savings of 18.89% in the case of the median filter.
Figure 3.7 shows the energy expended for data obtained using the mobile
boom crane. There was an average decrease in energy expenditure of 35% when
input shaping was implemented with filtering as compared to cases without input
shaping or filtering. There was a similar trend in energy usage variation for the
unshaped, shaped, and shaped-and-filtered cases as compared to the hand-moved
cases. The normalized energy expenditure for unfiltered data with shaping was
0.1635 while the energy expenditure for a median filtered data with shaping was
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Figure 3.7: Normalized Energy Expended for the mobile boom crane paths
0.159. Median filtering with shaping reduced energy expenditure over unfiltered
shaped data by 5.306%.
Filtering Results: Settling Time
(Straight Line Movement)
Although filtering offers benefits in terms of energy efficiency, those benefits come
at the expense of settling time. This is shown in Fig.3.8 where the settling times
are shown for the hand-moved paths. The settling time for the unshaped response
was highest for each trial due to the absence of an oscillation-canceling mecha-
nism. Input shaping improved the settling time by 70%. Filtering introduced only
marginal increases in settling time. The settling times with input shaping, aver-
aged over all trials, were 22.8174 seconds (Unfiltered), 23.0868 seconds (SMA),
23.374 seconds (Median), and 23.2194 seconds (EMA). The variation in settling
time for the data obtained using the mobile boom crane is shown in Fig.3.9. Input
shaping improved settling time over cases without shaping by an average of 57%.
When averaged over all trials, the settling times in seconds for filtering with shap-
ing (45.8765 seconds for SMA, 45.8755 seconds for Median, and 45.5116 seconds
for EMA) were comparable to the unfiltered shaped case (46.441 seconds).
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Figure 3.8: Settling Time for the hand-moved paths
Figure 3.9: Settling Time for the mobile boom crane paths
Effects of Filter Window Length
(Straight Line Movement)
The effects of filter window length on energy usage are shown in Figure 3.10 for
hand-moved data and Figure 3.11 for mobile boom crane data (both figures repre-
sent example trials with the use of input shaping). Increasing the window length
improved the energy savings. The hand-moved data showed more improvement
as compared to the mobile boom crane data. This can be attributed to the fact
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Figure 3.10: Effects of Filter Window Length on Energy Expended for hand-based
movements (averaged over multiple trials)
Figure 3.11: Effects of Filter Window Length on Energy Expended for mobile
boom crane movements (averaged over multiple trials)
that the hand-moved data are less consistent than the mobile boom crane data.
The effects of filter window length on settling time are shown in Figure 3.12
and Figure 3.13 for examples of hand-moved and mobile boom crane movements
with the use of input shaping, respectively. The increase in window length resulted
in increased settling times. The increase was more substantial for the hand-
moved cases. Overall, the median filter performed better than the simple and
exponential moving average filters (regardless of window length) and resulted in
relatively small increases in settling time. A filter window length of seven samples
was chosen as it resulted in reduced energy expenditure without introducing a
noticeable increase in settling time.
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Figure 3.12: Effects of Filter Window Length on Settling Time for hand-based
movements (averaged over multiple trials)
Figure 3.13: Effects of Filter Window Length on Settling Time for mobile boom
crane movements (averaged over multiple trials)
3.3 Experiment Set 2: RF Tag Movement using a Line Follower Robot
Filtering Effects: Energy Expended
(Line Follower Robot, Complex Movement)
The overhead view of the tag trajectory and the trolley response for a complex
path (single trial) is shown in Figure 3.14. Filtering reduced the energy expended
as shown in Figure 3.15. We compare the performance of the energy expended
when different filtering methods were used. The crane simulation using the median
filtered data resulted in the least amount of normalized energy expended. We
also observed that input shaping further aids filtering in reducing the energy
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Figure 3.14: RF Tag Tracking: Overhead View of Tag Trajectory and Payload
Response (With Shaping) for an example trial, Line Follower
expended. With the use of input shaping, the median filter reduced the energy
expended by 12.6% when compared to the energy expended using unfiltered data.
The median filter with shaping has energy savings of over 10% when compared
to the Butterworth filter with shaping. The median filter performed better by
approximately 8% in energy savings over the EMA and SMA filters with the aid
of input shaping.
Filtering Effects: Settling Time
(Line Follower Robot, Complex Movement)
Filtering reduced the energy expended by the crane model; however, filtering also
resulted in increased settling time. Figure 3.16 shows a comparison of the settling
times for filtered and unfiltered data. The settling times were obtained with and
without the use of input shaping. We observed that input shaping improved
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Figure 3.15: Comparison of the energy expended by the crane across different
filters (single trial)
settling time by an average of 76% over unshaped data. With or without input
shaping, the unfiltered data led to shorter settling times when compared to the
filtered data. However, among the filtered data, the Butterworth filter had the
highest settling time with shaping of 74 seconds, while the SMA and the EMA
filters had lower settling times than the median and Butterworth filters.
3.4 Experiment Set 3a: RF Tag Movement using the Industrial Bridge Crane
without an Obstacle
Figure 3.17 shows the overhead view of the RF tag trajectory along the bridge and
trolley axes for an example trial. The movement was a straight line within the
workspace shown in Figure 2.3. The Kalman filtered data, which were the most
accurate among the filtered data, followed the actual path taken by the crane
hook well.
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Figure 3.16: Comparison of the payload settling time between different filters
(single trial)
Filtering Effects: Energy Expended
(Industrial Bridge Crane, Straight Line Movement, No Obstacle)
The energy expenditure of the crane model for Kalman filtered data with the use
of input shaping is shown in Figure 3.18. We observed that the work done was
significantly higher for the last five trials. This was attributed to the fact that
the distance traveled by the crane hook along the trolley axis is longer than the
distance traveled along the bridge axis. The effectiveness of the Kalman filter
can be observed by comparing the shaped filtered and unfiltered energy levels in
Figure 3.18. The energy profile was improved by an average of 6% as a result of
using the Kalman filter.
The energy expended when the five filters were used averaged over multiple
trials is shown in Figure 3.19. With the use of input shaping, Kalman filtering
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Figure 3.17: RF Tag Tracking: Overhead View of Tag Trajectory and Payload
Response (With Shaping) for an example trial, No Obstacle
resulted in energy savings of 7.97% when compared to unfiltered and shaped data.
Filtering Effects: Settling Time
(Industrial Bridge Crane, Straight Line Movement, No Obstacle)
The effect of adaptive filtering with shaping on the settling time is shown in Figure
3.20. We expect to see a slight increase in settling time. This is caused by the
delay introduced by the filter. The settling times in Figure 3.20 when the filter
was implemented were comparable to the settling times of unfiltered data.
Figure 3.21 shows a comparison of filter performance with respect to set-
tling time, with and without input shaping. The Kalman and median filters had
almost the same settling time as unfiltered data when input shaping was also
applied. It is noteworthy that in the absence of shaping, the Kalman and median
filters led to longer settling times than the SMA, EMA, and Butterworth filters.
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Figure 3.18: Normalized Energy Expenditure, No Obstacle, Tag Height = 1.5m,
with Input Shaping
Figure 3.19: Comparison of Filter Performance with respect to Energy Expended,
No Obstacle (averaged over multiple trials)
From this observation, we conclude that a combination of filtering and shaping
works better for the Kalman and median filters when compared to the SMA, EMA
and Butterworth filters.
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Figure 3.20: Settling Time Of Payload Oscillations, No Obstacle, Tag Height =
1.5m, with Input Shaping
Figure 3.21: Comparing Filter Performance with respect to Settling Time, No
Obstacle, Tag Height = 1.5m (averaged over multiple trials)
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Table 3.1: Safety Corridor measurements (straight line movement) for five differ-
ent filtering methods, No Obstacle, Tag Height = 1.5m (averaged over multiple
trials)
Filtering Method Without Shaping (m) With Shaping (m)
Unfiltered 0.0540 0.0396
Kalman 0.0233 0.0177
SMA 0.0340 0.0186
Median 0.0281 0.0157
EMA 0.0340 0.0186
Butterworth 0.0310 0.0190
Filtering Effects: Safety Corridor
(Industrial Bridge Crane, Straight Line Movement, No Obstacle)
The safety corridor values for each filtering method with and without the use of
input shaping are shown in Table 3.1. We observed that filtering lowered the safety
corridor when input shaping was not implemented. Input shaping also contributes
to improved safety corridor values when combined with filtering. The Kalman
filter performed better than the other filters, with the median filter performing
second best. The Kalman filter with shaping tightened the safety corridor over
the unfiltered and shaped data by 55%.
Filtering Results: Energy Expended
(Industrial Bridge Crane, Complex Movement, No Obstacle)
Figure 3.22 shows a comparison of the energy expenditure when different filtering
methods were used for the complex movement of the tag for a single trial. The
energy expenditure, as expected, was higher than for straight line movements.
The crane hook started to oscillate slightly during the course of the trial, which
contributed to the increased energy expenditure. Filtering with shaping reduced
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Figure 3.22: Comparing filter performance for complex movement with respect to
energy expended, No Obstacle, Tag Height = 1.5m (single trial)
the energy expended over shaped unfiltered data by approximately 10%. The
Kalman filtered data resulted in the lowest energy expenditure of 0.4103. It is
noteworthy that without the use of shaping, the energy expended for all filters
were comparable. However, with the use of shaping, the improvement is more
pronounced in the case of the Kalman filter.
Filtering Results: Settling Time
(Industrial Bridge Crane, Complex Movement, No Obstacle)
Figure 3.23 shows the settling time comparison for the Industrial Bridge Crane,
when different filtering methods were implemented for a single trial. The delays
due to filtering were very small. The settling times when shaping was implemented
with filtering were comparable to the settling times for the unfiltered data. While
the unfiltered shaped data led to a settling time of 55.65 seconds, the settling
times for filtered and shaped data ranged from 55.65 seconds to 56.875 seconds.
Again, the Kalman filter outperformed the other filters.
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Figure 3.23: Comparing filter performance for complex movement with respect to
settling time, No Obstacle, Tag Height = 1.5m (single trial)
Filtering Results: Safety Corridor
(Industrial Bridge Crane, Complex Movement, No Obstacle)
The safety corridor observations for different filtered data (single trial) following
a complex path are provided in Table 3.2. Filtering alone improved the safety
corridor by a minimum of 0.8% and a maximum of 4.5% when compared to unfil-
tered data. Input shaping contributed considerably to the decrease in the safety
corridor. For the unfiltered data, input shaping improved the safety corridor by
43.53%. The Kalman filtered data led to the tightest safety corridor with a 15.22%
improvement over the unfiltered and shaped data.
3.5 Experiment Set 3b: RF Tag Movement using the Industrial Bridge Crane
with an Obstacle
Figure 3.24 shows the overhead view of the RF tag trajectory along the bridge
and trolley axes for an example trial. The movement is a straight line within the
workspace shown in Figure 2.4.
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Table 3.2: Safety Corridor measurements (complex movement, single trial) for
five different filtering methods, No Obstacle, Tag Height = 1.5m
Filtering Method Without Shaping (m) With Shaping (m)
Unfiltered 0.1585 0.0460
Kalman 0.1520 0.0390
SMA 0.1569 0.0433
Median 0.1554 0.0448
Butterworth 0.1577 0.0464
Figure 3.24: RF Tag Tracking: Overhead View of Tag Trajectory and Payload
Response (With Shaping) for an example trial, Obstacle present
Filtering Effects: Energy Expended
(Industrial Bridge Crane, Straight Line Movement, With Obstacle)
The energy expenditure of the industrial bridge crane over multiple trials with the
use of input shaping is shown in Figure 3.25. The first five trials represent straight
line movements along the bridge axis within the workspace and the last five trials
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represent straight line movements along the trolley axis within the workspace. We
observed that the work done was significantly higher for the second trial. This
was attributed to the fact that the crane hook was closer to the obstacle than in
the other trials. Subsequently, the noise level of the raw RF tag data was higher
and this resulted in higher energy expenditure when filtering was not applied to
the data. Once filtering was applied, the energy expenditure dropped to the same
range of values as for the other trials. This showed that filtering improves the
data quality more when more noise present. In other words, the higher the noise
content, the better the filter performance.
Figure 3.25: Normalized Energy Expenditure, Obstacle Present, Tag Height =
1.5m, with Input Shaping
The Kalman filtering method is compared with the other filters used in
terms of the energy expenditure averaged over multiple trials, in Figure 3.26. A
combination of Kalman filtering and input shaping further reduces energy expen-
diture over unfiltered and shaped data by 15.22% (averaged over multiple trials).
All the other filters had comparable energy expenditures which were significantly
higher than that of the Kalman filter. This was attributed to the presence of an
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Figure 3.26: Comparing Filter Performance with respect to Energy Expended,
Obstacle Present (averaged over multiple trials)
obstacle in the workspace, which caused the noise to increase in regions surround-
ing the obstacle. The Kalman filter was able to adapt to the change better than
the other filters.
Filtering Effects: Settling Time
(Industrial Bridge Crane, Straight Line Movement, With Obstacle)
The effects of adaptive filtering on settling time are shown in Figure 3.27. As
explained earlier, in trial 2 the higher level of noise content introduced payload
swing in the crane model and this resulted in a higher settling time than for
the other trials. Filtering improves settling time considerably in this case alone.
We observed the expected trend for all the other trials. Figure 3.28 compares the
settling times of all five filters with and without shaping. The Kalman and median
filters introduced minimal delay as compared to the unfiltered data. The SMA,
EMA and Butterworth filters introduced a delay of approximately 55 seconds
without the use of shaping.
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Figure 3.27: Settling Time of Payload Oscillations, Obstacle Present, Tag Height
= 1.5m, with Input Shaping
Figure 3.28: Comparing Filter Performance with respect to Settling Time, Ob-
stacle Present (averaged over multiple trials)
44
Table 3.3: Safety Corridor measurements (straight line movement) for five dif-
ferent filtering methods, Obstacle Present, Tag Height = 1,5m (averaged over
multiple trials)
Filtering Method Without Shaping (m) With Shaping (m)
Unfiltered 0.2132 0.1023
Kalman 0.1133 0.0330
SMA 0.1490 0.0520
Median 0.1580 0.0420
EMA 0.1849 0.0428
Butterworth 0.1705 0.0921
Filtering Effects: Safety Corridor
(Industrial Bridge Crane, Straight Line Movement, With Obstacle)
Table 3.3 shows the safety corridor values for all the filtering methods. The
safety corridor values were significantly higher when an obstacle was present than
otherwise. Filtering improved the safety corridor irrespective of whether input
shaping was used or not. However, shaping also improved the safety corridor and
when combined with filtering. The Kalman filter with the use of input shaping,
produced the tightest safety corridor of any filter with a 54.19% improvement over
the unfiltered and shaped case.
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Chapter 4
DISCUSSION
4.1 Evaluating the Performance of Non-Adaptive Filtering Methods
The data obtained from Experiment Set 1 and Experiment Set 2 were used to
evaluate the performance of the four non-adaptive filters: SMA, Median, EMA and
Butterworth. A study of the effects of filter window length on energy expenditure,
and settling time indicated that the a filter window length of 7 samples (0.108
seconds) was best for our application. The first set of experimental data obtained
from the mobile boom crane and hand-based movements described straight line
movements, while the data obtained from Experiment Set 2 were for a complex
path comprised of multiple straight line segments. The median filtered data led
to the lowest energy expenditure for the data from both experiment sets (with
and without the use of input shaping). The median filter with input shaping
reduced the energy expenditure over the unfiltered and shaped case by 32% for
Experiment Set 2. The settling times for all the filtered data were comparable to
those for the unfiltered data. Thus the median filter performed best among the
non-adaptive filters.
4.2 Adapting to Spatial Variation in Noise: Kalman Filtering vs.
Non-Adaptive Filtering
A RF noise study indicated that the noise is different at each spatial location
within the operating environment. The non-adaptive filters did not take the spa-
tial variation of the noise into consideration while smoothing data. Hence, a
Kalman filter was implemented that incorporated the varying noise characteristic
as a change in the measurement noise parameter in the filter model. Experiment
Set 3 was used to test the performance of all five filters under varying noise con-
ditions. The results obtained for the energy expended, settling time, and safety
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corridor showed that the Kalman filter performed better than the non-adaptive fil-
ters. This difference in performance was more significant when a metallic obstacle
was present in the crane workspace. The Kalman filter improved crane perfor-
mance by 12.36% in energy savings when compared to the median filter (second
best in performance). The Kalman filter improved energy savings by 13.15% over
the SMA filter, 13.2% over the EMA filter, and 13.48% over the Butterworth filter
with the use of input shaping. The overhead view of the tag trajectories and the
corresponding trolley responses demonstrated how the filters reduced the energy
expenditure when compared to unfiltered data.
The settling times for the Kalman filtered data were comparable to those
for the median filtered data and were shorter than the settling times of the SMA,
EMA and Butterworth filtered data. The Kalman and median filters led to a
maximum lag of 3 seconds as compared to the unfiltered data.
The third performance metric, the safety corridor, was also used to study
filter performance. The Kalman filter led to the tightest safety corridor among all
the five filters. The Kalman filter performed better than the median filter in par-
ticular, reducing the safety corridor on an average by 0.04 meters. In the presence
of an obstacle, the Kalman filter with input shaping tightened the safety corridor
over the unfiltered and shaped data by 55%. For the same experimental setup,
the Kalman filter tightened the safety corridor over the median filter (second best
performance) by 21.4%.
4.3 Using the Kalman Filter in Potential Applications
The performance of the Kalman filter was best observed in the presence noise in
the operating environment. The Kalman filter, however, depends on the noise
characteristics obtained from the RF noise study. Therefore, in potential applica-
tions, the crane system would be programmed to perform the RF noise study prior
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to using the Kalman filter implementation. This would result in the Kalman fil-
ter performing optimally for that particular operating environment, and improved
crane performance.
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Chapter 5
CONCLUSION
This thesis work discussed the need for using filters to improve radio-frequency
data quality. The process of determining the best filter was based on a literature
survey of filtering methods used to smooth data. To contribute to the decision
on filter choice, a noise study was conducted to determine if and how the noise
in the operating environment affected the radio-frequency tag position data. The
observations from that experiment led to the implementation of an adaptive fil-
ter technique that integrates changes in the noise variance within the operating
environment. The important conclusions from this work are listed below:
• Smoothing filters are useful for improving radio-frequency data quality
• Filtering combined with input shaping reduced the energy expenditure of
the crane when compared to unfiltered and shaped data
• A study of the noise characteristics of the operating environment revealed
that the noise varies spatially. The distribution of the noise in the environ-
ment was found to be approximately Gaussian
• The spatial varying characteristics of the noise and its distribution led to
the implementation of the Kalman filter to reduce the error in tag position
measurement
• The Kalman filter was found to improve radio-frequency data quality more
so than the other filters. This was reflected in the energy expended and
settling time curves from crane simulations
• The Kalman filter and the median filter perform similarly when less noise is
present in the workspace. However, as the noise increases, the performance
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of the Kalman filter improves over the median filter because it adapts to
spatial changes in noise characteristics
• In the presence of an obstacle, Kalman filtering with shaping decreased
energy expenditure by 15.22% as compared to input shaping alone, without
introducing any problematic increases in settling time
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Chapter 6
FUTURE WORK
The performance of our filtering algorithms was evaluated with a Simulink-based
crane simulation model. The next step in this work will be to implement the
adaptive Kalman filter to perform in real-time crane control. Most of the data
processing currently taking place is oine. Hence, the energy savings and time
delays that result from filtering cannot be determined in a real world sense. A real-
time implementation would provide this information accurately, thereby allowing
filter evaluation based on actual data from the work environment of the crane.
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