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ABSTRACT
DNA methylation is an epigenetic modification caused by the addition of
a methyl group to DNA and heavily involved in gene expression and reg-
ulation, thereby critical to the progression of diseases such as cancer. In
this work we show that detection and localization of DNA methylation can
be achieved with nanopore sensors made of two-dimensional (2D) materials
such as graphene and MoS2. We label each DNA methylated site with a
methyl-CpG binding domain protein (MBD1), and combine molecular dy-
namics simulations with electronic transport calculations to investigate the
translocation of the methylated DNA-MBD1 complex through 2D material
nanopores under external voltage biases. The passage of the MBD1-labeled
methylation site through the pore is identified by dips in the current blockage
induced by the DNA strand, as well as by peaks in the transverse electronic
sheet current across the 2D layer. The positions of the methylation sites can
be clearly recognized by the relative positions of the dips in the recorded ionic
current blockade and large deviations in the transverse sheet conductances.
We define the spatial resolution of the 2D material nanopore device as the
minimal distance between two methylation sites identified within a single
measurement, which is 15 base pairs by ionic current recognition, but as low
as 10 base pairs by transverse electronic conductance detection, indicating
better resolution with this latter technique. The present approach opens a
new route for precise and efficient profiling of DNA methylation. Finally we
propose techniques to improve the signal-to-noise (SNR) ratio in 2D solid
state nanopores. In graphene, we demonstrate that the hydrophobic nature
of the material can be utilized to introduce a “step-wise” translocation of a
stretched ssDNA in a graphene nanopore, which can be used to detect bases
via transverse sheet current. We also propose an information-theoretic ap-
proach to improve the SNR of the system by using matched filtering, which
could possibly be used for real time base calling in solid state nanopores.
ii
To Amma and Appa, who instructed me when I was 5, to complete my
formal education only after a Ph.D.
To T.S. Krishnan and Saroja Krishnan (whom I dearly miss), thank you
for everything. You will always be with me wherever I am.
iii
ACKNOWLEDGMENTS
I would like to first and foremost thank the untiring efforts of my parents
Bhooma Krishnan and B. Parthasarathy without whose untiring efforts to
push me and themselves, this doctoral dissertation would remain a faint and
distant dream.
When I look back at the past six years in Champaign-Urbana, there are too
many people to thank. While this brief acknowledgment section is insufficient
to list all, I would like to convey my heartfelt thanks to everyone who assisted
me on this Ph.D. journey.
Among those responsible for making my stay in Champaign-Urbana a truly
remarkable experience was my advisor Jean-Pierre Leburton. His ever enthu-
siastic guidance and untiring attitude to constantly push the boundaries of
knowledge to accommodate a wider variety of available tools and techniques
has helped me incubate my passion and love for studying and designing
nanopores. He has been an excellent mentor to me. Without my studies
with Jean-Pierre, I would never have had the opportunity to work alongside
some stellar researchers. Among them, I am especially proud of publishing
two papers with Klaus Schulten. During our brief meetings, Klaus always
urged me to work on developing nanopores that can distinguish single nu-
cleotides. While that objective is only partly achieved, I continue to pursue
one of the aspects of his grand vision of molecular biophysics and semicon-
ductor devices. I have also had the good fortune of working alongside some
great researchers, first in the capacity of a collaborator and later as a friend.
Lav Varshney has been a close friend, mentor and confidant whose insights
and wealth of knowledge in signal processing, information theory and ma-
chine learning never cease to amaze me. His humility and open-mindedness
to explore new problems and solutions is inspirational. Another dear friend
and collaborator has been Aleksandra Radenovic, a stellar researcher and
collaborator. Working with Aleksandra and in her lab was very enlightening
iv
by providing me first-hand understanding of human and emotional aspects of
doing great science and how to forge ahead in the face of technical difficulties.
I cherish the summer at EPFL working with Michael Graf, Martina Lihter,
Ke Liu and others at LBEN and LANES is something I will cherish always.
At UIUC, Hu Qiu was also a wonderful collaborator who first introduced me
to the art of asking the right questions and publishing papers. It has been a
pleasure to author four papers together. I would finally like to thank Rohit
Bhargava for serving on my dissertation committee and being a wonderful
friend and mentor.
While work and research was a major aspect of my stay at Champaign-
Urbana, I would be remiss if I did not acknowledge some lifelong friendships
I made on this journey. Dr. Shaileshh Bojja Venkatakrishnan has been one
of my closest friends with whom I shared this experience. What started as a
chance meeting and introduction by the department secretary has blossomed
into an almost brother-like relationship. Aravind Murali has also been one
my closest friends and confidants. Anytime I felt low or discouraged, Aravind
was by my side. His advice would sound harsh at first, but on afterthought
I realized it was the best advice anyone could give me. I feel blessed to call
Shaileshh and Aravind my closest friends through whom I was lucky enough
to meet Prasad Sarangapani, Vignesh Iyer and C.J.R. Bharath Kumar. For
the last two years at graduate school, I would like to thank Avhishek Chat-
terjee and Akash Das Sarma who have become some of my closest friends. I
will miss our Friday night dinners at Szechuwan China.
For anyone who reads this many years from now, one thing is clear - while
UIUC is a great school, the evenings and weekends would definitely be a drag
without a close group of friends. In this regard, I would like to thank my
lunch group: Bhargava Reddy, Prasanna Giridhar and Koushik Shankar for
making everyday and especially birthdays fun and interesting.
This acknowledgment would be grossly incomplete without thanking two
extraordinary people; Nagendra Bala Murali Athreya and Sneha Krishna
Kumaran. Since Nagendra joined the group as a visitor in 2016, we became
close friends. In fact, none of my post-preliminary examination work would
exist without Nagendra’s constant help and patience with my otherwise an-
noying obsession over the tiniest detail. He is the kindest, most persistent
and patient person I know. We have co-written four papers. I am certain
that this list will grow by many orders of magnitude. In fact, it is because
v
of Nagendra that I met the love of my life on October 10, 2017.
Finally, I would like to thank my girlfriend (as of now) Sneha Krishna
Kumaran. She has been the most wonderful person, ever present by my side
irrespective of the date or time of day. Her constant love made the last year
of my Ph.D. memorable, which could have otherwise been quite miserable. I
look forward to spending the rest of my life with her.
vi
TABLE OF CONTENTS
ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
1.1 Outline of Dissertation . . . . . . . . . . . . . . . . . . . . . . 4
CHAPTER 2 EPIGENETIC DETECTION USING GRAPHENE
NANOPORES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Electronic Transport in Graphene Nanopore Membranes . . . 7
2.2 Sensitivity Tuning of Graphene Nanopore Membranes . . . . . 13
2.3 Electrostatic Potential Calculation . . . . . . . . . . . . . . . 17
2.4 Detecting Epigenetic Modifications in DNA Using Graphene
Nanopores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
CHAPTER 3 ELECTRONIC DETECTION OF METHYLATION
IN MOS2 NANOPORES . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Electronic Conductance Model in Constricted MoS2 Mem-
branes with Nanopores . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Electronic Detection of Methylation Using Transverse Sheet
Current in MoS2 Nanopores . . . . . . . . . . . . . . . . . . . 34
CHAPTER 4 STEPWISE DNA TRANSLOCATION IN GRAPHENE
NANOPORES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
CHAPTER 5 STATISTICAL ALGORITHMS TO CLASSIFY EPI-
GENETIC MARKERS ALONG DNA . . . . . . . . . . . . . . . . 48
5.1 Matched Filters to Detect and Distinguish Proteins . . . . . . 49
5.2 Types of Marker Proteins . . . . . . . . . . . . . . . . . . . . 50
5.3 Distinguishing the Presence and Absence of a Single MBD1
Protein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.4 Counting the Number of Identical MBD1 Proteins . . . . . . . 53
5.5 A Unified Framework to Detect, Count and Distinguish
Epigenetic Markers . . . . . . . . . . . . . . . . . . . . . . . . 57
5.6 Possible Extensions to This Approach . . . . . . . . . . . . . . 62
vii
CHAPTER 6 IONIC FLOW IN TRIANGULAR NANOPORES . . . 63
6.1 Conductance Model Fitting . . . . . . . . . . . . . . . . . . . 67
6.2 Method of Moments Calculations for Capacitance Extraction . 68
6.3 Comparing Circular and Triangular Shaped Pores . . . . . . . 70
6.4 Deviation of Capacitance Extraction for Approximate Circle . 71
6.5 Distinguishing Single Nucleotides Using h-BN Nanopores . . . 73
CHAPTER 7 CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . 76






FET Field Effect Transistor
GNR Graphene Nanoribbon
MD Molecular Dynamics
NEGF Non-Equilibrium Greens Function





Nanopores hold great promise as next-generation sequencing devices to rev-
olutionize conventional sequencing technology by eliminating the need for
chemical labeling or sample amplification [1, 2, 3, 4, 5]. Although biological
nanopores such as α-hemolysin [6, 7] and Mycobacterium smegmatis porin
A (MspA) [8, 9, 10] exhibit great potential for DNA sequencing, there are
drawbacks to biological pores, including fixed pore size and weak mechan-
ical strength. Such drawbacks can be overcome by the use of solid-state
nanopores [11, 12, 13, 14]. Among various synthetic substrates for solid-
state nanopores, layered materials such as graphene [15, 16, 17] and Molyb-
denum di-sulphide (MoS2) [18, 19] have attracted attention because of their
atomically thin layer that predisposes them to offer single-base resolution
recognition. In typical nanopore sequencing experiments, DNA molecules
are threaded through a nanopore under an applied voltage; an ionic current
flowing through the nanopore alongside the DNA is observed and different
transient dips due to different DNA nucleotides (ionic current blockades) are
measured. Resolving the magnitude and duration of each dip permits one,
in principle, to identify individual bases and, in turn, the sequence of DNA.
Experiments on DNA translocation through graphene nanopores have been
successfully performed in 2010 by three independent groups [15, 16, 17]. In
parallel, molecular dynamics (MD) simulations, widely used in cell biology
research [20, 21], were also adopted to characterize the ability of graphene
nanopores to identify DNA sequences through ionic current measurement [22,
23, 24, 25]. MD simulations are capable of capturing atomic-scale details of
the translocation dynamics of DNA as well as of DNA-nanopore interactions.
For example, Liang et al. [26, 27] addressed key factors in DNA sensing using
graphene nanopores and quantified the relationship between ionic current
blockade and occupied nanopore area during DNA translocation.
In the ionic current measurements discussed above, graphene merely serves
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as a passive membrane. However, first-principles calculations suggest an-
other opportunity for graphene to detect DNA, namely through the trans-
verse sheet current across graphene nanoribbons (GNRs) that can be directly
measured [28, 29, 30]. We showed previously that the sensitivity of GNR to
translocating DNA can be drastically enhanced by tailoring the edge of the
GNR into a quantum point contact geometry (QPC) or by tuning the carrier
concentration in the GNR [31]. The GNR devices were found in simula-
tions to be able to sensitively probe the helical geometry of double-stranded
DNA (dsDNA) [31], the conformational transitions from helical to zipper
form of dsDNA [32] as well as the number of nucleotides in stretched ssDNA
[33]. A further advancement encouraging the use of graphene nanopores for
DNA sequencing are actual experiments that have detected DNA permeation
through a nanopore in GNRs by means of sheet current measurements [34],
but have not yet resolved DNA nucleotide identity.
Apart from identifying individual bases of DNA, the versatility of nanopore
sequencing also allows them to be utilized for identifying epigenetic modi-
fications in DNA such as DNA methylation [35, 36] and detect amino acid
sequences in proteins [37]. DNA methylation is one the most common epi-
genetic modifications in the eukaryotic genome, occurring primarily through
the addition of methyl groups at the 5th carbon atom of the cytosine ring.
Methylation plays a crucial role in the expression of genes in mammal cells
and therefore is related to cell development, aging, development of diseases
such as cancer. In vertebrates, methylation typically occurs in DNA se-
quences with a relatively high content of CpG dinucleotides (namely, 5′-CG-
3′), known as CpG islands [38, 39]. In cancerous cells, many of the CpG
islands are observed to be methylated [40, 41], while normal somatic cells are
free of methylation [42]. For this reason, DNA methylation holds the poten-
tial to serve as a biomarker that can be used in risk assessment and early
diagnosis of methylation - relevant diseases such as cancer. It is therefore of
crucial importance to detect and precisely map DNA methylations in human
genome.
Currently, the most widely used approach for mapping DNA methylation
involves bisulfite treatment of methylated DNA (mDNA) [43, 44, 45], where
sodium bi-sulfite is used to convert unmethylated cytosines into deoxyuridine
while leaving methylated cytosines unchanged. After comparing the sequence
of the converted DNA sample with the original DNA, one can locate each
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methylation site through the positions where both sequences have the same
cytosines. However, this bisulphite conversion technique is time-consuming
and expensive, due to the inclusion of sample preparation and subsequent
DNA sequencing. Recently, new alternatives for methylation detection, with-
out the need for bisulfite conversion, have emerged based on single-molecule
techniques. For instance, a single-molecule real-time sequencing approach,
developed by Pacific Bioscience Inc., can recognize methylated nucleotides by
monitoring the change in fluorescence pulse as a DNA polymerase catalyzes
the incorporation of fluorescenently labelled nucleotides into a DNA strand
[46, 47].
Since mapping of the methylation along the DNA requires us to distin-
guish between methylated and unmethylated nucleotides, nanopore sequenc-
ing techniques have been suggested as a possible solution to overcome the
drawbacks of using traditional sequencing methodologies [48, 49, 50, 51, 52].
Currently, MspA nanopores have been shown to detect and map DNA methy-
lation using ionic currents as a single-stranded mDNA is drawn through the
pore in single-nucleotide steps using a phi29 DNA polymerase [53, 54]. Sim-
ilarly, α-Hemolysin has also been used to detect methylated sites [55]. Re-
cently, the Oxford Nanopore Technologies’ MinIon nanopore sequencer was
also shown to detect and identify methylation sites along a DNA strand at
high accuracy [56, 57]. While the pores successfully used to identify the
methylated bases are biological, in this dissertation we focus on utilizing
solid-state nanopores to detect methylated sites along the DNA.
In solid-state nanopores, the methylation sites in a mDNA, labeled by
methyl-CpG binding domain proteins (MBDs), can be detected indirectly
though ionic current blockade induced by the proteins [58, 59]. The MBD
proteins bound to the mDNA also serve as a large marker for the methylation
sites, since the low signal-to-noise ratio of solid state nanopores prevents
the distinguishing of methylated from un-methylated bases. We specifically
show from our model that transverse sheet current detection offers a higher
resolution than ionic current calculations method [36, 60].
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1.1 Outline of Dissertation
In this thesis, we focus our efforts on developing computational models to
calculate the electronic transport through nanopore membranes of graphene
and molybdenum-di sulphide (MoS2). These models help calculate the sheet
current traces during the translocation of a DNA containing methylated CpG
sites. The overall approach involves a combination of molecular dynamics
(MD) simulations and electronic transport calculations outlined in Fig. 1.1.
Molecular 
Dynamics 
1. Describes dynamics of bio-molecular translocation through 
solid state nanopore membranes.




1. Translocation trajectory is sampled at every 50-100 ps and 
electrostatic potential at each sample time step is calculated. 
2. Due to screening by solute ions, only potential along the 
nanopore membrane is significant for transverse current. 
Transverse 
Sheet Current
1. Conductance profile is computed due to time-varying 
electrostatic potentials. 
2. The detection sensitivity can be tuned by a gate placed 
below the nanopore membrane. 
Figure 1.1: Simulation flow for obtaining conductance profile for a single
translocation trajectory.
In chapter 2, we briefly describe the mathematical formulation for calcu-
lating the transverse sheet current in graphene nanopore systems using the
non-equilibrium Green’s function approach with a tight-binding Hamiltonian.
We also describe the Poisson-Boltzmann formalism used to calculate the elec-
trostatic potential at every time snapshot during DNA translocation. The
transverse conductance profile for a single translocation event is influenced
by variations in the membrane-planar electrostatic potential. We finally de-
scribe the utilization of this transverse conductance model to electronically
detect the methylated sites along the DNA.
In chapter 3, we outline an electronic transport model in constricted MoS2
nanopore membranes formulated via coupled semi-classical thermionic emis-
sion and Poisson-Boltzmann formalisms. The validity of this modeling method-
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ology is verified by detecting the helicity of a frozen DNA as it translocates
through a 2.4 nm MoS2 nanopore. We also further utilize this method to
detect the methylated sites along a DNA strand and compare the detec-
tion resolution via transverse sheet current with that of ionic current based
detection.
In chapter 4, we describe a possible strategy to improve the signal to noise
ratio in graphene nanopore systems by stretching a strand of single-stranded
DNA, causing a stepwise translocation motion, which can be detected by
transverse sheet currents. This strategy to improve SNR utilizes the strong
hydrophobic nature of a graphene surface to enable controlled motion of DNA
through the nanopore.
Chapter 5 discusses a possible strategy to improve the signal to noise ra-
tion in generic transverse current measurements. We propose an integrated
effort that combines electronic simulation based on device physics with sta-
tistical signal processing to characterize the resolution limit of solid-state
nanopore sensing, and develop algorithms for epigenetic marker classifica-
tion at the fundamental limits. These algorithms will provide guidelines to
improve the signal-to-noise ratio of the bio-detecting membranes. As a study-
case scenario, we will assess and develop a statistical signal processing algo-
rithm to resolve the marker proteins at the resolution limits for a nanopore
device. In this dissertation, we complex the methylated cytosines by ei-
ther a methyl-CpG binding domain (MBD-1) protein or methyl CpG bind-
ing protein 2 (MeCP2) and methylated adenines by Γ-cyclodextrin (GCD).
These biomarkers are important for identifying different cancer segments [61].
MBD1 and MeCP2 are proteins in humans that are capable of binding to
methylated sites along the DNA that also repress transcription from methy-
lated gene promoters [62]. MeCP2 mutations are taught to be responsible for
Rett syndrome, a severe neurodevelopmental disorder and polymorphisms of
MBD1 have been shown to be associated with increased lung cancer risk. Al-
ternatively, GCD is a synthetic biomarker for the N6 methyl adenine (6mA).
There have been reports linking 6mA and numerous cancer types such as
stomach cancer, prostate cancer, breast cancer, pancreatic cancer, kidney
cancer, mesothelioma, sarcoma, and leukaemia [63]. Therefore, identification
and differentiation of these proteins is critical, as their interactions with DNA
have roles in breast, lung and other kinds of cancers.
Chapter 6 discusses the observation of a striking geometry-dependent ion
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scattering effect in non-circularly shaped nanopores, which is further cor-
roborated by a modified ionic blockage model. The well-acknowledged ionic
blockage model is derived from uniform ion permeability through the 2D
nanopore plane and hemisphere like access region in the nanopore vicinity.
On the basis of our experimental results, we propose a modified ionic block-
age model, which is highly related to the ionic profile caused by geometrical
variations. Our findings shed light on the rational design of 2D nanopores





In this chapter, we explore the ability of tuning graphene-based nanopore
transistors for bio-molecular and specifically, epigenetic detection. We begin
by briefly describing the simulation methodology utilized for calculating the
electronic transport properties during the translocation of DNA through the
nanopore. This simulation method is based on the non-equilibrium Green’s
function approach applied to a tight-binding Hamiltonian, which is used to
describe a graphene membrane lattice. The trajectory of DNA translocation,
simulated via molecular dynamics (MD) simulations through the nanopore is
coupled to the conductance calculation along the graphene sheet current via
the electrostatic potential due to the translocating bio-molecule along the
sensing membrane, computed via a Poisson-Boltzmann formalism. Utiliz-
ing this approach, we first compute the transmission coefficient, conductance
and sensitivity for each device design, thereby inferring possible physical fac-
tors that influence the electronic characteristics. Using the membrane tuning
guidelines, we will construct a device for identifying the conductance varia-
tion corresponding to epigenetic modification in DNA, such as methylation.
The detection of such base modifications along the DNA are crucial for early
detection of epigenetic diseases such as cancer. Specifically, we show that a
2D material nanopore is capable of detecting one or multiple MBD1-bound
methylation sites by means of either ionic current or MoS2 electronic sheet
current.
2.1 Electronic Transport in Graphene Nanopore
Membranes
Graphene is a mono atomic, 2D material that is composed of carbon atoms
arranged in an hexagonal lattice. Each unit cell of the graphene lattice
7





















where a is the carbon-carbon bond length, set to ∼ 1.42 Å. Each carbon atom
contains four valence electrons, three of which hybridize into sp2 orbitals and
contribute to the in-plane σ bonds between each atom. These bonds form
the structure of the lattice. It is the last valence electron from each carbon
atom that forms the π bonds of the lattice. These electrons contribute to
the electronic transport along a graphene membrane.
Given a specific arrangement of atoms that comprise the lattice of a graphene
membrane, the Hamiltonian can be written as







where the summation is over all the carbon atoms, whose position is given by
the vector R = (x, y, z). The electrostatic potential centered at each carbon
site is given by V (r). A trial wave function can be constructed using the





where ϕ is a single atomic orbital centered at a lattice point R and cij is the
amplitude of each component of the total wave function ψj. The energy at









This yields the secular equation, which can be used to solve for the values of
coefficients cij and the corresponding energies Ej, given by
H̄c = ES̄c (2.5)
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where each element of the Hamiltonian and transfer matrices are given by
Hmn =
∫
ψ?(r−Rm)Ĥψ(r−Rn)dr = 〈ψm|Ĥ|ψn〉 (2.6)
Smn =
∫
ψ?(r−Rm)ψ(r−Rn)dr = 〈ψm|ψn〉 (2.7)
This is known as the secular equation.
The band diagrams and electronic characteristics of a given graphene mem-
brane’s periodic lattice can be further computed using the secular equation,
when the wave function is expressed as Bloch functions at the nth atom in







While the above Hamiltonian can be utilized to calculate the band struc-
ture of periodic lattices, it is more useful to utilize a Hamiltonian written
in second quantized notation to accurately represent the positions of carbon
atoms within the lattice. A tight-binding Hamiltonian for a given graphene













where the on-site energy on each carbon atom is denoted by ε and the elec-
trostatic potential at the same position given by ϕ(rn). The index n denotes
every carbon atom in the membrane. The second term of the Hamiltonian
describes neighbor interactions with index j running over all nearest neighbor
carbon atoms of site i, with interaction between site i and j given by tij. In
the following examples, we utilize the third nearest neighbor and three orbital
interaction Hamiltonian in our calculations. The edges of the graphene mem-
brane are passivated with hydrogen. These electronic transport calculations
enable us to calculate the transmission coefficient as a function of the carrier
energy and conductance for varying of Fermi energies [31]. These calculations
provide insights into sensitivity tuning of a constricted graphene nanopore
device [64]. To detect methylation along DNA, we consider a graphene lat-
tice connected between two large reservoirs of conduction electrons, called
9
Figure 2.1: An example graphene membrane containing a constriction and
nanopore connnected between two leads. The membrane is usually
characterized by the diameter of nanopore (d) and width of the constriction
(Wneck) apart from its overall length and breadth.
leads. A sample graphene membrane consisting of a constriction (such as
a quantum point contact), connected between two leads (source and drain)
and consisting of a nanopore is shown in Fig. 2.1. The graphene membrane
also contains a nanopore which is usually characterized by the pore diameter
and constriction width. The electronic transport for the graphene nanopore
membrane is calculated via the non-equilibrium Green’s function (NEGF)
approach.
The NEGF method is based on the Landauer-Buttiker formalism, which
is a simple approach to model ballistic transport in mesoscopic systems,
particularly when one or more dimensions is smaller than the rest, resulting in
the quantization of electronic states. In 1D, the model yields a the Landauer
formula, which describes the quantization of conductance in equally spaced
steps. While this model can be generalized to consist of any number of leads,
we will consider only two. The schematic of a 1D system consisting of a
channel connected between a source and drain electrodes is shown in Fig. 2.2.
The leads connected to the channel are considered to be reflection-less i.e.
an electron incident upon the lead, has a negligible probability of reflection
if its energy is sufficiently above the bottom of the conduction band.
The current emanating from the source lead flowing into the drain can be
10
Figure 2.2: Sample schematic of a 1D channel connected between source







v(k)Tn(Ek)f(Ek − µs) (2.10)
where L is the length of the entire one-dimensional system, k is the wave
vector of each conduction electron, v is the velocity and Tn is the transmis-
sion probability of mode n across the conductor. f(E) is the Fermi-Dirac
distribution and µs is the chemical potential at the source. The summation
is over all the conduction modes n and over all the positive wave vectors. In
case of a long graphene membrane, the above sum can be converted to an



















Tn(E)f(E − µs)dE (2.12)
The net resultant current flowing across the membrane is the difference be-
tween currents from source to drain and vice versa, given by






Tn(E)[f(E − µs)− f(E − µd)]dE (2.13)
If the source-drain bias is small compared to the thermal energy, i.e. µs −
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µd  kBT , the difference in Fermi functions can be approximated as the
derivative of the Fermi function, which is significant within a small energy
















One way to determine the transmission function between the leads of a
conductor is to employ the use of Green’s functions. Specifically, a Green’s






where Ī is the identity matrix. Since, the system is not periodic, we represent
the Hamiltonian in real space, where, the Green’s function can be written as
[E ± iη −H(r, r′)]G(r, r′) = δ(r− r′) (2.16)
where H̄ is the Hamiltonian matrix while Ḡ is the Green’s function matrix.
η is a infinitesimal small number to ensure that the solutions are found.
The graphene membrane system consists of a lead-conductor-lead system.
Hence, the membrane lattice can be divided into three sections consisting of
the two leads (L) and the conductor (C). Hence, eq. 2.15 can be written as
 GL GLC 0GLC GC GCL
0 GCL GL
 =
 E −HL VLC 0VLC E −HC VCL















where Σα = V
†
αC [E−Hα]VαC is the “self energy” of a lead. The transmission
coefficient between the source and drain leads is given by
T̄12 = −Tr
[














T̄ (E) [fs(E)− fd(E)] (2.20)
where fs/d(E) = f(E − µs/d), is the probability that an electron will occupy
energy E in the source (or drain) lead. The source-drain voltage is given by
(µs − µd)/e = VDS. We choose f(E) to be the Fermi-Dirac distribution at
300K. The Fermi energy is EF and corresponding carrier concentration can
be adjusted by an external gate.
2.2 Sensitivity Tuning of Graphene Nanopore
Membranes
We next utilize non-equilibrium Green’s function (NEGF) based electronic
transport calculations to study the various design parameters affecting the
sensitivity of a graphene nanopore membrane for biomolecular detection such
as device dimensions, edge defects etc. Transverse electronic current detec-
tion sensitivity of detection for a given graphene nanopore device geometry
is defined as the derivative of conductance with respect to Fermi energy [31].
The device setup depicted in Fig. 2.1 consists of a graphene nanopore as
the sensing membrane and is embedded in an ionic water solution while be-
ing connected between source and drain electrodes. A voltage bias along the
vertical direction, VTC, is applied across the graphene membrane to drive the
bio-molecule through the pore, ensuring the measurement of ionic current.
Meanwhile, another voltage bias along the transverse direction, VDS, is ap-
plied between the source and drain electrodes, causing the flow of electronic
sheet current. The carrier concentration in the membrane can be altered
using a gate that can be placed either below the membrane (bottom gate
setup) or coplanar to the graphene membrane (side-gating setup). A simi-
lar setup without gates was employed in experiments to successfully detect
permeation of DNA through graphene nanopores via variations in ionic and
sheet current albeit with larger pore diameters [34].
Graphene nanoribbon devices with quantum point contact geometries ex-
hibit a rich conductance spectrum and usually have a complex band profile
due to an irregular atomic arrangement along the edges and presence of the
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pore, which introduces scattering. These non-linearities can be taken ad-
vantage of while tuning the detection sensitivity of the device. Figure 2.3
displays the effects of transmission probabilities and sensitivities on different
graphene nanopore geometries. The graphene nanoribbon shown in Fig. 2.1
has dimensions of 11 and 16 nm along the width and length respectively. The
atomicity of the constricted membrane consisting of a pore with diameter of
5 nm is also shown. The thickness of membrane near the neck, denoted as
Wneck is set to 1 nm. The edges of the graphene membranes are passivated
with hydrogen, which introduces a smaller gap compared to an un-passivated
device due to a larger effective thickness introduced by the hydrogen atoms
[66]. An important feature to note in the transmission coefficient is the
presence of mid-gap states arising from the constricted shape and irregular
boundary.
Figure 2.3 displays the variation of transmission probabilities and sensitiv-
ity under varying conditions of pore geometry, positions and edge defects as
the carrier and Fermi energies are varied from -1.4 eV to 1.4 eV and -0.4 eV
to 0.4 eV respectively. Figure 2.3a, shows the variation of sensitivity with in-
creasing pore diameters of 2.4, 5.2 and 6 nm respectively. The pore center is
coincident with the graphene membrane’s center. It is evident from the trans-
mission coefficient plot of Fig. 2.3a, that the band gap of a given nanopore
geometry increases with increasing pore diameter. This trend is due to the
decreasing membrane thickness at the constriction with increasing pore di-
ameter. We also observe the presence of a mid-gap state at a carrier energy
of -0.05 eV for the 2.4 and 5.2 nm diameter nanopore geometries. These
mid-gap states contribute to the high device sensitivity. Within the Fermi
energy window of -0.4 to 0.4 eV, the sensitivity of 2.4 nm nanopore membrane
displays extrema at four distinct Fermi energies, while the 5.2 nm nanopore
geometry shows only two distinct extrema. The magnitude of extrema for
the 2.4 nm pore diameter geometry is greater than that of the 5.2 nm di-
ameter pore geometry due to the larger membrane width at the constriction
being favored over the narrower one as electrons flow from source to drain.
Our transverse sheet conductance detection model at a particular time in-
stant, involves calculating the conductance due to the presence of membrane
co-planar electrostatic potential from the translocating molecule. Hence, a
device and corresponding Fermi energy with the highest conductance varia-
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Figure 2.3: Sensitivity tuning of a constricted graphene nanopore
membrane. The transmission coefficient and sensitivity are shown. The
changes in the sensitivity by varying (a) pore diameter, (b) pore shape, (c)
pore position and (d) edge conditions via defects are also shown.
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is sought for bio-molecular detection. The 6 nm pore geometry does not con-
tain any mid-gap states, as is evident from the transmission characteristics
plot in Fig. 2.3a, and hence is not sensitive to translocating molecules within
the chosen Fermi energy window of -0.4 to 0.4 eV.
In experimental setups, perfectly circular nanopores within a graphene
membrane (as illustrated in Fig. 2.3a), are extremely difficult to fabricate.
Hence, we next explore the dependence of sensitivity for non-circular-shaped
pores centrally aligned at the membrane. Figure 2.3b shows the transmission
probability and sensitivity of a membrane containing an elliptical pore with
the pore’s major axis aligned along transverse and longitudinal directions to
the source-drain axis. While mid-gap states are present in both alignments
of the elliptical pore, we notice that the transverse elliptical pore consists of
mid-gap states with wider energy ranges. The wider range mid-gap states in
the transverse elliptical nanopore, contribute significantly to a higher sensi-
tivity as shown in Fig. 2.3b. Hence, we see complex interplay between the
constriction width and pore geometry resulting in tunable sensitivity. We
next explore the effects of transmission probabilities and corresponding sen-
sitivity to the location of a given pore. Figure 2c displays graphene membrane
geometries consisting of four possible positions for a 5 nm circular nanopore.
The positions of the pore centers are located at 25%, 40%, 60% and 75% of
the membrane length along source-drain axis denoted and as pore 1, 2, 3 and
4 respectively. The transmission probability and corresponding sensitivity
is found to be almost identical for pores 1, 4 and 2, 3 respectively. This
behavior indicates the transmission characteristic to be symmetric about the
lattice axes, i.e. the transmission coefficient and conductance profile do not
represent a particular direction of current flow. There is, however, some mis-
match in the sensitivity due to imperfect lattice symmetry between pores 2
and 3. The sensitivity of the device also seems to vary symmetrically with
pore position determining the Fermi energy range of maximum detection
sensitivity.
Apart from imperfections induced in the pore shape, position and dimen-
sion, another possible imperfection that might occur during experimental
fabrication of graphene nanopore devices is defects at the edges. In this re-
gard, we explore the effects of edge defects on sensitivity of the nanopore
membrane. Figure 2.3d illustrates four different graphene membranes con-
taining defects chosen at four random locations denoted as defects 1, 2, 3
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and 4 respectively. A striking feature is the positional distribution and size
dependance of each defect on the sensitivity via formation of mid-gap states.
Since, these defects act as scatters in concert with the pore, when compared
to the sensitivity of a 5.2 nm pore with no defects, we observe similar sensitiv-
ity values around Fermi energy of -0.2 eV. However, for defect 2, we observe
the nanopore membrane to be less sensitive than the other defects. Hence,
the sensitivity of a given graphene nanopore membrane with and without de-
fects, within a given Fermi energy window, is seen to display similar trends
with different magnitudes.
From this investigation of sensitivity tuning, we conclude that exploitation
of the the presence of mid-gap states to tune the sensitivity is an important
strategy to achieve high resolution detection of bio-molecular translocation
through graphene nanopores.
2.3 Electrostatic Potential Calculation
In order to evaluate the effect of DNA translocation through a graphene
nanopore on the sheet current in the graphene surrounding the pore, we
extract snapshots from the DNA translocation trajectory at 100 ps intervals.
For each snapshot, the electric potential induced by the charge distribution
of DNA was determined by means of the self-consistent Poisson equation
[31, 32]. Then the transverse conductance across the graphene sheet was
calculated employing for the relevant electronic degrees of freedom a tight
binding Hamiltonian and evaluating the current through the associated non-
equilibrium Green’s function [31, 32].
Given the MD trajectory snapshots of translocating DNA defining the
charge density ρDNA(r) through the coordinates of all atoms and their partial
charges, the electric potential ϕ(r) was calculated using the Poisson equation
[31, 32]





where ε(r) is the local permittivity and r = (x, y, z). The DNA charges at
each time (ρDNA(r)) instant are obtained from the MD simulations. The
electrolytes in the solution, (K+(r) and Cl−(r)) are also taken into account
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and are assumed to obey the Poisson-Boltzmann statistics,












Here, K+ and Cl− are the local electrolyte concentrations and C0 is the
nominal concentration in the solution which we have set to 1 M. Equations
2.22 and 2.23 are solved numerically until the convergence criterion is met.
A typical translocation bias across the membrane is less than 0.5V , a
regime where Poisson-Boltzmann equation is valid [15]. The system is dis-
cretized onto a 129× 129× 129 or 257× 257× 257 point grid spanning the
computational water box. The DNA was translocated through the pore in
the graphene layer placed at z = Lz/2. The top and bottom were set to
Dirichlet boundary conditions VTop = VBottom. The sides of the box were
set to Neumann boundary conditions. The gate electrode is also subject to
Dirichlet boundary conditions, and is held at VG which we may vary. The
dielectric constants of graphene (εg) and water (εw) were set to 6 and 78
respectively.
In this model, we ignore the effect of surface charges that arise when
the graphene comes in contact with water. In practical graphene nanopore
devices, additional oxide layers are used, sandwiching the graphene layer,
thereby preventing the graphene layer from coming in direct contact with
the solution.
2.4 Detecting Epigenetic Modifications in DNA Using
Graphene Nanopores
We next investigate the transport of strands of mDNA complexed with MBD1
proteins, through graphene nanopores under external voltage biases. The
vertical ionic current across the nanopore was recorded directly in MD sim-
ulations, and meanwhile, the transverse sheet current in graphene was cal-
culated using quantum mechanical non-equilibrium Green’s function based
transport. The results show that a graphene nanopore is capable of detect-
ing one or multiple MBD1-bound methylation sites by means of either ionic
current or graphene sheet current. The mDNA-MBD1 complex is threaded
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Figure 2.4: Simulation setup used to detect methylation sites along a
double-stranded DNA. The methylation sites are labeled by methyl-CpG
binding domain (MBD) proteins.
through a 5-nm-diameter graphene nanopore device, as shown in Fig. 2.4.
This device consists of a graphene nanoribbon embedded in an ionic water
solution, connected between the source and drain electrodes. A voltage bias
along the vertical direction, VTC, is applied across the graphene membrane to
drive the mDNA-MBD1 complex through the pore, ensuring the measure-
ment of ionic current. Meanwhile, another voltage bias along the transverse
direction, VDS, is applied between the source and drain electrodes, causing
the flow of sheet current in the graphene.
The electronic detection of methylation is carried out using a constricted
graphene membrane consisting of a 5 nm diameter nanopore. The width
and length of the graphene membrane is set to 11 and 19 nm respectively.
The transmission characteristics, sensitivity and a sample trace during a
methylated DNA translocation is shown in Fig. 2.5. Figure 2.5a clearly
shows the presence of a mid-gap state in the transmission coefficient, which
is utilized for mDNA translocation detection. The sensitivity of the device
within an energy window of -0.2 to 0.1 eV, also indicates that detection
sensitivity of the translocating biomolecule is maximum. Hence, the Fermi
energy of the graphene membrane was chosen as -0.05 eV, where maximum
sensitivity was observed. Representative traces of the conductance obtained
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from the translocation of DNA-MBD complex and a pristine DNA (DNA
without MBD complex attached) is shown in Fig 2.5c. The translocation of
methylated DNA, simulated using molecular dynamics, was performed using
a driving voltage of VTC = 0.5 V. The duration of the DNA-MBD complex
translocation is ∼38 ns while that of the pristine DNA is ∼23 ns. The
difference in translocation times arises from the different masses of the two
molecules with the translocation period for the DNA-MBD complex being
longer due to its greater mass attributed to the presence of MBD protein.
The conductance trace for the DNA-MBD complex translocation depicts
three distinct regions corresponding to the translocation of DNA fragment
above and below the protein, MBD protein and open pore. The snapshots of
the DNA-MBD complex at different time instants are shown in the insets of
Fig. 2.5c. For the graphene membrane structure considered, the open pore
conductance is ∼41.8µS. The conductance trace is seen to initially fluctuate
slightly around ∼ 43.1 µS between the time window of 0∼11 ns when the pore
is occupied by only DNA. In contrast, when the MBD protein is present in the
pore, a sudden drop in sheet conductance, from ∼43 to ∼-41 µS, is observed
between the time interval of 17∼22 ns. This large deviation of conductance
within a small time window is due to the changing charge configuration along
different regions of the protein. Hence, we note that MBD proteins can be
detected by computing the square deviation of the conductance profile in
successive time windows, whereby a large deviation within a time window
corresponds to translocation of the protein.
Apart from a large variation in conductance during the translocation of the
protein, we also find that the conductance values due to the backbone before
and after the protein translocation are different. This is due to the end of
DNA adhering to the graphene pore rim (see inset of Fig. 2.5c), likely due
to strong hydrophobic interaction between them. Such adhesion can be min-
imized by the use of larger voltage biases or a less-hydrophobic membrane
material such as MoS2 [18]. The conductance trace for the translocation
of pristine DNA on the other hand, shows two levels corresponding to the
translocation of DNA and the open pore at ∼42 µS and ∼41.8 µS respec-
tively. The difference in conductance due to pristine DNA and open pore
is small due the translocation of DNA through a large pore. The influence
of potential due to the pristine DNA on graphene membrane edges is effec-
tively screened out by the solute resulting in a small difference between the
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translocation of DNA and open pore values. An aberration is seen in the
pristine DNA conductance trace attributed to the stochastic fluctuations of
DNA backbone inside the nanopore. However, the change in conductance
due to these stochastic fluctuations is much less compared to the variation
due to translocation of the MBD protein, thereby not affecting the overall
strategy of methylation detection electronically.
t = 6 ns t = 17 ns
t = 26 ns t = 37.5 ns
b
a c
Figure 2.5: Detection of DNA methylation with graphene nanopores. (a)
The transmission coefficient of the graphene membrane with a nanopore of
dimension 5 nm in diameter. (b) The corresponding sensitivity plot for the
graphene membrane. (c) A sample conductance trace obtained during the
translocation of a methylated DNA complexed by a MBD protein (red) and
a pristine DNA without methylated sites (blue). Snapshots of the
DNA-protein complex at four different time instants of translocation is also
shown.
Utilizing the strategy to detect MBD protein translocation along a DNA,
we next explore the possibility of identifying single and multiple MBD pro-
teins during DNA-MBD complex translocation. Figures 2.6a and 2.6b depict
the ionic current traces along with the square deviation of transverse current
during the translocation period.
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Figure 2.6a (bottom) shows the square deviations of the sheet conductance
(blue) and the total charge inside the nanopore (red) within successive time
intervals of ∼3.5 ns for DNA containing a single labeled methylation site
translocating through a 5 nm graphene nanopore. As the DNA is uniformly
charged, the charge variation is relatively low when only DNA occupies the
pore, leading to the low square deviation of the sheet conductance. The
conductance variance displays a clear peak (blue) between the time inter-
val of ∼ 17 ns to 20 ns, coinciding with the peak of the square deviation
of the total charge in the pore (red). There is a slight shift between the
two peaks, presumably because the graphene conductance depends not only
on the total charge, but also the charge distribution inside the pore. It
is therefore concluded that such peaks are caused by the inhomogeneous
charge distribution of MBD1 protein, making this protein a natural marker
for methylation detection with transverse conductance. To validate the MBD
detection via sheet currents in graphene, we use the ionic current trace. A
representative ionic current trace is shown in Fig. 2.6a (top), along with the
number of atoms residing in the pore, defined as atoms within a thin slice
of −0.175 < z < 0.175 Å. Initially (i), an ionic current fluctuating slightly
around ∼ 12.6 nA was observed, because the pore is occupied solely by the
DNA as indicated by a constant atom number of ∼50. After the protein
enters the pore (ii), a sudden reduction in ionic current leads to an evident
dip with a minimum of ∼8.1 nA. Meanwhile, the atom number jumps to the
range of 120 to 270, suggesting that the reduction in ionic current is caused
by blockade by the MBD1 protein binding to the mDNA. When the protein
leaves the pore (iii), the pore is occupied again solely by DNA, and both the
ionic current and atom number, as expected, recover back to a comparable
level as (i). As the complex further moves downward (iv), the ionic current
increases considerably to the open pore level at ∼14.1 Å as the pore becomes
empty, as validated by the vanishing atom number inside the pore. For a
mDNA not complexed by MBD1 proteins, no significant dip was seen in the
current profile, validating the crucial role of the MBD1 protein in methy-
lation detection with solid-state nanopores [58]. We clearly observe that
the time instant of largest square deviation of the transverse sheet current
and minimum value of ionic currents are identical, confirming the validity of
transverse sheet current detection.
After utilizing the graphene nanopore setup to detect a single methylation
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Figure 2.6: (a, top) The calculated ionic current (red) and the number of
atoms present within the pore (red) during the translocation of a
methylated DNA complexed by a single protein. A large dip in the ionic
current denotes the translocation of the protein, validated by the maximum
number of atoms within the pore during the same time window.(a, bottom)
The square deviation of the sheet conductance at a Fermi energy of -0.05
eV (blue) and total charge present inside the pore (red) computed within
successive time windows of 3.5 ns. A peak corresponding to the square
deviation denotes the translocation of the protein. (b, top) The ionic
current trace (blue) and number of atoms within the pore (red) during the
translocation of a methylated DNA complexed by two MBD proteins
separated by 10 bp distance. We notice that the two proteins are not
distinguishable via ionic current detection. (b, bottom) Square deviation of
the sheet conductance at a Fermi energy of 0.03 eV calculated within
successive time windows of ∼ 3.5 ns. We see two clear peaks in the square
deviation corresponding to the translocation of the two proteins.
site along a DNA, we next explore the comparison between resolution of de-
tection between ionic and transverse sheet current methods. The resolution
of detection is defined as minimum base pair separation between separate
labeled methylation for unique identification. Figure 2.6b depicts the ionic
and transverse current trace for the translocation of a DNA strand consisting
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of two methylation sites separated by 10 base pairs. The ionic current (blue)
and the number of atoms (red) within a thin slice of −0.175 < z < 0.175 Å is
shown in Fig. 2.6b (top). It is clear that the two peaks in the atom number
plot, denoting the translocation of both proteins, is not uniquely identifiable
with ionic currents, where a single large dip in the current is observed. On
the other hand, Fig. 2.6b (bottom), denoting the square deviation of conduc-
tance, when calculated in intervals of 4 ns shows two distinct peaks, which
can be utilized to identify the two proteins. The Fermi energy of the graphene
membrane was set to 0.03 eV. The magnitude of the square deviations cal-
culated for the single and double site detection are of different magnitudes
due to the fact that the conductance at a given time instant is dependent on
the angular position of the protein and backbone within the pore. Changes
in these positional conformations and Fermi energies can strongly change the
magnitude of the electrical sensitivity of the device. One possible solution
to control the positional conformation of the backbone of the DNA can be
to utilize electrostatic gating mechanisms to localize the orientation of the




METHYLATION IN MOS2 NANOPORES
Recently, new 2D materials such as transition metal di-chalcogenides have
gained attention because of their electrically active nature and monolayer
structure, which make them potential candidates for nano electronics [67, 68]
as well as spintronics [69]. Among them, Molybdenum di-sulphide(MoS2) has
emerged as a promising material for applications in next-generation DNA
sequencing technologies. For this purpose, a narrow pore is created in a
MoS2 layer, and is utilized to pass a DNA molecule through the membrane
[18]. Although experimental evidences demonstrating single base resolution
has been relatively sparse [70, 71], the monolayer nature of MoS2 nanopores
offers new promises for single-base pair resolution [18].
An alternative recent technique would consist of biasing the MoS2 layer to
measure the change in the electronic current caused by the presence of DNA
nucleotides in the nanopore [31, 72, 34]. In this dissertation, we develop a
semi-classical, self-consistent model based on thermionic emission within the
Poisson-Boltzmann formalism to calculate the conductance in a semiconduc-
tor MoS2 layer in the presence of a perturbative potential in the vicinity of
the pore. Our model allows the simulation of large devices, usually of the
order of dimensions achieved by experiment. This model has a distinct ad-
vantage over atomistic quantum mechanical model such as tight-binding [31]
or density functional approaches [29] because it is not limited by the number
of atoms in the simulated structure, for which the computational complexity






















Figure 3.1: (a) Illustration of a MoS2 membrane shaped as a quantum
point contact with a nanopore connected between the source and drain. D,
W1 and W2 have been defined in the text. (b) Schematic of the potential
barrier in each channel from source to drain along the x-direction under an
applied bias (VApplied).
3.1 Electronic Conductance Model in Constricted
MoS2 Membranes with Nanopores
Figure 3.1a illustrates a sample setup of the MoS2 membrane shaped as a
constriction or quantum point contact (QPC) containing a nanopore char-
acterized by a diameter (denoted by D) of 2 to 6 nm, which allows charges,
molecules or polymers to pass through the membrane connected to a voltage
difference between the source and drain, on the left and right side of the
device, respectively. A similar setup containing a constricted membrane (not
MoS2) with a pore has been fabricated by Puster et al. [73]. In our model, the
pore can be placed at any position around the center of the constricted mem-
brane. We assume the membrane can be modeled as two one-dimensional
channels of widths W1 and W2, respectively, separated by the pore at the
constriction as illustrated in Fig. 3.1a. Hence, electrons from the source to
drain flow along either of the two channels aside the pore.
As the conduction band of MoS2 [74, 75] consists of two minima respec-
tively at K and Q (located along the Γ-K axis) in the Brillouin zone, sep-
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arated by ∆EKQ = 0.07 eV, we model the two channels as square wells at














where m?K and m
?
Q are the effective masses corresponding to each of the K
and Q minima set to 0.5 m0 and 0.78 m0 respectively [74]. The subscripts
1,2 designate the channels, while n1,2 represents the energy mode at the
particular channel.
Figure 3.1b illustrates schematically the energy barrier for electrons as they
move along the QPC from source to drain along one of the two channels.
Because of quantum confinement, the barrier in the vicinity of the pore, is
larger while it is lower near the source and drain owing to the larger dimension
of the membrane. The corresponding Fermi energy levels on the left and right
are given by ELF and E
R
F , respectively, where (E
L
F − ERF )/e = VApplied.
The thermionic current (in either the left or right channel) flowing from









where L is the channel length, e the electronic charge, v the velocity at a
particular wave vector k, while the summation is carried out over all the wave
vectors along the x direction from the lower kK,Qn1,2 wave vector corresponding
to the threshold energy mode EK,Qn1,2 for thermionic emission [76]. f
L,R
1,2 (E) is









where E and EL,RF are the carrier energy and Fermi level on the corresponding
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If the applied bias is small, then we can Taylor expand the current term
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The net current flowing through a mode is the difference between the currents














































Equation 3.19 represents the current through the MoS2 membrane when only
one minima is considered. It can be modified for the two conduction band
minima at K and Q respectively by adding similar additional terms. For
small biases, the conductance of the nth mode through both minima at a





















Here ELF is chosen as the energy level reference set up on the left side of the
membrane. The total conductance is the sum of the conductances through
all modes in the channels.
Figure 3.2 displays the conductance as a function of the pore position
varied from the center (W1/W2 = 1) to the edge (W1/W2 ∼ 9). We have
assumed a carrier concentration of nS = 10
12 cm−2 in MoS2. On each side















Figure 3.2: Variation of the conductance in the MoS2 nanopore as a
function of the pore position as the pore is moved along the y-axis at the
constriction in the quantum point contact.
the conductance is minimum when the pore is at the center of the QPC,
and gradually increases as the pore position moves toward the edge. This
is due to the exponential dependence of the conductance on the energies of
individual channels as outlined in eq. 3.20, where non-centric pore position
tends to favor the wider channel over the narrower one as electrons flow from
source to drain.
In order to illustrate the relevance of our model, we consider the effect of an
external potential caused by a DNA molecule translocating through the pore
on the electronic current flowing in the MoS2 membrane between source and
drain leads as shown in Fig. 3.3a. The double-stranded (ds-) DNA is graphi-
cally represented through van der Waals (vdW) spheres and aqueous solvent
is the transparent medium. It is a 24-base-pair B-type ds-DNA segment
consisting of only adenine-thymine nucleotide base pairs, which is rigidly
translocated through a 2.4 nm pore located at the center of the nanoribbon
at a rate of 0.5 Åper time step. The potential variation caused by the DNA
is calculated using a self-consistent Poisson-Boltzmann equation in the pres-
ence of the semiconductor MoS2 membrane, which takes into account the
continuum charge arising from the electrolyte and solid-state materials and
reads,
∇ · [ε(r)∇ϕ(r)] = −ρDNA − ρsemiconductor − ρsolution (3.21)
A series of snapshots of the translocating DNA defines the charge density
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ρDNA as a function of time. The ion concentrations in the solution is assumed
to obey Boltzmann statistics labeled ρsolution. The MoS2 layer is treated as a
2D semiconductor material with mobile charges represented by ρsemiconductor.
A detailed description of the individual charge distributions is outlined in
detail by Gracheva et al. [3, 77, 78, 79] and Girdhar et al. [66].
For computational purposes, the electrolyte-semiconductor system is dis-
cretized into a 129 × 129 × 129 points grid spanning a box dimension of
10× 10× 18 nm3. The electric potential is subjected to Dirichlet boundary
conditions on the top and bottom of the box while it obeys von-Neumann
boundary conditions on the sides of the box. The dielectric constant of MoS2
and water were set to 4 and 78, respectively [80]. We also assume a uniform
surface charge placed around the pore to simulate broken bonds about the
pore. The thickness of the MoS2 layer in the Poisson calculation is set to
0.65 nm [67].
The linear response of the electronic conductance at a particular energy








The total variation (δG) in conductance with respect to conductance of the
empty pore, is the sum of individual variations due to each energy mode in
each channel. 〈eϕDNA〉n1,2 represents the spatially averaged value of external
potential due to the DNA (ϕDNA) across each channel of the MoS2 membrane.








where ψn is the wave function of the square well channel. From the above
expressions, the variation of conductance measured across the membrane is
directly proportional to the change in potential across the nanopore.
Due to strong screening from the water and the ions, the potential along
the membrane is dominated only by the charges coplanar with the membrane.
As shown in Fig. 3.3b, when the DNA strand is translocated, the backbone
of the DNA within the pore in successive snapshots look like 1→ 2→ 3→ 4
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Figure 3.3: (a) Schematic of the dsDNA translocating through a MoS2
nanopore immersed in an electrolyte. (b) Orientation of the DNA within
the pore at eight successive snapshots. (c) Conductance as a function of
DNA position (snapshot), as the DNA strand rigidly translocates through
the pore.
the other half rotation is shown in 4′ → 3′ → 2′ → 1′. Hence, the DNA
translocates through the pore as a series of planar potentials, which appears
as a series of in-plane rotations of the double helix. The potentials of the
DNA being pulled through is virtually identical to a slice of DNA inside the
pore rotating in the pore without translocation [31]. Assuming the DNA
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potential is reflection symmetric about its own axis (“DNA axis”), we see
that the potentials are mirror symmetric about both the x and y axes as
seen, showing a quarter-cycle “mirror” effect [31].
Figure 3.3c shows the total variation in conductance (δG) as the DNA
translocates through the pore. The open pore conductance of the structure
calculated when the pore was symmetrically placed in the QPC, was found
to be Gopen-pore = 1.028 µS with the lengths of the individual channels taken
as W1 = W2 = 2.8 nm. The variation in conductance show a regular oscil-
lation with the minimum or maximum depend on the backbone position of
the DNA within the pore, more specifically depends on whether the DNA
position changes in the along the sheet current flow or perpendicular to it.
At positions 3 and 3′, the DNA is perpendicular to the current flow and the
conductance variation is a maximum while at 1 and 1′, when the DNA back-
bone was along the current flow, the variation is minimum. The difference
between the maximum and minimum of the conductance variation is seen
to be ∼ 4% with respect to the open pore conductance. These results are
in good agreement with a similar calculation conducted by Girdhar et al.
[31] on graphene QPC membrane, but with smaller amplitude of oscillation.
We attribute this difference to the choice of the carrier concentration, pore
position and the dimensions of the QPC chosen. We would expect that the
sensitivity of the QPC to the DNA translocation to increase by modifying the
pore position as shown in Fig. 3.2, by changing the Fermi energy or by using
larger device dimensions, thereby increasing the individual channel lengths.
In our simulation no periodic modulation due to the nucleotides is observed
because of the strong screening due to the phosphate backbone on the DNA
strand. As a result, the conductance variation reflects the positional changes
of the backbone charges only as opposed to the motion of the nucleotide
charges inside the pore.
In conclusion, we have described a new thermionic emission based model
to calculate the conductance in a MoS2 membrane shaped as a QPC with a
nanopore. We applied our model to the detection of the helical structure of a
DNA molecule as it translocates through the pore. Our model of conductance
in the nanopore can be used in computer aided design (CAD) tools for design
of electronic biosensors with enhanced sensitivity as in nanopore membrane
transistor [31]. Finally, we would like to emphasize that our approach is not
limited to MoS2 and can be applied to any other 2D semiconductor materials
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such as MoSe2, WSe2 etc. to investigate nanopore devices.
3.2 Electronic Detection of Methylation Using
Transverse Sheet Current in MoS2 Nanopores
In this section, we present our findings related to detection and mapping
of labeled methylation sites in mDNA using MoS2-based nanopore sensors.
We consider mDNA strands with one or multiple methylated CpG sites at
different positions, as well as different pore diameters.
Figure 3.4: Simulation system of DNA methylation detection with 2D
material nanopores. (a) Schematic showing a CpG dinucleotide site in a
mDNA molecule in complex with a MBD1 protein. The right panel shows
the chemical structures of a cytosine (top) and a methylated cytosine
(bottom) (b) Schematic of the simulated nanopore device. A mDNA-MBD1
complex is being threaded through a nanopore in a 2D material membrane
(e.g., MoS2) embedded in an electrolyte solution. A voltage, VTC , was
applied across the membrane to move the mDNA-MBD1 complex, and
meanwhile, to induce an ionic current through the pore. Another voltage,
VDS, was applied between a source electrode and a drain electrode
connecting the 2D material, inducing the flow of a electronic sheet current
in the membrane.
Figure 3.4a shows the schematic of CpG dinucleotides in an mDNA molecule
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in complex with a MBD1 protein (left), along with chemical structures of
cytosine and methylated cytosine (right). The mDNA-MBD1 complex is
threaded through a nanopore device, as shown in Fig. 3.4b. This device
can be made from a nanoribbon of electrically active 2D materials such as
transition metal di-chalcogenide (e.g., MoS2 and WSe2), connected to source
and drain electrodes and embedded in an ionic water solution. A voltage bias
along the vertical direction, VTC , is applied across the membrane to induce
the transport of the mDNA-MBD1 complex through the pore and generate
the ionic current. Meanwhile, another voltage bias along the transverse direc-
tion, VDS, is applied between the source and drain electrodes, inducing the
flow of electronic sheet current in the membrane. A similar setup has been
employed in experiments to successfully detect permeation of DNA through
graphene nanopores, also by means of either ionic or transverse current sig-
nals.
Fig. 2. Detection of DNA methylation with graphene nanopores. a. A typical ionic current trace together with the 
number of atoms from the mDNA-MBD complex blocking the pore during the permeation of the complex. b.c 
Recorded sheet conductance (b) and its square variance during the same translocation event. d. Snapshots of 
molecular dynamics simulation trajectory showing the translocation of the mDBA-MBD complex through the pore.
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(ii) t = 22 ns
(iii) t = 35 ns (iv) t = 48 ns
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Figure 3.5: Detection of DNA methylation with MoS2 nanopores by either
ionic current or transverse electronic sheet current measurement. (a) A
typical ionic current trace t gether with t number of DNA/protein atoms
residing in a MoS2 pore when an mDNA-MBD complex translocates
through the pore. (b) Calculated differential conductance in the MoS2 layer
during the same translocation event as in a. (c) Successive snapshots from
MD trajectory showing the translocation of the mDBA-MBD1 complex.
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In Fig. 3.5a, we show a representative ionic current trace during the
translocation of a mDNA-MBD1 complex through a 5.2 nm-diameter MoS2
nanopore, along with the number of protein and DNA atoms residing in the
pore (defined as atoms with z coordinates of 1.56≤ z≤ 1.56 Å). In order to re-
duce computational cost of MD simulations, and particularly the subsequent
electronic transport calculations, we consider here an mDNA containing 40
bps with a single methylation site. Initially (i), the ionic current fluctuates
slightly around 13 nA, because the pore is occupied solely by atoms from
the DNA as indicated by the almost constant atom number of 80 in the
pore (see also panel i in Fig. 3.5c). After the protein enters the pore (ii), a
sudden reduction in ionic current yields an evident dip with a minimum of
9.3 nA. Meanwhile, the DNA/protein atom number increases gradually to a
peak value of 265, suggesting that the reduction in ionic current is induced
by the blockade from presence of the MBD1 protein in the pore (see panel
ii in Fig. 3.5c). When the protein leaves the pore (iii), the pore is again
occupied solely by DNA, and both the ionic current and DNA/protein atom
number recover the initial level comparable to (i), as expected. As the com-
plex further moves downward (iv), the ionic current increases considerably
to the open pore level at 15.1 nA, due to the vanishing DNA/protein atom
number in the pore.
After successfully detecting the MBD1 protein/DNA methylation by ionic
current measurement, we next turn to the methylation detection involving
transverse electronic sheet current/conductance measured in the MoS2 layer.
Figure 3.5b displays the differential conductance (hereafter, abbreviated as
conductance), defined as the difference in MoS2 conductance with and with-
out DNA/protein, together with the number of DNA/protein atoms residing
in the pore, as an mDNA-MBD1 complex translocates through the pore. In
general, the MoS2 conductance profile (blue) reproduces well the shape of
the profile of DNA/protein atom number (red). The sheet conductance fluc-
tuates slightly around 0.02 µS when the pore is occupied by the DNA only
(i and iii). In contrast, with the MBD1 protein present in the pore (ii), a
prominent peak emerges in the MoS2 conductance profile, coinciding with
the maximum at the DNA/protein atom number profile. It was previously
shown that, due to the screening effect by ions and water near the monolayer
membrane, the electrostatic potential on the membrane is influenced predom-
inantly by the atoms directly inside the pore and within a thin slice co- planar
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with the 2D membrane. Hence, during the protein translocation, the num-
ber and charge distribution of protein atoms in the membrane plane changes
rapidly, inducing large variations in the electric potential in and around the
pore, which results in the prominent peak in the sheet conductance. As this
peak is caused by the inhomogeneous charge distribution of the MBD1, such
protein serves as an excellent marker for transverse electronic current-based
methylation detection.
Fig. 3. (a-c) Detection of two methylation sites in a mDNA separated by 20, 15 and 10 bases. Thick lines 











































































































Figure 3.6: Resolution of methylation detection using ionic current across a
MoS2 nanopore. (a-c) Recorded ionic current and DNA/protein atom
number in the pore during the translocation of mDNA-MBD1 complexes
































Figure 3.7: Higher resolution of methylation detection using transverse
electronic current in MoS2. The differential conductance is shown together
with the number of protein/DNA atoms occupying the pore as a
mDNA-MBD1 complex containing two methylation sites separated by 10
bps is translocated through a MoS2 nanopore (same as Fig. 5c). The arrow
marks a dip between two peaks, each corresponding to the permeation of a
MBD1 protein bound to a methylation site.
For practical applications, the detection of multiple methylation sites within
an mDNA by a single measurement is desirable. In this context the resolu-
tion of the nanopore device, defined as the minimal distance between two
methylation sites in a single measurement, becomes a critical issue. By using
a similar setup as above, we performed MD simulations of electric field-driven
translocation of a mDNA-MBD1 complex containing two methylation sites
separated by 20, 15 and 10 bps, respectively. In Fig. 3.6a, two clear dips
are seen in the ionic current profile, when the two methylation sites and the
bound MBD1 proteins are separated by 20 bases, indicating a successful de-
tection to the two methylation sites. The two discrete dips in the current
profile persist when the protein separation is reduced to 15 bases, suggest-
ing both the proteins can still be detected (Fig. 3.6b). However, when the
distance between the two proteins is shortened to 10 bases, the two ionic
current dips merge with each other, forming a larger dip and making the two
proteins indistinguishable in the ionic current is 15 bps.
Unlike detection by ionic current where the protein as a whole contributes
to the current, the transverse electronic sheet current in the membrane senses
only a slice of the protein, which, has potentially a higher resolution than the
ionic current approach. To address this issue, we simulated the transverse
electronic conductance in response to the translocation of the mDNA-MBD1
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with a protein-protein separation of 10 bases, that are indistinguishable by
ionic current detection. Figure 3.7 shows a clear dip acting as the boundary of
two distinguishable peaks in the conductance profile, indicating the presence
of the two MBD proteins and suggesting a better resolution in methylation
detection by the transverse electronic current than by the ionic current.
In summary, we show the ability of 2D material nanopores to detect DNA
methylation sites by monitoring either dips in ionic current blockade or peaks
in transverse electronic sheet conductance, by combined molecular dynam-
ics simulations and electronic transport calculations. Methylation sites at
different positions on a DNA strand can be located through the relative po-
sition of the observed dip in the current signal, demonstrating the possibility
to efficiently map DNA methylation with 2D material nanopores. Further
results show that multiple methylation sites are distinguishable in a single
ionic current measurement, provided that they are separated by at least 15
bps. A lower critical separation of 10 bps is determined in the case of elec-
tronic detection, indicating a higher resolution in this case. The superior
performance of electronic detection is due to its ability to capture local pro-
tein charge variation within the thin slice of the membrane, unlike the ionic
current approach where protein contributes as a whole.
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CHAPTER 4
STEPWISE DNA TRANSLOCATION IN
GRAPHENE NANOPORES
Here, we propose that the way to improve the signal-to-noise ratio for trans-
verse current detection of DNA is by stretching a single stranded DNA.
We investigate by means of molecular dynamics simulations stretch-induced
stepwise translocation of single-stranded DNA (ssDNA) through graphene
nanopores. The intrinsic stepwise DNA motion, found to be largely indepen-
dent of size and shape of the graphene nanopore, is brought about through
alternating conformational changes between spontaneous adhesion of DNA
bases to the rim of the graphene nanopore and unbinding due to mechanical
force or electric field. The adhesion reduces vertical conformational fluc-
tuations of the DNA bases, facilitating base detection and recognition. A
graphene membrane shaped as a quantum point contact permits, by means
of transverse electronic conductance measurement, detection of the stepwise
translocation of the DNA as predicted through quantum mechanical Green’s
function-based transport calculations. The measurement scheme described
opens a route to enhance the signal-to-noise ratio by not only slowing down
DNA translocation to provide sufficient time for base recognition, but also
by stabilizing single DNA bases and, thereby, reducing thermal noise.
In this study, we suggest an intrinsic stepwise translocation of ssDNA
through graphene nanopores to improve the signal characteristics for DNA
sequencing. We show that stepwise translocation can be achieved by me-
chanically stretching ssDNA to a straight ribbon as it passes through the
nanopore. All-atom MD simulations capable of capturing the details of ss-
DNA translocation dynamics are combined with quantum mechanical non-
equilibrium Green’s function-based transport calculations. The results show
that a stepwise motion of ssDNA can be achieved and accurately probed by
the sheet current, promising a strategy for resolving nucleotide identity.
Figure 4.1a illustrates the simulation setup designed for the purpose of
nanopore DNA sensing. A stretched ssDNA molecule, poly(dA), contain-
40
ing 14 adenine nucleotides with inter-base spacing of 0.77 nm, is seen to be
threaded through a 1.6 nm diameter graphene nanopore. For the purpose
of the simulations that require periodic boundary conditions for efficient cal-
culation of electrostatic forces, the ssDNA, at its two ends, was covalently




Figure 4.1: Molecular dynamics simulation of stretched poly(dA) ssDNA
being threaded through a graphene nanopore. (a) Schematic of the system
being simulated in this study. The system consists of a graphene monolayer
and stretched ssDNA immersed in an electrolyte solution. ssDNA is here
graphically represented through van der Waals (vdW) spheres, with each
nucleotide colored differently; ions are represented as colored dots and
aqueous solvent as a transparent medium. The system shown is periodically
repeated along x-, y- and z-axes for the purpose of evaluating Coulomb
interactions efficiently and for avoiding surface effects. ssDNA is made
periodic by not only copying it periodically as the rest of the system, but
also by covalently linking the two ends of each ssDNA segment to its above
and below copy, generating thereby an infinite periodic ssDNA strand. (b)
Initial (top) and relaxed (bottom) conformations of ssDNA interacting with
the fixed graphene sheet.
At the start of our simulations, ssDNA was placed with its backbone at the
center of the graphene nanopore, as shown in Fig. 4.1a. In the subsequent
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120 ns equilibrium simulation, in which neither stretching force nor electrical
biases were added, DNA was observed to move away from the pore center
and adhere, within 1 ns, to the pore rim. Eventually, the pore rim was seen
to become sandwiched by two DNA bases (bottom panel in Fig. 4.1b) that
originally occupied the pore (top panel in Fig. 4.1b). The spontaneous adhe-
sion of DNA bases to the pore rim originates from hydrophobic interaction
between the bases and the graphene surface. DNA bases were not found to
escape away from the pore rim at any moment within our 120 ns MD tra-
jectory, showing the robustness of the adhesion, though the bases can still
diffuse freely along the pore edge as shown in Fig. 4.2.
Figure 4.2 displays the diffusivity of each DNA base during the equilibrium
simulation, determined separately along lateral (parallel with the graphene
plane) and longitudinal (normal to the graphene plane) directions. The nu-
cleotides are numbered 1 to 14 from the 3′ end to the 5′ end. In general,
the lateral diffusivities for all bases are at least 10-times higher than the
longitudinal diffusivities. For the lateral direction only, we found that all
DNA bases have a comparable diffusivity of about 10−7 cm2/s, though the
two bases that adhere to graphene (#7 and #8 at the moment depicted in
Fig. 4.2) exhibit relatively lower diffusivities. In the case of the longitudinal
direction, on the other hand, these two bases exhibit an approximately 100-
times lower diffusivity than other bases in the DNA strand, indicating that
the base fluctuations normal to the graphene plane are significantly reduced
due to base-graphene adhesion (see also Fig. 4.2). The reduction in confor-
mational fluctuations of the DNA molecule plays a major role in achieving a
high signal-to-noise ratio for measurements as we document below.
In order to investigate the translocation process, a series of so-called steered
molecular dynamics (SMD) simulations, in which ssDNA was pulled upward
(pulling in the direction of the ssDNA 5′ end) with a harmonic spring, were
performed after the equilibrium simulations. One end of the spring was
moved at a constant velocity of 2 Å/ns, while the other end was attached
to the center of mass of all phosphorus atoms of DNA. This type of force
application, namely distributed over all phosphorous atoms, prevents the
introduction of tension between neighboring nucleotides that would arise if
only the first of the phosphorous atoms were pulled; a similar driving strategy
had been employed successfully in previous simulation studies [81, 82].






















Figure 4.2: Fluctuations of ssDNA nucleotides. The lateral (parallel to
graphene) and longitudinal (normal to graphene) diffusivities for
nucleotides of poly(dA) ssDNA shown were evaluated from the last 100 ns
of a 120 ns equilibration simulation. Nucleotides numbered 7 and 8 with
lower longitudinal fluctuations are those that adhere to the graphene layer
as shown in Fig. 4.1b (bottom); nucleotides 1-6 and 9-14 not in direct
contact with the graphene layer exhibit extensive fluctuations. The inset
shows overlapped conformations of ssDNA in a 100 ns MD trajectory at
100 ps intervals; in comparison to Fig. 4.1, where ssDNA is oriented along
the vertical axis, in the inset here ssDNA is shown oriented along the
horizontal to better fit into the graph.
MoS2 nanopore has advantages over graphene, namely improved signal-noise-
ratio [18] and controllable nanopore fabrication [19], suggesting MoS2 as an-
other promising candidate for DNA sequencing next to graphene.
We have previously shown that a GNR with QPC edges is capable of de-
tecting, by means of transport measurement, individual bases in a stretched
ssDNA [33]. However, in the prior study we had to translocate the ssDNA
rigidly through nanopores, as we noted that DNA permeation with realistic
thermal fluctuations would introduce significant noise to the measured signal,
making individual bases impossible to be identified. In the present study, we
have shown that fluctuations of DNA bases, especially in the longitudinal
direction (normal to the graphene plane), can be considerably reduced due
to adhesion to the graphene surface. We suggest that such stabilization effect
is beneficial for the fidelity of a measured transverse sheet current signal.
To explore this suggestion, we simulated a GNR device with QPC edges
and a 1.6 nm nanopore, connected to source and drain leads, as shown in
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Fig. 4.3a. We adopt a back gate parallel to the GNR layer (not shown here)
since such a gate can control the charge carrier concentration in graphene and,
hence, its detection sensitivity [66]. In order to determine the effect of ssDNA
translocation on the sheet current around the pore, we followed the approach
described and extracted the coordinates of the translocating DNA segment
from our DNA translocation simulation through a 1.6 nm pore at 2 Å/ns
pulling speed. Thereby, realistic motions of DNA atoms were fully taken
into account in the subsequent transverse sheet current calculations. After
mapping the charge distribution of DNA corresponding to the trajectory to a
Poisson solver, the on-site electrostatic potential on the graphene membrane
was calculated for each trajectory frame.
Electric potential maps corresponding to four successive frames (Fig. 4.3c,
insets) during a typical permeation of a DNA base are presented in Fig. 4.3b.
In general, the results establish a clear relationship between electric potential
and DNA positions inside the pore. Typically, the localized potential can
only be observed around the DNA backbone in the adhesion conformation
(i.e., 1, 2 and 4), while in the case of a permeating conformation (3), the
potential spreads around the whole nucleotide. The strong features due to
the DNA backbone in the electric potential map is reasonable as the backbone
is highly charged and always occupies the pore. A lack of features from the
DNA bases in most frames of the electric potential maps is due to the strong
screening effect by ions and water near the graphene sheet; due to this effect,
the electric potential at the electronic orbital positions in the graphene sheet
is mainly affected by the charges within a narrow slice co-planar with the
graphene membrane layer and directly within the pore. As a result, the
electric potentials in the graphene sheet, shown in Fig. 4.3b for four ssDNA
snapshots (1, 2, 3 and 4 as shown in Fig. 4.3c), are dominated by nucleotides
in the immediate vicinity of the graphene nanopore, namely nucleotides 7 and
8 as depicted in Fig. 4.2; nucleotides 1-6 and 9-14 hardly contribute. Indeed,
in case of snapshots 1, 2, 4, one can readily recognize that all electrostatically
visible nucleotides, as expected according to Fig. 4.3c, adhere to the nanopore
rim.
The electrostatic potentials determined on the basis of trajectories were
then included in the quantum mechanical description of electrons in the
graphene layer to calculate the transverse sheet current across the graphene











































Figure 4.3: Electronic detection of stepwise motion of ssDNA through a
graphene nanopore. (a) Schematic model consisting of ssDNA and a
QPC-edge graphene nanopore of 1.6 nm diameter. The current is measured
between source and drain leads, VS and VD. (b) Electrostatic potential in
graphene plane corresponding to four snapshots during a typical event of
nucleotide permeation. Dotted lines mark the rims of graphene nanopores.
(c) Calculated transverse sheet current through graphene at 0.03 eV Fermi
energy shown together with the number of permeated nucleotides during
the corresponding simulated ssDNA translocation.
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the stepwise motion of stretched DNA together with the base permeation
profile (blue line). In general, the transverse sheet current in the graphene
layer oscillates with a variation of 2∼3%, the oscillation originating from
the change in DNA base occupation of the pore. Specifically, in each base
translocation event, a distinct current minimum (e.g, at the moment depicted
by arrow 3 in Fig. 4.3c) is detected for the permeating conformation, whereas
current maxima always arise for the relatively long-lived adhesion conforma-
tion. As a result, the present GNR device is able to count nucleotides in the
ssDNA molecule, namely through counting the current minima. We expect
that further studies, focusing on the design of pore or edge geometries of
the GNR device, as well as on the adjustment of carrier concentration in the
GNR by a biased back gate, will enhance the sensitivity of the device to in-
dividual DNA bases, and in turn, will hopefully unveil not only the number,
but also the identity of the bases, and, thereby, unveil the sequence of the
DNA.
A critical element of the suggested mechanism of stepwise ssDNA translo-
cation is maintenance of ssDNA inside an actual nanosensor in a stretched
conformation as the molecule passes through the graphene nanopore. Pre-
vious experimental studies reported several means for stretching (elongat-
ing) DNA molecules inside solid state nanopores [83, 78, 84]. In particular,
DNA stretching can be accomplished by threading ssDNA through a solid-
state nanopore under electric fields [83]. Accordingly, we suggest for future
nanosensors to realize stretched DNA translocation through the use of a
multilayer arrangement consisting of a monolayer graphene sandwiched be-
tween two layers of a thicker solid-state material such as SiO2 and SiN. The
nanopore in graphene should adopt in this case a diameter smaller than that
of the narrowest part of the two solid-stated pores such that graphene surface
around and slightly beyond the pore rim is exposed to the pore volume to
interact with interior DNA molecules being threaded into the leading solid
layer nanopore. ssDNA stretching can be further enhanced by employing,
instead of a nanopore in a SiO2 or SiN membrane, actually a semiconductor
membrane of a p-n junction [78]. Additionally, in order to further facilitate
the inside-pore stretching, ssDNA could be prestretched by being confined
to a very narrow nanochannel before being threaded through the nanopore
[85, 86]. Employing a combination of the strategies, ssDNA molecules should
be made to translocate through the nanopore with the DNA part crossing
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the pore adopting a fully stretched conformation, resembling the DNA con-
formation simulated here.
Another key element to the proposed measurement scheme is the availabil-
ity of instrument bandwidth, namely frequency of signal recording. Under
the high driving voltages (≥ 1.5 V) used in our simulations, a frequency
of recording up to the order of GHz would be required in order to count
nucleotides during the fast DNA translocation (assuming that ten measure-
ments are needed to detect the permeation of a single base). However, in
real experiments the transmembrane voltages for driving DNA translocation
through the pore are usually less than 200 mV. For example, an experimental
study by Traversi et al. [34] showed that a 2,714-bp-long double-stranded
DNA was translocated through a 10 nm diameter graphene nanopore within
about 1 ms under a driving voltage of 200 mV. Assuming again that each
base pair is measured for 10x coverage, the required frequency of recording is
∼27 MHz. Previous experimental studies showed that ionic current through
solid-state nanopores can be measured at a bandwidth of 1 MHz [87, 88].
In the case of transverse sheet current, the measurement bandwidth could
be larger, possibly tens of MHz, as discussed previously [89]. Actually, in
the experiments by Traversi et al., DNA translocation is relatively fast be-
cause DNA passes through the 10 nm diameter graphene nanopore without
much interaction at the rim due to the wide opening. For narrower pores, it
is found that the adhesion of stretched ssDNA to the pore rim slows down
DNA translocation thereby lowering the required bandwidth. Other strate-
gies such as increasing solvent viscosity and modifying charge density of a







The search for a low-cost, fast, and reliable methodology to access and de-
code the human genome and epigenome is a great technological challenge
in modern medicine [92, 93]. One possible solution involves using a very
thin membrane containing a nanoscale pore, through which DNA molecules
are threaded, to identify their nucleotide sequence. This offers many advan-
tages over conventional biochemical processes [94, 95]. In addition to DNA
sequencing, modifying these devices to identify traits of DNA beyond the
sequence of bases, such as methylation is equally crucial for diagnosis and
identification of epigenetic diseases such as cancer. Recent evidence sug-
gests that DNA methylation plays a major causal role in cancer [96, 97]
by silencing key cancer-related genes. Until now, efforts to detect, identify,
and map DNA methylation patterns using solid-state nanopores have been
unsuccessful because the conformational stochastic fluctuations of DNA in
electrolytic solution inside the pore introduces significant noise added to the
measured signal [98]. Although biological nanopores may be effective, they
cannot be integrated into larger computational systems like solid-state de-
vices. As such, developing a versatile, general sensor technology for detect-
ing methylation patterns is desirable. We propose an integrated approach
that combines device physics-based electronic simulation with statistical sig-
nal processing techniques to characterize the resolution limit of solid-state
nanopore sensing, and further to develop algorithms for epigenetic marker
classification at these fundamental limits of signal-to-noise ratio improvement
for bio-detecting membranes.
In particular, we propose to detect and distinguish methylation-modified
adenine and cytosine bases. Recently, we proposed the use of solid-state
multi-layer nanopore membranes into a multi-functional electronic device to
increase its detection sensitivity [31]. We have also shown that methylated
cytosines labeled by methyl-CpG binding domain proteins can be detected
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with solid state nanopores composed of two-dimensional (2D) materials such
as graphene or Molybdenum di-sulfide (MoS2) [99]. This detection, achieved
simultaneously by ionic current variations through the pore and electronic
current changes along the 2D membrane, offers a higher protein identifica-
tion and classification accuracy owing to the multi-channel measurements
available. We also showed that electronic detection of these labeled proteins
offers a higher resolution in measurement as opposed to ionic current based
detection [100]. Therefore, the resolution of detection of these labeled sites
via electronic current is limited by the sizes of the labeled proteins and not
by the electronic measurement itself. That is to say, the physical size of the
proteins is larger than how finely they can be resolved using statistical signal
processing techniques.
As a study-case scenario, we will assess and develop a statistical signal
processing algorithm to resolve the marker proteins at the resolution lim-
its for a nanopore device. The methylated cytosines are complexed by ei-
ther a methyl-CpG binding domain (MBD-1) protein or methyl CpG bind-
ing protein 2 (MeCP2) and methylated adenines by Γ-cyclodextrin (GCD).
These biomarkers are important for identifying different cancer segments [61].
MBD1 and MeCP2 are proteins in humans that are capable of binding to
methylated sites along the DNA that also repress transcription from methy-
lated gene promoters [62]. MeCP2 mutations are taught to be responsible for
Rett syndrome, a severe neurodevelopmental disorder and polymorphisms of
MBD1 have been shown to be associated with increased lung cancer risk. Al-
ternatively, GCD is a synthetic biomarker for the N6 methyl adenine (6mA).
There have been reports linking 6mA and numerous cancer types such as
stomach cancer, prostate cancer, breast cancer, pancreatic cancer, kidney
cancer, mesothelioma, sarcoma, and leukaemia [63]. Therefore, identification
and differentiation of these proteins is critical, as their interactions with DNA
have roles in breast, lung and other kinds of cancers.
5.1 Matched Filters to Detect and Distinguish Proteins
As previously stated, the current drawback in sensing biomolecules using
nanopores has been the low signal-to-noise ratio of the measured current
signals. The main source of this noise is due to thermal fluctuations of the
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DNA as it translocates through the pore. We have also previously shown
that the current signatures of the translocating proteins are correlated to
the charge distributions across them. While thermal fluctuations affect the
magnitude of the current signals, the shape remains unchanged. We therefore
propose to utilize this effect to detect, distinguish and identify proteins bound
to methylated sites along the DNA. This can be accomplished using matched
filters whereby current signatures for the marker proteins can be calculated
and used as reference signals. Further, the identity of any translocating
protein can be determined based on correlations between the observed noisy
signal and reference signals. This workflow is outlined in detail next.
5.1.1 Matched Filters for Protein Detection
Since most of the noise in electronic current based nanopore sensing exper-
iments occur due to stochastic fluctuations of the bio-molecules, we pro-
pose to obtain such “noise-free” current signatures, where ideal and frozen
biomolecules are artificially translocated through the nanopore and the re-
sulting current is calculated. In such cases, the observed current from the
DNA-marker complexes will arise solely from the charge distribution across
the proteins, which are unique to the protein structures themselves. The set
of these noise-free signals will comprise a dictionary of sheet current signa-
tures for epigenetic markers. Once this dictionary of signals is built, it can
be used to identify the type or number of proteins by a matched filter, as
outlined in Fig. 5.1. The dictionary signals for each of the marker proteins
are denoted as Di(t), where i is the marker protein. An unknown noisy signal
(denoted as test signal), whose marker protein is unknown is input into the
matched filter which in turn classifies the marker-protein type depending on
correlations between the test signal and dictionary signals.
5.2 Types of Marker Proteins
In this study we utilize matched filters to identify biomarkers for different
cancer segments. These biomarkers are MeCP2, MBD1, γ-Cyclodextrin.
MeCP2 mutations are responsible for Rett syndrome, a severe neuro devel-
opmental disorder that specifically affects females [62]. The expression of
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Figure 5.1: A matched filter to detect and identify proteins: The setup
consists of reference signals for each epigenetic marker type along the DNA.
This list of reference proteins is non-exhaustive and the setup will perform
better with an increasing number of reference signals. When the electronic
current signature of an unknown epigenetic marker is input, under the
additive Gaussian noise model the matched filter operation is a cross
correlation of the unknown signal with the reference signals. Therefore,
once these correlations, the validity and subsequent identity of each of these
correlations (and corresponding protein identity) is determined by the
quality factor.
MeCP2 in the brain is mostly in mature neurons. This protein helps regu-
late gene activity (expression) by modifying chromatin, the complex of DNA
and protein that packages DNA into chromosomes. The MeCP2 protein is
present in cells throughout the body, although it is particularly abundant
in brain cells. GCD on the other hand, is a synthetic biomarker for the
N6 methyl adenine (6mA). The 6mA may function as an epigenetic mark
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that carries heritable epigenetic information in eukaryotes. There have been
reports linking 6mA and numerous cancer types such as stomach cancer,
prostate cancer, breast cancer, pancreatic cancer, kidney cancer, mesothe-
lioma, sarcoma, and leukaemia [63]. Additionally, polymorphisms in the
MBD1 protein have been shown to be significantly associated with lung can-
cer risk. It is worth mentioning that this family of proteins characterized
by the presence of a methyl-CpG-binding domain (MBDs) are involved in
interpreting the information encoded by DNA methylation. Further, they
are responsible for recruitment of the enzymes responsible for establishing a
silenced state of the chromatin. The generation of novel aberrantly hyper-
methylated regions during cancer development and progression makes MBD
proteins interesting targets for their biological and clinical implications.
The chemical structure of three different kinds of marker proteins is shown
in Fig. 5.2.
Figure 5.2: Chemical structures of three kinds of binding proteins
considered in this study. (a) Methyl CpG binding domain (MBD)-1
protein, (b) Γ-Cyclo-Dextrin (GCD) that binds to methylated adenine, and
(c) MeCP2 (Rett syndrome) that binds to methylated CpG sites.
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5.3 Distinguishing the Presence and Absence of a
Single MBD1 Protein
A sample test case of utilizing matched filters to detect epigenetic marker
proteins is shown in Fig. 5.3 where the noisy current trace during a MBD1-
DNA complex translocation with a single MBD1 protein is correlated with
each of the dictionary entries corresponding to the ideal non-noisy current
signatures of pristine un-methylated DNA and an MBD1-DNA respectively.
The hypothesis corresponding to the presence of a single MBD1 protein is
confirmed via the presence of the correlated signal peak. An important aspect
to note here is the uniform resampling of each signal to correspond to a given
fixed length.
As an example to demonstrate the validity of our technology, we detect the
presence of a methyl-CpG binding domain protein attached to a CpG site
in a ds-DNA. While a wide range of MBD proteins can be utilized for this
purpose, we employ the MBD1 protein as a biomarker for the methylation
site along the DNA. Polymorphisms in the MBD1 protein have been shown to
be significantly associated with lung cancer risk. The entry corresponding to
the frozen DNA-MBD current trace but not so when correlated with that of
the pristine un-methylated current trace (as shown in the rightmost panel),
demonstrating the validity of the approach.
5.4 Counting the Number of Identical MBD1 Proteins
Given the initial proof of principle demonstration of differentiating between
the presence and absence of a single MBD1 protein complexed to the DNA,
as shown in Fig. 5.3, we can next verify the validity of this approach to detect
and count multiple proteins. In this scenario, we consider a 60-base-pair long
DNA strand that consists of two methylated CpG sites that are separated by
10 bps apart. Each of these individual CpG sites are complexed by MBD1
proteins. The reason that the spacing of 10 bps chosen is due to the physical
dimensions of the label protein MBD1 being 10 bps wide, making 10 bps the
minimum possible distance that the two labeled sites can be present without
mutual steric hindrance from the labels. This unconstrained DNA-MBD
complex is translocated to obtain the noisy signal, as shown in the leftmost
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Figure 5.3: In these set of simulations, we first compute the electronic
current due to the translocation of frozen unmethylated DNA and a frozen
MBD1-DNA complex through a 5nm molybdenum di-sulphide (MoS2)
nanopore. The current signatures obtained for the frozen or “ideal”
translocations are influenced only by the charge distribution along the
biomolecular complexes and not by the noise introduced due to
fluctuations. The current traces due to the frozen translocations are
tabulated as the dictionary of ideal current signatures (shown in the middle
panel). This dictionary will be extended to include the signatures due to
other methyl-CpG binding domain proteins such as MBD2, MeCP2 etc.
When a noisy current trace for the non-ideal translocation of a DNA-MBD
complex containing only one MBD1 protein (as shown in the leftmost
panel), is correlated with each of the entries in the dictionary, we observe a
peak when correlated with the entry corresponding to the frozen
DNA-MBD current trace but not so when correlated with that of the
pristine un-methylated current trace (as shown in the rightmost panel),
demonstrating the validity of the approach.
column of Fig. 5.4. Simultaneously, we also expand our library of signals to
incorporate the current signature due to the translocation of a frozen DNA-
MBD complex, also consisting of two methylated CpG sites separated by 10
bps. These three dictionary signals consisting of the unmethylated DNA,
DNA-MBD complex with a single protein label and two protein labels are
listed in the center panel of Fig. 5.4.
Once the dictionary signals and the noisy test signals are obtained, we can
compute the correlation between the noisy and dictionary signals as shown in
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Figure 5.4: (detecting multiple proteins): In this set of simulations, we first
extend the dictionary of signals by computing the current signatures due to
the translocation of frozen MBD1-DNA complex with two methylated sites
through a 5 nm molybdenum di-sulphide (MoS2) nanopore (shown in the
middle panel). This dictionary will be extended to include the signatures
due to other methyl-CpG binding domain proteins such as MBD2, MeCP2
etc. When a noisy current trace for the non-ideal translocation of a
DNA-MBD complex containing two MBD1 proteins (as shown in the
leftmost panel), is correlated with each of the entries in the dictionary, we
observe two peaks when correlated with the frozen DNA signature of a
DNA-MBD complex with one protein (middle panel rightmost column) and
a single discernable peak when correlated with the frozen DNA signature of
a DNA-MBD complex with two protein (bottom panel rightmost column.
These peaks are highlighted in blue. The absence of such a peak from the
correlation of the noisy signal with the unmethylated frozen DNA signal
indicates the presence of two proteins in the measured noisy signal.
the rightmost panel of Fig. 5.4. The plot of the correlation between the noisy
two-protein signal and the frozen un-methylated DNA does not display a
discernible peak, indicating a lack of similarity between the dictionary signal
entry and the measured noisy signal. On the other hand, correlating the
noisy two-protein signal with the frozen single protein signal (middle panel,
center column) yields two peaks that could correspond to the similarity of
features between each of the individual protein signatures and the single
protein dictionary entry. These peaks are highlighted in blue as shown in
the middle panel of the rightmost column. On the other hand, a correlation
between the noisy two-protein signal and the dictionary entry of the two
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protein signal yields a single discernible peak that is also highlighted in blue
(bottom panel, rightmost column). This indicates that there are two proteins
present, each of which can be computed from using the correlation of the
noisy signal and the single protein dictionary entry. It is important to note
here that while the lengths of the noisy and dictionary signals are shown to be
different, each signal has been resampled before the correlation is computed.
Hence, the lengths of the correlations signals are all the same. The choice
of the sampling frequency is currently ad-hoc. It is possible that the choice
of a different sampling frequency could yield a much larger correlation peak.
This effect is yet to be investigated further.
Figure 5.5: (counting number of proteins): To count the number of
proteins, we consider the normalized correlations between the frozen single
MBD-DNA complex and the noisy signals from the translocation of the
DNA with a single-MBD (blue) and multiple-MBD (red). When these
correlation peaks are aligned, a difference between them (green) will result
in the presence of a peak, the value of which can be used to determine the
presence or absence of the second protein depending on a pre-set threshold
value. In our scenario, we heuristically choose the threshold to be 0.4, and
hence indicating that the second protein is present. However, it is
conceivable that when the process is repeated again to check for the
presence of the third protein, the peak value is lesser than the preset
threshold.
While the results described previously indicate that computing the corre-
lations can indicate the presence of multiple proteins, we further demonstrate
the validity of the algorithm to count the number of proteins present. In such
a scenario, we utilize the correlation of the noisy two protein signal with the
frozen signal protein signal as shown in the middle panel of the rightmost
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column in Fig. 5.4. However, to count the number of proteins, we utilize the
correlations as shown in Fig. 5.5 where the normalized values of the frozen
single protein current signature with the noisy two protein signal (red) and
the noisy single protein signal (blue) are plotted. Once the peaks between the
two normalized signals are aligned and subtracted, we can visually examine
the height of the resulting curve (green curve). This value can determine the
presence of the second protein, which in our experiment is true. In real-world
scenarios, the validity of the peak value of a signal can be determined by set-
ting a threshold value, which will vary from system to system and dependent
on the statistics of the ensemble of experiments performed. This algorithm
can be performed recursively for counting multiple proteins of the same type.
5.5 A Unified Framework to Detect, Count and
Distinguish Epigenetic Markers
The current signatures for biomarkers were calculated for “noise-free” tra-
jectories on a MoS2 quantum point contact ribbon. In these calculations, the
measurement current from the DNA-marker complex will arise solely from
the charge distribution across the proteins which are unique to the protein
structures themselves. Additionally, another important aspect of the respec-
tive current signature is the shape of the trace, since the magnitude will
depend on the stochastic fluctuation of the complex and its spatial orienta-
tion within the pore. Therefore, to capture just the shape of a signal and
compare signals across various orientations, we first normalize all current and
correlation signals to have values ranging between -1 and 1.
Given a current trace x(ti) where ti is the sampled time instant, the nor-





where x(topen) is the value of the trace (which can be either current or cor-
relation) when the DNA has finished translocating and the pore is open.
max(x(t)) and min(x(t)) denote the maximum and minimum values of the
calculated trace during the translocation period during which the signal was
acquired. This normalization allows us to retain the shape of the signal while
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normalizing the value.
Once the normalized current signatures are obtained for the dictionary,
the correlation of the unfrozen test signal with each of the dictionary signals
will identify the type of marker protein. Specifically, the criterion used to





where BWcorr is the bandwidth of correlation between the test and a partic-
ular dictionary signal. The value of correlation that is chosen to estimate the
bandwidth is a hyper parameter (i.e. chosen by the user, based on statistics
of different calculations, usually ranging from 0.5 - 0.75 ). In these set of sim-
ulations, we choose to calculate the BWcorr at ρi = 0.70, where ρi denotes
the correlation between the test and dictionary signal of protein i (=DNA,
MBD, GCD, MeCP2). Essentially, once the correlations between the test
and dictionary signals have been computed, the protein whose current sig-
nature provides the maximum Q factor is inferred to be present along the
DNA.
Figure 5.6 illustrates the utility of the Q factor as a metric to infer the
presence or absence of a particular protein along a translocating DNA. In
these simulations, the test signal is obtained from translocating a 30 bp long
DNA complexed with a single MBD1 protein at a CpG site. The signal is
noisy, since it is obtained from calculating the current trace along the MoS2
membrane from the resulting trajectory of an all atom molecular dynamics
(MD) simulation. As shown in Fig. 5.6, the first (leftmost) panel indicates
the noisy current signature of the translocating MBD1 protein, while the
second panel displays the normalized current signatures from pristine, MBD-
DNA, GCD-DNA and MeCP2-DNA respectively. The third panel illustrates
the correlation between the noisy signal and the respective dictionary signals
with the Q factors calculated at ρ = 0.7. It is clearly evident that the Q factor
of the correlation between noisy DNA-MBD with that of current signature
of MBD is the highest, indicating the presence of the MBD protein along the
DNA.
The approach described above has illustrated the use of the matched filter
algorithm to determine the presence of a particular epigenetic marker. The
matched filter can be applied in any setting, but it can be proven to be the
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Figure 5.6: In this set of simulations, we first extend the dictionary of
signals by computing the current signatures due to the translocation of
frozen MeCP2-DNA and GCD (Gamma Cyclodextrine)-DNA complex
attached on methylated cytosine and adenine sites respectively through a 5
nm molybdenum di-sulphide (MoS2) nanopore (shown in the middle panel).
When a noisy current trace for the non-ideal translocation of a DNA-MBD
complex containing one MBD1 proteins (as shown in the leftmost panel), is
correlated with each of the entries in the dictionary, we observe a peak
when correlated with the frozen DNA signature of a DNA-MBD complex
with one protein (middle panel rightmost column) and no discernable peaks
when correlated with the other current signatures. The corresponding Q
factors calculated at ρ = 0.7 is maximum for the correlation of the unfrozen
DNA-MBD complex with the current signature of the MBD protein,
indicating the presence of a MBD1 protein along the methylated DNA.
optimal linear detector in the presence of additive noise, and can further
proven to be the optimal detector in the presence of additive Gaussian noise.
The Q factor alone can be used as a metric to infer the hypothesis of whether
the particular type of protein is present or absent. However, in order to
simultaneously detect, infer and count the type of number of proteins, we
illustrate a unified workflow that is capable of automatically deciding the
validity of a marker and also count the number of surround markers in its
vicinity recursively. This unified algorithm is shown in Fig. 5.7. In this
algorithm, we utilize another hyper-parameter denoting the threshold value
(QTH) of the Q-factor indicating the validity of the particular hypothesis,
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Figure 5.7: Flow chart illustrating the procedure to detect the type of
marker protein and the count the number of markers in the vicinity of the
protein recursively. The hyper-parameters chosen are the threshold
Q-factor and threshold correlation value which decide the hypothesis of
whether a particular marker and vicinity markers are present respectively.
These hyper parameters can be chosen by collecting sufficient statistics of
translocations through MoS2 nanopores. Furthermore, this procedure of
detecting and counting the marker proteins can be computed recursively
and implemented in hardware.
i.e. to make the decision of whether the vicinity protein is present or absent.
The algorithm has two inputs: the dictionary of signals from the various
epigenetic cancer markers and a test DNA complex to identify the markers.
Initially, the normalized correlation and corresponding Q factors between the
test and current signatures are obtained, the maximum of which is the protein
present. However, in order to infer the presence of another marker in the
vicinity of a particular marker protein, the second peak in the correlation is
also calculated. If the value of the second correlation peak (ρsecond) is greater
than QTH , we consider the normalized correlations between the frozen single
DNA-marker complex and the noisy signals from the translocation of the
DNA with a single-complex (known as reference correlation) and multiple-
complexes (of the same type such as MBD/GCD). When these correlation
peaks are aligned, a difference between them will result in the presence of a
peak, the value of which can be used to determine the presence or absence of
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the second protein depending on a hyper-parameter threshold value (ρTH).
This process of detecting and determining the value the second peak from
the subtracted signal can be performed recursively until the hypothesis is no
longer valid.
Figure 5.8: In this set of simulations, we extend the dictionary of signals by
computing the current signatures due to the translocation of frozen
GCD-DNA and MeCP2-DNA complexes through a 5 nm molybdenum
di-sulphide (MoS2) nanopore (shown in the second panel). When a noisy
current trace for the non-ideal translocation of a DNA-MBD complex
containing two MBD1 proteins (as shown in the leftmost panel), is
correlated with each of the entries in the dictionary, we observe two peaks
when correlated with the frozen DNA signature of a DNA-MBD complex
with one protein (middle panel rightmost column). The absence of such a
peak from the correlation of the noisy signal with the other frozen
DNA-marker complex signals indicates the presence of an MBD protein in
the measured noisy signal. Additionally, the presence of the second peak in
the correlated signal indicates the possible presence of the second peak,
which can be inferred by subtracting the correlated signal from the
correlation obtained between the frozen and unfrozen DNA with single
MBD proteins and comparing against a threshold value as shown in Fig.
5.5.
We utilize this method to detect and count multiple proteins as shown in
Fig. 5.8, similar to the approach in Fig. 5.4. The plot of the correlation
between the noisy two-protein signal and the frozen un-methylated DNA,
DNA-GCD or MeCP2-DNA complexes does not display a discernible peak,
61
indicating a lack of similarity between the dictionary signal entry and the
measured noisy signal. On the other hand, correlating the noisy two-protein
signal with the frozen single protein signal (second panel, second row) yields
two peaks that could correspond to the similarity of features between each of
the individual protein signatures and the single protein dictionary entry. The
second peak of the correlated signal is greater than the threshold indicating
the possible presence of the second protein. The validity of the presence of
the second protein can be calculated using the same procedure illustrated
during that used to multiple proteins.
5.6 Possible Extensions to This Approach
The technique described above utilizes a Gaussian noise model with a simple
matched filter implementation. However, this may be generalized to incor-
porate many other noise models such as jitter noise, 1/f noise, and others,
whether non-parametric descriptions or parametric noise models. It can also
be generalized to incorporate factors of inter-symbol interference, as well as
the possibility of memory in the epigenetic sequence itself. The likelihood
ratio test will need to be modified for each of the different noise models used.
This technique can also be generalized to be incorporated in ionic current
signatures as well where the ideal non-noisy signals for each of the methyl-
CpG binding domain proteins can be obtained by performing experiments
many times over to get the statistically averaged current signature and noise
characteristics. In such cases also, the same procedure can be employed to
identify the type of methyl-CpG protein and number of proteins as well.
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CHAPTER 6
IONIC FLOW IN TRIANGULAR
NANOPORES
A long-standing problem in solid-state nanopores is the lack of the control
over the geometry of artificially formed pores compared to the well-defined
geometry in their biological counterpart-protein nanopores [6, 1]. Typical
nanopores, reported so far, are adapting a geometry of approximate circle
having perfect symmetry [101, 102]. Those nanopores have been made in
a top-down manner, e.g., electron beam sputtering, dielectric breakdown
or electrochemical etching [103, 104, 105]. Hexagonal boron nitride (h-BN)
has similar lattice parameter compared to graphene. Due to the selective
sputtering, the defects in h-BN have a characteristic triangular feature with
threefold symmetry. It is not clear that continuum theories describing the ion
flux in bulk can be applied to the systems whose dimensions are comparable
to the dimensions of ions [106, 107]. Symmetry breaking plays a fundamental
role in conditioning optical waves by using aperturesf with certain geometry.
Due to the lack of the control over the geometries of nanopores, so far,
there has been no report focusing on ion scattering inside the nanopores
[108, 109]. Here, we report the first experimental and theoretical results on
such interesting, however, overlooked phenomena [110].
Figure 6.1a shows a schematic illustration of our nanopore device. Simi-
larly as for the other 2D material nanopores, a single-layer h-BN is suspended
over a small opening in SiNx membrane. Once they are transferred, h-BN
flakes can be easily identified in the optical microscope (Figure 6.1b) due to
their triangular shape. Interestingly, not only the micron-sized flakes obtain
triangular form, but it can also be found at the nanoscale as a characteristic
shape of defects. The defects in single-layer h-BN can be activated either
by heating or by e-beam irradiation. Figure 6.1c thus shows a HRTEM im-
age of a typical triangular nanopore in single-layer h-BN, with N-terminated
edges while Figure 6.1d illustrates the defective h-BN lattice. Such topologic
rigidity of the defects is related to the selective removal of the atoms next to
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a vacancy or at the edge of a large hole over the atoms in the lattice. This
phenomenon has already been observed primarily in the TEM under the
electron beam irradiation. According to the previous electron microscopy
studies, two-coordinated Natoms have much lower ejection probability than
two-coordinated B-atoms, which results in a zig-zag removal of atoms along
the defect edge. Remarkably, during the entire irradiation process, the pore
shows a propensity of adapting the triangular shape which we also observe
and discuss later in more details. In contrast, the MoS2 nanopore adopts
an approximately circular geometry (Fig. 6.1e) since the MoS2 lattice has a
tendency of random knock-on displacement of atoms under beam irradiation
which can be illustratively shown in Fig. 6.1f. From the energetic perspec-
tive, the final geometry of such formed MoS2 nanopore adopts circular shape.
Orientation preference of defects thus hasnt been observed for any 2D ma-
terials other than h-BN which makes this material as a good candidate for
nanopore sensing. In order to understand the ionic flow profiles inside these
two types of nanopores with different symmetries, we used the method of
moments (MoM) to calculate the total capacitance (C) of a triangular and
circular conducting plate. These calculations allowed us to obtain the charge
distribution along the plate, where we noticed that in the case of h-BN the
edges, and especially the corners, have a large variation in charge density
distribution (Fig. 6.1g).
The classic conductance model that describes ions passage through the
nanopore includes two terms, which are the channel resistance (the nanopore
itself) and the access resistance (the vicinity of the nanopore). Surfaces
charges are similar between h-BN and MoS2, which play a significant role at
low ionic strength (10 mM). To focus on the geometrical effect, we use high
ionic strength (1 M) here. Equation 6.1 gives the analytic expression of this
model, where σ, L, and d are the ionic conductivity of solution (10.5 S/m
for 1 M KCl at 23 C), effective membrane thickness (1.6 nm accounted for











This model assumes that the ion mobility inside the nanopore is identical
to the bulk mobility without restraint. For typical circular-shaped nanopore,
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Figure 6.1: A schematic illustration of a triangular h-BN nanopore
membrane, where single-layer h-BN is spanning over a SiN supporting
aperture. The device is mounted in between two reservoirs filled with saline
solution connected to a current amplifier to apply transmembrane bias
across the mebrane. (b) An bright-field optical image of as-transferred
single-layer h-BN over the supporting SiN membrane, although observed
optical contrast is weak, one can still identify the presence of triangular
h-BN. (c) HRTEM image of a triangular h-BN nanopore with white-atom
contrast, where atoms are represented by bright spots in a honeycomb-like
arrangement. (d) 2D lattice representation of single-layer h-BN, where B
atoms are in green and N atoms are in grey. The nanopore is terminated by
N-atoms. (e) HRTEM image of an approximately circular MoS2 nanopore
with white-atom contrast, where atoms are represented by bright spots in a
honeycomb-like arrangement. (f) Lattice representation of single-layer
MoS2, where Mo atoms are in purple and S atoms are in yellow. The
nanopore is terminated by Mo-atoms. (g) and (h) The contour plot of the
charge density distribution along the triangular plate and the circular plate,
respectively. Both plates have the same area. DNA with diameter of 2.2
nm is shown by a dash circle in (g).
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the channel effect is equally dominant as the access effect due to the perfect
symmetry of the circular shape. However, a triangular h-BN nanopore has
a threefold symmetry, giving rise to a non-uniformity in the ion distribution
inside and in the vicinity of the nanopore. The modifications of the conduc-
tance model are mainly based on the z-axis variation perpendicular to the
nanopore plane. In our case, two important factors should be re-considered
due to geometry or symmetry breaking, which are the calculation of capaci-
tance determined by the spatial charge density distribution and relative ion
conductivity inside the nanopore. Both factors are highly geometrically de-
pendent. Here, we can make two mutually exclusive assumptions, one is the
pore resistance dominant process and the other is the access resistance dom-
inant process. Both models have only single unknown parameter, and all
other parameters can be obtained unambiguously. We first discuss a trian-
gular (equilateral) pore, the expressions for the pore and access resistances
are given by eq. 6.2, where L is the hydrodynamic thickness of h-BN mem-
brane, a is the edge length of the triangular pore, ε is the permittivity in
free space and C is the capacitance of the triangular plate that can be com-
puted either numerically or using analytic formulas. ρpore and ρaccess are the
resistivities of the pore and access resistances, respectively which we assume
are different. Indeed, ρpore varies from one pore shape to another depending
on the scattering of ions by the pore edges and corners. These edge effects
contribute to a higher resistivity due to the pore shape. Hence, we can relate












For the access resistance dominant model, namely the “pseudo circular
model”, we use a prefactor k to encompass all the information including











6.1 Conductance Model Fitting
The fit of each of the conductance models to the experimental data was done
by using a root mean square error (RMSE) fit between calculated and ex-
perimental values of ∆Grelative vs. Gopen and the root mean square errors for
both models are listed in Table 6.1. The formulas describing the conductance
traces for the circular and triangular pores have been descried in the previous
section.
The relative blockage of the ionic current is calculated using the effective





whereby the values of the deff for a circular is given by
deff =
√
d2 − d2eff (6.5)








The fits between the experimental data and the model is characterized by






(δGexpi − δGmodeli )2 (6.7)
where i is the index of the experiment conducted obtaining a given value
of Gopen and N is the total number of experimental values. The error is
calculated between the values of ∆G for different values of Gopen.
For MoS2, data the data with the least RMSE was found with pseudo-
circular k-model fitting (k = 1.1), while for hBN data, the best agreement
gives α model with α = 0.3.
The parameters used in the fitting are 1.4 nm and 1.6 nm for hBN and
MoS2 thickness, respectively, 2.4 nm for dsDNA diameter, and 10.5 S/m for
bulk conductivity.
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Table 6.1: Errors describing the best fits for the hBN and MoS2 comparing
the two conductance models.
Pseudo Circular k Model α Model
k RMSE RMSE
hBN 2.5 0.0207 0.3 0.006
MoS2 1.1 0.0518 0.39 0.0526
6.2 Method of Moments Calculations for Capacitance
Extraction
In order to extract the capacitance for a triangle plate, we utilize the integral






where ϕ(r) is the potential at a given point on the plate and σ(r) is the
charge density at a position r = (x, y) on the plate. We can now set the
potential to be 1 V and use the method of moments to calculate the charge
density at every point on the plate. In order to do so, we divide the plate
into a square grid with N panels of side length 2s and area ∆s = 4s2. We
assume that the charge is of constant value within each panel and also choose
N independent observation points, each at the center of the patch. In doing
the above process, we obtain the matrix equation
[Z̄][σ] = [I] (6.9)
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2) (m = n) (6.11)
Once the charge density distribution is obtained, we can calculate the total








The above formulation can be checked by calculating the total capacitance
of differently shaped conductors such as a square, circle etc. all of which have
closed form solutions. The capacitance of a circle is C = 8εa. Due to the
half-space coupling, Ceff = 4εa or 2εd, where a is the radius and d is the
diameter.
However, in case of a regular n polygon conducting plate (with edge length












where r is the circumradius. For an equilateral triangle, r = a/
√
3 and n = 3
which gives C = 3.0373εa and thus Ceff = 1.1518εa. The plot comparing the
relative blockade as a function of the Gopen computed using the numerical
and analytical formulas is shown in Fig. 6.2.
Figure 6.2: Capacitances calculated by MoM and analytical solution.
The idea behind the method of moments is to calculate the charge distri-
bution along a conducting plate of arbitrary geometry [111]. The geometry is
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Figure 6.3: Charge distribution along a circular plate. The radius of the
plate is set to 2.6 nm.
discretized along a grid and the charge density is solved for using the equa-
tions in the appendix of the previous report. Since the calculation of the
access resistance involves the capacitance of a conducting plate [112] (eq. 3),
only the geometry is taken into account and not the material properties. The
charge distribution along a circular plate is shown in Fig. 6.3.
6.3 Comparing Circular and Triangular Shaped Pores
As shown in Fig. 6.4a, the α model produces the best fits to experimental
h-BN data. The small value of α pore (0.15) translates into a high resistivity
of ions inside the nanopore, which may originate from either low ion concen-
tration or low ion mobility inside the pore or both. A more sophisticated
approach is required to address this. The strong discrepancy with the classic
model reveals a very interesting nanoscopic shaping of the ion flux inside a
triangular nanopore. The pseudo circular k model fits data less well, while
still being able to give a prefactor k of 2.2, indicating an access resistance
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dominant process. We calculate a correction factor of 0.67 which accounts
for capacitance. Beside this correction factor, the experimental k factor also
contains other information.
In contrast, both models fit the MoS2 data well, shown in Fig. 6.4b.
We obtained much higher α pore (0.8) and much lower k (1). In this case,
the classic model still holds for approximately circular MoS2 nanopores. A
small discrepancy is observed if using the modified models, which explains
the lack of the knowledge of the overestimated ion conductivity inside the
pore. Compared to the small α pore value in h-BN, ions have much higher
permeability through MoS2 nanopores, close to the bulk value. In other
words, the channel resistance plays a major role in sensing molecules in the
case of h-BN nanopores, however it results in a smaller total conductance
drop.
6.4 Deviation of Capacitance Extraction for
Approximate Circle
Deviation of capacitance extraction for approximate circle The conductance
formulae for circular MoS2 nanopores, as given in eq. 6.1 assumes that the
conducting disc is perfectly circular. However, in experimental conditions,
the fabrication of such perfectly circular nanopores is subject to atomic fluc-
tuations. Hence, the contribution of the capacitance to the access resistance
will deviate from the perfect circle approximation. In order to assess the
change in capacitance due to deviations from a circular shape we approx-
imate the pore by a regular polygon the deviation of which is shown in
Fig. 6.5.
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Figure 6.4: (a) Fitting of h-BN experimental data using two models, where
αpore is the proportional factor of ion conductivity inside the pore and k is
the corrected factor for the access resistance. (b) Fitting of MoS2
experimental data using two models, where αpore is the proportional factor
of ion conductivity inside the pore and k is the corrected factor for the
access resistance.
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The capacitance change from the perfect circle approximation to non-circular





Table 6.2 lists the deviation of the capacitances for the regular polygon ap-
proximation from the perfect circle approximation.
Table 6.2: Table illustrating the deviation of the capacitance from the
perfect circle approximation.
Shape Edge length (d/2) circularity Capacitance ∆C
Circle 1 1 8 0
Triangle 2.6935 1.654 8.1811 0.0226
Square 1.7725 1.273 8.0441 0.0055
Pentagon 1.3513 1.156 8.0163 0.002
Hexagon 1.0996 1.103 8.0075 9.31E-04
Heptagon 0.9298 1.073 8.0039 4.88E-04
Octagon 0.8066 1.055 8.0022 2.81E-04
Nonagon 0.7129 1.043 8.0014 1.72E-04
Decagon 0.639 1.034 8.0009 1.13E-04
6.5 Distinguishing Single Nucleotides Using h-BN
Nanopores
To test if we can exploit the confined geometry of h-BN nanopore to con-
trol the entering of molecules into the nanopore, we perform homopolymer
translocation through a small 2.5 nm (side length) h-BN nanopore. To our
surprise, we observe sufficient events to make statistics without using a vis-
cous medium [70]. Figure 6.6a shows representative traces of polyA30 and
polyC30 translocations. Statistically, we are able to differentiate their chem-
ical identities by current drop during translocation, shown in Figure 6b. Due
to the limited bandwidth of the Axopatch current amplifier (100 kHz), we
speculate that detectable events originate from even more pronounced DNA-
pore interaction due to the off-axis movement of short ssDNA molecules
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Figure 6.5: Capacitance change (∆C) due to the polygon approximation
from perfect circle shape as a function of the circularity of the polygon.
(Inset) circularity versus the number of edges of the regular polygon.
through the h-BN nanopore. At the same experimental conditions (pore size
and ionic strength), translocations of such short ssDNA cannot be detected
in MoS2 nanopores without employing a viscous medium.
74
Figure 6.6: (a) Homopolymer translocation in a small h-BN nanopore.





In summary, this dissertation has explored various aspects of utilizing two-
dimensional material based solid state nanopores to sense DNA and DNA-
protein complexes. In particular, the techniques described in this thesis pro-
vide a way to increase detection sensitivity of solid-state multi-layer nanopore
membranes to enable counting the number of DNA nucleotides and identify
chemically modified bases by utilizing correlations currents in the nanopores.
In particular, the utility of nanopores to detect modified DNA bases at high
resolution were demonstrated. This paves a way to sense chemically modified
bases along the DNA having broad impact in early cancer detection. A key
advantage of these solid-state nanopores is their compatibility with semi-
conductor nanoelectronics that favors the fabrication of compact devices,
enabling personalized medicine with revolutionary consequences for public
health. However, noise induced in the current measurements has limited the
realization of such a device.
To address the problem of low SNR in solid state nanopores, three possible
techniques have been described i.e. stretching a DNA during translocation,
utilizing different shaped pores for detection of DNA and identifying pro-
teins using statistical signal processing algorithms. The first two approaches
involve improvisation of experimental techniques to improve nanopore SNR
while the third method is designed to perform protein classification using
existing noisy signals. These statistical signal processing algorithms have
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