Abstract
Introduction
Location of a user is one of the most important factors that determines the context of the user. Context-awareness has gotten attentions of software developers for a long time [1] [2] [3] [4] [5] [6] , for development of autonomously acting computing applications, and its role in teaching and learning is emphasized in [7] .
Mobile phones are considered to be best suited for context-aware computing platforms because the owner of a mobile phone stores private information on the phone and keeps it on almost always. Among the mobile phones, smart phones are programmable and particularly tempting platform for building context-aware applications [8] .
Context-awareness cannot be achieved without considering the user's location. In fact, location information alone can do so much for developing useful services that Location-based services (LBS) is one of the most prosperous industries.
People spend most of their time indoors. As the man-made constructions are getting bigger and bigger, demand for indoor Location-based services (LBS) is getting increased. However, most of the current LBS are for outdoor users and they do not work inside of buildings because GPS (Global Positioning System) is not available or operates poorly in indoor environments [9] .
Reliable, easy-to-use, and accurate indoor positioning is a key enabler of indoor LBSs, just as GPS has enabled outdoor LBSs. Examples of indoor LBSs include museum tour guides, and boarding reminders to air passengers far away from their gate, to name only two [10] .
The WLAN-based indoor positioning is widely used because WLAN is available virtually everywhere. However, its performance is poor because of its Ad hoc layout and signal fluctuation [11] . Since a smartphone is equipped with a computer and many pretty accurate sensors, we propose a dead reckoning indoor positioning app running on Android smartphones. It estimates moving distance and heading direction with the sensor values and the current location with the estimated distance and direction. It also adjusts the estimated current location with information represented on the floor map. Our test results showed that our indoor positioning app is very accurate.
Related Works
It is obvious that context-aware applications are much more useful than non-context-aware ones and development of context-aware application has been hot research topic for a long time. However, commercial context-aware applications are still rare. One of the reasons for the rareness of commercial ones is that developing a context-aware application is difficult and inefficient. In order to address this problem, the authors of [8] designed and developed a software platform for context-aware mobile applications called ContextPhone. ContextPhone consists of four modules: Sensors gathering context data from different sources, Communications connecting to external services, Customizable applications augmenting built-in applications, and System services launching background services. These modules are provided as a set of open source C++ libraries and source code components so that app developers can use them. As another approach to address the problem, the authors of [1] , introduced a conceptual framework and software infrastructure with which a developer can rapidly develop prototypes of context-aware applications and fine-tune them.
The author of [7] proposed a context-aware Japanese polite expressions learning system. This system is context-aware because it determines user's context with user's profile, RFID tag and GPS, and so on. This paper also proposes another learning system that identifies the objects with RFID tags attached around the user and provides the user with the educational information.
The pioneers of indoor positioning are [12] [13] [14] . In the Active Badge System [12] , a user wears a badge that emits a unique infrared signal. Infrared sensors placed in the building pick up these signals. Then the system determines the user's current location with these signals.
In the Active Bat system [13] , the Active bat tag attached to the user emits an ultrasonic pulse. The system estimates the distances between the user and the receivers with the ultrasound time-of-flight. The system calculates the user's location with the distances and the coordinates of the receivers.
In Cricket [14] , a small device attached to a mobile user receives both RF and ultrasound signals sent by a beacon and determines the distance to the beacon. With the distance, the device attached to the user estimates the user's location. Therefore, user's location is not known to the system.
There are many references that are closely related to our work. The authors of [15] proposed a new smartphone-based indoor positioning system. The system determines user's moving direction with both magnetometer and gyroscope measurements. The system estimates the number of steps taken by the user with accelerometer values. The number of steps yields the distance the user moved. With the direction and the distance, the system estimates the user's current location with the following equation, where
In [15] , they use gyrometer on the smartphone to obtain Azimuth, Pitch and Roll. With Azimuth, we can identify which direction the user is heading:
The authors of [16] The authors of [17] also introduced a step-counting method. They collect accelerometer value periodically for a certain period of time, calculate the average and standard deviation of those collected values. With the average and the standard deviation, they calculate u_Lim and D_Limk as follows: u_Lim = Average + Standard Deviation d_Lim = Average + Standard Deviation.
They increase the number of steps whenever one or more sensor values greater than u_Lim are followed by one or more sensor values less than d_Lim. 
Design of our System
Our system recognizes moving status, watching status, and the current location of the user. Our system collects sensor values every 50 millisecond. It calculates the standard deviation of recent 20 y axis accelerometer values among the collected sensor values. If the calculated standard deviation is less than a certain threshold then it determines that the user is not moving.
There is an obvious flaw in the FSM in Figure 1 at state 2 S . That is if input is greater than Positive_Peek_Thr then it stays there, whereas if input is less than Negative_Peek_Thr then it moves to 3 S . The question is what if input is greater than Negative_Peek_Thr and less than Positive_Peek_Thr. Therefore, for our indoor positioning, we use the modified FSM as shown in Figure 2 . S if input is greater than Negative_Peek_Thr and less than Positive_Peek_Thr then the next state will be 3 S . From 3 S , if input is greater than Negative_Peek_Thr and less than Positive_Peek_Thr then we stay there, if input is greater than Positive_Peek_Thr then the next state is 2 S , otherwise (input < Neg_Peek_Thr) the next state is 4 S . The final context factor that our system detects is watching status. If a user does not move and holds the Android smartphone in the portrait orientation then we determine that the user is watching an object (exhibit).
Our system periodically (every 50 milliseconds) collects sensor values. For collecting sensor values, we run a thread. Our system also checks watching status with recently collected 20 sets of sensor values (collected for 1 second). If it is determined to be watching status, our system applies the dead reckoning process on the sequential sets of sensor values collected from the last watching status. This dead reckoning process applies the process of counting steps shown in Figure 2 and produces a location at every step. Then, it displays the sequence of locations on the screen. A floor map provides the configuration of the floor including the locations of all exhibits. Using the floor map, our system adjusts the current location of the user. 
Implementation of our System
If the standard deviation of recently collected 20 y axis accelerometer values is less than a certain threshold, then our system determines that the user is not moving. We have collected y axis accelerometer values in various situations and an example collection is shown in Figure  4 . By investing the collected data, we found that it 100 % correctly detects not moving status when the threshold is 0.5.
Figure 4. An Example Collection of Y-axis Accelerometer
Among the collected sensor values, we use the pitch value in order to determine the position of holding the smart phone. The pitch value is the degree/angle of the elevation of the line-of-sight determined by the camera and the object. When the value of the pitch (variable values [1] ) is close to -90 and the user is not moving, we determine that the user is watching an exhibit.
Our system counts steps by investigating z axis accelerometer. An example of collected values of z axis accelerometer is shown in Figure 5 . From the collected values, we found the proper thresholds as shown in Table 1 . 
Experiments
We have implemented our system on an Android smart phone and performed experiments of testing the app in a virtual exhibition room. The configuration of the room is shown in Figure 6 . The coordinates of the entrance is (6100, 4120) and the unit is mm. We have to keep it in the mind that the y axis coordinate grows as the point moves down not up. There are 11 exhibits displayed in the room. For each of the exhibits there is a proper position to watch it and the points are numbered from 1 to 11 in the figure. The coordinates of those points are (4350, 4500), (1950, 4500), (2000, 4700), (2000, 7500) and so on. We obtained the coordinates by measuring the distances and angles from the entrance to the points. For example, the y coordinates of points 1 and 2 are identical because the line defined by these two points is parallel to the horizontal line of the figure.
In order to check if the horizontal line of the figure coincides with the horizontal line of the earth, we have collected the orientation values while we walked from point 2 to point 1. A typical result of the test is shown in Figure 7 . After many tests, we concluded that the angle defined by the horizontal line of the figure and that of the earth is about 20 degrees (We will call this angle theta from now on). In order to test our indoor positioning that returns window coordinates of the current position, we have to translate the coordinates on the figure into the coordinates of a smart phone. We determined the scale of the window over the exhibition room be 1/50 and to put the entrance point at (250, 50). The distance from the entrance to point 1 is 1790.78 mm and the angle determined by the horizontal line of the figure and the line determined by point 1 and the entrance point is 12.25 degrees. Therefore, we can obtain the window coordinates of point 1 as follows: We tested our positioning app while walking around the exhibition room. A typical example of our test results is shown in Figure 8 . In this test, we started from the entrance and visited the exhibits from 1 to 11 in that order. A dot on the figure represents the user's position when the app detects a step. The figure shows that the user took 36 steps. The distances from point 1 to 2 is 2.4 meters, from point 3 to 6 is about 6 meters and the total distance the user walked is about 18.4 meters. In the positioning system, we assumed that the user moves very slowly looking around and the stride was about 0.5 meter. Therefore, we can conclude that our counting steps program is almost 100 % correct. Next to the window, we can see two columns of numbers. The left column represents the number of detected 'not moving' status. Since the user actually stopped 11 times, we can conclude that our system detects 'not moving' status 100 % correctly. The right column represents the exhibit our system determined that the user is watching at the stop and it shows 100 % correctly.
Finally, our indoor positioning Android application adjusts the result location obtained from the positioning process to the nearest watching position. An example test results of our Android app is shown in Figure 9 . As we can see, the trace is not smooth. For example, the location of step 14 is far away from that of step 13. At the 14th step, the app detected that the user is at watching status. Then, it finds that the user is facing west by investigating the orientation value. Finally, it finds that the nearest watching location from the estimated location is exhibit 6 that is (2000, 13100) and it assigns it to the current location. From the figure, we can conclude that our Android app 100 % correctly recognizes the visited exhibits even if the room is very big.
Conclusions
We have introduced an Android app that detects the exhibit a visitor of an exhibition room is watching. For this, it detects the user's current location, moving status, and watching status. This paper described how the app makes use of the sensor values in order to detect those things. We can safely assume that the floor map of every exhibition room is available. For each of the exhibits, there are one or more positions from which a user can watch it most conveniently. This paper shows that our app will work perfectly even if the exhibition room is huge, using information on the floor map. For the future work, we are developing more valuable Android application on top of this application.
