INTRODUCTION THE PROBLEM OF THE NON-STATIONARY OBJECT IDENTIFICATION

Optimality conditions
It is proposed to consider the construction of the basic design of non-stationary control systems optimization algorithms, whose state measurement is performed against a background of interference [1, 2, 3] . The concept developed in the process of optimization algorithms construction can be used to solve a wide range of problems -from the identifi cation system construction and the solution of fi ltering non-stationary processes tasks to the construction of parametric control algorithms for non-stationary objects. For defi niteness, let the object be described by an ordinary differential equation (1.1) and measuring its state y(t)=C x (t)+n(t), ( 
(t) and n(t) -Gaussian noise; where as E[w(t)]=0,E[n(t)]=0, E -sign of expectation and -Dirac function,
T − transpose sign.
Note that change in time in the vector-function f(x,u,w,t) occurs as a result of the fact that the parameters of this vector-function are under the infl uence of external perturbations. i.e. f (x,u,w,t) =f (x,u,w,η(t) ), where η(t) -the object parameters that vary according to an unknown law, and, whereas 
(t).
It should be noted that the step of model structure choice is extremely responsible. The appropriateness, applicability and effectiveness of the evaluation design essentially depend on the reliability with which the mathematical model describes the actual situation (object, measurements, and external parametric disturbances). In most practical problems, a complete, accurate model is not available at all, and its construction has great diffi culties, and therefore the problem of evaluation design for the measured process y(t) must be solved with incomplete knowledge of the model. Even more complicated is the problem, when the noise w(t) and n(t) and/or the object parameters (2.1) change in an uncontrolled manner. In addition, stochastic object state determination described by nonlinear differential equations, from measurements of its phase components against a noise background, requires the solutions of nonlinear differential equations. Here − linear nonzero operator λ − weight coeffi cient. Taking into consideration that the operator coincides with the optimal operator only when λ=0, we will get when λ=0,
where λ=0.
As a result, we obtain an expression that coincides with (1.6). A condition of the form (1.7) can be obtained if we investigate the functional when α(t)=α
• (t).
The optimality conditions will have the form:
Here − leaner operator.
If the operators and its model space is linear, condition (1.6) is a necessary and suffi cient condition for the minimum of the functional (1.5). Generally, when the space of the object operators and its model is arbitrary, condition (1.6) is suffi cient and additional restrictions on the type of these operators are required to obtain the necessary conditions. Thus, equation (1.6) for linear operators can have only one solution. The following issue remains open -is there a solution at all. However, the question of the existence of equation (1.6) solution is found automatically in all cases when it is possible to fi nd the solution to this equation. Theorem 1. Let an object be described by an ordinary differential equation
and measurements of its state y(t)=Cx(t)+n(t), where
w(t) and n(t) -centered Gaussian noise.
Then the optimal operator where R the space of linear operators, α • (t) -the values of the operator optimization parameter , under which gives the minimum to the functional , satisfi es condition
The basic optimization algorithms design in identifi cation problems
We make a number of assumptions about the object. Let the object be described by a nonlinear differential equation
The vector-function f(x,u,w,t) contains parameters η(t) ϵR η that vary under the infl uence of external perturbations, i.e. f(x,u,w,t)= f(x,u,w,η(t)), and allows differentiation with respect to the set of variables the required number of times. The object model is a model described by the equation:
The identifi cation quality criterion in this problem has the form (1.10)
Here F(ε(t,α,η))=ε T (t,α,η)ε(t,α,η) − loss function.
(1.11)
One can use the following algorithm [4] in problems of non-stationary object identifi cation by its mathematical model with parametric optimization Let us fi nd a condition in which the necessary properties to the optimization process provide the algorithms of the form (1.11). This condition has the form Taking into account (1.11) and the fact that the functional (1.9) does not depend explicitly on t, we obtain Obviously, this condition will be satisfi ed if the speed of the adjustment of the model parameters satisfi es the condition (1.12) (1.13) rameters (1.9). This ensures "transfer" of the quality functional from any peripheral values to its minimum value asymptotically.
The assumption of observability of the object and the inequality (1.12) form necessary and suffi cient conditions for the identifi ability of the non-stationary system. For quadratic functionals of the form (1.5), the optimization algorithm has the form (1.11)
Thus, the fulfi llment of condition (1.12) guarantees the successful changes "tracking" in the object parameters with the chosen algorithms for changing the model pa-
As for the value of the quality functional (1.5), adopted when implementing an identifi cation system with optimization algorithms of the type (1.11),there is the ratio
THE MODIFIED WIENER-HOPF EQUATION IN PROBLEMS OF FILTERING NON-STATIONARY PROCESSES
We consider the problem of vector of a random Gaussian Markov process estimation construction in the space from measurements of a part of its coordinates produced against a noise background. Despite longitudinal research in this fi eld, interest in such tasks is not weakened, which, for example, is confi rmed by a number of reports made at [5] . Let a useful process be specifi ed as the result of passing nonstationary Gaussian white noise through a linear dynamical system (2.1)
The measured process is specifi ed 
. Nonstationary processes w(t) and n(t) -white Gaussian centered noises with intensities W(t) and N(t).
The pair are observed. There is no loss of generality in supposing that noises w(t) and n(t) are not correlated and [x(t 0 )w
Defi ned problem of construction of the failure in the least-deviation sense J(ε)=E[ε T (t)ε(t)] (2.3) where ε(t)= x(t) -
-effi ciency process assessment, known as optimum fi ltering problem. Kalman-Bucy fi lter [1] is written as 
(t)=E[ε(t)ε T (t)] -deviation error matrix, that is solution of the Riccati equation type (2.7).
Integral of a differential equation in this case will be fi ltering error (2.8). Note that optimal fi lter (2.5) has a structure of the efficiency process generator (2.1) and matrixes A(t), B(t), W(t) and E(t) completely specify its parameters. In this respect fi lter can be thought of as an effi ciency process model.
Implementation of the fi lter as (2.5)-(2.7) is impossible if matrixes A(t), B(t), W(t) and E(t) vary in time over unknown law.
A tentative assumption should be made to construct a fi lter with parametric optimization. We assume that
A(t)=A+a(t), B(t)=B+b(t).
Then we can rewrite equation (3.1) 
(t)).
We assume that matrix of non-stationary white noise intensities can be conceived of as E(t)=E+δ(t). We also assume that uncertainty has interval character, i.e. the following inequations subsist:
(underline -minimum, overline -maximum). The main structure of the fi lter will be constructed the following way Thus, fi lter is constructed with an accuracy to parameter point of matrixes ϕ(t) and k(t), which optimize fi lter operation for the purpose of functional (2.3) while getting (2.14) appropriate information. Optimizing algorithm realization. In the case under study necessary and suffi cient condition of the functional minimum (2.3) is described by the Wiener-Hopf equation: Here a nonzero linear operator L(t) transforms a vector yϵR m into a vector zϵR m . Thus, the optimality condition (2.14) is achieved in the space of vectors ε(t) and, when . The condition (2.14) of the optimality of the estimation (2.11), as noted above, must be satisfi ed for any non-zero linear operator L(t)ϵR. Taking into account the method of optimization algorithms forming proposed in Section 1 of the article (for example, algorithm (1.12)), the condition (2.14) should be the base of the algorithms for parametric optimization (identifi cation) of the fi lter (2.11). However, estimated algorithms would be unrealizable, because of the need for having the process available. To construct realizable algorithms for fi lter optimization (2.11), we introduce the functional
J 1 (e(t),e(t 1 ) )=tr E [e T (t)e(t 1 ) ],
where: It is easy to see П φ (t) that the operators П k (t) and choice or appointment in the form (3.5) provide optimization process with the asymptotic properties. The algorithms (3.1) and (3.2), taking (4.5) into account, take the form:
t Cx t e t y t Cx t
In the algorithms (3.6), the fi rst factors are the sensitivity functions.
The conditions determining the optimal values of the parameters of the matrices ϕ(t) and k(t) will be written on condition ϕ(t) = ϕ 0 ; k(t) = k 0 in the following way:
because The positive defi niteness of the second derivatives demonstrates the possibility of attaining the minimum value of the quality functional J 1 (y(t), x̂(t 1 ), for unknown, but constant values of the parameters of the matrices a, b and in the process equation (2.10) when using algorithms of the form (3.6).
Consider the case when a(t) and b(t).
We arrange the vectors a(t) and b(t) that have dimensions n 2 × 1 and (n*m) × 1 from matrices elements a(t) and b(t) relatively. Taking into account the choice of the algorithms (3.6), we will get the following:
The condition
in this case is written in the following form wherefrom, taking into account (4.6):
So, it gives us the condition for the algorithms of parametric optimization effectiveness (3.6):
Thus, if this condition is fulfi lled when the parameters of the process generator (2.10) and the fi lter parameters (2.10) are modifi ed in accordance with the algorithms (3.6), the conditions for maintaining a suboptimal state are satisfi ed at least.
CONCLUSION
The algorithms for optimizing the observers of nonstationary processes with a quadratic functional of quality under the conditions of incomplete a priori information are presented and investigated in this paper. The basement of all the obtained algorithms is the modifi ed Wiener-Hopf method. This method is a necessary and suffi cient condition for the minimum of the auxiliary functional, which is equivalent to the given functional, but contains only the available information. We have got the conditions for the successful systems optimization, written in the form of inequalities, which include the sensitivity of the functionals to changes in the perturbations and the response of the parameters extracted for parrying or / and compensating for these disturbances and their speed. The method on the basis of which the algorithms for optimizing observers were developed can be used both for solving problems of fi ltering non-stationary processes and for constructing algorithms for parametric identification of non-stationary objects, and it means that the algorithm can be widely applied. A lot of automation problems are solved by the use of robotic systems, in which accuracy is very important. Such systems are used in fl exible manufacturing systems, space researches. One of the basic elements of robotic systems is an electric drive, which helps to decrease oscillations of the current stabilization and electromotor speed by the use of the above offered methods. The effi ciency of the offered algorithm increases in 4 times. Another example of the use of the modifi ed Wiener-Hopf method is the movement control of the space satellite, which is stabilizing without external disturbance. Output disturbance amplitude is in 30 times less then input output disturbance.
