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Let Fx,r(x, y) be a bivariate distribution function and P,(X), Q,,,(y), n, m = 0, 
1, 2,..., the orthonormal polynomials of the two marginal distributions Fx(x) 
and F&y), respectively. Some necessary conditions are derived for the co- 
efficients c,, n = 0, 1, 2 ,..., if the conditional expectation E[P.(X) 1 Yj = 
c,,Q,,(Y) holds for n = 0, 1, 2 ,.... Several examples are given to show the applica- 
tion of these necessary conditions. 
1. INTRODUCTION AND PRELIMINARIES 
Let I2 and Ra be the real line and the 2-dimensional real space. Let Fr,r(x, y) 
be the joint distribution function of the random variables X and Y, with marginal 
distributions F,(x) and Fr(y). Define the spectrum of a distribution function 
F(h) as the closed subset (X ( F(X + l ) - F(h - l ) > 0, for all E > 0}, and 
denote S, , Sr as the spectra of F,(x) and Fr(y), respectively. Assume that both 
S, and Sr are infinite and that E ) X 112 < 03, E 1 Y 112 < a~ for all n = 0, 1,2,... 
Then we can construct the orthonormal polynomials {F’,(x)}:-s and (Qm(y)}& 
w.r.t. F,(x) and Fr(y). Let Ls(dF(X)) be the space of square integrable functions 
w.r.t. (IF(X). 
We will use the following lemmas to prove the principal theorems in Section 2. 
LEMMA 1. Jf f(Qnz(~>L, is complete in L2(dFy( y)) and 
s p&) SAY> ~Fx.Y(G Y) = dnn > n, m = 0, 1, 2 ,..., (1) R= 
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then 
W,(X) I Yl = CnQnW, n = 0, 1, 2 ,... . 
Proof. That [ c, 1 < 1 is obvious. Let B be any Bore1 set in R. 
Define 
Then I,(y) ~L~(dFr(y)). Let I,(y) = xy=,, qdQi(y). Then 
E{I,W) E[PnW) I Yl) = s,* JB(Y) P,(x) dFX,Y(X, Y> = !7?& 
= B ~,Q,(Y) @Y(Y). s 
Thus 
-W’,z(X) I Yl = cnQnW I 
LEMMA 2. If If&)], i, j = 0, I,..., n - 1, is an n X n matrix function in x, 
if [f&X)] is nonnegative definite almost surely (a.s.), and if E 1 fii(X)] < 0~) for 
alli,j=O,l,..., n - 1, then [g,,(Y)] is nonnegative definite a.s., where gij(Y) = 
E[f,(X) I J’l. 
Proof. Let x0 , x1 ,,.., x,-~ be arbitrary rational numbers; then 
gl FI xig,j(y> xj = E [z: z: xA(X) xj J Y] 2 O 
a*s* (2) 
The set of rational n-tuples {x0, x1 ,..., x,-~} is countable. Thus 
n-1 n-l 
g g xigij(y) xj 3 O 
for all rational x0 , x1 ,..., x,-~ as. Since xi Cj X,gij(y)xj is continuous in 
x0 , x, ,..., x,-~ , thus Eq. (2) holds for all real x, , x, ,..., x,-~ a.s. 1 
LEMMA 3. If  E[P,(X) / Y] = c,Q,(Y), n = 0, 1,2 ,..., and ;f S, is bounded 
and S, unbounded, then c, = 0 for n = 1, 2 ,... . 
Proof. Since S, is bounded, then 
I W&9 I Yll < 58; I P&)l = M, -c ~0 a.s. 
Thus I cnQn(y>I < Mn f or all y E SY because Qn(y) is continuous. Thus c, = 0 
for n = 1, 2,... . 1 
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2. SOME NECESSARY CONDITIONS ON c, 
DEFINITION 1. We will need the following families of subsets: RR = {A 1 A 
is an unbounded subset in R, and there exists an N, s.t. A C [-IV, CO) where N 
depends on A}. LR = (A 1 A is an unbounded subset in R, and there exists an N, 
s.t. A C (-a, N] where N depends on A}. BR = {A 1 A n [N, co) # 0 and 
An(--oo,-N]# 0 f or all N}. Thus RR is the family of subsets unbounded 
on the right-hand side only. LR is that of subsets unbounded on the left-hand 
side and BR contains all the subsets which are unbounded on both sides. 
We will use the following notation: 
P,(x) = f %.kXk, Xn = f a;,kPk(x), 
k=O k=O 
Clearly, 
Q&Y) = f hz.,Y”, 
k=O 
Y” = i b~.kQkb’)* 
k=O 
ansn , * anBn = b n.R - b;,n = 1. 
THEOREM 1. If S, is in BR, if Sy is unbounded, and ;f E[P,,(X) 1 Y] = 
cnQn(Y), n = 0, I, 2 ,..., then 
cn c, = - 
b I 
’ un dG(u), 
73.98 --Y 
where G(u) is a distribution function stlch that j> dG(u) = 1, where 
y-l = 1522~ l(a2n.2n/b2n.2n)11’(z~). 
proof. Let en(Y) = x:=0 &kCkQk(Y)- Then e,(y) is a polynomial of degree 
n with the leading term (cnb,JanJyn, and e,(Y) = E(X” I Y). Define 
fij(X) = xi”, (3) 
and i,j = 0, 1, 2 ,..., n - 1 
h(Y) = %+dY)* (4) 
Then [f&X)] is nonnegative definite as., and by Lemma 2, [g,,(Y)] is non- 
negative definite a.s. Since e,(y) is continuous [glj(y)] is nonnegative definite for 
all y E Sy . Thus (e,(y)>~==, is a moment sequence [l] for all y E Sr . Also 
(y-a e,(y)}Eo is a moment sequence if y E Sr , y # 0. In addition 
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is also a moment sequence. We have 
an.n c, = - 
b s 
m un dG(u). 
n.73 --m 
Set 
is 
m 
1/czn, 
p = lim 
7w-z -m 
ZP dG(u) 
= sup{1 x j 1 G(x + 8) - G(x - S) > 0 for all 6 > 0). 
(5) 
Then, by (5), we have y-$ < 1; that is, the spectrum of G(u) is contained in 
[-y, ~1. Since a,,, = cob,,, , then jr,, ~G(u) = 1. 1 
THEOREM 2. If E[P,(X) 1 Y] = cnQ,(Y), n = 0, 1, 2,..., and if y is defined 
bY 
lif+yp I an,,Jb, I1ln = y-l, 
then we have the following. 
(i) If S, and Sy are both contained either in RR or in LR, then 
an.% c, = ~ 
b s 
’ u” dG(u). 
n,n 0 
(ii) I f  one of S, , S, is in RR while the other is in LR, then 
0 
c?t 
a%n - 
b s 
u” dG(u). 
n.n --Y 
(iii) If S, is in RR OY LR, while Sy is in BR, then c, =O, for n = 1,2,3 ,... . 
Proof. (i) Suppose both S, and Sy are in RR, and S, C [a, co). Define 
The &n(y) is a polynomial of degree n with leading term (c,b,,,/a,,,) y” and, 
obviously, .QY) = E[(X - a)” 1 Y]; define 
&v) = (x - a)i+j, h&c) = (x - ar)i+j+l, 
MY) = 4+dYh WdY) = 6+i+dYh 
for i,j = 0, I,..., n - 1. Then, the n x n matrices C&X)] and [h&X)] are non- 
negative definite a.s., and, by Lemma 2, [ii,(Y)] and [w,(Y)] are nonnegative 
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definite as. Since &(y) is continuous in y, the matrices [iii(y)] and [w$,(y)] are 
nonnegative definite for all y E S, . Thus {&(y)}Es is a moment sequence 
satisfying the Stieltjes moment problem [l] for all y E S, . Also y-Gn(y) is a 
moment sequence in [0, co) for y > 0, y E Sr . Since SY is in RR, we can let 
y-+althus 
b 
CT& -V.L = ;k y-qy) = loa un dG(u). 
ansn 
Then, by the same argument used in the proof of Theorem 1, 
C?Z a%n - 6 s ’ un dG(u). n.n 0 
Now suppose both S, and Sr are in LR and S, C (--co, a]. Then define 
e,‘(y) = (-1)” &n(y) and 
&(x) = (a - x)i+j, J&(x) = (a - x)i+5+1, 
&W = 4+hG 45(Y) = ei+i+kG 
Then, by the same procedure, en’(y), can be shown to be a moment sequence 
satisfying the Stieltjes moment problem, and, for y < 0, y-” e,‘(y) is a moment 
sequence with a distribution over (-co, 01. Thus 
and 
an.n c, = - 
b I 
m u” dG(u), 
n,n 0 
or 
a%fa - 
b 1 
’ u= dG(u). 
7z.n 0 
(ii) The proof is essentially the same as in (i). 
(iii) Suppose S, is in RR (the proof for the case where S, is in LR is the 
same), then &n(y), defined as in (i), is a moment sequence for all y E Sr . Since 
S, E BR, then 
b 
C, n-n - 
sn 
Jam u” dG,(u) = j-:a un dG,(u). 
This last expression implies that c, = 0 for all n = 1, 2,... . a 
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COROLLARY 1. If both S, , S, are unbounded and if y-l is defined in Theorems 1 
and 2, then y-l = 0~) implies that c, = 0, for n = 1, 2 ,... . 
The proof of Corollary 1 is trivial but it provides us with an easy criterion to 
test the compatibility of the two marginal distributions. 
DEFINITION 2. The distributions F,(x) and Fr(y) are compatible if there 
exists a bivariate distribution function Fz,r(x, y) such that 
s f’n(x) Q~(Y) dFx,y(x, Y) = GAG R2 
and at least one of the c, , n = 1, 2, 3,... is not zero, where F*(x) and F,(y) are 
the two marginals. 
THEOREM 3. Assume {Pn(x)},“,, and {Qn(y)}~=,, are complete in La (dF,(x)) 
and L2(dF,( y)), respectively. If F,(x) and FY( y) are compatible, then, necessarily, 
either 
(i) both S, , Sy are bounded, or 
(ii) both S, , S, are in BR and 
max (liE:$p 1 e r”*, li7f,:p I* r) < co, 
Or 
(iii) S, E RR u LR and S, E RR u LR while 
Proof. By Lemma 1, we have E[P,(X) 1 Y] = claQn(Y) and E[Q,( Y) 1 X] = 
c,P,(X). Now (i) is a direct result of Lemma 3 while (ii) and (iii) are obtained by 
using Theorems 1,2 and Corollary 1. 1 
DEFINITION 3 [2]. A sequence of real numbers s0 , sr ,..., S, is called 
nonnegative de$nite in a certain interval J of the real line, if whenever the poly- 
nomial G,(u) = A, + A,u + a** + A,@ > 0 for u E J, then 
A,s, + A,s, + 3-s + A,s, > 0. 
Remark 1. If we assume E[P,(X) 1 Y] = cnQn( Y) only for n = 0, l,..., N, 
then Lemma 3, Theorem 1, and Theorem 2 still hold after some changes. In 
Lemma 3, we have c, = 0, for n = 1,2 ,..., N. In Theorem 1, the sequence 
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(4J%.n)cn,~=O, 1, L-9 N, is nonnegative definite in (-co, co). In Theorem 2, 
the sequence (b,,,/a,Jc, , n = 0, 1,2,..., N, is nonnegative definite in [0, co) 
in (i), and nonnegative definite in (- cc,01 in (ii). In Theorem 2(iii), both of the 
sequences 
(L,/%&n, n = 0, 1, Z..., N and (-I)‘Vn.n/~n,n)~n, n = 0, 1,2 ,..., N 
are nonnegative definite in [0, CO); thus c, = 0, for it = 1, 2,..., N when N is 
odd,andc,=O,forn=1,2 ,..., N-1whenNiseven. 
TABLE I 
Leading Coefficients unsn for Some Common Distributions 
Polynomials ha Density Function f(x) 
Hermite 
Pollaczek 
(n!)-lla 
(2 sin 4)” 
[n!(U)*]‘~” 
Gaussian (277)-‘ia e-z2/e, -co < x < co 
(2 sin 4)“” 
2rq24 
&+a$)= 1 r(h + ix)l”, 
h>O,O<$b< ?r,--oo<x<co 
Laguerre 
(- 1)” 
[n!(a + 1),]‘12 
Gamma r(a + 1)-l XV2 ,O < x < CO 
a> -1 
Discrete Density j(x) 
Charlier (- l)ya”ff!)-‘~” Poisson e-W/x!, a > 0, x = 0, 1, 2 ,... 
Meixner 
(1 - l/c)“f9 
r?&%P 
negative binomial (1 - c)@ [(&c”/x!] 
p > 0, 0 < c < 1, x = 0, 1, 2 ,... 
(XL = nx + 4/r(x). 
3. EXAMPLES 
In Table I, some well-known distributions with unbounded spectra are given, 
and the leading coefficients an,n of the orthonormal polynomials associated with 
each are tabulated [3]. We now give some examples to illustrate some applications 
of the theorems developed in the paper. 
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EXAMPLE 1. If F,(x) and F&v) belong to two different types of the table 
then, by checking Theorem 3, we see that the only possible pair candidate for 
compatibility is the negative binomial and gamma pair. Whether or not they are 
compatible is yet unknown to us. 
EXAMPLE 2. If F,(x) and Fr(y) are both Gaussian distributions, then [4] 
there exists a bivariate distribution Fx,+, y) such that Eq. (1) holds if and only 
if c, = s!i un dG(u) when G(u) is a distribution over [--I, 11. 
EXAMPLE 3. Suppose that fX(x) = FX’(x) = r(a + l)-4%+ and that 
jr(y) = Fyi(y) = r(/3 + 1)-l yB e-r. Let a < ,K Then a bivariate distribution 
F,,,(x, y) exists such that Eq. (1) holds if and only if 
where G(u) is a distribution over [0, 11. 
EXAMPLE 4. Let the discrete density functions of X and Y be jr(z) = 
(1 - c)“(a)&=/%! and jr(y) = (1 - c)a@),c~/y!, x, y = 0, 1,2 ,... . Let a < ,!I. 
Then a bivariate distribution Fr,r(x, y) exists such that Eq. (1) holds if and 
only if 
c, = [f&l” IO1 un dG(u), 
where G(u) is a distribution over [0, I]. 
The necessity of Examples 2, 3, and 4 comes directly from Theorems 1 and 2. 
We give the proof of the sufficiency of Example 4; that of Examples 2 and 3 is 
similar. For each sequence c, = [(a),/(j)n]1/2u” 0 < u < 1, there exists a 
bivariate distribution Fx,+, y; u) such that Eq. (1) holds, and 
FX,Y(XY i 4 = fi Pz.nPY.n[(~)n/(~)s),l’la up29
Pl=O 
where P,,, = .lk p&d dF,(4 and t~,.~ = Jzsv Q&4 @rb+ NOWFX,Y(X> Y ; 4 
is continuous in u. Then it can be shown that Fx,@, y) = $F,,,(x, y; u) 
dG(u) is the desired distribution. 
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