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ABSTRACT Ambient-assisted living (AAL) is promising to become a supplement of the current care
models, providing enhanced living experience to people within context-aware homes and smart environ-
ments. Activity recognition based on sensory data in AAL systems is an important task because 1) it can be
used for estimation of levels of physical activity, 2) it can lead to detecting changes of daily patterns that may
indicate an emergingmedical condition, or 3) it can be used for detection of accidents and emergencies. To be
accepted, AAL systems must be affordable while providing reliable performance. These two factors hugely
depend on optimizing the number of utilized sensors and extracting robust features from them. This paper
proposes a generic feature engineering method for selecting robust features from a variety of sensors, which
can be used for generating reliable classification models. From the originally recorded time series and some
newly generated time series [i.e., magnitudes, first derivatives, delta series, and fast Fourier transformation
(FFT)-based series], a variety of time and frequency domain features are extracted. Then, using two-phase
feature selection, the number of generated features is greatly reduced. Finally, different classification models
are trained and evaluated on an independent test set. The proposed method was evaluated on five publicly
available data sets, and on all of them, it yielded better accuracy than when using hand-tailored features.
The benefits of the proposed systematic feature engineering method are quickly discovering good feature
sets for any given task than manually finding ones suitable for a particular task, selecting a small feature set
that outperforms manually determined features in both execution time and accuracy, and identification of
relevant sensor types and body locations automatically. Ultimately, the proposed method could reduce the
cost of AAL systems by facilitating execution of algorithms on devices with limited resources and by using
as few sensors as possible.
INDEX TERMS Feature extraction, time series analysis, ambient intelligence, wearable sensors, sensor
fusion, pattern recognition, data mining, data preprocessing, body sensor networks.
I. INTRODUCTION
The age of the citizens in the developed countries demands
an optimization of health care systems. Expenses for the care
of ageing citizens is increasing, while the number of people
contributing to health care funds is decreasing. In [1] the
projections of the future health expenditures in the European
Union are elaborated. The authors conclude that the growing
proportion of elderly population will increase the demand for
health care services, thus increasing the costs in resources,
both human and financial. The report also suggests that
the investment in medical science, technology and treatment
techniques has the potential to reduce the cost of health care
services in the mid and long term.
In that direction, Ambient Assisted Living (AAL) is a
relatively new ICT trend to enable new products, services, and
processes to transparently support people (mostly elderly) in
their preferred living environment aiming to improve their
quality of life [2]. In studies related to AAL, recognition
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FIGURE 1. Segmenting data streams with sliding windows.
of Activities of Daily Living (ADLs) based on sensory
recordings has become very popular [3]–[7] because of sev-
eral reasons. First, health benefits related to physical activ-
ity (PA) depend on the intensity, duration, and frequency of
PA [8]–[10], therefore its correct estimation is important.
Next, changes in ADLs can indicate an emerging medical
condition before it becomes critical [11], therefore ADL
recognition is important. Finally, human activity recognition
is essential for detecting accidents and immediate emergen-
cies, such as falls.
Generally, ADL recognition approaches are based on
signal processing and statistical methods for feature extrac-
tion from the raw sensory measurements. Additionally, they
employ machine learning algorithms for generating mod-
els that can automatically recognize and classify different
activities, such as walking, jogging, standing, sitting, lying,
cooking, etc. Most approaches are currently based on hand-
tailored features based on literature recommendations and
are specific to the activities of interest [3]–[7], [12]–[16].
Some features based on basic statistics (e.g. mean, maximum,
minimum, etc.) are encountered in most studies, however
others are used only in some studies, so there is lack of clear
understanding which features are truly useful for activity
recognition. Another confusion arises from the fact that some
studies usemore sensors from various types than others. Like-
wise, some studies use noise filtering and smoothing before
extracting features, while others do not. These discrepancies
are expected, considering the variety of available sensors or
the diversity of goals in different studies.
The study presented in this article aims to eliminate the
need of manually designing features for each activity recog-
nition problem, while considering the variations originating
from the large number of users and the diversity of sensors
and activities. A systematic and generic method for feature
engineering that can be used in any application for activ-
ity recognition based on sensory data is proposed. This is
accomplished by a variety of feature extraction and selection
techniques, which eventually yield feature sets that are most
suitable for each task. To verify themethod, we have used five
publicly available datasets and compared the results to the
original studies that published the datasets, which used man-
ually engineered features. The ultimate goal of our algorithm
is to provide compelling evidence on which sensor locations
and which features are optimal for a particular activity recog-
nition problem. Hopefully, this will lead to lowering the cost
of AAL systems, reducing intrusiveness to subjects by using
smaller number of ubiquitous sensors, facilitating execution
on hardware with limited resources due to the low number
of features, while having reliable performance. All of these
properties of AAL systems are themain prerequisites for their
successful deployment and acceptance.
II. METHODS AND ANALYSIS
In this study, we use several publicly available datasets related
to activity recognition using body sensors. For each dataset,
first we apply segmentation with sliding windows, and then
extract time and frequency domain features from the raw
sensory readings. Next, with feature selection the number
of features is reduced to obtain more robust models and to
shorten the model building and recognition time [17]. Finally,
using several machine learning algorithms we generate clas-
sification models using the reduced feature sets. The datasets,
the systematic feature engineering, the feature selection pro-
cess, and the used machine learning algorithms are described
in details in the forthcoming subsections.
A. DATA FUSION AND SEGMENTATION
Before proceeding to feature extraction and selection and
consequently training machine learning algorithms, the data
needs to be segmented in a suitable way. In [18] is provided
an overview of the data preparation steps commonly used in
activity recognition systems. Additionally, the window size
impact in human activity recognition is discussed.
The process of segmenting data streams with sliding win-
dows is shown in Fig. 1. The data fusion consists of parsing,
formatting, time alignment and data-type mapping of the
incoming data. After the fusion, all data streams are unified
into one stream, which is afterwards stored in a database.
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The variety of sensors can produce data at different rates.
For each sensor measurement, there is a timestamp t associ-
ated with it. This timestamp is essential for properly trans-
forming the unified data stream into segments of windowed
data. For simplicity, let us assume that all sensor measure-
ments are stored in one entity R which has the following
columns: the timestamp t , the value v and the sensor s.
In Fig. 1, the k-th window (wk ) consists of all data that was
collected during the period (tsk , tek ]. We denote the set of
measurements from the i-th sensor that belong in the window
wk with mki , as expressed with (1). Likewise, the range
[tsk+1, tek ] defines the overlapping segment between
windows wk and wk+1.
mki = σs=i and t>tsk and t≤tek (R) (1)
Let δi denote the time difference between consecutive mea-
surementsmi of the i-th sensor. Further, let µ denote the min-
imum time difference between consecutive measurements
of all sensors, as defined with (2). Let a and b denote the
windowing and overlapping coefficients, respectively, where
a > b and a, b ∈ N+. Thus, the window length is w = a×µ




Next, in order to determine the number of samples per
window (ni) for the i-th sensor, we use (3), which performs
ceiling rounding and returns an integer.
ni = dw/δie (3)
Generally, various sensors can generate data at different
rates. If sensor l generates data very rarely (i.e. has low
frequency), and sensor p generates data very often (i.e. has
high frequency), then δl  δp. As a result, also δl  µ
stands. In some cases, δl  a × µ may additionally stand,
which means the low-frequency sensors may not produce
a measurement within a time window. However, even for
such sensors l, (3) would round the number of measurements
per window to 1. This equation also implies that all sensors
generate a constant number of data samples in each window,
which may not be correct in general. We are introducing these
requirements to ensure that in the window there is at least one
data sample from each source, and that the number of samples
within a window is constant. The reason for that is because
they significantly simplify the automatic feature engineering
and also guarantee that all sensors are considered in each
window. On the other hand, it violates (1). Therefore, we
are relaxing this requirement, and instead we redefine it with
relational algebra. In order to retrieve the ni measurements
that belong in window k , which ends at time tek , we use the
relational algebra expression (4). This expression selects all
data points from the i-th source in the k-th window for which
the timestamp t is less than or equal to the end time of the k-th
window tek , and retrieves only the ni most recent data points.
dpki = σrownum()≤ni (τt desc(σs=i and t≤tek (R))) (4)
Usually the overlapping (o) is greater than the minimum
time between readings µ, but is in the same order of magni-
tude. The size of windows (w) is generally about one order of
magnitude larger than µ. Again, this is just a rule of thumb
based on approaches like [14] and [19]–[21].
Finally, for a given window size w and overlapping o, and
total time period during which data was collected T , and the
number of training instances N can be calculated with (5).
N =
⌊




B. SLIDING WINDOW LENGTH
The window length (w) and the size of overlapping
segments (o) need to be defined before applying the segmen-
tation. According to the survey presented in [22], the window
size depends on the target class, i.e., the activity which should
be recognized. For example, activities like ‘‘walking’’ have
smaller windows than ‘‘cooking’’. Lower sensor frequencies
or more complex activities entail longer windows [18]. We
acknowledge that when extracting features for recognition
of predefined activities, having varying window length for
each activity could be beneficial. To facilitate this, at each
moment a segmentation in different windows is required.
After the feature extraction from the data in each different
window, the system would make several predictions, one for
each window, which eventually need to be aggregated to
make a final prediction of the activity at particular moment.
Such flow becomes much more complicated, thus we are not
evaluating it in this study. Instead, we argue that a systematic
feature engineering can lead to robust features that facilitate
high classification performance. We reason that the windows
length of the longest activity can be appropriate, if the gener-
ated features are robust and informative.
C. CLASSIFICATION ALGORITHMS
In this subsection, we describe the algorithms for building
classification models, which were provided by the scikit-
learn library [23].
We use logistic regression (LR) [24] because it is a simple,
fast and portable algorithm. Furthermore, LR provides an
easy interpretation of models and the importance of fea-
tures, and it is easily parallelizable. It is essential part of the
feature selection methods, which are described later in the
manuscript.
Random Forest (RF) [25] and Extremely Randomized
Trees (ERT) [26] are very efficient ensemble algorithms
based on decision trees [27] and provide feature importance
estimates, which is useful for feature ranking. Both of these
algorithms provide similar estimates for the feature impor-
tance, and we have chosen ERT for feature ranking due to
its better speed. RF generates multiple decision trees by ran-
domly sampling training instances from the dataset and also
randomly selecting m features from each sample, whereM is
the total number of features per instance and m < M . The
tree branching is performed by finding the best split from
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the m features on each node. In the process of classification,
each tree votes for the class and the majority class is chosen.
On the other hand, ERT chooses the split points in the features
randomly. This increases the training speed because the num-
ber of calculations per node is decreased. Both algorithms
provide excellent classification performance and can train
models on very large datasets very fast. The value of the m
parameter used in RF and ERT was the default one per their
implementation in the scikit-learn library [23]. We did not
notice any significant gain by tuning this parameter. During
the evaluation, the RF and ERT classification models were
built with 100 or 1000 trees.
Additionally, we have also used the Support Vector
Machine (SVM) classifier [28] with Gaussian kernel. It is a
very powerful classifier, but for larger datasets it requires a
lot of time for building models, a problem which is exacer-
bated when parameter tuning is performed. Be that as it may,
parameter tuning of SVMs is recommended because it sig-
nificantly increases their classification accuracy and reduces
overfitting [29]. When using an SVM, the datasets were
normalized so that each feature will havemean 0 and standard
deviation of 1 for the dataset, which can also improve their
performance [43].
Other classification algorithms used in similar studies [11],
[30], [31] are k-Nearest Neighbors (kNN) [32] and Naive
Bayes (NB) [33]. We have used k-Nearest Neighbors with
k = 5 in all the experiments. We have initially tested using
k = 3 or k = 5, but the latter was always providing better
results, therefore we concluded to always use k = 5 and not
to tune this parameter. When using a kNN, the datasets were
also normalized so that each feature will have mean 0 and
standard deviation of 1 for the dataset. For the NB classifier
we have used Gaussian and Bernoulli distribution functions
for the experiments with the validation test set. Only the one
that resulted in better accuracy for the validation dataset was
used for the final test set.
D. FEATURE EXTRACTION AND SELECTION
Many approaches perform frequency filtering to remove
noise in raw readings or to separate the acceleration into grav-
itational and body components [3], [15], [16], [34]. For sim-
ilar reasons, some approaches use moving average smooth-
ing of raw data prior feature extraction [35], [36]. Because
sensor orientation is important, these filtering techniques are
valuable [3]. However, the feature extraction framework we
propose is more general and not specialized for particular sen-
sor type, therefore it is not applying such filtering techniques.
We assert that without specialized filtering, the feature selec-
tion process will still identify informative features that will
result in robust classification models.
In caseswhen the datasets had a nominal attribute (e.g. gen-
der, handedness, etc.), several features were generated from
them: one or more dummy numeric features (e.g. a flag
for each gender) and more numeric features depending
on the number of activities, generated with the Weight of
Evidence (WOE) technique [37]. As it turned out after
performing the experiments with all datasets, all features
originating from nominal attributes were discarded.
Due to the recorded data diversity, the key tasks to be
performed are feature extraction and identification of the best
feature set for automatic activity recognition. A challenge for
building robust features is dealing with drift in the data as
a result of either data generated by different sensors, data
collected from different participants, or loss of accuracy of
sensors over time. Ideally, such variations should have little
to no effect on the trained models.
Frequently, depending on the problem domain, the types of
extracted features have been previously successfully applied
to the same or a similar domain. This often is subjective
and depends on the researcher’s experience. To alleviate
this, we propose systematically engineering new time series
derived from the original time series from all sensors, aiming
to extract variety of informative and robust features suitable
for identification of different activities.
The process of feature extraction is shown in Fig. 2 and
consists of several steps involving the originally recorded
time series and the newly generated time series. First, in
step 1, the stream of data is preprocessed with sliding
windows generating batches of windows, as described in
the previous subsection (for details per evaluated dataset
see Table 1).
Next, in step 2, our framework generates magnitudes
time series from multi-axial sensors (e.g. gyroscopes and
accelerometers) or multi-channel units (e.g. electro cardio-
gram - ECG).
From all original and magnitudes time series, step 3
extracts the following types of features, which have been
proven to be effective predictors in recent competit-
ions [21], [38] related to feature extraction from diverse time
series data. The number of measurements within one window
is denoted by n.
• Basic statistics: minimum, maximum, range, arithmetic
mean, harmonic mean, geometric mean, mode, standard
deviation, variance, skewness, kurtosis, signal-to-noise
ratio, energy, and energy per sample, which results in
14 features per time series.
• Equal-width histogram calculated with dlog2n+ 1e
intervals, based on the Sturges rule [39].
• Quantile based features: first quartile, median, third
quartile, inter-quartile range and some other percentiles
(5, 10, 20, 30, 40, 60, 70, 80, 90, 95), used also in [36]
and [40]. From one time series, it generates 14 features.
• Auto-correlation of themeasurements within one sliding
window [41], [42]. Let τ denote the amount of shift
in the domain defined as: τ ∈ [1, b
√
nc]. For expo-
nentially increasing values of τ in that range, classical
auto-correlation and Pearson correlation are calculated.
Additionally, both correlations using the first and second
half of measurements within one sliding window are
calculated.
• Pearson correlations between pairs of time series, used
also in [41] and [42].
VOLUME 5, 2017 5265
E. Zdravevski et al.: Improving Activity Recognition Accuracy in AAL Systems by Automated Feature Engineering
FIGURE 2. Algorithm for feature extraction, selection and classification.
• Linear and quadratic fit coefficients. There are 2 linear
fit and 3 quadratic fit coefficients, yielding 5 features in
total per time series [42].
Then, from the original time series and their magnitudes,
the system generates new time series: first derivatives; delta
series, which calculate the relative deviations from the mean
value of original readings within one window [43]; and series
derived from Fast Fourier Transformation (FFT) (henceforth
referred to as FFT-derived time series): frequencies, ampli-
tudes and magnitudes [3], [20], [36].
Step 4 generates delta series, which calculate the relative
deviations from the mean value of original readings within
one window [43]. First it calculates the mean value x i of the
measurements x ji within a sliding window of the i-th time
series (0 ≤ j < n, where n is the number of measurements
within one sliding window). Then it calculates the differences
1x ji = x i − x
j
i between the original measurement x
j
i and the
calculated mean x i. Note that the mean is calculated sepa-
rately for each sliding window and each time series. Thus,
each original measurement x ji is mapped to a new value 1x
j
i .
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TABLE 1. Information about the datasets used in this study. Abbreviations: Instances is the number of sliding window segments; Train, Valid. and Test are
the training, validation and test subsets, respectively; Freq. is the Sampling frequency in Hz; Wind. is the window length in seconds; Overlap is the
overlapping between consecutive windows in seconds; Orig. is the number of original time series; Magn. is the number of magnitude time series; Delta is
the number of delta series; FD is the number of first derivative time series; FFT stands for the number of FFT-derived time series.
As a result, this step generates as many delta series as there
are original and magnitude time series.
Subsequently, from the delta series, step 5 extracts only
histogram based and quantile based features in the same way
as from the original time series.
Auto-correlations features are omitted because they are
redundant to the auto-correlation features extracted from the
original time series. The redundancy is a direct consequence
of the definition of classical auto-correlation and Pearson
correlation. The curve-fitting features are also not extracted
because the delta series is only a linear translation of the
original series, thus these features are also redundant. For
the same reason, most basic statistics are also redundant,
therefore they are not computed as well. This step generates
21 features from each delta time series.
Comparable to step 4, step 6 generates first derivatives time
series from the original andmagnitude time series [43]. Given
that the measurements are recorded at constant frequency, the
first derivative is defined as difference between consecutive
measurements within one time window. Thus, from a time
series with n measurements within one sliding window seg-
ment, the first derivative time series has n− 1 values.
Step 7 extracts features from the first derivative time series
in an analogous manner as from the original time series. The
only difference is that it does not compute auto-correlation
features for the reasons described in step 5.
Next, step 8 calculates Fast Fourier Transformation (FFT)
of the original and magnitude time series, thus generating 3
FFT-derived time series from each of them: i.e. the series of
frequencies, amplitudes and magnitudes [3], [36].
From each of the FFT-derived time series, step 9 calculates
the following features: minimum, maximum, mean, standard
deviation, range, first and third quartile, inter-quartile range,
median and the 10-th, 40-th, 60-th and 90-th percentile. The
rationale is that these 13 features would sufficiently describe
the distribution of values of the FFT-derived time series. The
spectral centroid is another feature generated by FFT from
each original and magnitude time series. To summarize, at
the end of step 9 there are 3×13+1 = 40 frequency domain
features from each original or magnitude time series.
Step 10 merges all features generated by steps 2, 5, 7 and 9.
As a result, it unifies them in one large feature set which may
potentially contain redundant or non-informative features.
Next is step 11, which calculates the feature importance
in the merged feature set by training an ERT classifier.
All feature importance estimations are performed by train-
ing an ERT classifier with 1000 trees and using its feature
importance estimates. Additionally, with the method pro-
posed in [44] it estimates the concept distribution drift of the
features. Concept drift denotes a change in the probability
distribution of a feature. For instance, the feature could be
normally distributed in all datasets, but could have consider-
ably different mean and standard deviation in the validation
and test sets than the training sets. Moreover, a feature could
have a completely different probability distribution functions
in the validation or test subsets, such as skewed normal,
log-normal, multi-modal, uniform, etc. These changes in the
data distribution often result in model overfitting to the train-
ing dataset [44].
To mitigate this, the proposed framework attempts to iden-
tify drift sensitive features by generating an artificial dataset
containing all rows of the training and validation datasets.
Likewise, an artificial target label (i.e. class) is generated,
which denotes from which dataset the corresponding row
originates. On this artificial dataset an ERT classifier is
trained and the importance of each feature evaluated. The lat-
ter feature importance in fact defines the data drift sensitivity
estimate of the feature. To clarify, the very informative fea-
tures in the artificial dataset are actually very sensitive to data
distribution drift and therefore lead to model overfitting [44].
To summarize, at the end of step 11 for each feature, the actual
feature importance and the data drift sensitivity estimate are
available.
Then step 12 performs coarse-grained feature selection.
From the feature importances and data drift sensitivity of all
features, the following 9 percentiles are calculated: 0, 10,
20, 30, 40, 50, 60, 70, 80, 90, 100. Note that there are 11
values calculated as percentiles of the feature importances
and additional 11 values calculated as percentiles of data drift
1DaLiAc dataset subjects. Train: 1,2,3,4,5,6,7; Validation: 8,9,10,13,16;
Test: 11,12,14,15,17,18,19.
2mHealth and FSM dataset subjects. Train: 1,2,3,4; Validation: 5,6; Test:
7,8,9,10.
3SBHAR and SBHARPT subjects. Train: 14, 15, 16, 17, 19, 21, 22, 23,
25, 26, 27, 28, 29, 30; Validation: 1, 3, 5, 6, 7, 8, 11; Test: 2, 4, 9, 10, 12, 13,
18, 20, 24.
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sensitivity estimates. The algorithm formalized in [45] uses
these 2 sets of values as feature importance thresholds and
data drift sensitivity thresholds. It evaluates all 11 × 11 =
121 combinations of thresholds for discarding features which
have low feature importance (i.e. importance < threshold) or
high data drift sensitivity (i.e. drift sensitivity > threshold).
For each of the 121 feature sets it builds classification models
using the training dataset and evaluates them with the valida-
tion dataset. The test set is not utilized at this stage at all.
Thus, only the feature set that results in best classification
accuracy is retained. To summarize, the purpose of this step
is to significantly reduce the feature set size by discarding
features with low importance or high data drift sensitivity.
The applied wrapper classification algorithm for this step
is ERT with 100 trees because of its speed and generally
good classification performance. RF provides similar per-
formance, albeit somewhat more slowly, depending on the
dataset and feature set. The best feature set obtained after
this step is hereafter referred to as score-drift screened feature
set.
Step 13 performs diversified forward-backward (DFB)
feature selection using a modified version of the algorithm
described in [46]. It is a wrapper feature selection method,
which trains amodel with the training set and evaluates it with
the validation set, aiming to evaluate the quality of a feature
set. The major difference of the version in our framework is
that it is parallelized and uses a greedy heuristic to narrow
down the search space. It uses logistic regression or Naive
Bayes as a wrapper algorithm. As a first step, our approach
ranks by importance the retained features after step 12 (i.e. the
best score-drift screened feature set) and only these features
are considered during step 13. Next, in one iteration of the
forward pass, starting from an empty feature set, features
are added to the current best feature set, and multiple fea-
ture sets are evaluated in parallel. Only the features whose
addition improved the predictive accuracy are retained. The
heuristic is that features which did not improve the score
when added to some feature set, will not be considered for
addition to other feature sets tested later. The forward pass
ends if after all eligible features for addition were considered
during one forward pass, there is no improvement of the best
accuracy. Next, the backward phase follows, which tests if
the removal of any feature from the best feature set improves
the score. In case a removal of a feature improved the accu-
racy, it starts a new backward iteration. Otherwise, when
all features were tested for removal, the backward iteration
ends. In case of an improvement during the forward or the
backward phase, the algorithm starts a new cycle of forward
and backward passes. Otherwise, the search converges and
stops. The algorithm also terminates if it evaluated the max-
imum number of allowed feature sets (2000 in this study).
The feature score-drift screening performed in step 12 is
particularly important because without it, the search space
for step 13 would be significantly more complex. The feature
set obtained after step 13 is henceforth referred to as DFB
feature set.
We acknowledge that the selected best feature set may
be biased towards the wrapper classification algorithm (i.e.
LR or Naive Bayes) used in step 13. Nevertheless, owing
to the simplicity and speed of the wrapper algorithms, the
system evaluates multiple feature sets in parallel, which is
very efficient time-wise. Namely, the algorithm converges or
evaluates a maximum of 2000 feature sets in less than 5 min-
utes when executing 12 threads in parallel. At the end of this
step, the feature set that resulted in the highest accuracy is
marked as the ‘‘best’’ feature set.
Ultimately, once the best feature set is determined, the eval-
uation of the automated method for identification of ADLs is
performed in two phases. The first phase refers to step 14 in
Fig. 2. This step initially determines the optimal values for the
SVMparameters C (i.e. cost) and γ . It achieves this by testing
various combinations of values for the SVM parameters.
More precisely, it tests one default configuration when C is
set to one, while the gamma parameter to one divided by the
number of features. Additionally, it performs grid search [29],
testing various combinations, where C varies in the range 0.1,
1, 10 and 100, and γ varies in the range 0.1, 0.01, 0.001,
0.0001 and 0.00001. The training and validation datasets
using the ‘‘best’’ feature set are employed for the grid search
evaluation. Finally, in the second phase, all classification
algorithms (Logistic regression, Naive Bayes, kNN, ERT, RF
and SVM with optimal parameters) are evaluated using the
independent test dataset.
E. EVALUATION OF SENSOR USEFULNESS
Different studies use different sensors placed at various body
locations for activity recognition. Usually the choice of sen-
sors and body placement is based on findings from studies
such as [47] and [48]. They recommend using sensors closely
attached to the body’s center of gravity, such as on the chest,
trunk or hip. Different studies [3], [12], [14], [19], [20],
[49], [50] use sensors placed at the hip. Activities primarily
performed by the upper body are successfully classified by
sensors on the wrist [4], [13], [14], [20], [49]–[52]. In some
studies [4], [14]–[16], aiming to resemble application of a
smart phone for activity detection, a sensor on the waist or
in the pocket has been used. Gait analysis [53] and activity
recognition [19], [20] also heavily rely on sensors on the
ankle. Identification of which sensors and which body posi-
tions lead to best performance for detecting activities of inter-
est can lower the intrusiveness to subjects in AAL and general
health applications, while reducing the cost. Therefore, the
proposed system analyzes all combinations of sensors and
body locations in each evaluated dataset in terms of overall
accuracy and precision per activity. This, in turn, can lead to
identifying key sensors or body locations for identification
of particular activities. Therefore, for n sensors placed at a







= 2n − 1 (6)
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For each sensor combination, the proposed system only
takes into consideration the features derived from those sen-
sors and discards all features deriving from other sensors.
Then, it performs steps 12 and 13 in Fig. 2, which determine
the best feature set from the considered sensors, and finally
evaluates them with step 14.
For the SBHAR dataset there was only one sensor loca-
tion, therefore instead of investigating the impact on sensor
locations combinations, we have analyzed the contribution
of sensor types. Gyroscope and accelerometer measurements
are provided in this dataset. It also includes the body accel-
eration, which is separated out of the total acceleration with
frequency filtering.
F. DATASETS
In this study, we use the segmentation strategy that the authors
of the original study and dataset used. The segmentation into
windows was performed only within a single activity, thus
excluding the border intervals when the activity changes from
one activity to another.
The subjects in each dataset are divided into three distinct
subsets for: training, validation and testing. If the authors of a
dataset divided the subjects in training and tests sets already,
then we only divide the original training set into train and
validation subsets, while keeping the test set completely inde-
pendent. The training dataset is used for model building, the
validation for evaluating the models during feature selection
and tuning parameters of classifiers. After the best feature
sets and classifier parameters are determined, the union of
the training and validation sets are used for building final
models and their performance is evaluated on the test (i.e.
holdout) set. In addition to this strategy, other studies, such
as [3], [19], [20], and [50], use the leave-one-subject-out
strategy or the 10-fold cross validation strategy [12], [14].
From these strategies, the independent test set (i.e. holdout) is
the most pessimistic [54], [55]. For that reason and because
the wrapper feature selection method would be much more
complicated with a leave-one-subject-out strategy, in this
study we use an independent test set for evaluation of the
models.
1) DaLiAc DATASET
This study described in [3] proposes a hierarchical,
multi-sensor based classification of Activities of Daily
Living (ADL) that reached an overall mean classification
rate of 89.6% and provided a benchmark dataset, hereafter
referred to as the DaLiAc (Daily Living Activities) dataset.
Nineteen healthy subjects performed thirteen activities. Four
Shimmer sensor nodes [56] were placed on right hip, chest,
right wrist and left ankle. Each sensor node consisted of three
accelerometer axes and three gyroscope axes. The range of
the accelerometer was ±6g. The range of the gyroscopes
was ±500deg/s for the sensor nodes wrist, chest, hip and
±2000deg/s for the sensor node on the ankle. The sampling
rate was set to 204.8Hz. The window length for segmentation
was 5 seconds (i.e. 1024 measurements from each sensor)
with 50% overlapping between adjacent windows. Because
the original study uses leave-one-subject-out evaluation pro-
cedure, we had to randomly divide the subjects into three
subsets. Thus, the information about the three subsets is
shown in Table 1. The list of activities which were analyzed
in this dataset have non-blank precision and recall values in
Table 4.
2) mHealth DATASET
In [12] is described the design, implementation and validation
of an open framework for agile development of mobile health
applications. As a result, the mHealth dataset was created.
It comprises of body motion and vital signs recordings, for
ten volunteers of diverse profile, while performing twelve
physical activities. Shimmer2 wearable sensors [56] were
used for the recordings. The sensors were placed on the
subject’s chest, right wrist and left ankle. The use of multiple
sensors permitted measuring motion experienced by diverse
body parts, namely, the acceleration, the rate of turn and
the magnetic field orientation, thus better capturing the body
dynamics. The sensor positioned on the chest also provided
2-lead ECG measurements, which were not used in the orig-
inal study [12], however they are analyzed in our study. The
sampling rate used for all sensing activities was 50 Hz, and
the window length and overlapping were 4s, respectively. The
reason why we performed oversampling by using a larger
overlap than the common 50% (2s in this case), was to
increase the number of segments, considering the low number
of subjects in this dataset. The summary of this dataset along
with the others is presented in Table 1. The twelve activities
performed in the mHealth dataset have valid precision and
recall values in Table 4.
3) FSP DATASET
The study presented in [14] explains an experiment where
ten participants performed seven different activities carrying
smart phones at five different body positions: right jeans
pocket, left jeans pocket, belt position towards the right leg,
right upper arm and right wrist. The first three positions are
regularly used by people carrying smartphones, the fourth
position is commonly used when jogging and the fifth posi-
tion simulates a smart-watch. The activities (listed in Table 4)
are mainly used in the related studies and they are the basic
motion activities in daily life. The experiments were car-
ried out indoors in one of the university buildings, except
biking. For walking, and jogging, the department corridor
was used. For walking upstairs and downstairs, a 5-floor
building with stairs was used. This study shows that multi-
sensor combination improves the recognition performance in
some cases. Henceforth, we refer to this dataset as FSP (Five
Smart Phones) in this study and more information about it is
provided in Table 1.
4) SBHAR DATASET
The Smartphone-based Human Activity Recognit-
ion (SBHAR) dataset was created as part of the study
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FIGURE 3. Accuracy per classification algorithm and best feature set per sensor location combination on the DaLiAc dataset.
described in [15] and [57]. Recordings of thirty subjects with
age from 19 to 48 years doing sixADLwhile carrying awaist-
mounted smartphone (Samsung Galaxy S II) with embedded
inertial sensors comprise this dataset. Using the phone’s
embedded accelerometer and gyroscope, they captured
3-axial body and total acceleration and 3-axial angular veloc-
ity at a constant rate of 50Hz. The experiments have been
video-recorded to label the data manually. The authors ran-
domly partitioned the subjects into two sets, thus obtaining
two sets of 21 and 9 subjects. We further divided the set of
21 subjects into two subsets, which we refer to as training
and validation datasets, while keeping the set of 9 subjects
as test dataset intact, thus obtaining three subsets in total, as
summarized with Table 1. The six activities analyzed in this
dataset have non-blank precision and recall values in Table 4.
5) SBHARPT DATASET
The same authors of the SBHAR dataset described an
extended version of the same dataset to include postural tran-
sitions in [16], denoted by SBHARPT. This dataset consists
of twelve human activities and postural transitions in total,
and more information about it is presented in Table 1. The
evaluated activities in the dataset are shown in Table 4. The
only difference is that for the SBHARPT dataset they did not
provide the body acceleration as in the SBHARdataset, rather
they provided just the total acceleration and the gyroscope
measurements. The six activities and transitions between
them analyzed in this dataset have non-blank precision and
recall values in Table 4.
III. RESULTS
The number of original and generated time series for each
dataset is shown in Table 1. Next, the total number of gener-
ated features, as well as the final number after the score-drift
feature screening and DFB feature selection was executed
(see Steps 12 and 13 in Fig. 2), is shown in Table 2. For
all datasets, the score-drift feature screening method signif-
icantly reduced the number of features, while also improving
the accuracy. Furthermore, the DFB feature selection addi-
tionally discarded most of the features, thus reducing them to
less than 60 for all datasets. This drastic reduction of features,
significantly lowered the classification models building time
while having little or no negative effect on the accuracy.
The accuracy per classification algorithm and best feature
set per sensor location combination on the DaLiAc dataset
is shown in Fig. 3. It is evident that the SVM, RF and
ERT had consistently better accuracy for all combinations
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FIGURE 4. Accuracy per classification algorithm and best feature set per sensor location combination on the mHealth dataset.
TABLE 2. Number of features and best accuracy per dataset and feature
selection method. Feat. is number of features and Acc. is Accuracy using
the best performance obtained on a particular feature set (FS). No feature
selection (No FS) columns refer to the number of features and accuracy
before the feature selection starts (at the end of step 10 in Fig. 2).
Score-Drift FS stands for the feature set that resulted in best accuracy
after the feature screening (Step 12 in Fig. 2). DFB FS stands for the
feature set obtained by DFB feature selection (Step 13 in Fig. 2) that
resulted in best accuracy.
of sensors than the other classifiers, while LR had worst
accuracy.
On themHealth dataset, the highest accuracywas very high
at 0.998, as shown in Fig. 4. It was evident that the ECG
sensor did not contribute to the activity recognition at all.
The accuracy without the ECG sensor was better or at the
same as when it was additionally used in all combinations of
other sensors. Likewise, it individually had poor performance
for activity recognition (0.337), which is by far the worst
when compared to the other sensor locations used individ-
ually (over 0.74). To simplify the charts, all combinations
that included the ECG sensor were omitted from Fig. 4. The
best classifiers for all combinations of sensor locations were
a kNN with 5 neighbors and an SVM.
The results of the experiments with the FSP dataset with
different sensor locations and various classifiers are shown
in Table 3. The highest accuracy was very high (0.998).
It is also evident that the redundancy of sensors on different
body locations did not significantly improve the classification
performance.
In Fig. 5 and Fig. 6 are shown the results of the exper-
iments with the SBHAR and SBHARPT datasets, respec-
tively. We can note that the same accuracy of about 0.958
was achieved for both datasets, and that the Naive Bayes
and kNN classifier have inconsistent accuracy for all sensor
type combinations, unlike the other classifiers, which perform
consistently better.
In Fig. 7 the maximum accuracy depending on the sensor
locations for the different datasets is shown. The purpose
of this figure is to simplify comparison of the different
combinations of sensor locations in different datasets and to
point out whether some of them are consistently better than
others. From the two sensor locations, the ankle plus wrist
combination results in best accuracy for both the DaLiAc and
mHealth datasets.
Next, Table 4 shows the precision and recall for each activ-
ity and each dataset on the independent test sets. The activities
which were not analyzed in some study, have blank values
for the precision and recall columns. Both the precision and
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TABLE 3. Accuracy per combination of sensor locations and classifier for the FSP dataset. Num. Loc. stands for number of locations where sensors are
placed; Sensor Loc. Comb. stands for Sensor location combination; PL stands for left jeans pocket and PR for right jeans pocket. The accuracies with gray
background are the best for a particular sensor location. The accuracy in bold is highest in general. The sensor location combination with gray
background has highest accuracy from all sensor location combinations with same number of sensor locations. The sensor location in bold resulted in
highest accuracy in general.
accuracy for most activities and dataset were very high, often
even 100%. However, for some of the more common activ-
ities, such as Sitting and Walking Upstairs or Downstairs,
it is notable that the precision of the SBHARPT dataset
was significantly lower, even when compared to the SBHAR
dataset, although it was based on the same sensors.
Fig. 8 shows the differences of the feature selection meth-
ods in terms of accuracy per classification algorithm and
dataset. From the DFB feature selection the logistic regres-
sion algorithm benefited the most almost on all datasets,
while all other classification algorithms had either similar
or slightly worse accuracy than with the best score-drift
screening feature set. However, in terms of time for building
models and making predictions, the benefit of the DFB
feature selection is clearly visible in Fig. 9. The duration
includes the time needed for model building with the union
of the training and validation sets and making predictions on
the independent test set. The duration of all classification
algorithms on all datasets has decreased considerably after
the DFB feature selection.
All feature extraction and machine learning
algorithms were implemented in Python 3 and were executed
on a 2.3 GHz quad-core Intel Core i7 processor (with Turbo
Boost up to 3.3GHz) with 6MB L3 cache and 16 GB RAM,
which should provide context for the execution times. The
segmentation (step 1 in Fig. 2) was peformed sequentially,
and the maximum time for all datasets was two minutes.
The feature extraction (steps 2 to 10 Fig. 2) required at
most two hours in total (for the FST dataset). The feature
importance and data drift sensitivity estimation (step 11 in
Fig. 2) required 10 minutes at most. Step 12 in Fig. 2, which
performed score-drift screening, executed for 30 minutes
for the largest dataset (i.e. FST). The DFB feature selection
(step 13 in Fig. 2) took at most 5 minutes for all datasets, con-
sidering that it started with an empty set and gradually added
and removed features until maximum of 2000 feature sets
were evaluated. Finally, step 14 required usually less than one
minute and at most 5 minutes to create a classification model
and make predictions for the test set (see Fig. 9). The reported
times for steps 12, 13 and 14 are when using all available
sensors for all datasets. These three steps were repeated for
each sensor location combination, thus increasing the total
time needed to perform all experiments.
IV. DISCUSSION
This study presented a systematic feature engineering process
from bodyworn sensorswhich resulted in reliable recognition
of human activities of daily living. Different classifiers with
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FIGURE 5. Accuracy per classification algorithm and best feature set per sensor combination on the SBHAR
dataset.
FIGURE 6. Accuracy per classification algorithm and best feature set per
sensor combination on the SBHARPT dataset.
different feature selection methods have been applied on
several publicly available datasets containing sensory data
from multiple body positions, and the influence of sensor
locations on the classification accuracy was analyzed.
From Fig. 7, which shows the maximum accuracy depend-
ing on the combination of sensor locations, it is evident
that some combinations are consistently better than others.
Clearly, from the two sensor locations the ankle plus wrist
combination results in best accuracy for both the DaLiAc and
mHealth datasets. For these two datasets additionally includ-
ing a sensor on the chest improves the accuracy. Another
peculiar discovery is that for different datasets, different iso-
lated sensor locations offered best results. For the DaLiAc
dataset it was the chest sensor, for the mHealth it was the
ankle sensor, and for the FSB dataset it was the left or right
jeans pocket. For the SBHAR and SBHARPT datasets only
one sensor location was utilized, therefore we cannot make
comparisons.
Another difference between datasets that becomes appar-
ent from Fig. 7 is that the same sensor in different datasets
yields very different accuracies. For instance, the sensor com-
binations shown on the left in Fig. 7 result in considerably
different accuracy in the DaLiAc and mHealth datasets, as
do the wrist sensor for DaLiaAc, mHealth and FSP datasets.
We attribute this difference to the different experimental setup
and somewhat different activities analyzed in the different
studies (see Table 4).
The score-drift feature screening method (Step 12 in
Fig. 2), which discarded low-informative features or ones
with high data distribution sensitivity, had huge impact on the
accuracy and time, while considerably reducing the number
of features (see Table 2). All algorithms benefited from the
DFB feature selection (see Steps 12 and 13 in Fig. 2) in
terms of execution time (see Fig. 9), while some of them
experienced a minor reduction in accuracy (see Fig. 8). The
algorithms that benefited the most from the reduced feature
sets are LR, kNN and SVMs, whereas NB, RF and ERT still
benefited, but not as much. As expected, the LR benefited
the most in terms of accuracy from the DFB feature selection
when it was used as a wrapper algorithm. Similarly, the NB
accuracy on the test set was also increased when it was used
as a wrapper algorithm during DFB feature selection. Other
algorithms were not as applicable for wrapper algorithms in
DFB feature selection. The ERT and RF evaluate multiple
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FIGURE 7. Accuracy per combination of sensor locations and dataset. Equivalence of sensor locations: mHealth Left Ankle => Ankle; FSP Belt =>
Waist, FSP Right Jeans Pocket and FSP Left Jeans Pocket => Hip.
feature and data subsets at random, thus making the addition
of removal of one feature non-transparent and the impact on
accuracy could be neglected. Because the performance of the
SVMs is highly sensitive to the values of their hyper param-
eters, each feature set can potentially have different optimal
values, making the search of best feature set dependent addi-
tionally on the hyper parameters, and therefore much more
complex.
With the DaLiAc dataset the best accuracy was 0.934,
obtained using three (i.e. ankle, chest, wrist) out of the four
sensor locations (i.e. ankle, chest, hip, wrist), as shown in
Fig. 3. From all two-sensor combinations, the best accuracy
was 0.918, obtained from the either the ankle and wrist
sensors, or the chest and wrist sensors. When only one sen-
sor location was used, the chest sensor provided best accu-
racy (0.891) and it was considerably better than the other
sensors. It is evident that the SVM, RF and ERT models
were consistently better for all combination of sensors than
the other classifiers, while LR was the worst in terms of
accuracy. Compared to the study [3], which published this
dataset and obtained 0.896 accuracy, our approach resulted
in higher accuracy (0.934). Note that their study used leave-
one-subject-out evaluation strategy, whereas ours used an
independent test set.
On the mHealth dataset the highest obtained accuracy was
0.998, using the three sensors placed at left ankle, right
wrist and chest (see Fig. 4). The study [12], which originally
published this dataset, did not use the ECG sensor for activity
recognition. We have also shown that this sensor has very
limited ability to recognize actions and is not useful neither in
isolation nor in combination with other sensors (see Fig. 4).
From the two sensor combinations, the left ankle plus right
wrist provided the highest accuracy (0.97). Individually, the
left ankle sensor resulted in highest accuracy (0.934). The
best classifiers for all combination of sensor locations were
a kNN with 5 neighbors and an SVM. Similar to the very
high accuracy (see Fig. 4) and precision and recall per activity
(Table 4) obtained by our approach, [12] also reports almost
perfect precision and recall.
The FSP dataset resulted in very high accuracy for different
sensor location combinations (see Table 3). Interestingly,
using only 2 sensor locations (e.g. on the wrist and in one
of the pockets), the maximum obtained accuracy was 0.9975.
When using sensors on 3, 4 or even 5 locations, the maxi-
mum accuracy was 0.9984, meaning that the more sensors
did not improve the accuracy significantly. Another peculiar
discovery is that even one sensor (i.e. smart phone) in either
of the pockets provides a very high accuracy 0.9938, which is
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TABLE 4. Precision and recall per dataset and activity with the classifier that resulted in best test accuracy.
FIGURE 8. Accuracy per classification algorithm and dataset on the two final feature sets. (a) Best feature set obtained with score-drift feature
screening. (b) Best feature set obtained with DFB feature selection.
significantly better than the highest accuracy obtained from
sensors on any of the other locations (e.g. wrist - 0.9635, arm
- 0.9475, belt - 0.9242). Another interesting discovery are the
pairs of redundant sensor locations. Sensors on the arm and
wrist resulted in accuracy of 0.9665, which is only marginally
better than using only a sensor on the wrist (0.9935). Like-
wise, using sensors only in both pockets (accuracy 0.9898)
is even worse than using only one in either pocket (accuracy
0.9938). We attribute this to the more effort required to find
an optimal feature subset from larger feature sets, which is a
consequence of using more sensors.
The fact that a sensor in one of the pockets and on the
wrist result in almost the best accuracy is very important,
because it resembles a very realistic use-case when a user
carries a smart phone in one of his pockets and wears a smart
watch. This encouraging realization means that with the least
intrusive sensor location (a smartphone in the pocket and a
smart watch), human activity recognition can be performed
very reliably. The best precision per activity obtained in our
study is significantly better than in the original study [14]
for all activities. In fact, for all activities we obtained a
precision of at least 0.9947. Note that, we used an inde-
pendent test set from users that were not used for building
models, while the original study used 10-fold cross vali-
dation (which generally is considered as a more optimistic
strategy [54]).
The highest accuracy for the SBHAR dataset obtained in
the studies [15], [57] was 0.96, similar to the accuracy of
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FIGURE 9. Time needed to build models on the union of the training and validation sets and make predictions on the test set, per classification
algorithm and dataset on the two final feature sets. (a) Best feature set obtained with score-drift feature screening. (b) Best feature set
obtained with DFB feature selection.
0.959 obtained in our study. We have showed that separating
the body acceleration out of the total acceleration recorded
by the sensor with frequency filtering was not necessary,
as our feature extraction framework was able to come up
with robust features (see Fig. 5). This is an important finding
that can be used to simplify the feature extraction process in
variety of pattern recognition applications based on sensory
data because we showed that there is no need of specialized
noise filtering. Individually, the total acceleration yielded an
accuracy of 0.906, whereas the gyroscope resulted in consid-
erably lower accuracy of 0.796.
For the SBHARPT dataset, which is an extended version
of the SBHAR dataset that includes postural transitions in
addition to the activities already available, we have obtained
an accuracy of 0.958 (see Fig. 6). It is somewhat higher than
the accuracy of 0.926, reported in [16]. Another advantage
of our approach is that it is generic, unlike the approach
used in [16], which requires a special assessment method
specific to the different postural transitioning conditions that
can appear.
The impact of the feature selection methods on num-
ber of features can be analyzed from Table 2 and Fig. 8.
Clearly, both methods reduce the number of features sig-
nificantly. The fast feature ranking method that screens
features reduces the number of features by 3 to 5 times,
while notably increasing the accuracy. The finer grained
DFB feature selection further reduces the number of features
and for all datasets the number of selected features is at
most 60, which considerably improves the execution time
(see Fig. 9).
In regards to the classification algorithms, generally SVMs
provided best accuracy, albeit requiring significant effort
for parameter tuning, while also being the slowest, con-
sidering the time needed for building classification mod-
els and making predictions. ERTs performed consistently
good on all datasets while also being very fast. Furthermore,
redundant and uninformative features did not affect their
accuracy significantly. RFs performed comparably to ERTs,
even though they were somewhat slower. Both ERTs and
RFs were very fast, owing to the parallel implementation.
In terms of accuracy, next were kNNs, which were also
fast for smaller feature sets, but could be even the slow-
est in cases of large feature sets. In general, LR and NB
performed considerably worse than the other algorithms in
terms of accuracy, but were the fastest. However, in case
of small number of classes (i.e. activities of interest), LR
yielded very good accuracy, comparable to the best on those
datasets. Anyhow, LR andNBwere very useful for the feature
selection process as wrapper algorithms due to their speed,
low memory requirements and ability to asses the impact on
the accuracy of single features when added to or removed
from a feature set. Additionally, they are most suitable for
execution on devices with limitedmemory and computational
requirements.
V. CONCLUSION
ADL recognition is the most common task in AAL sys-
tems, therefore it receives great attention from the scientific
communities. For successful deployment of AAL systems
there are three main factors: cost, reliable performance and
acceptance by end users. To address them, in this paper
we have proposed a method for determining the optimal
number of sensors, sensor positions and optimal number
of features. This is performed by a framework for auto-
matic feature engineering for robust recognition of ADLs,
regardless of the number of sensors, their types, or body
placement. The proposed method reduces the time to deter-
mine which features are best suited for a particular task
because no manual effort is required, rather a variety of
features are automatically generated and the best ones are
selected. By determining the best possible feature set, the
recognition performance is boosted. Using a small but robust
feature set can facilitate execution on hardware with lim-
ited resources.
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By performing experiments on five publicly available
datasets, we have evaluated the proposed framework with a
holdout set, consisted of data from subjects that were not
used for building classification models. Due to the variety of
generated features and the diligent feature selection, for each
dataset we could select small feature sets that yielded better or
at least the same classification accuracy as the original studies
that published the datasets. In line with this, all combinations
of sensor locations were automatically analyzed, which iden-
tified the essential sensor locations and the locations that are
redundant, for each dataset separately. Additionally, a com-
parison between the different datasets was performed in order
to identify the precision and recall per activity, depending on
the used sensor locations.
The common application of the proposed method would
be during the design phase of AAL systems for offline model
building and evaluation. Subsequently, the findings from the
experiments could be used for identifying key features and
appropriate machine learning algorithm that can be later
employed for activity recognition in online mode, even on
mobile devices.
Using the proposed approach and the evaluated datasets,
we were able to identify that using only a smartphone and a
smartwatch, a very high accuracy of activity recognition can
be achieved. This finding is very important and encourag-
ing because these two devices are very common nowadays,
and are not perceived as too-intrusive. Therefore, they may
be employed for ADL recognition without reluctance and
aversion from the subjects, as they could be already carry-
ing them, which may reduce the cost of AAL systems for
ADL recognition because specialized hardware would not be
required.
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