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Abstract
We study the problem of existence and uniqueness of solutions of backward
stochastic differential equations with two reflecting irregular barriers, Lp data and
generators satisfying weak integrability conditions. We deal with equations on
general filtered probability spaces. In case the generator does not depend on the
z variable, we first consider the case p = 1 and we only assume that the under-
lying filtration satisfies the usual conditions of right-continuity and completeness.
Additional integrability properties of solutions are established if p ∈ (1, 2] and the
filtration is quasi-continuous. In case the generator depends on z, we assume that
p = 2, the filtration satisfies the usual conditions and additionally that it is sepa-
rable. Our results apply for instance to Markov-type reflected backward equations
driven by general Hunt processes.
1 Introduction
In the present paper we study the problem of existence and uniqueness of solutions
of backward stochastic differential equations (BSDEs for short) with two reflecting
barriers. There is now an extensive literature on the subject, but unfortunately all the
available results concern equations with underlying filtration generated by a Wiener
process (Brownian filtration) or by a Poisson random measure and an independent
Wiener process (Brownian-Poisson filtration). In the paper we deal with equations on
general filtered probability spaces. In the case where the generator of the equation
is independent of the z variable we only assume that the underlying filtration F =
{Ft; t ∈ [0, T ]} satisfies the usual conditions of right-continuity and completeness. In
the general case of equations with generators depending on z we assume that the Hilbert
space L2(FT ) is separable. Another dominant feature of the paper is that we study
equations with irregular barriers, Lp data (p ∈ [1, 2] in case the generator is independent
of z and p = 2 in the general case) and with generators satisfying weak regularity and
growth assumptions.
In the case of Brownian filtration the theory of reflected BSDEs with irregular
barriers and weak assumptions on the data is quite well developed. We refer the reader
to [5, 16, 21] for existence and uniqueness results for equations with irregular barriers.
Reflected BSDEs with monotone generator satisfying weak growth condition are studied
MSC2010 subject classifications. Primary 60H10; Secondary 60H20.
Key words and phrases. Reflected BSDE, general filtration, L1 data.
Research supported by Polish NCN grant no. 2012/07/B/ST1/03508.
1
in [11, 10, 15, 24], whereas equations with Lp-data and p ∈ [1, 2] in [7, 11, 10, 24]. In
the case of the Brownian-Poisson filtration the only known results concern reflected
BSDEs with ca`dla`g barriers, Lipschitz-continuous generators and L2 data (see [6, 8]).
Let (Ω,F = {Ft; t ∈ [0, T ]}, P ) be a filtered probability space satisfying the usual
conditions. Suppose we are given an FT measurable random variable ξ (terminal time),
a measurable function f : Ω×[0, T ]×R → R (generator) such that f(·, y) ∈ Prog([0, T ]×
Ω) and two progressively measurable processes L,U (barriers) such that Lt ≤ Ut for
a.e. t ∈ [0, T ]. By a solution of the reflected BSDE with data ξ, f and barriers U,L
(RBSDE(ξ, f, L, U)) for short) on (Ω,F , P ) we mean a triple (Y,M,R) consisting of
an adapted ca`dla`g process Y of Doob’s class (D), a local martingale M with M0 = 0
and a predictable finite variation process R with R0 = 0 such that
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dRr −
∫ T
t
dMr, t ∈ [0, T ], (1.1)
Lt ≤ Yt ≤ Ut for a.e. t ∈ [0, T ] (1.2)
and the following minimality condition for R is satisfied: for every ca`dla`g processes
Lˆ, Uˆ such that Lt ≤ Lˆt ≤ Yt ≤ Uˆt ≤ Ut for a.e. t ∈ [0, T ] we have∫ T
0
(Yt− − Lˆt−) dR
+
t =
∫ T
0
(Uˆt− − Yt−) dR
−
t = 0, (1.3)
where R = R+ −R− is the Jordan decomposition of the measure dR. Condition (1.3)
has been considered in [21] in the case of reflected BSDEs with Brownian filtration.
Note that the above definition of a solution is similar in spirit to the definition of a
solution of nonreflected BSDEs on general filtered spaces considered in [13, 17]. It
is well suited for studying by probabilistic methods partial differential equations with
irregular data (see [13, 14]).
In the paper we assume that f is continuous, monotone with respect to y and
satisfies the following mild growth condition
E
∫ T
0
|f(t, 0)| dt <∞, ∀ y ∈ R, [0, T ] ∋ t 7→ f(t, y) ∈ L1(0, T ). (1.4)
Condition (1.4) has appeared before in the papers on nonreflected (see [1]) and reflected
(see [11, 10]) BSDEs with L1 data adapted to the Brownian filtration. As for the barri-
ers, we merely assume that they are measurable and satisfy the following Mokobodski
condition: there exists a special semimaringale X with integrable finite variation part
such that
Lt ≤ Xt ≤ Ut for a.e. t ∈ [0, T ], E
∫ T
0
|f(t,Xt)| dt <∞. (1.5)
We prove that if f, L, U satisfy conditions (1.4), (1.5) and the data are in L1, i.e.
ξ ∈ L1(FT ) and
∫ T
0 |f(·, 0)| dt ∈ L
1(FT ), then there exists a unique solution (Y,M,R)
of RBSDE(ξ, f, L, U). We also show that under the assumptions ensuring the existence
of a solution of nonreflected BSDE condition (1.5) is necessary for the existence of a
solution of (1.1) such that E|R|T < ∞. Furthermore, we show that if the jumps of
the barriers are totally inaccessible and F is quasi-left continuous then R is continuous
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(reflected BSDEs with such barriers and Poisson-Brownian filtration are considered in
[6]). Finally, we show that if the barriers satisfy the standard Mokobodski condition,
i.e. only the first condition in (1.5) is satisfied, then the solution still exists but in
general R is not integrable (it may happen that E|R|qT =∞ for every q > 0, see [10]).
In Section 5 we show that under the additional assumption of quasi-left continuity of
the filtration F , if the data are Lp integrable for some p ∈ (1, 2], i.e. ξ ∈ Lp(FT ),∫ T
0 |f(·, 0)| dt ∈ L
p(FT ), X ∈ H
p and
∫ T
0 |f(t,Xt)| dt ∈ L
p(FT ), then the solution
(Y,M) of (1.1)–(1.3) belongs to the space Sp ⊗Mp.
In the last section of the paper we study BSDEs with generators possibly depending
on the z variable. To deal with such equations we need some sort of the representation
theorem for square integrable martingales. In the paper we use the representation by
series of stochastic integrals, because it applies to general filtered spaces. In the context
of BSDEs this type of representation of martingales has been used in [2, 19]. It should
be stressed, however, that our methods also works for other type of representations.
For instance, one can employ the representation of [26], which is commonly used in the
case of BSDEs with the Brownian-Poisson filtration (see Remark 6.5).
To have the representation theorem, we assume additionally that L2(Ω,FT , P ) is a
separable Hilbert space. It is known that then there exists an orthogonal sequence {M i}
of square integrable martingales such that each locally square integrable martingale N
admits the representation
Nt = N0 +
∞∑
i=1
∫ t
0
Zir dM
i
r, t ∈ [0, T ] (1.6)
for some sequence {Zi} of predictable processes. By a solution of RBSDE(ξ, f, L, U)
we mean a triple (Y,Z,R) consisting of a ca`dla`g adapted process Y ∈ S2, predictable
process Z = {Zi} satisfying P (
∑∞
i=1
∫ T
0 |Z
i
t |
2 d〈M i〉t <∞) = 1 and a predictable finite
variation process R with R0 = 0, such that (1.2), (1.3) hold true and
Yt = ξ +
∫ T
t
f(r, Yr, Zr) dr +
∫ T
t
dRr −
∞∑
i=1
∫ T
t
Zir dM
i
r, t ∈ [0, T ].
In our main result of the last section we assume that the data are in L2, i.e. ξ ∈ L2(FT )
and
∫ T
0 |f(·, 0, 0)| dt ∈ L
2(FT ), and that the generator f is monotone with respect to y
and Lipschitz continuous with respect to z (in the appropriate norm generated by the
sequence {M i}), satisfies the growth condition with respect to y similar to (1.4) and
Lt ≤ Xt ≤ Ut for a.e. t ∈ [0, T ], E
( ∫ T
0
|f(t,Xt, 0)| dt
)2
<∞
for some semimartingale X ∈ H2. We show that under these assumptions there exists
a unique solution (Y,Z,R) ∈ S2 ⊗M2 ⊗ V2 of RBSDE(ξ, f, L, U).
We close the presentation of our main results with the following general remarks.
In the existing literature mainly reflected BSDEs on spaces equipped with Brownian or
Brownian-Poisson filtration are considered. One of the reasons is that such a framework
is sufficient for applications of BSDEs to mathematical finance. In the present paper we
improve these results on RBSDEs by relaxing assumptions on the generator. Namely,
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we replace the Lipschitz continuity of f with respect to y by monotonicity and as a
growth condition we only impose very weak integrability condition (1.4). Moreover,
if the generator is independent of z, we consider Lp data for p ∈ [1, 2). Reflected
BSDEs on more general filtered probability spaces arise naturally in applications to
partial differential equations involving operators generated by semi-Dirichlet forms or
generalized Dirichlet forms. The papers [13, 14] show that BSDEs provide very efficient
tool for investigating abstract elliptic equations of the form
−Au = f(x, u) + µ, (1.7)
where µ is a smooth measure and A is a Dirichlet operator. Similar to (1.7) parabolic
equations are investigated in [12]. To study (1.7) one needs to consider backward equa-
tions with forward driving process being a general special standard Markov processes.
Our main motivation for studying BSDEs in an abstract framework was to cover this
class of processes. Also note that in the whole paper we consider generalized reflected
RBSDEs, i.e. equations of the form (1.1) perturbed by some finite variation process
V . In applications to PDEs we have in mind, adding V to (1.1) allows one to study
equations with true measure data (V is then the additive functional of the forward
process in the Revuz correspondence with the measure on the right-hand side of the
equation).
2 BSDEs with one reflecting barrier
Let us fix T > 0 and a stochastic basis (Ω,F = {Ft, t ∈ [0, T ]}, P ) satisfying the
usual conditions of right continuity and completeness. By T we denote the set of all F
stopping times with values in [0, T ]. For s, t ∈ [0, T ] such that s ≤ t we denote by Tt
(resp. Ts,t) the set of all τ ∈ T such that P (τ ∈ [t, T ]) = 1 (resp. P (τ ∈ [s, t]) = 1).
By M (resp. Mloc) we denote the space of F martingales (resp. local F mar-
tingales). M0 (resp. M
p ) is the subspace of M ∈ M consisting of M such that
M0 = 0 (resp. E[M ]
p/2
T < ∞). By V (resp. V
+) we denote the space of F progres-
sively measurable processes of finite variation (resp. increasing). V0 (resp. V
p) is the
subspace of V consisting of V such that V0 = 0 (resp. E|V |
p
T <∞).
pV is the space of
predictable processes in V. By Sp we denote the space of F progressively measurable
processes Y such that E supt≤T |Yt|
p < ∞. By Lp(F) we denote the space of F pro-
gressively measurable processes X such that E
∫ T
0 |Xt|
p dt < ∞. Lp(FT ) is the space
of FT measurable random variables X such that E|X|
p
T <∞.
In the rest of the paper ξ is an FT measurable random variable, L is an F-
progressively measurable process, V ∈ V0, f : Ω× [0, T ]×R→ R is a measurable func-
tion such that f(·, y) is F progressively measurable for every y ∈ R. We also adopt the
convention that every ca`dla`g process Y on [0, T ] extends to [0,∞) by Yt = YT , t ≥ T .
Definition. We say that a triple of processes (Y,M,K) is a solution of reflected back-
ward stochastic differential equation with terminal condition ξ, right-hand side f + dV
and lower barrier L (RBSDE(ξ, f + dV,L) for short) if
(a) Y is F adapted ca`dla`g process of Doob’s class (D), M ∈ M0,loc, K ∈
pV+0 ,
(b) Yt ≥ Lt for a.e. t ∈ [0, T ],
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(c) for every ca`dla`g process Lˆ such that Lt ≤ Lˆt ≤ Yt for a.e. t ∈ [0, T ],∫ T
0
(Yt− − Lˆt−) dKt = 0,
(d) [0, T ] ∋ t→ f(t, Yt) ∈ L
1(0, T ) and
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr +
∫ T
t
dKr −
∫ T
t
dMr, t ∈ [0, T ].
We shall prove a comparison result (and consequently uniqueness) for solutions of
reflected equations under the following monotonicity condition.
(H1) There is µ ∈ R such that for a.e. t ∈ [0, T ] and every y, y′ ∈ R,
(f(t, y)− f(t, y′))(y − y′) ≤ µ|y − y′|2.
Proposition 2.1. Let (Y i,M i,Ki) be a solution of RBSDE(ξi, f i + dV i, Li), i = 1, 2.
Assume that ξ1 ≤ ξ2, L1t ≤ L
2
t for a.e. t ∈ [0, T ], dV
1 ≤ dV 2, and either f1 satisfies
(H1) and f1(t, Y 2t ) ≤ f
2(t, Y 2t ) for a.e. t ∈ [0, T ] or f
2 satisfies (H1) and f1(t, Y 1t ) ≤
f2(t, Y 1t ) for a.e. t ∈ [0, T ]. Then Y
1
t ≤ Y
2
t , t ∈ [0, T ].
Proof. Set Y = Y 1 − Y 2, M = M1 −M2, K = K1 −K2. By the assumptions and
the Tanaka-Meyer formula, for every τ ∈ T we have
Y +τ ≤ Y
+
τ +
∫ τ
t
1{Y 1r−>Y
2
r−}
(f1(r, Y 1r )− f
2(r, Y 2r )) dr +
∫ τ
t
1{Y 1r−>Y
2
r−}
d(V 1 − V 2)r
+
∫ τ
t
1{Y 1r−>Y
2
r−}
dKr −
∫ τ
t
1{Y 1r−>Y
2
r−}
dMr
≤ Y +τ + µ
∫ τ
t
Y +r dr +
∫ τ
t
1{Y 1r−>Y
2
r−}
dK1r −
∫ τ
t
1{Y 1r−>Y
2
r−}
dMr. (2.1)
Observe that L1t ≤ Y
1
t ∧ Y
2
t ≤ Y
1
t for a.e. t ∈ [0, T ] and∫ τ
t
1{Y 1r−>Y
2
r−}
dK1r =
∫ τ
t
1{Y 1r−>Y
2
r−}
|Y 1r− − Y
2
r−|
−1(Y 1r− − Y
1
r− ∧ Y
2
r−) dK
1
r .
Hence ∫ τ
t
1{Y 1r−>Y
2
r−}
dK1r ≤ 0, t ∈ [0, τ ]
by condition (c) of the definition of the solution of RBSDE(ξ1, f1 + dV 1, L1). From
(2.1) it therefore follows that
Y +t ≤ Y
+
τ + µ
∫ τ
t
Y +r dr −
∫ τ
t
1{Yr−>0} dMr, t ∈ [0, τ ].
Let {τn} ⊂ T be a fundamental sequence for the martingale M . Then by the above
inequality,
EY +t∧τn ≤ EY
+
τn + µE
∫ τn
t∧τn
Y +r dr, t ∈ [0, T ].
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Since Y is of class (D), letting n→∞ gives
EY +t ≤ µ
∫ T
t
EY +r dr, t ∈ [0, T ],
so applying Gronwall’s lemma yields the desired result. ✷
Corollary 2.2. Let assumption (H1) hold. Then there exists at most one solution of
RBSDE(ξ, f + dV,L).
Let us recall that a filtration F is called quasi-left continuous if for every sequence
{τn} ⊂ T and τ ∈ T , if τn ր τ then
∨
n∈N Fτn = Fτ .
Proposition 2.3. Assume that F is quasi-left continuous, ξ ∈ L1(FT ), V ∈ V
1
0 and L
is a ca`dla`g process of class (D). Set
Yt = ess sup
τ∈Tt
E
(∫ τ
t
dVr + Lτ1{τ<T} + ξ1{τ=T}|Ft
)
. (2.2)
Then for every predictable τ ∈ T such that τ > 0,
Yτ− = Lτ− ∨ (Yτ +∆Vτ ). (2.3)
Proof. For simplicity we assume that τ is constant. The proof in the general case
goes through as in case τ ≡ const, with some obvious changes.
First observe that the process Y¯t ≡ Yt +
∫ t
0 dVr, t ∈ [0, T ], is a supermartingale and
if we put
L¯t = Lt +
∫ t
0
dVr, ξ¯ = ξ +
∫ T
0
dVr
then
Y¯t− = L¯t− ∨ Y¯t iff Yt− = Lt− ∨ (Yt +∆Vt).
Therefore without loss of generality we may and will assume that V = 0. Then Y is a
supermartingale. By the assumptions of the proposition, Y is of class (D). Therefore
there exist K ∈ V1,+0 and M ∈ M0 such that
Yt = Y0 −Kt +Mt, t ∈ [0, T ].
Since F is quasi-left continuous, ∆Mt = 0, P -a.s. for every t ∈ [0, T ]. Hence ∆Yt ≤ 0
for every t ∈ (0, T ], which implies that for every t ∈ (0, T ],
Yt ≤ Yt− . (2.4)
On the other hand, Yt ≥ Lt, t ∈ [0, T ]. Therefore Lt− ≤ Yt− , t ∈ (0, T ]. From this and
(2.4) it follows that for every t ∈ (0, T ],
Yt ∨ Lt− ≤ Yt− .
We are going to show the opposite inequality. To this end, let us fix t ∈ (0, T ] and
s ∈ [0, t). By known properties of Snell’s envelope (see [4]),
Ys = ess sup
τ∈Ts,t
E(Lτ1{τ<t} + Yt1{τ=t}|Fs)
= E(ess sup
τ∈Ts,t
(Lτ1{τ<t} + Yt1{τ=t})|Fs)
≤ E(ess sup
τ∈Ts,t
(Lτ1{τ<t} + (Yt ∨ Lt−)1{τ=t})|Fs) ≡ Us.
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Observe that
Ys ≤ Us, s ∈ (0, t) (2.5)
and
Us = E(ess sup
τ∈Ts,t
(Lτ1{τ<t} + (Yt ∨ Lt−)1{τ=t})|Fs) ≥ E(Yt ∨ Lt−|Fs),
which implies that
E(Yt ∨ Lt−|Ft−) ≤ lim inf
s→t−
Us.
Put
Lˆr = Lr1{r<t} + (Yr ∨ Lr−)1{r=t}, r ∈ [0, t].
With this notation,
Us = E(ess sup
τ∈Ts,t
Lˆτ |Fs).
For ε > 0 set
Bsε = { sup
s≤r≤t
Lˆr ≤ Lˆt + ε}.
Since Lˆ is ca`dla`g and has nonnegative jump at r = t,
lim
s→t−
Bsε = Ω. (2.6)
We have
E(ess sup
τ∈Ts,t
Lˆτ |Fs) = E(ess sup
τ∈Ts,t
Lˆτ1Bsε |Fs) + E(ess sup
τ∈Ts,t
Lˆτ1(Bsε)c |Fs)
≤ E((Lˆt + ε)1Bsε |Fs) + E(ess sup
τ∈Ts,t
Lˆτ1(Bsε)c |Fs). (2.7)
Since Lˆ is of class (D), it follows from (2.6) that
E(E(ess sup
τ∈T
|Lˆτ |1(Bsε )ε |Fs)) = sup
τ∈T
E|Lˆτ |1(Bsε )c → 0 (2.8)
as s→ t−. Letting s→ t− in (2.7) and using (2.6), (2.8) yields
lim sup
s→t−
Us ≤ ε+ E(Lˆt|Ft−).
Since the above inequality holds for every ε > 0 and the filtration F is quasi-left
continuous, it follows that lim sups→t− Us ≤ Lˆt, which when combined with (2.5) gives
Lt− ∨ Yt = lim
s→t−
Us.
By this and (2.5),
Yt− = lim
s→t−
Ys ≤ lim
s→t−
Us = Lt− ∨ Yt,
and the proof is complete. ✷
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Example 2.4. The conclusion of Proposition 2.3 does not hold if the quasi-continuity
of filtration is omitted from the hypotheses. To see this let us consider a random
variable ξ such that P (ξ = 5) = P (ξ = 1) = 1/2. Let T > 1, G = σ(ξ). Define
F = {Ft, t ∈ [0, T ]} as follows: Ft = {∅,Ω} for t ∈ [0, 1) and Ft = G for t ∈ [1, T ].
Then the filtration F is right-continuous but is not quasi-left continuous. Let V = 0
and Lt = 2 for t ∈ [0, 1), Lt = 0 for t ∈ [1, T ]. Since Y
n
t ≥ Y
0
t ≥ Lt for t ∈ [0, T ], it
follows that
Y nt = Yt, t ∈ [0, T ],
where Y is defined by (2.2) and Y nt is a solution of (2.10) with F , ξ, L defined above
and f = V n = 0. Moreover,
Yt =
{
Eξ, t ∈ [0, 1),
ξ, t ∈ [1, T ],
from which it follows that Y1− 6= L1− ∨ Y1.
Remark 2.5. That Proposition 2.3 is not true if we drop the assumption of quasi-left
continuity of filtration stems from the fact that the jumps of Y in predictable times
can be produced by its martingale part.
Our Proposition 2.3 follows from a more general Proposition 2.6 proved in [4]. We
have decided to provide Proposition 2.3 here to make our presentation self-contained
in the important case of quasi-left continuous filtration. The second reason is that the
proof of Proposition 2.3 is much simpler than that of Proposition 2.6.
Proposition 2.6. Under the assumptions of Proposition 2.3 but with F only satisfying
the usual conditions,
Yt− = Lt− ∨ (
pYt +
pVt − Vt−), t ∈ [0, T ], (2.9)
where pY (resp. pV ) denotes the predictable projection of the process Y (resp. V ).
Proof. See [4, Proposition 2.34].
In the rest of this section (Y n,Mn) stands for the solution of the BSDE
Y nt = ξ +
∫ T
t
f(r, Y nr ) dr +
∫ T
t
dKnr +
∫ T
t
dV nr −
∫ T
t
dMnr , t ∈ [0, T ], (2.10)
where
Knt =
∫ t
0
n(Y nr − Lr)
− dr, t ∈ [0, T ]
and {V n} ⊂ V0 are processes such that dV
n ≤ dV n+1, n ≥ 1, and V nt → Vt, t ∈ [0, T ].
Definition. We say that a pair (Y,M) is a supersolution of BSDE(ξ, f + dV ) if there
exists a process C ∈ V1,+0 such that (Y,M) is a solution of BSDE(ξ, f + dV + dC).
Let us consider the following hypotheses.
(H2) [0, T ] ∋ t 7→ f(t, y) ∈ L1(0, T ) for every y ∈ R,
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(H3) R ∋ y 7→ f(t, y) is continuous for a.e. t ∈ [0, T ].
Lemma 2.7. Assume that Y nt ր Yt, t ∈ [0, T ], Y is a ca`dla`g process of class (D),
fY ≡ f(·, Y ) ∈ L
1(F), V ∈ V10 and (H1)–(H3) are satisfied. Then Y is the smallest
supersolution of BSDE(ξ, fY + dV ) such that Yt ≥ Lt for a.e. t ∈ [0, T ].
Proof. Put
Y˜ nt = Y
n
t +
∫ t
0
f(r, Y nr ) dr +
∫ t
0
dV nr , t ∈ [0, T ].
Observe that Y˜ n is a supermartingale of class (D) and that by (H1)–(H3), Y˜ nt → Y˜t,
t ∈ [0, T ], where
Y˜t = Yt +
∫ t
0
f(r, Yr) dr +
∫ t
0
dVr, t ∈ [0, T ].
Since Y˜ is also a supermartingale of class (D), there exist M ∈ M0 and K ∈ V
1,+
0 such
that
Y˜t = Y˜0 +Kt +Mt, t ∈ [0, T ].
Hence
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr +
∫ T
t
dKr −
∫ T
t
dMr, t ∈ [0, T ],
i.e. (Y,M) is a supersolution of BSDE(ξ, fY + dV ). Let (Yˆ , Mˆ ) be a supersolution
of BSDE(ξ, fY + dV ) such that Lt ≤ Yˆt for a.e. t ∈ [0, T ]. By the definition of a
supersolution there exists C ∈ V1,+0 such that
Yˆt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr +
∫ T
t
dCr −
∫ T
t
dMˆr, t ∈ [0, T ].
Let (Y¯ n, M¯n) be a solution of the BSDE
Y¯ nt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr +
∫ T
t
n(Y¯ nr − Lr)
− dr −
∫ T
t
dM¯nr , t ∈ [0, T ].
Since
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr +
∫ T
t
n(Yr − Lr)
− dr +
∫ T
t
dVr
+
∫ T
t
dKr −
∫ T
t
dMr, t ∈ [0, T ],
it follows from [13, Proposition 2.1] that Y¯ nt ≤ Yt, t ∈ [0, T ]. Arguing as in the case of
the sequence {Y n} we show that there exist K¯ ∈ V1,+0 and a ca`dla`g process Y¯ of class
(D) (since Y¯ n ≤ Y ) such that
Y¯t = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dK¯r +
∫ T
t
dVr −
∫ T
t
dM¯r, t ∈ [0, T ]
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and Y¯ nt ր Y¯t for every t ∈ [0, T ]. By [13, Proposition 2.1], Y¯
n
t ≤ Yˆt, t ∈ [0, T ], because
Yˆt = ξ+
∫ T
t
f(r, Yr) dr+
∫ T
t
dVr+
∫ T
t
n(Yˆr−Lr)
−dr+
∫ T
t
dCr−
∫ T
t
dMˆr, t ∈ [0, T ].
Thus
Y¯t ≤ Yˆt, t ∈ [0, T ]. (2.11)
Now we will show that Y¯t = Yt, t ∈ [0, T ]. To this end, let us set
K¯nt =
∫ t
0
n(Y¯ nr − Lr)
− dr, Unt− = ŝgn(Y
n
t− − Y¯
n
t−),
where xˆ = x|x|1{x 6=0}. By the Tanaka-Meyer formula, for every τ ∈ T we have
|Y nt − Y¯
n
t | ≤ |Y
n
τ − Y¯
n
τ |+
∫ τ
t
Unr− d(K
n − K¯n)r +
∫ τ
t
Unr−(f(r, Y
n
r )− f(r, Yr)) dr
−
∫ τ
t
Unr− d(M
n − M¯n)r ≤ |Y
n
τ − Y¯
n
τ |+
∫ τ
t
|f(r, Y nr )− f(r, Yr)| dr
−
∫ τ
t
Unr− d(M
n − M¯n)r, t ∈ [0, τ ].
Let {τk} ⊂ T be a fundamental sequence for M
n − M¯n. Since Y n − Y¯ n is of class
(D), replacing τ by τk in the above inequality, taking the expectations and then letting
k →∞ we get
E|Y nt − Y¯
n
t | ≤ E
∫ τ
t∧τ
|f(r, Y nr )− f(r, Yr)| dr, t ∈ [0, T ]. (2.12)
By (H1),
f(r, Yr)− µYr ≤ f(r, Y
n
r )− µY
n
r ≤ f(r, Y
1
r )− µY
1
r ,
so applying the Lebesgue dominated convergence theorem shows that the right-hand
side of (2.12) tends to zero. Therefore Y¯t = Yt, t ∈ [0, T ], which when combined with
(2.11) implies that Yt ≤ Yˆt, t ∈ [0, T ]. ✷
Corollary 2.8. Under the assumptions of Lemma 2.7,
Yt = ess sup
τ∈Tt
E
( ∫ τ
t
f(r, Yr) dr +
∫ τ
t
dVr + Lˆτ1{τ<T} + ξ1{τ<T}|Ft
)
for every ca`dla`g process Lˆ such that Lt ≤ Lˆt ≤ Yt for a.e. t ∈ [0, T ].
Proof. From Lemma 2.7 it is clear that the process Y is the smallest supersolution of
BSDE(ξ, fY + dV ) such that Yt ≥ Lˆt, t ∈ [0, T ]. From this we conclude that Y˜ defined
in the proof of Lemma 2.7 is the smallest supermartingale with the property that Y˜T =
ξ˜ ≡ ξ+
∫ T
0 f(r, Yr) dr+
∫ T
0 dVr majorizing the process L˜t = Lˆt+
∫ t
0 f(r, Yr) dr+
∫ t
0 dVr.
Therefore
Y˜t = ess sup
τ∈Tt
E(L˜τ1{τ<T} + ξ˜1{τ=T}|Ft),
from which the desired result immediately follows. ✷
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Corollary 2.9. Under the assumptions of Lemma 2.7,
Yt− = Lˆt− ∨ (
pYt +
pVt − Vt−), t ∈ [0, T ].
for any ca`dla`g process Lˆ such that Lt ≤ Lˆt ≤ Yt for a.e. t ∈ [0, T ].
Proof. Follows immediately from Corollary 2.8 and Proposition 2.6. ✷
Lemma 2.10. Assume that Y is a supermartingale of class S2 admitting the decom-
position
Yt = Y0 −Kt +Mt, t ∈ [0, T ]
for some K ∈ pV+0 , M ∈ M0. Then there exists c > 0 (not depending on Y ) such that
E[Y ]T + E|KT |
2 ≤ cE sup
t≤T
|Yt|
2.
Proof. Without loss of generality we may assume that Y is bounded from above,
for otherwise we can first prove the inequality for the supermartingale Y ∧ n and then
pass with n to the limit. By the Itoˆ-Meyer formula, for every τ ∈ T ,
|Yt|
2 = |Yτ |
2 +
∫ τ
t∧τ
Yr− dKr −
∫ τ
t∧τ
Yr− dMr −
∫ τ
t∧τ
d[Y ]r, t ∈ [0, τ ]. (2.13)
We also have
Yt = Yτ +
∫ τ
t∧τ
dKr −
∫ τ
t∧τ
dMr, t ∈ [0, τ ]. (2.14)
Let {τk} ⊂ T be a fundamental sequence for M . Then replacing τ by τ
k in the above
equation, taking the expectation and then letting k →∞ we get
EKT = EY0 −EYT <∞. (2.15)
Using the localization procedure one can deduce from (2.13) and (2.15) that
EY 2t + E
∫ T
t
d[Y ]r ≤ E|YT |
2 + ‖Y ‖∞EKT <∞.
Let us recall that since K is predictable E[Y ]T = E[M ]T + E[K]T . Squaring both
sides of (2.14), applying Doob’s L2-inequality and performing standard calculations we
conclude that there exists c1 > 0 such that
E|KT |
2 ≤ c1(E sup
t≤T
|Yt|
2 + E[Y ]T ). (2.16)
By (2.13) and Doob’s L2-inequality,
E sup
t≤T
|Yt|
2 +E[Y ]T ≤ E sup
t≤T
|Yt|
2 + αE sup
t≤T
|Yt|
2 +
1
α
E|KT |
2 + 4αE sup
t≤T
|Yt|
2 +
1
α
E[Y ]T
for every α > 0. The lemma follows from (2.16) and the above inequality with α =
2c1 + 2. ✷
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Lemma 2.11. Assume that
Y nt = Y
n
0 −A
n
t +M
n
t , t ∈ [0, T ], (2.17)
where An ∈ pV20 , M
n ∈ M20, Y
1, Y ∈ S2 and Y nt ≤ Y
n+1
t , t ∈ [0, T ], n ∈ N. Then the
process Y defined as Yt = limn→∞ Y
n
t , t ∈ [0, T ], is ca`dla`g.
Proof. By Lemma 2.10,
E|An|2T + E[M
n]T ≤ cE sup
t∈[0,T ]
|Y nt |
2 ≤ cE sup
t∈[0,T ]
(|Y 1t |
2 ∨ |Yt|
2).
It follows in particular that supnE|M
n
T |
2 < ∞. Therefore there is X ∈ L2(FT ) such
thatMnT → X weakly in L
2(FT ). Let N be a ca`dla`g version of the martingale E(X|Ft),
t ∈ [0, T ]. Then for every τ ∈ T , Mnτ → Nτ weakly in L
2(FT ). Indeed, for any
Z ∈ L2(FT ),
EMnτ Z = E(E(M
n
T |Fτ )Z) = E(M
n
TE(Z|Fτ ))
→ E(XE(Z|Fτ )) = E(E(X|Fτ )Z) = ENτZ.
Put
At = Y0 − Yt +Nt, t ∈ [0, T ].
Then for every τ ∈ T ,
Anτ = Y
n
0 − Y
n
τ +M
n
τ → Y0 − Yτ +Nτ = Aτ
weakly in L2(FT ). From the above convergence we conclude that Aσ ≤ Aτ for every
σ, τ ∈ T such that σ ≤ τ . From the section theorem it now follows that A is an
increasing process. Consequently, Y is ca`dla`g by [20, Lemma 2.2]. ✷
We will need the following hypotheses.
(H4) ξ ∈ L1(FT ), V ∈ V
1
0 , f(·, 0) ∈ L
1(F).
(H5) There exists X ∈ V1 ⊕M such that Xt ≥ Lt for a.e. t ∈ [0, T ] and f
−(·,X) ∈
L1(F).
Let s ∈ [0, T ) and let τ ∈ Tt. We will say that a sequence of processes {X
n}
converges to X uniformly in probability on [s, τ) (ucp on [s, τ) for short) if for every
subsequence {n′} there is a further subseqence {n′′} such that Xn
′′
→ X a.s. uniformly
on compact subsets of [s, τ).
Theorem 2.12. Assume that (H1)–(H4) hold. Then there exists a solution (Y,M,K)
of RBSDE(ξ, f + dV,L) such that K ∈ V1,+ iff (H5) is satisfied. Moreover, under
(H1)–(H5), Y nt ր Yt, t ∈ [0, T ], Y
n → Y and
∫ ·
s dK
n
r →
∫ ·
s dKr in ucp on [s, τs)
for every s ∈ [0, T ), where τs = inf{t > s;∆Kt > 0}, and finally, for every τ ∈ T ,
EKnτ → EKτ .
Proof. By [13, Lemma 2.3], if there exists a solution of RBSDE(ξ, f + dV,L) such
that K ∈ V1,+ then (H5) is satisfied with X = Y . Suppose now that (H5) is satisfied.
By [13, Proposition 2.1], for every n ≥ 0,
Y nt ≤ Y
n+1
t , t ∈ [0, T ]. (2.18)
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By (H5) there exists X of class (D) such that
Xt ≥ Lt for a.e. t ∈ [0, T ], f
−(·,X·) ∈ L
1(F) (2.19)
and
Xt = X0 − Ut +Nt, t ∈ [0, T ]
for some N ∈ M0, U ∈ V
1
0 . Clearly,
Xt = XT +
∫ T
t
f(r,Xr) dr −
∫ T
t
f+(r,Xr) +
∫ T
t
f−(r,Xr) dr
+
∫ T
t
dUr −
∫ T
t
dNr, t ∈ [0, T ].
Let (X¯, N¯) be a solution of the BSDE
X¯t = XT ∨ ξ +
∫ T
t
f(r, X¯r) dr +
∫ T
t
f−(r,Xr) dr
+
∫ T
t
dV +r
∫ T
t
dU+r −
∫ T
t
dN¯r, t ∈ [0, T ].
Then by [13, Proposition 2.1], X¯t ≥ Xt, t ∈ [0, T ], and hence, by (2.19), X¯t ≥ Lt for
a.e. t ∈ [0, T ]. Therefore
X¯t = XT ∨ ξ +
∫ T
t
f(r, X¯r) dr +
∫ T
t
n(X¯r − Lr)
− dr
+
∫ T
t
f−(r,Xr) dr
∫ T
t
dV +r +
∫ T
t
dU+r −
∫ T
t
dN¯r, t ∈ [0, T ],
so using (2.18) and once again [13, Proposition 2.1] gives
Y 0t ≤ Y
n
t ≤ X¯t, t ∈ [0, T ]. (2.20)
By [13, Lemma 2.3],
E
∫ T
0
|f(r, X¯r)| dr + E
∫ T
0
|f(r, Y 0r )| dr <∞. (2.21)
Write ϕ(x) = x/(1 + x), x ≥ 0 and Y¯ nt ≡ Y
n
t − Y
0
t + V
n
t − V
0
t , t ∈ [0, T ], and observe
that by (2.18), Y¯ nt ≥ 0 for t ∈ [0, T ]. By the Itoˆ-Meyer formula,
ϕ(Y¯ nt ) = ϕ(Y¯
n
0 ) +
∫ t
0
ϕ′(Y¯ nr−) dY¯
n
r +
1
2
∫ t
0
ϕ′′(Y¯ nr−) d[Y¯
n]cr
+
∑
0<s≤t
(∆ϕ(Y¯ ns )− ϕ
′(Y¯ ns−)∆Y¯
n
s ), t ∈ [0, T ].
For t ∈ [0, T ] set
Ant =
∫ t
0
ϕ′(Y¯ nr−) dK
n
r , B
n
t = −
1
2
∫ t
0
ϕ′′(Y¯ nr−) d[Y¯
n]cr,
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Cnt = −
∑
0<s≤t
(∆ϕ(Y¯ ns )− ϕ
′(Y¯ ns−)∆Y¯
n
s ), C˜
n
t = (C
n
t )
p,
Fnt =
∫ t
0
ϕ′(Y¯ nr−)(f(r, Y
n
r )− f(r, Y
0
r )) dr,
Nnt =
∫ t
0
ϕ′(Y¯ nr ) d(M
n −M0)r + (C˜
n
t −C
n
t ), Z
n
t = ϕ(Y¯
n
t )− L
n
t .
Then
Znt = Z
n
0 −A
n
t −B
n
t − C˜
n
t +N
n
t , t ∈ [0, T ].
Since ϕ is nondecreasing and concave, An, Bn, Cn ∈ V+0 . By (H1) and (2.18),
f(r, Yr)− f(r, Y
0
r )− µ(Y
n
r − Y
0
r ) ≤ f(r, Y
n
r )− f(r, Y
0
r ) ≤ µ(Y
n
r − Y
0
r )
for a.e. r ∈ [0, T ]. Hence
|f(r, Y nr )− f(r, Y
0
r )| ≤ 2|µ||Yr − Y
0
r |+ |f(r, Yr)− f(r, Y
0
r )| (2.22)
for a.e. r ∈ [0, T ]. By (2.18), (2.20), (2.21) and (H3),
E
∫ T
0
|f(r, Yr)| <∞, (2.23)
where
Yt = sup
n≥0
Y nt , t ∈ [0, T ]. (2.24)
Since ϕ′ is bounded, it follows from (2.22) that there exists a stationary sequence
{σk} ∈ T (i.e. P (lim infk→∞{σk = T}) = 1) such that supn≥1E|F
n|2σk < ∞. By
Lemma 2.10 there exists c > 0 not depending of n such that
E|Anσk |
2 + E|Bnσk |
2 + E|C˜nσk |
2 + E[Zn]σk ≤ c.
By (2.18) and our assumptions on {Vn}, Z
n
t ≤ Z
n+1
t , t ∈ [0, T ], n ≥ 0, and
Znt ր Zt, t ∈ [0, T ],
where Zt = ϕ(Y¯t)− Ft, Y¯t = Yt + Vt − Y
0
t − V
0
t , and
Ft = lim
n→∞
Fnt , t ∈ [0, T ]. (2.25)
By (2.22)–(2.24) and (H3),∫ t
0
f(r, Y nr ) dr →
∫ t
0
f(r, Yr) dr, t ∈ [0, T ]. (2.26)
Since ϕ′ is bounded and continuous, it follows from (2.26) that
Ft =
∫ t
0
ϕ′(Y¯r)(f(r, Yr)− f(r, Y
0
r )) dr, t ∈ [0, T ]. (2.27)
14
By Lemma 2.11, Z is a ca`dla`g process, so Y is ca`dla`g, too. Set
St = Yt +
∫ t
0
f(r, Yr) dr +
∫ t
0
dVr, t ∈ [0, T ].
Observe that Sn defined as
Snt = Y
n
t +
∫ t
0
f(r, Y nr ) dr +
∫ T
0
dV nr , t ∈ [0, T ]
is a supermartingale and by (2.24), (2.26) and the assumptions on {V n}, Snt → St,
t ∈ [0, T ]. From the last convergence and (2.20), (2.27) it follows that S is a ca`dla`g
supermartingale of class (D). Therefore there exist K ∈ pV1,+0 and M ∈ M0 such that
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dKr +
∫ T
t
dVr −
∫ T
t
dMr, t ∈ [0, T ]. (2.28)
Let
Rnt = Y
n
t + V
n
t , Rt = Yt + Vt, t ∈ [0, T ].
Then for t ∈ [0, T ],
Rnt = R
n
0 −
∫ t
0
f(r, Y nr ) dr −K
n
t +M
n
t ,
pRnt = R
n
0 −
∫ t
0
f(r, Y nr ) dr −K
n
t +M
n
t− ,
Rt = R0 −
∫ t
0
f(r, Yr) dr −Kt +Mt,
and since K is predictable,
pRt = R0 −
∫ t
0
f(r, Yr) dr −Kt +Mt− .
Since Rnt ր Rt, t ∈ [0, T ], it follows that
pRnt ր
pRt, t ∈ [0, T ]. Let us fix s ∈ [0, T ).
Observe that
pRnt = R
n
t−, t ∈ [0, T ],
pRt = Rt−, t ∈ (s, τs).
By Dini’s theorem, Rn → R in ucp on [s, τs). Since by the assumption V
n → V
uniformly on [0, T ], Y n → Y in ucp on [s, τs). Let
Rs,nt = Y
n,(s)
t + V
n,(s)
t , R
s
t = Y
(s)
t + V
(s)
t , t ∈ [0, T ]
with the notation W
(s)
t =Wt∨s −Ws. Then
Rs,nt = −
∫ t∨s
s
f(r, Y nr ) dr −
∫ t∨s
s
dKnr +
∫ t∨s
s
dMnr , t ∈ [0, T ]
and
Rst = −
∫ t∨s
s
f(r, Yr) dr −
∫ t∨s
s
dKr +
∫ t∨s
s
dMr, t ∈ [0, T ].
Let {T sm, m ≥ 1} be an announcing sequence for τs (τs is predictable since K is
predictable). Then by what has already been proved,
sup
t∈[0,s∨T sm]
|Y
n,(s)
t − Y
(s)
t | → 0, sup
t∈[0,s∨T sm]
|Rs,nt −R
s
t | → 0. (2.29)
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By the assumptions on {Vn} and (2.20),
sup
n≥1
EKnT <∞. (2.30)
Therefore by [18, Proposition 1-5] the sequence {Rs,n−Rs} satisfies the condition UT.
Therefore applying the results of [9] we obtain
[Rs,n −Rs]T sm∨s = [M
n,(k) −M (k)]T sm∨s →P 0
as n→∞, or, equivalently,
sup
t∈[0,s∨T km]
|M
n,(s)
t −M
(s)
t | →P 0.
From this we conclude that for every m ≥ 1,
sup
t∈[s,s∨T sm]
∣∣∣ ∫ t
s
dKnr −
∫ t
s
dKr
∣∣∣→P 0. (2.31)
Observe that by (2.30), Yt ≥ Lt for a.e. t ∈ [0, T ]. Let Lˆ be a ca`dla`g process such that
Lt ≤ Lˆt ≤ Yt for a.e. t ∈ [0, T ]. Then∫ s∨T sm
s
(Y nt− − Lˆt−) dK
n
t ≤ n
∫ s∨T sm
s
(Y nt − Lˆt)(Y
n
t − Lˆt)
− dt ≤ 0. (2.32)
By (2.29) and (2.31),∫ s∨T sm
s
(Y nt − Lˆt) dK
n
t →
∫ s∨T sm
s
(Yt − Lˆt) dKt =
∫ s∨T sm
s
(Yt− − Lˆt−) dKt
since ∆Kt = 0 for t ∈ (s, τs). Since Yt− ≥ Lˆt− for t ∈ (0, T ], it follows from (2.32) that
for every s ∈ [0, T ), ∫ τs
s
(Yt− − Lˆt−) dKt = 0. (2.33)
By the definition of {τs}, ∆Kτs > 0 on {τs <∞}. Hence
pYτs +
pVτs − Vτs− < Yτs− on {τs <∞}
since pYτs − Yτs− = −∆Kτs − (
pVτs − Vτs−). Therefore by Corollary 2.9, Yτs− = Lˆτs−
on {τs <∞}, which when combined with (2.33) shows that∫ T
0
(Yt− − Lˆt−) dKt = 0.
Integrability of K follows from (2.27) and the fact that Y is of class (D). ✷
Proposition 2.13. Assume that (ξi, f i + dV i, L), i = 1, 2, satisfy (H1)–(H5). Let
(Y i,M i,Ki) be a solution of RBSDE(ξi, f i + dV i, L), i = 1, 2. If ξ1 ≤ ξ2, dV 1 ≤ dV 2
and either f1(t, Y 1t ) ≤ f
2(t, Y 2t ) or f
1(t, Y 2t ) ≤ f
2(t, Y 2t ) for a.e. t ∈ [0, T ] then
dK2 ≤ dK1.
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Proof. By [13, Proposition 2.1],
Y 1,nt ≤ Y
2,n
t , t ∈ [0, T ], (2.34)
where Y i,n is a solution of (2.10) with (ξ, f, V ) replaced by (ξi, f i, V i), i = 1, 2. For
s ∈ [0, T ) we set τs = inf{t > s;∆K
1
t +∆K
2
t > 0}. By Theorem 2.12,∫ t
s
dKn,ir →
∫ t
s
dKi, t ∈ [s, τs), (2.35)
for every s ∈ [0, T ), whereKn,it =
∫ t
0 n(Y
n,i
r −Lr)
− dr. From this and (2.34) we conclude
that for every s ∈ [0, T ),
dK2 ≤ dK1 on [s, τs). (2.36)
Let Lˆ be a ca`dla`g process such that Lt ≤ Lˆt ≤ Y
i
t for a.e. t ∈ [0, T ], i = 1, 2 (for instance
one can take Lˆ = Y 1 ∧Y 2). By the definition of a solution of RBSDE(ξ2, f2+ dV 2, L),
if ∆K2τs > 0 then Y
2
τs− = Lˆτs− on {τs < ∞}. Therefore by the assumptions of the
proposition and (2.34), if ∆K2τs > 0 and τs <∞ then
∆K1τs = −(
pY 1τs − Y
1
τs−)− (
pV 1τs − V
1
τs−) ≥ −(
pY 1τs − Lˆτs−)− (
pV 1τs − V
1
τs−)
≥ −(pY 2τs − Lˆτs−)− (
pV 2τs − V
2
τs−) = −(
pY 2τs − Y
2
τs−)− (
pV 2τs − V
2
τs−) = ∆K
2
τs .
This and (2.36) proves the proposition. ✷
3 BSDEs with two reflecting barriers: the case p = 1
In this section we prove the existence of solutions of BSDEs with two reflecting barriers
L,U which are separated by a semimartingale. In what follows the upper barrier U is
a progressively measurable process such that Lt ≤ Ut for a.e. t ∈ [0, T ].
Definition. We say that a triple (Y,M,A) is a solution of the reflected BSDE with
terminal condition ξ, right-hand side f+dV and upper barrier U (RBSDE(ξ, f+dV,U)
for short) if
(a) Y is an F adapted ca`dla`g process of class (D), M ∈ M0,loc, A ∈
pV+0 ,
(b) Yt ≤ Ut for a.e. t ∈ [0, T ],
(c) for every ca`dla`g process Uˆ such that Ut ≥ Uˆt ≥ Yt for a.e. t ∈ [0, T ],∫ T
0
(Uˆt− − Yt−) dAt = 0,
(d) [0, T ] ∋ t→ f(t, Yt) ∈ L
1(0, T ) and
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr −
∫ T
t
dAr −
∫ T
t
dMr, t ∈ [0, T ].
From now on we adopt the convention that RBSDE(·, ·, L) denotes equation with
lower barrier, while RBSDE(·, ·, U) denotes equation with upper barrier.
17
Definition. We say that a triple of processes (Y,M,R) is a solution of the reflected
BSDE with terminal condition ξ, right-hand side f + dV , lower barrier L and upper
barrier U (RBSDE(ξ, f + dV,L,U) for short) if
(a) Y is an F-adapted ca`dla`g process and of class (D), M ∈M0,loc, R ∈
pV0,
(b) Lt ≤ Yt ≤ Ut for a.e. t ∈ [0, T ],
c) for every ca`dla`g processes Lˆ, Uˆ such that Lt ≤ Lˆt ≤ Yt ≤ Uˆt ≤ Ut for a.e.
t ∈ [0, T ] we have∫ T
0
(Yt− − Lt−) dR
+
t =
∫ T
0
(Ut− − Yt−) dR
−
t = 0,
(d) [0, T ] ∋ t 7→ f(t, Yt) ∈ L
1(0, T ) and
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr +
∫ T
t
dRr −
∫ T
t
dMr, t ∈ [0, T ].
Proposition 3.1. Let (Y i,M i, Ri) be a solution of RBSDE(ξi, f i + dV i, Li, U i), i =
1, 2. Assume that ξ1 ≤ ξ2, L1t ≤ L
2
t , U
1
t ≤ U
2
t for a.e. t ∈ [0, T ], dV
1 ≤ dV 2, and
either f1 satisfies (H1) and f1(t, Y 2t ) ≤ f
2(t, Y 2t ) for a.e. t ∈ [0, T ] or f
2 satisfies (H1)
and f1(t, Y 1t ) ≤ f
2(t, Y 1t ) for a.e. t ∈ [0, T ]. Then Y
1
t ≤ Y
2
t , t ∈ [0, T ].
Proof. The proof is analogous to the proof of Proposition 2.1. ✷
Corollary 3.2. Let assumption (H1) hold. Then there exists at most one solution of
RBSDE(ξ, f + dV,L,U).
Let us consider the following hypothesis.
(H6) There exists X ∈ V1 ⊕Mloc such that
Lt ≤ Xt ≤ Ut for a.e. t ∈ [0, T ], f(·,X) ∈ L
1(F).
In what follows (Y n,m,Mn,m) is a solution of the BSDE
Y n,mt = ξ +
∫ T
t
f(r, Y n,mr ) dr +
∫ T
t
n(Y n,mr − Lr)
− dr
−
∫ T
t
m(Y n,mr − Ur)
+ dr +
∫ T
t
dVr −
∫ T
t
dMn,mr , t ∈ [0, T ] (3.1)
and (Y¯ n, M¯n, A¯n) is a solution of the RBSDE
Y¯ nt = ξ +
∫ T
t
f(r, Y¯ nr ) dr +
∫ T
t
n(Y¯ nr − Lr)
− dr
−
∫ T
t
dA¯nr +
∫ T
t
dVr −
∫ T
t
dM¯nr , t ∈ [0, T ] (3.2)
with upper barrier U . Write
K¯nt =
∫ t
0
n(Y¯ nt − Lr)
− dr, t ∈ [0, T ].
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Theorem 3.3. Assume (H1)–(H4). Then there exists a unique solution (Y,M,R) of
RBSDE(ξ, f + dV,L,U) such that R ∈ V10 iff (H6) is satisfied. Moreover, Y¯
n
t ր Yt,
t ∈ [0, T ], dA¯n ≤ dA¯n+1, n ∈ N, A¯nt ր R
−
t , t ∈ [0, T ], Y¯
n → Y ,
∫ ·
s dK¯
n
r →
∫ ·
s dR
+
r in
ucp on [s, τs) for every s ∈ [0, T ), where τs = inf{t > s;∆R
+
t > 0}, and Y
n,m
t → Yt,
t ∈ [0, T ], as n,m→∞.
Proof. Assume that there exists a solution (Y,M,R) of RBSDE(ξ, f + dV,L,U)
such that R ∈ V10 . Then f(·, Y ) ∈ L
1(F) by [13, Lemma 2.3], so (H6) is satisfied with
X = Y . Now assume (H6). By Theorem 2.12 there exists a unique solution of (3.2)
such that A¯n ∈ V10 . Moreover, by [13, Theorem 2.7], there exists a unique solution of
(3.1), and by Theorem 2.12,
Y n,mt ց Y¯
n
t , t ∈ [0, T ], EA
n,m
T → EA¯
n
T , (3.3)
where
An,mt =
∫ t
0
m(Y n,mr − Ur)
+ dr, t ∈ [0, T ].
By [13, Proposition 2.1],
Yˆt ≤ Y
n,m
t ≤ Yˇt, t ∈ [0, T ], (3.4)
where (Yˆ , Mˆ , Kˆ) is a solution of RBSDE(ξ, f + dV,U) and (Yˇ , Mˇ , Aˇ) is a solution of
RBSDE(ξ, f + dV,L). By (H6) there exist C ∈ V10 and N ∈ M0,loc such that
Xt = X0 − Ct +Nt, t ∈ [0, T ].
Since Lt ≤ Xt ≤ Ut for a.e. t ∈ [0, T ], we have
Xt = XT +
∫ T
t
f(r,Xr) dr +
∫ T
t
f−(r,Xr) dr −
∫ T
t
f+(r,Xr) dr
+
∫ T
t
dCr +
∫ T
t
dVr −
∫ T
t
m(Xr − Ur)
+ dr −
∫ T
t
dNr, t ∈ [0, T ].
By [13, Theorem 2.7] there exist a solution (X¯m, N¯m) of BSDE
X¯mt = XT ∨ ξ +
∫ T
t
f(r, X¯mr ) dr +
∫ T
t
f−(r,Xr) dr +
∫ T
t
dCr
+
∫ T
t
dVr −
∫ T
t
m(X¯mr − Ur)
+ dr −
∫ T
t
dN¯mr , t ∈ [0, T ].
By [13, Proposition 2.1], X¯mt ≥ Xt for t ∈ [0, T ], so X¯
m
t ≥ Lt for a.e. t ∈ [0, T ], which
when combined with the above equation implies that
X¯mt = XT ∨ ξ +
∫ T
t
f(r, X¯mr ) dr +
∫ T
t
f−(r,Xr) dr +
∫ T
t
dCr +
∫ T
t
dVr
+
∫ T
t
n(X¯mt − Lr)
− dr −
∫ T
t
m(X¯mr − Ur)
+ dr −
∫ T
t
dN¯mr , t ∈ [0, T ].
Therefore applying once again [13, Proposition 2.1] we get
Y n,mt ≤ X¯
m
t , t ∈ [0, T ]. (3.5)
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Write
D¯mt =
∫ t
0
m(X¯mr − Ur)
+ dr, t ∈ [0, T ].
then by (3.5),
dAn,m ≤ dD¯m on [0, T ], (3.6)
so by Theorem 2.12,
X¯mt ց X¯t, t ∈ [0, T ], ED¯
m
T → ED¯T , (3.7)
where (X¯, N¯ , D¯) is a solution of RBSDE(XT ∨ ξ, f + f
−
X + dC
+ + dV,U). From (3.7)
and (3.3) we conclude that
EA¯nT ≤ ED¯T , n ≥ 1. (3.8)
By Proposition 2.3, for every n ≥ 1,
dA¯n ≤ dA¯n+1 on [0, T ].
Therefore by (3.8) and [20, Lemma 2.2] there exists A¯ ∈ pV10 such that
|dA¯n − dA¯|TV → 0, (3.9)
where | · |TV denotes the total variation norm on [0, T ]. Consequently, by Theorem
2.12,
Y¯ nt ր Y¯t, t ∈ [0, T ], EK¯
n
T → EK¯T , (3.10)
where (Y¯ , M¯ , K¯)is a solution of RBSDE(ξ, f + dV + dA¯, L). In particular, Y¯t ≥ Lt for
a.e. t ∈ [0, T ] and for every ca`dla`g process Lˆ such that Lt ≤ Lˆt ≤ Y¯t for a.e. t ∈ [0, T ],∫ T
0
(Y¯t− − Lˆt−) dK¯t = 0.
On the other hand, since (Y¯ n, M¯n, A¯n) is a solution of (3.2), Y¯ nt ≤ Ut for a.e. t ∈ [0, T ]
and for every ca`dla`g process Uˆ such that Y¯ nt ≤ Uˆt ≤ Ut for a.e. t ∈ [0, T ],∫ T
0
(Uˆt− − Y¯
n
t−) dA¯
n
t = 0. (3.11)
Let Uˆ be a ca`dla`g process such that Y¯t ≤ Uˆt ≤ Ut for a.e. t ∈ [0, T ] (let us recall
that Y¯ nt ≤ Y¯t, t ∈ [0, T ]). Let σs = inf{t > s;∆A¯t > 0} and let {S
s
p, p ≥ 1} be an
announcing sequence for σs. Then ∆A¯σs > 0 on {σs <∞}. We may assume that this
inequality holds for every ω ∈ {σs < ∞}, (3.9) holds for every ω ∈ Ω and that (3.11)
holds for every ω ∈ Ω and n ∈ N. Therefore, thanks to (3.9), for every ω ∈ {σs < ∞}
there exists n0(ω) ∈ N such that (∆A¯
n
σs)(ω) > 0 for n ≥ n0(ω). From this and (3.11)
we conclude that Y¯ nσs−(ω) = Uˆσs−(ω), n ≥ n0(ω), on {σs < ∞}. Since Y¯
n
t ≤ Uˆt for
t ∈ [0, T ] and {Y¯ n} is increasing, Y¯ nσs−(ω) = Y¯σs−(ω) = Uˆσs−(ω) for n ≥ n0(ω) on
{σs <∞}. Therefore for every s ∈ [0, T ) we have
(Uˆσs− − Yσs−)∆A¯σs = 0 on {σs <∞}. (3.12)
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By (3.9)–(3.11),
0 =
∫ s∨Ssp
s
(Uˆt− − Y¯
n
t−) dA¯
n
t =
∫ s∨Ssp
s
(Uˆt − Y¯
n
t ) dA¯
n
t →
∫ s∨Ssp
s
(Uˆt − Y¯t) dA¯t.
From this and (3.12) we get ∫ T
0
(Uˆt− − Y¯t−) dA¯t = 0. (3.13)
Thus the triple (Y¯ , M¯ , R¯), where R¯ = K¯ − A¯, is a solution of RBSDE(ξ, f + dV,L,U).
Now instead of (3.2) let us consider a solution (Y m,Mm,Km) of the RBSDE
Y mt = ξ +
∫ T
t
f(r,Xmr ) dr +
∫ T
t
dKmr
−
∫ T
t
m(Y mr − Ur)
+ dr +
∫ T
t
dVr −
∫ T
t
dMmr , t ∈ [0, T ]
with lower barrier L. Repeating, with some obvious changes, the proofs of the first
parts of (3.3), (3.10) we show that
Y mt ր Y t, Y
n,m
t ց Y
m
t , t ∈ [0, T ], (3.14)
where (Y ,M,R) is a solution of RBSDE(ξ, f + dV,L,U) constructed analogously to
(Y¯ , M¯ , R¯). By Proposition 3.1, (Y¯ , M¯ , R¯) = (Y ,M,R) ≡ (Y,M,R), so that by (3.3)
and (3.14),
Y¯ nt ≤ Y
n,m
t ≤ Y
m
t , t ∈ [0, T ]
and Y n,mt → Yt, t ∈ [0, T ], as n,m→∞. We now show that A¯ = R
−, K¯ = R+. Observe
that the triple (Y,M,R−) is a solution of RBSDE(ξ, f + dV + dR+, U). Therefore by
Theorem 2.12,
Y˜ mt ց Yt, t ∈ [0, T ], sup
t∈[s,s∨Ssp]
∣∣∣ ∫ t
s
dA˜mr −
∫ t
s
dR−r
∣∣∣→P 0, (3.15)
where the pair (Y˜ n, M˜n) is a solution of the BSDE
Y˜ mt = ξ +
∫ T
t
f(r, Y˜ mr ) dr +
∫ T
t
dR+r −
∫ T
t
dA˜mr +
∫ T
t
dVr −
∫ T
t
dM˜mr , t ∈ [0, T ]
and A˜mt =
∫ t
0 m(Y˜
m
r − Ur)
+ dr, t ∈ [0, T ]. By (3.15), Y˜ mt ≥ Lt for a.e. t ∈ [0, T ].
Therefore
Y˜ mt = ξ +
∫ T
t
f(r, Y˜ mr ) dr +
∫ T
t
n(Y˜ mr − Lr)
− dr
+
∫ T
t
dR+r −
∫ T
t
dA˜mr +
∫ T
t
dVr −
∫ T
t
dM˜mr , t ∈ [0, T ]
and hence, by [13, Proposition 2.1], Y˜ mt ≥ Y
n,m
t , t ∈ [0, T ]. Consequently,
dAn,m ≤ dA˜m on [0, T ] (3.16)
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for n,m ∈ N. Since dA¯m ≤ dA¯, Theorem 2.12 implies that
sup
t∈[s,s∨Ssp]
∣∣∣∣∫ t
s
dAn,mr −
∫ t
s
dA¯nr
∣∣∣∣→P 0
as m → ∞. This when combined with (3.9) and (3.15), (3.16) shows that for every
s ∈ [0, T ),
dA¯ ≤ dR− on (s, σs). (3.17)
In the reasoning preceding (3.12) we have showed that Y¯ nσk−(ω) = Uˆσk−(ω) for n ≥
n0(ω) on {σs < ∞}. This implies that
pY¯ nσs − Y¯
n
σs− →
pYσs − Yσs− on {σs < ∞} .
Also ∆A¯nσs → ∆A¯σs on {σs < ∞} by (3.9). Therefore ∆K¯σs = 0 on {σs < ∞}. Since
dR+ ≤ dK¯ by the minimality of the Jordan decomposition of dR, we have ∆R+σs = 0
on {σs <∞}. Hence ∆R
−
σs = ∆A¯σs on {σs <∞}. This and (3.17) show that
dA¯ ≤ dR−.
In much the same way one can show that dK¯ ≤ dR+. Therefore by the minimality of
the Jordan decomposition of the measure dR, dR− = dA¯ and dR+ = dK¯. ✷
Let L,U be ca`dla`g and let (Y,M,R) be a solution of RBSDE(ξ, f + dV,L,U) such
that R ∈ V10 . For t ∈ [0, T ] set
Tt = {τ ∈ T ; t ≤ τ ≤ T}
and consider the payoff function
Rt(σ, τ) =
∫ σ∧τ
t
f(r, Yr) dr+
∫ σ∧τ
t
dVr+Lτ1{τ<T,τ≤σ}+Uσ1{σ<τ}+ξ1{σ∧τ=T}. (3.18)
The lower W and upper W values of the stochastic game corresponding to Rt(·, ·) are
defined as
W t = ess sup
τ∈Tt
ess inf
σ∈Tt
E(Rt(σ, τ)|Ft), W t = ess sup
σ∈Tt
ess inf
τ∈Tt
E(Rt(σ, τ)|Ft).
The game is said to have a value if W t =W t, t ∈ [0, T ].
Proposition 3.4. Let (Y,M,R) be a solution of RBSDE(ξ, f + dV,L,U). Then the
stochastic game associated with payoff (3.18) has the value equal to Y , i.e.
Yt =W t =W t, t ∈ [0, T ].
Proof. It is enough to repeat step by step the proof of [16, Proposition 3.1]. ✷
4 Nonintegrable solutions of reflected BSDEs
In Sections 2 and 3 under the assumption that (H1)–(H4) are satisfied necessary and
sufficient conditions for the existence of a solution of reflected BSDE with one and two
barriers are formulated. In the case of one barrier the necessary and sufficient condition
(H5) relates the growth of the barrier L to the generator f . In the case of two barriers
the corresponding condition (H6) consists of two parts. The first one, as in the case of
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one barrier, relates the growth of the lower barrier L and upper barrier U to f . The
second one, known as Mokobodski’s condition, amounts to saying that there is some
semimartingale between L and U . The question arises whether the solution still exists
if we get rid of the conditions relating the growth of the barriers to f and we only
impose minimal integrability conditions on L,U ensuring Snell envelope representation
of a possible solution, i.e. ensuring that if a solution exists, it is of class (D). In the
case of Brownian filtration and continuous barriers the question was investigated in
[10]. It appears that the answer is positive but in general the reflecting process may be
nonintegrable for every q > 0.
Theorem 4.1. Assume that (H1)–(H4) are satisfied and L is of class (D). Then
there exists a unique solution (Y,M,K) of RBSDE(ξ, f + dV,L). Moreover, Y nt ր Yt,
t ∈ [0, T ], Y n → Y ,
∫ ·
s dK
n
r →
∫ ·
s dKr in ucp on [s, τs) for every s ∈ [0, T ), where
τs = inf{t > s;∆Kt > 0}.
Proof. Let (Y˜ n, M˜n) be a solution of the BSDE
Y˜ nt = ξ +
∫ T
t
f+(r, Y˜ nr ) dr +
∫ T
t
n(Y˜ nr − Lr)
− dr +
∫ T
t
dVr −
∫ T
t
dM˜nr , t ∈ [0, T ].
Let X be a supermartingale of class (D) majorizing L (for instance we may take the
solution of RBSDE(ξ, 0, L) as X). Then the data (ξ, f+, V, L) satisfy (H1)–(H4) and
(H5) with X chosen above. Therefore by Theorem 2.12,
Y˜ nt ր Y˜t, t ∈ [0, T ],
where (Y˜ , M˜ , K˜) is a solution of RBSDE(ξ, f+ + dV,L) such that K˜ ∈ V10 . By [13,
Proposition 2.1], {Y n} is nondecreasing and
Y 0t ≤ Y
n
t ≤ Y˜
n
t ≤ Y˜t, t ∈ [0, T ]. (4.1)
Put
Yt = sup
n≥1
Y nt , t ∈ [0, T ]
and ξkn = Y
n
δk
, ξk = Yδk , where
δk = inf{t ≥ 0;
∫ t
0
f−(r, Y˜r) dr ≥ k} ∧ T.
By (4.1), Y is of class (D), so ξkn ր ξ
k a.s and in L1 for each k ≥ 1. Observe that the
data (ξkn, f + dV,L) satisfy (H1)–(H6) on [0, δk] with X = Y˜ . Let (Y
n,(k),Mn,(k)) be a
solution of (2.10) on [0, δk] with terminal condition ξ
k
n. It is clear that (Y
n,(k)
t ,M
n,(k)
t ) =
(Y nt ,M
n
t ), t ∈ [0, δk]. By Theorem 2.12, (Y
n,(k),Mn,(k),Kn,(k)) → (Y (k),M (k),K(k))
on [0, δk], where (Y
(k),M (k),K(k)) is a solution of RBSDE(ξk, f + dV,L) on [0, δk] and
K
n,(k)
t =
∫ t
0 n(Y
n,(k)
r − Lr)
− dr, t ∈ [0, δk]. Of course, Y
(k)
t = Yt, t ∈ [0, δk ]. Observe
that {δk} is stationary, i.e.
P (lim inf
k→∞
{δk = T}) = 1.
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Also observe that from the fact that Y
(k)
t = Y
(k+1)
t for t ∈ [0, δk] and the uniqueness of
the Doob-Meyer decomposition it follows that
(Y
(k+1)
t ,M
(k+1)
t ,K
(k+1)
t ) = (Y
(k)
t ,M
(k)
t ,K
(k)
t ), t ∈ [0, δk]
for every k ≥ 1. Therefore we may define process M,K on [0, T ] by putting
Mt =M
(k)
t , Kt = K
(k)
t , t ∈ [0, δk ].
It is clear that the triple (Y,M,K) is a solution of RBSDE(ξ, f + dV,K). ✷
The following hypothesis called the Mokobodski condition in the literature.
(H7) There exists a process X ∈ V1 ⊕Mloc such that
Lt ≤ Xt ≤ Ut for a.e. t ∈ [0, T ].
Theorem 4.2. Assume (H1)–(H4), (H7). Then there exists a unique solution (Y,M,R)
of RBSDE(ξ, f + dV,L,U). Moreover, Y¯ nt ր Yt, Y
n,m
t → Yt, t ∈ [0, T ], A¯
n
t ր R
−
t ,
Y¯ n → Y ,
∫ ·
s dK¯
n
r →
∫ ·
s dR
+
r in ucp on [s, τs) for every s ∈ [0, T ), where τs = inf{t >
s;∆R+t > 0}, and Y
n,m
t → Yt, t ∈ [0, T ], as n,m→∞.
Proof. The existence of a solution (Y¯ n, M¯n, A¯n) of (3.2) follows from Theorem 4.1.
Let
δk = inf{t ≥ 0;
∫ t
0
|f(r,Xr)| dr ≥ k}.
Repeating the proof of Theorem 3.3 one can first prove the existence of solutions of
RBSDE(ξ, f +dV,L,U) on the intervals [0, δk]. Then using these solutions and the fact
that {δk} is stationary one can construct a solution on the whole interval [0, T ] (see the
proof of Theorem 4.1 for details). ✷
Proposition 4.3. Let (Y,M,R) be a solution of RBSDE(ξ, f + dV,L,U). Then for
any ca`dla`g processes Lˆ, Uˆ such that Lt ≤ Lˆt ≤ Yt ≤ Uˆt ≤ Ut for a.e. t ∈ [0, T ],
∆R+τs = (
pYτs +
pVτs − (L¯τs− + Vτs−))
− on {τs <∞},
∆R−σs = (
pYσs +
pVσs − (U¯σs− + Vσs−))
+ on {σs <∞}
for every s ∈ [0, T ), where
τs = inf{t > s;∆R
+
t > 0}, σs = inf{t > s;∆R
−
t > 0}.
Proof. Follows directly from the definition of a solution of RBSDE(ξ, f +dV,L,U).
Corollary 4.4. Let (Y,M,R) be a solution of RBSDE(ξ, f + dV,L,U). Assume that
LT ≤ ξ ≤ UT , U,L are ca`dla`g, F is quasi-left continuous and the jumps of L,UV are
totally inaccessible. Then R is continuous.
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Theorem 4.5. Let (Y,M,R) be a solution of RBSDE(ξ, f + dV,L,U) with L of the
form
Lt = L0 −
∫ t
0
dAr +
∫ t
0
dNr, t ∈ [0, T ] (4.2)
for some A ∈ V0, N ∈ M0,loc. Then
dR+t ≤ 1{Yt−=Lt−}(f(t, Lt) dt+ dV
p
t − dA
p
t )
+,
where V p, Ap are dual predictable projections of V and A, respectively.
Proof. By the Tanaka-Meyer formula (see [22, Theorem IV.70]),
(Yt − Lt)
+ = (Y0 − L0)
+ −
∫ t
0
1{Yr−>Lr−}f(r, Yr) dr −
∫ t
0
1{Yr−>Lr−}d(Vr −Ar −R
−
r )
−
∫ t
0
1{Yr−>Lr−}dR
+
r −
1
2
L0t (S) + Jt +
∫ t
0
1{Yr−>Lr−}d(Mr −Nr),
where
J+t =
∑
0<s≤t
(ϕ(Ss)− ϕ(Ss−)− ϕ
′(Ss−)∆Ss), St = Yt − Lt, ϕ(x) = x
+
and ϕ′ is the left derivative of ϕ. Observe that J is an increasing process. By the
definition of solution of RBSDE, St ≥ 0 for t ∈ [0, T ]. Therefore we conclude from the
preceding equation and (4.2) that∫ t
0
1{Yr−=Lr−}f(r, Yr) dr +
∫ t
0
1{Yr−=Lr−}d(Vr −Ar −R
−
r )
+
∫ t
0
1{Yr−=Lr−}dR
+
r +
1
2
L0t (S) + Jt −
∫ t
0
1{Yr−=Lr−} d(Mr −Nr) = 0.
By the definition of a solution of RBSDE,
∫ t
0 dR
+
r =
∫ t
0 1{Yr−=Lr−}dR
+
r . Hence∫ t
0
dR+r +
1
2
L0t (S) + J
p
t = −
∫ t
0
1{Yr−=Lr−}f(r, Yr) dr
+
∫ t
0
1{Yr−=Lr−}d(R
−
r − V
p
r +A
p
r),
which leads to the desired estimate, because dR+, dR− are orthogonal. ✷
5 BSDEs with two reflecting barriers: the case of p ∈ (1, 2]
In this section we show some integrability properties of solutions of reflected BSDEs
under the assumption that the data are in Lp with p ∈ (1, 2]. Except for Proposition 5.1
and Lemma 5.2 we always assume that the underlying filtration is quasi-left continuous.
Proposition 5.1. Assume that M ∈ M0,loc, K ∈ V0, X0 is F0 measurable and
Xt = X0 +
∫ t
0
dKr +
∫ t
0
dMr, t ∈ [0, T ].
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Then for p ∈ (1, 2),
|Xt|
p − |Xs|
p ≥ p
∫ t
s
|Xr−|
p−1Xˆr− dKr + p
∫ t
s
|Xr−|
p−1Xˆr− dMr
+
1
2
p(p− 1)
∫ t
s
1{Xr 6=0}|Xr|
p−2 d[X]cr
+
∑
s<r≤t
(∆|Xr|
p − p|Xr−|
p−1Xˆr−∆Xr),
where xˆ = x|x|1{x 6=0}, x ∈ R.
Proof. Write upε(x) = (|x|2 + ε2)p/2, x ∈ R. It is easily checked that
dupε
dx
(x) = pup−2(x)x,
d2upε
dx2
(x) = pup−2(x) + p(p− 2)up−4ε (x)x
2, x ∈ R.
By the Itoˆ-Meyer formula,
upε(Xt)− u
p
ε(Xs) =
∫ t
s
dupε
dx
(Xr−) dXr +
1
2
∫ t
s
d2upε
dx2
(Xr) d[X]
c
r
+
∑
s<r≤t
(∆upε(Xr)−
dupε
dx
(Xr−)∆Xr)
=
∫ t
s
pup−2ε (Xr−)Xr− dKr +
∫ t
s
pup−2ε (Xr−)Xr− dMr
+
1
2
∫ t
s
(pup−2ε (Xr) + p(p− 2)u
p−4
ε (Xr)X
2
r ) d[X]
c
r
+
∑
s<r≤t
(∆upε(Xr)− pu
p−2
ε (Xr−)Xr−∆Xr). (5.1)
It is clear that
upε(Xt)− u
p
ε(Xs)→ |Xt|
p − |Xs|
p. (5.2)
Observe that pup−2ε (x)x → p|x|p−1xˆ, x ∈ R, and, by convexity of u
p
ε, ∆u
p
ε(Xr) −
pup−2ε (Xr−)Xr−∆Xr ≥ 0, r ∈ [0, T ]. Therefore applying Fatou’s lemma we get
lim inf
ε→0+
∑
s<r≤t
(∆upε(Xr)− pu
p−2
ε (Xr−)Xr−∆Xr))
≥
∑
s<r≤t
(∆|Xr|
p − p|Xr−|
p−1Xˆr−∆Xr). (5.3)
By the Lebesgue dominated convergence theorem,∫ t
s
pup−2ε (Xr−)Xr dKr →
∫ t
s
p|Xr−|
p−1Xˆr− dKr (5.4)
and ∫ t
s
pup−2ε (Xr−)Xr dKr →
∫ t
s
p|Xr−|
p−1Xˆr− dMr. (5.5)
26
From the identity
uqε(x)|x|
2 = uq+2ε (x)− ε
2uqε(x), x, q ∈ R
it follows that∫ t
s
(pup−2ε (Xr) + p(p− 2)u
p−4
ε (Xr)) d[X]
c
r
=
∫ t
s
p(p− 1)up−4ε (Xr)|Xr|
2 d[X]cr +
∫ t
s
pε2up−4ε (Xr) d[X]
c
r . (5.6)
We also have∫ t
s
up−4ε (Xr)|Xr|
2 d[X]cr =
∫ t
s
(
|Xr|
uε(Xr)
)4−p
|Xr|
p−21{Xr 6=0} d[X]
c
r
ր
∫ t
s
1{Xr 6=0}|Xr|
p−2 d[X]cr. (5.7)
From (5.1) and (5.2)–(5.7) we deduce the the desired result. ✷
Now we are going to prove some a priori estimates for solutions of reflected BSDEs.
For this we need the following lemma.
Lemma 5.2. Let p ∈ (1, 2] and let ϕ(x) = |x|p, x ∈ R. Then for every x, y ∈ R,
ϕ(x) − ϕ(y)− ϕ′(y)(x− y) ≥
1
2
1{|x|∨|y|6=0}ϕ
′′(|x| ∨ |y|)(x− y)2.
Proof. By using a mollification of ϕ one can easily show that for x 6= y,
ϕ(x) − ϕ(y)− ϕ′(y)(x− y) =
(∫ 1
0
∫ 1
0
αϕ′′(y + αβ(x− y)) dα dβ
)
(x− y)2. (5.8)
For ε > 0 set ϕpε(z) = (|z|2 + ε2)p/2. A direct computation shows that
d2ϕpε
dz2
(z) = p(p− 1)ϕp−4ε (z)z
2 + ε2ϕp−4ε (z)
≥ p(p− 1)ϕp−4ε (z)z
2 = (z2 + ε2)(p−2)/2 − ε2(z2 + ε2)(p−4)/2.
Let z 6= 0 and x1 ≤ z ≤ x2. Then
d2ϕpε
dz2
(z) ≥ p(p − 1)((|x1| ∨ |x2|)
2 + ε2)(p−2)/2 − ε(z2 + ε2)(p−4)/2.
Since d
2ϕpε
dz2
(z)→ ϕ′′(z) for z 6= 0, letting ε→ 0 in the above inequality we get
ϕ′′(z) ≥ p(p− 1)(|x1| ∨ |x2|)
p−2 = ϕ′′(|x1| ∨ |x2|).
From this we conclude that if x 6= 0 or y 6= 0 then∫ 1
0
∫ 1
0
αϕ′′(y + αβ(x− y)) dα dβ ≥
1
2
ϕ′′(|x| ∨ |y|).
This when combined with (5.8) gives the desired result. ✷
Let us consider the following hypothesis.
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(A) There exist λ ≥ 0, µ ∈ R and a non-negative progressively measurable process ft
such that for every y ∈ R,
yˆf(t, y) ≤ ft + µ|y|, dt⊗ dP -a.s.,
where yˆ = y|y|1{y 6=0}.
In the remainder of this section we assume that F is quasi-left continuous.
Proposition 5.3. Assume (A) and that ξ ∈ Lp(FT ), ft ∈ L
p(F), V ∈ Vp0 , Y ∈ S
pfor
some p ∈ (1, 2]. Moreover, assume that Y is a semimartingale and denote by M its
martingale part in the Doob-Meyer decomposition. Write (Y α, Zα) = (eαtYt, e
αtZt),
dV αt = e
αt dVt and
fα(t, y, z) = eαtf(t, e−αty, e−αtz)− αy.
Then if
|Y αs |
p +
1
2
p(p− 1)
∫ t
s
|Y αr |
p−21{Y αr 6=0} d[Y
α]cr +
∑
s<r≤t
(∆|Y αr |
p − p|Y αr−|
p−1Yˆ αr−∆Y
α
r )
≤ |Y αt |
p + p
∫ t
s
|Y αr |
p−1Yˆ αr f
α(r, Y αr , Z
α
r ) dr + p
∫ t
s
|Y αr−|
p−1Yˆ αr− dV
α
r
− p
∫ t
s
|Y αr−|
p−1Yˆ αr− dMr, 0 ≤ s ≤ t ≤ T (5.9)
for some α ≥ µ then there is C > 0 depending only on p such that
E sup
t≤T
|Y αt |
p + E
( ∫ T
0
d[M ]r
)p/2
≤ CE
(
|ξα|p +
( ∫ T
0
d|V α|r
)p
+
( ∫ T
0
fαr dr
)p)
,
where ξα = eαT ξ, fαr = e
αtfr.
Proof. For simplicity we assume that α = 0. We only consider the case p ∈ (1, 2).
The case p = 2 is included in the assertion of Proposition 6.1. By assumption (A), for
every τ ∈ T we have
|Yt|
p +
1
2
p(p− 1)
∫ τ
t
|Yr|
p−21{Yr 6=0} d[Y ]
c
r +
∑
t<r≤τ
(∆|Yr|
p − p|Yr−|
p−1Yˆr−∆Yr)
≤ |Yτ |
p + p
∫ τ
t
(|Yr|
p−1fr + µ|Yr|
p) dr + p
∫ τ
t
|Yr|
p−1 d|V |r
− p
∫ τ
t
|Yr|
p−1Yˆr dMr. (5.10)
By Lemma 5.2,∑
t<r≤τ
(∆|Yr|
p − p|Yr−|
p−1Yˆr−∆Yr)
≥
1
2
p(p− 1)
∑
t<r≤τ
1{|Yr|∨|Yr−|6=0}(|Yr| ∨ |Yr−|)
p−2|∆Yr|
2
=
1
2
p(p− 1)
∫ τ
t
1{|Yr|∨|Yr−|6=0}(|Yr| ∨ |Yr−|)
p−2| d[Y ]dr .
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The above inequality when combined with (5.10) and the fact that µ ≤ α ≤ 0 gives
|Yt|
p +
1
2
p(p− 1)
∫ τ
t
1{|Yr |∨|Yr−|6=0}(|Yr| ∨ |Yr−|)
p−2 d[Y ]r
≤ |Yτ |
p + p
∫ τ
t
|Yr|
p−1fr dr +
∫ τ
t
|Yr|
p−1 d|V |r − p
∫ τ
t
|Yr|
p−1Yˆr dMr. (5.11)
Since the filtration is quasi-left continuous, d[Y ] ≥ d[M ]. Thus
E
∫ τ
t
1{|Yr |∨|Yr−|6=0}(|Yr| ∨ |Yr−|)
p−1 d[Y ]r
≥ E
∫ τ
t
1{|Yr |∨|Yr−|6=0}(|Yr| ∨ |Yr−|)
p−1 d[M ]r. (5.12)
For k ∈ N write τk = σk ∧ δk, where {σk} is a fundamental sequence for the local
martingale
∫ ·
0 |Yr|
p−1Yˆr− dMr and
δk = inf{t ≥ 0,
∫ t
0
(|Yr| ∨ |Yr−|)
p−21{|Yr |∨|Yr−|6=0} d[M ]r ≥ k}.
Substituting (5.12) into (5.11) and then replacing τ by τk in (5.11), integrating and
letting k →∞ we get
E|Yt|
p +
1
4
p(p− 1)E
∫ T
0
1{|Yr |∨|Yr−|6=0}(|Yr| ∨ |Yr−|)
p−2 d[M ]r ≤ EX, (5.13)
where X = |ξ|p + p
∫ T
0 |Yr|
p−1fr dr + p
∫ T
0 |Yr|
p−1 d|V |r. Furthermore, by (5.11),
E sup
t≤T
|Yt|
p ≤ EX + pE sup
t≤T
∣∣∣ ∫ T
t
|Yr−|
p−1Yˆr− dMr
∣∣∣
≤ EX + c1pE sup
t≤T
|Yt|
p/2
(∫ T
t
(|Yr| ∨ |Yr−|)
p−21{|Yr |∨|Yr−|6=0} d[M ]r
)1/2
≤ EX + βE sup
t≤T
|Yt|
p + β−1c1pE
∫ T
t
(|Yr| ∨ |Yr−|)
p−21{|Yr|∨|Yr−|6=0} d[M ]r.
Taking β > 0 sufficiently small we get
E sup
t≤T
|Yt|
p ≤ c2EX. (5.14)
Therefore
E
(∫ T
0
d[M ]r
)p/2
= E
( ∫ T
0
(|Yr| ∨ |Yr−|+ ε)
2−p(|Yr| ∨ |Yr−|+ ε)
p−2 d[M ]r
)p/2
≤ E(sup
t≤T
|Yt|
2−p + ε2−p)p/2
∫ T
0
(|Yr| ∨ |Yr−|+ ε)
p−2 d[M ]r
)p/2
≤
(
E(sup
t≤T
|Yt|
(2−p) + ε2−p)(p/2)(2/p)
∗
)1/(2/p)∗
×
(
E
∫ T
0
(|Yr| ∨ |Yr−|+ ε)
p−2 d[M ]r
)p/2
, (5.15)
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where (2/p)∗ is the Ho¨lder conjugate to 2/p. By (5.13) we may pass in (5.15) to the
limit as ε→ 0. We then get
E
( ∫ T
0
d[M ]r
)p/2
≤ (E sup
t≤T
|Yt|
p)(2−p)/2
(
E
∫ T
0
(|Yr| ∨ |Yr−|)
p−21{|Yr|∨|Yr−|6=0} d[M ]r
)
.
By Young’s inequality,
E
( ∫ T
0
d[M ]r
)p/2
≤
2− p
2
E sup
t≤T
|Yt|
p +
p
2
E
∫ T
0
(|Yr| ∨ |Yr−|)
p−21{|Yr |∨|Yr−|6=0} d[M ]r.
This and (5.13) imply that Z ∈Mp and
E sup
t≤T
|Yt|
p + E
( ∞∑
i=1
∫ T
0
|Zir|
2 d〈M i〉r
)p/2
≤ c3EX. (5.16)
Finally, observe that
EX ≤ βE sup
t≤T
|Yt|
p + β−1c4E
(
|ξ|2 +
( ∫ T
0
fr dr
)p
+
( ∫ T
0
d|V |r
)p)
.
From this and (5.16) the desired estimate follows. ✷
For p ∈ (1, 2] we will use the following modifications to (H4), (H6):
(H4∗) ξ ∈ Lp(FT ), V ∈ V
p
0 , f(·, 0) ∈ L
p(F).
(H6∗) There exists X ∈ Vp ⊕Mp such that
Lt ≤ Xt ≤ Ut for a.e. t ∈ [0, T ],
∫ T
0
|f(t,Xt)| dt ∈ L
p(FT ).
Proposition 5.4. Assume that (H1)–(H3) and (H4∗) with p ∈ (1, 2] are satisfied.
Then there exists a solution (Y,M) ∈ Sp ⊗ Mp0 of BSDE(ξ, f + dV ). Moreover,∫ T
0 |f(t, Yt)| dt ∈ L
p(FT ).
Proof. By [13, Theorem 2.7] there exists a solution (Y,M) of BSDE(ξ, f +dV ) such
that Y is of class (D) and Y ∈ Sq for q ∈ (0, 1). Moreover, Y n → Y in Sq, q ∈ (0, 1),
where (Y n,Mn) ∈ S2 ⊗M2 is a solution of BSDE(ξn, fn + dV n) and
ξn = Tn(ξ), fn(t, y) = f(t, y)− f(t, 0) + Tn(f(t, 0)), V
n
t =
∫ t
0
1{|V |s≤n} dVs.
By Proposition 5.3,
E sup
t≤T
|Y nt |
p ≤ CE
(
|ξn|p +
( ∫ T
0
|fn(r, 0)| dr
)p
+
( ∫ T
0
d|V n|r
)p)
.
Letting n→∞ shows that Y ∈ Sp and
E sup
t≤T
|Yt|
p ≤ CE
(
|ξ|p +
( ∫ T
0
|f(r, 0)| dr
)p
+
( ∫ T
0
d|V |r
)p)
.
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By [13, Lemma 2.5], M ∈ Mp. Hence, by [13, Lemma 2.3],
E
( ∫ T
0
|f(r, Yr)| dr
)p
≤ CE
(
|ξ|p +
( ∫ T
0
|f |(r, 0) dr
)p
+
( ∫ T
0
d|V |r
)p)
,
and the proof is complete. ✷
Lemma 5.5. Assume (H1)–(H3), (H4∗), (H6∗) with p ∈ (1, 2] are satisfied. Then
there exists a solution (Y,Z,R) of RBSDE(ξ, f + dV,L,U) such that Y ∈ Sp and∫ T
0 |f(t, Yt)| dt ∈ L
p(FT ).
Proof. By Theorem 3.3 there exists a solution (Y,Z,R) of RBSDE(ξ, f + dV,L,U).
By Theorem 3.3, (3.4) and (A1) it is enough to prove the integrability properties of
Y stated in the lemma in case (Y,Z,R) is a solution of RBSDE with one reflecting
barrier. So, let us assume that (Y,Z,R) is the solution of RBSDE(ξ, f + dV,L). Then
the desired properties of Y follow from Theorem 2.12, (2.20) and Proposition 5.4. ✷
Theorem 5.6. Assume that (H1)–(H3), (H4∗) with p ∈ (1, 2] are satisfied. Then there
exists a solution (Y,M,R) ∈ Sp ⊗Mp ⊗ Vp0 of RBSDE(ξ, f + dV,L,U) iff (H6
∗) is
satisfied.
Proof. Assume that (H1)–(H3), (H4∗) are satisfied and (Y,M,R) ∈ Sp ⊗Mp0 ⊗ V
p
0
is a solution of RBSDE(ξ, f + dV,L,U). Then by [13, Lemma 2.5],
∫ T
0 |f(r, Yr)| dr ∈
Lp(FT ). Therefore (H6
∗) is satisfied with X = Y . Now assume that (H1)–(H3), (H4∗),
(H6∗) are satisfied. First observe that thanks to (3.6) we may assume that (Y,M,R) is
a solution of RBSDE with one reflecting barrier, say lower, i.e. we may assume that R
is an increasing process. By Lemma 5.5, Y ∈ Sp and E(
∫ T
0 |f(r, Yr)| dr)
p < ∞. From
these properties of Y and th fact that R is predictable it follows that there exists a
stationary sequence {τk} ⊂ T such that
E([M ]τk )
p/2 + E
( ∫ τk
0
d|R|r
)p
<∞, k ≥ 1.
By Itoˆ’s formula and Young’s inequality,
E([M ]τk )
p/2 ≤ cpE
(
sup
t≤T
|Yt|
p +
( ∫ τk
0
|f(r, Yr)| dr
)p
+
( ∫ τk
0
d|V |r
)p
+
( ∫ τk
0
|Yr−| d|R|r
)p/2)
.
Using once again Young’s we see that for every α > 0,
E([M ]τk )
p/2 ≤ cpE
(
sup
t≤T
|Yt|
p +
( ∫ τk
0
|f(r, Yr)| dr
)p
+
( ∫ τk
0
d|V |r
)p
+ α
( ∫ τk
0
d|R|r
)p)
. (5.17)
On the other hand, since Rt = Y0 − Yt −
∫ t
0 f(r, Yr) dr −
∫ t
0 dVr +
∫ t
0 dMr for t ∈ [0, T ],
applying the Burkholder-Davis-Gundy inequality we obtain
E
( ∫ τk
0
d|R|r
)p
≤ cpE
(
sup
t≤T
|Yt|
p +
( ∫ τk
0
|f(r, Yr)| dr
)p
+
( ∫ τk
0
d|V |r
)p
+ ([M ]τk )
p/2
)
.
The above inequality and (5.17) imply that M ∈ Mp. Hence R ∈ Vp0 , because we
already know that Y ∈ Sp. ✷
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6 Reflected BSDEs with generator depending on z
Assume that F satisfies the usual conditions and the Hilbert L2(FT ) is separable. Then
(see [3, 22]) there exists a sequence {M i} ⊂ M20 such that {Mi} are orthogonal, i.e.
EM iTM
j
T = 0 for i 6= j, and for every N ∈ M
2,
Nt = N0 +
∞∑
i=0
∫ t
0
Zir dM
i
r, t ∈ [0, T ] (6.1)
for some sequence {Zi} of predictable processes such that
E
∞∑
i=0
∫ T
0
|Zit |
2 d〈M i〉t <∞.
For given A ∈ V10 let us denote by µA the measure on B([0, T ]) ⊗FT defined as
µA(B) = E
∫ T
0
1B(t, w) dAt, B ∈ B([0, T ])⊗FT .
It is known that the sequence {M i} may be chosen so that µ〈M i〉 ≫ µ〈Mj〉 for i < j.
In that case the sequence {M i} is unique in the following sense: if {Mˆi} ⊂ M
2
0 is an
another sequence satisfying the same conditions as {M i} then µ〈M i〉 is equivalent to
µ〈Mˆ i〉 for every i ∈ N. By using the localization procedure one can show that every
locally square integrable F martingale admits representation (6.1) with {Zi} such that
P
( ∞∑
i=1
∫ T
0
|Zit |
2 d〈M i〉t <∞
)
= 1. (6.2)
Set
mi(t, w) =
dµc〈M i〉
dt⊗ dP
(t, w), (r, w) ∈ [0, T ]× Ω,
where µc
〈M i〉
is the absolutely continuous part, with respect to dt ⊗ P , of the measure
µ〈M i〉. By M
0 we denote the space of all processes Z = (Z1, Z2, . . . ) such that Zi is
predictable for each i ∈ N and (6.2) is satisfied. By Mp, p ≥ 1, we denote the space
Mp = {Z ∈M0;E
( ∞∑
i=1
∫ T
0
|Zit |
2 d〈M i〉t
)p/2
<∞}.
We also use the following notation
‖z‖2Mt =
∞∑
i=1
|zi|2mi(t, w), z ∈ R∞.
Let ξ be an FT measurable random variable, V ∈ V0, L,U be progressively measur-
able processes and f : [0, T ]×Ω×R×R∞ → R be such that f(·, ·, y, z) is progressively
measurable for every (y, z) ∈ R× R∞. We will need the following hypotheses.
(A1) There is µ ∈ R such that for a.e. t ∈ [0, T ] and every y, y′ ∈ R, z ∈ R∞,
(f(t, y, z)− f(t, y′, z))(y − y′) ≤ µ|y − y′|2.
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(A2) [0, T ] ∋ t 7→ f(t, y, z) ∈ L1(0, T ) for every y ∈ R, z ∈ R∞,
(A3) R ∋ y 7→ f(t, y, z) is continuous for a.e. t ∈ [0, T ] and for every z ∈ R∞,
(A4) There is λ ≥ 0 such that for a.e. t ∈ [0, T ] and every y ∈ R, z, z′ ∈ R∞,
|f(t, y, z) − f(t, y, z′)| ≤ λ‖z − z′‖Mt .
(A5) ξ ∈ L2(FT ), V ∈ V
2
0 , f(·, 0, 0) ∈ L
2(F),
(A6) There exists X ∈ V2 ⊕ M2 such that Lt ≤ Xt ≤ Ut for a.e. t ∈ [0, T ] and
f(·,X, 0) ∈ L2(F).
(A∗) There exist λ ≥ 0, µ ∈ R and a non-negative progressively measurable process ft
such that for every y ∈ R and z ∈ R∞,
yˆf(t, y, z) ≤ ft + µ|y|+ λ‖z‖Mt , dt⊗ dP -a.s.
Definition. We say that a triple (Y,Z,R) is a solution of RBSDE(ξ, f + dV,L,U) if
Z ∈M0 and the triple (Y,M,R), where Mt =
∑∞
i=1
∫ t
0 Z
i
r dM
i
r, t ∈ [0, T ], is a solution
of RBSDE(ξ, fˆ + dV,L,U) with
fˆ(t, y) = f(t, y, Zt).
Proposition 6.1. Assume that (A∗) is satisfied and ξ ∈ L2(FT ), ft ∈ L
2(F), V ∈ V20 ,
(Y,Z) ∈ S2 ⊗M0. Moreover, assume that Y is a semimartingale and its martingale
part in the Doob-Meyer decomposition is of the form M =
∑∞
i=1
∫ ·
0 Z
i
r dM
i
r. Write
(Y α, Zα) = (eαtYt, e
αtZt), dV
α
t = e
αt dVt and
fα(t, y, z) = eαtf(t, e−αty, e−αtz)− αy.
Then if
|Y αs |
2 +
∫ t
s
d[Y α]r ≤ |Y
α
t |
2 + 2
∫ t
s
Y αr f
α(r, Y αr , Z
α
r ) dr + 2
∫ t
s
Y αr− dV
α
r
− 2
∞∑
i=1
∫ t
s
Y αr−Z
α,i
r dM
i
r, 0 ≤ s ≤ t ≤ T (6.3)
for some α ≥ µ+ λ2 then Z ∈M2 and there is C > 0 such that
E sup
t≤T
|Y αt |
2 + E
( ∞∑
i=1
∫ T
0
|Zα,ir |
2 d〈M i〉r
)
≤ CE
(
|ξα|2 +
( ∫ T
0
d|V α|r
)2
+
( ∫ T
0
fαr dr
)2)
,
where ξα = eαT ξ, fαr = e
αtfr.
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Proof. For simplicity we assume that α = 0. By assumption (A∗), for every τ ∈ T
we have
|Yt|
2 +
∫ τ
s
d[Y α]r ≤ |Yτ |
2 + 2
∫ τ
t
(|Yr|fr + µ|Yr|
2) dr + 2
∫ τ
t
|Yr| d|V |r
+ 2λ
∫ τ
t
|Yr|‖Zr‖Mr dr − 2
∞∑
i=1
∫ τ
t
Yr−Z
i
r dM
i
r. (6.4)
We have
2λ|Yr|‖Zr‖Mr ≤ 2λ
2|Yr|
2 +
1
2
‖Zr‖Mr .
Since µ+ λ2 ≤≤ α ≤ 0, from the above inequality and (6.4) it follows that
|Yt|
2 +
∫ τ
t
d[Y ]r ≤ |Yτ |
2 + 2
∫ τ
t
|Yr|fr dr + 2
∫ τ
t
|Yr| d|V |r
+
1
2
∫ τ
t
‖Zr‖Mr dr − 2
∞∑
i=1
∫ τ
t
Yr−Z
i
r dM
i
r. (6.5)
It is well known that
E
∫ τ
t
d[Y ]r = E
∫ τ
t
d[M ]r = E
∫ τ
t
d〈M〉r (6.6)
For k ∈ N write τk = σk ∧ δk, where {σk} is a fundamental sequence for the local
martingale
∑∞
i=1
∫ ·
0 Yr−Z
i
r dM
i
r and
δk = inf{t ≥ 0,
∫ t
0
‖Zr‖
2
Mr dr ≥ k}.
Substituting (6.6) into (6.5) and then replacing τ by τk in (6.5), integrating and letting
k →∞ we get
E|Yt|
2 +
1
2
E
∞∑
i=1
∫ T
0
|Zi|2r d〈M
i〉r ≤ EX, (6.7)
where X = |ξ|2 + 2
∫ T
0 |Yr|fr dr + 2
∫ T
0 |Yr| d|V |r. Furthermore, by (6.5),
E sup
t≤T
|Yt|
2 ≤ EX + 2E sup
t≤T
∣∣∣ ∞∑
i=1
∫ T
t
Yr−Z
i
r dM
i
r
∣∣∣
≤ EX + c12E sup
t≤T
|Yt|
( ∞∑
i=1
∫ T
t
|Zir|
2 d[M i]r
)
≤ EX + βE sup
t≤T
|Yt|
2 + β−1c12E
∞∑
i=1
∫ T
t
|Zir|
2 d〈M i〉r.
Taking β > 0 sufficiently small and using (6.7) we obtain
E sup
t≤T
|Yt|
p +
1
2
E
∞∑
i=1
∫ T
0
|Zi|2r d〈M
i〉r ≤ c2EX.
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Combining this with the estimate
EX ≤ βE sup
t≤T
|Yt|
2 + β−1c4E
(
|ξ|2 +
( ∫ T
0
fr dr
)2
+
( ∫ T
0
d|V |r
)2)
we get the desired result. ✷
Remark 6.2. If (Y,Z,R) = (Y 1, Z1, R1)−(Y 2, Z2, R2), where (Y i, Zi, Ri), is a solution
of RBSDE(ξi, f i+dV i, L, U), i = 1, 2, then from Propositions 5.1, 5.3 and condition (c)
of the definition of a solution of RBSDE it follows that for every α ∈ R the pair (Y α, Zα)
satisfies (6.3) with ξ = ξ1 − ξ2, f(r, y, z) = f1(r, y + Y 2r , z + Z
2
r ) − f
2(r, Y 2r , Z
2
r ), V =
V 1−V 2. We will use this fact in the sequel of the paper without further explanations.
Proposition 6.3. Assume (A4). Then there exists at most one solution (Y,Z,R) of
RBSDE (ξ, f + dV,L,U) such that Y ∈ S2.
Proof. Follows immediately from Proposition 6.1. ✷
Theorem 6.4. Assume (A1)–(A6). Then there exists a solution (Y,Z,R) ∈ S2⊗M2⊗
V2 of RBSDE(ξ, f + dV,L,U).
Proof. Let us define
Φ = (Φ1,Φ2) : S2 ⊗M2 7→ S2 ⊗M2
as follows: for every (X,H) ∈ S2 ⊗M2, (Φ1(X,H),Φ2(X,H)) are the first two com-
ponents of the solution of RBSDE(ξ, fH + dV,L,U) with fH(t, x, y) = f(t, x, y,Ht).
By Theorem 5.6 the mapping Φ is well defined. Let (Xi,H i) ∈ S2 ⊗M2, i = 1, 2,
and let (X,H) = (X1,H1) − (X2,H2), (Y i, Zi) = Φ(Xi,H i), i = 1, 2 and (Y,Z) =
(Y 1, Z1)− (Y 2, Z2). Observe that
Yt =
∫ T
t
F (r, Yr) dr +
∫ T
t
dR1r − dR
2
r −
∞∑
i=1
∫ T
t
Zir dM
i
r, t ∈ [0, T ],
where
F (r, y) = f(r, y + Y 2r ,H
1
r )− f(r, Y
2
r ,H
2
r )
and Ri is the finite variation process such that the triple (Y i, Zi, Ri) is a solution of
RBSDE(ξ, fH + dV,L,U), i = 1, 2. By Proposition 6.1 and (A4),
E sup
t≤T
|Yt|
2 + E
( ∞∑
i=1
∫ T
0
|Zir|
2 d〈M i〉r
)
≤ CE
( ∫ T
0
|F (r, 0)| dr
)2
≤ λCE
(∫ T
0
‖Hr‖Mr dr
)2
≤ λ2CTE
( ∞∑
i=1
∫ T
0
|H ir|
2 d〈M i〉r
)
. (6.8)
It follows that Φ is a contraction on S2⊗M2 for a sufficiently small T , so using Banach’s
principle we can construct unique solutions on small intervals. Therefore dividing the
interval [0, T ] into a finite number of small intervals and using the standard arguments
we can construct a solution (Y,Z,R) of RBSDE(ξ, f + dV,L,U) on the whole interval
[0, T ]. Of course (Y,Z) ∈ S2 ⊗M2. Consequently, R ∈ V20 by Theorem 5.6. ✷
To define solutions of equations with generators depending on z one can use other
than (6.1) types of representation theorems for martingales. One possibility is outlined
below.
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Remark 6.5. Put E = Rl \ {0} for some l ≥ 1. Let B be a d-dimensional Wiener
process and N be an independent of B Poisson random measure on R+ × E with the
compensator ν(dt, de) = dt ⊗ λ(de) such that
∫
E 1 ∧ |e|
2 λ(de) < ∞. For t ∈ [0, T ],
B ∈ B(E) let us put N˜([0, t]×B) = N([0, T ]×B)− ν([0, t]×B). It is known (see [26])
that every locally square integrable martingale M has the representation
Mt =M0 +
∫ t
0
Zr dBr +
∫ t
0
∫
E
Hr(e) N˜ (dr, de), t ∈ [0, T ] (6.9)
for some predictable Rd-valued (resp. L2(E,λ)-valued) process Z (resp. H). It is also
known that the filtration F generated by (B,N) is quasi-left continuous. Let
f : Ω× [0, T ]× R× Rd × L2(E,λ)→ R
be a measurable function such that f(·, y, z, v) is progressively measurable for every
(y, z, v) ∈ R × Rd × L2(E,λ). After replacing representation (6.1) by (6.9), we may
define a solution of RBSDE(ξ, f + dV,L,U) as a quadruple (Y,Z,H,R) such that the
triple (Y,M,R) with M given by (6.9) is a solution of RBSDE(ξ, fˆ + dV,L,U) with
fˆ(t, y) = f(t, y, Zt,Ht), (t, y) ∈ [0, T ]× R.
If we now replace the norm ‖ · ‖Mt by the norm ‖ · ‖∼ on R
d × L2(E,λ) given by
‖(z, v)‖∼ = |z|+ ‖v‖L2(E,λ), (z, v) ∈ R
d × L2(E,λ)
and then repeat step by step the proofs of Proposition 6.1 and Theorem 6.4 (with obvi-
ous changes) we will get the existence and uniqueness results for solutions of reflected
BSDEs in the set-up of the definition given above.
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