Single-cell RNA sequencing (scRNA-seq) has quickly become an empowering technology to profile 1 the transcriptomes of individual cells on a large scale. Many early analyses of differential expres-2 sion have aimed at identifying differences between subpopulations, and thus are focused on finding 3 subpopulation markers either in a single sample or across multiple samples. More generally, such 4 methods can compare expression levels in multiple sets of cells, thus leading to cross-condition 5 analyses. However, given the emergence of replicated multi-condition scRNA-seq datasets, an area 6 of increasing focus is making sample-level inferences, termed here as differential state analysis. 7 For example, one could investigate the condition-specific responses of cell subpopulations mea-8 sured from patients from each condition; however, it is not clear which statistical framework best 9 handles this situation. In this work, we surveyed the methods available to perform cross-condition 10 differential state analyses, including cell-level mixed models and methods based on aggregated 11 "pseudobulk" data. We developed a flexible simulation platform that mimics both single and 12 multi-sample scRNA-seq data and provide robust tools for multi-condition analysis within the 13 muscat R package.
Introduction
1 Figure 1 : Schematic overview of muscat's simulation framework. (a) Given a count matrix of features by cells and, for each cell, pre-determined cluster (subpopulation) identifiers as well as sample labels (0), dispersion and sample-wise means are estimated from a negative binomial distribution for each gene (for each subpopulation) (1.1); and library sizes are recorded (1.2) . From this set of parameters (dispersions, means, library sizes), gene expression is sampled from a negative binomial distribution. Here, genes are selected to be "type" (subpopulation-specifically expressed; e.g., via marker genes), "state" (change in expression in a condition-specific manner) or equally expressed (relatively) across all samples (2) . The result is a matrix of synthetic gene expression data (3); (b) Differential distributions are simulated from a NB distribution or mixtures thereof, according to the definitions of random variables X, Y and Z. (c) t-SNE plots for a set of simulation scenarios with varying percentage of "type" genes (top), DS genes (middle), and difference in the magnitude (logFC) of DS between subpopulations (bottom). (d) Schematic overview of cell-and sample-level approaches for DS analysis. Top panels show a schematic of the data distributions or aggregates across samples (each violin is a group or sample; each dot is a sample) and conditions (blue or orange). The bottom panels highlight the data organization into sub-matrix slices of the original count table.
Aggregation versus non-aggregation methods. The starting point for a differential state analysis is a (sparse) matrix of gene expression, either as counts (with library or size factors) or normal-147 ized data (log-transformed expression values, residuals [38, 39] ), where each row is a gene and each 148 column a cell. Each cell additionally has a subpopulation (cluster) label as well as a sample label; 149 metadata should be linked to samples, such that they can be organized into comparable groups 150 with sample-level replicates (e.g., via a design matrix). The data processing aspect, depending 151 on whether to aggregate data to the subpopulation-sample level, is described in the schematic 152 in Figure 1d . The methods presented here are modular and thus the subpopulation label could 153 originate from an earlier step in the analysis, such as clustering [40, 41, 42] after integration [43, 9] or 154 after inference of cell-type labels at the subpopulation- [10] or cell-level [11] . The specific details 155 and suitability of these various preprocessing steps is an active area of current research and a full 156 evaluation of them is beyond the scope of the current work; a comprehensive review was recently To ensure that method performances are comparable and do not suffer from low cell numbers, 180 we simulated an average of 200 cells per subpopulation-sample instance, amounting to a total of 181 ∼ 200 × (S 1 + S 2 ) × K ≈ 3,600 cells per simulation. Each simulation and method was repeated 182 5 times per scenario, and performances were averaged across replicates.
183
In the context of DS analysis, each of the G genes is tested independently in each of K 184 subpopulations, resulting in a total of ∼ G × K differential tests (occasionally, a small number of 185 genes are filtered out due to low expression). Multiple testing correction could thus, in principle, be 186 performed globally, i.e., across all tests (n = G × K), or locally, i.e., on each of the subpopulation-187 level tests (n = G). We compared overall False Discovery Rate (FDR) and True Positive Rate 188 (TPR) estimates computed from both locally and globally adjusted p-values. Global p-value 189 adjustment led to a systematic reduction of both FDRs and TPRs ( Fig. 2a ; stratified also by the 190 type of DS) and is therefore very conservative.
191
Moreover, detection performance is related to expression level, with differences in lowly ex-192 pressed genes especially difficult to detect ( Supplementary Fig. 3 ). On the basis of these 193 observations, for the remainder of this study, all method performances were evaluated using lo-194 cally adjusted p-values, after exclusion of genes with a simulated expression mean below 0.1.
195
In general, all methods performed best for genes of the DE category, followed by DM, DP, 196 and DB ( Fig. 2a ). This level of difficulty by DS type is to be expected, given that genes span the Fig. 4a ). Although the differential detection performance does not seem to be compromised, 209 applying the logarithm transformation (with an offset to avoid zero) to the rather low counts To investigate the effect of subpopulation size on DS detection, we ran methods using subsets of 50 to 400 cells per subpopulation-sample ( Fig. 2b) . For aggregation-based methods, ∼ 100 on pseudobulk summed scaled CPM, unbalanced sample and group sizes had no effect on method .
222
To investigate overall method concordance, we intersected the top ranked DS detections 223 (FDR < 0.05) returned by each method across 5 simulation replicates per DS category ( Fig. 3) . 224 We observed overall high concordance between methods, with the majority of common hits being 225 truly differential. In contrast, most isolated intersections, i.e., hits unique to a certain method, 226 were genes that had been simulated to be EE and thus false discoveries. Methods with vstresiduals 227 as input yielded a noticeably high proportion of false discoveries.
228
Using a different anchor dataset as input to our simulation framework yielded highly consistent Figure 11 .
255
We identified 915 genes with differential states (FDR < 0.05, |logFC| > 1) in at least one 256 subpopulation, 751 of which were detected in only a single subpopulation ( Supplementary Fig.   257 12). Since relying on thresholds alone is prone to bias, we next clustered the (per-subpopulation) 258 fold-changes across the union of all differentially expressed genes (Fig. 4d) . We observed a dis- Fig. 13 ). 266 We next sought to estimate how homogeneous the effects observed at the pseudobulk-level 267 are across cells. To this end, we calculated effect coefficients summarizing the extent to which each 268 cell reflects the population-level fold-changes (Fig. 4d, bottom) . For endothelial and glial cells, 
274
In order to investigate the concordance of the 16 surveyed DS methods on a real dataset, we 275 applied all methods to the LPS dataset. Intersecting genes reported as differential (at FDR < 0.05) 276 yielded results similar to the simulation study ( Supplementary Fig. 14) ; for example, AD, MAST 277 and scDD methods report large numbers of isolated hits, whereas overall high agreement between 
Discussion
We have compared what can be considered as in silico sorting approaches for multi-subpopulation 282 multi-sample multi-condition scRNA-seq datasets, where the interest is to follow each cell sub-283 population along the axis of samples and conditions; we refer to these generally as differential 284 state analyses and have largely leveraged existing tools for running such analyses. A summary of 285 the tested DS methods across several criteria (e.g., sensitivity and runtimes) is given in Figure   286 5; methods were scored subjectively following visual inspection of the simulation results. Further-287 more, we have applied DS analysis to a new dataset to uncover subpopulation-specific changes in 288 brain tissue from mice exposed to peripheral LPS treatment.
289
Aggregating data from a subpopulation to a single observation (per sample) is a natural 290 approach to the DS problem [20, 21] , but it still remained to be demonstrated how effective it 291 is. Based on our simulation results, the tested aggregation-based DS methods were extremely 292 fast and showed overall a stable high performance, although depending on the scale of the data 293 analyzed, logFCs were attenuated for some combinations. While mixed model methods performed 294 similarly well, their computational cost may not be worth the flexibility they provide ( Fig. 5 and 295 Supplementary Fig. 10 ). Methods developed specifically for scRNA-seq differential analysis were 296 outperformed by aggregation and mixed models, but it should be mentioned that these methods focus on comparing sets of cells and were not specifically designed for the multi-group multi-sample
Online Methods
Preprocessing of simulation reference data. As simulation anchors, we used scRNA-seq 361 datasets obtained from i) PBMCs by Kang et al. [20] (8 control vs. 8 IFN-β treated samples); 362 and, ii) mouse brain cortex cells (4 vehicle vs. 4 LPS-treated samples; see below). In order to 363 introduce known changes in expression, we only used samples from the reference (control and ve-364 hicle, respectively) condition as input to our simulation framework. These were minimally filtered 365 to remove cells with less than 200 detected genes, and genes detected in less than 100 cells. Avail-366 able metadata was used to filter for singlet cells as well as cells that have been assigned to a cell of gene g in sample s(c), λ c is the library size (total number of counts), and φ g is the dispersion.
382
In order to introduce a multi-subpopulation, multi-sample data structure, we sample a set where G represents the number of genes, C sk is the total number of cells in sample s that have 423 been assigned to subpopulation k, and y gc denotes the counts observed for gene g in cell c. We 424 then multiply the CPM of a given sample and subpopulation with the respective total library size 425 in millions to scale the CPM values back to the count scale: 426 CPM * sk = CPM sk · Λ sk · 1e −6 edgeR-based methods were run using glmQLFit and glmQLFTtest [50] ; methods based on 427 limma-voom and limma-trend were run using default parameters.
428
Mixed models. Mixed model methods were implemented using three main approaches: i) fit- testing and moderation were applied subpopulation-wise.
437
For the first approach (MM -dream), we relied on the variancePartition [51] package's implemen-438 tation for repeated measurement bulk RNA-seq, using voom's [25] precision weights as originally For the GLMM-based approach (MM -nbinom), we supplemented the model with an offset equal to the library size factors, and fitted it directly on counts using both Poisson and negative binomial anesthetizing the animals with isoflurane followed by decapitation. Brains were quickly frozen and stored at -80 • C.
Nuclei isolation, mRNA-seq library preparation and sequencing -LPS dataset. Nuclei were
