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Abstract
In this article, we propose a low-complexity joint power allocation and route planning algorithm for multiple
antennas wireless sensor networks using dynamic programming. The sensor nodes utilize orthogonal space time
block codes with demodulation-and-forward protocol. Unlike the previous work which typically optimize all the
parameters, we cast this Quality-of-Service aware packet forwarding problem into two disjoint procedures: dynamic
programming based route planning and subsequent adaptive power allocation. Simulation results indicate that the
proposed protocol obtains comparative performance with the optimal results and significantly outperforms classical
routing algorithms.
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1. Introduction
Wireless sensor networks (WSN) have been widely applied
for many applications, e.g., monitoring or surveillant pur-
poses. Extensive research work can be found in this area
[1-10]. In [2-6], the multiple-input multiple-output
(MIMO) techniques was deployed to increase the trans-
mission rate. Various algorithms to optimize the resources
and route planning can be found in [7-10]. Recently,
orthogonal space-time block codes (OSTBC) [11] was
used to improve the robustness by additional spatial and
temporal diversities in severe fading environment [12,13].
A survey of energy constraints for sensor networks is
given in [14]. A data routing algorithm has been proposed
to maximize the minimum lifetime over all nodes in WSN
In [15]. The work in [16] has considered provisioning
additional energy on existing nodes and deploying relays
to extend the lifetime. However, there is little work how to
develop low-complexity algorithm in order to improve the
Quality-of-Service (QoS) with limited powers.
Wireless sensor networks are usually deployed to col-
lect, and transmit data from the source to the data center
for further analysis, and thus, frame error rate (FER) (the
error probability of decoding of a frame at the destination
node) is a crucial parameter to reflect the QoS in the
WSN. In this case, FER should be minimized to guaran-
tee sufficient good QoS given a power consumption con-
straint. networks. Therefore, it is important to adaptively
assign transmission power to individual sensor node of
WSN in a decentralized way for better FER. In other
words, it is necessary to find out how much energy is
required to support a specific FER value, and how to
effectively regulate the power usage of the whole sensor
nodes. We hence in this article investigate the cross layer
optimization problems on power allocation and route
planning to improve the QoS of WSN subject to the
power consumption constraint by using OSTBC. The
main objective is to devise a routing protocol, adaptively
allocate the transmission power, and minimize the FER
satisfying the total power constraint.
Specifically, we solve this energy and QoS aware packet
forwarding problem with the help of dynamic program-
ming [17]. State space partition technique and state
aggregation approximation architecture are used to give
a near-optimal solution [12]. In [13,12], the authors con-
sidered the routing planning and adaptive power alloca-
tion using dynamic programming, but the complexity is
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prohibitive. Although dynamic programming is efficient
for the joint optimization problem, it still jointly consid-
ers two parameters (transmission distance search and
power allocation) at the same time. To reduce complex-
ity, a linear protocol is given by searching the route first
by dynamic programming with an equal transmission
power at each hop, and then reallocating power to each
node later with the same energy constraint to minimize
the FER. As a result, the dynamic programming based
method only has one parameter to optimize. Specifically,
the proposed method decreases the computation com-
plexity to O(n), while the joint optimization algorithm
requires a degree of O(n2).
The rest of the article is organized as follows: In Sec-
tion 2, we present the system and energy consumption
models. The optimal routing protocol is described in Sec-
tion 3. Reduced-complexity (RC) algorithm is presented
in Section 4. Simulation results are provided in Section 5.
In Section 6, we draw the main conclusions.
Notation: Boldface upper-case letters denote matrices,
boldface lower-case letters denote vectors, ℂi×j and ℝi×j
denote the set of i × j complex and real matrices, respec-
tively, (·)T stands for transpose, * denotes discrete-time
convolution, (·)* denotes complex conjugate, (·)H repre-
sents conjugate transpose, E is used for expectation, var
is used for variance, and ∥x∥2 = xHx.
2. System model
In this article, we consider a cluster-based WSN, where
sensor nodes are organized into several clusters. Every
cluster consists of multiple sensor nodes with one com-
mon cluster head. Each sensor node is equipped with N
isotropic antennas. At the k-th hop, the node transmits
per symbol with power either pk or 0. We assume suffi-
ciently separated nodes such that any mutual coupling
effects among the antennas of different nodes can be
ignored. For simplicity, we assume slow and flat Rayleigh
fading between each node, and there is no multipath fad-
ing or shadowing.
The transmit symbol vector of size K × 1 is denoted s =
[s1, ..., sK]
T, where si ∈ A, whereA represents a signal con-
stellation set. M-PSK constellation is adopted in this arti-
cle, and E[|xi|2] = pk. The vector s is transmitted by means
of a given OSTBC matrix C(x) of size B × N, where B and
N are the space and time dimension of the OSTBC,
respectively. If bits are used as inputs to the system, K log2
M bits are used to produce the vector s. In [11], the fol-
lowing holds: C(s)C(s)H = bKIB, where b = 1 if C(x) = GT2 ,
C(s) = HT3 or C(s) = HT4 when b = 2. The transmission
rate is K/N, and the C(s) is sent over the MIMO channel
H of site N × B.
At the k-th hop, the N × N receive block signal Y can
be expressed as
Y = d−αk HC(s) +N, (1)
where dk represents the communication distance
between the (k - 1)-th hop and the k-th hop, a denotes
the path loss component, and the additive block noise N
is complex Gaussian circularly distributed with indepen-
dent components having variance No and zero mean. By
generalizing the approach given in [11,12], the OSTBC
system can be shown to be equivalent to a SISO system
with the following input output relationship
yi =
√
ϕd−αk xi + vi, (2)
where i Î {1, ..., K},  ≜ ∥H∥2, and vi ∼ CN (0,No/β).
It can be seen that the receive signal to noise ratio
(SNR) gk per symbol for a particular realization of the
fading is given by γk  pkβϕd2αk No. At the k-th hop, for a















where gpsk  sin2 πM.
The expression in (3) only holds for a given g, and
with the use of the moment generating function (MGF),
Next, the SER can be obtained by averaging (3) over the




























The successful transmission rate (STR) per symbol is
calculated as
STRk = 1 − SERk. (5)




(1 − SERik). (6)
where  represents the length of one package and
index i denotes the i-th symbol. Hence, the FER can be
readily computed as
k = 1 −
κ−1∏
i=0
(1 − SERik). (7)
Note that from the analysis in (4), it can be seen that
the average SER only depends on the distance between
each node. In addition, the transmission of symbol
blocks in a package is independent, and thus, the SER
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and STR of each symbol does not rely on its previous or
successive transmissions. Hence, the SER per symbol
can be used equivalently to guarantee the required QoS,
and FER can be reduced to SER per symbol. For simpli-
city, the time index i is ignored in the following analysis.
In each hop, demodulation and forward protocol is
utilized, where no matter if the decoded signals are
right or not, they will be forwarded to the next hop.
The benefit of this method is to avoid the energy con-
sumption as well as time delay by performing CRC
check and subsequent retransmissions. As a result, the
final SER at the sink can be written as




where U represents the total number of hops.
Energy consumption model for wireless sensor nodes
has been extensively discussed in many previous studies.
The representative model to evaluate routing energy con-
sumption per symbol at the k-th hop can be written as [19]
ek = pk + c, (9)
where the first term pk is the transmission energy and
the constant c denotes the energy consumption inside the











As shown in (4), the average SER can be written as a






To further reduce the complexity in (11), we can turn
to calculate




where SER′k(pk, dk)  log(SERk(pk, dk)), and thus, finding
the minimum value of (11) is equivalent to minimizing (12).
3. Joint route planning and power control using
dynamic programming
In this section, we first formulate the problem and then
provide a detailed solution by dynamic programming.
3.1. Problem formulation
In traditional routing algorithms, most efforts have been
taken to alleviate the impact of the path loss [19,20].
The problem to be addressed in this paper can be
summed up as how far away the next-hop node should
be. However, as energy and QoS aware packet forward-
ing are concerned, decisions should take into account
both transmission distance and FER, i.e., the QoS issue.
Meanwhile, both the power allocation and the route
plan can be done jointly in the frame work of dynamic
programming, hop by hop in the packet forwarding pro-
cess. The introduced forwarding protocol can be per-
formed in a distributed fashion, because a distributed
protocol is scalable and easily implementable in practice,
and every sensor has to make forwarding decisions
based on its limited localized knowledge without the
usage of end-to-end feedback. Hence, by prediction
technique, such as dynamic programming, to estimate
energy consumption is straightforward. Here, we assume
that every node has its position information, which can
be easily obtained by small-sized, low power, low cost
GPS receivers and position estimation techniques based
on signal strength measurements. In addition, we
assume that sensor nodes are deployed uniformly in the
plane region. The data center (i.e., the destination node
in the network) is fully aware of both the node density
and the region size.
3.2. Solution
A WSN can be modeled using an undirected graph G
(W, L), where W and L represent the set of all nodes
and the set of all directed links, respectively. ∀wi, wj Î L
if and only if vj Î A(wi), which represents neighboring
region of wi that are directly reachable by wi with a
transmitting power level within its dynamic range. For a
U-hops path {w0, ..., wk, ..., wU-1}, where w0 and wU-1
denote the source and destination nodes, respectively.





where pk represents the transmission power allocated to
the k-th node and lk = |(wk, wk+1)| denotes the distance
of the link (wk, wk+1). Note that the total power con-
straint is pk + c. We now cast the packet forwarding
problem into the framework of dynamic programming
[17], which contains the following five ingredients [12].
3.2.1. Stage
The process of packet forwarding can be naturally
divided into a set of stages by hops on the path. Stages
are indexed by positive integers (i = 1, 2, ...).
3.2.2. State
At every stage i, the state si = (wi, ei) consists of two com-
ponents: the position of current node wi, and the remain-
ing power ei. Thus, the state space is a multi-dimensional
continuous space S = A × [emin, emax], where A represents
the region that nodes are deployed, and emin and emax
represent the minimum and maximum end-to-end power
consumption thresholds, respectively. An alternative forms
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of state can be expressed by si = (di, ei), where di denotes
the distance from wi to the destination. Correspondingly,
the state space is a two-dimensional continuous space
represented by S = [0, D]×[emin, emax], where D denote the
farthest distance from the sensor node to the data center.
3.2.3. Decision
As we have mentioned earlier, a decision should sort out
two problems: how far away the next-hop node, and how
much power should be allocated in order to forward the
packet. Hence, we can define the decision at stage i as
qi = (wˆi+1, ei+1), where wˆi+1 represents the target position
of wi+1 (there may be no sensor at this position). Note that
wˆi+1 and ei+1 provide answers to the questions we give for-
ward. The decision space is a multi-dimensional continu-
ous space G = A × [emin, emax], while its subset at state si =
(wi, ei) is G(si) = A(wi) × [emin,ei]. Since the target position
wˆi+1 always appears on the line connecting wi and the des-
tination, a single variable li = |(wi, wi+1)| denoting the tar-
get advancement at state si is enough to represent the
position of wi+1. Thus, a decision could be alternatively
described in term gi = (li, ei). With this definition, the deci-
sion space is a two-dimensional continuous space G = [0,
Dmax]×[emin, emax], where Dmax is the maximum transmis-
sion radius of nodes. Both terms of decisions will be used
in the later discussion.
It is notable that the decision we define above might
not reflect the exact position of the relay node wi+1. It
just describes the ideal position wˆi+1. Therefore, one addi-
tional procedure called relay-selecting algorithm should
be carried out to find out the exact relay node. This pro-
cedure works in this way: Given an optimal position wˆi+1,
the node within the region of A(wi) and being the nearest
to wˆi+1 will be selected as wi+1. Node wi will be chosen to
forward the packet to wi+1 within consumed power ei.
3.2.4. Policy
A policy g : S ® G represents a mapping method from
state space to decision space. The decision according to
state si can then be written as gi = gi(si), where gi is the
policy at state si. A policy is said to be stationary, if the
mapping does not change with stages, i.e., ∀i, gi = g. That
is, once the input state is given, the output decision
would be determined whatever stage it is at. Here, we
consider only stationary policies as candidates and the
feasible stationary policy space is represented by P(X).
3.2.5. Value function
Value function (or cost-to-go function) plays an impor-
tant role in the framework of dynamic programming
based algorithm. Usually, a value function J : S ® ℝ is a
mapping from the state space to the set of real values.
The value function Jg(s) we define here can be inter-
preted as the average end to end SER with respect to






SER′k(sk, g(sk), εk|s0 = sx)
}
, (13)
where SER′k(sk, g(sk), εk|s0 = sx) is the SER from state si
to sk+1 and k represents the derivation between the
actual position wk and the ideal position wˆi. Given g(sk)
and k, the state sk+1 can be determined. Hence, we may
use SER’(sx, sy) to represent the SER from state sx to
state sy in the later discussions.
An iteration form of (13) is [12]
Jg(sk) = E
{






where fg(·, ·) is the state transition probability density
function (PDF) with policy g, and g (sx) = ∫G SER’(sx, sy)
fg(sx, sy)dsy is the average one-hop SER with policy g
given the current state sx.
Actually, (14) is the standard result in dynamic pro-
gramming problems. The objective is to find out the
optimal policy. A policy g*. is called optimal if
∀s, Jg∗(s) ≤ Jg(s) for every other policy g. We use J*(·) to
denote the value function under the optimal policy. In
principle, the optimal policy can be obtained by solving
the Bellman’s equation [17]
max
g∈P(s)




Once the optimal value function J* are available, the
optimal forwarding policy is given by
g∗ = arg max
g∈P(s)







We notice that the optimal policy consists of a series
of optimal decisions which are made at each state sx to
maximize the right-hand side of (16).
4. Reduced-complexity optimization adaptive
routing algorithm
The dynamic programming in Section 3 simultaneously
updates two parameters ek and dk, which requires a
complexity of O(N2). In this section, we aim to reduce
the complexity to O(N) by considering the route planing
and the the transmission power allocation separately,
and meanwhile preserving the end-to-end performance.
The basic ideas are to find out the route with an equal
transmission power allocation at each hop, and then
reallocate the transmission power at the pre-determined
route. This reduced complexity algorithm may be rea-
lized in the following three steps:
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4.1. Estimate the number of hops
Before performing dynamic programming, it is necessary
to estimate the number of hops. As shown in (4) and
(12), the SER performance gets worse when dk increases
because of the pass loss effect, and thus, the optimal
route is the one that straightly connects the source and
the destination. Typically, the more number of hops, the
better SER can be achieved since the pass loss can be
greatly reduced. Suppose U’ represents the estimated
number of hops, D denotes the optimal end-to-end dis-
tance, and emax is the total transmission transmission
power. Let ek = emax/U’ and it is easy to prove maxi-
mum end-to-end SER can be obtained when lk = L/U’
(k = 1, ..., U’), where lk represents the ideal distance to






k + 2lkrk cos β r ∈ [0, l], (17)












fwy(r, lk)dβdr ∼= 1. (19)
while the value of lk is small, the integral range for r





fwy(r, lk)dβdr ∼= 1 (20)
where ro ≫ lk.
As a result, when the number of hops increases, in
practice it selects a much longer and zigzag route from
the source to the destination, and thus, the final SER
performance is decreased. Hence, there exists a tradeoff
between the SER performance and U’ and STR by using







where pk = emax/U’ - c.




4.2. Determine the route by dynamic programming
We can set up a finite-horizon dynamic programming
problem, and then compute the ideal advancement at
each hop, say emax/Uk. Note that ek = emax/U. Let Lk
denote the remaining distance before the k-th hop, and
l′k is the actual distance at the k-th hop.
Jg(Dk) = E
{
SER(E[l′k], emax/U) + Jg(Lk+1)
}
k = 1, . . . ,U (23)
The same “backward” method can be used to solve the
above problem and obtain d˜k. Note that d˜k is just ideal
advancement, but not the actual hop distance lk. The
source node sends the first packet to the destination
with average power emax/U at each hop. The destination
feedbacks to inform the source node the actual route
and then the source is aware of lk. In this case, the rout-
ing problem is reduced to determine how far away the
next hop will be lk (k = 1, ..., U).
4.3. Power allocation along the pre-determined route
The purpose is to reallocate the transmission power to
minimize the SER subject to the same total energy con-










0 < pk ≤ Ye − Uc, (k = 1, . . . ,U).
(24)
Before deriving the optimal solution for the problem
given in (24), the following theorem is presented.
Theorem 1. The optimal power allocation strategy p1,
..., pk in the optimization problem stated in (24) is
unique.
Proof: The power constraints in (24) are linear func-
tions of the power allocating pa rameters, and thus, they
are convex functions. It is clear that the SER function in
(4) is a convex function with respect to pk, and thus, the
corresponding SER′k in (12) is also convex as 0 ≤ SERk ≤
1. Since the sum of a series of convex functions is also
convex, which is sufficient to show that the objective
function in (24) is convex, and therefore, has unique
solutions.
The power allocation is to find pk such that the SER
in (24) is maximized subject to the power constraint by
solving the following optimization problem







pk − Ye +Uc
)
. (25)
where l is a positive Lagrange multiplier. The neces-
sary condition for optimality can be obtained by finding
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the derivatives of (25) with respect to pk. For nodes k = 1,
..., U with nonzero transmit powers, we can get


































Using (26) and (27), the optimal power at each hop
can be calculated by using the gradient descent optimi-
zation methods
pk(i + 1) = pk(i) − μ∂L(p1, . . . , pU)
∂pk






, (k = 1, . . . ,U) (28)
where pk(i) and l(i) represent the transmission power
and Lagrangian multiplier at the i-th iteration, and μ
stands for the positive step size. Using the power con-
straint, l(i) can be obtained by the following equation
U−1∑
k=0
pk(i + 1) − Ye +Uc = 0 (29)
The power allocation schemes can be easily solved
with initializing some positive values for pk (k = 1, ...,
U) and using (28) in an iterative manner. By Theorem
1, it is obvious that the mentioned approach results in
optimal power allocation at a given route. It is also
important to show that pk values in (28) are always
positive. To prove this, it is sufficient to show that μ
>0 and
∂L(p1, . . . , pU)
∂pk
< 0. This algorithm is guaran-
teed to converge at least to a local maximum, since at
the each step the objective function is decreased and is
bounded below by zero. Note that the cluster based
power allocation is performed after the routing has
been finalized. While the optimal solution is to com-
bine the route planing and the power allocation
together, the method in (24) significantly reduces the
computation complexity.



























Figure 1 Value function by optimal algorithm.
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5. Simulation results
This section evaluates the proposed packet forwarding
protocol by simulation. In the simulation, we consider a
square field with area 100 × 100 m2. Sensor nodes are uni-
formly located at random in the region. The node density
is 0.1/m2. Wireless bandwidth is supposed to be 1 MHz.
Packet size is chosen to be 1 kbs. Parameters in the energy
model are set as follows: path loss a = 3. The state space
partition scheme uses parameters Xd = 50 and Ye = 100.
The first result is about the value function approxi-
mating solution. The value function computed by using
the RC method is plotted in Figure 1. For contrast,
actual value function (i.e., the average energy consump-
tion with respect to all states) obtained through simula-
tion experiment is also presented in Figure 2. Two
figures coincide very well. This demonstrates the cor-
rectness of our theoretical analysis and derivation. The
optimal value function can provide a precise prediction
of the actual energy consumption in the networks.
Figure 3 examines the SER performance in term of the
source-to-end distance. It can be also observed that the
proposed routing protocols by using DP and the RC algo-
rithm outperform SP-power [19] and PARO algorithms
[20]. Due to the pass loss effects, the SER values
decreases when distance increases. At big distance values,
it shows that the proposed protocol obtains much better
performance. We can explain this as the following: our
protocol takes into account the transmission power set-
ting when making forwarding decision. Actually, by
doing so, we add one more degree of freedom (i.e., the
energy dimension) into the original routing problem.
While traditional routing algorithms consider only the
spatial dimension, our protocol exploits both energy and
spatial dimensions. Thus, it has underly advantage over
the traditional algorithms, which becomes much remark-
able as the source-to-end distance increases. From Figure
3, it also shows that the optimal routing selection per-
forms better than the RC, but the later is much simpler.
6. Conclusions
In this article, we have studied the joint optimization pro-
blem of channel coding, resource allocation, and route
planning for WSN using demodulation-and-forward pro-
tocol at each relay node. The objective function is to find
out the packet forwarding route with minimum FER sub-





















Figure 2 Value function by RC algorithm.
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Specifically, we cast this energy and QoS aware packet
forwarding problem into the framework of dynamic pro-
gramming. Then, a low-complexity, suboptimal approach
is provided by performing the the route planing and
power allocation separately. Simulation experiments are
carried out to evaluate the performance of the proposed
forwarding protocol. The results indicate that our proto-
col significantly outperforms classical routing algorithms,
and can achieve comparable performance with the opti-
mal method.
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