In this paper we report on our recent work in clause alignment for English-Chinese legal texts using available lexical resources including a bilingual legal glossary and a bilingual dictionary, for the purpose of acquiring examples at various linguistic levels for example-based machine translation. We present our formulation of an appropriate measure for the similarity of a candidate pair of clauses with respect to matched lexical items and the corresponding implementation of an effective algorithm for clause alignment based on this similarity measure. Experimental results show that the similarity measure and the lexical-based clause alignment algorithm, though very simple, are very effective, with a performance of 94.6% alignment accuracy. It confirms our intuition that lexical information gives a reliable indication of correct alignment. The significance of this lexical-based approach lies in both its simplicity and effectiveness.
mentioned above, which refers to the resource-rich alignment techniques that heavily rely on existing lexical resources such as large-scale bilingual dictionaries and glossaries. As more and more bilingual lexical resources become available, it is worth investing more research effort to investigate the effectiveness of lexical-based approaches.
In this paper we report on our current work in clause alignment for English-Chinese bitext of Hong Kong legislation using available lexical resources including a glossary of bilingual legal terms and a largescale bilingual dictionary which is part of the example acquisition phase of an ongoing EBMT project. We are interested in acquiring examples at various linguistic levels, including the clause, phrase, and word. By the term "example" we refer to a pair of texts in two languages that translate each other. One reason why we conduct text alignment at the so-called clause level is that the legal bitext in use contains many long sentences that are broken into segments by various types of numbering and punctuation. We refer to such naturally-occurring segments in a sentence as clauses, although many of them are in fact long phrases and even single words instead of well-formed clauses in a strict linguistic sense. Clause alignment serves the purpose of acquiring examples at the clause level, including complete sentences (most of which are very long in legal texts), clauses, and such fragments. Then we can move on to finer-grained alignment at the phrase and word levels.
The paper is organised as follows: In Section 2, we introduce (1) the English-Chinese parallel corpus of Hong Kong laws, namely, the BLIS Corpus, on which we have based our research, and (2) the resources, namely, a glossary of English-Chinese legal terminology and a large-scale bilingual dictionary, which is exploited to facilitate clause alignment. In Section 3, we present a simple but effective method for clause identification in the corpus with the aid of punctuation marks. In Section 4, we formulate a number of similarity measures for paired candidate clause pairs. A number of factors can be utilised, including matched glossary and dictionary items, clause length and clause position. After careful testing, we select the most effective similarity measure for our clause alignment task. In Section 5, we formulate the alignment algorithm based on the similarity measure chosen. The algorithm is designed to implement a simple strategy. It selects a minimal optimal set of scores in the similarity matrix that covers all clauses in both languages. In Section 6, we present the alignment experiments and evaluation results. Our clause alignment approach achieves a performance of 94.60% alignment accuracy; correspondingly, 88.64% of words and 88.49% of characters from the input corpus are in the properly aligned clause pairs. Finally, Section 7 concludes the paper, and briefly discusses our future work on example acquisition for EBMT.
Corpus and Resources
The bilingual corpus we use for our research is extracted from the Bilingual Laws Information System (BLIS). It contains the complete text collection of the statutory laws of Hong Kong, originally encoded in the Lotus Notes format by the technical unit of the Hong Kong S.A.R. Department of Justice 1 . We have converted the entire corpus into pure texts.
Corpus structure and size
The statutory laws of Hong Kong are divided into three main categories, namely,
• public ordinances (i.e., laws which concern the general public),
• private ordinances (i.e., laws which concern individual bodies, whether statutory or otherwise), and
• miscellaneous ordinances (i.e., laws which do not belong to either of the preceding categories).
To date, there are 564 public ordinances, 166 private ordinances and 12 miscellaneous ordinances, adding up to a total of 742 ordinances. The entire bilingual corpus of BLIS legal texts contains approximately 9 million English words and 5 million Chinese characters. Hong Kong ordinances are arranged by chapters, each of which is identified by an assigned number and a short title, e.g., Cap 1, The Interpretation and General Clauses Ordinance ( øı "2£ ¦ †'W). Chapters 1 -564 are public ordinances and Chapters 1001 -1166 private ordinances. The numbers assigned to these two categories of ordinance are official numbers, i.e., they are the numbers appearing in the Loose-Leaf Edition of the Laws of Hong Kong, which is the most authoritative version of the Laws of Hong Kong. The miscellaneous ordinances are also assigned numbers (from 2401, e.g., Cap 2401 The National Flag and National Emblem Ordinance) in the BLIS, but these are unofficial numbers, i.e., such numbers do not appear in the Loose-Leaf Edition of the Laws of Hong Kong, but are assigned to the miscellaneous ordinances purely for the sake of compiling the BLIS database.
The content of an ordinance, exclusive of its long title, is divided and identified according to a very rigid numbering system. Parts and sections are also given headings, which are, however, not an operative part of an ordinance. Many ordinances contain schedules and/or forms identifiable by Arabic numerals.
The Chinese version of an ordinance follows the same numbering system as its English counterpart. Chinese numerals are not used. Accordingly, the Chinese texts of Hong Kong laws are perfectly aligned with the English texts in terms of chapters (ı), parts ( ¶), sections ('), subsections ( ), paragraphs (¨) and subparagraphs (Ä). It is this feature that makes the bilingual texts of Hong Kong laws particularly suitable for our project, because a well-aligned text of this size is seldom readily available. Excerpts from the corpus are illustrated in Table 1 .
Glossary and dictionary
The resources used in our clause alignment include a bilingual glossary of HK law and a large-scale English-Chinese bilingual dictionary. Their size is presented in Table 2 , together with a number of example entries of the glossary and dictionary. An entry (or item, interchangeably) is an EnglishChinese pair of words or terms that are translation candidates for each other. It is different from the conventional entry in a bilingual dictionary that consists of one lemma in the source language and one or more translations in the target language, although we opted for this conventional structure for our dictionary implementation. That is, a conventional entry may accommodate more than one word pair. Such a pair is referred to as a dictionary or glossary item in our terminology throughout the paper.
The dictionary we used actually subsumes a Chinese-English and an English-Chinese dictionary, for the sake of simplicity of implementation via using existing facilities. The English-Chinese dictionary has 109.3K entries (i.e., lemmas), and the Chinese-English one has 119.6K entries, residing together in a memory space of 5.4M.
The glossary consists of legal terminology compiled by the Department of Justice of the HK S.A.R. government. However, the glossary and the dictionary do overlap. Many word pairs, e.g., solicitor/ and abuse/îà appear as an entry in both the glossary and the dictionary in use. They are considered glossary items, instead of dictionary items, in our alignment algorithm. 
and not before; · · · All rents, annuities, dividends, and other periodical payments in the nature of income shall,
like interest on money lent, be considered as accruing from day to day, âà°ú ‚77eTMnÚÂ, and shall be apportionable in respect of time accordingly.
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Figure 1: Illustration of punctuation correspondence in BLIS corpus
Clause Identification
The first step towards clause alignment is proper identification of clauses in the bilingual corpus. From a linguistic point of view, a clause is a sub-structure within a sentence. A compound sentence may take more than one clause. One of the motivations for conducting text alignment at the clause level, instead of the sentence level, in our research is that, in the legal domain, a sentence can be notoriously long, containing many clauses and even sub-clauses within clauses. Often a long paragraph comprises only one sentence, consisting of a number of clauses and sub-clauses. Thus, it is reasonable to regard text alignment at the sentence level for the legal texts in use for our research as not very suitable for acquiring useful examples for the specific purpose of EBMT.
The most important information in the bilingual corpus that we can utilise to identify clauses is the punctuation marks in the two languages and their relatively reliable correspondence in the corpus. The punctuation pairs ";/;" and "./ " are reliable for sentence identification. They always mark the end of a sentence in both languages, respectively. The pair ",/," is useful for clause identification, but may be problematic, because a English comma "," does not necessarily mark the end of a clause, especially when it appears in a coordination structure. Therefore, it does not necessarily match a Chinese comma ",", which is a reliable clause ending in most cases in the BLIS corpus. For example, in the fragment of English-Chinese parallel text shown in Figure 1 some underlined commas "," in English match their counterparts " ", a slight-pause mark, in Chinese coordination structure, but the ones preceding "or" (C) and "and" (£) do not have an overt counterpart in Chinese.
We observe that some prepositional and adverbial phrases are identified as clauses. Though they are not authentic clauses in the linguistic sense, nevertheless, such results are quite useful in our research work, because we aim at acquiring not only examples at the clause level, as we do at this stage of our project, but also examples at sub-clause, phrase and word levels in later stages. It is thus entirely acceptable if some structures finer-grained than clauses, such as phrases or sub-clause chunks, are properly aligned at the clause alignment stage, as we have to align them up sooner or later. For example, we allow the last English comma in the first sentence in Figure 1 to be recognised as the clause end, and so single out a few words as a "clause" for our clause alignment. This clause will find its counterpart in the last Chinese clause of the sentence through a proper alignment based on the lexical pairs "not/Ý" and "before/5 ‡".
Similarity Measures
Clause alignment is aimed at identifying pairs of clauses that are translations of each other in two languages. Any two paired clauses, also referred to as a true pair, are assumed to be more similar to each other than any other arbitrary clause pair, with respect to their meaning and interpretation, because translation is intended to preserve semantic and pragmatic equivalence in both source and target language. This section gives the definition of similarity measures used in our lexical-based clause alignment.
Four factors
The similarity of a clause pair gives an indication of how strongly the two clauses, each in a language, are correlated to each other. This indication suggests how likely the two clauses should be identified as the translation of each other.
In a statistical-based approach to text alignment, only non-lexical information such as co-occurrence statistics and clause length is utilised to compute a probabilistic score for a candidate pair of clauses. In a lexical-based approach, we can make use of the available lexical information to derive a more reliable semantic similarity based on lexical correspondence. For example, we can compute a similarity score for a clause pair in terms of the number of matched word pairs in the two clauses in question. Note that the word pairs are defined in a bilingual dictionary.
For the purpose of defining an effective similarity measure for lexical-based clause alignment, we consider the following four factors as most important:
1. Matched dictionary items: The more such items exist in a candidate pair of clauses, the more likely they are to be a true pair.
Matched glossary items:
The more such items exist in a candidate pair of clauses, the more likely they are to be a true pair, 3. Clause length ratio: A candidate pair of clauses are considered more similar if they have a length ratio closer to the average clause ratio of the two languages in question. However, it is necessary to differentiate between matched dictionary items and matched glossary items, because a pair of matched glossary items generally gives a much stronger indication of the similarity of a pair of candidate clauses than a pair of matched dictionary items. By the term "item" we refer to an entry in the glossary or dictionary in use.
Empirical formulation of similarity measures
Following the observed impact of the four factors on the similarity of clause pairs, we propose the following empirical formula for measuring the similarity of a candidate pair of clauses P =<s i , s j > in a given bilingual corpus:
where i and j are clause positions in the corpus, d and g are, respectively, matched dictionary and glossary items found in the clause pair in question, f (·) is an evaluation function for the significance of a Alignment Accuracy (%)
Figure 2: Experimental outcomes for determining an optimal value of W pair of matched items, W is a weight indicating the significance of a matched glossary item in terms of a dictionary item (if other factors involved, e.g., word length, are equal), r is the average clause (or text) length ratio of the two languages in terms of the bilingual corpus in use, and | · | is the length of a string. The simplest evaluation function is f (·) = | · |, which means that we take the length, in the number of characters by default, of a pair of matched items as the measure for their significance contributed to the similarity of their matrix clause. For a matched dictionary or glossary item < u, v >, the f (·) function is defined as follows, in terms of the average text length ratio for the two languages in question.
It is also necessary to differentiate between two different length functions. One, | · | c , represents the number of characters in a string; the other, | · | w , represents the number of words in a string. Choosing different length functions for (1), we have slightly different formulae for calculating similarity. However, their effectiveness turns out to be strikingly different. We have examined their effectiveness in a number of clause alignment experiments, reported in Table 3 below.
Optimal weight
The empirical coefficient W as a weight for terminology items must be experimentally determined for any particular corpus. According to our experimental results on clause alignment in the BLIS corpus with the similarity measure given in (1), the optimal value for W is set to 3 in our experiments, which indicates that a matched glossary item is, in general, 3 times as significant as a matched dictionary item. The experiments for determining this optimal coefficient are reported in Figure 2 . Formulae 3 and 4 are not tested, because W is not involved.
The impact of the four factors
We have examined different combinations of the four factors in the similarity measure for clause alignment. The experimental results are presented in Table 3 , which suggests the following:
1. There is only a marginally significant difference between defining the evaluation function f (·) in terms of characters or words. The difference is about 2 percentage points. Measuring clause length in terms of words leads to a slightly better alignment performance. Table 3 : Similarity measures and their performance 2. Interestingly, omitting both clause length and clause position only lowers the alignment accuracy by 3 percentage points from the best performance that we have achieved. This confirms our intuition that matched glossary and dictionary items give a much stronger indication of a good alignment in a lexical-based approach to clause alignment than do clause length and position.
3. Using a glossary as the sole lexical resource leads to an alignment accuracy double that of using a dictionary as the sole lexical resource, despite the fact that a dictionary is many times larger than a glossary. This result is consistent with our intuition that terminology plays a more crucial role than do normal words in text alignment, especially, for a thematic corpus such as the BLIS corpus.
4. An unexpected finding in our research is that neglecting clause length information leads to a performance about 15 percentage points better than does neglecting clause position information. It achieves the best alignment accuracy in our experiments, i.e., 94.6%. This can be explained by a feature in bilingual legal texts. Many long English sentences (and clause) translate into several short Chinese sentences (and clauses). Therefore, the clause length information brings a negative effect, instead of a positive effect.
Alignment Algorithms

Similarity matrix
With the similarity measure defined in (1), we can calculate the similarity score for any clause pair in a parallel bilingual corpus and derive a similarity matrix. For an English-Chinese corpus of m English clauses and n Chinese clauses, we can derive a similarity matrix that looks like the one given in Table 4 , where a ij = sim(c i , e j ). It is observed that most non-zero scores scatter around the diagonal line from the left-top to the right-bottom, and most scores away from this diagonal are zero or near zero.
Banding is a popular idea that many researchers follow in text alignment. It stems from the fact that in a parallel corpus a clause c i in one language does not align with a clause e j in the other language if a ij , which situates at the crossing point of the two candidate clauses, is far away from the diagonal in the similarity matrix. With respect to this, our alignment algorithm can also work along the diagonal Table 4 : An example of similarity matrix in order to achieve better efficiency, instead of searching through all possible pairs in the matrix for an alignment. An empirical strategy for this purpose is as follows: a pair of clauses whose position difference is greater than a preset threshold is considered an impossible match. This threshold can be set as several times of the number of clauses in the largest paragraph in the BLIS corpus. An equivalent strategy is to specify that a clause does not match another clause outside the counterpart paragraph in the other language, assuming that paragraphs are well aligned. The following two straightforward strategies for clause alignment are based on a given similarity score matrix. They are designed to test the performance of the lexical-based alignment approach. Our experiments are carried out with the second algorithm, evolving from the first.
Algorithms
Our first alignment algorithm for lexical-based clause alignment is a best-first algorithm:
1. Repeatedly pick the next greatest available score in the similarity matrix until all clauses in both languages are covered;
2. Turn the set of selected scores into alignments.
It looks reasonable, but unfortunately it doesn't work well. The problem is that this algorithm sometimes picks too many scores. We can take the first three clauses in the matrix in Table 4 We can improve the best-first algorithm by turning it into a best-only algorithm, with respect to the observation that a clause in one language tends to match its most similar clause in the other language, and vice versa. Accordingly, we implemented the best-only algorithm as follows:
1. Pick the greatest score in each row in the similarity matrix; 2. Pick the greatest score in each column in the similarity matrix; 3. Find the union of these two sets.
Turn the final score set into alignments.
This algorithm covers all clauses in both languages, and picks no more scores than necessary. For example, if we apply this algorithm to the above mentioned tiny corpus, it picks exactly the four scores >. This algorithm is very simple but highly effective for lexical-based clause alignment, according to our experimental results. It has the capacity to output not only one-to-one alignment but also oneto-many and many-to-many (usually, two-to-two) alignments. However, according to our observation, most mistakes have to do with one-to-many clause correspondence, where clause length information has a negative effect. When we drop the clause length factor from the similarity formula, many such errors disappear. Even so, a significant number of such errors still remain in the output, leading to an error rate of 5.4%.
The time complexity of the best-first algorithm is O(mn). If the idea of banding is somehow applied, it can be reduced to O(cn), with c as the max band width in use, and c m. The best-only algorithm is more efficient. Its time complexity is O(m + n) only -the greatest attraction of this lexical-based approach to clause alignment.
Evaluation
Evaluation strategy
Since it is a laborious task to manually build a large-scale precisely clause-aligned bilingual corpus for testing, we take a more realistic approach to evaluating our clause alignment work: We conducted clause alignment experiments on a medium-sized portion of the BLIS corpus, and then randomly chose a reasonably small set of clause pairs in the output for manual examination for the purpose of evaluation. Information about the size of the entire parallel corpus in use is given in Table 5 . Our program conducted clause alignment on all clauses in this data set each time with one of the similarity measures formulated above. On a PIII PC, of 1GHz and 256MB memory, it takes less than 21 minutes to finish the alignment (including similarity calculation), at an average speed of aligning 4.73K words (i.e., 2.46K Chinese and 2.27K English words) per second. For the purpose of estimating the alignment accuracy of each formula, however, the number of clause pairs we intended to randomly pick as an evaluation set is about 1000. The accuracy is defined, straightforwardly, as the proportion of correctly aligned clause pairs in this evaluation set. The evaluation process was conducted as follows.
BLIS
1. Randomly pick an integer N around 1000.
2. Randomly pick N English clauses from the entire corpus of testing data.
3. Locate their Chinese counterparts in the alignment output produced by our alignment program with the similarity measure that we believed, intuitively, to be the best.
4. Manually check the correctness of all these N clause pairs:
5. If any clause in this set involves many-to-many alignment and some of its counterpart clauses are not included, add them in, resulting in an evaluation data set whose size is larger than N .
6. Alignment output by our program with any of the similarity measures is evaluated using this test set, yielding an estimation of alignment accuracy.
Evaluation measures
The alignment accuracy of each similarity measure has been reported in Table 3 , together with correct word ratio and correct character ratio as a more comprehensive evaluation. The correct word (or character) ratio is defined as the proportion of words (or characters) within the correctly aligned clause pairs in the evaluation set. The intention of having these two ratios as additional evaluation measures is to remedy a certain roughness in the accuracy measure, which gives the same credit to correctly aligned clauses of different length.
In a sense, we have three kinds of clause alignment accuracy, one in terms of the number of clauses in correct alignment, and the other two in terms of the number of words and characters in correct alignment. They complement each other, making our evaluation not only more comprehensive but also more finer-grained.
The best alignment accuracy we have achieved is 94.6%, with Formula 5. Interestingly, we have also observed from Table 3 that both these two ratios are consistently significantly lower than the alignment accuracy over all similarity measures. This fact seems to suggest that shorter clauses have a better chance to find their counterparts than longer clauses within this lexical-based alignment approach. This observation goes counter to the intuition that longer clauses have a better chance of correct alignment, because they have a better chance to carry more true word pairs, resulting in, consequently, a higher similarity score. However, our experiments turned out differently, indicating that there are still issues within this simple and effective approach to clause alignment that invite more thorough review.
Alignment errors
Most mistakes in the experimental outputs involve one-to-many or many-to-many alignment, suggesting that the best-only algorithm is relatively weak in handling these types of alignment. Its weakness in the one-to-many alignment explains why clause length carries an unexpected negative effect on alignment performance, rather than the positive one that we would expect. Most such cases involve one long clause (especially, sentence) in English to be aligned with several short clauses (or, sentences) in Chinese. Errors of this type appear to be caused mostly by the enormous difference between the length of the long English sentence and that of any of its Chinese counterpart fragments. However, it seems more reasonable to attribute the cause to the unreliable similarity calculation, which is designed with a bias towards one-to-one alignment, in particular in its straightforward way of making use of clause length information. To compute the similarity for one-to-many alignment, those clauses on the "many" side need to be grouped together first and then fit into the similarity measure. Thus, a better treatment would be to also compute the similarity between a long English sentence and a candidate set of short Chinese sentences, in addition to the similarity between the long English sentence and each individual short Chinese sentence (or clauses). However, the first obstacle towards a better similarity calculation for one-to-many alignment is that there is no candidate set of short sentences during the alignment process. Thus, the problem of how to infer a set of candidate clauses for one-to-many alignment based on the one-to-one similarity calculation is an important topic for future research. Moreover, handling a similar issue for many-to-many alignment is also more demanding.
There are also many problematic cases involving not only the inadequacy of lexical resources and the imperfection of clause identification but also other problems, e.g., text chunk scrambling. For example, a chunk of text (a phrase, sub-clause or whatever) is embedded within one clause in the source text but its counterpart is attached to a different clause in the target text. Obviously, such a text scrambling phenomenon further increases the complexity of the clause alignment problem. Unexpected alignment output: 
Conclusions and Future Work
In the previous sections we have presented our lexical-based approach to clause alignment together with experimental results on the BLIS corpus, a collection of English-Chinese bilingual legal texts of HK law. The lexical resources used in the alignment include a bilingual legal glossary and a large-scale bilingual dictionary. The similarity measure for two candidate paired clauses is defined in terms of the matched lexical items involved, their clause length, and clause positions.
The best-only alignment algorithm we implemented for the lexical-based alignment is as straightforward as collecting the maximum scores from each row and column in a similarity matrix, computed with our similarity measure on each candidate pair of clauses in a given corpus. The algorithm works in a simple way, but turns out to be a powerful and effective strategy for clause alignment. It covers not only one-to-one but also one-to-many and many-to-many alignments. With available lexical resources, this simple approach achieves an alignment accuracy of 94.6% on the BLIS corpus. This excellent performance can be accounted for by the fact that lexical information gives a more reliable indication of a proper alignment for two clauses than does non-lexical information.
Interestingly, this alignment strategy seems not to benefit from all non-lexical information. For example, it is surprising that integrating clause length information into the similarity measure lowers the alignment accuracy significantly. This indicates the need to look for a better way to harmonise the roles of lexical and non-lexical information in clause alignment than simply integrating them into a formula to compute similarity scores. Previous studies showed that non-lexical information is effective when little lexical information is available. Accordingly, we can incorporate this finding to enrich our alignment algorithm, e.g., applying non-lexical information to infer more correct alignments where lexical resources have been exhausted.
Since inadequate lexical resources continue to be one of the most critical problems in a lexicalbased approach to text alignment, only a more effective strategy for combining lexical and non-lexical information can help further improve performance, in addition to making a fuller use of existing lexical resources. The underlined parts in Figure 3 also illustrate the need to come up with a more flexible way of applying existing lexical resources. The entry for "payable" in our lexical resource matches the translation "ªXG(í)", but not "@XG(í)" and "âXG(í)". The only difference among the three variant translations in Chinese is the auxiliary to the verb "XG" (pay) -the core of the term. If this core could match, the underlined parts in Figure 3 would have one pair of lexical items as a partial match, rather than none. This example gives rise to an interesting issue for our future research: whether existing lexical entries like this one can be used more fully to facilitate clause alignment, via partial match or some other flexible way of matching for inexact lexical items.
Future work
The ultimate goal of our work on text alignment is aimed at acquiring examples at various linguistic levels to facilitate EBMT, including clauses, phrases, words and many text chunks that are not necessarily linguistic constituents at any structural level. Clause alignment is the first step towards this goal.
Once clause alignment is accomplished successfully, our future work will go into two main directions. One is further improvement of the clause alignment performance. We need a better way of combining various types of available resources (especially lexical resources and non-lexical resources) and/or a valid machine learning approach to acquiring more lexical resources (e.g., the approach illustrated by Kay and Röscheisen). The other direction is text alignment in finer granularity, including word, phrase, and chunk alignment, all aimed at acquiring more examples from existing translations.
The second direction is more noteworthy because it exhibits a continuum from the resource-poor approach to the resource-rich approach. When available resources are exhausted, the resource-poor approach assumes a critical role. For example, after clause alignment, we have in each aligned clause pair a number of aligned lexical items that divide each clause into a number of non-aligned fragments. Then, the question is, how do we align these fragments, and then, words and phrases within these fragments? Since lexical resources have been exhausted, the only thing we can resort to is the lexical-poor approach, to make use of non-lexical information to carry out statistical inference about finer-grained alignment.
Chunk alignment in our future work is intended to achieve proper alignment on, and within, these fragments. It is not a trivial task. Whether only linguistic constituents should be considered valid chunks remains a problem. If only linguistic constituents are considered, sentence parsing or chunking (via partial parsing, for instance) is needed in order to identify such chunks. However, we prefer to be more open-minded: any strings that translate each other in two languages can be recognised as chunks. Whether they are linguistic constituents or not is not the most important concern, because translation is not always carried out in terms of constituency.
A bilingual dictionary is considered a set of examples at the word level. By chunk alignment, most likely to involve some unsupervised or semi-supervised learning methods after clause alignment, we are expecting to obtain aligned chunks (i.e., examples) at various linguistic levels to accomplish our ultimate goal of EBMT. Only when an adequate number of examples have been acquired can we move on to build up an EBMT translation model with the support of other MT and NLP technology, e.g., statistical MT and language modelling. It is noted that longer examples are less ambiguous but have a smaller chance to be re-used, due to their low frequency, and shorter examples (e.g. word pairs) are more frequent and thus have a higher chance to be re-used, but are more ambiguous. The EBMT model is intended to achieve a balance of these two aspects, to achieve quality translation.
When the phase of example acquisition is finished and an EBMT model is accordingly constructed, the next tasks include (1) the decomposition of input sentences into an optimal sequence of example chunks in terms of some optimality criterion (e.g., probability), and (2) the generation of output sentences from the example chunks. Re-ordering or re-organizing the example chunks in the target language side to enhance the readability of the output sentences is, of course, one of the main tasks in the generation.
