In this paper, we establish a lemma in algebraic coding theory that frequently appears in the encoding and decoding of, e.g., Reed-Solomon codes, algebraic geometry codes, and affine variety codes. Our lemma corresponds to the non-systematic encoding of affine variety codes, and can be stated by giving a canonical linear map as the composition of an extension through linear feedback shift registers from a Gröbner basis and a generalized inverse discrete Fourier transform. We clarify that our lemma yields the error-value estimation in the fast erasure-and-error decoding of a class of dual affine variety codes. Moreover, we show that systematic encoding corresponds to a special case of erasure-only decoding. The lemma enables us to reduce the computational complexity of error-evaluation from O(n 3 ) using Gaussian elimination to O(qn 2 ) with some mild conditions on n and q, where n is the code length and q is the finite-field size.
I. INTRODUCTION
Affine variety codes [8] , [12] , [20] , [28] belong to a naturally generalized class of algebraic geometry (AG) codes, and are also known as evaluation codes from order domains of finitely generated types [1] , [11] , [18] , [19] . It is known [8] that affine variety codes represent all linear codes. On the other hand, Pellikaan et al. [30] have already shown that AG codes, especially codes on algebraic curves, also represent all linear codes. Thus, from the viewpoint of code construction, one might consider only codes on algebraic curves. However, in terms of decoding, it is insufficient to focus only on AG codes, because many efficient decoding algorithms can correct errors up to half the generalized Feng-Rao minimum distance bound d FR [4] , [27] , [32] , [37] , which depends on orders among vector basis or monomial basis. Whereas AG codes use a specified order, affine variety codes have the advantage that they can choose their orders flexibly, allowing them to reach potentially good d FR values.
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Pellikaan [31] developed a decoding algorithm for all linear codes using a t-error correcting pair and solving a system of linear equations; its computational complexity is of the order n 3 , where n is the code length. On the other hand, Fitzgerald et al. [8] and Marcolla et al. [20] proposed decoding algorithms via the Gröbner basis that correct errors of up to half the minimum distance ⌊(d min − 1)/2⌋ for affine variety codes. As this type of decoding belongs to the class of NP-hard problems [2] , it is possible that the algorithms in [8] , [20] do not run in polynomial time.
The decoding of dual affine variety codes up to ⌊(d FR − 1)/2⌋ can be divided into two steps, namely errorlocation and error-evaluation. For the error-location step, O'Sullivan [4] , [7] gave a generalization of the BerlekampMassey-Sakata (BMS) algorithm for finding the Gröbner bases of error-locator ideals for affine variety codes. The computational complexity of this algorithm is zn 2 (where z is the number of elements in the Gröbner bases), which is less than n 3 . However, for the error-evaluation step in the decoding, no efficient method with a computational complexity of less than n 3 has been found. Although there is a method [18] for error-value estimation based on the generalization of the key equation, its relation to the BMS algorithm has not been clarified, as discussed in page 15 of [18] , and its computational complexity has not been determined. Another method that uses the inverse matrix of the proper transform was introduced by Saints et al. [34] , but its computational complexity is of the order n 3 , because the inverse matrix must be computed for each error-evaluation step per decoding. Thus, there is currently no efficient method for error-value estimation in conjunction with the BMS algorithm.
The contents of this paper can be divided into three parts. First, we realize a generalization of the N -dimensional (N -D) discrete Fourier transform (DFT) and its inverse (IDFT) over finite fields, where N is a positive integer.
Let q be a prime power, F q be the finite field of q elements, F In particular, our generalized transforms satisfy the Fourier inversion formulae; the inclusion-exclusion principal plays an essential role in their proofs.
Secondly, we prove a lemma, which we call Main Lemma, concerning the linear feedback shift registers made by
Gröbner bases and the generalized IDFT. Intuitively, Main Lemma corresponds to the encoding of affine variety codes with zero-dimensional information. We reveal that Main Lemma describes not only non-systematic and systematic encoding but also the error-value estimation. More specifically, Main Lemma provides a canonical isomorphic map from one vector space, consisting of vectors whose components are indexed by D(Ψ), onto another vector space consisting of vectors whose components are indexed by Ψ. Here, for any subset Ψ of F N q , D(Ψ) is the delta set (or footprint) of the Gröbner basis for an ideal of N -variable polynomials over F q that have zeros at Ψ. Although these two vector spaces have the same dimension and are obviously isomorphic, our Main Lemma asserts that there is a canonical one-to-one map that does not depend on the choice of the bases of the vector spaces. This canonical isomorphic map can be explicitly written as the composition of the generalized IDFT after a map coming from the linear recurrence relations given by the Gröbner bases. The inverse of this canonical isomorphic map agrees with the proper transform introduced by Saints et al. [34] .
Finally, Main Lemma is applied to affine variety codes in the following three topics. The first is the construction of affine variety codes, specifically their non-systematic encoding. Usually, the parity check matrices of affine variety codes must be derived from their generator matrices through matrix elimination. Using Main Lemma, we directly construct the dual affine variety codes as images of the canonical isomorphic map; this is analogous to the direct construction of affine variety codes as the images of the evaluation map. The second topic is the error-value estimation in the fast erasure-and-error decoding of a class of dual affine variety codes. We show that there is an efficient error-value estimation in conjunction with the BMS algorithm. Our method corresponds to a generalization of the methods of Sakata et al. [35] , [36] for error-value estimation by DFT in case of one-point AG codes from algebraic curves, a subclass of AG codes. The final topic is the systematic encoding of the class of dual affine variety codes and the improved erasure-correcting capability. If a linear code has a non-trivial automorphism group, then it can be encoded systematically by the method of Heegard et al. [14] and Little [19] . Our systematic encoding does not use any automorphism group, and is applicable to a sufficiently wide class of dual affine variety codes.
Moreover, we reveal that systematic encoding is a special type of erasure-only decoding; this fact is well-known in the case of maximum-distance codes [3] , and is shown for the class of dual affine variety codes.
The content of this paper is attributable to the author, except for the definition of proper transforms [34] , the definition of affine variety codes [8] , and the error-value estimation of AG codes [35] , [36] . This other content is still the author's work, even for the limited case of AG codes. Some of the results in this paper have already been presented in [25] . The crucial advantage of this paper over [25] is that we can apply a multidimensional (m-D) DFT algorithm [3] to the generalized DFT and IDFT in order to reduce their computational complexities. Whereas both computational complexities are estimated as of order nN q N in [25] , we reduce this to order N q N +1 ; if n ≥ q, then the order is actually improved. For practical use, a faster DFT algorithm, which has less complexity, is adopted.
Thus, the results in [25] are sufficiently extended in this paper to enable us to implement it. On the other hand, if one adopts the conventional N -D DFT and IDFT over F × q N in place of our generalized transforms, the results in [26] then correspond to the special cases of our Main Lemma and its application to a subclass of dual affine variety codes.
As mentioned above, because the isomorphic map of Main Lemma is equivalent to the inverse map of the proper transform in [34] , the above applications to affine variety codes can also be performed by multiplying by the inverse matrix of the proper transform. Nevertheless, our IDFT-based expression of the inverse map enables us to reduce the computational complexity; moreover, this can be reduced further by applying an m-D DFT algorithm or FFT.
Whereas the computational complexity of the error-value estimation with Gaussian elimination is of the order n 3 , that with the proposed method has an upper bound of the order nq N , which is equivalent to qn 2 because N can be chosen as q N −1 < n ≤ q N . Thus, our generalized IDFT and Main Lemma are not only important in the theory of affine variety codes, but are also useful in reducing the computational complexity of their error-value estimation.
The rest of this paper is organized as follows. In Section II, we prepare some notation for the subsequent discussions. Section III gives a generalization of DFTs from F × q N to F N q . In Section IV, we state Main Lemma; Subsection IV-A defines two vector spaces via Gröbner bases, Subsection IV-B defines the map from the linear feedback shift registers given by Gröbner bases, and Subsection IV-C gives an isomorphism between the two vector spaces. In Section V, we apply the lemma to construct affine variety codes, reformulate erasure-and-error decoding algorithms, and determine the relation between systematic encoding and erasure-only decoding. In Section VI, we estimate the number of finite-field operations in our algorithm; Subsection VI-A uses a simple count and Subsection VI-B applies an m-D DFT algorithm. Section VII concludes the paper.
II. NOTATION
1 Throughout this paper, the following notation is used. Let N 0 be the set of non-negative integers. For two sets
A and B, a set A\B is defined as {u ∈ A | u ∈ B}. For an arbitrary finite set S, the number of elements in S is represented by |S|, and let (v s ) S in V S , we judge from the index (· s ) S if they belong to V S . Unless otherwise noted, for any arbitrary subset R ⊆ S, the vector space V R is considered to be a subspace of V S given by
A map f from a set A into a set B is represented by
III. FOURIER-TYPE TRANSFORMS ON F

N q
A. Definitions
Let N be a positive integer and let
In this section, Fourier-type transforms are defined as maps between vector spaces, both of which have dim q N ,
Definition 1: (Generalization of the m-D DFT over
1 A list of main notation is given as Table III in appendix. 2 In [34] , V S is denoted by (Fq) S , and (vs) S ∈ V S is denoted simply by c ∈ (Fq) S ; in this paper, because we must distinguish several types of vectors and indexes, we adopt (vs) S ∈ V S . 3 In Subsection III-A, the only vector spaces that we will use are V A and V Ω , whose vectors are represented by ha A ∈ V A and cω Ω ∈ V Ω , respectively.
where
, and ω a is considered as the substituted value ω a = x a | x=ω , i.e., ω a =1 for all ω ∈ F q if a = 0. The linear map F : V Ω → V A of (3) is called a generalized DFT on F N q . Then, F is actually equal to the compound of ordinary DFTs in N and lower dimensions.
Example 1:
Assume N = 1. Note that, if a = 0 and ω = 0, then ω a = 0 trivially holds. Thus, (h a ) A = F ((c ω ) Ω ) ∈ V A can be directly written as
Assume N = 2. Then, for each a = (a 1 , a 2 ) ∈ A, h (a1,a2) A = F c (ω1,ω2) Ω ∈ V A can be directly written as
In general, to write F directly requires 2 N equalities.
Remark 1:
If we fix the orders of the elements in A and Ω, then the matrix representation of F follows easily from (3). This matrix is used in Appendix B. Although the operation of F by multiplying this matrix does not always
give the minimum computational complexity as shown in Subsection VI-B, we use this matrix as a demonstration for the simple case of N = 1 and q = 8. Let α ∈ F 8 be α 3 + α + 1 = 0. Then, we have A = {0, 1, · · · , 7} and Ω = {0, 1, α, α 2 , · · · , α 6 }, and fix these orders. In this remark, we consider (h a ) A and (c ω )
Definition 2: (Generalization of the m-D IDFT over
is then defined by
J in the sum runs over all subsets of {1, 2, · · · , N }\I, and i(I, J)
The linear map
∈ Ω, then I is equal to {1, 2, · · · , N } and there is only one choice of J = ∅. In this case, definition (6) implies
N . 4 In general, for each ω ∈ Ω, the value c ω in (6) is equal to a linear combination of IDFTs whose dimensions do not exceed N .
If ω = 0 ∈ Ω, then I = ∅ ⊆ {1}, J = ∅ or {1} ⊆ {1}\I = {1}, and i(I, J) = 0, q − 1, respectively. Thus,
Assume N = 2.
and i(I, J) = (l 1 , l 2 ) = (i, j); if ω 1 = 0 and ω 2 = 0, then I = {1} ⊆ {1, 2}, J = ∅ or {2} ⊆ {1, 2}\I = {2},
In general, the summand in each condition of ω consists of 2 N −m terms, where m is the number of non-zero components in ω. 4 For this special case, including a motivating example of Reed-Solomon codes, see [26] . 5 For the case N = 3 of F −1 , see [25] .
B. Properties
Proposition 1: (Generalization of the Fourier inversion formulae) Two linear maps F : V Ω → V A and F −1 :
The proof is described in Appendix A. This proposition corresponds to one of the basic concepts in this paper.
Remark 2: (Continued from Remark 1) According to (7), we can determine (c ω )
As a consequence of Proposition 1, this matrix is equal to the inverse of the matrix that appeared in Remark 1;
actually, this can be directly checked. 
and, from c ω,ωN ΩN , we define c ω,ωN ΩN−1 by c ω,ωN = c (ω1,··· ,ωN−1,ωN ) with ω = (
and fixed ω N ∈ Ω 1 .
The proof of this proposition is immediately obtained from Definition 1; we give an additional explanation in Subsection VI-B. Note that (8) is not the usual composition map of F 1 and F N −1 ; however, (9) and (10) mean to calculate F 1 q N −1 -times after calculating F N −1 q-times. It is also noted that, if N ≥ 2, then there are many ways to decompose F N into the lower dimensional DFTs. Applying Proposition 2 repeatedly, it is possible to compute F N only by using F 1 , and achieve the least computational complexity as shown in Subsection VI-B. 
and, from h a,aN AN , we define h a,aN AN−1 by h a,aN = h (a1,··· ,aN−1,aN ) with a = (a 1 , · · · , a N −1 ) ∈ A N −1
and fixed a N ∈ A 1 . in all available methods; these estimations will be performed in Section VI. As shown in Fig. 1 , if we represent h a A two-dimensionally according to A =
is decomposed to the vertical operation of
for all a 1 and the horizontal operation of F
for all a 2 , where (a 1 , a 2 ) ∈ A 2 and the resulting value is trivially independent of the order of two operations. 
At the first step, the first three
At the second step, the first three values of F and F 1 mean that the generalized IDFT and DFT are performed for all columns, and the second ones mean that they are performed for all rows. As a result, F
In this numerical example, we first compute F horizontally; these two computations with the reverse order also give the same value.
Remark 3: Because we deduce Propositions 2 and 3 from Definitions 1 and 2, we may conversely define our generalized DFT and IDFT by induction on dimension N . Then, the inductive step is performed using the formulae (8)- (13) in Propositions 2 and 3. Moreover, Fourier inversion formulae for general N are deduced from these formulae only for N = 1, and the equalities (3) and (5) in Definitions 1 and 2 are also deduced from the simplest cases (4) and (7). Because Definitions 1 and 2 provide a procedure to compute each value point by point, one can compute the value on a part of A and Ω using (3) and (5). On the other hand, if we adopt the inductive expressions, then we must compute the value on a whole A or Ω. These two methods will be compared in Section VI, and the latter one has less computational complexity in our applications.
Another property of our generalized DFT is that its transposed map is equal to the evaluation map of N -variable polynomials; see Remark 4.
IV. MAIN LEMMA
A. Two vector spaces V D and V Ψ
Let Ψ ⊆ Ω with Ψ = ∅ and n = |Ψ|. One of the two vector spaces in the lemma is given by
namely, V Ψ is the vector space over F q indexed by the elements of Ψ whose dimension is trivially n. The other of the two vector spaces is somewhat complicated to define, as it requires Gröbner basis theory [6] . Let F q [x] be the ring of polynomials with coefficients in F q whose variables are
Note that
We fix a monomial order of
, and then
The other of the two vector spaces is then given by
Because we have used the vector notation cω Ω ∈ V Ω and V Ψ is a subspace of V Ω as noted in Section II, we represent a vector in V Ψ as c ψ Ψ using the same c.
namely, the vector space over F q indexed by the elements of D(Ψ). It is known [8] that the evaluation map ev :
is isomorphic. 9 Because
is a basis of the quotient ring F q [x]/Z Ψ viewed as a vector space over
Thus, the map (15) can also be written as
In particular, it follows from the isomorphism (15) or (16) 
Because V D and V Ψ have the same dimension n, it is trivial that V D is isomorphic to V Ψ as a vector space over F q . However, this type of isomorphic maps depends on the choice of the bases of the vector spaces; additionally, in coding theory, the normal orthogonal basis is not always convenient for encoding and decoding. Our lemma asserts that there is a canonical isomorphic map that does not depend on the bases. As explained in Introduction, the isomorphic map V D → V Ψ of the lemma is given by the composition of the extension defined in the next subsection and the IDFT.
Consider another linear map P given by
which is called a proper transform [34] . The proof is described in Appendix B. It follows from Proposition 4 that P is also isomorphic; this fact is noted in [34] .
Remark 4: (Continued from Remark 2) In this remark, we consider the case Ψ = Ω, and describe the relation among ev, P, and F . It follows from G Ω = {x
We now demonstrate this fact for the simple case of
} is a basis of the quotient ring
, where ω 1 = 0 and ω m = α m−2 with 1 < m ≤ 8 are in Ω. Thus, we 9 The proof is quoted from [8] ; the kernel of ev is trivially Z Ψ and the image of ev is
According to Proposition 4, this matrix is equal to the transpose of the matrix that appeared in Remark 1; actually, this can be directly checked.
B. Extension map
Let G Ψ be a Gröbner basis with respect to for the ideal Z Ψ . We assume that G Ψ consists of z elements
According to Gröbner basis theory [6] , we say that the Gröbner basis G Ψ is reduced if and only if, for all distinct g 1 , g 2 ∈ G Ψ , no monomial appearing in g 1 is a multiple of LM(g 2 ), and the coefficient of the
becomes of the form
It is shown [6] that the reduced Gröbner basis can be computed from any Gröbner basis, and there exists a unique reduced Gröbner basis for each Z Ψ with respect to a fixed monomial order . However, we first do not assume that the Gröbner basis is reduced, and we deal with an arbitrary Gröbner basis for a while.
Definition 3: (Map from Gröbner bases) A linear map E is defined by
where, for each a ∈ A, h a is determined by
if the division algorithm by G Ψ produces the equality
for some
It follows from this definition that, for all
This gives the consistency of notation h a A = E h d D and implies the injectivity of E.
The map E of Definition 3 enables us to extend syndrome values to DFT, for example, in the decoding of ReedSolomon (RS) codes as stated below. If we represent a codeword of a RS code as c(x) and an error polynomial as e(x) as 7.2 of [3] , we obtain syndrome values r(α i ) = e(α i ) by substituting the roots α i of the generator polynomial for r(x) = c(x) + e(x). Then, the syndrome values are equal to a part of DFT e(α 0 ), e(α 1 ), · · · , e(α n−1 ) . The following Proposition 5 and diagram (23) indicate that the whole of DFT is obtained by E for syndrome values, where more specific description is given at Algorithm 2 in V-C.
Proposition 5: (Prolongation via E for the linear sum of monomial values)
The proof of this proposition is described in Appendix C.
We denote by I the inclusion map
where c ω = c ψ if ω = ψ ∈ Ψ and c ω = 0 if ω ∈ Ψ. Then, Proposition 5 asserts that the following commutative diagram, i.e., E • P = F • I, exists.
Furthermore, if we also assume that the Gröbner basis G Ψ is reduced, then we obtain an alternative description of the extension map E :
in A if N = 4 and q = 4. This semigroup structure of A comes naturally from the multiplication of monomials
Proposition 6: (M-D linear feedback shift registers from Gröbner bases) Suppose that the Gröbner basis
is reduced and of the form (18) . If
then we have, for all a ∈ A and all 0 ≤ w < z,
Conversely, if h a A ∈ V A satisfies that, for each a ∈ A\D(Ψ), there exists at least one 0 ≤ w < z such that (24),
The proof is described in Appendix D. To actually compute the value of
we can generate (h a ) A inductively by (24) , because, for each a ∈ A\D(Ψ), at least one 0 ≤ w < z can be chosen such that a ≥ a w . Moreover, the induction to generate (h a ) A works because the monomial order is a total order [6] and we have a a + d − a w and a = a + d − a w in case of a ≥ a w in the right-hand side of (24) . Then, the latter half of Proposition 6 asserts that the resulting value does not depend on the choice and order of the generation, and that E h d D = h a A is uniquely determined. In the rest of the paper, for simplicity, we adopt (24) to compute the value of E h d D = h a A in place of (20) and (21).
From now on, we denote R as the restriction map
It follows from (23) that
is the identity map on V Ψ . This leads to the following lemma, which is frequently used in this paper.
Main Lemma : Let G Ψ be a Gröbner basis of Z Ψ for Ψ ⊆ Ω, and let E : V D → V A be the extension map defined by (19) . Then, the composition map
Remark 5: As C = P −1 , our C can also be obtained from the multiplication of the inverse matrix representing (17) . However, if Ψ is changed, then the inverse matrix must be computed each time. As Ψ takes, e.g., the set of erasure-and-error locations and C has a lower computational complexity order than Gaussian elimination, there are many cases where C outperforms computing the inverse matrix, as shown in Section VI.
Remark 6:
The above proof of our Main Lemma can also be applied to the non-zero indexed case [22] , [26] where A = {0, 1, · · · , q − 2} N has a cyclic structure mod (q − 1) and Ω = F × q N .
Example 4:
Putting N = 1, q = 8, and α ∈ F 8 with α 3 + α + 1 = 0, consider the natural order to be a monomial order, i.e., 0 1 2 
6 0 -1 Fig. 2 . Numerical example of Main Lemma, where Ψ is given by (27) in Example 5. The value of cω Ω in the shaded box indicates cω on Ω outside the Ψ of (27) . Note that these values are all −1 according to assertion (26) of Main Lemma.
where, e.g.,
Example 5: Putting N = 2, q = 8, and α ∈ F 8 with α 3 + α + 1 = 0, consider the lexicographic order to be a monomial order, i.e., (0, 0) (
which, in order to show a pictorial example, is the cross pattern c ω Ω in Fig. 2 . We denote x = x 1 and y = x 2 in
. An element g(x, y) ∈ G Ψ of the Gröbner basis can then be characterized as g(x, y) ∈ F 8 [x, y]
with g(ω 1 , ω 2 ) = 0 for all (ω 1 , ω 2 ) ∈ Ψ that has the minimum LM(g) with respect to . One of G Ψ is computed
The other elements of G Ψ are not necessary to extend h d D because of the semigroup structure of A. For a given h d D , all values of Main Lemma are shown in Fig. 2 . For example, h (2,2) is generated as
where it should be noted that h (2,2)+(6,0)−(0,2) = h (1,0) . Thus, we have
The data of F 
V. APPLICATIONS OF MAIN LEMMA
A. Affine variety codes [8] Let Ψ ⊆ Ω with Ψ = ∅ and n = |Ψ|, as at the beginning of Subsection IV-A. Let U be a subspace of V D(Ψ) .
Consider an affine variety code [8] with code length n
N is as in (3) . Moreover, consider a dual affine variety code [8] with code length n (29) is equal to the inner product of c ψ
Thus, the dimension or number of information symbols k of C ⊥ (U, Ψ) is equal to n− dim Fq U ; in other words, n − k = dim Fq U . Note that, as vector spaces, these code definitions do not depend on the choice of monomial
On the other hand, let U ⊥ be the orthogonal complement of U in V D , i.e.,
Then, similarly to (28), we obtain
a proof of which is given in Appendix E. Whereas the definition (29) of C ⊥ (U, Ψ) is indirect and not constructive, the equality (30) provides a direct construction. Moreover, the equality (30) corresponds to the non-systematic encoding of C ⊥ (U, Ψ). Actually, non-systematic encoding is obtained, for all
Then, U ⊥ ⊆ V D is equal to a vector space generated by
These extensions are equal to
Thus, C U ⊥ is generated by
The orthogonality is valid, e.g., α 3 + α 2 + α + α 6 = 0.
Remark 7:
A typical case of U is U = V B for some B ⊆ D(Ψ). Then, U ⊥ = V D\B , where V B and V D\B are considered subspaces of V D , as in Section II.
Example 7:
Throughout the rest of Section V, we consider a Hermitian code, i.e., a code on the F 9 -rational points of a Hermitian curve, in order to compare our method with conventional methods for algebraic geometry codes.
Putting N = 2, q = 9, and α ∈ F 9 with α 2 + α − 1 = 0, consider the weighted graded lexicographic order [6] to be a monomial order such that (a 1 , a 2 ) (a 
⊥ in the usual notation [38] for m = 11 and D = (ω1,ω2)∈Ψ P ω1,ω2 with P ω1,ω2 = (ω 1 , ω 2 ). 
Example 8: Throughout the rest of Section V, we consider an extended hyperbolic cascaded Reed-Solomon (HCRS) code, which is an example of affine variety codes that are not algebraic geometry codes. Putting N = 2, q = 9, and α ∈ F 9 with α 2 + α − 1 = 0, choose Ψ = Ω = F In Subsection V-D, it is shown that Main Lemma also gives the systematic encoding of a class of dual affine variety codes. 
B. Erasure-and-error decoding: non-systematic case
Henceforth, consider the situation U = V B with some B ⊆ D(Ψ) from Remark 7. In this subsection, suppose
, and consider the decoding problem for this non-systematic encoding.
Suppose also that erasure-and-error e ψ Ψ ∈ V Ψ has occurred in a received word r ψ
V Ψ from some channel. Let Φ 1 ⊆ Ψ be the set of erasure locations and Φ 2 ⊆ Ψ be the set of error locations with
and that ψ ∈ Φ 2 ⇒ e ψ = 0. We might permit e ψ = 0 for some ψ ∈ Φ 1 . If
d FR denotes the Feng-Rao minimum distance bound [1] , [7] , [27] , [37] , then it is known that the erasure-and-error version [17] , [36] of the BMS algorithm [4] , [7] or the multidimensional Berlekamp-Massey algorithm calculates the Gröbner basis G Φ1∪Φ2 . The main difference between the erasure-and-error and ordinary error-only algorithms is in the initialization; as Φ 1 is known, G Φ1 can be calculated in advance by the ordinary error-only version, and then G Φ1∪Φ2 can be calculated by the erasure-and-error version from the syndrome and the initial value G Φ1 . Using the recurrence from G Φ1∪Φ2 and Main Lemma, the erasure-and-error decoding algorithm is realized as follows. 
Step 1
Step 3
Step 5
Step 6 Input: Φ 1 and a received word r ψ
Step 1.
Step 2. Calculate G Φ1 from syndrome v b B
Step 3.
Step 4. Calculate G Φ1∪Φ2 from r b B ∈ V B and G Φ1
Step 5.
Step 6. Fig. 5 and a set Φ 1 of erasure locations {(α 6 , α 4 ), (α 6 , α 7 )}. Fig. 5 shows the values of vectors at each step in Algorithm 1. In Step 2, the Gröbner basis G Φ1 of Z Φ1 is obtained as
In Step 1
Step 6 Step 4, the Gröbner basis G Φ1∪Φ2 of Z Φ1∪Φ2 is obtained as
If we perform Chien search for G Φ1∪Φ2 , the set Φ 1 ∪ Φ 2 of the erasure-and-error locations can be determined;
however, the explicit set Φ 1 ∪ Φ 2 may not be used in our algorithm. It can be seen in Fig. 5 that the erasure-and-
Step 5, and k d D is then removed from r d D in
Step 6. The resulting h d D agrees with the information given in Fig. 3 .
Example 10: (Continued from Example 8) As it can be shown [15] 
where d min is the true minimum distance, the erasure-and-error correction can be performed by Algorithm 1 if Fig. 6 shows the data at each step of Algorithm 1 for the erasure-and-error decoding of the non-systematic codeword in Fig. 4 . The input of Algorithm 1 consists of the received word r ψ Ψ in Fig. 6 and a set Φ 1 of erasure locations {(0, α 4 ), (α 2 , 0)}. Consider the graded lexicographic order [6] to be a monomial order
2 . In Step 2, the Gröbner basis G Φ1 of Z Φ1 is obtained as
where we denote x = x 1 and y = x 2 . In Step 4, the Gröbner basis G Φ1∪Φ2 of Z Φ1∪Φ2 is obtained as
The resulting h d D agrees with the information given in Fig. 4 . Step 3
Step 5a
Step 5b
Step 6 
C. Erasure-and-error decoding: general case
In Algorithm 1, we removed the erasure-and-error spectrum from the received word spectrum without identifying
In this subsection, we consider the problem of erasure-and-error decoding with identifying e ψ Ψ in the received word. It follows from Main Lemma that the value of C for the erasure-and-error spectrum is equal to e ψ Ψ . Though F −1 was not used in Algorithm 1, the map C including F −1 is required in Algorithm 2.
Algorithm 2: (Finding erasures and errors)
Input: Φ 1 and a received word r ψ
Step 4. Calculate G Φ1∪Φ2 from r b B and G Φ1
Step 6. c ψ
In this algorithm, Main Lemma is used in by Main Lemma, which is applied as C :
Example 11: (Continued from Example 9) Erasure-and-error decoding of the codeword in Fig. 3 via Algorithm 2 is described as follows. The input of Algorithm 2 is the same as for Example 9. Fig. 7 shows the values of vectors at each step of Algorithm 2. The Gröbner basis G Φ1 in Step 2 and the Gröbner basis G Φ1∪Φ2 in Step 4 are the same as those in Example 9. Although C is used in Step 5 of Algorithm 2, the value of E r d D is given in Fig. 7 in order to show the process. 
, the matrix of which is invertible by (15) and Appendix B. If we use Gaussian elimination to solve this, then the computational complexity is of the order (|Φ 1 | + |Φ 2 |) 3 , which is bounded by n 3 . We will see in the next section that the computational complexity of Step 5 in Algorithm 1 or 2 for finding the erasure-and-error values or spectrum is bounded by the order qn 2+ε with any 0 < ε < 1. Consequently, we can choose an appropriate method according to |Φ 1 | + |Φ 2 | and n.
D. Systematic encoding regarded as erasure-only decoding
Because, in practical use, error-correcting codes are usually encoded systematically, it is natural to consider the systematic encoding of C ⊥ (V B , Ψ). In this subsection, we show that the systematic encoding is equivalent to a certain type of erasure-only decoding under Algorithm 2.
Systematic encoding means that there exists at least one Φ with Φ ⊆ Ψ and |Φ| = |B| such that, for any
corresponds to the set of redundant locations, and Ψ\Φ corresponds to the set of information locations, in the codewords of C ⊥ (V B , Ψ). If Φ is fixed, then systematic encoding can be viewed as the erasure-only decoding
. However, as |Φ 1 | = n − k = |Φ| and |Φ 2 | = 0, the correctable erasure-and-error bound
Example 13: (Continued from Examples 9 and 10) In Examples 7 and 9, because |B| = n − k = 9 and d FR = 7
for the Hermitian code, the correctable erasure-only bound |B| = |Φ 1 | < d FR is not valid. Similarly, in Examples 8 and 10, because |B| = n − k = 20 and d FR = 9 for the extended HCRS code, the correctable erasure-only bound
Nevertheless, we can show that, in many cases, there exists Φ such that the systematic encoding works as an erasure-only decoding on Φ. We now state the condition for the erasure-only decoding under Algorithm 2 with |Φ| = |B|. 
is isomorphic, then the received word r ψ Ψ can be decoded by Algorithm 2.
Note that this condition is equivalent to det x l φ m = 0, where where Φ with det x l φ m = 0 is said to be generic, and [16] , where such a Φ is said to be independent.
Moreover, this expectation is supported theoretically for F q -rational points of algebraic curves by [13] .
The validity of this Corollary can be described directly as follows. Let Φ ⊆ Ψ ⊆ Ω, so that (32) is isomorphic. It follows from the surjectivity of (32) that, for any a ∈ A\B, there exists
. We can then find f ∈ F q [x] such that f φ = 0 for all φ ∈ Φ; actually, f is given by
Because a ∈ A\B is arbitrary, a set of polynomials
is obtained and sufficient to extend V B into V A via E by (19) and (24); z can be taken as, at most, The computation of G Φ can be performed by the BMS algorithm; for systematic encoding, we calculate the G Φ in advance-these play the role of generator polynomials in the case of Reed-Solomon codes. Although the following Algorithm 3 is equivalent to a special case of Algorithm 2 for Φ 1 = Φ and Φ 2 = ∅, we give it separately to describe systematic encoding.
Algorithm 3: (DFT systematic encoding)
Input: Φ and an information word h ψ Step 1
Step 2 Step 3 subtraction Fig. 9 . Numerical example of systematic encoding of the Hermitian code C ⊥ (V B , Ψ) by Algorithm 3, where Φ is given by (33) and the Gröbner basis G Φ is described in Example 14. The given information h ψ Ψ\Φ is systematically encoded into a codeword c ψ Ψ . Step 1 Step 2 Step 3 subtraction Step 1.
Step 2.
The Gröbner basis G Φ = g (0) , g (1) , g (2) , g (3) is given by
As D(Φ) = B, the isomorphy of (32) follows from (15) . All values of Algorithm 3 are shown in Fig. 9 .
show Φ's flexibility. The Gröbner basis G Φ = g (0) , g (1) , · · · , g (8) is then computed as Step 1
Step 2 BMS zn 2
Step 3 ψ∈Ψ r ψ ψ b B N n 2
Step 4 BMS zn 2
Step 5a E r b B nq N
In [24] , the improvement and the necessary and sufficient condition for generic erasure-and-error decoding to succeed are obtained for Hermitian codes.
Remark 9:
If linear codes have non-trivial automorphism groups, then systematic encoding can also be performed by a division algorithm via Gröbner bases for modules [14] , [19] . Indeed, there are cases where its computational complexity is less than that of Algorithm 3, as shown in [5] , [39] . On the other hand, our method is more widely applicable to codes independent of automorphism groups. Another advantage of our method is that there are cases where encoding and erasure-and-error decoding are integrated, and thereby the overall size of the encoder and decoder is reduced; for the case of Reed-Solomon codes, see [23] .
VI. ESTIMATION OF COMPLEXITY
A. Simple counting
We now estimate the number of finite-field operations, i.e., additions, subtractions, multiplications, and divisions, required by our method. We consider Algorithm 2 for the code C ⊥ (V B , Ψ), as our systematic encoding algorithm corresponds to a special case of Algorithm 2. In this subsection, we simply count the operations in each step of the algorithm.
A summary of the results of our evaluation is given in Table I , where n is the code length, N is the dimension of Ω, q is the finite-field size, z is the number of elements in the Gröbner bases, and
Step 5 is decomposed into
Step 5a of k a A = E r b B and
Step 5b of e ψ
k a A . We now consider the above estimation of each step.
Step 1) The calculation of DFT φ∈Φ1 φ b can be decomposed into updating φ b and adding to the preserved value. This means that, at most, N + 1 operations are repeated |Φ 1 | times, so (N + 1)|Φ 1 | operations are required to compute one sum φ∈Φ1 φ b . As there are at most |Ψ| = n values on B ⊆ D(Ψ), the total number of F q -operations in
Step 1 has an upper bound of the order N n 2 .
Step 2) The computational complexity of the BMS algorithm [4] , [7] is quoted as zn 2 .
Step 3) Similarly to Step 1, the calculation of DFT ψ∈Ψ r ψ ψ b can be decomposed into updating ψ b , multiplying by r ψ , and adding to the preserved value. As these three operations are repeated |Ψ| times, (N +2)|Ψ| operations are required to compute one sum ψ∈Ψ r ψ ψ b . As there are at most n values on B, the total number of F q -operations in
Step 3 has an upper bound of the order N n 2 .
Step 4) The order zn 2 is quoted, as for Step 2.
Step 5a) For the extension of syndrome values, there are 2|D(Ψ)| = 2|Ψ| additions and multiplications in the recurrence (24) . Thus, the order of the upper bound for the extension is nq N .
Step 5b) Similarly to Step 3, the calculation of F −1 can be decomposed into updating ω
multiplying, and adding to the preserved value. The total number is m + 2 N −m + 2 q m , which is bounded by (N + 3)q N . As these operations are repeated n times, the total number of F q -operations in
Step 5b has an upper bound of the order nN q N .
Step 6) Exactly |Ψ| = n subtractions are performed.
Because N ≤ z, the total number of operations in Algorithm 2 has an upper bound of the order zn 2 + nN q N .
If N = 1, then we have n ≤ q and zn 2 + nN q N ≤ 2q 2 . Suppose that N > 1. In the proof [8] of {linear codes} = {affine variety codes}, q N is chosen as q N −1 < n ≤ q N , which leads to q N < qn and N − 1 < log q n ≤ N . Then, zn 2 + nN q N has an upper bound of the order n 2 z + q log q n ; the factor z + q log q n is comparatively less than n. Thus, Algorithm 2 improves the order n 3 of the total computational complexity of the erasure-and-error decoding by the Gaussian elimination. Our method based on Main Lemma reduces the complexity of evaluating erasure-and-error values from O(n 3 ) to O(n 2 q log q n).
B. Application of m-D DFT algorithm
In Steps 1, 3, and 5b of Algorithm 2, the computations of DFT and IDFT are restricted to values on B and Ψ, respectively. In this subsection, we consider the algorithm that enlarges their computations to A and Ω, i.e., the algorithm that replaces Steps 1, 3, and 5b with the following.
If the complexity of Steps 1 ′ , 3 ′ , and 5b ′ is estimated by the same method as for Steps 1, 3, and 5b, the result is an upper bound of the order N q 2N . It is well-known that the computational complexity of the ordinary FFT is of the order L log L, where L is the size of the data. As L = q N in our case, L log L is equal to N q N log q, though the ordinary FFT cannot be applied to our DFT and IDFT over the finite field. By applying the inductive expressions in Section III-B, we find the computational complexities of Steps 1 ′ , 3 ′ , and 5b ′ to be as shown in Table II. TABLE II   NUMBER OF FINITE-FIELD OPERATION IN ALGORITHM 2 APPLIED AN M-D DFT ALGORITHM TO STEPS 1, 3, AND 5b Algorithm 2 manipulation order of bound
Step 1 ′
Step 3 ′ ψ∈Ψ r ψ ψ a A N q N+1
Because of Propositions 2 and 3, we can argue DFT and IDFT identically, and focus on DFT. It is shown by induction that the computational complexity of calculating
For N = 1, we obtain the bound 3q 2 , as ω∈Ω c ω ω a is decomposed into updating ω a , multiplying by c ω , and adding to the preserved value for all ω ∈ Ω = F q and for all a ∈ A = {0, 1, · · · , q − 1}. Assume that, for N − 1,
we obtain the bound 3(N − 1)q N . The summation can be decomposed as
By induction hypothesis, the complexity of the interior summation in (35) for all
is bounded by 3(N − 1)q N . For all ω N ∈ F q , the values of the interior summation are calculated in advance. The complexity of the exterior summation in (35) for all a N ∈ {0, 1, · · · , q − 1} is then bounded by 3q 2 , from the case of N = 1. As the exterior summation is carried out for all a 1 , · · · , a N −1 ∈ {0, 1, · · · , q − 1}, the total complexity of computing F c ω Ω is bounded by
Thus, all DFT and IDFT parts of Algorithm 2 are bounded by the order N q N +1 . On the basis of the inductive expressions, the order nN q N in the previous subsection is changed to the order N q N +1 , where the factor n in nN q N is reduced to q.
Finally, we show that the complexity O(n 2 q log q n) of evaluating erasure-and-error values using the Main Lemma is improved by m-D DFT algorithm to O(qn 2 ). It follows from q N < qn that the complexity of order nq N for
Step 5a is bounded by qn 2 . Moreover, from q N −1 < n ≤ q N , the complexity of order N q N +1 for DFT and IDFT is N q N +1 < 1 + log q n q · qn, where the factor 1 + log q n q is generally much lower than n. Strictly, we have log q n q ≤ n for n ≥ q and q ≥ 3; if q = 2, then log q n q ≤ n is valid except for 2 ≤ n ≤ 4. Thus, the m-D DFT algorithm improves the complexity O(n 2 q log q n) of evaluating erasure-and-error values to O(qn 2 ).
In the above estimation, the order nq N for
Step 5a is dominant in O(qn 2 ). However, note that the equality (24) that defines the extension E is almost identical to that of the discrepancy of the BMS algorithm. Actually, in the BMS algorithm, the discrepancy
for which the summation is the same as in (24) . Thus, the computation of E r b B in Step 5a can be considered as the extended part of the BMS algorithm, and does not cause serious damage in practice.
VII. CONCLUSION
Conventionally, the m-D DFT and IDFT over F q are seen as transforms between two vector spaces, each of which is indexed by F × q N . In this paper, we have generalized these to transforms between two vector spaces, each of which is indexed by F N q . Moreover, the Fourier inversion formulae of their transforms has also been generalized. We obtained a lemma using the linear recurrence relations from Gröbner bases and the generalized inverse transforms. This states that there is a canonical one-to-one linear map from a vector space indexed by the delta set of Gröbner bases onto another vector space indexed by an arbitrary subset of F N q . As an application of our lemma, we have described the construction of affine variety codes, and have shown that the systematic encoding of a class of dual affine variety codes is nothing but a special case of erasure-only decoding. As another application of our lemma, we have proposed a fast error-value estimation in the erasure-and-error decoding of the class of dual affine variety codes. We have improved the computational complexity of the error-value estimation from O(n holds. 12 Hence, we will show that, for all ω ∈ Ω, c ω = c 
12 If F −1 • F = id., then F is injective and F −1 is surjective, and it follows from dim V A = dim V Ω that F and F −1 are isomorphic and that F • F −1 = id..
Next, we compute the most interior sum in (36) . It follows immediately from the development that where the inner sum runs over all ψ ∈ Ω which satisfies ψ i = 0 for all i ∈ {1, 2, · · · , N }\I ω . This condition "i ∈ I ω =⇒ ψ i = 0" of ψ ∈ Ω is equivalent to "ψ i = 0 =⇒ i ∈ I ω ." Conversely, ψ ∈ Ω with ψ i = 0 for some i ∈ I ω is not contributed to the inner sum because of the factor ψ Conversely, suppose that h a A ∈ V A satisfies that, for each a ∈ A\D, there exists at least one 0 ≤ w < z such that (24) . If there are a ∈ A and 0 ≤ v = w < z such that a ≥ a v and a ≥ a w , then it follows from
d h a+d−a w by the same argument as above. Thus, h a in the left-hand side of (24) for some (h l ) ∈ U ⊥ .
Because the transpose of the row vector (c 
