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Abstract 
Flooding has become the leading unresolved factor for maize yield loss. Extreme rainfall can cause large 
and separate waterlogging areas in crop fields, which makes loss prediction difficult. Current 
waterlogging detection projects usually apply traditional statistical models on public satellite imagery or 
drone imagery, which usually overlook the lack of resolution or scalability. In this research, we will solve 
these problems with high-resolution and wide-availability satellite imagery and decision tree learning 
models.  
3-meter resolution PlanetScope CubeSat imagery is used in this research project. As no labels attached 
to this dataset, our team hand-labeled over two hundred satellite images and converted them to pixel 
labels. Then, decision tree models and random forest models are trained using these labels. We apply 
trained models to create pixel-by-pixel waterlogging maps in 2019 Champaign County, and finally, 
achieved above 94% accuracy. 
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1 Introduction 
1.1 Motivation 
Waterlogging after heavy precipitation has become one of the most significant yield loss factors for 
farmers. According to past studies, excessive rainfall can reduce maize yield by up to −34% (−17 ± 3% on 
average) in the United States [1]. After the rainfall, crop yield loss can be difficult to quantify in time, 
since waterlogged areas are scattered among the entire field and the waterlogging is indeed transient. 
Faster response to the flooding event leads to more effective crop management, facilitates better 
growing plans, and ultimately contributes to a more prosperous farm. In this research, we aim to 
alleviate the waterlogging problem by providing a faster and more accurate method for waterlogging 
detection. 
A variety of past researches have worked on the topic of waterlogging detection, which mostly used 
public satellite imagery, such as MODIS and LandSat [2, 3]. MODIS has a maximum spatial resolution of 
250 meters, and LandSat has a maximum spatial resolution of 30 meters. In our application, most of the 
waterlogged areas in crop field are more scattered, having smaller diameters than 30 meters. Thus, we 
need a data source with higher spatial resolution to detect the waterlogging. Obviously, MODIS and 
LandSat do not meet our need. After careful research, PlanetScope was selected as the primary data 
source of this research project. 
Many previous researchers utilized spectral response thresholds to detect waterlogged areas [2], which 
usually overlook the lack of scalability, because the spectral responses are often different among varied 
date, time, and sources of data. 
 
1.2 Objective 
In order to solve the present problem, we need to locate a data source with high spatial resolution, high 
temporal resolution and wide regional availability, to train a machine learning model that does pixel-by-
pixel waterlogging prediction with high accuracy and fast inference speed. The followings will introduce 
our objective in detail. 
1.2.1 High Spatial and Temporal Resolution 
Waterlogged areas are usually small and scattered. Many waterlogged areas are less than 50 square 
meters. To capture major waterlogging events, we need an image source with pixel resolution higher 
than 10 meters to ensure higher detection rate in the given area. 
Waterlogging events are transient. Waterlogged areas are likely to dry up after two to three days, 
making temporal resolution critical for this application. An image source with data interval less than 
three days is needed to ensure all waterlogging events will be detected by our system.  
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1.2.2 High Accuracy 
Considering the application practicality, maximizing the accuracy of the predicted result is pivotal. Too 
many false positives or false negatives will make the yield loss prediction inaccurate. Therefore, accuracy 
is the primary measurement of the performance of models. 
1.2.3 Fast Inference Speed 
High-resolution remote sensing images are large. When performing pixel-by-pixel inference on high-
resolution satellite images, the amount of computation resources is large. In this research, inference on 
Champaign County, Illinois, is performed. According to United States Census Bureau, Champaign County 
is approximately 998 square miles [4], which is nearly 2.6 billion square meters. If remote sensing 
imagery of 3-meter resolution with daily revisit is used, the pixel-by-pixel inference model would 
process 287 million pixels daily. Thus, a model with fast inference speed to handle large image data is 
mandatory.  
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2 Methods 
During the present project process, multiple data sources, labeling, and machine learning models are 
involved. 
PlanetScope is the primary data source, and Cropland Data Layer (CDL) is the supplementary data source 
used to narrow down the training and testing space to crop lands only. Labels are generated through 
QGIS on selected PlanetScope images. After GIS processing on source raster image data and labels, 
decision tree and random forest models are trained using processed data. 
Figure 1 is an overview of the system design of this research project. 
 
Figure 1  System design diagram (Green: data sources; blue: project phases; red: derived data) 
 
2.1 Data Source 
2.1.1 PlanetScope 
PlanetScope satellite constellation, operated by Planet Lab, Inc., is the data source that meets our 
requirements. PlanetScope consists of approximately 130 CubeSats. The entire constellation offers 3-
meter resolution remote sensing imagery and daily revisit at nadir. The Earth observation sensor 
equipped by CubeSats offers 4 bands: Blue (455 – 515 nm), Green (500 – 590 nm), Red (590 – 670 nm), 
and NIR (780 – 860 nm) [5]. Figure 2 below is an example of “true color” (RGB) rendered PlanetScope 
image. 
PlanetScope has high spatial and temporal resolution of 3-meter pixel resolution with daily revisit at 
nadir, which meets our need. Additionally, RGB combined with NIR of PlanetScope can potentially 
increase our model accuracy, since water can absorb more NIR than visible light.  
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Figure 2  Example of PlanetScope imagery in Champaign county, IL 
 
2.1.2 Cropland Data Layer (CDL) 
Cropland Data Layer (CDL) is a raster-formatted, geo-referenced, crop-specific, land cover map [6]. 
Figure 3 below is an example CDL image. In this research, we only focus on waterlogging detection in 
crop lands to minimize errors introduced by complex spectral response from city or waterbodies.  
 
Figure 3  Example of CDL map in Champaign County, IL 
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2.2 Labeling 
Because PlanetScope imagery comes without labels for waterlogging, we need to create labels for the 
training and testing phase of this project. Labels in this project are geo-referenced polygons and are 
created with GIS tool. 
QGIS is the tool utilized in this project for labeling. QGIS is an open-source geographic information 
system (GIS) application. QGIS is chosen because it is feature-rich in vector layer creation, image re-
projection and raster data visualization.  
We perform labeling on PlanetScope remote sensing imagery, which is in GeoTIFF format. GeoTIFF is a 
geo-referenced TIFF image. GeoTIFF provides a data standard that carries all the geo information with 
the image data, which makes raster images and labels portable across multiple data platforms and tools. 
Labels are stored as Shapefiles. Shapefile is a geospatial vector data format. We use shapefile to mark 
the boundaries of waterlogging. Because GeoTIFF and shapefile are both geo-referenced, later during 
GIS processing, we can easily overlay two layers together by their geospatial reference and perform 
pixel-wise processing. 
To make the labeling easier, we use “false color” (NIR, R, G) rendering instead of “true color” (R, G, B) 
rendering for the raster image. Figure 4 shows a comparison between “true color” rendering and “false 
color” rendering. 
 
Figure 4  Example true color (left) vs. false color (right) rendering of a raster image in Champaign County, IL 
As mentioned above, the electromagnetic absorption by water will decrease NIR band more compared 
to RGB bands. With “false color” rendering, we can be confident that the dark areas on the image are 
very likely to be waterlogging. 
Each image is gridded into 10-15 squares. For each square, 5 waterlogged areas are sampled and 
enclosed with polygons as waterlogging labels. In total, more than 200 satellite images are labelled, 
containing over 10,000 polygons. This number of labels meets our training need.  
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2.3 GIS Processing 
Since the shapefile polygons created during labeling phase cannot directly be used for training a pixel-
by-pixel model, GIS processing on both the raster images and the polygon labels is required to extract 
the labeled pixels. Using these labeled pixels, training and testing sets for our models can be created for 
usage during the training phase. 
2.3.1 Re-projection 
The PlanetScope imagery is in WGS 84 / UTM (EPSG:4326) projection [5]. In QGIS, for the convenience of 
data labeling, PlanetScope data is re-projected to WGS 84 / UTM Zone 16N (EPSG:32616) to minimize 
spatial error and to increase measurability. During pixel extractions, since different projections cause 
geospatial mismatch, before overlaying raster image layer and Shapefile vector layer together, both 
raster data layer and vector layer are re-projected to WGS 84 / UTM Zone 16N (EPSG:32616). 
2.3.2 Pixel Extraction 
To build a proper training-testing set for the classification model, pixel values within the labelled 
boundaries are extracted from the overlaid raster image layer and vector layer. The training-testing set 
features are composed of four spectral responses of PlanetScope CubeSat (Blue, Green, Red and NIR). 
The pixels inside the vector layer polygons are assigned with label “flooded.” For each image, a uniform 
random sampling is taken on all pixels outside the polygons to create the same amount of “non-
flooded” pixels as “flooded” pixels. These pixels with their labels are combined into a dataset of 
“features-label” data points, which are going be applied on training the classification model. 
 
2.4 Models 
In order to achieve higher training and inference speed, lightweight models, i.e., single classification tree 
and random forest, are applied. In this model, the assumption is made that thresholds, which detect 
waterlogging pixels, exist in each band of remote sensing spectral responses [2]. Based on this 
assumption, a decision tree learning model is adopted. To resolve the overfitting introduced by a single 
classification tree, random forest models are also tested to compare its performance against a single 
classification tree. The models are implemented with Python and scikit-learn [7]. 
2.4.1 Decision Tree 
Decision trees are non-parametric supervised learning methods. The decision tree learning algorithm 
empowers generated trees to learn the rules and parameters inferred by the data features [8]. In this 
project, to determine if the pixel is waterlogged, we need to have decision rules for all the spectral 
response bands. The assumption behind using decision trees is simple: Like a human differentiating a 
waterlogged pixel by looking at its “false color” rendering, a classification tree is also able to learn the 
rules embedded in four bands and make accurate decisions. Decision trees are lightweight, fast to train, 
and easy to interpret, which is ideal for this waterlogging detection project. However, decision trees are 
prone to overfitting errors if they are trained on a specific dataset. To alleviate this potential pitfall, 
random forest is also considered in this project. 
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2.4.2 Random Forest 
Single decision trees can be susceptible to bias or overfitting. In random forests, each decision tree is 
generated through random processes; thus, the overall voting process of the forest can help reduce 
errors caused by overfitting [9]. In this research project, the decision tree is trained on similar satellite 
images, which usually introduces overfitting or bias. Random forests can mitigate this problem. 
Random forests take more time for training and inference, as the number of generated trees is large. 
But the feature of decoupling errors caused by overfitting is worth testing. 
 
2.5 Training Process 
Scikit-learn, which uses the CART (Classification and Regression Trees) algorithm, is employed for 
training both decision tree and random forest. CART constructs binary trees using the feature and 
threshold that yield the largest information gain at each node [8]. 
Both decision tree and random forest are trained with 4 maximum depth. The maximum depth is chosen 
since spectral response for each band is independent. If there is no maximum depth set, the tree would 
overfit itself onto the dataset, decreasing training speed and introducing errors. 
Decision tree performs recursive partitioning to group same labels together. Training data is partitioned 
at each node 𝑚 for each split 𝜃 with feature 𝑗 and threshold 𝑡𝑚. The partitions are computed as: 
𝑄𝑙𝑒𝑓𝑡(𝜃) = (𝑥, 𝑦)|𝑥𝑗 ≤ 𝑡𝑚 
𝑄𝑟𝑖𝑔ℎ𝑡(𝜃) = 𝑄\𝑄𝑙𝑒𝑓𝑡(𝜃) 
The impurity at node 𝑚 is computed by a function 𝐻. In this project, decision trees perform 
classification tasks. Thus, the impurity is measured by Gini, Entropy, and Misclassification. Since this 
project focuses on binary classification, given region 𝑅𝑚 and 𝑁𝑚 observations, 𝑝𝑚𝑘 is calculated as: 
𝑝𝑚𝑘 =
∑ 𝐼(𝑦𝑖 = 𝑘)𝑥𝑖∈𝑅𝑚
𝑁𝑚
 
Gini, entropy, and misclassification: 
𝐻(𝑋𝑚) =∑𝑝𝑚𝑘(1 − 𝑝𝑚𝑘)
𝑘
 
𝐻(𝑋𝑚) = −∑𝑝𝑚𝑘 log(𝑝𝑚𝑘)
𝑘
 
𝐻(𝑋𝑚) = 1 −max(𝑝𝑚𝑘) 
 An aggregated impurity 𝐺 is then calculated for both left and right partitions: 
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𝐺(𝑄, θ) =
𝑛𝑙𝑒𝑓𝑡
𝑁𝑚
𝐻 (𝑄𝑙𝑒𝑓𝑡(𝜃)) +
𝑛𝑟𝑖𝑔ℎ𝑡
𝑁𝑚
𝐻(𝑄𝑟𝑖𝑔ℎ𝑡(𝜃)) 
 
The candidate split that has minimum impurity is selected as decision tree parameter: 
𝜃∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝜃𝐺(𝑄, 𝜃) 
Assigning 𝜃∗ to each node recursively until the program reaches the maximum depth, which completes 
the training process [8].  
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3 Description of Research Results 
Decision tree models and random forest models are trained using generated dataset. Training speed, 
inference speed, and accuracy of all models are recorded and analyzed. 
3.1 Decision Tree 
Decision tree training is fast. The entire training set consists of 2,849,459 pixels, which finished only in 
approximately 8 seconds. The training summary and model performance are displayed in Table 1. 
Table 1   Training result and model performance of decision tree 
Training Time (s) Accuracy (%) Inference Time (s) 
8.024 94.613 3.554 
 
A complete decision tree is visualized in Figure 5. The maximum depth of this tree is four levels, which is 
defined earlier to avoid overfitting. This tree is symmetrical and balanced, which indicates the four 
features are independent of each other.  
The topology of the tree exhibits two classes, i.e., the non-flooded and the flooded, that are linearly 
separable. Therefore, a clear border exists between non-flooded and flooded pixel features. 
 
Figure 5  Visualized decision tree trained on waterlogging labels 
Figure 6 is the decision surface map of the decision tree. In each feature pair, data points trace out a line 
in the map, and a hyperplane that separates “non-flooded” class and “flooded” class can be observed. 
This again demonstrates the linear separability of the dataset, explaining the high accuracy of 94.613%. 
In the decision surface, overfitting can be observed through narrow lines in the decision space. These 
narrow regions imply dataset specific rules caused by overtraining.  
Inference on a single satellite image is also performed. Decision tree model prediction is finished in 3.6 
seconds on a full-size satellite image that consists of more than 32 million pixels, which is fast enough 
for the application in this project. 
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Figure 6  Decision surface of the decision tree trained on waterlogging labels 
 
3.2 Random Forest 
Random forest models are trained to examine if the overfitting can be eliminated by the introduced 
randomness and voting features in the decision tree model. The maximum depth of trees in the forest is 
still four levels. By changing number of trees in the forest, we test whether more estimators increase the 
accuracy of the prediction in this application. 
The training result and performance analysis are reported in Table 2. The reason that random forest 
takes much longer to run is that at least 50 individual decision trees are built and trained for a single 
random forest classifier. Thus, training on 2,849,459 pixels takes 3-20 minutes to run in total. 
Table 2  Random forest training results and analysis with 50-300 trees 
Number of Trees Training Time (s) Accuracy (%) Inference Time (s) 
50 203.619 94.616 112.751 
100 407.702 94.609 225.922 
150 615.415 94.596 334.888 
200 820.445 94.611 433.894 
250 1011.398 94.592 529.007 
300 1210.757 94.557 663.031 
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The overall accuracy of random forests is around 94%. Increasing number of trees in the forest does not 
boost accuracy; instead, it results in longer time for training and inference, which is not preferable in our 
application. Figure 7 presents the comparison of running time of random forest classifiers with different 
number of trees; Figure 8 displays the comparison of accuracy of random forest classifiers with different 
number of trees. 
 
Figure 7  Comparison of training and inference time between random forests with different numbers of trees 
 
 
Figure 8  Comparison of accuracy between random forests with different numbers of trees 
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Based on Table 2, Figure 7 and Figure 8, it is observed that random forest with 50 trees has the highest 
accuracy and the shortest training/inference time. Therefore, random forest with 50 trees is adopted in 
the following model comparison. 
3.3 Model Comparison 
Figure 9 and Figure 10 compare running time and accuracy respectively between the single decision tree 
and the random forest with 50 trees (referred as “random forest” in the rest of this section). 
 
Figure 9  Comparison on training and inference time difference between decision tree and random forest w/ 50 trees 
 
 
Figure 10  Comparison on accuracy difference between decision tree and random forest w/ 50 trees 
Based on the comparison above, it is observed that decision tree and random forest have similar 
accuracy, while the accuracy of random forest is 0.003% higher, which is negligible in this case. 
However, training time of the random forest is 25 times that of the decision tree, and inference time of 
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overfitting errors of decision tree, the time and computing power consumption are extensive, which 
renders the improvement negligible. Therefore, in this research, decision tree turns out to be a better 
model option than the random forest.  
 
3.4 Predicted Waterlogging Map 
The decision tree is applied to generate a predictive waterlogging map from other PlanetScope CubeSat 
imagery. Figure 11 provides an example of a map generated by the model in a heavily waterlogged area.  
 
Figure 11  Waterlogging map generated by trained decision tree model. Left is original image, and right is waterlogging 
mapped image. Bright yellow regions in the right image are predicted to be waterlogged. 
As shown in Figure 11, most waterlogging areas are captured by the model. Worth noting is that this 
model avoids most dark areas that are houses, roads or industrial fields, while focusing on dark areas 
that are flooded or waterlogged. 
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4 Future Work 
Decision tree, though it can capture most waterlogged areas, still has an observed pitfall which may 
affect the accuracy of the result. Since shadows of the clouds usually have similar spectral response as 
waterlogging, it is difficult for pixel-by-pixel decision trees to distinguish between waterlogging and 
shadows.  As Figure 12 shows, the decision tree classifier misclassifies shadows, which are cast by the 
cloud at lower right corner of the image to the upper left corner of the image, as part of the 
waterlogged areas. 
 
Figure 12  Cloud shadows misclassified as waterlogging (bright yellow as predicted waterlogged areas). 
To solve this problem, a more informative machine learning method should be used instead of pixel-by-
pixel method. Convolutional neural network is a good classifier candidate, which not only looks at 
information at each pixel, but also considers information of nearby pixels and the entire image. This can 
be a promising research topic for future studies. 
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5 Conclusion 
In order to effectively detect scattered waterlogged crop fields in Champaign County, IL, the present 
research utilizes PlanetScope CubeSat imagery and Cropland Data Layer map, hand-labels and processes 
waterlogged areas, trains both decision tree and random forest models, and analyzes the behavior and 
performance of both models. The research outcome proved that, in this task of crop field waterlogging 
detection, decision tree has better performance than random forest. 
Although shadows cast by clouds do influence the prediction accuracy, the waterlogging detection 
system using decision trees still achieves better than 94% accuracy. High accuracy implies high 
practicality and promising potential of the system in the future. We foresee this system being applied 
soon in the agricultural industry, bringing more convenience and prosperity to growers. 
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