We investigate some bounds for the density of states in the pure point regime for the random Schrödinger operators H ω = −∆ + n∈Z d a n q n (ω), acting on ℓ 2 (Z d ), where {q n } are iid random variables and a n ≃ |n| −α α > 0.
Introduction
The random Schrödinger operator with decaying randomness is a random Hamiltonian H ω on ℓ 2 (Z d ) given by (1.1)
∆ is adjacency operator defined by (∆u)(n) = |m−n|=1
The random potential V ω which is the multiplication operator on ℓ 2 (Z d ) by the sequence {a n q n (ω)} n∈Z d defined by
a n q n (ω)|δ n δ n |.
where {δ n } n∈Z d be the standard basis for ℓ 2 (Z d ). Here {a n } n∈Z d is a sequence of positive real numbers such that a n → 0 as |n| → ∞ and {q n } n∈Z d are real valued iid random variables with an absolutely continuous probability distribution µ which has bounded density. We realize q n as ω(n) on R Z d , B R Z d , P), P = µ construct via Kolmogorov theorem we will refer to this probability space as (Ω, B, P) henceforth. For any B ⊂ Z d we consider the orthogonal projection χ B onto ℓ 2 (B) and define the matrices (1. Note that H ω B is the matrix H ω B = χ B H ω χ B : ℓ 2 (B) −→ ℓ 2 (B), a.e ω.
We note that by an assumption on V ω , the operator H ω are self adjoint a.e ω and have a common core domain consisting of vectors of finite support.
Let Λ L denote the d-dimension box of side length given by
We then assume that.
Hypothesis 1.1.
(1) The measure µ is absolute continuous with density satisfies
(2) The sequence a n satisfy a n ≃ |n| −α , α > 0.
In the above we take explicit expression for ρ(x) = dµ dx (x) for simplification of calculation which we goint to do in the proofs of our results. Our result is still can be achieved for
, 2d] a.e ω, under some conditions on {a n } and µ The density of µ should not decay too fast at infinity and a n should not decay too fast . For mathamatical formulation of above condition on a n 's and µ we refer Definition 2.1 in [19] . To show the existence of point spectrum outside [−2d, 2d] they verifed SimonWolf criterion [23, Theorem 12.5] by showing exponential decay of the fractional moment of the Green function [19, Lemma 3.2] . This will give whenever |n − m| > 2R and the energy E is outside of [−2d, 2d] , the spectrum of ∆ we have
where ǫ > 0, 0 < s < 1, c is positive constant and R ∈ Z + . Here D P (n.m) is a constant independent of E, ǫ, but polynomially bounded in |n| and |m|.
Jakšić-Last showed in [13, Theorem 1.2] that for d ≥ 3 if a n ≃ |n| −α α > 1 then there is no singular spectrum inside (−2d, 2d) of H ω .
In this work we verifed the condition given in [19, Corollary 2.5] with a n and µ as in Hypothesis 1.1 for which the spectrum of H ω is R and σ c (H ω ) ⊆ [−2d, 2d] a.e ω. Then we shown that the average spacing of eigenvalues of H ω 
It is well known result that for the ergodic Anderson model (when a n = constant, i.e α = 0) for almost all ω the macroscopic limit
exist and non random for E ∈ R (see [4] ). This limit is called the integrated density of states. Since N (E) is a non-decreasing function of E, it is differentiable almost everywhere, and if its derivative n(E) = dN (E)/dE exists at E ∈ R, we call it the density of states at the energy E.
Our results can be summarized as follows Theorem 1.3. If E = −2d − ǫ < −2d for some ǫ > 0 then we have
For E = 2d + ǫ > 2d we have
Now we will investigate the average numbers of eigenvalues of H
, 2d], the continuous spectrm of H ω , which can be given by following.
For any interval I ⊆ R \ [−2d, 2d] with length |I| > 4d there is a constant C I > 0 such that
c L admits a subsequence which will converge vaguely to a non-trivial measure say γ.
The above theorem give us the estimate for the average of N ω L (λ) andÑ ω L (λ) but we can also do the pointwise estimate of above quantities which is given by following theorem.
with decaying random potentials given by
where λ > 0 is the disorder parameter, γ α is the envelope function
They assumed that density of single site distribution is in L ∞ (R d ) and has compact support. They showed that if α ∈ (0, 2) then H ω has infinitely many eigenvalues in (−∞, 0) a.e ω. In [9, Theorem 3] they gave the bound for N ω (E), E < 0 (number of eigen values of H ω below E) in terms of density of states for stationary (iid case) Model.
In [12] Gordon-Jakšić-Molcanov-Simon studied the Model given by
where {q n } are iid random variables uniformly distributed on [0, 1]. They showed that if α > d then H ω has discrete spectrum a.e ω. For the case when α ≤ d they construct a strictly decreasing sequence {a k } k∈N of positive numbers such that if
then for a.e ω we have the followings.
They also showed that (a) If
exists for a.e ω and is a non random function.
In this work, essentially we show that for decaying potentials the confinement length is (
Whereas for the growing potentials (as in [12] ) the confinement length is changing as energy varies from interval to interval.
On the pure point and continuous spectrum
Now we want to identify the spectrum of H ω (describe as in 1.1) under the Hypothesis 1.1.
Let x < 0 and ǫ > 0 such that x + ǫ < 0 then for large enough |n| ≥ M we have a −1
Therefore, (2.1)
For x > 0, similar calculation as above will give (2.2)
Now we have if 0 < ǫ 1 < ǫ 2 then we have
Now using above together with (2.1), (2.2) and (2.3) we have for all ǫ > 0 (2.4)
Then using (2.4) from [19, Definition 2.1] we see that 
Since σ(∆) = [−2d, 2d] it is easy to see the following operator inequality
where
Simple application of the min-max principle [14, Theorem 6 .44] will provide
Now the spectrum σ(A ω L,± ) of A ω L,± consists of only eigen values and is given by σ(A ω L,± ) = {n ∈ Λ L : ±2d + a n q n (ω)} Let E < −2d with E = −2d − ǫ for some ǫ > 0.
Since q n are i.i.d so if we take expectation of both side of above we get
n → ∞ as |n| → ∞ and ǫ > 0 so there exist a M ∈ N such that
So from (2.7) for large enough L, we get
This will give
using (2.12) and (2.14) in (2.9) we get
Now a similar calculation with
Now using (2.15) and (2.16), from (2.6) we can conclude the following (2.17)
Now Min-max thorem and (2.5) will give
Now if E = 2d + ǫ > 2d for some ǫ > 0 then similar calculation as above will give (2.20)
Now (2.17) and (2.20) will give the Theorem 1.3.
Now from (2.17) and Hypothesis 1.1 we have
Now it follows from above and (2.22) that (2.23) lim
Similarly using (2.20) we can get (2.24) lim
Now using (2.21), (2.23) and (2.24) we get that for any interval (
Now the above together with (2.17) will give
Similarly for M 2 > 2d using (2.20) we get
Now (2.26) and (2.27) will give (1.11).
Now we have using (2.16) and (2.15) we get (1.12) 
Similar result holds even when J ⊂ (2d, ∞) with |J| > 4d. Corollary 1.6. It follows from (1.11) that
We can write R \ (M 1 , M 2 ) = n A n , countable union of compact sets. Now γ L ↾ An (restriction of γ L to A n ) admits a weakly convergence subsequence by Banach-Alaoglu Theorems. Then by diagonal argument we can select a subsequence of {γ L } which will converge vaguely to a non-trivial measure say γ on R \ (M 1 , M 2 ). Now non-triviality of γ is given by the fact that if
Before goes to the proof of the Theorem 1.7 we will prove the following lemma, which is required in the proof of the theorem.
Lemma 2.1. Let {X n } be sequence of random variables on a probability space Ω, B, P then if for each ǫ > 0
Then X n n→∞ −−−→ X a.e ω.
Proof:-Define A n (ǫ) = ω : |X n (ω) − X(ω)| > ǫ .
Now if
then Borel-Cantelli lemma will give
Now we have
Now for each N ∈ N we define
For any δ > 0 we can choose M ∈ N such that
So we have X m m→∞ − −−− → X on B with P(B) = 1.
Hence the lemma.
Proof of Theorem 1.7.
Let E = −2d − ǫ for some ǫ > 0 and define
n ǫ} . Since {q n } n are iid so we have {X n } n is a sequence of independent random variables. Now from (2.7) we have
We want to prove the following
Using Lemma 2.1 to prove the above it is enough to show the followings (2.33)
Now using Chebyshev's inequality we get (2.34)
Now using above in (2.34) we get
1 L d−α(δ−1) (using (1.5))
As we assume in the theorem that 0 < α < 1) )(4d + ǫ) (δ−1) (using (2.16)) = 1 (δ − 1)(2d − E) (δ−1) (E = −2d − ǫ). Now (2.36), (2.37) together with (2.6) will give, when E < −2d for almost all ω (2.38)
When E = 2d + ǫ > 2d then we can deal withÑ ω ±,L (E) (as in (2.18)) and simillarly as above we can prove that, For almost all ω Now the above and (2.19) will give the following. For E > 2d almost all ω (2.39) 1 (δ − 1)(2d + E) (δ−1) ≤ lim
From (2.38) and (2.39) our theorem is over.
