I. Introduction
The H.264/AVC video coding standard has been widely adopted in many applications [1] , [2] . To improve the coding performance, it utilizes multiple reference frames (RFs). The use of multiple RFs becomes especially effective when there are repetitive motions, uncovered backgrounds, shadow and lighting changes, or noises in the source signal [3] . However, motion estimation is the most time consuming process for an H.264 encoder, and the computational complexity increases linearly in proportion to the number of RFs being used.
Thus, many fast RF selection methods that examine only some of the RFs among all RF candidates have been proposed [4] - [9] . Most of these methods make use of spatial and/or temporal correlation to skip the examination of some RFs. For example, Wang and others exploited the motion activity and the best RF (BRF) information of spatially neighboring blocks in RF selection [4] . Shen blocks had the same BRF to determine whether to skip the examination of the remaining RFs [5] . Wu and Xiao made use of spatial or temporal correlation depending on the partition size of the current inter mode [6] . The RF selection method by Aysu and others is another example that uses both spatial and temporal correlations [7] . On the other hand, some RF selection methods exploit the motion vector information during the RF selection process [8] , [9] .
Most of these RF selection methods make use of spatial correlation between neighboring macroblocks, temporal correlation between adjacent RFs, or the correlation between motion vectors and RFs. However, this letter presents a new approach that makes use of the correlation between the BRF indices in various inter modes of different block sizes. The proposed method is simple, but it is very effective since it dramatically reduces the number of RFs to be examined at the expense of a very small miss rate.
II. Proposed RF Selection Method
H.264 has the following inter-prediction modes: P16×16, P16×8, P8×16, and P8×8 [1] , [10] . In the P8×8 mode, each 8×8 block can be partitioned further into 8×8, 8×4, 4×8, or 4×4 blocks. Thus, the P8×8 mode collectively refers to smaller block size inter modes, such as SMB8×8, SMB8×4, SMB4×8, and SMB4×4 modes [1] , [10] . As mentioned, the H.264 standard supports multiple RFs, and the joint model (JM) reference software examines five RFs by default [10] . To select the best motion vector and the BRF, H.264 computes the ratedistortion (RD) cost, which is defined as follows: In (1), mode, ref n , and MV denote the prediction mode, the n-th RF, and the motion vector, respectively. Also, s and r represent the source and reference blocks, respectively. Finally, SAD, λ motion , and R denote the sum of absolute difference measure, a Lagrange multiplier, and the rate cost, respectively. As is well known, a recent RF is more likely to be selected as the BRF than an old RF [8] . Table 1 shows the probability that ref n is the BRF in each inter mode, which is obtained from simulation results with numerous test video sequences. As expected, ref 0 (that is, the most recent RF) has the highest probability, regardless of the inter mode.
In examining the simulation results, we discover that the BRF indices between various inter modes are highly correlated. Table 2 shows the probability that ref n becomes the BRF in the P16×8, P8×16, and P8×8 modes when ref n is the BRF in the P16×16 mode. It is clear that the hit rates for ref 0 are quite high for all of these modes. For example, if the BRF of the P16×16 mode is ref 0 , the probability that ref 0 is also the BRF in the P16×8 mode is 93.2%. (There are two 16×8 blocks in a 16×16 macroblock, and the BRF of one 16×8 block may be different from that of the other. Thus, the BRF of each 16×8 block is treated separately in the hit rate calculation reflected in Table 2.) On the other hand, the hit rates for ref n (n≥1) are significantly lower than the hit rate for ref 0 . For example, if the BRF of the P16×16 mode is ref 4 , the probability that ref 4 is also the BRF in the P16×8 mode is only 48.1%. However, it should be emphasized that this value is significantly higher than 2.1%, which is the probability that ref 4 is the BRF in the P16×8 mode, as shown in Table 1 . That is, the conditional probability that ref 4 is selected as the BRF when the BRF of the P16×16 mode is ref 4 is considerably higher than the simple probability that ref 4 is selected as the BRF. As shown in Tables 1 and 2 , this property applies to all ref n (0≤n≤4). That is, the BRFs of the P16×8, P8×16, and P8×8 modes are highly correlated with the BRF of the P16×16 mode. Thus, it may seem efficient to check only the BRF in the P16×16 mode when the P16×8, P8×16, and P8×8 modes are examined. However, the average hit rates for ref n are below 50% when n≥1 ( Table 2 ). This means that it is not sufficient to examine only one RF (that is, the BRF in the P16×16 mode) in the P16×8, P8×16, and P8×8 modes.
To solve this problem, the proposed method uses the aforementioned observation that a recent RF is more likely to be selected as the BRF. Thus, in the P16×8, P8×16, and P8×8 modes, the proposed method checks not only the BRF in the P16×16 mode but also all of the more recent RFs. Table 3 , the hit rates of the proposed method are quite high.
It should be noted that the hit rates (in the P16×8, P8×16, and P8×8 modes) are 100% when BRFI 16 is 4, as the proposed method examines all five RFs in that case. It should also be noted that all five RFs are examined in the P16×16 mode because this mode serves as the basis for the BRF index correlation. The proposed RF selection method can be summarized as follows.
Step 1. Examine the P16×16 mode for all available RFs.
Step 2. Select the BRF index (BRFI 16 ) in the P16×16 mode. Step 4. Choose the best mode (with the BRF) that has the minimum RD cost. Clearly, the parameter BRFI 16 plays a very important role in the proposed method, influencing both the performance and computational complexity, since it determines the number of RFs to be examined in the P16×8, P8×16, and P8×8 modes. Table 4 shows the average BRFI 16 values for various test sequences. The overall average for BRFI 16 is only 0.329, which means that only 1.329 (=1+0.329) RFs, on average, have to be examined in the P16×8, P8×16, and P8×8 modes. This is a significant reduction, considering the five RFs that are used in the complete search method. It should also be noted that the proposed method checks only one RF in most macroblocks (in the P16×8, P8×16, and P8×8 modes) since BRFI 16 is 0 in most macroblocks, according to Table 1 .
On the other hand, Table 5 shows the hit rate of the proposed method, in which the hit rate refers to the probability that the BRF of the proposed method is the same as the BRF of the complete search method, which examines all five RFs. Notably, the hit rate of the P16×16 mode is 100%, which is because the proposed method examines all five RFs in the P16×16 mode, just as in the complete search method. Also, the hit rates of the P16×8, P8×16, and P8×8 modes are quite high, which is partly because the BRF indices are highly correlated, as explained in Table 2 , and partly because the BRF indices are usually very small, as explained in Table 1 .
The last column in Table 5 shows the hit rate of the best mode, which represents the mode with the minimum RD cost among the P16×16, P16×8, P8×16, and P8×8 modes. For example, if the P16×8 mode is the best mode for a macroblock, only the hit rate results for the P16×8 mode are considered in the calculation of the hit rate of the best mode. Since the results of the best mode determine the final performance, the results in the last column are more important than the others. As shown in Table 5 , the average hit rate of the best mode is 95.9%. Thus, it can be said that the proposed method performs quite well while significantly reducing the complexity of the complete search method.
III. Simulation Results and Conclusion
The proposed RF selection method is implemented with JM 16.0 reference software [10] , and various test sequences are simulated using the simulation parameters shown in Table 6 . The simulation results are shown in Table 7 , which provides a comparison of the proposed method with the conventional methods. For this comparison, the simulation method by Bjøntegaard is used [11] . Table 7 shows only Bjøntegaard delta bitrate (BD-BR) values, because BD-PSNR values and BD-BR values essentially represent the same information [11] .
As shown in Table 7 , the proposed method reduces the encoding time by 62.8%, on average. As explained in the previous section, this complexity reduction comes from the fact that the proposed method examines a very small number of RFs in the P16×8, P8×16, and P8×8 modes. It should be mentioned that examining the P8×8 mode is far more time consuming than examining other modes since there are four submodes in the P8×8 mode. Thus, it is especially important to reduce the number of RFs to be examined in the P8×8 mode.
Although the method in [5] also reduces the encoding time significantly, the average BD-BR of the method in [5] is relatively large, as evident in Table 7 . On the other hand, the average BD-BR of the proposed method is only 2.87%, which is substantially smaller than those of the conventional methods. As explained in section II, this is mainly because the hit rates of the proposed method are quite high owing to the efficient use of the correlation between the BRF indices of various inter modes. Figure 1 shows the RD curves of the RF selection methods reflected in Table 7 for the Coastguard video sequence. The quantization parameter (QP) values specified in Table 6 are used for the RD curves in Fig. 1 . The proposed method shows better performance than the conventional methods throughout the whole QP range. Finally, it should be noted that the maximum number of RFs (in Table 6 ) can be easily changed in the proposed method, which is another merit of the proposed method. This letter proposed an RF selection method, which efficiently exploits the correlation between the BRF indices of various inter modes. Although the main idea is very simple, the proposed method effectively reduces the number of RFs at the expense of a very small miss rate. As a result, the proposed method not only reduces the encoding time considerably but also performs well regardless of the QP value.
