The prevalence of diabetes is on the rise steadily around the globe. Diabetic Retinopathy (DR) is a result of 4 damage to the blood vessels in the retina due to diabetes and its fast treatment is crucial for preventing possible blindness.
Specifically, the contributions of this paper to the research community are a) integration of DR patients' 23 geographic location information into DR detection and analysis of the performance when the training and 24 testing datasets consist of patients from the same country, the same continent as well as different continents b) 25 integration of patients' ethnicity information into DR detection and investigation of the effects of having training 26 and testing datasets consisting of coethnic and multiethnic patients c) creation of a robust and generalizable 27 deep learning model that eliminates geographic variation in detection and works for patients of all ethnicities. 28 The organization of this paper is as follows. First, related work on DR disease classification using fundus 29 images is given. Then, ResNet architecture and databases used for performance evaluation are explained. 30 Finally, performance results are tabulated and analyzed. Conclusions based on this analysis are also outlined. (c) IDRID dataset fundus image with severe NPDR Figure 2 : Sample fundus images from the three datasets.
Related Work
in Kaggle DR competition has created a boom in the research of DR. With the fundus photographs from this 1 competition and a private dataset of almost 110,000 photographs, Quellec [28] used ConvNet to produce high-2 quality heatmaps in order to detect DR by segmenting microaneurysms, hemorrhages, exudates and cotton-wool 3 spots. Pratt [29] used convolutional neural networks to classify the severity of DR into five classes, namely no 4 DR, mild DR, moderate DR, severe DR, and proliferative DR, using Kaggle dataset. In [30] , deep convolutional 5 neural networks were used to classify the retinal images of Kaggle dataset into the five stages of DR. Yu [2] 6 proposed a novel method that combines unsupervised features from saliency map and supervised features from 7 convolutional neural networks to detect the quality of the retinal fundus images of Kaggle dataset. In [3] , the 8 dataset of Kaggle was used in order to see the effects of changing certain simulation parameters, such as batch 9 size, epoch, and training dataset size, on the detection of diabetic retinopathy using ConvNet deep learning 10 architecture.
11
The goal of this paper is to improve upon past research and use five publicly available datasets in order 12 to take into account the geographic location and ethnicity of the patients in DR detection. It further aims to 13 observe how detection performance changes when the effects of variation in a geographic location or patient 14 ethnicity are eliminated. 
Method

16
A ResNet deep learning algorithm is used in this paper. A set of images is first used to train the ResNet 17 architecture. Then, this is used to model the fundus images for DR classification. In order to create a robust 18 and generalizable model and eliminate the geographic location and patient ethnicity dependency, the training 19 dataset is included images from patients who are in the same geographic region or the same ethnicity as the 20 patients whose fundus images are in the testing dataset. Finally, this model is used to evaluate the system 21 performance. During this evaluation, a new set of fundus images is used.
22
The proposed approach is based on fine-tuned 18 layer ResNet (ResNet-18) network architecture (see 23 Figure 3 ). This network consists of 18 convolutional layers. First four convolutional layers contain 3×3×64 24 filter. The following four convolutional layers after that contain 3 ×3 ×128 filters. Finally, the last four layers 
36
All images are resized to 256×256 image size and 224×224 patches are extracted while ResNet-18 model 37 is trained. Image augmentation (25, 40, and 120 degrees rotation) is done whenever necessary in order to create 38 large and balanced datasets. However, no image quality improving preprocessing methods have been used. System performance is evaluated using five datasets. These datasets are Kaggle, Messidor, E-Optha, HRF, and 2 IDRID. Their details are described in the following sections. This dataset contains a total of 83702 fundus images. These images are categorized as healthy (no DR), mild 5 NPDR, moderate NPDR, severe NPDR, and proliferative DR. A total of 65343, 6205, 13153, 2087 and 1914 6 images, respectively, are present in each category. Table 1 lists the number of images in each class of DR for this 7 dataset. Note that this dataset contains images taken using various camera models from patients with different 8 ethnic backgrounds in different clinics located in North America. This dataset has 463 images in three categories, namely healthy (no DR), microaneurysm (an indication of DR) 19 and exudates. There are a total of 268, 148 and 47 images in each category, respectively (Table 1 ). The images 20 in France. As shown in Table 2 , the accuracy, the sensitivity and the specificity of this experiment are 56.25% , 5 55.59% , and 57.43% , respectively. The accuracy results here are less than that of the second experiment since 6 now the training and testing datasets contain images from patients who live in different countries.
7
Next, a fourth experiment is carried out where images from a different dataset (Messidor), containing 8 images of patients who are also from France, are added to the initial training dataset of the third experiment.
9
Messidor dataset contains images with four different DR severity levels. It is observed that with the addition of 10 this dataset, the accuracy compared to the third experiment increases by about 25% , the sensitivity increases 11 by about 33% and the specificity increases by about 11% (see Table 3 ). The accuracy of this experiment is 56.25% , the sensitivity is 55.59% and the specificity is 57.43% (see Table   13 4). As noted in Section 5. German/Czech ethnicities, respectively.
10
It is observed from the results tabulated in Table 4 that the accuracy, sensitivity and specificity results of 11 the first experiment are subpar. However, after the second experiment, there is an improvement of about 40% 12 in accuracy performance results. It is believed that this is due to the fact that in the state of California there is 13 a higher population of people with German and Czech ethnicities than French. Hence, the Kaggle dataset has 14 a higher chance of having DR images from patients with German and Czech ethnic backgrounds than French.
15
That further means that there is a higher correlation in terms of retinal pigmentation and ocular structure 16 between the DR images of the patients in Kaggle and HRF datasets than Kaggle and E-Optha datasets. Table 4 shows the accuracy, sensitivity and specificity results of these three experiments. The results are 25 displayed in the order of increasing accuracy. Table 5 displays the percent change between the performances of 26 the first two as well as the performances of the second and the third experiments.
27
When the results are analyzed, it is observed that the accuracy results are the lowest when the testing 28 dataset contains DR images from IDRID dataset and the highest when it includes images from HRF dataset.
29
As shown in Figure 4 where the top row contains detected images i.e. images that are correctly identified to be from healthy 5 eyes or from eyes with DR, the middle row contains undetected DR images i.e. images with DR that went 6 undetected as healthy, and the bottom row contains images that are falsely detected as DR i.e. images that are 7 healthy but identified to have DR. Figure 5 shows the confusion matrices for these two experiments showing 8 the true (actual) and predicted DR classifications for each severity stage of Kaggle and Messidor datasets.
9
The results show that in general, the deep learning model resulted in a better performance for ethnically It is reported in [29] that their preprocessing included performance results of five class model using Kaggle 1 dataset were 75% accuracy, 30% sensitivity, and 95% specificity. This is comparable to our four class Kaggle 2 dataset model given in Table 6 having an average of 75% accuracy, 22% sensitivity, and 88.5% specificity.
3 Similarly, in [35] a no DR versus DR classification using Messidor dataset gave an AUC of 90% , sensitivity of 4 94% , and specificity of 50% , again with preprocessing. Some of these results are obviously better than our no 5 DR results given in Table 6 and they show the positive effect of having image quality improving preprocessing 6 methods on the performance. is observed that there is a direct relationship between DR detection and the similarity between the geographic 10 regions where the images in the training and testing datasets are collected from.
11
Similarly, when the patients' ethnic background information is integrated into the architecture for DR 12 detection, the analyses show that there is again a direct relationship between DR detection and ethnic similarity 13 of the patients whose images are present in the training and testing datasets. covered experiments with coethnic and multiethnic relationships among the patients whose DR images were 23 in the training and testing datasets. The results showed that it is important for testing and training datasets 24 to be obtained from patients who are similar in terms of geographic residence and ethnicity if a robust and 1 generalizable deep learning model is to be looked for.
Future work will involve analyzing the effects on deep learning performance of data collected from patients 3 of different races.
