Supporting Material Supplement
Appendix A -Pore size of in silico gels (other morphologies).
In this section we present five three-dimensional (3D) in silico networks that have been generated, in addition to the in silico fibrin gels described in the main text, for the validation of our 2D bubble method. Below, we will briefly describe how these networks are synthesized, what are the main features of their geometrical properties, and present in detail the results that have been summarized in Table 1 of Sect. Results and Discussion of the main text. As for the in silico fibrin gels, the aim of this section is to investigate whether is possible to establish a simple relationship between the 2D-average bubble diameter <D> 2D found with the 2D method and the corresponding 3D-average diameter <D> 3D found with the 3D method.
The networks that we studied were generated according to: (a) a standard Voronoi tessellation; (b) a standard Delaunay triangulation; (c) a simulated annealing Euclidean Graph Generation (EGG) algorithm for mimicking the structural and elastic properties of collagen gels (1); (d) a
Delaunay designed algorithm for producing Photonic Band Gap (PBG) materials characterized by complete large band gaps in the optical frequency range (2, 3) .
Each network was synthesized by first computing the coordinates of its nodal points (the points at which the fibers are linked together) and then by finding which couples of nodal points are linked by a fiber. Each fiber was represented as a straight cylinder of diameter d and length L equal to the distance between the connected nodal points. To avoid boundary effects, the nodal points were first 25 µm generated over an extended volume, and then cropping or cutting parts of all the fibers that fall outside the volume of analysis. At the end of this procedure, the coordinates of all the fibers constituting the network were determined, and the network geometrical properties were characterized in terms of the distributions of its fibers length, angle between fibers and branching order of its nodal points. A 3D renderings of the five networks studied in this work, together with the in silico gel of Ref. (4) , are illustrated in Fig. S1 .
a) Voronoi networks
Three dimensional Voronoi networks were generated starting from a set of N randomly distributed seeding points in a volume V. By using the freeware "qhull" routines available online (http://www.qhull.org), the convex polyhedron that defines the Voronoi cell of each seeding point was found, and its edges and vertices were determined. The edges of all the Voronoi cells are the line segments that represent the fibers of the network, while the vertices are the nodal points at which these fibers are connected together. A 3D rendering of a Voronoi network is shown in When our 2D and 3D bubble methods are applied to Voronoi gels of different concentrations, we obtain the distributions reported in Fig. S3 , first row. As for the fibrin gels, all the 2D and 3D distributions can be rescaled onto two single master curves, but in this case, they appear to be rather different, with the 2D one broader than the 3D one and skewed toward small D/<D> values. The corresponding two relative standard deviations are σ 2D / <D> 2D ~ 0.33 and σ 3D / <D> 3D ~ 0.19. Nevertheless, when the 2D and 3D average diameters are compared, they are remarkably similar with a ratio of <D> 2D / <D> 3D ~ 1.00 ± 0.02 constant over the entire investigated φ range.
b) Delaunay networks
As for the Voronoi case, 3D Delaunay networks were generated starting from a set of N randomly distributed nodal points in a volume V and performing a 3D triangulation by using the "qhull" routines. In this way the nodal points become the vertices of the tetrahedra, whose edges represent the fibers of the network. A 3D rendering of a Delaunay network is shown in Fig. S1(b) .
The geometrical properties of a Delaunay gel are characterized (see Fig. S2 , second row) by an angle distribution between fibers somewhat more symmetric with respect that of the Voronoi gels, with <α> = 93±37 degs. The branching order distribution is bell shaped with a much higher average value <k> = 15.5±3.3, and the fiber length distribution is a smooth bell shaped curve with a relative standard deviation σ L /<L> ~ 0.32. The 2D and 3D bubble diameter distributions obtained with our bubble methods are reported in Fig. S3 , second row. As for the Voronoi gels, all the 2D and 3D distributions can be rescaled onto two single master curves, which are characterized by quite different shapes and relative standard deviations, i.e. σ 2D / <D> 2D ~ 0.50 and σ 3D / <D> 3D ~ 0.34. Nevertheless, also in this case the 2D and 3D average diameters scale in the same manner, with their ratio of <D> 2D / <D> 3D ~ 1.14 ± 0.03 constant over the entire φ range. 
c) Euclidean Graph Generation of collagen networks
The artificial regeneration of collagen type-I networks was recently performed with a simulated annealing method based on a novel algorithm called Euclidean Graph Generation (EGG) (1) . The networks reconstructed in this way are made of a collection of straight fibers linked at some nodal points, with a structure characterized by the same statistical geometrical features (fiber length, branching order and fiber-fiber angle distributions) and similar mechanical properties as those of the original networks. EGG collagen networks were regenerated for three different concentrations and analyzed with our 2D and 3D bubble methods (EGG networks identical to the ones described in Ref.
(1) of the main article were gently provided us by S. Lindström, Royal Institute of Technology, Stockholm, Sweden). A 3D rendering of an EGG network is shown in Fig. S1(c) . The geometrical properties of an EGG network are characterized (see Fig. S2 
d) Photonic Band Gap networks
Photonic Band Gap (PBG) networks are novel isotropic disordered materials that exhibits complete large band gaps in the optical frequency range, independently from direction and polarization of the incident light (2). These unusual features, which are related to the structural topology of the PBG networks, make these materials quite interesting for many applications, such as radiation sources, sensors, waveguides, and optical computer chips. For a recent review on PBG materials, as well as for their implementation in 3D see Refs. (3, 5) .
Following (3, 5) we generated PBG networks by performing a 3D Delaunay triangulation from a set of N points distributed in a volume V. Then the centroids (centers of mass) of all the tetrahedra were treated as the nodal points of the network and connected with fibers to their nearest neighbors centroids. Since each tetrahedra has four facets, all the nodal points have the same branching order, equal to four. In order to optimize the optical properties of the PBG network, the initial points must be distributed not randomly (as done for Delaunay networks), but according to a so called hyperuniform patterns distribution, where the points positions are anticorrelated on a short length scale. This feature was realized by randomly spreading the points in the volume, but with the exclusion of a spherical shell of diameter d scr around each of them. Practically, whenever the random position of a point was whiting the screening region of any other point previously generated, that point is rejected and another one is generated. The procedure ends when no more points can be added to the volume. The final result is a hyperuniform pattern (6) 
Appendix B -Estimate of systematic errors present in the 2D-and 3D-bubble methods.
The 3D-and 2D-bubble methods described in the Materials and Methods Section of the main text, are based on iterative algorithms that need to be stopped at a given point because of the increasingly larger processing times. Indeed, due to the overlapping mechanism, the rates at which new bubbles are added to the set of already selected covering bubbles become increasingly slower, and eventually vanish. In our methods, we adopted a stopping criterion determined by a target covering area (or covering volume in 3D), according to which the coverage procedures are considered to be completed when the filling ratios of the covered zones reach a threshold equal to values of 0.50 for 3D-and 0.70 for the 2D-bubble methods, respectively.
In this section, we want to estimate the systematic errors introduced in the recovered distributions by using these thresholds. We mainly focus on the 2D method (which is the one of interest in this work), but we will discuss also the main results of the 3D method. Our analysis starts by analyzing the features of the "asymptotic" distributions P 2D (D) that one would recover with an ideally infinite number of seeding points. Practically, such distributions were found by using a number of seeding points much larger than the number of covering bubble (typically a factor ~10), so that the covering can be considered completed. We carried out this test on five in silico fibrin gels (set B of in retrieved in this way is a number distribution, because each bubble diameter is counted only once during the computation.
Unfortunately, the procedure outlined above is not generally applicable because requires quite long processing times (hundreds of seconds/slice). Thus the procedure must be stopped at a given point, in correspondence of which the covering area will be smaller than the maximum covering area attainable for that slice. As a consequence, some systematic errors are unavoidably introduced in the recovered distributions. These errors derive from the reduced number of bubbles used for the (partial) covering and are due to the fact that the probability of selecting a bubble is not uniform.
Consequently, larger bubbles are weighted more heavily for two reasons: (i) before going through the including/discarding procedure, the bubbles are sorted according to their decreasing diameters, so that larger bubbles are selected before smaller bubbles; (ii) the initial probability of selecting a bubble, when there is no or only marginal overlapping, scales as D 2 in 2D. Thus, the lower the covering area, the higher the bias introduced in the recovered distribution. As an extreme example, we can mention that, if only one bubble/slice were selected, being in this case the probability rigorously proportional to D
2
, one would recover area distributions rather than number distributions, with consequent very large systematic errors.
As mentioned above, we have adopted as a stopping criterion for the 2D-bubble method the attainment of a target covering area, whose threshold was set to a value of 0.7. This threshold was set empirically on the basis of a tradeoff between processing times, statistics and accuracy. With a threshold of 0.7, typical processing times are < 1 min/slice, the percentage of slices reaching target covering area are higher 80-90% and accuracy is ~5%. The latter one was estimated by studying the behavior of the average bubble diameter <D> 2D associated to a distribution P 2D (D) recovered with a given covering area, as a function of the covering area. overestimates the probability of finding bubbles with diameters larger than average and slightly underestimates the probability of bubbles with diameters smaller than average. In terms of distribution moments, this distortion produces a ~ 5% overestimate of the average diameter ( Fig. S6 ) and a ~ 2% overestimate of its standard deviation.
As a further comment, it is important to recall that the analysis described above throughout
Figs. S4-S7 has been carried out on in silico gels, i.e., networks of an assigned morphology. While we expect that the main conclusions (overestimates of average recovered diameters) would remain the same also for other network morphologies, the exact figures are likely to change from case to case, depending on the shape of the asymptotic P 2D (D) distribution. Thus, since the stopping criterion associated to the target covering area favors the selection of larger bubbles more than smaller bubbles, broad and asymmetric distributions skewed toward smaller diameters (such as the Delaunay and EGG distributions of Fig. S3 , left column) should exhibit the largest systematic errors. Our preliminary results confirm such a trend (data not shown), but in any case, for all the morphologies of Fig. S3 , the systematic errors are less than ~10%.
The analysis of systematic errors just described for the 2D method was performed also for the 3D-bubble method. Here, the situation is quite different because, although apparently very similar as far as concern the iterative algorithms, the two methods presents profound differences that make them to behave quite differently in term of convergence. In the 2D method, each generated bubble lies somewhere around the position of the seeding point that has produced it. This is because the algorithm has been designed [see main text at point a5) of the iterative procedure in 2D-pore size analysis of the gel pore size] to find the bubble in the same pore zone where the seeding point is generated. Thus, as described above, the first (non overlapped) bubbles are found with a probability that scales as D 2 and this is the mechanism that is responsible for the systematic errors present in the final distribution retrieved at a covering area threshold = 0.7. In the 3D method, there is no feedback mechanism that prevents a bubble from being produced in a pore zone different from the one where the seeding point was generated. Thus, the strong correlation between seeding points and location of the generated bubble present in the 2D method is (almost) completely lost in 3D, making the probabilities of generating bubbles of different diameters much more uniform. The final effect is that there is no preferred route leading to the final volume coverage of the pore zones, and almost no systematic errors are introduced if a distribution is retrieved with partial volume covering. In the The validation of our 3D bubble method was carried out by comparing our method with the well known (maximal) covering radius transform (CRT) technique (7, 8) . When applied to the same in silico gels, the two methods provide quite consistent results, provided that corrected weighted distributions are considered. Indeed, while our method recovers number distributions, because each bubble diameter is counted only once during the computation due to covering procedure, the CRT method returns weight (or volume) distributions because the statistics is performed over all the voxels belonging to the pore regions. A comparison between the volume diameter distributions characterizing one of the gels of Fig. 3(c) of the main text (φ = 1.2 × 10 −2 ), recovered with the CRT and our method is shown in Fig. S8 . The two distributions appear to be quite similar with average diameters which differs less than 1%, namely <D> 3D, vol = 1.96 ± 0.49 µm and <D> CRT = 1.98 ± 0.41 µm. For comparison, the average (number) diameter associated to the recovered number distribution P 3D (D) recovered with our method was <D> 3D, num = 1.64 ± 0.48 µm.
Appendix D -Fibrin gels preparation for confocal microscopy
Lyophilized plasminogen-Von Willebrand factor-and fibronectin-depleted human fibrinogen . The two curves represent the volume weighted distribution of the spheres diameters used for covering the pore zones of the gel of Fig. 3(c) .
FG labeling was carried out using Alexa Fluor 488 succinimidyl ester (Molecular Probes, Eugene, OR, USA), a water soluble primary amine specific dye, pH-insensitive in the pH 4-10 range. The labeling reaction was performed using a slightly modified protocol from the one suggested by the manufacturer, optimized to roughly have a single dye molecule per FG molecule.
We found that a higher degree of labeling influences FG polymerization and therefore the final architecture of the fibrin gel (data not shown). Before labeling, the FG solution was dialyzed twice for 4 h at 4 °C against 0.1 M NaHCO 3 , pH 8.3. The Alexa Fluor 488 solution was prepared dissolving 5 mg of dye in 0.5 ml of dimethylsulfoxide (DMSO) and its exact concentration was determined spectrophotometrically from the absorbance at 495 nm with a specific molar extinction coefficient ε 495 = 71,000 M -1 cm -1 . The unused dye was divided in small amount aliquots and stored at -80 °C. Labeling was performed by adding drop wise over a 3 min period a 1-fold molar ratio of the probe to a 10 mg/ml protein solution in 0.1 M NaHCO 3 , pH 8.3, and the reaction was let to proceed on a rotating device at 22 °C (temperature controlled room) in the dark for 2 h. The excess of fluorescent probe was eliminated first through centrifiltration at 13,000 rpm for 10 min using 0.22 µm spin-X disposable centrifilters (Sigma-Aldrich) and then by dialysis at 4 °C for 4 h once against bicarbonate buffer and twice against TBE buffer (50 mM Tris, 104 mM NaCl, 1 mM EDTA-Na 2 , pH 7. Pharmacia Biotech). The loading volume was ~1.5 ml, the flow rate was 0.6 ml/min, and the elution was monitored at 278 nm. The monomeric material was then collected and used for gel formation.
The purity of the material was checked in each step of the preparation using SDS-PAGE analysis under reducing and not reducing conditions, as previously reported (11) (data not shown).
Fibrin gels to be analyzed by confocal microscopy were prepared in a "home-made" flow cell, consisting of a Plexiglas ring (height 0.5 cm, diameter 2 cm) closed on both sides by glued round 0.2 mm thick coverslip glasses. At opposite sides of the Plexiglas ring, two small holes were drilled, inside which two pieces of polyethylene tubing (cut from transfer pipettes) were inserted and sealed with nail polish. The gels were prepared by mixing in a 1:1 ratio a FG solution containing 1/3 of Alexa Fluor 488-labeled FG with a thrombin solution. Mixing was achieved using a double syringe system adapted from the fibrin sealant Tisseel Kit (Baxter, Deerfield, IL, USA). Each syringe was equipped with a 0.22 µm low protein binding filter and was connected to the plastic mixer of the Tisseel Kit. The mixer was connected via a three way valve to one of the polyethylene tubing glued to the flow cell. Another three way valve was connected to the exit polyethylene tubing. The cell was mounted in a vertical position on a stand, and was filled from the bottom hole so that no bubbles were trapped inside it. Filling was completed in about 5-6 s. After filling, the cell was isolated closing the two valves, and the gel was left to polymerize for about 2 h. Different gels were prepared at a FG concentration of 0.5 mg/ml in TBE varying the thrombin concentration (either 1/100 thrombin:FG molar ratio or 0.25 NIH u/mg FG (1/1800 thrombin:FG molar ratio).
Appendix E -Data processing of confocal images
The confocal microscopy data are convolved, noisy data, which, in order to be analyzed with our 2D bubble method, must be first pre-processed and reduced to binary data. To tackle this not trivial problem, we investigated and optimized the data handling procedure by using one of the in silico fibrin gels of Fig ). To this aim, we first convolved all the images of the 3D stack with the typical PSF of a 60× confocal oil-immersion objective, which for simplicity was assumed to be Gaussian with full-width half maxima FWHM x = FWHM y = 200 nm and FWHM z = 600nm (12) . Then the overall data were digitized to 4096 levels (12 bits) and
Poisson uncorrelated noises equal to 5% and 10% of the max level were added to them. The resulting noisy data, which at this point represent a realistic sample of the real data, were processed (by using the graphical routines available in LabView 2010) in the following way: a) each 2D image of the stack was convolved with a narrow symmetric (σ x = σ y = σ)
Gaussian distribution for dampening the shot noise in the pore regions and avoiding the insurgence of spurious signals which might be associated to fake fibers. The Gaussian width was set to be σ = 0.25 d (= 1 pixel in our case) so that it effectively screens out the shot noise signal, but not the signal associated to a real fiber of diameter d. Indeed when convolving the shot noise signal (1 pixel wide) with a Gaussian function whose σ = 1 pixel, its amplitude is dampened by a factor ~ 0.13. Conversely, the convolution of the fiber signal (4 pixels wide in our case) with the same Gaussian function produces an amplitude dampening factor of only ~ 0.9, therefore not affecting the clipping procedure carried out at next step. c) the defects arising from the noising and clipping procedure were removed by applying to each image two standard morphological operations, i.e. the filling of any hole found in a fiber (a hole is pore island inside a fiber) and the removal of all the fibers whose area was smaller than the minimum area associated to the assigned (or expected in the case of real gels) fiber diameter d. The latter operation was introduced for avoiding, as for step a), the insurgence of spurious fake fibers. In the case of our in silico gels (d = 0.2 µm, pixel size = 50 nm) this minimum area, which corresponds to the case when the fiber is perpendicular to the image plane, was set equal to 13 pixels.
The 3D stacks resulting from the procedure outlined trough steps a-c) were then analyzed with our 2D bubble method and, for any value of γ and noise, the distributions of the bubble diameters were recovered and compared with the expected distribution retrieved from the original gel. In this way an optimal value of γ was found. An example of this analysis is shown in Fig. S9 was recovered with an uncertainty of +4%, while the average (volume) <D> 2D was recovered with an uncertainty of −1%. Similar behaviors are observed when the noise level added to the data was 10% (data not shown). So, in conclusion, we can state that the optimal value of γ to be used in the analysis of real gels is in the range γ min~ 0.30−0.35, depending on which kind of distribution one is interested in, However, it should be pointed out that the data handling procedure outlined above is quite critical and require great attention when applied to real confocal data. For example, in a standard confocal image the spatial resolution (~200 nm) may be comparable to the fiber diameter and, consequently, in steps a) and c) it may become hard to distinguish between real fibers' signals and shot noise. On the other hand, resolution cannot be increased too much because, otherwise, the field of view of the image becomes too narrow, and boundary effects may dominate and alter the estimation of <D> 2D . Other possible critical situations can arise from the use of oil immersion objectives for imaging aqueous samples, where the axial PSF is highly dependent on the depth at which the sample is imaged, and can reach lengths FWHM z ~ 1 µm or even longer. In these cases, the 2D-bubble method has to be applied with care because, as we checked on in silico data convolved with PSF of different axial length (data not shown), it provides accurate (≤ 5%) estimates of <D> 2D only when <D> 2D / FWHM z ≥ 5.
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