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Abstract
By an approach based on results of A. Ishii, we describe the versal deformation space of any
reflexive module on the cone over the rational normal curve of degree m. For each component a
resolution is given as the total space of a vector bundle on a Grassmannian. The vector bundle is a
sum of copies of the cotangent bundle, the canonical sub-bundle, the dual of the canonical quotient
bundle, and the trivial line bundle. Via an embedding in a trivial bundle, we obtain the components
by projection. In particular we give equations for the minimal stratum in the Chern class filtration of
the versal deformation space. We obtain a combinatorial description of the local deformation relation
and a classification of the components. In particular we give a formula for the number of components.
 2004 Published by Elsevier Inc.
1. Introduction
The versal deformation space is in general highly singular and difficult to describe.
Some explicit results have been given, e.g., for surface singularities [1,7,23], and for torsion
free sheaves on singular curves [21,22]. The aim of this article is to describe the versal
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of degree m. The interesting case is rkM > 1 (hence M is decomposable).
Assuming X is a rational surface singularity, A. Ishii proves in [16, 4.9] an interesting
theorem giving a filtration of the versal deformation space R for deformations of a reflexive
module on X, which, in the case X is a rational double point, is the stratification with
respect to isomorphism classes of modules. More precisely, let π : X˜ → X be a minimal
resolution, then a reflexive module M on X corresponds to a full sheaf M˜ on X˜. For each
d ∈ Pic X˜, Ishii defines a functor of families (parametrised by arbitrary schemes over Rred)
of semi-full sheaves E on X˜ with an isomorphism. The functor is represented by a regular
scheme Fd which is projective over Rred. As d varies, a finite stratification ∐Sd of Rred
is obtained such that if the fibre of the versal family at t ∈ R is the reflexive module N ,
then t ∈ Sd if and only if the full sheaf N˜ has Chern class d . Moreover, Sd is regular
for all d . In particular, each component in the reduced versal deformation space is given
as the closure of an Sd . By the McKay correspondence this gives the stratification by
isomorphism classes if X is a rational double point. In the latter case Ishii also gives an
explicit example of an Fd ; assume c1(M˜) is minus the fundamental cycle, then F 0 is the
minimal resolution of X ∼= Rred [16, 5.3]. If X is a rational double point, Ishii describes
the closure of the minimal stratum in terms of resolutions, in [16, 5.6], and in particular
obtains the local deformation relation [16, 5.5].
In the case X is the cone over the rational normal curve of degree m, there are m
isomorphism classes of rank one reflexive modules and any reflexive module M is a direct
sum of these. We find Fd for all M (of any rank) and all d . In Theorem 1 an intrinsic
description is given: Fd (as k-scheme) is the total space of a vector bundle of relative
extensions Ext1
X˜×A/A(EA,EA) on a Grassmannian A, where (A,EA) represents a functor
of embeddings of semi-full sheaves E with c1(E)= d , see Proposition 1.
In Theorem 2 we calculate Ext1
X˜×A/A(EA,EA) as a sum of copies of the cotangent
bundle, the canonical sub-bundle, the dual of the canonical quotient bundle, and the trivial
line bundle on A. The number of copies is given by the dimension of certain cohomology
groups associated to a sub-sheaf of M˜ . Remark that this strengthens and generalises the
description of the “generic” minimal stratum in Ishii’s [16, 5.6ii]. Theorem 2 also gives an
embedding of the vector bundle in the trivial vector bundle Ext1X(M,M)×A and the map
to R is obtained as the composition of the embedding with the projection to Ext1X(M,M).
From the equations in Corollary 1 defining the embedding, an explicit expression for the
image Rd of Fd in R for all the minimal strata is obtained in Corollary 2; Rd is the cone
over a Segre embedding times an incidence variety times an affine space intersected with
certain hyperplanes and quadratic hypersurfaces. In Corollary 3 we give an ideal Id of
minors which gives T d by blowing up Rd . It gives T d as the strict transform in resolutions
of rank singularities and we observe how the Chern class filtration of the versal deformation
space is related to the rank filtration.
From Theorem 1 a combinatorial description of the local deformation relation is
obtained in Lemma 3. In contrast to the rational double point case, there are many non-
trivial Chern class preserving deformations, they give smooth strata in Rred. In Theorem 3
the components of the reduced versal deformation space are classified and a formula for
the number of components is given. The components correspond to the geometrically rigid
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deformation relation are given in Corollaries 4–8. Three elementary examples are found
in the final section.
The study of reflexive modules on rational surface singularities may be traced back to
the 1960s. D. Mumford in characteristic zero [18] and J. Lipman in characteristic p > 0
[17] proved that a surface singularity X is rational [3] if and only if X has finitely many
isomorphism classes of rank one reflexive modules. Later J. Herzog [14], H. Esnault [10]
and M. Auslander [6] proved that a rational surface singularity is a quotient singularity if
and only if there is a finite number of indecomposable reflexive modules on X. As shown in
[2,11], the intersection of the Chern class of the full sheaf with the exceptional divisor, sets
up a correspondence between the set of isomorphism classes of non-trivial indecomposable
reflexive modules and the components of the exceptional in the case X is a rational double
point. This is the McKay correspondence. The Chern character (i.e., rank and Chern class)
does not determine the corresponding reflexive module for general quotient singularities,
cf. [10]. In [25] J. Wunram determined the full sheaves for cyclic quotient singularities,
and following [10] he gave in [26] a cohomological criterion on a full sheaf such that
a generalised McKay correspondence may be set up for the corresponding sub-class of
indecomposable reflexive modules.
2. Preliminaries
In this section we introduce notation which is fixed and cite standard results which will
be used freely throughout the article. Let X be a surface singularity, i.e., X = SpecOX
where OX is the Henselisation of a local, normal, essentially finitely generated k-algebra
of dimension 2 over an algebraically closed field k of any characteristic. There exists
a minimal resolution π : X˜ → X of the singularity in all characteristics [17, 4.1], and
X is a rational surface singularity if R1π∗OX˜ = 0 [3]. Remark that Hi (X˜,F) = 0 for
any coherent sheaf F and i  2 by the Theorem on Formal Functions, cf. [13, 11.1].
In this article X will be the affine cone over the m-uple embedding of P1k in P
m
k , i.e.,
OX = k[um,um−1v, . . . , vm]h where “h” denotes Henselisation. The exceptional divisor
C = X˜×X Speck ⊆ X˜ is therefore isomorphic to P1k . There is an intersection theory on X˜,
see [3,17,18], and C ∼ −mD where D is any curve intersecting C transversally in one
point, in particular C2 = −m. Moreover, by [17] we have Pic X˜ ∼= Z generated by D.
A finitely generatedOX-module M is called reflexive if the canonical map to its double
OX-dual, M →M∨∨, is an isomorphism. Since X is 2-dimensional and normal, a reflexive
module is the same as a maximal Cohen–Macaulay module. In particular, M restricted to
the regular locus U ⊆ X is locally free. Let M˜ = π∗M/torsion and more generally, if MS
is an S-flat family of reflexive modules on X for a k-scheme S, then M˜S is the image of
the canonical map from π∗SMS to its doubleOX˜×S -dual where πS : X˜ × S →X × S is the
pullback of π . Following [10], M˜ is called a full sheaf, and M = H0(X,π∗M˜). Moreover,
a sheaf E on X˜ is shown to be full if and only if E is locally free, generated by global
sections and R1π∗Eω = 0, where Eω :=HomX˜(E,ωX˜). In particular M = H0(X,π∗E) is a
reflexiveOX-module with M˜ = E since they are generated by the same global sections. For
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for 0 i m− 1 with M˜i ∼=OX˜(iD). Since the group
H = coker(Z ·C−→ Pic X˜)∼= Z/mZ
by [17] classifies the rank one reflexive modules, the following lemma implies that the Mi
are the only indecomposables.
Lemma 1. If M is a reflexive module on X, then M is isomorphic to a direct sum of rank
one reflexive modules.
Proof. It is sufficient to show that M˜ is a direct sum of line bundles. More generally we
show that a vector bundle E on X˜ is isomorphic to a direct sum of line bundles. Let i be
maximal such that H0(E ⊗OC(−i)) = 0. From the exact sequence 0 → E(−C − iD) →
E(−iD)→ E ⊗OC(−i)→ 0 we get H0(E(−iD)) = 0 ⇒ H0(E(−C − iD))= 0, twisting
the sequence several times by O(−C) gives H0(E(−nC − iD)) = 0 for all n 0 which is
impossible since O(−C) is very ample relative to X. Hence we have a non-zero section
s ∈ H0(E(−iD)) which defines a short exact sequence of locally free sheaves
0 →O(iD) s→ E →F → 0
by the maximality of i . The lemma follows by induction on the rank since one from the
maximality of i gets Ext1
X˜
(F ,O(iD))= 0. 
Remark 1. If chark = 0, then X is the cyclic quotient singularity defined by the action of
the cyclic group G = 〈ζ · idk2〉 on A2, where ζ is a primitive mth root of unity in k, see
[19]. Moreover, there is a correspondence between the irreducible representations of G and
the indecomposable reflexive OX-modules where Mi = (k[u,v] ⊗k ξi )G if the irreducible
representation ξi is given by ζ · idk2 → ζ i for 0 i m− 1, see [25].
Note that by adjunction c1(ωX˜) · C = −C2 − 2 = m − 2 thus ωX˜ = OX˜((m − 2)D)
and since π∗ωX˜ = ωX for all rational surface singularities, we get ωX = Mm−2. We say
that a locally free sheaf E on X˜ is semi-full (over a reflexive module M) if R1π∗E = 0
and H0(X,π∗E) ∼= M . By [16, 1.8] there are natural embeddings M˜ ⊆ E ⊆ M˜ωω where
Mω = HomX(M,ωX). We have M˜ωi = OX˜((m − 2 − i)D) for 0  i  m − 1 and
H0(X,π∗(Eω)) = Mω [10], hence we get Mωi = Mm−2−i for 0 i m− 2 and Mωm−1 =
Mm−1. We obtain
M˜ωi
ω =
{
M˜i if 0 i m− 2,
OX˜(−D) if i =m− 1.
Dividing the two inclusions M˜ ⊆ E ⊆ M˜ωω with M˜ give inclusions of sheaves 0 ⊆ E ⊆
OC(−1)r on C, hence if E is semi-full, with π∗E ∼=M =⊕m−1i=0 Mnii , then (by the proof of
Lemma 1) E ∼= F⊕G whereF =⊕i=m−2i=0 O(iD)ni and G =O(−D)s ⊕O((m−1)D)r−s
(r = nm−1), this notation will be fixed.
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deformation functor DefM : Hensk → Sets associates to OS the set of equivalence classes
of deformations of M toOS . A deformation (or flat lifting) of M toOS is an (OX ⊗kOS)h-
module MS , flat as OS -module together with an (OX ⊗k OS)h-linear map π :MS → M
with π ⊗OS k :MS ⊗OS k −→ M . Two deformations are equivalent if they are isomorphic
over M . Maps are induced by tensorisation. If the module is of finite type over an algebraic
ring, i.e., the Henselisation of a k-algebra essentially of finite type, such that the locus
where M is not free is of finite length, then, using [5] and [9, Theorem 3], it is shown in
[24] and in [16] that there exists a versal family (R,MR) for DefM where in particular R is
algebraic. We fix such a versal family where we assume that the Zariski tangent space is of
minimal dimension at the central point and put XR = SpecOhX×R . Moreover, since DefM
is a functor locally of finite presentation, there exists a germ representing (R,MR), i.e., an
affine k-pointed k-scheme Rft of finite type and an ORft -flat family of reflexive modules
MRft , finitely generated asOX×Rft -module, such that the Henselisation at the k-point gives
(R,MR).
Definition 1. If M and N are two reflexive modules on a surface singularity, let Loc(N)
be the set of k-points t ∈Rft(k) such that the pullback Mt of MRft to t is isomorphic to N .
Then M locally deforms to N , denoted M  N , if the Zariski closure Loc(N) strictly
contains the central k-point t0 corresponding to M . If, possibly after restricting to a Zariski
open set in Rft containing t0, the pullback of MRft to Loc(N){t0} is non-empty and only
contains N as k-fibres, then Loc(N) is called an absolute minimal stratum of Rft and the
local deformation of M to N is called minimal.
It follows that the relation  is independent of choice of germ, and by openness of
versality [16, 2.13] it follows that the local deformation relation is transitive.
In [16] Ishii introduces a sub-functor Def ′M ⊆ DefM of deformations such that the
induced deformation of the determinant bundle of MS restricted to the regular locus U
is trivial. Ishii shows that there is a versal family (R′,MR′) for Def ′M and that R′ ∼=Rred.
Let d ∈ Pic X˜, then the Ishii functor of semi-full sheaves with isomorphism is defined
as follows:
Definition 2 (A. Ishii [16, 4.2]). Let SchR′ be the category of schemes of finite type over
R′, and let the functor
FdMR′ : SchR′ → Sets (1)
for any (ψS :S → R′) in SchR′ be given as the set FdMR′ (ψS :S → R′) of equivalence
classes of pairs (ES,ϕS) where
(i) ES is a locally free sheaf on X˜S = X˜ ×X XS ,
(ii) R1π∗Et = 0 and c1(Et )= d for all pullbacks Et of ES to k-points t ∈ S(k),
(iii) ϕS :πS∗ES −→ ψ∗SMR′ on XS =XR′ ×R′ S.
Two pairs (ES,ϕS) and (E ′S,ϕ′S) are equivalent if there is an isomorphism τ :ES −→ E ′S
such that πS∗(τ ) = (ϕ′ )−1ϕS .S
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′
-scheme
ψFd :F
d = FdMR′ →R′
which is projective over R′, regular, non-empty for a finite set of Chern classes d , and their
images {Rd } in R′ constitutes a filtration of R′. There is an isomorphism between the locus
Sd in R′ of reflexive modules with first Chern class equal to d and the open set in FdMR′
corresponding to full sheaves.
We may take the structure map ψS into the functor and define T dMR′ (S) for a k-scheme
S as equivalence classes of tuples (ES,ψS :S → R′, ϕS) where (ES,ϕS) defines an element
in FdMR′ (ψS :S → R′). One can check that T
d
MR′ is representable if and only if F
d
MR′ is
representable. We extend T dMR′ by allowing the range of ψS to be the non-reduced R and
define T d = T dMR as equivalence classes of triples (ES,ψS :S → R,ϕS) with (ES,ϕS) as
in Definition 2 with R substituting R′. A priori T dMR′ ⊆ T dMR , but for X a rational cone we
show in Theorem 1 that T dMR is represented by a regular scheme T d , hence ψT d :T d → R
factors through R′ and Fd = T d as k-schemes.
By “module” we will usually mean “reflexive module”. As a convention the first
projection will usually be denoted p, like in p : X˜ × S → X˜, and the second projection q .
3. Representing the Ishii functor
Theorem 1 states that the representing space for T dMR is given as the total space
of a vector bundle of relative extensions of a locally free sheaf EA with itself over a
Grassmannian A. Let A = AdM be the sub-functor of T d of tuples (ES,ψS :S → R,ϕS)
where ψS factorises through Speck, i.e., is trivial. In Proposition 1 we show that AdM is
represented by A = AdM with a universal locally free sheaf EA on X˜ × A and in Proposi-
tion 2 we give a natural embedding of the sheaf of relative extensions of EA with itself into
the trivial pullback of Ext1X(M,M) to A.
Proposition 1. Let d = c1(M˜) + sC with 0  s  r where r is the multiplicity of Mm−1
in M . Then the functor AdM is represented by the Grassmannian A= Grass(s, r).
Proof. There is a natural isomorphism α :A −→ B valid for all rational surface singular-
ities where B(S) is defined as the set of equivalence classes of embeddings ιS :ES ↪→
p∗M˜ωω where ES is a locally free coherent sheaf with c1(Et ) = d , R1π∗Et = 0 and
π∗ιt :π∗Et −→ M for all t ∈ S(k) and with ιS ∼ ι′S if im ιS = im ι′S . It is not obvious that B
is a functor, i.e., whether a pullback of ιS will be an injective map, this is however a con-
sequence of the following argument. Given (ES,ϕS) in A(S) the inclusion ιS = α(ES,ϕS)
is the following composition
ES −→
(EωS )ω ↪→ (π∗SπS∗EωS )ω ∼= (πS∗(EωS )˜ )ω (c˜−1)ω∼= ((πS∗(ES)ω˜) )ω ϕ˜
ω
S
ω
∼= p˜
∗Mω
ω
∼= p∗M˜ωω (2)
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ω
. The first map is an isomorphism since ES is
locally free. For the second one the cokernel of the natural map π∗SπS∗EωS → EωS has
support on C × S, dualising in p∗ωX˜ hence gives an inclusion. The next isomorphism
follows similarly. The canonical isomorphism π∗ωX˜ → ωX induces the isomorphism
c :πS∗(EωS )→ (πS∗ES)ω. The two last isomorphisms are clear. The construction of ιS from
ϕS is clearly functorial, hence α is well defined: An isomorphism θ :ES → E ′S compatible
with ϕS and ϕ′S gives ϕ˜ωS
ω = ϕ˜′ωS
ω◦((πS∗(θ)ω˜) )ω and im ιS = im ι′S .
The inverse β :B→A to α is given by(
ι : ES ↪→ p∗M˜ωω
) → (ES,πS∗(ι) :πS∗(ES)→ πS∗p∗M˜ωω = p∗M),
ι∗ = πS∗(ι) is an isomorphism by definition of B. In particular, B is a functor.
Now the general idea is to map ιS :ES ↪→ p∗M˜ωω in B(S) to the induced embedding
ιS :ES = ES/ι(−1)S (p∗M˜) ↪→ p∗(M˜ωω/M˜) with support on C×S so that one is left to study
a Quot-functor on the exceptional fibre. Here ι(−1)S is defined as follows. Pulling the inverse
(ι∗)−1 back to π∗S (ι−1∗ ) :p∗π∗M
−→ π∗SπS∗ES followed by the canonical π∗SπS∗ES → ES
induces a map ι(−1)S :p∗M˜ → ES , functorial in ϕS , the composition ιS ◦ ι(−1)S :p∗M˜ →
p∗M˜ωω is the natural inclusion [15, 1.8], and hence ι(−1)S is an inclusion. In our case there
is a canonical splitting ES = p∗F⊕GS and ES = GS/ι(−1)S (p∗OX˜((m−1)D)r). Since ι(−1)S
is functorial in S, the short exact sequence
0 → p∗M˜ ι
(−1)
S−−−→ ES → ES → 0
is natural for pullbacks of S, hence ES is S-flat. It follows that the inclusion ιS :ES ↪→
p∗OC(−1)r is natural for pullbacks of S, hence E t is a locally free sheaf for t ∈ S(k).
From the inclusion ιS we have H0(C,E t ) = 0, and since Et is semi-full 0 = H1(X˜,Et )
H1(C,E t ), hence E t ∼= OC(−1)s ′ . We claim that s′ = s. If ρ = rkM˜ we choose ρ − 1
generic sections in H0(X˜, M˜) −→ H0(X˜,Et ) which define inclusions of the trivial sheaf
Oρ−1
X˜
in M˜ and in Et to obtain representatives of the first Chern class as the cokernel,
see [2]. There is a commutative diagram of sheaves on X˜ with two horizontal and two
vertical short exact sequences from which the claim follows:
0 Oρ−1
X˜
M˜
ι
(−1)
t
OX˜(c1(M˜)) 0
0 Oρ−1
X˜
Et OX˜(c1(M˜)+ sC) 0
E t
 OsC(c1(M˜)+ sC)
(3)
By Cohomology and Base Change [13, III.12.11], twisting by 1 and pushing down to
S gives an embedding of a locally free sheaf of rank s, q∗ιS(1) :q∗ES(1) ↪→OrS , hence an
element in Quots r (S).k
620 T.S. Gustavsen, R. Ile / Journal of Algebra 279 (2004) 613–637For the inverse, let 0 → V → OrS τ−→ OrS/V → 0 be an element in Quotskr (S). Let
GS = kerη ⊗ τ ,
0 → GS gS−→ p∗OX˜(−D)⊗ q∗OrS η⊗τ−−→ p∗OC(−1)⊗ q∗OrS/V → 0
where η is the quotient map in the short exact sequence
0 →OX˜(−C −D) →OX˜(−D)
η−→OC(−1)→ 0. (4)
Since T orX˜×Si (p∗OC(−1)⊗ q∗OrS/V,−) = 0 for i  2, GS is a coherent locally free
OX˜×S -sheaf. Together with the trivial embedding of p∗F , gS gives the element ιS :p∗F ⊕
GS ↪→ p∗M˜ωω in B(S). One checks that this gives an inverse. 
Let
ι= (id ⊕ g) : EA = p∗F ⊕ GA ↪→ p∗F ⊕ p∗OX˜(−D)r = p∗M˜ωω (5)
be the universal embedded locally free sheaf on X˜ × A where A is the Grassmannian
representingA. Let τ :OrA →Q be the universal quotient map on the Grassmannian.
Lemma 2. There is a natural short exact sequence of locally free sheaves on X˜ ×A
0 → p∗OX˜(−D)⊗ q∗S → GA → p∗OX˜(−C −D)⊗ q∗Q→ 0 (6)
which is locally split on A.
Proof. The short exact sequence
0 → GA g→ p∗OX˜(−D)⊗ q∗OrA η⊗τ−−→ p∗OC(−1)⊗ q∗Q→ 0 (7)
defines GA. Pull the canonical short exact sequence
0 → p∗OX˜(−D)⊗ q∗S → p∗OX˜(−D)⊗ q∗OrA → p∗OX˜(−D)⊗ q∗Q→ 0 (8)
back along the inclusion p∗OX˜(−C − D) ⊗ q∗Q→ p∗OX˜(−D) ⊗ q∗Q. Then g is the
induced inclusion GA → p∗OX˜(−D)⊗q∗OrA, and the short exact sequence (6) is obtained.
A local splitting of the universal inclusion S ↪→ OrA gives a local splitting of (8) which
induces the local splitting of p∗OX˜(−D)⊗ q∗S ↪→ GA. 
AssumeM is a quasi-coherent sheaf on X˜×S. Let Ext∗˜
X×S/S(M,−) denote the derived
functor of
q∗HomX˜×S(M,−) : ModX˜×S → ModS
[16, 5.4]. There is a first quadrant cohomological spectral sequence
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If M is locally free the spectral sequence degenerates to
Riq∗HomX˜×S(M,−)= ExtiX˜×S/S(M,−). (10)
Proposition 2. There is a natural injective homomorphism of OA-sheaves
Ext1
X˜×A/A(EA,EA) ↪→ Ext1X(M,M)⊗k OA.
Proof. The universal inclusion ι :EA ↪→ p∗M˜ωω and the induced inclusion ι(−1) :p∗M˜ ↪→
EA (cf. the proof of Proposition 1) give two maps
Ext1
X˜×A/A(EA,EA)
(ι(−1))∗−−−→ Ext1
X˜×A/A
(
p∗M˜,EA
) ι∗−→ Ext1
X˜×A/A
(
p∗M˜,p∗M˜ωω
)
. (11)
In Theorem 2 we prove in a more precise statement that this composition is an inclusion.
By (10)
Ext1
X˜×A/A
(
p∗M˜,p∗M˜ωω
)∼= R1q∗HomX˜×A(p∗M˜,p∗M˜ωω)
∼= R1q∗p∗HomX˜
(
M˜, M˜ω
ω)∼= Ext1
X˜
(
M˜, M˜ω
ω)⊗k OA.
The proposition then follows from composing with the following isomorphism, valid for
all rational surface singularities
π∗ : Ext1X˜
(
M˜, M˜ω
ω) −→ Ext1X(M,M). (12)
The latter is proved as in [15, 3.5] with ∨ changed to ω . 
Set E = SpecSymk(Ext1X(M,M)∗) and let Eh be the Henselisation of E at the origin.
There is an embedding of R into Eh which is not canonical; two embeddings differ
by an automorphism of Eh which induces the identity on the Zariski tangent space. To
accommodate this inconvenience we consider the functor Rd =RdMR which is defined to
be the image of T d in HomSchk (−,R) under the map (ES,ψS,ϕS) → ψS .
Theorem 1. Let (R,MR) be the versal family for the reflexive module M on the cone X
over the rational normal curve of degree m, and let d = c1(M˜)+sC ∈ Pic X˜ with 0 s  r
where r is the multiplicity of Mm−1 in M . If EA is the universal sheaf on X˜ ×A from (5),
then the functor T dMR is represented by the k-scheme
T d = Spec SymOA
(Ext1
X˜×A/A(EA,EA)∨
)×E Eh
where the map to E is induced by the inclusion in Proposition 2 and where the Grassman-
nian A= Grass(s, r) represents the functorAd .M
622 T.S. Gustavsen, R. Ile / Journal of Algebra 279 (2004) 613–637Moreover, let Rd be the image of T d in Eh and let Ψ d :T d → Rd be the induced map.
Then Rd represents RdMR and T dMR →RdMR is induced by Ψ d .
Proof. Let T and Rd in the following argument be the T d and the Rd “without the h”
unless pullback to Eh is called for. The proof has two parts:
(1) Construction of an element (ET ,ψT ,ϕT ) in T d(T ).
(2) Show that this element is universal for T d .
(1) There is a covering of A by open affines {Vi} such that Ext1X˜×A/A(EA,EA)|Vi is a
free OVi =OA(Vi)-sheaf for all i by Lemma 2 and (10). Let EVi := EA|Vi then
Γ
(
Vi,Ext1X˜×A/A(EA,EA)
)∼= H1(X˜ × Vi,EndX˜×Vi (EVi ))=: H1
with a Bi := OA(Vi)-basis {η(i)1 , . . . , η(i)n }. There is a covering {U0,U1} of X˜ by affine
open sub-schemes. Let U01 = U0 ∩ U1, then EVi is defined by a transition map θ ∈
Γ (U01 ×Vi,EndX˜×A(EA)) (e.g., by Lemma 2 since Pic X˜ is generated by (any) D). DefineEi on
Ti = Spec SymBi
((
H1
)∨)= Bi [t1, . . . , tn]
by extending the transition map to θ˜ = θ + ∑nj=1 η(i)j tj where tj = t(i)j in (H1)∨ is
Bi -dual to η(i)j . Remark that θ˜ mod (t1, . . . , tn)
2 gives the universal lifting of EVi to
Bi [t1, . . . , tn]/(t1, . . . , tn)2. In fact the Ei glue together on the full scheme giving ET , since
θ˜ is independent of choice of basis, which follows since the tj have degree one in the Bi -
linear grading of Ti , and this grading is preserved by localisation of Bi . By Lemma 2, after
pullback to Eh, R1π∗(ET ⊗OT k(t))= 0 for all t ∈ T (k).
In order to find ψT :T → R and ϕT :πT ∗ET −→ ψ∗T MR we first show that α˜∗ET
is a locally free sheaf, hence H -flat, where α˜ : X˜ × T → X˜ × H is the pullback of
ρ :T → H = Spec Symk H0(T ,OT ). On Ui , C is defined by vi , pushout of (6) restricted
to Ui along the isomorphism p∗OUi (−D)⊗ q∗S ·vi⊗1−−−→ p∗OUi (−C−D)⊗ q∗S gives the
exact sequence
0 → p∗OUi (−C−D)⊗ q∗S→ G′A → p∗OUi (−C−D)⊗ q∗Q→ 0
with G′A ∼= GA. The natural maps
Ext1Ui×A
(OUi (−D)Q,OUi (−D) S)∼=OUi ⊗k Ext1A(Q,S)
−→ Ext1Ui×A
(OUi (−C−D)Q,OUi (−D) S)∼=OUi (C)⊗k Ext1A(Q,S)
·vi⊗1−−−→ Ext1U ×A
(OUi (−C−D)Q,OUi (−C−D) S)∼=OUi ⊗k Ext1A(Q,S)i
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sequence on A tensor OUi (−C − D), therefore GA|Ui×A ∼= OUi (−D)  OrA and henceEA|Ui×A is free. Thus the tensor product pre-sheaf EA|Ui×A ⊗OA OT is a sheaf and
ET |Ui×T = EA|Ui×A ⊗OA OT . Therefore
α˜∗ET |Ui×H (Ui ×H)∼= EA|Ui×A(Ui ×A)⊗OA(A) OT (T )∼=OUi (Ui)rk(E) ⊗k OH .
Remark that H is of finite type since T → E is a projective morphism which follows
from Propositions 1, 2. Since α˜∗ET is locally free, we have that πH ∗α˜∗ET is an OH -flat
family of reflexive modules on X by [15, 3.4], with central fibre M . After Henselisation
there is, by versality of (R,MR), a map γ :H → R and an isomorphism f¯ : (πH α˜)∗ET −→
(id × γ )∗MR . We have a commutative diagram
X˜ × T α˜
πT
X˜ ×H
πH
X × T α X ×H
Let f :α∗α∗(πT )∗ET −→ ((id × γ )α)∗MR be the pullback of f¯ by α to X × T . We
claim that the canonical map θ :α∗α∗(πT )∗ET → πT ∗ET is an isomorphism and we put
ϕT = f θ−1. For the surjectivity of θ , there is a natural map u : (πT ∗ET ) ⊗OT OA →
πA∗(ET ⊗OT OA)∼=M ⊗k OA. To show that u is an isomorphism we consider the sheafi-
fied ˇCech complex 0 → ET → C0 → C1 → 0 on X˜ × T , applying πT ∗ gives a short exact
sequence since R1πT ∗ET = 0 by Cohomology and Base Change [13, III.12.11]. Applying
− ⊗OT OA leaves the sequence exact since πT ∗C1 is flat as OT -module. Since we also
have (α∗α∗(πT )∗ET )⊗OT OA ∼=M⊗kOA, θ ⊗OT OA is an isomorphism and cokerθ = 0.
Injectivity follows from
(ker θ)⊗OT OA ∼= T orOT1 (OA,πT ∗ET )= 0
[15, 3.4]. With ψT = γ ◦ρ, we get a T -point ξ = [(ET ,ψT ,ϕT )] ∈ T d(T ).
(2) Restricting to the reduced locus R′ ⊆ R (see comments at the end of Section 2),
we assume T dMR′ is represented by the regular scheme F
d which is projective over R′ [16,
4.9]. Since T is regular, ψT factors through R′ and ξ ∈ T d (T ) induce a map f :T → Fd
of R′-schemes. The central fibre of T and of Fd is A, and (after the pullback to Eh) all
k-rational points of T are contained in A. Let t = [(E, ϕ)] ∈Ad (k) = T d(k) = A(k) and
let Tt and At be the associated deformation functors of T d and Ad at t . There is a short
exact sequence of k-vector spaces
0 →At
(
k[ε])→ Tt (k[ε])→ DefE(k[ε])→ 0 (13)
which follows from [16, 4.11] since the composition is the trivial map: If ι :E ↪→ M˜ωω is
the embedding (2) corresponding to ϕ, At (k[ε])→ DefE (k[ε]) is the composition
HomX˜
(E/ι(−1)(M˜), M˜ωω/ι(E)) −→ HomX˜(E, M˜ωω/ι(E)) δ→ Ext1˜(E,E)X
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X˜
(E/ι(−1)(M˜),E) and since
Ext1
X˜
(E,E) → Ext1
X˜
(M˜,E) is injective by Proposition 2 (R1q∗ commutes with tensor
products), it is trivial. From (13) and the construction of T it follows that f induces an
isomorphism on the Zariski tangent spaces and hence ÔF,f (t) −→ ÔT ,t for all t ∈ T (k),
by [12, 17.6.3] T → F is étale and since it is bijective on k-rational points it is an
isomorphism.
One may also prove representability for the a priori larger T dMR directly. Pro-
representability of Tt follows essentially as [20, 3.2], dimk Tt (k[ε]) < ∞ is given by
(13). The substantial part is to show that an isomorphism τ :E1 → E2 of liftings of E to
S in Artk compatible with ϕi :πS∗Ei −→ ψ∗RMR is uniquely determined, which follows
by induction on the length of S: The set of liftings of τ in a small extension S′  S
is a torsor over End
X˜
(E) ⊗ ker(S′S), but End
X˜
(E) = EndX(M) and πS∗τ is uniquely
determined as ϕ−12 ϕ1. Let [(ET ′ ,ψT ′, ϕT ′)] ∈ T d(T ′) and denote by A′ ⊆ T ′ the closed
fibre. By Proposition 1 there is a unique map A′ → A which hence defines T ′(k) → T (k)
as a set map. By working locally on T ′ (in the étale topology) and applying Artin’s
Approximation Theorem [4, 2.2] one obtains a map f :T ′ → T of schemes over R,
using the uniqueness-of-isomorphism argument above one shows that there is a unique
isomorphism f ∗ET −→ ET ′ .
For the last part of Theorem 1 we show that (απT )∗ET is the pullback of an ORd -
flat OX×Rd -module MRd , hence γ :H → R may be chosen as a factorisation through
Rd . Since α˜∗ET |Ui×H is free and the transition matrix in fact is defined over OUi×Rd
by construction of ET , α˜∗ET descends to a locally free X˜ × Rd -module which is pushed
down to an Rd -flat X × Rd -module MRd by [15, 3.4]. Remark that the various t(i)j (in
the construction of ET ) are global sections in the image H0(OE×A)→ H0(OT ), hence are
contained in ORd . We conclude that any ψT ′ ∈RdMR (T ′) factorises through Rd . 
Remark 2. By versality of (R,MR) and the last part of Theorem 1 one obtains Rd as a
uniquely defined closed sub-scheme of R.
4. Equations for the strata
Recall the map Ψ d which is the embedding T d ↪→ Eh ×A followed by the projection
onto its image Rd in Eh. In Theorem 2 we calculate both sides of the inclusion in
Proposition 2 and the inclusion itself and hence, by Theorem 1, obtain an explicit
description of T d and of the embedding in terms of canonical bundles and maps between
them on the Grassmannian A = Grass(s, r). Explicit equations are given in Corollary 1,
and in Corollary 2 we obtain equations for the minimal strata Rd ⊆ Eh (s = 1). An ideal-
sheaf Id on Eh which define Ψ d :T d → Rd as a blowing up is given in Corollary 3. With
notation and assumptions as in Theorem 1 we have:
Theorem 2. Let EA = p∗F ⊕ GA be the universal sheaf on X˜ × A in (5). The map
Ext1 (EA,EA) → Ext1 (M,M) ⊗k OA stated in Proposition 2 gives an embeddingX˜×A/A X
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on A:
(1) Ext1
X˜×A/A(p
∗F ,p∗F ) = H1(EndF )⊗k OA =−→ H1(EndF )⊗k OA,
(2) Ext1
X˜×A/A(p
∗F ,GA)= H1(F∨ ⊗OC(−1))⊗k S id⊗σ−−−→ H1(F∨ ⊗OC(−1))⊗k OrA,
(3) Ext1
X˜×A/A(GA,p∗F ) = H1(F ⊗OC(−m+ 1))⊗k Q∨
id⊗ τ∨−−−−→ H1(F ⊗OC(−m+ 1))⊗k (OrA)∨,
(4) Ext1
X˜×A/A(GA,GA)= H1(OC(−m))⊗k HomA(Q,S)
id⊗ (τ∗,σ∗)−−−−−−−→ H1(OC(−m))⊗k EndA(OrA)
where 0 → S σ→ OrA
τ→ Q → 0 is the canonical sequence on the Grassmannian A. In
particular, if F = 0 we get
km−1 × T ∨A ↪→ km−1 × EndA(OrA),
where T ∨A =HomA(Q,S) is the cotangent bundle on A.
Proof. The map is induced by (ι(−1))∗ and ι∗, see (11).
(1)
Ext1
X˜×A/A
(
p∗F ,p∗F )∼= R1q∗p∗EndX˜(F ) ∼= H1(EndX˜(F ))⊗k OA by (10).
The restrictions of ι(−1) and ι are the identity maps.
(2) The restriction of (ι(−1))∗ is the identity while the restriction of ι∗ is g∗. We shall
obtain a commutative diagram
R1q∗HomX˜×A(p∗F ,GA)
g∗
∼=α1
R1q∗HomX˜×A(p∗F ,p∗OX˜(−D)⊗ q∗OrA)
∼=α2
H1(F∨ ⊗OC(−1))⊗k S
id⊗σ
H1(F∨ ⊗OC(−1))⊗k OrA
Apply Hom
X˜×A(p
∗F ,−) to (7) and then apply q∗ to the resulting short exact sequence.
We get a short exact sequence of R1q∗-terms
0 −→ R1q∗HomX˜×A
(
p∗F ,GA
)→ H1(X˜,Hom
X˜
(F ,OX˜(−D)))⊗k OrA
η∗⊗τ−−→ H1(X˜,HomX˜(F ,OC(−1)))⊗k Q→ 0
since Hi (F∨(−C−D)) = 0 for i > 0, and hence we also get the isomorphism α1. The α2
is obtained analogously changing (7) to (4).
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commutative diagram is by (10) the relevant inclusion
R1q∗HomX˜×A(GA,p∗F )
(ι(−1))∗
∼=δ1
R1q∗HomX˜×A(p∗OX˜(−C−D)⊗ q∗OrA,p∗F )
∼=δ2
R1q∗Ext1X˜×A(p∗OC(−1)⊗ q∗Q,p∗F )
τ∗ R1q∗Ext1X˜×A(p∗OC(−1)⊗ q∗OrA,p∗F )
H1(F ⊗OC(−m+ 1))⊗k Q∨
id⊗ τ∨
δ3 ∼=
H1(F ⊗OC(−m+ 1))⊗k (OrA)∨
δ4 ∼=
The δ1 is induced by the connecting map in the short exact sequence obtained by applying
Hom
X˜×A(−,p∗F ) to (7). But Riq∗(p∗F(D)) ∼= Hi (F(D))⊗OA = 0 for all i > 0 hence
δ1 is an isomorphism. Analogous arguing goes for δ2 using the short exact sequence (4)
instead. The δ3 is the composition
H1
(F ⊗OC(−m+ 1))⊗k Q∨ ∼= R1q∗(p∗HomX˜×A(OX˜(−C−D),F )⊗ q∗Q∨)
−→ R1q∗Ext1X˜×A
(
p∗OC(−1)⊗ q∗Q,p∗F
)
obtained by considering connecting maps induced from (4), analogous for δ4.
(4) Substitute GA for p∗F in the previous diagram, analogous reasoning gives (ι(−1))∗
as
R1q∗HomX˜×A
(
p∗OX˜(C−D)⊗ q∗Q,GA
) τ∗→ R1q∗HomX˜×A(p∗OX˜(C−D)⊗ q∗OrA,GA)
via the isomorphisms
R1q∗EndX˜×A(GA)
δ1−→ R1q∗Ext1X˜×A
(
p∗OC(−1)⊗ q∗Q,GA
)
δ3←− R1q∗HomX˜×A
(
p∗OX˜(C−D)⊗ q∗Q,GA
)
essentially because R1q∗(p∗OX˜(D)⊗ GA)= 0 which follows from (6). Apply
Hom
X˜×A
(
p∗OX˜(−C−D)⊗ q∗τ ,−
)
to (7) and obtain a map τ ∗ of short exact sequences. Applying q∗ and the projection formula
yields a map of short exact sequences in each cohomological degree essentially because
Hi (OX˜) = 0 for i > 0. Calculating the two last R1q∗-terms:
H1(OX˜(C))⊗k HomA(Q,OrA)
τ∗
H1(η(C−D))⊗τ∗
H1(OX˜(C))⊗k EndA(OrA)
H1(η(C−D))⊗τ∗
H1(OC(−m))⊗k EndA(Q)
τ∗
H1(OC(−m))⊗k HomA(OrA,Q)
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the vertical maps gives the relevant summand of (ι(−1))∗:
H1
(OC(−m))⊗k HomA(Q,S) τ∗−→ H1(OC(−m))⊗k HomA(OrA,S).
For ι∗, calculating
Ext1
X˜×A/A
(OX˜(−C−D)OrA,OX˜(−D)OrA)∼= H1(OC(−m))⊗k EndA(OrA)
gives the fourth summand of ι∗ which is g∗ = σ∗ : H1(OC(−m)) ⊗k HomA(OrA,S) →
H1(OC(−m))⊗k EndA(OrA). 
Let Speck[{wij }1js1ir ] = Asrk be the affine space Homk(ks, kr ) and let U ⊂ Asr be
the open sub-space of linear maps of maximal rank s. There is a principal fibre bundle
U → A= Grass(s, r) with fibre Autk(ks). Let h1 = dimk H1(EndF ), h2 = dimk H1(F∨⊗
OC(−1)), h3 = dimk H1(F ⊗OC(−m+ 1)) and h4 =m− 1. Finally let
E = Spec Symk Ext1X(M,M)∗ = Ah1+r(h2+h3)+r
2(m−1)
k = Speck[u,x,y,z]
where u= {ui}1ih1 , x = {x(n)i }1nh21ir , y = {y(n)i }1nh31ir , z = {z(n)ij }1nm−11i,jr .
Corollary 1. Assume s < r . Let T ⊂ E ×U be the restriction of the closed affine scheme
in E × Asrk defined by the following equations:
(i) The (s + 1)-minors of ((wij )|x(n)) for 1 n h2 where x(n) = [x(n)1 , . . . , x(n)r ]t,
(ii) the entries of [y(n)1 , . . . , y(n)r ](wij ) for 1 n h3,
(iii) the (s + 1)-minors of ((wij )|z(n)j ) for 1  j  r and 1  n  m − 1 where z(n)j =
[z(n)1j , . . . , z(n)rj ]t, and
(iv) the entries of (z(n)ij )(wij ) for 1 nm− 1.
Then the image Rd of T d in Eh is the Henselisation of the image of T under the projection
E ×U →E.
Remark 3. If s = r , T d =Rd = Ah1+rh2k which follows from Theorem 2.
Before proving Corollary 1 we give an application.
Definition 3. Suppose W is a k-vector space of dimension a, let
Y (a, b)= {(y(1), . . . , y(b)) ∈Wb ∣∣ ∃ hyperplane H ⊂W with y(i) ∈ H ∀i}
For b < a, Y (a, b) is the whole affine space, but for b  a it defines a closed cone in
Aab.k
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embedding Ph2+r(m−1)−1k × Pr−1k ↪→ P(h2+r(m−1))r−1k . If C(P), Y (r,h3) and Ah1k are em-
bedded in E by the x- and z-coordinates, the y-coordinates, and the u-coordinates, res-
pectively, then the minimal stratum Rd ⊆Eh, d = c1(M˜)+C, is given as the Henselisation
of C(P)× Y (r,h3)× Ah1k ⊆E intersected with the locus defined by the equations
tr
(
z
(n)
ij
)
with 1 nm− 1,
r∑
i=1
x
(n)
i y
(n′)
i with 1 n h2, 1 n
′  h3, and
r∑
i=1
y
(n)
i z
(n′)
ij with 1 n h3, 1 n
′ m− 1, 1 j  r.
In particular, the minimal stratum is an isolated singularity if M = ωnm−2X ⊕Mnm−1m−1 .
Remark 4. If m = 2, Corollary 2 and Theorem 2 strengthens [16, 5.6ii]. Corollary 2 also
generalises and strengthens [16, 5.9].
Proof. Let w = (wi1) = [w1, . . . ,wr ]t. Equations (i) and (iii) in Corollary 1 say that
the x-columns and the z-columns belong to the span of w. Hence there is a map
A
h2+r(m−1)
k × (Ark{0})→ T given by([
α(1), . . . , α(h2)
]
,
[
γ (1)| . . . |γ (m−1)],w) → ([x(1)| . . . |x(h2)], [(z(1)ij )| . . . |(z(m−1)ij )],w),
where x(n) = α(n)w and (z(n)ij )=wγ (n) where γ (n) = [γ (n)1 , . . . , γ (n)r ], the image gives the
locus defined by the equations (i) and (iii). Projecting the image down to E (forgetting w)
gives the Segre-cone. From (iv) we get [wiγ (n)1 , . . . ,wiγ (n)r ]w = 0 for all 1  i  r and
since at least one wi is invertible for each point in U we get [γ (n)1 , . . . , γ (n)r ]w = 0 or
tr(z(n)ij ) = 0. The Y (r,hr )-part is immediate from Definition 3 and (ii). However, the w
force relations between the y-, x- and z-variables. Equations (ii) say that the y-rows are
orthogonal to w and hence to the x- and z-columns. Algebraically we eliminate the wi
from the equations rk[w|x] 1 and ∑y(n)i wi . E.g., if w1 is invertible, xi = w−11 x1wi so
multiplication by w−11 x1 in
∑
yiwi gives
∑
xiyi for x = x(n) and x = z(n)j . For the last
part of the statement, the module ωnm−2X ⊕ Mnm−1m−1 has h1 = 0 = h3, and if Sd := Rd{0}
there is thus an inverse Sd → T d ⊆ Eh × Pr−1 to T d → Rd where the second coordinate
is given by the image of either a non-vanishing (z(n)ij ) or a non-vanishing x(n). 
Proof of Corollary 1. Pulling the canonical sequence on A back to U gives a short exact
sequence of vector bundles
0 → S
(wij )−−→ V ⊗OU →Q→ 0
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pulled back inclusion defines T, and as the projection of T to E factors through and surjects
onto T d , its image equals Rd . The x(n)i -equations stem from inclusion (2) in Theorem 2
since the (free) algebra Sym(S∨) is the quotient OU [x1, . . . , xr ]/ imd2 where imd2 is the
ideal generated by the image of the second differential in the Buchsbaum–Rim complex
of (wij )t, cf. [8, A2.10, A2.2], from which the equations are obtained. The y(n)i -equations
follows from SymQ ∼= OU [y1, . . . , yr ]/({∑wij yi}j ), loc. cit. Finally, the natural map
V ∨ ⊗ V ⊗ OU → S∨ ⊗ Q has kernel equal to the sum of the images of Q∨ ⊗ V and
V ∨ ⊗ S. With z(n)ij replacing x(n)i y(n)j , the (s + 1)-minors come from the image of Q∨ ⊗V
while (z(n)ij )(wij ) comes from the image of V
∨ ⊗ S, just as in the cases above. 
Let the undecorated capital letters I , J and K in the following denote s-element sub-
sets of {1, . . . , r} and if (uij )1js1ir is an (r × s)-matrix, let muI denote the determinant of
the sub-matrix (uij )1jsi∈I .
Corollary 3. Let Id = (mzJ )|J |=s be the ideal generated by the s-minors of an arbitrary
fixed set of s columns in [(z(1)ij )| . . . |(z(m−1)ij )] and let R˜d be the strict transform of Rd
under the blowing up of Eh in Id . Then there is a natural embedding of R˜d in Eh ×A with
image T d .
Proof. We show that the image of R˜d = ProjRd (
⊕
I id · t i ) contains T d and that they agree
on an open set, hence since they both are irreducible they have to be equal. Let N = (r
s
)−1
and let {vJ }|J |=s be the global sections of OPN (1), the Plücker embedding A ↪→ PN is
defined by vJ → mwJ , and the natural embedding R˜d ↪→ Rd ×PN defined by vJ →mzJ · t
factorises through Rd × A. We claim that the inverse image ideal sheaf L = Id ·OT d is
an invertible sheaf globally generated by the minors in Id considered as sections of L. If
OT d (1) defines the embedding T d ↪→ Eh × PN , we want to show that the right triangle in
the following diagram commutes
T d
|O(1)|
|L|
Eh × P(rs)−1
Rd R˜d
nat.
This follows if there is an isomorphism L ∼= OT d (1) taking the global section mzI · t
to mwI for all I . It is sufficient to show the identity m
z
Im
w
J = mwI mzJ in the function
field of T d for all I and J , and this will also prove our claim, cf. [13, 7.1, 7.14]. If
mzIm
w
J = mwI mzJ and mzJmwK = mwJ mzK then mzImwK = mwI mzK , hence it will be sufficient
to show the identity for I = {1,2, . . . , s} and J = {2,3, . . . , s + 1}. Let zj denote the j th
column of the selected s columns in [(z(1)ij )| . . . |(z(m−1)ij )]; zj = [z1j , . . . , zs+1,j ]t and let W
be the ((s + 1)× s)-matrix W = (wij )1is+1. By expanding the relevant determinant in
Corollary 1, equation (iii), along the last column, we get det[W |zj ] = zs+1,jmw−σj whereI
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in mzJ , we get m
z
J = (mwI )−1(
∑s
j=1(−1)s+jσjmjˆ ) where mjˆ is the (s − 1)-minor of[z1| . . . |zs] with the first row and the j th column removed. Rearranging the sum, we have
mzJ =
(
mwI
)−1( s∑
j=1
(−1)s+jσjmjˆ
)
= (mwI )−1
(
s∑
k=1
(−1)k+1m˜k
(
s∑
j=1
(−1)j+1zkjmjˆ
))
= (mwI )−1m˜1mzI = (mwI )−1mwJ mzI
since
∑s
j=1(−1)j+1zkjmjˆ is the determinant of (zij ) where the first row is replaced by
the kth, which is zero except for k = 1.
Finally we note that restricted to the open set Ud in Rd where [(z(1)ij )| . . . |(z(m−1)ij )] has
maximal rank, which is s, there is an inverse to the projection T d  Rd which is defined
by inserting the image of [(z(1)ij )| . . . |(z(m−1)ij )] as the second coordinate in Ud ×A. 
Remark 5. The proof of Corollary 3 show that the rk s-locus in Endk(V ), V ∼= kr , which
is defined by the (s + 1)-minors of the (r × r)-matrix (zij ), is resolved by blowing up Ar2
in the ideal defined by the s-minors of any choice of s columns in (zij ). By the proof of
Corollary 1 the resolving variety A˜r2 is V ∨ × S . This shows that the filtration {Rd } of the
versal deformation space is closely related to the rank filtration of Endk(V ).
5. The local deformation relation and the components
In Theorem 3 we count the components in the versal deformation space, and then
we describe certain classes of modules which are interesting with respect to the local
deformation relation.
Recall Definition 1 of the local deformation relation. A module will be called terminal
if it does not locally deform to any other module and initial if no module locally deforms
to it. It follows from [16, 4.9] (and the irreducibility of the T d ) that the terminal modules
which M locally deforms to are in 1-to-1-correspondence with the geometric components
in the versal deformation space of M as the fibre of the versal family corresponding to a
generic point on the component. The Chern number is c1(M˜) · C =∑ i · ni . It uniquely
determines the Chern class.
Theorem 3. Let r = rk(M)  2, d = c1(M˜) · C, m  3, and suppose ∃i = m − 1
such that ni > 0. Then the terminal modules which M locally deforms to are given as
M
ni−1
i−1 ⊕ Mnii with i = d ′/r, ni−1 = ir − d ′, ni = r − ni−1 and d ′ = d − jm for
max((d + 2r)/m− r,0) j min(d/m, nm−1).
In particular, the number of irreducible components in the reduced versal deformation
space of DefM is
1 + min(d/m, nm−1)− max((d + 2r)/m − r,0).
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then M deforms minimally to M ′ = M0 ⊕Mm−2 ⊕Mr−2m−1 only (see Lemma 3), hence M
and M ′ have the same terminal modules, and they have the same number of irreducible
components in the versal deformation spaces.
The following key lemma describing the minimal local deformations and its first
corollary will be useful in the proof of Theorem 3. The proof of Lemma 3 uses
the geometrical description of Rd obtained in Theorem 1 to reduce the problem to a
combinatorial one. Let (n0, . . . , nm−1) denote the reflexive module M = Mn00 ⊕ Mn11 ⊕
· · · ⊕Mnm−1m−1 .
Lemma 3. Suppose m 3. The minimal Chern class preserving deformations are
(n0, . . . , nj ,0, . . . ,0, ni , . . . , nm−1)
 (n0, . . . , nj−1, nj − 1,1,0, . . . ,0,1, ni − 1, ni+1, . . . , nm−1)
for 3 j + 3 i m− 1, and
(n0, . . . , nm−1)  (n0, . . . , ni−2, ni−1 − 1, ni + 2, ni+1 − 1, ni+2, . . . , nm−1)
for 1 i m− 2.
The minimal local deformations which change the Chern class (with C ∼ −mD)
are (0,0, . . . ,0, ni, . . . , nm−1)  (1,0, . . . ,0,1, ni − 1, ni+1, . . . , nm−2, nm−1 − 1) for
1  i  m − 2 (if i = 1 then n0 may be greater than 0 and n0 increases by 2), and
(0,0, . . . ,0, nm−1)  (1,0, . . . ,0,1, nm−1 − 2).
Proof. Assume M locally deforms to N and assume first that c1(N˜) = c1(M˜) = d .
From [16, 4.9] Loc(N) ⊆ Rd , A = {pt.} and Rd = T d . From Theorem 1, T d =
Spec Symk Ext1X˜(M˜, M˜)
∗ ∼= ANk . Consider a z ∈ T (k) with Ez ∼= N˜ (ET as in the proof
of Theorem 1), viewing z as a vector, it corresponds to an element ξ in the Zariski tangent
space at the origin, i.e., ξ ∈ Ext1
X˜
(M˜, M˜). Consider the extensions
η : 0 → M˜j
(ur−j ,vs−j )t−−−−−−−−→
M˜r
⊕
M˜s
(vs−j ,−ur−j )−−−−−−−−→ M˜i → 0 (14)
where r + s = i + j . (Remark that each of the modules in the middle have two non-
isomorphic extensions producing them except if r = s.) If M =Mj ⊕Mi with j < i then
Ext1
X˜
(
M˜, M˜
)= Ext1
X˜
(
M˜i, M˜j
)∼= H1(OX˜((j − i)D))∼= H1(OC(j − i))∼= ki−j−1
since Ext1
X˜
(M˜i , M˜j ) = 0 if j  i − 1. There is a local deformation from Mj ⊕ Mi to
Mr ⊕Ms defined by the k[t]-flat family Mt defined by the differential
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(
dj t · η
0 di
)
in a free resolution, i.e.,M0 =Mj ⊕Mi andMt =Mr ⊕Ms if t ∈ k∗. Since Ext1X˜(M˜, M˜)
is additive in both factors, a direct sum of a trivial extension and a η gives the elements in a
k-basis for Ext1
X˜
(M˜, M˜). Writing ξ as a linear combination of η–s, there is a corresponding
“stick figure” of lines connecting the origin and z by local deformations Mt as above
from M to N in Rd . Multiplying this stick figure by a scalar t ∈ k∗ does not alter the
deformations, hence the A1-family Et ·z gives N for t ∈ k∗. Remark the factorisation of
local deformations Mj ⊕Mi Mj+1⊕Mi−1  · · · Mr ⊕Ms . It is left to the reader
to show that the local deformations given in Lemma 3 are the only minimal ones among
those induced by these.
If d = c1(N˜) = c1(M˜) + sC for s  1, by [16, 4.9] there exists a point z ∈ T d(k)
mapping to a k-point in Rd with fibre N . In the vector bundle T d → A, the fibre over
the base point a ∈ A(k) of z is T da = Spec Symk Ext1X˜(E,E)∗ with its universal extension
ETa . T da maps isomorphically onto its image in Rd . We are essentially in the same
situation as above, with M˜ replaced by E . The only difference from the above argument
is the additional k-basis elements in Ext1
X˜
(M˜, M˜ω
ω
) ∼= Ext1X(M,M), see (12), given by
extensions as in (14) where M˜j is replaced by OX˜(−D). 
Remark 7. If m= 2 then (n0, n1)  (n0 + 2, n1 − 2) and the terminal modules are either
(r,0) or (r − 1,1).
Definition 4. We refer to the directed graph representing the local deformation relation
described in Lemma 3 as the deformation graph.
Corollary 4. The initial modules with respect to the local deformation relation of rank
r are Mi ⊕ Mr−1m−1 for 0  i  m − 1, while the terminal modules are Mr−ki−1 ⊕ Mki for
1 i m− 2 and in addition Mm−1 if r = 1.
In particular, each connected component in the deformation graph has a unique initial
node and for a given rank the graph has exactly m connected components, determined by
the Chern number (mod m).
Proof. Applying Lemma 3 one checks that these indeed are the only initial (terminal)
modules, for instance no initial module can have M2i as a direct summand for 0  i 
m− 2. 
Let us call M central if there are no modules with Chern class c1(M˜) locally deforming
to M . Remark that for the rational double points all (reflexive) modules are central.
The initial modules are clearly central. The central modules are obtained by adding free
modules to the initial modules:
Corollary 5. The central modules of rank r are Mk0 ⊕N where N is initial of rank r − kfor all 0  k  r . The local deformation relation induces a total ordering of the central
modules of rank r and Chern number j (mod m).
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deforming to M .
The proof is similar to the proof of Corollary 4. Observe that the initial module
Mi ⊕ Mr−1m−1 locally deforms to the centrally terminal module Mr−10 ⊕ Mj where j ≡
i − r + 1 mod m and that the centrally terminal modules are exactly the central modules
with Chern number less than m. Also remark that the central modules are determined by
the Chern character, i.e., (rk(M), c1(M˜)).
Corollary 6. If M is initial of rank r  2 and m  3 then the number of irreducible
components in the reduced versal deformation space of DefM is:
1 + r − 2r/m if M =Mrm−1 with r  2, and{
1 + r − (r + i + 1)/m if r  i + 1,
1 + r − (r + i + 1)/m− (r − i − 1)/m if r > i + 1, and M =Mi ⊕M
r−1
m−1
for 0  i  m − 2. In particular, the number of irreducible components in the reduced
versal deformation space of any reflexive module N of rank r  2 on X is less than or
equal to 1 + r − 2r/m.
Proof. For M = Mrm−1 apply (0,0, . . . ,0, r)  (1,0, . . . ,0,1, r − 2), then use Theo-
rem 3. 
Proof of Theorem 3. The idea is first to show that we have a unique terminal module
with the given invariants r and d , if it exists. By Corollary 4 the terminal module is of the
form Mni−1i−1 ⊕Mnii for 1 i m− 2 and the numerical conditions give ni−1 +ni = r and
(i − 1)ni−1 + ini = d . We would like to find i . Since ir − d + ni = r and 1  ni  r ,
i is uniquely determined by the inequalities 0  ir − d  r − 1. Such an i gives us a
module if and only if i = d/rm− 1. We also have ni−1 = ir − d and ni = r − ni−1.
However, this module is terminal if and only if i m− 2, i.e., if and only if d/r m− 2.
Otherwise there is no terminal module with the given invariants and we have to apply
a Chern class changing deformation to get further. By Lemma 3 this can be done by
subtracting 1 from nm−1 by assumption. Remark that the new module can not be Mrm−1
since it is initial by Corollary 4. We may try to solve the equations for i again, with d
changed to d − m and so on. If d/r > m − 2, let l be the smallest number of Chern
class changing deformations which have to be applied to get (d − lm)/r  m − 2, then
l = (d + 2r)/m−r . In any case the first Chern number dmax for which there is a terminal
module is dmax = d − max(l,0)m. We may lower the Chern number by jm (in j steps)
if d − jm 0 and nm−1 − j  0, hence the last Chern number dmin for which there is a
component is dmin = d − min(d/m, nm−1)m. 
From Theorem 3 (and Remark 6) we immediately get the following corollary:
Corollary 7. If M is reflexive and not free on X and d = c1(M˜) ·C then M locally deforms
to a free module if and only if d ≡ 0 (mod m) and nm−1  d/m.
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The k-dimension of Ext1
X˜
(M˜, M˜) is strictly decreasing for Chern class preserving local
deformations.
Proof. From [16, 4.10] it follows that c1(M˜) ·C is an upper semi-continuous invariant and
the Chern number decreases if and only if the multiplicity of Mm−1 decreases by Lemma 3.
For the second statement, the change of Ext1
X˜
(M˜, M˜)-dimension for the two minimal
Chern class preserving local deformations is −(ni + nj )−2 and −(ni−1 + ni+1)+ 1
−1 respectively. 
Remark 8. The following example shows that dimk Ext1X˜(M˜, M˜) is insufficient to separate
reflexive modules with the same rank and Chern class. We draw the part of the deformation
graph with constant Chern number 6 beginning with M =OX ⊕M2 ⊕M4:
(0,2,0,0,1)
(1,0,1,0,1) (0,1,1,1,0) (0,0,3,0,0)
(1,0,0,2,0)
We have dimk Ext1X˜ = 4 for both (0,2,0,0,1) and (1,0,0,2,0).
6. Examples
Example 1. Let m = 3 and M = M1 ⊕M22 , then c1(M˜) · C = 5. We consider T 2 and the
image R2 in E = A10 (h2 = 1, h1 = 0 = h3) gives the closure of the minimal stratum
which in this case is the whole reduced versal deformation space Rred. Since s = 1 and
r = 2, A = Grass(1,2) = P1. We have S = OP1(−1) =Q∨ and from Theorem 2 we get
that
T 2 = Spec SymO
P1
(O
P1(1)⊕OP1(2)⊕OP1(2)
)
and dimR = 4. From Corollary 2, Rred and therefore (in the present situation) R is an
isolated singularity. We see that it contains an affine plane and 2-dimensional cones of
multiplicity m, with 2  m  4 (we have surjections OP1(1) ⊕ OP1(2) OP1(m) for
1m 4), and T 2 → Rred is a small resolution with a P1 as exceptional divisor.
Example 2. We consider another simple example. Let m = 3 and M = M32 . The
deformation graph is:
(0,0,3) d = 6
(1,1,1) (0,3,0) d = 3
(3,0,0) d = 0
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M31 with Chern number 3 andO3X with Chern number 0. We have c1(M˜) ·C = 6 and T 6 is
just a point since s = 0 so A= Grass(0,3) and Ext1
X˜
(M˜, M˜)= 0. By Theorem 2 we have
T 3 = Spec SymO
P2
(T
P2 ⊕ TP2)
and dimR3 = 6 since s = 1 and A = Grass(1,3), and E = Spec Symk Ext1X(M,M)∗ =
Speck[{z(n)ij }] =M3,3 ×M3,3 where M3,3 denotes the affine space of (3 × 3)-matrices. By
Corollary 1 the embedding of T 3 ⊆E × P2 is given by the minors of
w1 z
(1)
1j
w2 z
(1)
2j
w3 z
(1)
3j
 and
w1 z
(2)
1j
w2 z
(2)
2j
w3 z
(2)
3j

for 1 j  3 and the entries of
 z(1)11 z(1)12 z(1)13z(1)21 z(1)22 z(1)23
z
(1)
31 z
(1)
32 z
(1)
33
[w1w2
w3
]
and
 z(2)11 z(2)12 z(2)13z(2)21 z(2)22 z(2)23
z
(2)
31 z
(2)
32 z
(2)
33
[w1w2
w3
]
.
The image of the projection of T 3 to E is R3 and by Corollary 2 R3 is given as the cone
over the image of the Segre embedding P5 × P2 ↪→ P(M3×3 ×M3×3) given by
γ (1)1γ (1)2
γ
(1)
3
 ,
γ (2)1γ (2)2
γ
(2)
3
 ,[w1w2
w3
] −→
[w1w2
w3
]γ (1)1γ (1)2
γ
(1)
3
t ,[w1w2
w3
]γ (2)1γ (2)2
γ
(2)
3
t
 (15)
intersected with the two hyperplanes z(n)11 + z(n)22 + z(n)33 , n = 1,2.
By Theorem 2 we get T 0 ∼= T 3, hence R0 ∼= R3. But since T 0 is a bundle over the dual
projective plane Grass(2,3)= Pˇ2, the correct embedding of T 0 ↪→ E × Pˇ2 is given by the
map in (15) with the (z(n)ij )-matrices transposed. It follows that the intersection R3 ∩R0 is
given by the image under (15) of the locus where the gamma vectors are parallel, which
thus is 5-dimensional of codimension one in R. On the intersection the fibre of the versal
family must be N =OX ⊕M1 ⊕M2 as N is the only reflexive module besides M which
locally deforms to both the terminal modules.
Example 3. If m = 4 there are 4 connected components in the deformation graph which
together contain all reflexive modules on X of rank 5. The components have unique initial
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graph component:
(1,0,0,4) (0,1,1,3) (0,0,3,2)
(2,0,1,2) (1,2,0,2) (1,1,2,1) (1,0,4,0) (0,3,1,1) (0,2,3,0)
(3,1,0,1) (3,0,2,0) (2,2,1,0) (1,4,0,0)
(5,0,0,0)
The Chern numbers of the rows are 12, 8, 4 and 0 respectively. We see that the reduced
versal deformation space has three components corresponding to the terminal modules
(0,2,3,0), (1,4,0,0) and (5,0,0,0). The intersection of the components is non-trivial,
and at a general point in the intersection the fibre of the versal family is (1,2,0,2) and one
can argue that the dimension of the intersection is at least 7.
Finally, if s = 2, then A= Grass(2,4) and T 4 = T 4MR is by Theorem 2 given as
T 4 = Spec SymOA
(Q2 ⊕ T 3A)
and dimR4 = 20. At a general point in the component the fibre in the versal family is
the terminal moduleOX ⊕M41 and the map T 4 → R4 gives a resolution of the component
with central fibre Grass(2,4). This resolution is obtained by blowing up the ideal generated
by the 2-minors of a (4 × 2)-matrix given by any two columns from the z-matrices, see
Corollary 3.
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