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In this paper we predict the relevance of images based on a low-
dimensional feature space found using several users’ eye move-
ments. Each user is given an image-based search task, during which
their eye movements are extracted using a Tobii eye-tracker. The
users also provide us with explicit feedback regarding the relevance
of images. We demonstrate that by using a greedy Nystr¨ om algo-
rithm on the eye movement features of different users, we can ﬁnd
a suitable low-dimensional feature space for learning. We validate
the suitability of this feature space by projecting the eye movement
features of a new user into this space, training an online learning al-
gorithm using these features, and showing that the number of mis-
takes (regret over time) made in predicting relevant images is lower
than when using the original eye movement features. We also plot
Recall-Precision and ROC curves, and use a sign test to verify the
statistical signiﬁcance of our results.
CR Categories: G.3 [Probability and Statistics]: Nonparametric
statistics, Time series analysis—; H.3.3 [Information Storage and
Retrieval]: InformationSearchandRetrieval—Relevancefeedback
Keywords: Feature selection, Eye movement features, Online
learning, Nystr¨ om method, Tobii eye-tracker
1 Introduction
In this study we devise a novel strategy of generalising eye move-
ments of users, based on their viewing habits over images. We anal-
yse data from a search task which requires a user to view images on
a computer screen whilst their eye movements are recorded. The
search task is deﬁned as ﬁnding images most related to bicycles,
horses or transport and the user is required to indicate which im-
ages on each page are relevant to the task. Using these eye move-
ment features we run an online learning algorithm [Cesa-Bianchi
and Lugosi 2006], such as the perceptron, to see how well we can
predict the relevant images. However, is it possible to improve the
results of the perceptron when taking into account the behaviour of
other users’ eye movements? We present some preliminary results
that answer this question in the afﬁrmative.
The initial goal of this work was to use the Multi-Task Feature
Learning (MTFL) algorithm of [Argyriou et al. 2008]. However, in
order to use nonlinear kernels, the MTFL algorithm requires a low-
dimensional mapping using a Gram-Scmidt, Eigen-decomposition,
etc., in order to construct explicit features [Shawe-Taylor and Cris-
tianini 2004]. However, simply using these low-dimensional map-
pings, without applying the MTFL algorithm also generates a com-
mon feature space. Instead of the mappings mentioned above, we
chose to employ the popular Nystr¨ om approximation [Williams and
Seeger 2000] using a greedy algorithm called sparse kernel princi-
pal components analysis [Hussain and Shawe-Taylor 2009]. After
this low-dimensional representation we can project all new users
into this space and run the perceptron algorithm. We show that
learning in this new reﬁned feature space allows us to predict rel-
evant images early on in the search task, indicating that our low-
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dimensional feature space has helped construct a space which gen-
eralises eye movements across several different users.
The paper is set out as follows. In Sub-Sections 1.1 and 1.2 we
describe the background techniques of Online learning and low-
dimensional mappings. Section 2 describes our method in detail
and provides a novel algorithm to construct low-dimensional fea-
tures across users. We describe the experimental setup and results
in Section 3 and conclude the paper in Section 4.
1.1 Background I: Online learning
We are given a sequence of examples (inputs) x 2 R
n in n-
dimensional space. These examples will be the different eye move-
ment features extracted from the eye tracker. Furthermore, each
user indicates relevance of images (i.e., outputs) y 2 f 1;1g
where 1 indicates relevance and  1 indicates irrelevance.
1 There-
fore we will concentrate on the binary classiﬁcation problem. We
will also be given T 2 N users, who produce an m-sample of input-
output pairs St = f(xt1;yt1);:::;(xtm;ytm)g where t 2 T. Fi-
nally, given any m-sample S we would like to construct a classiﬁer
hm : x 7! f 1;+1g which maps inputs to outputs, where m indi-
cates the number of examples used to construct the classiﬁer hm.
Givenaclassiﬁerh`()wecanmeasuretheregretincurredsofar, by
counting the number of times our classiﬁer has made an incorrect
prediction. More formally, given an (x;y) pair, we say a mistake
is made if the prediction and true label disagree i.e., h`(x) 6= y.
Therefore, given x1;:::;x` and a classiﬁer computed using ` in-




I(h`(xi) 6= yi) (1)
where I(a) is equal to 1 if a is true and 0 otherwise. The regret
can be thought of as the cumulative number of mistakes made over
time.
The protocol used for online learning (see [Cesa-Bianchi and Lu-
gosi 2006] for an introduction) is described below in Figure 1. The
 Initialise regret(0) = 0
 Repeat for i = 1;2;:::
1. receive input xi and construct hypothesis hi
2. predict output hi(xi)
3. receive real output yi
4. regret(i) = regret(i   1) + I(hi(xi) 6= yi)
Figure 1: Online learning protocol
idea is to minimise the regret over time. We would like to make the
least number of mistakes throughout the online learning protocol.
We will show in this paper that we can leverage useful informa-
tion from other tasks to construct a low-dimensional feature space
leading to our online learning algorithm having smaller regret than
when applied using individual samples. We will use the Perceptron
algorithm [Cesa-Bianchi and Lugosi 2006] in our experiments.
1In practice all images not clicked as relevant are deemed irrelevant.1.2 Background II: Low-dimensional mappings
The Gram-Schmidt orthogonalisation procedure ﬁnds an orthonor-
mal basis for a matrix. The idea is commonly used in the machine
learning community when nonlinear kernels are used, but when
an explicit feature representation of the inputs is required [Shawe-
Taylor and Cristianini 2004]. The Gram-Schmidt procedure can
be used in this scenario to yield an explicit feature representation.
However, Gram-Schmidt does not take into account the residual
loss between the low-dimensional mapping and may not be able to
ﬁnd a rich enough feature space.
A related method, known as the Nystr¨ om method, has been pro-
posed and recently received considerable attention in the machine
learning community [Smola and Sch¨ olkopf 2000][Drineas and Ma-
honey 2005][Kumar et al. 2009]. As shown by [Hussain and
Shawe-Taylor 2009] the greedy algorithm of [Smola and Sch¨ olkopf
2000] ﬁnds a low-dimensional space that minimises the residual
error between the low-dimensional feature space and the original
feature space. It corresponds to ﬁnding the maximum variance in
the data and hence viewed as a sparse kernel principal components
analysis. Due to these advantages, we will use the Nystr¨ om method
in our experiments.
We will assume throughout that our examples x have already been
mapped into a higher-dimensional feature space F using  : R
n 7!
F. Therefore (x) = x, but we will make no explicit reference
to (x). Therefore, if our input matrix X contain features as col-
umn vectors then we can construct a kernel matrix K = X
>X 2
R
mm using inner-products, where > denotes the transpose. Fur-




Let Ki = [(x1;xi);:::;(xm;xi)]
> denote the ith column vec-
tor of the kernel matrix. Let i = (1;:::;k), k  m, be an index
vector and let Kii indicate the square matrix constructed using the
indices i. The Nystr¨ om approximation ~ K, which approximates the
kernel matrix K, can be deﬁned like so:





Furthermore, to project into the space deﬁned by the index vector
i we follow the regime outlined by [Diethe et al. 2009], where by
taking the Cholesky decomposition of K
 1
ii to get an upper triangle
matrix R = chol(K
 1
ii ) where R
>R = K
 1
ii , we can make a
projection into this low-dimensional space. Therefore, given any




We have now described all of the components needed to describe
our algorithm. However, it should be noted that the projection of
Equation (2) is usually only applied to a single sample S, whereas
in our work we have T different samples S1;:::;ST. We follow a
similar methodology described by [Argyriou et al. 2008] (who use
Gram-Schmidt) using the Nystr¨ om method.
2 Our method
Given T   1 input-output samples S1;:::;ST 1 we have Xt =
(xt1;:::;xtm)
> where t = 1;:::;T   1. We concatenate these
feature vectors into a larger matrix ^ X = (X1;:::;XT 1) and
compute the corresponding kernel matrix ^ K = ^ X
> ^ X. This kernel
matrix contains information from all T  1 samples and so we apply
the sparse kernel principal components analysis algorithm [Hussain
andShawe-Taylor 2009]toﬁndthe indexset^ i (where j^ ij = k < m)
needed to compute the projection of Equation (2). This equates to
ﬁnding a space with maximum variance between all of the different
user behaviours. Given a new users eye movement feature vectors
XT we can project it into this joint low-dimensional mapping and
run any online learning algorithm in this space:
X
>
T ^ X^ R
>
where ^ R = chol( ^ K
 1
^ i^ i ). We choose an online learning algorithm
due to the speed, simplicity and practicality of the approach. For
instance, when presenting users with images in a Content-Based
Image Retrieval (CBIR) system [Datta et al. 2008] we would like
to retrieve relevant images as quickly as possible. Although we
do not explicitly model a CBIR system, we maintain that a future
developmenttowardsapplyingourtechniqueswithinCBIRsystems
could be useful in retrieving relevant images quickly. In the current
paper we are more interested in the feasibility study of whether or
not any important information can be gained by the eye movements
of other users.
For practical purposes we will randomly choose a subset of inputs
from each user in order to construct ^ X – in practice this should
not effect the quality of the Nystr¨ om approximation [Smola and
Sch¨ olkopf 2000]. However, for completeness we describe the algo-
rithm without this randomness. The feature projection procedure is
described below in Algorithm 1.
Algorithm 1: Nystr¨ om feature projection for multiple users
Input: training inputs X1;:::;XT 1, new inputs XT and
k  m 2 N
Output: new features zT1;:::;zTm
1: concatenate all feature vectors to get
^ X = (X1;:::;XT 1)
2: Create a kernel matrix ^ K = ^ X
> ^ X
3: Run the sparse KPCA algorithm of [Hussain and
Shawe-Taylor 2009] to ﬁnd index set^ i such that k = j^ ij
4: Compute:
^ R = chol( ^ K
 1
^ i^ i )
5: for j = 1;:::;m do
6: construct new feature vectors using inputs in XT
zTj = x
>
Tj ^ X^ i ^ R
>; (3)
7: end for
Furthermore, based on these feature vectors we also train the Multi-
Task Feature Learning algorithm of [Argyriou et al. 2008] on the
T   1 samples by viewing each as a task. The algorithm pro-
duces a matrix D 2 R
 where  < m, which after taking the
Cholesky decomposition of D we have RD = chol(D), and hence
a low-dimensional feature mapping zTj = zTjRD. Unlike our
Algorithm 1 this low-dimensional mapping also utilises informa-
tion about the outputs.
3 Experimental Setup
The database used for images was the PASCAL VOC 2007 chal-
lenge database [Everingham et al. ] which contains over 9000 im-
ages, each of which contains at least 1 object from a possible list
of 20 objects such as cars, trains, cows, people, etc. There were
T = 23 users in the experiments, and participants were asked to
view twenty pages, each of which contained ﬁfteen images. Theireye movements were recorded by a Tobii X120 eye tracker [To-
bii Technology ] connected to a PC using a 19-inch monitor (resolu-
tion of 1280x1024). The eye tracker has approximately 0.5 degrees
of accuracy with a sample rate of 120 Hz and used infrared lens to
detect pupil centres and corneal reﬂection. Figure 2 shows an ex-
ample image presented to a user along with the eye movements (in
red).
Figure 2: An example page shown to a participant. Eye movements
of the participant are shown in red. The red circles mark ﬁxations
and small red dots correspond to raw measurements that belong to
those ﬁxations. The black dots mark raw measurements that were
not included in any of the ﬁxations.
Each participant was asked to carry out one search task among a
possible of three, which included looking for a Bicycle (8 users), a
Horse (7 users) or some form of Transport (8 users). Any images
within a search page that a user thought contained images from
there search, they marked as relevant.
The eye movement features extracted from the Tobii eye tracker
can be found in Table 1 of [Pasupa et al. 2009]. Most of the fea-
tures are motivated by features considered earlier for text retrieval
studies, however in addition they also consider more image-based
eye movement features such as the area of an image covered. The
number of features extracted were 33. In the next subsection, these
33 features correspond to the “Original features”.
Finally, in order to evaluate our methods with the perceptron we use
the Regret (see Equation (1)), the Recall-Precision (RP) curve and
the Receiver Operating Characteristic (ROC) curve.
3.1 Results
Given 23 users, we used the features of 22 users (i.e., leave-one-
user-out) in order to compute our low-dimensional mapping using
the Nystr¨ om method outlined in Algorithm 1 – referred to as the
“Nystrom features”. We also made a mapping using the Multi-Task
Feature Learning algorithm of [Argyriou et al. 2008], as described
at the end of Section 2, which we refer to as the “Multi-Task fea-
tures”. The baseline used the Original features extracted using the
Tobii eye tracker described above. The Original features did not
compute any low-dimensional feature space and was simply used
with the perceptron without using information from other users’
eye movements.
Figure 3 plots the regret, RP and ROC curves when training the
perceptron algorithm with the Original features, the Nystrom fea-
tures and the Multi-Task features. We average each measure over
the 23 leave-one-out users, and also over ten random splits of k fea-
ture vectors needed to construct ^ X. It is clear that there is a small
difference between the Multi-Task features and Original features in
favour of the Multi-Task features. However, the Nystr¨ om features
constructed using the Nystr¨ om method yield much superior results
with respect to both of these techniques. The regret of the per-
ceptron using the Nystr¨ om features is shown in Figure 3(a), and is
always smaller than the Original and Multi-Task features (smaller
regret is better). It is not surprising that we beat the Original fea-
tures method, but our improvement over the Multi-Task features is
more surprising as it also utilises the relevance feedback in order to
construct a suitable low-dimensional feature space. However, the
Nystr¨ om method only uses the eye movement features.
Figure 3(b) plots the Recall-Precision curve and shows dramatic
improvements over the Original and Multi-Task features. This plot
suggests that using the Nystrom features allows us to retrieve more
relevant images at the start of a search. This would be important
for a CBIR system (for instance). Finally, the ROC curves pic-
tured in Figure 3(c) also suggest improved performance when using
the Nystr¨ om method to construct low-dimensional features across
users.
Algorithm Average Regret AAP AUROC
Original features 0:2886 0:5687 0:6983
Nystrom features 0:2433 0:6540 0:7662
Multi-Task features 0:2752 0:5802 0:7107
Table 1: Summary statistics for curves in Figure 3. The bold font
indicatesstatisticalsigniﬁcanceatthelevelp < 0:01overthebase-
line.
In Table 1 we state summary statistics related to the curves plotted
in Figure 3. As mentioned earlier we randomly select k features
from each data matrix Xt in order to construct ^ X, and repeat this
for ten random seeds – the results in Table 1 average over these ten
splits. Therefore, for Figure 3(a), 3(b)and 3(c) we have the Average
Regret, the Average Average Precision (AP), and the Area Under
the ROC curve (AUROC), respectively. Using Nystr¨ om features are
clearly better than using the Original and Multi-Task features with a
signiﬁcance level of p < 0:01. Though using Multi-Task features is
slightly better than using the Original features, however, the results
are only signiﬁcant at the level p < 0:05. The signiﬁcance level
of the direction of differences between the two measures was tested
using the sign test [Siegel and Castellian 1988].
4 Conclusions
We took eye gaze data of several users viewing images for a search
task, and constructed a novel method for producing a good low-
dimensional space for eye movement features relevant to the search
task. We employed the Nystr¨ om method and showed it to pro-
duce better results than the extracted eye movement features [Pa-
supa et al. 2009] and a state-of-the-art Multi-Task Feature learning
algorithm.
The results of this paper indicate that if we would like to predict the
relevance of images using the eye movements of a user, then it is
possible to improve these results by learning relevant information
from the eye movement behaviour of other users who are viewing
similar (not necessarily the same) images and given similar (not
necessarily the same) search tasks.
The ﬁrst obvious application of our work is to CBIR systems. By
recording the eye movement of users we could apply Algorithm 1




























































(b) The Recall-Precision curve



























(c) The ROC curve
Figure 3: Averaged over 23 users: results of the perceptron algorithm using Original, Nystr¨ om and Multi-Task features.
apply a CBIR system in this space. Based on the results we reported
within this paper, we would hope that relevant images were re-
trieved early on in the search. Another application to CBIR, would
be to use the method we presented as a form of veriﬁcation of rel-
evance. Some users may give incorrect relevance feedback due to
tiredness, lack of interest, etc., but based on our method we could
correct such actions as and when users make judgements on rele-
vance. As the perceptron would improve classiﬁcation over time
and we would expect users to make mistakes near the end of a
search, then such corrective action would be useful to CBIR sys-
tems requiring accurate Relevance Feedback mechanisms to im-
prove search.
The machine learning view is that we are projecting the feature vec-
tors into a common Nystr¨ om space (constructed from feature vec-
tors of different users), and then running the primal perceptron (not
the kernel perceptron) with these features. Our experiments sug-
gest better performance than simply using the perceptron together
with the original features. Therefore, we would like to construct
regret bounds for the perceptron when using this common low-
dimensional space. Finally, for practical purposes we believe that
randomly selecting columns from the kernel matrix to ﬁnd^ i would
generate a feature space [Kumar et al. 2009] with little deterioration
in test accuracy but increased computational speed-ups, and hence
a direction for future work.
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