In this paper, the k sample Behrens-Fisher problem is investigated in high dimensional setting. We propose a new test statistic and demonstrate that the proposed test is expected to have more powers than some existing test especially when sample sizes are unbalanced. We provide theoretical investigation as well as numerical studies on both sizes and powers of the proposed tests and existing test. Both theoretical comparison of the asymptotic power functions and numerical studies show that the proposed test tends to have more powers than existing test in many cases of unbalanced sample sizes.
Introduction
In many contemporary applications, high and ultrahigh dimensional data are increasingly available, such as molecular biology, genomics, fMRI, finance and transcriptomics. A common feature for high and ultrahigh dimensional data is that the data dimension is larger or much larger than the sample size, the so called "large p, small n" phenomenon where p is the data dimension and n is the sample size. In high dimensional settings, classical methods may be invalid, or not applicable at all. Hence, there has been growing interest in developing testing procedures which are better suited to deal with statistical problems in high dimensional setting. Testing hypotheses in high dimension is one of important issues in high dimensional data which has attracted a great deal of attention in recent decades. In two sample testing in high dimension, there have been numerous studies such as Bai and Saranadasa (1996) , Srivastava et al. (2008 Srivastava et al. ( , 2009 Srivastava et al. ( , 2013 , Chen and Qin (2010) , Aoshima and Yata (2011) , Park and Ayyala (2013) , Feng et al. (2015) , Zhou and Kong (2015) , Ma et al. (2015) , Ghosh and Biswas (2016) and Zhao and Xu (2016) . For multivariate analysis of variance (MANOVA), see Fujikoshi et al. (2004) , Schott (2007) , Srivastava et al. (2007) , Cai and Xia (2014) and Cao and Xu (2015) . More specifically, when there are k groups and X l1 , · · · , X ln l represent p × 1 random samples from the lth group with unknown mean vector µ l and positive definite covariance matrix Σ l for l = 1, . . . , k, it is of interest to test H 0 : µ 1 = · · · = µ k versus H 1 : H 0 is not true.
(1)
In particular, when all covariance matrices are homogeneous such as Σ 1 = · · · = Σ k , testing (1) is known as MANOVA. On the other hand, Hu et al. (2015) and Cao (2014) recently proposed the same test statistic to test (1) when covariance matrices are not necessarily homogeneous. This is also known as the k sample Behrens-Fisher (BF) problem which does not require Σ 1 = · · · = Σ k . The homogeneity of covariance matrices is a strong condition in practice. In fact, it is not straightforward to verify the homogeneity of covariance matrices especially in high dimensional data. Therefore, unless there is any strong evidence supporting the homogeneity of covariance matrices, it is natural to allow different covariance matrices in practice.
The main goal of this paper is to propose a new test statistic in the k sample BehrensFisher problem. It will be shown that the proposed test behaves differently from existing test such as Hu et al. (2015) when sample sizes are unbalanced. We will discuss such differences between the proposed test and the test in Hu et al. (2015) through both theoretical and numerical comparisons under a variety of situations. We observe that the proposed test has some advantage in powers compared to Hu et al. (2015) in many cases situations through theoretical and numerical comparisons.
The remainder of the paper is organized as follows. Section 2 first presents conditions of statistical model. Some notations used throughout the paper are defined and assumptions are also announced for the theoretical study. In Section 3, we give the new test statistic and investigate its asymptotic behavior under H 0 and H 1 . Theoretical comparisons and numerical studies on the proposed test and the Hu's test are carried out in Section 4. Concluding remarks is presented in 5.
Preliminaries
In this section, we give notations and the statistical model for the k sample BF problem. Some assumptions are also illustrated.
Notations
The following notations will be used in subsequent exposition. All vectors are column and M T denotes the transpose of M . All vectors and matrices are bold-faced. For two sequences of real numbers {a n } and {b n }, we write a n = O(b n ) if there exists a constant c such that |a n | ≤ c|b n | holds for all sufficiently large n, and write a n = o(b n ) if lim n→∞ a n /b n = 0. For a random sequence Z n and a random variable Z, Z n pr −→ Z and Z n d −→ Z denote Z n converges to Z in probability and in distribution, respectively, as n → ∞.
Let X l and S ln l be the sample mean vector and sample covariance matrix from the lth group for l = 1, . . . , k. Let X be the pooled sample mean vector which is 1 k l=1 n l k l=1 n l X l . If we define n l1 := [n l /2] + 1 and n l2 := n l − n l1 where [x] is the integer part of x for x ≥ 0, then X ln l1 , S ln l1 and X ln l2 , S ln l2 stand for the sample mean vectors and covariances matrices of the first n l1 samples and the rest n l2 samples, respectively. We also define the pooled sample covariance denoted by
and
Finally, we define µ = 1 n k l=1 n l µ l and µ = 1 k k l=1 µ l as weighted mean vector and average mean vector of the population means µ 1 , . . . , µ k , respectively.
Model
We assume that random samples X li 's are generated from a factor model in multivariate analysis which are commonly used in many existing studies, for example, Bai and Saranadasa (1996) , Chen and Qin (2010) and Hu et al. (2015) . More formally, some moment conditions on the distributions of random samples X li are imposed as follows; for every i ∈ {1, . . . , n l } and l ∈ {1, . . . , k}, we consider
where Γ l is a p ×r matrix for some r ≥ p such that
are r−variate independent and identically distributed (i.i.d.) random vectors with E(Z li ) = 0 and Var(Z li ) = I r . Moreover, we assume E(z 4 lij ) = 3 + γ l < +∞ and z lij 's are independent for all j = 1, . . . , r; i = 1, . . . , n l and l = 1, . . . , k, where
T .
Assumptions
We first state the main conditions which will be used in the proof of asymptotic results of our proposed test. The three conditions, (A1), (A2) and (A3) are as follows:
for l, s ∈ {1, . . . , k} as n and p → ∞.
(A1) implies that all sample sizes have the same increasing rate except constant terms. (A2) is used in a local alternative for the power function of the proposed test and it is actually an extension of (3.3) in Chen and Qin (2010) to the case of multi-groups (k ≥ 2). Similarly, (A3) can be seen as an extension of the condition (3.6) in Chen and Qin (2010) to the case of multi-groups.
Main results
In this section we present a new proposed test statistic and its asymptotic properties under the conditions (A1)-(A3).
The proposed test statistic
Our proposed test is motivated by Schott (2007) and "leave-one-out" idea of Chen and Qin (2010) . Schott (2007) tested the hypothesis (1) under MANOVA based on
where E 1 and E 2 are defined in (2) and (3). The asymptotic normality of T S was derived in Schott (2007) , hence a test statistic was formulated by standardizing T S with an asymptotically ratio-consistent estimator of its standard deviation. The main assumptions in Schott (2007) are as follows:
(A4) The random samples X li 's come from normal model N(µ l , Σ) for i = 1, . . . , n l and l = 1, . . . , k.
(A5) lim n→∞ p/n ∈ (0, 1).
With (A4), the asymptotic results in Schott (2007) were derived under MANOVA which is the case of homogeneous covariance matrices under multivariate normality of data. (A5) means that the sample dimension p and sample size n have the same order and the total number of samples should be larger than the dimension p. However, our proposed test and Hu et al. (2015) need some implicit relationship between n and p through the condition (A3) rather than explicit restriction on n and p as in (A5). Under
Thus, considering all these, it is clear that (A4)-(A6) are stronger conditions than (A1)-(A3).
We modify T S in (5) by removing the terms X T li X li which is also done in Chen and Qin (2010) and get a test statistic denoted by T as follows:
It is worth pointing out that, for two sample BF problem, the statistic T is the same as Chen and Qin (2010) except a constant factor n 1 n 2 /n. Elementary derivation shows
where µ = k l=1 λ l µ l for λ l = n l /n. In Hu et al. (2015) , their test statistic is based on a statistic, say T H , of which the expected value is E(
The deviation of µ l from µ in (7) is weighted by the corresponding sample size n l which can emphasize the deviations of populations with large sample sizes. On the other hand, T H in Hu et al. (2015) gives all equal weight to the deviations of µ from overall mean µ. This difference leads to different asymptotic powers of test statistics based on T and T H .
We now propose a test statistic based on T in (6). It can be shown that the variance of T is
where
Note that Var(T ) = σ 2 T under H 0 . From (A1) and (A2), we have
for l = 1, . . . , k and by combining Var(T ) and (9), we obtain
In order to formulate a test procedure, we should give an asymptotically ratio-consistent estimator of σ T . There are many different estimators proposed in existing studies. We adopt two different estimators which are stated in the following two lemmas.
The first one is based on Aoshima and Yata (2011) which is given in Lemma 3.1. It should be noted that the requirements for obtaining asymptotically ratio-consistent estimator of σ T in Aoshima and Yata (2011) are different from (A1)-(A3). Our assumption on Σ i 's in (A3) is weaker than those assumptions (A-iv and A-v) in Aoshima and Yata (2011) .
Lemma 3.1. Suppose we have the following estimator of σ
then we have the ratio consistency of σ T 2 , i.e.,
The other estimator of σ T is the estimator used in Bai and Saranadasa (1996) and Hu et al. (2015) which is stated in the following lemma.
Lemma 3.2. (Hu et al. (2015) ) Suppose
On the basis of Lemmas 3.1 and 3.2, we propose two test statistics which are
In the following section, we prove the asymptotic normality of the proposed tests in (10) and their asymptotic power functions.
Asymptotic distributions of the proposed test statistic
The following theorems establish the asymptotic normality of the new test statistic (10) under the H 0 and their power function under the H 1 , when data dimension p and data size n increase to infinity.
Proof See Appendix.
The following theorem shows the asymptotic power function of the proposed test.
where µ = Proof See Appendix.
Since MANOVA is a special situation of the k sample BF problem, we have the following two corollaries which are immediate results from Theorems 3.1 and 3.2.
assumptions (A1) and (A3) hold, under the null hypothesis
Corollary 3.2. Suppose Σ 1 = · · · = Σ k and assumptions (A1) and (A3) hold. Under the local alternative (A2), as n, p → ∞, we have
Theoretical comparisons and simulations
In this section, we provide theoretical comparisons between the proposed test and some existing test. For k sample BF problem, Cao (2014) and Hu et al. (2015) construct test statistics via the same statistic
which is an extension of the two sample test in Chen and Qin (2010) to the case of k samples. Depending on different estimators of variance of T CH , different test statistics have been proposed. Cao (2014) used two different estimators of variance of T CH . One is similar to that in Chen and Qin (2010) and the other is the same as that in Lemma 3.1. On the other hand, Hu et al. (2015) used the similar estimator to that in Bai and Saranadasa (1996) . Under the assumptions similar to (A1)-(A3), Cao (2014) and Hu et al. (2015) obtained the same asymptotic distribution of their test statistics, say T CH = T CH /σ CH whereσ CH represents the estimators of variance of T CH considered in Cao (2014) and Hu et al. (2015) , as follows:
Since all tests in Cao (2014) and Hu et al. (2015) have the same asymptotic distribution, we use the test statistic in Hu et al. (2015) , T H := T CH / σ where
We provide numerical studies and theoretical comparisons between our proposed test statistic in (10) and T H in the following sections.
Theoretical comparisons
We first compare the power functions of the proposed test T and T H when all sample sizes are the same, where T is either T 1 or T 2 in (10). The following Corollary 4.1 states that T and T H have the same asymptotic power under balanced model. This can be shown directly from (11) and (12). For more general cases such as unbalanced sample sizes, it is not easy to compare the asymptotic power functions of T and T H . We compare all test statistics under simple and typical situations so that we can compare the power functions analytically. To obtain rough depiction, we assume Σ 1 = · · · = Σ k for the following cases. We define the asymptotic relative efficiency (ARE) of T to T H which is the ratio of two signal-to-noise ratios:
If the ARE( T , T H ) > 1, the asymptotic power of T is larger than that of T H from (11) and (12).
Based on the ARE (13), we consider the following two representative cases:
From this, we see that ARE( T , T H ) is larger than 1 if there exists at least one l ∈ {1, . . . , k − 1} such that λ l is very small, for example λ l is close to 0 for some l ∈ {1, . . . , k − 1}. This is because the right hand side of ARE(T ,T h ) is unbounded as λ l is close to 0 for at least one l ∈ {1, . . . , k − 1}1. Since k l=1 λ l , it indicates that if λ k is close to 1, then most of λ l s for 1 ≤ l ≤ k − 1 are close to 0 which results in ARE( T , T H ) > 1. Furthermore, we can get an another low bound of
based on mean value and Jensen's inequality (Mitrinović et al. (1993) ). The low bound depends on only λ k and it shows that if
> 1 regardless of configurations of all other λ l for 1 ≤ l ≤ k − 1. This shows that as the number of groups (k) increases, the interval (1/k, (1 − k)/k) is getting wider, so T is expected to have more power than T H as the number of groups (k) increases.
(ii) As a second case, we assume all mean vectors have the same direction such that (µ l − µ 1 ) = τ l (µ k − µ 1 ) for 2 ≤ l ≤ k − 1 and some constants τ l . For simplicity, we consider k = 3 and λ 1 = λ 2 . For k = 3, without loss of generality, we can assume µ 3 = 0, µ 1 = 0 and µ 2 = τ µ 3 with τ = 0. From λ 1 = λ 2 = (1 − λ 3 )/2 and , we have
For all τ ( = 0), the equation ARE( T , T H ) = 1 has a fixed solution λ 3 = 1/3. In addition to this solution, there are more solutions and we provide approximate solutions by numerical studies as follows: We see that ARE( T , T H ) is significantly larger than 1 when λ 3 < 1/3 while ARE( T , T H ) is slightly less than 1 when 1/3 < λ 3 < λ 1 3 . This shows that T has significantly larger powers than T H in most cases while T H can have slightly more powers;on the other hand, even when T H has more powers than T , the difference is not that significant. This case is shown in the right panel in Figure 1 .
(c) The case of τ ∈ (1.119, 9.353]: There is only one solution of the equation ARE( T , T H ) = 1 which is (1/3, 1). When λ 3 is less than 1/3, ARE( T , T H ) > 1 which means that T has larger powers than those of T H . Moreover, we see that ARE( T , T H ) is increasing as λ 3 decreases. This case is shown in the left panel in Figure 2 .
(d) The case of τ ∈ (0, 0.009] ∪ [−0.009, 0): The equation ARE( T , T H ) = 1 has only one solution (1/3, 1). When λ 3 is more than 1/3, ARE( T , T H ) > 1 which illustrates T has larger powers than those of T H . See the right panel in Figure  2 for this case.
To summarize, we see that the proposed test T has potential to have more power than T H when sample sizes are highly unbalanced while T and T H have the same asymptotic power from Corollary 4.1. . We provide numerical studies to demonstrate this point in the following section. 
Simulations
As shown in Corollary 4.1. , T and T H have the same asymptotic power function for balanced sample sizes. Therefore, we conduct simulations only for unbalanced sample sizes to compare T ( T 1 and T 2 ) with T H . We set k = 3 and generate X lij from the following two models.
• The first model: we consider "Two-dependence" moving average model
for i = 1, . . . , n l , l = 1, 2, 3 and j = 1, . . . , p, where Z's are i.i.d. random variables distributed with centered χ 2 (4) and N(0, 1), respectively. ρ's and µ's are constants such that µ l = (µ l1 , . . . , µ lp )
T . Moreover, ρ's were generated independently from U(2, 3) with ρ 11 = 2.1984, ρ 12 = 2.5743, ρ 13 = 2.1316, ρ 21 = 2.8147, ρ 22 = 2.9058, ρ 23 = 2.1270, ρ 31 = 2.9134, ρ 32 = 2.6324 and ρ 33 = 2.0975, and were kept fixed throughout the simulations. For power studies, population means are fixed as µ 1 = µ 2 = 0, while the third mean vector consists of [0.05 * p] components equal to δ and the others equal to zero where δ is related to the following standard parameter
• The second model: for every i ∈ {1, . . . , n l } and l ∈ {1, 2, 3}, we consider
where We consider three cases for data dimensions and sample sizes.
• Case 1 Let p=50, 100, 200, 400, 800, 1000 and n 1 = 2m, n 2 = 3m and n 3 = 5m with m ∈ {5, 10, 20}.
• Case 2 Let p=400, n 1 = n 2 =10, n 3 = 80 and n 1 = n 2 = 15, n 3 = 70, respectively.
• Case 3 Let p=400, n 1 =10, n 2 =20, n 3 = 70 and n 1 = 10, n 2 = 30, n 3 = 60, respectively.
Empirical sizes and powers are computed under the nominal level α = 0.05 with 5, 000 replications. For the first model, the standard parameter θ in (14) is selected as 0 and 0.005 for size and power, respectively for Case 1. For the second model, a is taken as 0 and 0.2 for size and power, respectively in Case 1. For the two models, we also consider the cases of H 1 for different configurations of θ and a in Case 2 and Case 3. Table 3 Empirical sizes and powers of T 1 , T 2 and T H in Case 2 under the first model. p = 400, n = 100 n 1 = n 2 = 10, n 3 = 80 Table 4 Empirical sizes and powers of T 1 , T 2 and T H in Case 2 under the second model. p = 400, n = 100 n 1 = n 2 = 10, n 3 = 80 Table 5 Empirical sizes and powers of T 1 , T 2 and T H in Case 3 under the first model. p = 400, n = 100 n 1 = 10, n 2 = 20, n 3 = 70 n 1 = 10, n 2 = 30, n 3 = 60 Table 6 Empirical sizes and powers of T 1 , T 2 and T H in Case 3 under the second model. p = 400, n = 100 n 1 = 10, n 2 = 20, n 3 = 70 n 1 = 10, n 2 = 30, n 3 = 60 Tables 1-6 illustrate that the three tests can control the nominal size α = 0.05. Especially, when p is larger than n, empirical sizes are closer to the nominal level. Furthermore, the test T 1 and T 2 have similar powers and they are more powerful than T H for Cases 1-3. According to our theoretical comparisons in the Section 4.1, we observed that T tends to have more powers than T H when we assume homogeneous covariance matrices. Similarly, our numerical result shows that T has more powers than T H even under inhomogeneous covariance matrices when sample sizes are unbalanced.
We also collect the information on the ratios tr(Σ 2 l )/tr(Σ 2 l ) and tr(Σ 2 l )/tr(Σ 2 l ), respectively. Without loss of generality, we here select l = 1 for different cases, where p = 50, 200, 500 and 1000, and n 1 is from 10 to 160 with adding 30 each time, respectively. Table 7 reports the results of empirical averages and standard deviations of ratios, respectively. It shows that the proposed estimator of tr(Σ 2 1 ) owns much smaller bias than that in Hu et al. (2015) in all cases. Meanwhile, standard deviations of the new estimator are better than those of Hu's estimator in most cases. 
Concluding remarks
In this paper, we propose a new test for k sample BF problem and provide the theoretical results and numerical studies. The new test procedure is modified from T S in Schott (2007) under weaker conditions than those in Schott (2007) and the proposed test has the same asymptotic properties. The theoretical results illustrate that our proposed test has the same asymptotic power as that of T H for the case of balanced sample sizes. The theoretical and numerical studies in this paper further show that our proposed test can control the nominal level and has larger powers than those of T H in many cases of unbalanced sample sizes. It is expected that the proposed test can detect the H 1 more efficiently than T H when sample sizes are unbalanced.
Furthermore, we have
Equations (17) and (18) show that equation (16) holds. Thus, the proof of lemma is completed.
For convenience, let C
n i = 0, and
n j with l = 1, . . . , k.
D j and C m = σ(C 1 , . . . , C m ) which is the σ-field generated by C 1 , . . . , C m .
Combining C j , η ij with D j , we have
In order to prove our main results, the following lemmas are firstly given. Without loss of generality, we here assume that µ 1 = · · · = µ k = 0 in the process of proving lemmas.
is the sequence of zero mean and a square integrable martingale for all n.
Proof Firstly, we have C 1 ⊆ · · · ⊆ C n , and {D j , C j } n j=1 is a square integrable sequence with zero mean. Hence, we only need to prove E(F m |C j ) = F j for ∀m ≥ j.
Notice that E(D q |C j ) = 0 for ∀q > j. Therefore,
Lastly, this completes the proof of Lemma A.1.
Lemma A.2. Under the assumptions of (A1) and (A3), as n, p → ∞, it gets
Therefore,
On the other hand, we have
Further calculations result in
where + n l (n l − 1)
and VII = n l (n l − 2)(n l + 1)(n − n l ) Note that
So, it easily gets, from (A1), (A3) and equation (26) By Lemmas 3.1 and 3.2, we obtain
from Slutsky's Theorem (Ferguson (1996) ).
C Proof of Theorem 3.2
According to Lemmas A.1-A.3, as n, p → ∞, we get
Therefore, as n, p → ∞, we obtain
(1 − λ l ) 2 tr(Σ 
