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CHAPTER 1. INTRODUCTION 
Motivation and Objectives 
Most field crop species that reproduce by sexual means may be grouped ac­
cording to usual method of pollination as "normally self-pollinated" or "normally 
cross-pollinated". These groups are not distinct, since slight cross pollination usually 
occurs in the crops normally classified as self-pollinated and some self pollination usu­
ally occurs within the normally cross-pollinated crops. The amount of natural cross 
pollination that may occur within the self-pollinated crops and the amount of self pol­
lination within cross-pollinated crops may vary from none to 5%. Furthermore there 
are some crops that do not fit in either the cross or self pollinated categories. Cotton 
is one of the principal crops in this group. Cotton is predominantly self-pollinated 
but cross pollination may range from 5 to 25% or more. Other crops in this group 
are sorghum, pigeonpea, etc. A list of cross pollination rates in self-pollinated crops 
can be found in Lande and Schemske (1984). 
The facts described above show the importance of populations which have a 
mixed system of mating, partly by self pollination and partly by cross pollination. 
We call this type of population a partially selfing population. The amount of selling 
may vary from none to 100%, so that this type of population includes all populations 
described above. 
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Most theoretical studies on partially selfing populations assume that the popula­
tion size is infinite. Such studies include investigation on the equilibrium behaviour of 
the population without selection (e.g., Garber, 1951; Bennett and Binet, 1956; Ghai, 
1964; Narain, 1969), under selection (e.g., Holden, 1979; Charlesworth, Charlesworth 
and Strobeck, 1979; Hedrick, 1979) and linkage disequilibrium (e.g., Christiansen 
1989; Holsinger and Feldman, 1982). In nature as well as in the laboratory, the pop­
ulation size is finite. As a consequence, there is random sampling of gametes. This 
along with differences in the capability among individuals to produce gametes gives 
stochastic properties to the population. 
One important stochastic property in a population is the survival of genes or 
gametic types. The probabilities of these events are important from the evolution­
ary as well as the plant and animal breeding point of view. Evolutionists are often 
interested in the fate of alleles that have just arisen by mutation. Plant and animal 
breeders are particularly concerned with the limit to response to their selection pro­
grams and the number of generations to achieve such a limit or a certain fraction of 
it. These studies require information on the survival probabilities of the favorable 
genes which, in a finite population, is equivalent to the fixation probabilities, since 
finitness in population size results in either loss or fixation of the genes. 
While much research has been done on survival or fixation of genes in a popula­
tion, few of them consider partially selfing populations. Pollak (1987) studied finite 
partially selfing populations and calculated the survival probabilities of a slightly 
advantageous mutant gene originally present in one locus of heterozygous individual, 
using a branching process approximation. Later Pollak and Sabran (1992) studied 
the same problem by following the reasoning of Moran (1960, 1961). These studies 
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considered only one locus in a diploid population. Therefore it is of interest to extend 
them to other types of partially selfing populations. 
The present study will investigate the effect of the rate of selfiing and its in­
teraction with other parameters on the survival or fixation probabilities of genes or 
gametic types and other quantities of genetic interest, in three types of partially 
selfing populations. These types are: 
1. A one-locus diploid population under selection. 
2. A two-locus diploid population with linkage and a specific model of fitness. 
3. A one-locus autotetraploid population with nonzero probabilities of double re­
duction and additive fitness. 
The first population will be studied by the finite Markov chain approach and the 
method of Moran (1960, 1961) which will be described in chapter 2, while the other 
two will be studied by a multitype branching process approach. 
Organization and Notation 
This thesis consists of five chapters. The second chapter is essentially a review 
on various methods to calculate the survival probabilities of genes in various types of 
populations. The core of this thesis is the third and fourth chapters. Chapter three is 
about the finite Markov chain approach to calculate fixation probabilities and other 
quantitities of genetic interest in the first population listed above, while chapter four 
is about the branching process approximation to the survival probabilities in the 
other two population types. A summary and conclusion will be given in chapter five. 
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The favorable genes in this thesis will be denoted by capital letters, and their 
alleles denoted by lowercase letters. In the two-locus situation, a pair of chromosomes 
are separated by a slash (/). For example, Ab/aB, means that the individual has 
chromosomes Ab and aB. The notation for autotetraploids is as follows: 
• Aog = Aaaa = simplex 
• ^2(12= AAaa — duplex 
• Agd = AAAa= triplex 
• A4 = AAAA = quadruplex 
A mating between two individuals is denoted by putting ig) between the genotypes 
of those individuals. For example Ab/aB (g) AB/AB means the mating between 
individuals with genotypes Ab/aB and AB/AB. 
Unless stated otherwise, vectors are denoted by boldfaced lowercase letters, while 
matrices are denoted by boldfaced capital letters. Sometimes a matrix is also written 
by putting its element in double bracket. For example: M = ({aij)) means that the 
element of the i-th row and j-th column of matrix M is a^j. A unit vector is denoted 
by 1 = (1,1,1 1)'. Another important notation is which is an operator for 
elementwise multiplication between two vectors. 
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CHAPTER 2. LITERATURE REVIEW 
Survival of Mutant Gene as Branching Process 
A branching process is a mathematical representation of the development of a 
population whose members reproduce and die subject to the laws of chance. There 
are two basic assumptions in a branching process. First, each individual in the 
population reproduces independently of the others and with the same probability law. 
Second, if the population size at the n-th generation is known, then the probability 
law governing the population size at the next generation does not depend on the size 
of the population at generations proceeding the n-th. 
Suppose we start with one individual in generation 0 and let Un be the probability 
that the population becomes extinct at generation n. Any individual in generation 
1 will become extinct n-1 generations later with probability Hence by the 
assumption that any individual will reproduce independently and with the same 
probability law, we have 
oo 
Un = ^ -Pr ( A' = r- ^ 
r= l  
= /(•"n-l) (2-1) 
where f(.) is the probability generating function of the number of offspring produced 
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by one individual. Upon letting n tend to infinity in (2.1) we have 
u  =  f ( u )  (2.2) 
where u denotes the probability of ultimate extinction of the population. Note that 
the probability of ultimate survival is one minus the extinction probability. 
The development of a mutant gene in a population can be considered as a branch­
ing process, if the population size in which the mutation occurs is large or (theoreti­
cally) infinite. This is because, if no further mutation occurs, it is unlikely that two 
mutants will mate. In other words each mutant will develop independently of the 
others. Also the distribution of the number of mutants in the next generation only 
depends on its number in the present generation. 
Pioneering work on the application of branching process theory to calculate the 
probability of ultimate survival of a mutant gene was done by Fisher (1922, 1930) 
and Haldane (1927). They both consider an infinite random mating population where 
the mutant gene is initially present in one individual (a heterozygous individual if 
the population considered is diploid), and is either neutral in fitness or has a small 
selective advantage over the wild type. The distribution of the number of offspring 
of the mutant individual is assumed to be Poisson with mean 1-t-s, and therefore has 
probability generating function 
where s is the selective advantage of the mutant gene. They found that the ultimate 
survival probability of the mutant gene, if s is small, is approximately equal to 2s. In 
general, for an arbitrary offspring distribution with mean close to 1, finite variance 
and satisfying a certain "smoothness" condition, the approximate survival probability 
f ( x )  = exp[(l -k s)(.'c - 1)] (2.3) 
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is (see e.g., Ewens, 1969) 
r2 1 — U — —n (2.4) 
where (P" is the variance of the distribution. The "smoothness" condition of the 
offspring distribution for the validity of (2.4) was given by Eshel (1981). Equation 
(2.4) can be derived by expanding the right hand side of (2.3) to its three term Taylor 
expansion. 
From equation (2.4) we can see that the larger the variance of the offspring 
distribution, the smaller is the survival probability, provided that the mean is kept 
constant and close to 1. Kojima and Kelleher (1962) compare the survival probabili­
ties of a mutant gene under Poisson and negative binomial distributions of offspring 
with the same mean. Using (2.4) they found that the ratio between the two survival 
probabilities is approximately where p, 0 < p < 1, is the parameter of 
the negative binomial distribution and s, as before, is the selective advantage of the 
mutant gene. Hence, the survival probability under a Poisson offspring distribution 
is always larger than the negative binomial case when the mean is the same. 
The theory of survival of an individual mutant can be extended to the the case of 
joint survival of more than one gene at different loci. Consider a genetic system where 
neither of the two mutants exhibits fitness high enough for independent survival, but 
epistasis between the two gives rise to a high joint fitness value. Let A and B be 
mutant alleles at two linked loci on a chromosome, and a and b be the corresponding 
wild type alleles. With random mating and large population size, an AB/ab individ­
ual will be almost certain to mate with ab/ab individuals. Therefore the progress in 
the population of the AB chromosome can be studied through the development of 
double hétérozygotes (AB/ab) produced from ABjah ® ahjab matings. Notice that 
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by our assumption the survival of the mutant happens only through the survival of 
the AB chromosome, since the chance of independent survival (i.e., through A or B 
gene only), is negligible. In this situation a branching process theory can be applied. 
By assuming that the distribution of the number of adult offspring from the 
AB/ab(Si ab/ab mating is negative binomial, Kojima and Schaffer (1964) found that 
the survival probability is equal to 
2[m( l -p )3 -2 ]  
[ ( l -^ ) . (m+1/2 )1  
where p  is the recombination fraction (linkage coefficient) and m is the mean of the 
negative binomial distribution. Notice from (2.5) that the survival probability is zero 
i f  m ( l  —  p ) s  <  2 ,  a n d  s o  t h e  l i n k a g e  c o e f f i c i e n t  m u s t  b e  t i g h t e r  t h a n  p  = •  { I  —  2 / m s )  
for a nonzero probability of survival. 
Suppose that the survival of the mutants through the survival of the two single 
hétérozygotes is possible, i.e., we relax the assumption that neither of the mutants has 
fitness high enough for independent survival. In this situation we need to study the 
development of three types of individuals, Ab/ab, aB/ab and AB/ab. This problem 
was studied by Kojima (1965) and Kojima and Schaffer (1967). They considered 
three stages of life cycle of the individuals: recombination and formation of gametes, 
production of progenies, and infant to adult survival. The derivation of the generating 
function for the branching process is as follows. 
Let p  be the recombination fraction between the A and B loci. As before, suppose 
that in generation 0 only one mutant chromosome is present, so the only mating that 
produced mutant progeny in this generation is abjAB (8> abfab. Let 0ii(.) be the 
generating function of the number of progeny from this mating, and let Mi(,), M2(.) 
and Mg(.) be the generating functions for infant to adult survival of genotypes Ab/ab, 
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aB/ab and AB/ab, respectively. The joint distribution of the numbers of the three 
genotypes in generation 1 is characterized by generating function 
$ l ( . Y , r , Z )  =  0 i i [ ^ ( l  -  p ) M i { X )  +  \ p M 2 { Y )  +  \ p M ^ { Z )  +  ^ ( 1  -  p ) ]  
In generation 1 there are three mating types possible: A b / a b  0 a b / a b ,  a B / a b  < S >  
ab/ab and ABjab® ah fab. Note that the probability of mating between two mutant 
individuals is negligible since they are rare in the early generations. If ©iqIO &nd 
0 Q % ( . )  a r e  t h e  g e n e r a t i n g  f u n c t i o n s  o f  t h e  n u m b e r  o f  p r o g e n y  f r o m  t h e  A b / a b ®  a b / a b  
and aB/ab^ab/ab matings, respectively, then the generating function of the number 
of adults from offspring from a family of type Ab/ab 0 ab/ab is 
A { Y }  =  e i o { \ M 2 { Y )  +  ^ )  
Similiarly the generating function for a family of a B / a b  igi a b / a b  is 
Hence, the generating function of the joint distribution of aB/ab, Ab/ab and AB/ab 
in generation 2 is 
#2(%, y, Z) = y, Z), .B(Z)) 
Transition from generation 2 to generation 3 does not involve any new feature and 
follows the same pattern as the transition from generation 1 to generation 2. In 
general the generating function for the joint distribution at generation n+1 is 
AT,(y),Bn(Z)) (2.6) 
where A n { Y )  and B n { Z )  are n-fold functional iterates of A(y) and B(Z) respectively. 
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Let EEq , and E^^ be the probabilities of extinction of mutant genes A, B, 
and chromosome AB, respectively. These probabilities can be calculated by solving 
the following equations 
Ea = $i(£'yi,i4oo(0),l) (2.7) 
EB = ^iiEB,l,Boo{0)) (2.8) 
^ A B  = (2.9) 
where Aoo(O) and £?oo(0) are infinitely compounded functions of A(Y) and B(Z) 
evaluated at Y=0 and Z=0, respectively. The probability of total extinction, E, i.e., 
the probability that both A and B ultimately become extinct in the population, is 
calculated through the following equation 
^ = #l(E,.4oo(0),Boo(0)) (2.10) 
By assuming that 0]^2(O) ®lo(-) and 0oi(O are all generating functions of 
negative binomial distributions with different parameter values, and by using (2.7) 
through (2.9), Kojima and S chaffer (1967) investigated the effect of two hitch-hiking 
genes on their survival probability. In this situation, gene A is assumed to have high 
selective advantage, while the mutant gene at the neighboring locus (B), is not. They 
concluded that there is a benefit of hitch-hiking even when genes A and B recombine 
freely as long as the latter initially occur in the same individual with gene A. As 
linkage becomes tighter, the benefit of hitch-hiking increases very rapidly. When B 
is at a selective disadvantage in comparison with the wild-type allele b, the ultimate 
survival of gene B must only be through the hitch-hiking on AB. 
In the process described by Kojima and Schaffer (1967) above, the population 
in any generation consists of three types of individuals, the first type (ab/AB) pro-
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duces offspring of its own and the other types, while each of the other two types is 
only capable of producing offspring of their own types. This is a special case of a 
multitype branching process. In general in a multitype branching process, each type 
of individual can produce offspring of their own and other types according to some 
probability law. Before considering some other processes of this kind in genetics, let 
us review briefly the mathematical representation of a multitype branching process 
which can be found in Harris (1989). 
Let T be the set of all k dimensional vectors whose components are nonnegative 
integers. Let ej, 1 < i < k, denote vectors whose i-th component is 1 and other com­
ponents are 0. The multitype (in this case k-type) branching process is a temporally 
homogeneous vector valued Markov process Zn, n=l,2,3, whose state values are 
vectors in T. The i-th value of Zn is the number of objects of type i in the n-th 
generation. If Zg = e;, then Zi will have generating function /'(s) defined as 
oo 
/ ^ ( s )  =  ^  
r j  =  l  
j = l , 2 , . . . k  
where ^2, ...rj^,) is the probability that an object of type i has rj children of 
type 1, rg of type 2 rf^ of type k and s = (sj, S2, The generating function 
of Zn, when Zq  = e; will be denoted by f ^ { s i , 3 2 ,  
Definition 2.1 The first moment matrix of a multitype branching process with 
probability generating function S2) •••••sjt) is M = {{mij)), i,j = 1,2, ..A: where 
_ d f i s ) .  
Definition 2.2 A multitype branching process is said to be positively regular if 
is positive for some positive integer N. 
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Definition 2.3 A multitype branching process will be called singular if and only if 
there exists a Markov transition matrix {{t^ij)) i,j=l,2,....k such that 
k  
/'(s) = E 
i=i 
One important problem in branching process theory is to calculate the extinction 
probability, that is the probability that the random vector Z„ —»• 0 as n —> 0. We 
shall now quote some theorems regarding the extinction probability, which have many 
applications in genetics. 
Theorem 2.1 Suppose the multitype branching process is positively regular and not 
singular. Let A be the dominant eigenvalue of M and q be a vector whose i-th element 
is the probability of ultimate extinction of a line descended from individual of type 
i. If A < 1, then q=l. If A > 1 then q satisfies the equation 
q = f(q) (2.11) 
Theorem 2.2 Under the assumptions of theorem 2.1, if qj is any vector in the unit 
cube other than 1, then limn—^oo fn(qi) = q. 
Corollary 2.2.1 The only solutions of equation (2.11) in the unit cube are q and 1. 
The solution of (2.11) is not always easy to find. However its approximation 
is possible when the process is slightly supercritical, i.e., A is slightly larger than 1. 
Pollak (1972), heuristically derived 
2(A — l)v 
p'(v'Rv) 
as the approximation of 1-q, where p' and v are left and right eigenvectors associated 
with the dominant eigenvalue of the first moment matrix of the branching process. 
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normalized so that p'v = 1, and R is the matrix of second derivatives of the gen­
erating function f(s) evaluated at s=l. Another approximation was given by Eshel 
(1984). His result can be described, briefly, as follows. 
Let 
<5(xi5;e) = f(f—;1 + 
1 + e 1 + e 
be a family of generating functions indexed by s. When s  =  e ,  ^(x;e) = f(x;e), 
the original generating function of the slightly supercritical multitype branching pro­
cess with the dominant eigenvalue of the first moment matrix equal to 1-fe. Also 
when s=0, the branching process associated with the generating function 0(x;e;O) 
is critical, i.e., its dominant eigenvalue is equal to 1. Let q(5;e) be the probability 
of extinction of the branching process determined by 0(x;s;e). Eshel (1984) proved 
that 
. , , 2sv* 
" EtiPiv*'CiV» 
where p* and v* are the left and right eigenvectors associated with the dominant 
eigenvalue of the first moment matrix, M*, and C* is the covariance matrix of 
y* = 2/*^)) the number of offspring produced by parent of type i in the 
critical process with the probability generating function ^(x; 0; e). He then went on to 
equate q(e;e) to q(e) for a small positive e, where q(e) is the solution of f(x;e) = x. 
However, as pointed out by Hoppe (1992), equating q(e;e) to q(e) is not valid unless 
the offspring distribution is Poisson and the mean, Mg, satisfies 
Me = (l-fe)Mo (2.12) 
Hoppe also gave an approximation to the survival probability for more general off­
spring distributions where the first moment matrix does not necessarily satisfy (2.12). 
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A substantial review of his results is given below. 
Let { Z { n \ e )  =  e ) ,  Z ^ ^ \ n \  e))}^^ where e is a small positive num­
ber, be a family of k-type positively regular, nonsingular, and slightly supercritical 
branching processes with offspring probability generating function f whose i-th ele­
ment is The first moment matrix of the branching process is Me with dominant 
eigenvalue A(e), and corresponding left and right eigenvectors p(e) and v(e), respec­
tively which satisfy p'(e)v(e) = p'(e)l = 1. Suppose that limg_,Q A(e) = 1, and for 
a l l  1  <  i i i ^ k  <  d  
uniformly in 0 < .t < 1, and also > 1 for at least one triple (i,j,k) then 
1 - q(e) = + 0(4 (2.13) 
ELl POiVQCiVo 
where PQ and VQ are the standardized left and right eigenvectors of MQ and Cj is 
the covariance matrix of i/® = (2/^1)2/^2' the number of offspring produced by 
individual of type i, when there is a critical process. 
There are several other processes involving the spread of a mutant gene for 
which multitype branching process theory has been used in calculating the vector of 
survival probabilities. Ewens (1969) investigated the effect of cyclical fluctuation of 
population size on the survival probability of a mutant gene. He considered a cycHc 
sequence of population sizes Ni, N2, A mutant which first appears 
when the population size is Nj^ is considered as type i. Pollak (1972) considered a 
species that lives in k isolated niches. A mutant individual of that species that lives 
in niche i is considered to be type i. Due to migration, an individual of a particular 
type can produce offspring of other types, if there is migration, as well as its own 
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type if they stay at the niche where their parent lives. A study on the survival of a 
mutant in an age-structured population (Pollak, 1992) also has been carried out by 
the multitype branching process approach. 
When the type of mating is partly by selling and partly by random mating, 
the mutant which is initially present in one heterozygous individual (for the diploid 
case), can also be present in homozygous individuals in the subsequent generations. 
Therefore the development of that mutant can be modeled by a multitype (two-type) 
branching process. Pollak (1987) studied this problem and calculated the survival 
probability of the mutant if there is weak selection, using the result on the approx­
imate survival probabilities in multitype population that has finally been derived 
rigorously by Hoppe (1992), although he thought he was following Eshel (1984). He 
showed that the survival probability of the mutant in this type of population is 
where G is the number of successful gametes produced by a particular adult, and 
and 52 are the selective advantages of homozygotes and hétérozygotes of the favorable 
allele over the homozygotes with other allele, respectively. When there is a Poisson 
offspring distribution, Pollak and Sabran (1992) showed that 
v a r { G )  = 2(1 -f- /?) 
so that (2.14) becomes 
1 — w = + 2(1 — fi)s2 (2.15) 
In particular if = 2^2 = a then 
1 — w = 2s 
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which is the same as the result in random mating populations. 
Pollak (1988) also studied the development of a mutant when there is partial 
sib mating. He takes couples as reproducing units. Each couple reproduces indepen­
dently of the others. Hence, since there are five possible types of couples, multitype 
branching process theory can be used to calculate the survival of a mutant gene 
originally present in one particular couple. He showed that an approximation to the 
probability that an allele A survives if it is originally present in one Aa heterozygote 
is proportional to Fjgsi + (1 — Fjg)s2, where and S2 are the selective advan­
tages of AA and Aa in comparison with aa, and Fjg is the equilibrium inbreeding 
coefficient in an infinite population. 
The Diffusion Approximation and Moran's Approach 
When the population size is finite, the branching process approach is no longer 
appropriate for calculating the survival probability. There are several other methods 
for this purpose which we shall now review. In the following review we consider 
the problem of calculating the survival probability of a favourable gene A in a one 
locus diploid population of size N. The same method and result can be applied to a 
haploid population by replacing the size by 2N. The mutant gene is assumed to have 
a selective advantage s over its allele. 
Fisher (1930) gave an approximate solution for this problem. He showed by a 
complicated heuristic argument that the survival probability is approximately 
^ ~ " 1 _ 
A result similiar to (2.16) was given by Wright (1931) by using a different method. A 
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more general result was given by Kimura (1957,1962) based on a diffusion equation. 
The diffusion approximation can be described as follows. Consider a population 
in which the frequency of the mutant gene a is p. Assume that population size is large 
and the change in p per generation sufficiently small that the change in p through 
time can be satisfactorily approximated by a continuous Markov process. Let u(p,t) 
be the probability of fixation of the mutant by generation t, then it can be shown 
that it will satisfy the following differential equation 
where and are the mean and variance of the change in p per unit time, 
respectively. 
If we write 
u { p )  -  l i m t _ , Q Q u { p , t )  
as the probability of ultimate fixation of the mutant then (2.17) becomes 
This is an ordinary difi'erential equation with boundary conditions u(0)=0 and u(l)=l. 
The solution of equation (2.18) can be shown to be 
/ /  G { x )  d x  
"(p) = "1 (2.19) 
/ o  G { x ) d x  
where 
G { x )  =  e  S x  d x  (2.20) 
For our problem = s.7:(l — x ) ,  p  = and = z(l - x ) / 2 N  so that 
= 47Va, G{x) = and we obtain from (2.19) 
l _ e - 4 N s  
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In a more general form, let <^(p, x ,  t )  be the probability density that the frequency 
of A becomes x after the t-th generation, given that it is p at t=0. Then it has been 
shown (Kimura, 1964) that <f) satisfies the following partial differential equation 
d < f > ( p , X , t )  ^  d ( l > { p , X , t )  
a t  " 2  g p 2  a p  
Note that this equation has (2.18) as its special case. 
Now let f(x) be an arbitrary function of the gene frequency. The cuniululative 
expected value of f(x) is 
C [ f { x ) ] =  f f f ( x ) ( j ) { p , x , t ) d t d x  (2.23) 
Jo JO 
Replacing (^(p, x^t) by the right hand side of (2.22) we obtain 
1 ,  • I"»/. 
or 
foo d 1 ^2 poo pi 
Jo = 2^SPq^^Jq Jq + M^p 
d fOO pi 
^ d p j o  J O  (2.24) 
The left hand side of this equation becomes 
[  f i x ) < f ) { p , x , o o ) d x -  f  f { x ) ( f ) { p , x , 0 ) d x  
J O  J O  
which further reduces to -f(p), since from the fact that the gene will either be fixed 
or lost, </)(p,.-B,oo) = 0, for 0 < z < 1, and from the fact that the initial frequency 
is p, 4 > { p , x , 0 )  =  1 for x=p and zero otherwise. The first and second terms on the 
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right hand side of (2.24) are ^V'^p(^''"[/(®)] and M^^C'[f{x)], respectively. Hence 
substituting these into (2.24), we obtain an ordinary differential equation for C[f(x)] 
as follows 
0 = m + \vsj,C" [ f ( x ) \  + (2.25) 
It has been shown by Kimura (1969) that the solution for (2.25) is 
C[/(a:)] = (1 - «(p)) / ^ { x ) u [ x ) d x  +  u { p )  f $(z)[l — w(z)](/a; (2.26) 
J o  J p  
where 
and u(x) and G(x) are as defined by (2.19) and (2.20), respectively. 
Several quantities of genetic interest may be obtained by assigning various func­
tions of X to f in (2.26). The following cases are some examples. 
1. f(x)=l, then C[f(x)] is the mean time to homozygosity. 
2. f(x) = u(x), then is the conditional mean time to fixation, given fixa­
tion. 
3. f(x)=l-u(x), then is the conditional mean time to loss or extinction, 
given loss or extinction. 
4. f(x) =2x(l-x), then C[f(x)] is the mean cumulative heterozygosity while alleles 
segregate. 
5. f(x) =2a^.-c(l — x ) ,  i.e., f(x) is genetic variance if there is additive gene action, 
then C[f(x)] is the mean cumulative variance while alleles segregate. 
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Equation (2.26) for special cases (2) and (3) has also been obtained by Narain 
(1990, section 5.3.2, pp 136-142) by using a conditioned diffusion approximation. 
These two cases have also been considered separately by Kimura and Ohta (1969a, 
1969b) who also checked the diffusion approximation by simulation experiments. Case 
(4) has been studied by Kimura (1969) and was used to derive the expression for the 
number of heterozygous nucleotide sites maintained by steady flux of mutation. 
An application of the diffusion approximation to nonrandom mating populations 
was done by Caballero, Keightley and Hill (1991) and Caballero and Hill (1992). This 
latter paper also considered special cases (2)-(5) and checked the diffusion approxi­
mation by simulation. 
Moran (1960, 1961) proposed the following method for approximating the sur­
vival probability. Let and be the number of copies of mutant gene A, in 
generations t and t-f-l respectively. Suppose that there exists a constant 6 such that 
(2.27) 
Then if there is initially one mutant gene in the population, we have, by repeated 
application of (2.27) 
e - 2 ^  =  P Q  +  
So that 
p  1 -  « - 2 *  
1_ e-'20N 
Where P q  and are the probabilities of extinction and fixation (survival) of the 
mutant gene, respectively. 
The problem now is to find 6 which satisfies (2.27). Moran (1960) showed that 
21 
the values of 6 which satisfies the inequalities 
5 ( 1  +  5 ) " ^  < 0 < s  
will approximately satisfy (2.27). 
This method has also been used by Pollak and Sabran (1992) to calculate bounds 
for the fixation probability of a gene in a finite diploid population reproducing par­
tially by selfing when the hétérozygotes are intermediate in viability. After some 
lengthy algebra they found that the value of 6 which satisfies 
e > 2»{1 + 3(1 + + A-j]}-! 
will approximately satisfy (2.27) when s is small. 
The Finite Markov Chain Approach 
Another method to calculate a fixation probability suitable for the situation 
where the number of possible copies of A is small, and the transition probability 
is known and independent of t, the generation index, is the finite Markov chain 
approach. Let pij be the probability that there are j copies of A in generation t+1, 
given that it has i copies in generation t. Let uj be the probability of ultimate fixation 
of A, given that there are j copies of it in generation 0. Then we have 
• 2 N  2 N - 1  
=  E  =  E  P i k H + P i 2 N  ( 2 - 2 8 )  
A!=0 &=! 
since uq = 0 and ^2^^ = !. In matrix notation (2.28) becomes 
u = Qu + P2JY 
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or 
(I-Q)u = P2iV 
where Q = { ( p i j ) ) \  i J=1,2,...2N-1, and u and P 2 J \ [  are the column vectors of ultimate 
fixation probabilities and fixation probabilities in one generation, respectively. Note 
that Q is the transition probability matrix associated with the transient states and 
limn—+oo(Q)"^ = 0, the null matrix. Hence (I —Q)"^, exists and the vector of 
fixation probabilities is 
u = (I-Q)~lp2^ (2.29) 
Now, as in diffusion approximation in the previous section, let /(pj), j=l,2,3,...2N-
1 ,  b e  a n  a r b i t r a r y  f u n c t i o n  o { p j  =  T h e n  t h e  c u m u l a t i v e  e x p e c t e d  v a l u e  o f  f { p j ) i  
while the process is in transient states is 
2iV-l oo 
C[/(Pj)]= ^ (2.30) 
j =  l t = 0  
but 
i t )  ((-1) 
k = l  
for j=l,2,3,....2N-l. So, (2.30) becomes 
2 N - 1  2 N - 1  oo 2 N - 1  
c ' i f i P j ) ]  =  È Py E E E P i k P k j  /W) 
j  =  l  j = l  t = l  k = l  
2 N - 1  2 N - 1  oo 
= f i P i ) +  E P i k  E EpL'/(pj) 
A : = l  j = l  t = 0  
2 J V - 1  
=  f ( P i ) +  E P 2 k ^ ' i f ( P k ) ^  ( 2 . 3 1 )  
Â:=l 
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since ^ = 1 if j=i and equal to 0 otherwise. Written in matrix form (2.31) becomes 
C f  =  {  +  Q c f  
or 
cy = (I-Q)-4 (2.32) 
where cy and f are 2 N  — 1x1 column vectors with i-th element C'[/(pj)] and /(pj), 
respectively. 
As with the diffusion approximation, we can obtain various quantities of genetic 
interest by assigning various form of fipj)- In particular, if f{pj) = 6pj, is the 
change in the frequency of A in one generation of selection, then, writing 6p = 
{ h h h 2  ^P2#-l)' 
r=(I-Q)-^(5p (2.33) 
is the vector of expected selection limits. The j-th element of r, rj, is the expected 
selection limit if the initial frequency of A is pj. Note that vj = Uj — pj, so that we 
can also obtain u from (2.33). 
It is also of interest to calculate the cumulative expected value of f ( p j )  up to 
generation t. Let us denote this expected value by Ci[f{pj)], then 
2 N - l t - l  
O t [ f i P j ) ] =  E  Y ^ P ^ f i P j )  
j = l  n = 0  
In matrix form, 
c(/ = ËQ'"'f 
n=0 




= (I-Q^)c/ (2.34) 
In particular, if f { p j )  = S p j ,  then 
r(0 = {I-Q')r (2.35) 
Where the j-th element of r(i) is the expected change of the gene frequency up to 
generation t, given that its frequency in generation 0 is pj 
Equations (2.33) and (2.35) have been used by Narain and Robertson (1969) to 
approximate the fixation probability and other quantities of a diploid population un­
der gametic selection. Their investigation can be reviewed briefly as follows. Suppose 
that the relative fitness of A to a is l+s to 1. The transition probability that there 
are j copies of A in generation t given that there are i of its copies in generation t-1 
is 
is the frequency of A after one generation of selection, and pi = 2^- The change in 
the frequency of A after one generation of selection is 
where 
% •  =  P i  -  P i  = ^ = gpifl - Pi)(l - gfi) 




^ i j  =  ^ { P j  -  P i )  
and 
0 1 0 1 
b i j  = -ylPj  +  ( 1  + ^ ) P i  -  -  ^P j ]  
and Pij{0) is the transition probability if there is no selection, i.e., s=0. 
In matrix form, we can write (2.36) as 
QS = Qo+5Qo+52Q'Q' + 0(s3) (2.37) 
where QG, QQ and QQ are (2N-1) x (2N-1) matrices with ij-th elements are P i j { 0 ) ,  
HjPijW (I bijp^j{0), respectively. The quantities r and v{t) in (2.33) and (2.35) 
can be approximated by operating certain functions of Qg onto 5(p), which is ex­
pressible in term of the right eigenvectors of QQ. The eigenvalues and eigenvectors 
of QQ has been obtained by Feller (1951) and Robertson (1952). 
After some lengthy algebra, Narain and Robertson (1969) found the expressions 
for Uj, rj and rj{t). Their expression is too lengthy to be copied here. The important 
result is that if N becomes large, s becomes small, while Ns remains constant, then 
" j  =  P j  +  -  P j )  +  -  P j  ) ( 1  -  2 p j )  -  ^W ^ 5 ^ P j ( l  -  p j ) ^  
which agrees up to the term involving with (2.21). Correspondingly, the ex­
pected change in the gene frequency after t generations of selection, for large N, 
is 
Q  n  r ,  t  ^ 2 , 2  _  t  
E t i P j )  =  P j  +  N s [ l  -  { I  - — N  s  ) e  2 7 i r  — e  W  
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l o o  1  i t  1  3 t  
+ -N a |1 - -e JN + -e -  pj){ l  -  2pj} 
- ^ -e-ér+e-ëf - - pjf (2,38) 
Some other studies where transition probability matrices have been used to cal­
culate fixation probabilities and other quantities in finite populations were done by 
Robertson (1960), Ewens (1963), Allan and Robertson (1964), Hill and Robertson 
(1966, 1968), Hill (1969), Carr and Nassar (1970) and others. These studies were 
carried out numerically by the help of a computer. Narain (1978) performed nu­
merical calculations on the average time until fixation of a mutant at a tri-allelic 
locus in a finite population by employing a Markov chain with trinomial transition 
probabilities. 
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CHAPTER 3. FIXATION PROBABILITIES OF A FAVORABLE 
GENE IN SMALL POPULATIONS 
Introduction 
In model I below, we will consider one locus in a diploid population, first under 
natural selection and then under artificial selection as a special case of the former. 
The artificial selection model is of main interest and was first studied by Kojima 
(1961) to calculate the mean and variance of the change in gene frequency due to 
mass selection. Curnow and Baker (1968) and Hill (1969) also considered this model 
in calculating the fixation probability of a favorable allele under mass selection. These 
latter studies rely on the assumption that the population reproduces by random mat­
ing. We will extend their results to populations reproducing partly by selfing and 
partly by random mating. The fixation probability will be calculated by two ap­
proaches, one being the finite Markov chain approach and the other the method of 
Moran (1960,1961). Numerical results obtained by the two methods will be com­
pared. We will also calculate by the finite Markov chain approach the cumulative 
expected heterozygosity and genetic variance, expected selection limit, mean time to 
homozygosity, and conditional mean times to fixation and extinction. 
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Model I 
Let M individuals be a random sample of diploid organisms taken from a large or 
(theoretically) infinite population. This population can be regarded as a conceptual 
population of progenies produced by the parents of the previous generation and the 
sampling process is a consequence of the finiteness of the population size. We assume 
that selection takes place at the adult stage before reproduction and, in repeated 
cycles of selection, the number of selected parents (N) and the number of individuals 
available for selection are constant from generation to generation. 
Under natural selection we assume that the probabilities of survival from zygote 
to adult for individuals with genotypes AA, Aa and aa are in the ratios l+2s:l+2hs:l, 
where s is a small positive number and h is a number between 0 and 1. The artificial 
selection program is as explained below. 
Suppose that before reproduction, the M individuals are ranked on the basis of 
a certain quantitative phenotype, and the top ranking N are selected to be parents 
of the next generation. We assume that there is no fertility difference among the N 
parents and there is no viability difference among the M individuals prior to selection. 
Let Y be the phenotypic value on which selection is based, measured as the 
proportion of its standard deviation in the conceptual population. Suppose that the 
distributions of Y among individuals with genotypes AA, Aa and aa are normal with 
unit variance and means equal to /t + ^, /i + and // — respectively, where 
— CO < fi < oo, —oo < a < DO, and —1 < c < 1. The distribution of Y in the 
population as a whole is actually a mixture of three normal distributions which differ 
only in their means. However, if a is small this distribution is approximately normal 
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with unit variance and mean 
9  =  P l l ( / '  +  | )  +  2 p i o ( A i  +  c | ) + P O O ( M - | )  
=  M  + | b - ?  +  2 c { l - / ^ ) p 9 ]  ( 3 . 1 )  
where is fixation index, p=l-q is the frequency of A and 
Pll  = + fm (3-2) 
2 p i o  =  2 ( 1  -  f t ) p q  (3.3) 
POO = <7^ + /(Pg (3-4) 
are the frequencies of individuals with genotypes AA, Aa and aa, respectively. 
The intensity of selection in this model is fixed at ^ while the point of trun­
cation, X, is a random variable. The distribution of X is the distribution of the 
(M-N)-th order statistic of a random sample of size M from a population which has 
density function 4>{y — 0) = (27r)~^ exp( —(y - 0)^), and therefore its density function 
is 
M! 9(2) = - 9) 
where 




In the artificial selection problem, the probabilities that zygotes of genotypes 
AA, Aa, or aa will be chosen as parents for the next generation are in the ratios 
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^^.4.4 : '• where 
POO I- ii(x -/(-§) 
"'''•4 = Loo l - . t ( . - ^ )  
y00 1 - #(z - u - c?) 
and #(z) is distribution function of a standard normal distribution. 
Let i=l, 2, 3 be the deviation of the means of individuals with genotypes 
A A, Aa and aa, respectively from 6, the mean of the population as a whole. From 
(3.1) we have 
^ 1  =  / '  +  ^  -  ^ =  -  c ( l  -  f t ) p ]  
9 2 =  ^ i  +  c ' ^ - 6  =  ' ^ { l  +  c -  2p[l + c(l - f t ) q ] }  
and 
^3 = M - I - ^ = -P«[l + c(l - f t ) q ]  
If a is small then $1, i=l, 2, 3 is also small and 0^ are negligible compared to d^. 
Therefore by a Taylor series expansion we have 
— « — — )  =  $ ( « ;  —  9 )  —  9 i ( j ) { x  —  9 )  
#(.T — // — c—) = $(« —  9 )  —  9 2 ( f > { x  —  9 )  
and 
+ — ) = #(a; —  9 )  —  9 2 < f > { x  —  9 )  
Hence 
^'^AA = 1 - c(l - f t ) p ]  
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^Aa = 1 + + c-2p[l + c(l - f t ) q ] }  
W a a  = 1 - pci^[l + c(l - f i ) q ]  
where 
'=IZ> 1 
Kojima (1961) calls k the generalized selection differential. The equivalent value of s 
in artificial selection can be calculated as follows 
l  +  2 s =  1  +  
W a a  1  -  p a k [ l  +  c { l  -  f i ) q ]  
so that 
2{1 - pa/j[l +'c(l - f t ) q ] }  
The value of k is difficult to calculate explicitly, therefore we need to make an ap­
proximation. The remainder of this subsection will be devoted to the approximation 
of k. 
First note that k can be written as 
M 
k  =  —  J  ^ [ x -  B ) g i { x ) d x  
where 
ai(') = (M-lf-miv-i)!'' - - «) 
is the density function of the (M-N)-th order statistic of a sample of size (M-1) from 
a population which has density function <f){x — 0), Let r] be the mean of the random 
variable which has density If we write f{x) = (f>{x — 9) and expand f(x) around 
7/ we have 
OO / \ 
f i x )  =  f [ r } )  +  — r n ( ®  -





Where rjj^ is k-th moment about rj of the random variable associated with the density 
function 51 (.ï). 
The remaining task is to calculate the moments, k=l,2,3... of the (M-N+1)-
th order statistic. The exact formula is difficult to obtain. Ruben (1954) gave a 
recurrence equation for the moments of order statistics in term of their moments 
at lower sample size if the parent population is normally distributed. His method 
is difficult to adapt to our problem, since in our case the sample size is large and 
arbitrary. Here we will approximate the moments of order statistics using the method 
which was originally developed by Pearson (1938) and pursued systematically by 
David and Johnson (1954), as follows. 
Let be the r-th order statistic in a sample of size n from a population which 
has probability density function f(x). Consider the probability integral transforma­
tion 
(3.7) 
This transformation takes the continuous order statistic into the r-th order 
statistic ^ sample of size n from a uniform(0, 1) distribution. We now invert 
the relation in (3.7) by 
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i.e., we consider as a function of Expanding about 
we obtain 
-^ V)  ^.|R^ [^(r) ~ Pr]' (3-8) 
1=0 
where Ç'^(pr) = Ç(pr), Q'(Pr) = —>=p^-
(r) 
The moments of h{Xr) = ^{^r) &re easier to calculate. Note that is the 
r-th order statistic from a uniform(0, 1) distribution, and hence (7^^^ is distributed 
according to a Beta(r, n-r+1) distribution. Therefore the k-th moment of is 
(A; + r- l)!n! 
( r - l ) ! ( 6  +  n ) !  ^  ^  
where B{a,b) = — x)^~^dx, is a Beta function. The k-th moment of 
h(Xr),  therefore, is 
J = 0  
= V fe! . U + r-  1)!to! r  
i!(A:-;)!(r - l)!(j + n)! 7i + 1 j=\ )  
(3.10) 
Moments of AV can now be approximated by considering only a few terms in the 
expansion (3.8) and using (3.10). David and Johnson (1954) gave the approximations 
for the first four cumulants of by ignoring the terms which have denominators 
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greater than {n + 2)%. By using their results and expressions that relate cumulants 
and moments of a random variable stated, for example, by Kendall and Stuart (1977, 
p.71), we obtain 
+ (^^^^2)3 ~ Qr)Qr' + j((9r - Pr)^ - Prqr)Qr^ 
+  g P r ? r ( 9 r  —  P r ) Q r  + - ^ P r Q r Q r ^ ]  (3.11) 
,2 = 
+  ,  ~  P r )QrQr + P r q r i Q r Q r ^  + «(Çr)^] (n + 2Y ^ 
+  [ ' ~ 2 ( g r  —  P r ) Q r Q r  + ( ( 9 ? "  ~  P r ) ^  ~  P r Ç r ) { ' ^ Q r Q r  
+  ^ (Qr) '^ +  P r q r i q r  -  P r ){-^QrQr^ + ^QrQr)) 
+ -^PrqriQrQr ^QrQr^ + (3.12) 
73 = ~~^[2(9r - Pr )(Qr)^ + 3pr9r(Qr)^Çr] 
+ ~~j^[-2(9r - P r K Q r ) ^  + 9((9r - P r ) ^  -  P r q r ) ( Q r ) ^ Q r '  
3 p r q r ( q r  —  P r ) { ^ { Q r ) ^  Q r '  +  " ^ Q r i - Q r ) ^ )  
Pr9r(^(Qr)^Q^ + GQrPrW + (0^)^)] ' " (313) 
^ 4  =  ' ~ ~ ^ [ ^ { . { q r  —  P r ) ^  —  P r q r ) { Q r ) ' ^  ' ^ ^ P r q r i q r  —  P r ) { Q r ) ' ^ Q r  
+4f 2g2((Q/)3ç;// + + 3,;^ (3.14) 
where if f { x )  = V' is the density of a normal distribution with mean 6  and unit 
variance, then, writing Ç^(Pr) = Qri 
Q't =  ^ (3.15) 
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Qr - (3.16) 
Qr' — —ô[2(Qr — 0)^ + 1] 
<^0 (3.17) 
Q r^ - ^[6(Çr - ^)^ + 7(Qr - ^)] (3.18) 
(3.19) 
—  —?[120(Qr ~ ^)'^ + 230(^7* — 6 ) ^  
ct>  ^
+72(^7- — 6 ) ^  + 127(^7* ~ ^)] (3.20) 
The generalized selection differential, k, can now be approximated, numerically, 
by applying equation (3.6)-(3.20), for given values of a. 
Bounds for the fixation index 
Let fi be the fixation index such that if p is the frequency of A at generation 
t then the frequencies of AA, Aa and aa in that population are 2p2Q and pqq, 
respectively, as defined in equation (3.2)-(3.4). Since genotypic frequencies change 
from generation to generation then so does /^. Our purpose in this subsection is to 
find bounds for which are independent of t. If we assume that the heterozygote 
is intermediate in viability, i.e., h=0.5, then the expected genotypic frequencies at 






''1 = + 2») + nod + >)l = P + "'i' I i'sT 
and qi = 1 — In term of those frequencies can be written as 
Pn = P l - ^ h + W m  (3.24) 
Vio = - ft+l)P111 (3.25) 
Poo = 91+ f t + l V m  (3.26) 
So from (3.22) and (3.25) we have 
(3.27) 
It can be shown that 
so if we write 
Pin =M + - p - Pi) 
^  _  p q  1 + s 
Piqi 1 + 2 s p  
(1 + a) 
l + 25p + s(l +/()(! - P - P i )  
1 + s 
1 + ap(l -  f t ) +  3 ( 1  +  f i ) ( l  -  PI) 
then it follows that 
1 + s 
1 + 2a 
Hence, from (3.27) we have: 
< 7 < 1 + s 
(3.28) 
(1 + ^(1 - f t ) { i  ^25^ < l  -  f t + l  < (1 -/3) + ^(1 - /i)(l + .s) 
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which, after some algebra implies that 
^(^1 +/i) </i+1 < ^(^2 +/i) (3.29) 
where >1]^ = 1 - s and A2 = • Repeated application of (3.29) yields 
+ (f  ) '( /0 -  4^) < ft  < + ( f  ) ' ( /0 -  A,^) 
If we assume that the population is subjected to the same system of mating for a 
long time, then 
or 
(3.30) 
The Finite Markov Chain Approach 
Suppose that the numbers of AA, Aa and aa individuals among the N selected 
parents at generation t-1 is q,i2, and 13 = N — ii -12, respectively. The probability 
that, among the N selected parents in the next generation, the numbers of AA, Aa 
and aa are ji, J2, and = N — ji - j'g, respectively is 
= (3.31. 
where pjg and pgo are as given in (3.2)-(3.4), with p  =  —27^) '  =  ('1)^2,'3), 
and j = (ji,j2,j3)-
Let X(i) = X2{t),X^{t))  denote the numbers of AA, Aa and aa among 
the N selected parents in generation t; then the stochastic process {X(i)}^Q is a 
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finite Markov chain with state space all 3-tuples (a:^) •'52) ®3) obeying the constraint 
XI + X2 + .1:3 = N, and stochastic matrix Pg = ((pij(s))). States (0, 0, N) and (N, 
0, 0) are absorbing states, while the remaining states are transient. Notice that the 
chain is not stationary, since pij{$) contains which depends on t. However, if s 
is small, we may replace by F = to have a stationary Markov chain. This 
enables us to approximate the fixation probability and other quantities in the original 
nonstationary process by standard results for stationary finite Markov chains. 
Let Qj be the submatrix of Pg associated with the transient states, i.e., we 
obtain Q5 by eliminating the first and last row and column of Pg associated with the 
states (0, 0, N) and (N, 0, 0). If u, r and cy denote the vectors of the ultimate fixation 
probability, the expected change in the frequency of A, and cumulative expected value 
of an arbitrary function f on the frequency of A, respectively, then 
u = (I-Qj)-lu(l) (3.32) 
r = (I-Q5)-l(5p(s) (3.33) 
Cf = (I-QJ-lf (3.34) 
where u(l) and Sp(s) denotes the fixation probability and the expected change in 
the frequency of A in one generation, respectively. Vector f has f(pj), an arbitrary 
function of pj, as its j-th element. The corresponding values after t generations of 
selection are 
u ( ( )  =  ( I - Q i ) u  ( 3 . 3 5 )  
r ( ( )  =  ( I - Q l ) r  ( 3 . 3 6 )  
Cf{t) = (I-Ql)cy (3.37) 
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Equation (3.32)-(3.37) can be evaluated numerically by high speed computer. 
Alternatively, we can obtain those values by approximating Pij(s) as follows. 
f:j(a) = Pij{0)(l + oijs) + O(s^) (3.38) 
where 
au = ^U0(^) = 2iV(pj-pi) 
and pj = P' ~ ~27V^" matrix notation we can write 
Qj = Q0 +aQ{) + 0(d^) (3.39) 
where QG = ((Pij(O))) and Qq is a matrix with the same dimension as QQ with 
generic element aijPij(O). 
Before we proceed with the calculation of r and r(t), we need to calculate the 
eigenvectors and eigenvalues of QQ and the operation of Qg onto those eigenvectors. 
It is shown in the Appendix, that the first three eigenvalues of QQ are 
^(1 + ^)1 (3.40) 
^2 = + (3.41) 
A3 = ^^j^[(2iV-l)(2JV-3)-6(2JV-3)f+ 3f2| (3.42) 
with the j-th element of the eigenvectors 
3/lj = Pj{l-Pj) (3.43) 
2/2j = Pj(l - Pj)(l - 2pj) (3.44) 
VZs = Pj(l - Pj)[7 -Pj(l - Pj)] (3.45) 
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where 
(2Ar-l)2(l  + F) + 2(3-4iV)F 
7 — 4A^2[(2YV - 1)(3 - 5 N )  -  2 { b N ^  - 157V - 9)F + 3(# - L)F2] 
and also 
QoYl = - A2)y2 (3.46) 
Qoy2 = ^(-^1 - •^2)(47 - l)yi + 4iV(A2 — ^3)73 (3.47) 
Where yi, i=l, 2, 3, are the first three eigenvectors of QQ, having I/JJ , i=l, 2, 3, as 
their j-th element respectively. 
The expected change in the frequency of A in one generation of selection if the 
initial frequency is p\ is 
5 p \ [ s )  =  — —  =  ( 1  +  • ^ ) P i ( l  -  P i ) s  
1  +  J p i  
In vector form we have 
(5p(s) = 5(1 + f)p#(l - p) = s(l + F)yi 
where the operator # means elementwise multiplication. 
Expected selection limit 
Let T s  =  (I - QJ)'"\ then approximately 
TA = TG + STQQQTQ + 0{S^) 
where TQ = (I — The expected selection limit is, from (3.33), 
r = Ts(5p(5) 
= 41 + F )TOYI + .2(1 + F )TOQ;,TOYI + 0(.3) (3.48) 
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Since Tq = (I-Qo) ^ ^0 '  
oo oo . 
Toyi = E Qoyi = E A"yi = mryi 
71=0 n=0 1 
(3.49) 
Similiarly 
'^0,^2 = (3-50) 
'^OYS = pz^ys (3-51) 
Hence substituting (3.46), (3.49) and (3.50) into (3.48), we obtain, ignoring the term 
0 ( J )  
= 2#jp#(l - p) 
The i-th element of r is 
n  =  2 N s p i ( l  -  P i )  +  _  I  +  3 ( %  _  1 ) ^ ^ ^ ' ^ ^  ~  ~  
Note that r; is the expected selection limit given the initial genotypic frequencies 
i = (ii)î2''3)' the frequency of A. However, from the above expression we can 
see that r; depends only on p;, the frequency of A. In other words, for other genotypic 
compositions different from i but with the frequencies of A equal to pi, the expected 
selection limits are also equal to r;. Therefore, if p is the initial frequency of A, 
regardless of the initial genotypic frequencies, the expected selection limit is 
u ( p )  -  p  ^  2 N s ( l  -  p )  +  1 - p)( 1 - 2p) 
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or 
"(P) = P + 2/V»p(l -P) + + - pMI - 2p) 
where u(p) is the fixation probability. When N becomes large and s becomes small, 
but Ns remains constant, then 
u { p )  =  p  +  2 N s p { l  -  p )  +  ^ N ^ s ^ p { l  - p)(l - 2 p )  (3.53) 
which is equivalent to the result of Kimura (1964) and Narain and Robertson (1969), 
up to the term N'^s^, for the random mating case. 
Expected change in the gene frequency at generation t 
Let = (I — Qj), then we have the following expansion: 
TS = I-Q^-.(Q^)' + 0(.2) 
So, the expected change in gene frequency at generation t, from (3.36) becomes 
r(t) = T^r 
= 2A',(I-Q$)yi+2#V||^^|±M^)(I-QÊ)y2 
-2Ns^{Q^Q)'yi+0is^-) (3.54) 
But (I - QQ)yi = (1 - A^)yi and (I - Qo)y2 = (1 - ^2^y2- Also, it is shown in 
the Appendix, that (Qq)^! = ~ ^2^y2- Substituting these into (3.54) and 
ignoring the term O(s^) we obtain 
r(l) = 2Af,(l-Ai)yi+2ivV[?ti±M5M,(,_4,y2 
-2N'^3^{\^^ - A2)y2 
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— 2 — (1 + iVs)Aj — iVsA2]p^(l — p) 
]{1 - A2)p#(1 — p)#(l - 2p) (3.55) 
Where p, is a vector having p; as its 1-th element. The gene frequency at generation 
t, given p, the frequency of A in generation 0, is equal to 
Other quantities 
Various other quantities can be obtained by setting various forms of fin (3.34). 
Let = {C[h{pi)]yC[h{p2% the vector of the cumulative 
heterozygosity rendered by allele A, before its fixation. Then we can obtain by 
setting f = 2(1 - F)p#(l - p) in (3.34), so that 
The j-th element of cj^, C[/!(pj)] is the expected cumulative heterozygosity if initially 
the frequency of A is pj. 
If A is an allele that has just arisen by mutation, then it is also of interest to 
calculate the total genetic variance contributed by the new mutant during its life 
^tip) ~ P "t" 2A^a[l — (!-{- 2Ns)X^ — 2iVsA2]p(l — p) 
~ •^2)P(^ ~ p)(^ - 2p) (3.56) 




time. Let us assume additive gene action with genotypic values for AA, Aa and aa 
being 0, and respectively. The genetic variance, if the frequency of A is pj, 
is 
«2 
^4 = (1 + F)—-Pj) 
2 
Hence setting f = v = (1 + — p) into (3.34) we obtain 
- 1  « 2  
CV  —  ( I - Q 5 ) (1  +  F) — p # ( L  —  p )  
«2 
=  ( 1 +  F ) y [ T o y i + 5 T o Q o T o y i ]  
-
= 'Va2p#(l-p)#{l + iV.[|^^i±M5i||)(l-2p)} (3,58) 
We have not calculated the mean time to extinction and the mean time to fixation 
of the favorable allele or the mutant, since it requires operation of QQ onto p which 
is not an eigenvector of QQ. Numerical calculation is possible, since what we need 
is the inversion of matrix I - QG and the selection coefficient s. The procedure and 
results of this numerical calculation will be given in a later section. 
Moran 's Approach 
In this section we will approach the problem by a method that was first proposed 
by Moran (1960, 1961). The main idea is to find a constant value $, such that the 
conditional expectation E[e 2A^^(p( % —= 0, where pi is the frequency 
of A in generation t among the N selected parents. 
Let p be the frequency of A among the N selected parents in generation t, and 
p' be its frequency in the next generation. Then the cumulant generating function of 
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the change in the number of A genes is 
Ji(0 = lni5[exp(2iV^(p'- p))] 
(359) 
The first two cumulants are 
"1 = 
= -2iVp + i!Ar[pii(^^)+P10(j^)l 
= (3.60) 
1 + 2ap 
and 
'•2 = 
= 2;Vp,(-l^){l+s + 2»(l-2p)^-2»2p,(i^)} (3.61) 
1 + 2sp 1 + /i 1 + 2sp , 
The third and fourth cumulants vanish when p=0 or p=l and therefore contain a 
factor pq. 
The moments of the change in the number of A genes can be derived from its 
cumulants. For example the following equations express the first four moments in 
terms of the first four cumulants (see e.g., Kendall and Stuart, 1977 p.71). 
iE;[2A^(p'- p)] = «1 (3.62) 
E[2#(/ - p)]2 = K2 + «i (3.63) 
E[27V(p^ - p)]^ = «3 + 3K]^K2 +'^1 (3.64) 
£'[2iV(p'- p)]^ = «4 + 4K3K1 + 3^2 + 6k2K2 + «f (3.65) 
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From (3.62)-(3.63), it can be shown that the first and second moments are 
E [ 2 N ( v ' - p ) ]  =  " (3.66) 
= 2iVp,(i^){l + » + 2<i(l-2p)^ 
1 + 1  +  f t  
+2(iV-l)52pg(l^)} (3.67) 
While if s is in the same order of magnitude as then the third and fourth 
moments are 0(N) and 0{N'^), respectively. 
We are now in the position to apply Moran's method. Thus expanding the 
moment generating function M( — $) = "P)), by Taylor series we obtain 
T 2 3 
M(-$) = 1 - < S E [ 2 N { p '  -  p)] + —^[2iV(p' - p)]2 -  ^ E [ 2 N { p '  - p)]^ 
+ ^ ^[(2Ar(p' - p))4e-2iV$*(p'-p)| (3.68) 
Where 0 < $* < $. Substituting (3.66) and (3.67) for the first and second moments 
of 2N{p' — p), (3.68) becomes 
M ( - # ) - l  =  2 9 N p q ( ^ ^ ) { s - ^ [ l  +  s  +  2 s ( l - 2 p ) ^ ^ ^  
^ 2 ( N  -  - P))® 
- j£[(2;v(p' -p))''e-2A'®*(/-p)|]} (3.69) 
Suppose for the moment we ignore the third term in the curly bracket in the 
right hand side of (3.69), then the remainder of the right hand side of (3.69) will be 
positive or negative according to whether $ is less or greater than 
/ 26 
4 = f r—^ (3.70) 
1 + 41 + 2(1-2p)l%) + i ( N  -
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It follows from (3.30) and (3.70) that 
Hence from (3.69) we have 
M(-^O) < 1 < 
Therefore 
£.[e-2iVp'$0|p] < e-2^P^0 
and 
^ g-2^Vp$i 
Because A is either lost or fixed in the long run, it follows that if pg is the initial 
frequency of A, and if U(PQ) is the fixation probability then 
+ [1 - "(PO)] ^ e~^^^OPO 
and 
"(PO)^"^^'^^ + [1 - "(PO)] ^ 
l_ e -2^^0P0 i_ e -2iV^lP0 
l_g-2Ar$o < "(P0)< ^ _ g_2^$i 
If s is small both ^ q and $ ^  tend to 2s so that 
(3.73) 
which is independent of ^ and is the same as the result on random mating population 
found by Kimura (1962, 1964) by using the diffusion approximation. 
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Numerical Procedures and Results 
The lower and upper bounds for fixation probabilities when there is additive gene 
action on viability at various values of s, N, /3, and pQ are calculated by inequality 
(3.73). The approximate fixation probabilities will also be calculated by the finite 
Markov chain approach. This Markov chain differs from the one that was explained 
in the previous section, in that we consider the numbers of A alleles as its states 
instead of the numbers of the three genotypes as before. The transition probability 
from state k to 1 of this new Markov chain, for arbitrary degree of dominance (h), is 
PW(»)= E (s.re) 
2ji+J2=^ 
where p^^, p^g and pqq are as defined in (3.2)-(3.4) with p = and A = p^ji + 
hpiQ. The reason for considering the numbers of A alleles instead of the numbers 
of the three genotypes as the states in the Markov chain is to reduce computation 
time, since, for this new Markov chain, the dimension of the transition matrix will 
be reduced considerably. 
Several other quantities of genetic interest were also calculated by using equation 
(3.34) and appropriate forms of cy, provided that in that formula now becomes 
a (2N-1) X (2N-1) matrix with the kl-th element Pj^/(s) as given in (3.75). These 
quantities, assuming the initial gene frequency is pf^ = are 
1. The mean time to homozygosity, which is the k-th element of (I — Qs)~^l. 
2. The conditional mean time to fixation, given fixation, i.e., excluding the case 
t f { p u )  
of extinction. This quantity equals to where (y(pj^) and u{pf^) are the 
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k-th elements of (I — a n d  u, respectively; and u is the vector of fixation 
probabilities. 
3. The conditional mean time to extinction, given extinction i.e., excluding the 
case of fixation. This quantity is equal to where is the k-th 
element of (I — Qa)~^(l — u). 
4. The cumulative expected heterozygosity, which is the k-th element of (I — 
Q,)-l2(l-F)p#(l-p) 
5. The cumulative additive variance, which is equal to the k-th element of (I — 
Qs)~^V4; where is a vector with the k-th element equal to the additive 
variance when the frequency of A is pj^. 
6. The cumulative nonadditive variance, which is equal to the k-th element of 
(I — Qs)~^V£); where the k-th element of is the dominance variance plus 
the covariance between additive and nonadditive values due to inbreeding. 
Note that in our model, the genotypic values for AA, Aa and aa are c^, 
and — respectively, which is equal to the means of the phenotypic character Y in 
each of those genotypes, minus the same appropriately chosen term. The additive 
variance, when the frequency of A is p^, is equal to 
^ A k  = 
where 7/ = ^[1 -f c(l — 2p)(l — F ) / { 1  4- F)] is the average effect of gene substitution 
making allowance for nonrandom mating (see e.g.. Falconer, 1985; Crow and Kimura, 
1970). The total genotypic variance is equal to (Caballero and Hill, 1992) 
^Gk = ^Ak + - P k ) ^  +  [ P k ( ^ - P k ) i ^  -
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So that the nonadditive variance is equal to 
V D k  = 
^Ak ^Dk the k-th elements of and V£), which were used for the calcu­
lation of quantities (5) and (6), respectively. 
The relation between the value of c in the genotypic value for Aa and h in the 
viability model needs to be derived so that we only need to specify either one of them 
for each of the three types of gene action that were studied. From the relation 
l  +  2 h s  =  
W a a  
l  +  f { l - 2 p  +  c [ l - 2 { l - f t ) p q ] }  
1 -  pafc[l + (1 -  f t ) c q ]  
=  I I  a f c ( l + c )  ,  
2{1 -paÂ:[l + (1 -  f t ) c q ]  
we obtain, after substituting (3.5) for s 
/î  = ^(l + c) (3.76) 
A program for calculating the bounds and the approximate fixation probabilities 
was written in PROC IML/SAS. The results are given in Table 3.1. In this table, 
the light and bold-faced numbers are the lower and upper bounds respectively, while 
the numbers in brackets are the approximate fixation probabilities calculated by the 
Markov chain approach. 
There is agreement between the bounds calculated by Moran's approach and the 
approximate fixation probabilities calculated by the finite Markov chain approach, 
in the sense that the latter lies within the two bounds. The distance between the 
bounds is generally very small when /3 is small, and it becomes larger as /3 increases. 
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It can be seen also from the table that the approximate fixation probabilities are not 
much affected by f3, the rate of selfing. This confirms what was suggested by equation 
(3.53) that when there is weak selection and additive gene action, then the fixation 
probabilities are the same as it would be when /3 = 0, i.e., when there is random 
mating. 
Table 3.2 gives the fixation probabilities (u), the mean time to homozygosity 
(iff), the conditional mean time to fixation [tp] and extinction of a single copy 
of a mutant gene initially present in the population, when there is dominance (h=l), 
additive (h=0.5) and recessive (h=0) gene action on viability, at various values of s 
and f3. As also suggested by equations (3.53) and (3.74), the fixation probabilities 
are not much affected by the rate of selfing when the gene action is additive. How­
ever, if A is dominant the increase in the rate of selfing will decrease the fixation 
probabilities, while if it is recessive, the converse is true. The increase in the rate 
of selfing will also decrease the mean time to homozygosity, the conditional mean 
time to extinction and fixation, regardless of gene action on viability. This result is 
expected since inbreeding speeds up the process toward homozygosity which ends up 
in either fixation or extinction of the mutant. 
Table 3.3 gives the cumulative heterozygosity (C^), cumulative additive (V^) 
and nonadditive (F^) variance contributed by the mutant during its life-time, i.e., 
before fixation or extinction, at various values of a and /?, and under artificial se­
lection. The values of s, which are required in (3.75) to calculate the transition 
probabilities, were approximated by where k is the generalized selection differ­
ential as given in (3.6). The values of N and M for this calculation are fixed at 10 
and 100, respectively. Note that in this table, for consistency with Table 3.2, we put 
the values of h instead of c to represent the dominance, additive, or recessive gene 
action. The relation between h and c is given in (.3.76). Also, for the additive case, 
values of Vj^ are not given in the table since they are equal to 0. Regardless of the 
type of gene action, the cumulative heterozygosity, as expected, will be decreased by 
the increase in the rate of selfing. For additive gene action, this result can also be 
deduced from equation (3.57) and (3.58). The cumulative additive variance will be 
decreased by the increase in the rate of selfing if A is dominant, while if it is recessive, 
the converse is true. For additive gene action, the cumulative additive variance is not 
much affected by the increase in the rate of selfing. 
Discussion 
We have analyzed a model where each parent has the same capability of pro­
ducing offspring, i.e., there is no fertility difierence among parents. If there is no 
selection, then the population consists of M individuals each generation, and as off­
spring of an individual are all formed independently, the number of offspring of a 
given parent will be binomially distributed with M trials and probability of success 
When M is large, this distribution will be well approximated by a Poisson distri­
bution. Pollak (1987), in a corrected version in Pollak and Sabran (1992) showed, by 
a multitype branching process approach, that for a Poisson offpring distribution, and 
additive gene action on viability, the fixation probabilities are not much affected by 
the rate of selfing. This agrees with the present result when N is large and with the 
numerical work of Caballero and Hill (1992) who used the diffusion approximation. 
One implication of this result, as noted by Pollak and Sabran (1992), is that partial 
selfing results in rapid progress toward the selection limit, since, while the limit re-
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mains the same the response in one cycle of selection is larger than that for random 
mating. 
By comparing equations (3.52) and (3.54) we can also obtain half-life of the 
selection process, i.e., the time by which the expected change in gene frequency is 
half of that in the limit. This quantity can be obtained by solving for t in the equation 
n { t )  =  ^ r i  
where r;(() and r; are the i-th element of r \ ( t )  and rj, respectively. The solution 
to this equation is difficult to obtain analytically. However, numerical solution is 
possible by employing an iterative method for solving nonlinear equations, such as 
the Newton-Raphson method. 
There is a weakness of the present study that should be recognized. The as­
sumption that the Markov chain is stationary will be violated if s is not too small; 
since in this situation the fixation index fi will not be constant through generations. 
Furthermore, the expansion in (3.38) needs higher order terms in s. This will increase 
the number of eigenvalues and eigenvectors needed for operating onto the column 
vector of the mean in the change in gene frequency, which makes the calculation more 
tedious. 
Table 3.1: Bounds and approximate fixation probabilities in one locus diploid pop­
ulations 
N Po — 0.25 
= 0.2 = 0.4 /3 = 0.6 f 3  —  0.8 /? = 1.0 
PO = 0.75 


























































































































































































































































































Table 3.2: Fixation probabilities (u), the mean time to homozygosity {tff), the 
conditional mean times to fixation (tp) and extinction (tp) of a single 
mutant gene 
h s il o
 
o










 ( 3 = 1 . 0  
0.0 0.02 u 0.063 0.065 0.066 0.068 0.069 0.071 
7.179 6.614 6.013 5.367 4.667 3.885 
t p  35.313 32.009 28.633 25.172 21.598 17.849 
t p  5.285 4.863 4.413 3.932 3.408 2.821 
0.06 u 0.087 0.093 0.100 0.106 0.113 0.120 
6.977 6.587 6.141 5.631 5.038 4.331 
t p  31.155 28.553 25.852 23.027 20.044 16.830 
t p  4.660 4.324 3.961 3.565 3.126 2.623 
0.10 u 0.108 0.120 0.132 0.145 0.159 0.173 
6.743 6.478 6.153 5.752 5.255 4.624 
t p  27.549 25.372 23.104 20.715 18.169 15.388 
t p  4.214 3.906 3.574 3.213 2.816 2.365 
0.5 0.02 u 0.071 0.071 0.071 0.071 0.071 0.071 
7.810 7.085 6.338 5.564 4.754 3.885 
t p  36.966 33.242 29.486 25.688 21.828 17.849 
t p  5.587 5.090 4.573 4.030 3.453 2.821 
0.06 u 0.121 0.121 0.121 0.121 0.120 0.120 
8.778 7.947 7.096 6.219 5.305 4.333 
t p  34.940 31.414 27.858 24.261 20.603 16.830 
t p  5.179 4.724 4.247 3.747 3.211 2.623 
0.10 u 0.176 0.175 0.175 0.174 0.174 0.173 
9.451 8.543 7.615 6.662 5.674 4.624 
t p  32.053 28.813 25.544 22.236 18.870 15.388 
tp^ 4.635 4.236 3.817 3.373 2.895 2.365 
1.0 0.02 u  0.078 0.076 0.074 0.072 0.071 0.070 
8.519 7.601 6.687 5.771 4.844 3.885 
t p  38.745 34.551 30.379 26.221 22.062 17.849 
t p  5.919 5.336 4.742 4.132 3.498 2.821 
0.06 u 0.160 0.152 0.144 0.136 0.128 0.120 
11.174 9.668 8.240 6.884 5.590 4.331 
t p  .39.505 34.746 .30.111 25.595 21.186 16.830 
t p  5.767 5.167 4.559 3.939 3.300 2.623 
0.10 u 0.256 0.240 0.223 0.206 0.190 0.173 
t p  37.862 33.038 28.397 23.926 19.009 15.388 
t p  4.971 4.518 4.037 3.524 2.973 2.365 
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Table 3.3: The cumulative expected heterozygosity additive (V^) and non-
additive {V^j) variance contributed by a single mutant gene during its 
life-time 













0.0 0.25 3.541 2.830 2.118 1.406 0.697 
K4 0.020 0.021 0.022 0.022 0.024 
0.010 0.011 0.010 0.008 0.005 
0.75 3.541 2.830 2.118 1.406 0.697 
0.182 0.186 0.196 0.213 0.236 
Ko 0.093 0.095 0.089 0.073 0.044 
0.5 0.25 3.541 2.830 2.118 1.406 0.697 
K4 0.055 0.055 0.055 0.055 0.055 
0.75 O h - 3.541 2.830 2.118 1.406 0.697 
0.498 0.498 0.497 0.494 0.490 
1.0 0.25 O h  3.541 2.830 2.118 1.406 0.697 
0.057 0.050 0.044 0.039 0.034 
YO 
O h  
0.010 0.011 0.010 0.008 0.005 
0.75 3.541 0.283 2.118 1.406 0.697 
K4 0.514 0.453 0.398 0.348 0.305 
0.093 0.095 0.089 0.073 0.044 
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CHAPTER 4. SURVIVAL PROBABILITIES OF MUTANT GENES 
Introduction 
In this chapter we will calculate the survival probabilities of mutant genes in 
populations reproducing partially by selling. There are two types of populations to be 
considered; one type involves diploids with two linked loci and the other involves one 
locus autotetraploids. In both cases, we assume that selling occurs with probability 
/3, and that the mutant genes have a slight advantage over their wild types. The 
calculation is done by a multitype branching process approach. For some special 
cases, expressions for the survival probabilities can be derived analytically. However 
for general cases in both models, we should do numerical calculations since analytical 
derivation of the survival probabilities is too difficult to handle. 
An expression for the variance effective size of an autotetraploid population with 
an arbitrary degree of double reduction will also be derived. The result will be used 




Consider two loci, A and B. Suppose that initially the population consists of 
individuals with genotype ab/ab. At generation 0 an ab chromosome in one individual 
mutates to AB and no more mutations occur. Here A and B are alleles that differ 
from a and b respectively. 
Let us assume that the population is large but finite, and the population repro­
duces by partial selfing. In the early generations after the mutation, the number of 
individuals that have an A or B in their genotypes is small. Therefore, the probability 
that two mutants will mate is negligible. In other words, any mutants will be almost 
certain to mate with individuals with genotype ab/ab, if they do not reproduce by 
selfing. More generally, a line descended from one mutant indvidual will develop 
independently of other lines. 
Suppose that neither of the two mutant genes A and B exhibits fitness high 
enough for independent survival, but epistasis between the two give rises to a high 
joint fitness value. In other words a line of mutants descended from an individual 
with any of the genotypes Ab/Ab, Ab/ab, aB/aB, aB/ab, will ultimately become 
extinct with probability one. This assumption was used by Kojima and Schaffer 
(1964) to calculate the survival probability in a random mating population. We will 
extend their result to a population reproducing by partial selfing. 
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One fitness model that satisfies the above assumption is: 
A B  A b  a B  a b  
A B  l + 3s 1 + 25 1+25 1 + 5 
A b  1 + 25 1 1 + 5 1 
a B  1 + 2s 1 + 5  1 1 
a b  1 + s 1 1 1 
The interpretation of this fitness matrix, is that, for example, the probability with 
which zygotes with genotypes AB/Ab and Ab/aB survive to adulthood are in the 
ratio (l+2s):(l+s). 
With the above assumption we can model the process of change of the number of 
mutants in the population by a five-type branching process model, since the survival 
of the mutant is possible only through the survival of five genotypes, namely AB/ab, 
Ab/aB, AB/aB, AB/Ab and AB/AB, and lines descended from separate individuals 
of one generation develop independently. Let us denote individuals with genotypes 
AB/ab, Ab/aB, AB/aB, AB/Ab, and AB/AB as types 1 to 5, respectively. Let Yij 
be the number of offspring of type j produced by a parent of type i. Here we consider 
the number of individuals in any generation at their adult stage. The distribution of 
the frequencies of offspring produced by the five types of parent is given in Table 4.1. 
In that table p is the recombination fraction, and j3 is the rate of selfing. 
Model III 
In this model we consider an autotetraploid population reproduced by partial 
selfing. We also assume that initially the population consists of individuals with 
genotype 04, and at generation 0 an a gene in one individual mutates to A, where 
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sor 1 2 3 4 5 
1 random l - p  0 0 0 0 2 
selfing 2(1-^)2 2/ 2 p { l - p )  2 p { l  -  p )  4 
2 random P  0 0 0 0 2 
selfing 2(1 2 p [ l - p )  2 p { l -  p )  4 
3 random 1 0 0 0 0 2 
selfing 0 0 2 0 1 4 
4 random 1 0 0 0 0 2 
selfing 0 0 0 2 1 4 
5 random 1 . 0 0 0 0 1 
selfing 0 0 0 0 1 1 
A is an allele that differs from a. As in the previous model we assume that the 
population size is large so that the mutant individuals are almost certain to mate 
with individuals with genotype 04 if they do not reproduce by selfing. 
There are four possible types of individuals that contain the mutant gene in 
any generation, namely .44, ;4ga, .42«2; /lag. If a. is the probability of double 
reduction, i.e., the probability that two sister chromatids enter the same gamete 
at metaphase II of meiosis, and /?, as before, is the probability of selfing, then the 
distribution of offspring produced by the four types of parent is as given in Table 4.2. 
Let Zij be the number of offspring of type j produced by a parent of type i. 
By the above assumption, each individual will give rise to a line which develops 
independently of other lines. Hence, as before, we could model the process of change 
of the number of the four types of mutant individuals by a four-type branching process 
model. 
We assume that the survival probabilities from zygotes to adult of individuals 
of types 1 to 4 are in the ratios l+4s:l+3s:l+2s:l+s, respectively. We also assume 
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sor 1 2 3 4 
1 random 0 0 1 0 1 
selfing 1 0 0 0 1 
2 random 0 0 2  +  a  2(1-a) 4 
selfing (2 + a)2 4(1 — a) Q a ^  —  4a(l — a) 16 
x(2 + a )  — 4 a  + 4a 
3 random 0 0 1 + 2a 4(1 - a) 6 
selfing (l + 2a)2 8(1 - a) 24a2 8(1 - a) 36 
x(l + 2a) -24a + 18 x(l + 2a) 
4 random 0 0 a  2(1-a) 4 
selfing «2 4a(l— a) 6a2 4(1 - a) 16 
—4a + 4 X ( 2 + a ) 
that the expected number of successful gametes would be equal to 2, if there were no 
selection. 
Analysis of the Models 
Preliminary calculations 
The calculation of the survival probabilities relies heavily on equation (2.13). 
To apply this equation, we should calculate the dominant eigenvalue of the first 
moment matrix of a slightly supercritical branching process. Unfortunately in the 
two models above, the dominant eigenvalues of the first moment matrices, if there is 
selection, i.e., the first moment matrices of the supercritical processes, are difficult 
to obtain directly. However, we can approximate those eigenvalues from the left and 
right eigenvectors of the first moment matrices of the corresponding critical process, 
whose eigenvalues are equal to 1. This approximation is as follows. 
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Let ME and MQ be the first moment matrices of the supercritical and the corre­
sponding critical branching process respectively, i.e the dominant eigenvalues of ME 
and MQ are A(e) and 1, respectively, with limg_^Q /\(e) = 1. Let p' and v be the left 
and right eigenvectors of ME associated with A(e), respectively, standardized so that 
p'v = p'l = 1. Similiarly, let PQ and VQ be standardized left and right eigenvectors 
of MQ associated with the unit eigenvalue. If we write p' = pp + d, v = VQ + e, and 
Me = MQ + AM) then 
(MQ + A^/)(VO + e) = A(e)(vo + e) 
Since MQVQ = VQ we have 
A^/vq + A^/e + Mge = e + (A(e) - l)vQ + (A(e) - l)e (4.1) 
Premultiply both side of (4.1) by PG and by noting that PQMQ = PQ, we obtain 
PQ^M^O + - ('^(^) -1) + ('^(^) - l)Po® 
or 
A(e) = 1 + PQA^VQ + pgfAjj^ -  (A(e) -  l)I]e (4.2) 
Note that since e —» 0 as A(e) —> 1, it is.reasonable to expect that elements of e are 
of the same order of magnitude as (A(e) — 1). Hence the last term of the right hand 
side of (4.2) is 0(A(e) — 1). Furthermore in most cases we will consider. Me is of 
the form Me = MQ(I + SD), where D is a constant diagonal matrix and s a small 
positive number. Therefore A^ = SMQD and equation (4.3) becomes 
A(e) = 1 + SPQDVQ + 0(A(e) — 1) (4.3) 
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Equation (4.3) essentially is a special case of perturbation theory proved by Franklin 
(1968 section 6.12). A slightly different derivation of (4.3) has also been given by 
Pollak (1988). 
Model II 
Complete linkage. When /a = 0, i.e., complete linkage, it can be seen from Table 
4.1 that a parent of type 1 (AB/ab) can only produce offspring of types 1 and 5, 
and so does a parent of type 5. Hence, the development of mutant genes A and B, 
if they are originally present in one individual of type 1 can be studied through the 
development of individuals of types 1 and 5, and we can model the development of 
the mutant by a niultitype branching process. 
The first moment matrix of Yj^j i, j = l, 5, without selection is 
<0 = 
(0 )  .  The characteristic equation for is 
0 = (A — ^)(A — 1) 
So, the dominant eigenvalue of is 1. The left and right eigenvectors associated 
2  1 - m  




Po - -/3),g) 
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If there is selection, the first moment matrix becomes 
where 
( l  o \  D = 
V" V 
The numerator of (2.13) now becomes 
ZPoDvQfQi =a(^)(i^) 
The denominator of (2.13) is in this case equal to 
^[4(1 -/3)var(^yii + %) + AM^^51 + ^55)] 
If G is a random variable which denotes the number of successful gametes pro­
duced by an individual of type 5 (AB/AB), if there is no selection, then, as pointed 
out by Caballero and Hill (1992), G is equal to twice the number of selfed offspring 
plus the number of offspring from random mating. Hence, 
^«^(^^51+^55) = + 2}g5) 
=  ^ V a r { G )  (4.4) 
Also, regardless of whether an individual of type 1 reproduces by selfing or random 
mating, half of its successful gametes are expected to be of type AB, if there is 
complete linkage and no selection. Hence, given G=g, + 2}^^, with no selection, 
will be binomially distributed with g trials and probability of success equal to g. So, 
V a r { Y ^ l + 2 Y i ^ )  =  E G [ V a v { Y i i + 2 Y i ^ ) \ G ]  +  V a T Q [ E { 2 Y i ^  +  Y i i \ G ) \  
= j[2 + V a r ( G ) ]  (4.6) 
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Since we assume that the expected number of successful gametes is equal to 2. Hence 
the denominator of (2.13) becomes 
The survival probability of the mutant if it is originally present in one individual 
of type 1 is, from (2.13), 
[2(1-^) + FL(C7)]' 
If there is Poisson distribution of offspring then 
Far(G') = 4^ + 2(1-/?) = 2+ 2/? 
Hence (4.6) becomes 
1 — = (2 + /5)5 (4.7) 
General case. In general, for any value of /?, 0 < /3 < 1, and /9, 0 < /o < 1, the first 
moment matrix of Yij i,j=l, 2, 3, 4, 5, without selection, is 
m - p )  
2 
< = 
0 p { l - p )  ^ p { l - p )  / ? ( l - p ) '  
Y  HI - /))(! - /)) 2 2 




0 ( 1 - / 3 )  
( 1 - / ? )  0  0  
2(1-/3) 0 0 
while if there is selection, the first moment matrix becomes 











The dominant eigenvalue of is difficult to obtain explicitly. However, it can 
b e  v e r i f i e d ,  b y  p l u g g i n g  A = 1  i n t o  t h e  c h a r a c t e r i s t i c  e q u a t i o n ,  t h a t ,  u n l e s s  p  =  0  o t  
/3=1, the dominant eigenvalue is not equal to 1. A preliminary numerical calculation 
also indicates that even under selection in favor of the mutant genes, the dominant 
eigenvalue of the first moment matrix of Y^j, i,j=l, 2, 3, 4, 5, is less than 1 for some 
values of s except when = 1 or /J = 0, i.e., the process is subcritical and the survival 
probability is equal to 0 according to theorem 2.1. However for some values of the 
parameters for which the dominant eigenvalues are greater than 1, we can still do 
numerical calculation of the survival probabilities by using (2.13). The numerical 
result for this general case will be discussed later in the Numerical Procedures and 
Results section in this chapter. 
Model III 
Random mating. When / S — 0 ,  i.e., random mating, it can be seen from Table 4.2 
that a parent of type 4 (/lag) can only produce ofi^spring of type 3 and 4, and so does 
a parent of type 3. Therefore if we start with an individual of type 4, the development 
of the mutant gene can be studied through the development of individuals of type 3 
and 4. Hence, we can employ a two type branching process model to study the fate 
of a mutant gene in this special case. 
The first moment matrix for Zjj, i,j=3, 4, evaluated at /?=0, if there is no 
selection, is 
M (0)_ Oa -
l + 2 a  4(l-a) 
"ST" —3— 
a  
Y 1 — a 
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while if there is selection 
where 
D = 
(0);, The characteristic equation for Mg^ is 
2 0 
0 1 
1 0 — (A — 1)(A — -(1 - A)) 
Hence the dominant eigenvalue is equal to 1. The standardized left and right eigen­
vectors, po and Vo, associated with this eigenvalue, can be shown to be 
and 
PO = -  a)) 
2 + ci 2 
The numerator of (2.13), in this case becomes 
2p()Dvovoi5 = 4svoi 
The denominator of (2.13) can be calculated as follows; 
4 4 
j=3 41^ +a) 
+4(1 — a)Var{2Zi^^ + ^44)] 
i=3 
(4.8) 
Now suppose G is a random variable that denotes the number of successful gametes 
produced by an individual. There are three possible types of gametes, i.e., AA, Aa, 
and aa. Suppose %g2 &iid Xgg are the numbers of gametes of types AA, Aa and 
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aa, respectively produced by an individual of type 3. Then given G=g, 
will be trinomially distributed with parameters g, pgg = 
and P33 = 1 — " P32- Similiarly, if ^"42 and ^^43 are the numbers of 
successful gametes of type AA, Aa and aa, respectively, produced by an individual 
of type 4, then the vector (^"42, %42, -Y43) is distributed according to a trinomial 
distribution with parameters g, P42 = P42 = a^nd P43 = 1 - - P42. 
Furthermore, under random mating, 2Z33 + ^34 = 2X3^ + ^32 and 2Z43 + Z44 = 
2A41 + %42. So, 
Var(22'33 + Z34) = Var(2A''3i + ^32) 
= ^;(^[îiar(2Ar3i + A''32|CT)] 
+ KarG[^(2A'3i+A'32|C;)] (4.9) 
and 
Var(2Z42 + Z44) = Far(2A'4i + A'42) 
= %[Far(2.Y4i+A42|G)] 
+yarg[E(2%4i+A:42|G)j (4.10) 
where the operators EQ and VavQ mean the expectation and variance with respect 
to the distribution of G. 
Before we proceed with further calculation, we need to prove the following simple 
proposition, since it will be used several times later. 
Proposition 4.1. If AT^, A'2 and %3 is distributed trinomially with number of trials 
N and probabilities pj, P2 and P3, then 
E { 2 X i  + A'2) = iV(2pi +P2) 
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and 
V a r { 2 X i  + X2) = •^(2pi +P2)(1 ~ - P2) + 2 N p i  
Proof: The moment generating function of 2Xi + X2 is 
9 ( t )  =  




^''(0) = N { 2 - p i  + P2) 
$"(0) =  i V (4pi +  P 2 )  +  N { N  - l)(2pi + P2)^ 
E [ 2 X i  + %2] = V''(0) = + P2) 
and 
V a r ( 2 X i  +  X 2 )  =  ^ ' " ( O )  —  ( ^ ' ( 0 ) ) ^  =  N { 2 p i  +  P 2 ) ( l  —  2 p i  —  P 2 )  +  2 N p i  
Hence using the above proposition we obtain 
£(2A'3i+A'32|G) = G(2(i^) + = 0 (4.12) 
F«r(2A'3i+A-32|G) = G(2(i^) + - 2(iJ^) - j(l - a)) 
+2G(i^) 
= (i^)0 (4.13) 
£(2A-4i + A42IG) = G|2(%) + ^l 
= Y (4'14) 
70 
V«r(2X4i + A'42|G) = 0[2(2) + ly2|[l - 2(2) - L_2| + 20(2) 
= (4.15) 
Hence substituting (4.12)-(4.15) into (4.9) we obtain 
V a r ( 2 Z 2 2  +  Z 3 4 )  =  ( l ^ ) E ( G )  +  V a r ( G )  
= ^(l + 2a) + 7ar(C?) (4.16) 
Since we assume that the expected number of successful gametes produced by an 
individual is 2. Also, 
V a r ( 2 Z 4 3  +  Z 4 4 )  =  +  V a r ( j )  
= + ^FaT(G) (4.17) 
Hence, finally 
4 4 
^j[^(l + 2a) +Var(G')] 
i = 3  j = 3  
= '%(%R'I^+^MO)I (4.18) 
So, the survival probability of the mutant if it is initially present in one individual of 
type 4 is 
1 .. _ 4(2 + a)2 
"4 (1 + 2a)(4 - a)[2 + yar(G')]^'°^^ 
8(2 (4.19) 
{ l  +  2 a ) [ 2  +  V a r { G ) \  
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General case. In general, i.e., for any values of a and /3, the first moment matrix 
of Zij, i,j=l, 2, 3, 4 is 
4a = " I' 
where 
Is = 
1 + 4s 0 












1  +  s  J  
and 
0  2 ( 1 - ^ )  0  
f(l-a) (1-/?)!^ 
x(2 + a) +^(3a^ —2a + 2) +^a(l-a) 
\ 
1^(1+ 2a)^ g/3(l —a) ^(4a^ — 4a + 3) |(1-/?)(1—a) 1 3  
\ 
x(l+2a) +11^(1+ 2Q) +|/3(l-a)(l + 2a) 
|a(l-a) |(3a2-2a + 2) |(l-a)(2 + a) 
+(l-a)(l-/3) / 
r(^) The dominant eigenvalue of is difficult to obtain explicitly. Therefore, we 
should do numerical calculations of the survival probability for given values of a, /? 
and s. 
Numerical Procedures and Results 
We will do numerical calculations of the survival probabilities for the general 
cases in models II and III. In both models, we consider values of /3 ranging from 0.1 
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to 1 with increments 0.1 and values of s equal to 0.02, 0.04, 0.06, 0.08 and 0.10. The 
values of p in model II that will be considered are 0.1, 0.3, 0.5, 0.7, 0.9 and 1.0, while 
the values of a in model III are 0, and The survival probabilités will be 
calculated by using equation (2.13). 
Part of the numerical procedure involves the calculation of the dominant eigen­
value of the first moment matrix. Rather than approximating the eigenvalue by (4.3) 
as in the special cases, we calculate directly the dominant eigenvalue for any given 
parameter combination by a method called the power method. This method can be 
described, briefly, as follows. 
Suppose we want to calculate the dominant eigenvalue of a matrix A. Let be 
an arbitrary chosen vector. The power method consists of constructing the iteration 
process according to the recursive rule 
= 
q(&) = 
It has been shown (see e.g., Szidarovszky and Yakowitz, 1978) that and 
qVk) q(K) 
q(^) converge to the dominant eigenvalue(A) of A and its associated right eigenvec-
tor(x), respectively. 
To calculate the eigenvectors pg and VQ which satisfy pgM^^ = Apg, = 
AvQ, PqVq = PqI = 1, we first apply the power method to This will give 
us an eigenvector p* satisfying p* = Ap* or p* = Ap* . Then take 




V *  
Vg be the eigenvector resulted from this calculation, then vg = -7-^. 
PQVg 
To calculate the denominator of (2.13), we need to specify the offspring distri­
bution. Here we assume that, without selection, the selfed and nonselfed offspring 
are independently distributed according to Poisson distributions with mean one and 
two, respectively. By this assumption we can calculate C.j, the covariance matrix of 
offspring produced by an individual of type i. 
Computer programs for calculation of the survival probabilities at various values 
of /?, a, and s were written in PROC IML/SAS. The survival probabilities of the 
genes in a two-locus diploid population (model II) at various values of p, j3 and s 
are given in Table 4.4. At some values of the parameters, the dominant eigenvalues 
of the first moment matrices of the branching processes are less than 1, i.e., the 
branching processes are subcritical. Hence according to theorem 2.1, the extinction 
probabilities equal 1 or the survival probabilities equal 0. Therefore we put the 
survival probabilities equal to 0 in the table for these cases. Table 4.5 gives the 
survival probabilities of the gene in an autotetraploid population for some values of 
a, /3 and s. 
There are consistencies in model II between the partial selfing case (numerical 
result), and random mating case (Kojima and Schaffer, 1964) with regard to the 
effect of linkage on the survival probabilities. The tighter the linkage is, i.e., the 
smaller p, the greater are the survival probabilities. The increase of /3 results in the 
increase of the survival probabilities. The magnitude of this increase is affected by 
the value of p, the recombination fraction. 
In model HI, the survival probabilities decrease as /3 increases up to a certain 
value, then increase as (3 inreases toward 1. One possible explanation for the apparent 
74 
paradox is that the increase in the rate of selfing gives two opposing forces. On one 
hand it increases the chance of a mutant individual to produce mutant offspring, while 
on the other hand the expected number of mutant offspring it produces will decrease. 
This is because each individual, on the average, will produce two successful gametes; 
and hence by selfing a mutant will produce, on the average, one mutant offspring, 
instead of possibly producing, on the average, two offspring by random mating. The 
force that increases the chance of producing mutant offspring is dominant when the 
rate of selfing is small, while the opposing force is dominant when the rate of selfing 
is large. 
Relation to Variance Effective Size 
The variance effective size of a diploid population that reproduces by partial 
selfing with stable census size N, has been shown to be (Caballero and Hill 1992, 
Pollak and Sabran 1992) 
4 N  2 N { 2 - / 3 )  N e  =  
2(1 - F j s )  +  V a r { G ) { l  +  F j ^ )  2(1 - ( 3 )  +  V a r { G )  
where F j g  =  is the equilibrium inbreeding coefficient. Therefore, writing in 
term of Ne, (4.6) becomes 
The variance eff'ective size of an autotetraploid population with arbitrary degree 
of double reduction, to the best of my knowledge, has not yet been found in the 
literature. Therefore, it is of interest to derive the expression for the variance effective 
size for this population and relate it to the expression for the survival probability in 
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model III. The rest of this section is devoted to the derivation of such an expression. 
We adapted the method that was used by Kimura and Crow (1963) and Crow and 
Denniston (1988). 
Let us define an idealized population in an autotetraploid population with stable 
census size N as a random mating population with random chromosome segregation, 
i.e., /? = a = 0. The variability in the change in gene frequency in that population 
is solely due to random sampling of gametes which is equivalent to binomial sam­
pling with 4N trials and probability of success equal to p, the frequency of allele A. 
Therefore, the variance in the change in gene frequency is equal to 
Now consider an autotetraploid population that reproduces by partial selling 
with arbitrary degree, a, of double reduction. The variance effective size of this 
population is a number Ne, which satisfies 
Naturally, we can obtain N e ,  by first deriving the expression for V a r ( 6 p ) ,  the variance 
in the change of the gene frequency. 
Let G be the number of successful gametes produced by a randomly chosen 
individual in generation t. If we number individuals in the population from 1 to N, 
then the possible values of G are g.^, i=l, 2, 3....N, where denotes the number of 
gametes produced by the i-th individual. The mean and variance of G is 
V a r i S p }  = 
V a r { S p )  =  ^  (4.20) 




V a r i O )  =  -  -  Ô f  
J = 1 
Note that g j  is the number of gametes produced by the j-th individual if we know 
exactly which individual takes that position. Therefore gj is fixed. However, since 
there are N! possible orderings of the population, the number of gametes produced 
by the j-th individual, without knowing which individual takes that position, is a 
random variable Gj which has the same distribution as G. Note also that the total 
number of gametes produced by all individuals in the population is fixed and is equal 
to 
N  N  
Z = Z 
i=i i=i 
Now let pi,p2,p^ and P4 be the frequencies of individuals of type 1, 2, 3, 4 
respectively. Recall that individuals of types 1 to 4, are individuals with genotypes 
A^, A^a, A2C12 Aag, respectively. The distribution of gametes produced by the 
four genotypes is as given in Table 4.3 below, where we denote gametes of type AA, 
Aa and aabyl, 2 and 3, respectively. 
Table 4.3: Gametic output of an autotetraploid species 
Parental types 
Gametic types 
Divisor AA (1) Aa(2) aa(3) 
^4(1) 1 0 0 1 
A3*(2) 2 + a 2(1 — a) a 4 
^2^2 (3) 1 + 2a 4(1—a) 1 + 2a 6 
(4) a 2(1 — a) 2 + a 4 
Let i=l, 2, 3, 4, = 1,2,3, k=l, 2, 3 be the number of gametes of 
type k produced by the jj-th individuals of type i. Note that = gj^, since an 
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individual of type 1 will only produce gametes of type 1. Given G j ^  = i = 2, 
3, 4, be distributed according to a trinomial distribution 
with the number of trials equal to gj^ and probabilities Ptl)Pi2'Pi3' where is the 
element of the i-th row and k-th column of Table 4.3 
The number of A alleles contributed to the next generation will be 
Z E + '%i2) = 2 E + E E 
J l = l  j = 2 i i  = l  
The change in the number of A alleles in one generation is 
^1 4 «i _ «î 1 1 
2 N G 6 p  =  2  ^  +  S  +  % , ' 2 )  -  2 7 V G ( P 1  +  T P 2  +  % P 3  +  7 P 4 )  
Jl = l i = 2 j i = l  
ni _ 12 
= ^ Z (Si Ê (^^2;2l + ^ 2;2l " 2^) 
ii=i J2=l 
"3 "4 , . 
+ 1] (^^3;3l + -^3;32 " <^0 + (^'^4;4l + ^4;42 ~ 2^) 
i3=i ;4=i 
ni ^2 _ "3 
=  ^ Ê (^ 'i ~ + 2 Ë + S (^ '3 -
;i=i J2=i i3=i 
1 "4 _ "2 „ 
+ 2 Z (^'4 Ë (^'%2l + '^2;22 " 2%) 
74 = 1 ;2 = 1' 
^ «4 
+ Ê (^%3l + %32 - S"3^ + Z (2-Y4;4l + -^4;4l " 3^4^ 
J3 = l i4=l 
= Di-\- D2 + Dg + D4 + Ci + C'2 + C'3 (4.21) 
where 
ni 
= 2 E I0;i - Ô) 
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q "2 
^2 = 5 E (0;2 - Ô )  
i2=i 
n  
«3 = E - ë) 
i3 = l 
n.4 
®4 = 2 E («M - <" 
J4=l 
^2 G 
C'i = Y. (2^2;2l + %22 ~ 2%) 
i2=i 
«3 
C/2 = Y. (2%3l + %32 - Gj^) 
i3=l 
n4 
("3 = E (^^4;4l + '^42 - 2^4^ 
^4=1 
Note that 
C?ot.(2A'2j2i + 1^22 - + %22 " 5°J2'I 
= ®G,-.|GjiÊ(2%2l + -%22 -
= 0 
since E(2X2j^i + %2;22 ~ 32^^X1^ ~ 
C o v [ C \ ,  D j ^ )  =  0 ,  î  =  1 , 2 , 3 , 4  
Also 
C<x,(2%2;2l +^2;22 " +^3;32 " = 
f;[(2X2j2l + %22 ~ ^G^.g)E(2X3jgi + X^j^2 " G^glG^-g)] = 0 
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and hence Cov[C\,C2) = 0. Similiarly, it can be shown that 
Cov{C2,D.I) = COV[C2,,DI) = C'oy(C'i,C'3) = C'ou(C'2, C'3) = 0 
We also have 
V a r ( C i )  = Z Far(2A'2j2i+%22-2°J2) 
J2 = l 
«2 „ 
= E {% + %22 - 2®i21®i2 « 
i2=i 
^2 
= E %• ^J2(2P21+P22)(1-2P21-P22) + 2Gj2P2l] 
i2=i ^ 
since 
V a T { 2 X 2 j ^ l  + X 2 j ^ 2  " = %(2P21 + P22)(l " 2P21 " P22) + ' ^ G j ^ P 2 l  
- (^)«;2 
and 
Similiarly, it can be shown that 





V a r { D i )  =  i n i V Q  +  4 n i { n i  ~  l ) C q q !  
9 9 
V a r { D 2 )  =  + 4^2(^2 " 
KarCPs) = n^vg + "3(713 - 1)c'qq 
V a r ( D ^ )  =  ^ n ^ V Q +  ^ n ^ { n ^ - l ) C Q Q t  
C o v { D i y D 2 )  = 
3 
C o v { D 2 , D : ^ )  = ^ n 2 n ^ C g g f  
C'ov(I>3,Z?4) = ^ r t ^ n ^ C g g ,  
C o v { D i , D ^ )  = i n i n ^ C g g i  
G o v  ( jD , Z>4 ) = n 2 72 4 C g g !  
3 
C o v [ D 2 , D ^ )  = -7127^4 
1 ^ 
% !  =  l ^ a r ( G )  =  i d j  -
i=l 
= mj&n Z Z (%' - «'(«/ - ÔI 
= - 0)1' - Z(%' - ê)'} 
~JV(JV- 1) J=1 
= 
. N  - 1  
(4.22) 
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Hence, from (4.21), 
A N ' ^ G ^ V a r i S v )  =  ^  V a r { C i )  + ^ V a r [ D i )  + 2 ^ C'oz'(£>;,D . , )  
1=1 i=l i</ 
= ei"2(^) + "-3(^)+"4(^)1 
+ F(o[4ni + jn2 + + ^^4] 
9 1 
+C'(0^/[4ni(ni - 1) + -772(^2 " 1) + ^3("3 " 1) + ^"4(^4 " 1) 
3 
+671^712 + 377.2773 + 77377.4 + 477^773 + 277277-4 + -772774] (4.23) 
Substituting (4.22) into (4.23) and writing ni = Npi, i=l, 2, 3, 4, we obtain 
4:N^G^Var(6p) = (5(1 + 2a)yV[^ + ^ + ^] 
+ ]y^%[4Pl + ^P2 + P3 + |P4 - (2P1 + ^P2 + PS + \PA)^] 
= G(l + 2a)Ar[^ + ^ + ^] 
- P) - 3(^ + ^ + ^11 (4.24) 
«  O i l  
since p = + |p2 + 2^3 + \.PA' has been shown by Bennett (1968) that the geno-
typic equilibrium frequencies of an autotetraploid population, if there is no selection 
are 
P i  =  ^ P 3  +  P  +  -  D  
2 
P2 = + 
P(1 — P)[2(l - /?) + 6(1 - /^)(1 - /)^p(l - p) + (3/? - 2 +, ~ /)] 
n = 





_ /j + 6a -
^ ~ M - 3/? + 2a ' 
c  =  \ [ v ^ - v i ]  
_  2 ( l - / ) p ( l - p )  
1 — a 
Pl + il + iA = P2 + P4 , P3 
4 3 4 4 3 
1 - a 
Substituting (4.25) into (4.24) we obtain 
i N ^ G ^ V a r { 6 p )  = (5(1 + 2a)yV[(^^)p(l - p)] 
1 — a 
= (T—r)P(l~P) (4.25) 
+ -^^^^V(j[4p(l - p) - 3(^^)p(l - p)] 
=  i V p ( l - p ) [ ( ^ ^ ) ( l - / ) ( 5  
i — a 
+iV^''0(4-3([^))l (4.26) 
or 
V«r(6p) = - /) + (4 - 3(if^))| 
Hence substituting this into (4.20) we obtain 
N G  N p  =  
-fi 
(4.27) 
(1 + 2a)(l — /) + -^(1 + 3/ — 4a) 
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where S'Q  = VQ .  For moderately large N, then SQ  = VQ  and G = 2. Substi­
tuting this into (4.27) we obtain 
J Y g  = 4^(1 -
2(1 + 2 a ) ( l  — /) + 1^(1 -f 3/ — 4q) 
If in addition, there is random mating then / = and JVe becomes 
(l + 2a)(2.^%) 
Hence written in term of N g ,  (4.19) becomes 
1 - «4 = 4(^)s 
Discussion 
The result on complete linkage in model II is not surprising, since, with complete 
linkage, the population behaves like a one locus population. In fact, Pollak (1987), 
with a corrected version in Pollak and Sabran (1992), showed that, if there is a 
Poisson offspring distribution, and relative viabilities of AA, Aa and aa individuals 
are 1 + : 1 + ag = 1) respectively, then the survival probability of A, if it is initially 
present in one heterozygote is 
1 — u  =  j d s i  + 2(1 — j3 ) s2 
Applying this result to our case with complete linkage, and by noting that the relative 
viabilities of AB/AB, AB/ab and ab/ab are l+3s:l+s:l, respectively, we obtain 
1 — u = l3Ss + 2(1 — j = (2 -j- / 3 ) s  
which is exactly equal to (4.7). 
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Numerical results in Table 4.4 suggest that a decrease in the recombination 
fraction results in an increase in survival probabilities. This result is consistent with 
the result on random mating (Kojima and SchafFer, 1964). Therefore, their statement 
that a mechanism for reducing the recombination fraction along a chromosome would 
help to build up the frequency of epistatically favorable genes on such a chromosome, 
is also true for partial selling case. 
For random chromosome segregation. Crow and Morton ( 1955) gave the following 
expression for variance in the change in gene frequency in k-ploid populations with 
inbreeding 
where F is the probability that a randomly chosen pair of genes in a zygote is identical 
by descent, which, if there is random chromosome segregation, is equal to f in our 
notation (Bennett, 1968), and <74 and are the variance and mean of the number 
of offspring per parent. Hence the variance effective size is 
V a r [ 8 p )  { { k  —  1)(1 —  F )  + [1 + ( k  —  l)i^]— 
f ' k  
which for an autotetraploid, k=4, becomes 
V a r { 6 p )  
N e  =  2 N  (4.28) 
3(l-f) + ^(l + 3f) 
In our result, if a = 0, then (4.27) becomes 
N e  =  2 N  (4.29) 
(l-/) + ^(l + 3/) 
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which differs slightly from (4.28), i.e., in the coefficient of (1-f) in the denominator. It 
is unclear what causes such a difference since Crow and Morton did not give derivation 
for their expression. 


























































































































































































































































































Table 4.5; Survival probabilities in autotetraploid populations 





f 3  -  0.5 /3 = 0.6 11 o 0
0 CD II d = 0.9 , 3  = 1.0 
0 0.02 0.0010 0.0008 0.0007 0.0007 0.0007 0.0007 0.0008 0.0010 0.0015 0.0027 
0.04 0.0020 0.0016 0.0014 0.0013 0.0013 0.0014 0.0016 0.0020 0.0029 0.0056 
0.06 0.0031 0.0024 0.0021 0.0020 0.0020 0.0021 0.0025 0.0031 0.0044 0.0083 
0.08 0.0041 0.0032 0.0028 0.0026 0.0027 0.0029 0.0033 0.0041 0.0059 0.0111 
0.10 0.0316 0.0217 0.0176 0.0158 0.0154 0.0163 0.0190 0.0248 0.0357 0.0546 
1 
21 0.02 0.0011 0.0009 0.0008 0.0007 0.0007 0.0008 0.0009 0.0011 0.0015 0.0028 
0.04 0.0022 0.0017 0.0015 0.0015 0.0015 0.0016 0.0018 0.0022 0.0031 0.0056 
0.06 0.0034 0.0026 0.0023 0.0022 0.0022 0.0024 0.0027 0.0033 0.0047 0.0084 
0.08 0.0045 0.0035 0.0031 0.0029 0.0029 0.0031 0.0036 0.0044 0.0062 0.0113 
0-10 0.0357 0.0249 0.0205 0.0185 0.0182 0.0193 0.0225 0.0288 0.0403 0.0591 
2 
21 0.02 0.0012 0.0010 0.0008 0.0008 0.0008 0.0009 0.0010 0.0012 0.0016 0.0028 
0.04 0.0024 0.0019 0.0017 0.0016 0.0016 0.0017 0.0019 0.0023 0.0033 0.0057 
0.06 0.00.36 0.0029 0.0025 0.0024 0.0024 0.0026 0.0029 0.0036 0.0049 0.0085 
0.08 0.0049 0.0038 0.0034 0.0032 0.0032 0.0034 0.0039 0.0048 0.0066 0.0114 
0.10 0.0400 0.0283 0.0235 0.0214 0.0211 0.0224 0.0259 0.0327 0.0446 0.0632 
3 
21 0.02 0.0013 0.0010 0.0009 0.0009 0.0009 0.0009 0.0010 0.0013 0.0017 0.0028 
0.04 0.0026 0.0021 0.0018 0.0017 0.0017 0.0019 0.0021 0.0025 0.0034 0.0057 
0.06 0.0039 0.0031 0.0027 0.0026 0.0026 0.0028 0.0031 0.0038 0.0052 0.0086 
0.08 0.0053 0.0042 0.0037 0.0035 0.0035' 0.00.37 0.0042 0.0051 0.0069 0.0115 
0.10 1 0.0445 0.0319 0.0266 0.0243 0.0241 0.0257 0.0295 0.0367 0.0489 0.0671 
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CHAPTER 5. SUMMARY AND CONCLUSION 
Fixation probabilities of a favorable gene in a small diploid population repro­
duced partially by selfing were calculated algebraically and numerically, by the finite 
Markov chain approach with trinomial transition probabilities and by a method that 
was proposed by Moran (1960, 1961). For additive gene action on viability, the result 
confirms the earlier result derived by Pollak (1987), who used a branching process 
approximation, provided that the offspring distribution is Poisson, or equivalently, in 
the present study, the population size is not too small. 
Numerical calculation of various quantities such as the mean time to homozygos­
ity, the conditional mean time to fixation and extinction, cumulative heterozygosity, 
cumulative additive and nonadditive variance contributed by the favorable allele dur­
ing its life time, were also calculated numerically by the finite Markov chain approach. 
The result of these calculations are also in agreement with the previous results of Ca-
ballero and Hill (1992) who performed numerical integration on the expression derived 
by the diffusion approximation. 
Multitype branching process theory was employed to approximate survival prob­
abilities of mutant genes in a two-locus population and in an autotetraploid popula­
tion under selection. In a two-locus diploid population, with a specific viability model, 
the results showed that tight linkage of the two loci is necessary for the survival of 
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the mutant genes, and the effect of the increase in the rate of selfing is to increase 
the survival probabilities. In autotetraploid populations, the survival probabilities 
decrease as the rate of selfing rises to a certain value, then increase. 
An expression for the variance effective size of an autotetraploid population 
was also derived. This expression, for moderately large N and expected number of 
successful gametes equal to 2 is 
% = 
2 ( 1 +  - / )  +  % , ( ! +  3 / - 4 » )  
where f is the probability that two genes in a gamete are identical by descent, Vq is 
the variance of the number of successful gametes produced by an individual, and a 
is the degree of double reduction. 
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APPENDIX EIGENVALUES AND EIGENVECTORS OF QQ 
Define a function 
= (Pll-s^ + 2pio5 + Poo)^ (A.l) 
j 
wliere /v(j) = 2 j i  + ^ 2) Pij = Pij(O), which is the transition probability from states i 
to j, if there is no selection, and the summation is over all triplets of nonnegative 
integers j = Js); obeying the constraint ji + jg + JZ — Differentiating 
both sides of (A.l) with respect to s, setting s=l, and writing 




= A'(i) (A.2) 
- g ^ 2  '•s=l 
= iV'(2)t2Pll+2pio]^ + 2iVpil 
= [l-^(l + F)]/i2(i) + irA'(i) (A.3) 
ZPU^(3)(j) = ^l.=l 
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= + 2pio)^ + 12Ar^2)(2pil + 2pio)Pll 
= ^(2iV - 1 - 3F)A'3(i) + 3(^)FA'2(i) (A.4) 
= •^(4)(2pil + 2pio)^ + 127V^g^(2p22 + 2pio)^Pii + 12/^^2)^11 
N-1 
^^[(2iV - l)(2iV - 3) - 6(2JV - 3)F + 3F^j/r(i) 
+3^^^(2JV - 2 - F)F/i^(i) 
+3^FV(i) (A.5) 
Suppose now Xrj is the j-th element of the eigenvector of P associated with 
the eigenvalue pr- We will show that for each nonnegative integer r, there exist 
(Zrr, Qy. —I?') ,O0r, of which at least one is nonzero, such that 
Xrj = lr^(r—1)(')) ••••''or (A.6) 
We will show this only for r=l, 2, 3, 4, since these are all that we need. For simplicity, 
we rewrite equations (A.2)-(A.5) as follows: 
Çpîj^'(2)(j) = ci2A'(i) + c22A^(i) (A.7) 
Çpij^(3)(j) = C23A'2(i) + C33A'^(i) (A.8) 
EpuA'(4)(J) = C24A'2(i) + c34/i:3(i) + c44A'4(i) (A.9) 
where 
C12 = F 





C34 = Z ^ [ 2 N - 3 - F ] F  
j\r — 1 0 
C44 = -^[(2^ - 1)(2W - 3) - 6(2V\r - 3)f + 3f 
Case (i) r=l. In this case, we have 
Pl*ll = I]PijA'(l)(J) + ÇPij«01 
j j 
= oil^(i) + «01 
= ^l«llA'(i) + ^ laoi (A.10) 
which implies that p i  =  1  for arbitrary agi and aj^j. We may take = 1 and 
"01 — 0) so that = 1 
Case (ii) r=2. From (A.6) and (A.7), we have 
^2®2i = P2O22^^2)^^+f2Gl2^^1)0^ + P2G02 
= /'2®22-^^(')+ P2(«12 ~ «22)-^'(i)+ /'2«02 (A.11) 
Pij®2j = «22 %'^'(2)(j) + ®12 Y1 PU^lj) + «02 
j j j 
= 022[c22^^(^) + + «12^(^) + «02 
= «22'^22-^^'^(') + (®22''12 + «12)-^'{^) + ®02 (A.12) 
So, since /02®2i ~ l]jP:j'^2j) equating the coefficients in the two polynomials, (A.11) 
and (A.12), we obtain 
P 2  =  C22 =  [1 -  ^ (1 +  ^ ) ]  
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for arbitrary «22' We may take 022 = 1, so that 
P2i°'l2 - «22) = ci2m22 + «12 
which implies 
P 2 - ^  
and P2(iQ2 ~ «02» implies, aQ2 = 0. Hence, 
=:2j = (1 - 2iV)/ir(j) + A'(2)(j) = A'(j)[A'(j) " 2iV] 
Case(iii) r=3. From (A.6) and (A.8) we have 
P3*3l = /'3«33^^'(3)(i) + ^3«23^^'(2)(') + /'3«13^^'(i) + ^3«03 
= ^3«33^^'^(i) + /'3(«23 " 3a33)/l^(i) 
+/'3(2«33 - «23 + «13)^li) + P3«03 (A.13) 
and 
EPy''^3j = «33 I]Pij^(3)(j) + «23 Y1 PU^'(2)(j) + «13 Y1 + «03 
j j j j 
= «33^33^^(1) + («33^23 + «23^22)^^(1) 
+(«23(^12 + «13)-^!') + «03 (A.14) 
So, equating the coefficients in (A.13) and (A.14), we obtain 
P Z  =  C 3 3  =  -  2  +  ^ ( 1  -  F ) ]  
and 
P3(«23 - 3«33) = «33(^23 + «23<=22 
100 
which implies that 
^ £23±M 
P2. - C22 
3(^)[iVF + iV-2 + 1(1-/')] 
i ^ [ i V - 2  +  | ( l - F ) ] - l  +  ^ ( l  +  F )  
= —Z{N — 1) 
P3(2«33 - «23 + «13) = «23^^12 + «13 
Also 
implies 
_ «23^12 +m(«23 - 2033) 
"13 7^ 1 
-3(iV - 1)F + - 2 + |(1 - i?)l(-3(iV - 1) - 2| 
^ | A f - 2  +  § ( l - f ) | - l  
=  ( A f - l ) ( 2 J V - l )  
and pgGQg = ao3 implies agg = 0. Hence, from(A.6), 
Z3j = A ' ( 3) ( j ) - 3 ( A r - l ) A ' ( 2) ( j )  +  ( 2 A r - i ) ( ; V - l ) A ' ( j )  
Case(iv) r=4. From (A.6) and (A.9) we have 
P4241 = m«44^'(4)(i) + N«34^'(3)(i) + /)4«24-^'(2)(^) 
+/'4ai4A'(i) + ^ 4ao4 
=  p ^a^^K'^(i) + P4{a^4 - 6a44)A'^(i) 




= «44 E Pij^i'(4)(j) + «34 E Pij^(3)(j) 
j J J 
+«24l]yij-^'(2)(j) + «14 + «04 
J j 
= 044044/1 ^ (i) + (044034 + 034033 )/i^(i) 
n ^ 
+(«44024 + «34023 + 024022)/!' (i) 
+(«24<^12 + «14)^'(i) + «04 (A 
Again, equating the coefficients in (A.15) and (A.16) we obtain 
/J4044 = 044044 
which implies 
/94 = 044 = ^^^[(2Ar - l)(2Ar - 3) - 6(2# - 3)F + 3f^] 
for arbitrary, nonzero 044. We may take 044 = 1, so that 




Z N F { 2 N  - Z - F )  +  |[(2# _ 3)(2# - 1) - 6(2# - 3)f + 3^2] 
| [ (2# - 1)(2# - 3) - 6(2# - Z)F + 3F2] - #[# _ 2 + |(1 - F)] 
= -2(2#-3) (A. 
and also 
f4(«24 - 3034 + 11«44) = «44^24 + «34^=23 + «24^^22 
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implies 
, % + °34°23 + - Uf4 ,A.18) 
- C22 
The numerator of (A.18) is equal to 
iV - 1 0 N  -  I  
C 2 4  +  a 3 4 C 2 3  +  3 0 . 3 4 / 3 4  -  l l p 4  =  Z  ^  F  - 6(2JV - 3)( ^  ) F  
+ { ^ ^ ) [ i 2 N  -  l ) i 2 N  -  3) - 6(3A^ - 3)F 
+ Z F ^ ] [ 7 - 1 2 N ]  
= (4#^ - 12# + 7)(F - 4# + 6) 
+ { 2 N  -  1 ) { 2 N  -  3 ) ]  
while the denominator is equal to 
/)4 " (^22 = 4^3 - l)(2yV - 3) - 6 { 2 N  -  3 ) F  + 3F^] - [1 - ^ (1 + F)] 
= ^[(2iv-l)(3-5iv)-(10iv2-30iV + 18)F + 3(iV-l)F2] 
so that (A.18) becomes 
_  { N  -  l p F { 4 N ^  -  12Ar +  7 ) { F  -4W + 6) + ( 2 N  -  l)(2iV - 3)] 
~ {2N - 1)(3 - 5N) - (10#2 _ ZON + 18)F + 3(iV - 1)^2 
We may continue equating the coefficients of A'(i) in (A.15) and (A.16) to obtain 
#14. However, it is much easier to consider the special case when i=(N, 0, 0) or 
K(i)=2N. In this case, 
••^ 41 = 53 %^4j = P4241 
j 
which implies a;4j = 0. So, that, writing 2N=n, we have 
0 = n.^4) + 03471(3) + «24^(2) + ®14™ 
103 
which implies, after substituting (A.17) for 034 that 
«14 =  ( 2 N  -  1 ) { 2 N  -  2 ) { 2 N  -  3) - a24(2iV - 1) (A.19) 
Hence, 
— -^"^(4)0) - 2(2A^ - 3)A^3^(j) + «14A (j) (A.20) 
Substituting (A.18) into (A.19) we obtain, after some algebra, 
A'(j)[A'(j) - 27V][4#S + A'(j)(A'(j) - 27V)] 
where 
AN'^f = 024 - 4#^ + 12#- 7 
(2iV-1)2(1+ F) +2(3-47V)i^ 
{ 2 N  - 1)(3 - 6W) - 2(5iV2 - 1 5 N  -  9 ) F  +  Z { N -  1 ) F ^  
Hence, finally, 
.T4j = A'(j)[A7j) - 2N][iN^j + A'(j)(A'(j) - 2AT)] 
We have calculated four eigenvalues and their a,ssociated eigenvectors of PQ, i.e., 
pr and Xr, r=l, 2, 3, 4, where the j-th element of is Xrj. Note that for r=0, 
X] = «Or 
j 
so that PQ = 1. In other words, we have two unit eigenvalues which are associated with 
two absorbing states, i = (TV,0,0), and i = (0,0, iV). Hence the first three eigenvalues 
and eigenvectors of QQ, the submatrix of PQ, associated with the transient states are 
= P2 = 1-—(1 + F) (A.21) 
^2 - PS — yy2 [^ - 2 + -(1 - F)] (A.22) 
h = P Z  =  ^ ^ [ i 2 N - l ) ( 2 N - S ) - 6 ( 2 N - 3 ) F  +  3 F ' ^ ]  (A.23) 
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with the j-th element of eigenvectors, 
yij = (A.24) 
y2j = =Pj(i-Pj)(i - 2pj) (A.25) 
y^j = = Pj(l - ?j)[7 - Pj(l - Pj)] (A.26) 
where pj = We denote the first three eigenvectors of Qg by yj, yg, and yg 
with the j-th element given by ( A.24)-(A.26), respectively. 
Recall that the (ij)-th element of Qq is aypij where ay = 2 N { p j  —  P i ) -  So, 




= Ar(Ai-A2)%/2i (A.27) 
Written in matrix form (A.27) becomes 
Qoyi = - "\2)y2 (A.28) 
Similiarly, 
XI °yPij2/2j = XZPU^^(Pj ~ Pi)Pj(l - Pj)(l - 2pj) 
j j 
= 27V X]pijp|(l - Pj)(l - 2pj) - 2iVpi X]PijPj(l - Pj)(l - 2pj) 
j J 
= 2iV[^ Pij2(7yij - î/3j) -  Y ,  Pij J(yij - y2j)] - 2iVpiA2i/2i 
j J 
= iV(A2 - A2)(47 - + 4A''(/\2 - A3)2/3i (A.29) 
Written in matrix form (A.29) becomes 
Qoy2 = - '^2)(47 - l)yi + 4A^(A2 - Ag)y3 (A.30) 
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From the Chapman-Kolmogorov equation, we have 
4 = 5]% 
k 
So, the (ij)-th element of (QQ)' is 
(Z —1) (( —1) v~^ (( —1) 
= Z^Plk «ik PKi + Z^Plk PKi«Ki (A-31) 
k k 
Hence, 
v-> {t) {t) ((—1) (i—1)^ v"^ 
Pij 2/ij = 2^Pik «ik Lwij + l^Pik Z^PWWIJ 
j k j k j 
\ ( f — 1 )  ((—1 )  
= ^iZ^Pik «Ik fij 
k 
+ N i \ i -  X 2 ) Y ^ P [ 1  ^ ^ y 2 k  ( A . 3 2 )  
k 
In matrix notation (A.32) becomes 
(QÔ)'yi = Ai(Q^'-'')'yi+A'(Ai-A2)(Q[|'""y2 
= -*l(Q|l'~")'yi+W(Ai-A2)A^'~''y2 (A.33) 
Repeated application of (A.33), yields 
t - 2  
(QÔ)Vl = A'flQ'oyi + Af(Ai - Aj) ^  
r=0 
( - 1  
= WfAi-AslJ^A^-l-'Aîyj 
r=0 
= N(X^^-\2)y2 (A.34) 
