Amplitude equations for the generalised Swift-Hohenberg equation with noise by Klepel, Konrad
Universita¨t Augsburg
Mathematisch-
Naturwissenschaftliche
Fakulta¨t
Amplitude Equations for the
generalised Swift-Hohenberg
equation with Noise
Dissertation zur Erlangung des Doktorgrades der
Mathematisch-Naturwissenschaftlichen Fakulta¨t der
Universita¨t Augsburg
vorgelegt von Konrad Klepel
September 2014
Erstgutachter: Prof. Dr. Dirk Blo¨mker, Universita¨t Augsburg
Zweitgutachter: Prof. Dr. Bernd Schmidt, Universita¨t Augsburg
Mu¨ndliche Pru¨fung: 24. Februar 2015
Contents
1 Introduction 1
2 Setting 5
3 The case of the standard Swift-Hohenberg equation (ϑ = 0) 9
4 Result for the bounded domain 11
4.1 Approximation theorem for the bounded domain . . . . . . . . . . . . 11
4.2 Heuristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3 Proof of the result . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.3.2 Removing non-dominant modes . . . . . . . . . . . . . . . . . 15
4.3.3 Rewriting the first Fourier-Mode . . . . . . . . . . . . . . . . 16
4.3.4 Averaging with error bounds . . . . . . . . . . . . . . . . . . . 20
4.3.5 SDE Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3.6 Removing the error . . . . . . . . . . . . . . . . . . . . . . . . 26
5 Result for the unbounded domain 31
5.1 Approximation Theorem for the unbounded domain . . . . . . . . . . 31
5.2 Proof of the result . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.2.2 The rescaled solution . . . . . . . . . . . . . . . . . . . . . . . 38
5.2.3 Decomposition of the rescaled solution . . . . . . . . . . . . . 39
5.2.4 Approximation of main components . . . . . . . . . . . . . . . 46
5.2.5 Exchange of the coupling terms . . . . . . . . . . . . . . . . . 52
5.2.6 Exchange of the semigroup . . . . . . . . . . . . . . . . . . . . 59
5.2.7 Energy estimate for the amplitude equation . . . . . . . . . . 60
5.2.8 Averaging Lemma . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.9 Approximation of the dominant frequency spectrum . . . . . . 66
5.2.10 Removing the error . . . . . . . . . . . . . . . . . . . . . . . . 72
6 Existence of solutions 77
6.1 Bounded domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 Unbounded domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3 Amplitude equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
i
Contents
7 Possible extensions of results 83
7.1 Closeness to bifurcation . . . . . . . . . . . . . . . . . . . . . . . . . 83
7.2 Boundary conditions and domains . . . . . . . . . . . . . . . . . . . . 83
7.3 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.4 Attractivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A Proof for the boundedness of relevant semigroups on L∞ 87
Bibliography 91
ii
1 Introduction
The Swift-Hohenberg equation is a model equation used to study pattern formation
in driven systems. It was originally derived in [SH77] as a qualitative description
of the convective instability in the Rayleigh Bernard model. Originally, it takes the
form
∂tu = ru− (1 +∇2)2u− u3 , (1.1)
where r ∈ R is the bifurcation parameter. At r = 0 is the change of stability
that corresponds to the convective instability. A variant is the so called generalised
Swift-Hohenberg model with quadratic and cubic nonlinearity:
∂tu = ru− (1 +∇2)2u+ ϑu2 − u3, (1.2)
where ϑ > 0 is an additional parameter, measuring the strength of the quadratic
instability. Equation (1.2) is also derived, when a general nonlinearity is expanded
via Taylor’s formula. The dynamics of (1.2) was studied in [CH93], [HMBD95],
[BK06] and recently [BD11] among others. In these articles the usual approach of
amplitude equations is the derivation of a simplified model in the vicinity of the
change of stability at r = 0. Both (1.1) and (1.2) are in the case of ϑ not being too
large very well approximated by
u(t, x) ≈
√
|r| · A(|r|t) · eix +
√
|r| · A(|r|t) · e−ix, (1.3)
where the complex amplitude A(T ) of the dominant frequency eix is the solution of
∂TA = sgn(r)A+ 3(
38
27
ϑ2 − 1)|A|2A, (1.4)
which is accordingly named amplitude equation (AE, for short) of (1.2). Note that
T = |r|t denotes the slow time. As throughout this work the overline indicates the
complex conjugate.
For the deterministic Swift-Hohenberg equation on an unbounded domain solutions
are approximated via the Ginzburg-Landau PDE, as a whole band of uncountably
many eigenvalues changes stability. For more results on the deterministic Swift-
Hohenberg equation, see for instance [KSM+92], [CE90], [MSZ00] and [Sch96].
It is the aim of this thesis to provide rigorous error estimates and to verify the
existence of an amplitude equation for equation (1.2) with added noise which is
Parts of this thesis have been published in [KBM13]
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constant in space. That is, for the following stochastic generalised Swift-Hohenberg
equation:
∂tu = νε
2u− (1 + ∆)2u+ ϑu2 − u3 + εσ∂tβ, (SH)
where β(t) is a real valued standard Brownian motion and ϑ, σ and ν are real-valued
constants. The small parameter ε > 0 relates the distance from bifurcation to the
noise strength.
To be more precise we show that depending on the spatial domain (SH) is well
approximated by
• For bounded domains:
u(t, x) ≈ εA(ε2t) · eix + εA(ε2t) · e−ix ,
where the complex-valued amplitude A(T ) solves the Itoˆ differential equation
dA = (νA+ 3(38
27
ϑ2 − 1)A|A|2 + 3(ϑ2 − 1
2
)σ2A)dT + 2ϑσAdβ˜. (1.5)
• For the unbounded domain:
u(t, x) ≈ εA(ε2t, εx) · eix + εA(ε2t, εx) · e−ix ,
where the amplitude A(T,X) solves the Itoˆ partial differential equation
dA = (4∂2XA+ νA+ 3(
38
27
ϑ2 − 1)A|A|2 + 3(ϑ2 − 1
2
)σ2A)dT + 2ϑσAdβ˜. (1.6)
Here β˜(T ) := εβ(ε−2T ) is a rescaled version of β(t).
Of course different scalings of noise strength are possible, but then in the amplitude
equation, either the noise or the linear term disappears.
We show that in our scaling, although the constant mode is non-dominant, the noise
appears also in the amplitude equation through coupling between Fourier modes
(or parts of the frequency spectrum for the real line) induced by the nonlinear
terms. Additional terms on the right-hand side are created and the noise appears
multiplicative.
Within the same framework, we could treat several similar kinds of spatial noise
not acting on the dominant part of the spectrum directly. On the other hand if we
would add additive noise that acts on the dominant frequencies, then we would need
to change scaling and consider smaller noise. See for example [BHP07] or [Blo¨07].
We give more details on this in Chapter 7. Let us emphasise that our approach does
not cover thermal noise, but only x-independent perturbations acting uniformly on
the whole system.
It is an interesting observation, that the amplitude equation contains only multi-
plicative noise instead of additive noise. This is due to the fact that the noise acting
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not directly on the dominant frequencies is mapped by the (in this case quadratic)
nonlinearity back to the dominant frequencies. In order to obtain additive noise
only, one would need to force directly the dominant frequencies. But in that case as
described above it would be essential to have smaller noise in order to get a meaning-
ful result. Other work in this direction can be found in [BH04] for Swift-Hohenberg
without quadratic terms or [BM09] for an equation of Burgers type.
In the case of the bounded domain we focus, for simplicity of presentation, only
on one specific example of boundary conditions and consider (SH) with periodic
boundary conditions on [0, 2pi] only. Dirichlet and Neumann conditions would yield
similar results. More details on other types of boundary conditions are also found
in Chapter 7.
Another interesting observation is that due to our choice of the quadratic nonlin-
earity unstable terms both cubic and linear arise in the amplitude equation. The
additional terms arise from nonlinear interaction, where squares of the noise actually
average to a constant. This is significantly different to other quadratic nonlinearities
like Burgers, for example, where these terms are all stabilising. See [BHP07] for a
rigorous treatment of a large class of equations that contain the Burgers equation
and [BMNW12] for numerical experiments, showing that in some cases the approx-
imation remains true for surprisingly long times.
Our research on noise induced stabilisation was initiated originally by the observa-
tions of Axel Hutt and collaborators [HLSG07], who treated the case with ϑ = 0.
By numerical simulations of the equation on very large domains and formal argu-
ments based on the non-rigorous application of centre manifold theory they derived
the amplitude equation for the standard Swift-Hohenberg equation with noise con-
stant in space. Moreover, they pointed out that additive noise has the potential to
stabilise the dynamics. We revisit rigorous results in this direction in Chapter 3.
A similar stabilisation effect of the Burgers equation was also observed by A. Roberts
[Rob03] with a single noise forcing the sine-Fourier mode. This was later established
rigorously in [BHP07], even in the case of higher dimensional noise. The main
difference for Burgers is that the amplitude equation still contains multiplicative
noise, while in the situation of standard Swift-Hohenberg no noise remains in the
amplitude equation. It only acts on higher order correction terms.
The case of quadratic nonlinearities (as in the Burgers equation) is much more in-
volved than the case of cubic nonlinearities (as in the standard Swift-Hohenberg
equation). For quadratic nonlinearities the interaction of the noise and the non-
linearity complicates the problem significantly, as non-dominant frequencies have a
significant impact on the dominant part of the spectrum, see [BHP07]. While for
cubic nonlinearities which were studied in [BM13] only the dominant modes survive
and all other Fourier modes are treated as error terms. Additional terms only arise
due to averaging of noise and nonlinear interaction of noise.
3
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The thesis is organised as follows: Chapter 2 provides basic definitions. Chapter 3
recalls earlier results for the standard Swift-Hohenberg equation. In Chapter 4 &
5 we state and prove the main approximation results for bounded domains and the
unbounded domain respectively. The result and proof for the bounded domain are
more detailed versions of the ones published in [KBM13], where some errors have
also been corrected. Additionally we give a heuristic overview over the structure of
the linear operator, its interaction with the nonlinearity and the resulting solution.
Chapter 6 contains short proofs for the assumed existence of solutions for the gen-
eralised Swift-Hohenberg equation and Chapter 7 discusses possible extensions of
results. In Appendix A we collect some proofs for the boundedness with respect to
the supremum norm of the semigroups occurring in this thesis.
This work is supported by the Deutsche Forschungsgemeinschaft (DFG BL535/9-1,
“Mehrskalenanalyse stochastischer partieller Differentialgleichungen”).
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We consider mild solutions (defined below) of (SH) with values in the spaces
L2per = L
2
per([0, 2pi]),
i.e. the space of 2pi periodic L2[0, 2pi] integrable functions which is isomorphic to
L2[0, 2pi], and for α > 1/2
Hα ⊕R = {u+ c : u ∈ Hα(R), c ∈ R},
where Hα is the family of fractional Sobolev spaces defined in terms of the Fourier
transform
F(u)(k) := 1
2pi
∫
R
u(x)e−ikxdx.
Definition 1. Let α ≥ 0 and define the weight ζα(k) := (1+k2)α/2 ∈ C∞(R). Then
the set
Hα := {u ∈ L2(R;C) : F−1(ζαFu) ∈ L2(R;C)},
is a Hilbert space with the norm
‖u‖Hα := ‖ζαFu‖L2 .
Remark 2. The space Hα ⊕R is a Hilbert space with scalar product
〈u1 + c1, u2 + c2〉 = c1c2 + 〈u1, u2〉Hα
and the Fourier transform extends to Hα ⊕R in a natural way by defining
F(1) := δ0,
where δ0 denotes the Dirac distribution in zero.
Obviously for any v ∈ Hα⊕R the splitting v = u+ c is unique and always exists as
it can be obtained through the projection
Pc(u+ c) := ess. lim
x→∞
(u(x) + c) = c, (2.1)
where the limit stands for the essential limit
ess. lim
x→∞
u(x) := lim
n→∞
∫ n+1
n
u(x)dx.
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Before we define mild solutions on these spaces we introduce the semigroups
S[0,2pi](t) : L
2
per → L2per, u(x) 7→
∑
k∈N
e−t(1−k
2)2uˆke
ikx
SR(t) : Hα ⊕R→ Hα ⊕R, u(x) 7→
∫
R
e−t(1−k
2)2F(u)(k)eikxdk,
(2.2)
where uˆk is the k-th Fourier coefficient of u ∈ L2per defined by
uˆk :=
1
2pi
∫ 2pi
0
u(x)e−ikxdx. (2.3)
One can easily verify that these equations define a semigroup on the respective space
and are generated by
−L := −(1 + ∂2x)2,
in the first case with periodic boundary conditions and in the second case on the
whole real line. Also we have limt↓0 S[0,2pi](t)u = u for all u ∈ L2per respectively
limt↓0 S[0,2pi](t)u = u for all u ∈ Hα ⊕ R so by definition S[0,2pi] and SR are C0
semigroups. For further details on semigroups see [Paz83].
Definition 3. A stochastic process u(t), t ∈ [0, τ ] with continuous paths in X ∈
{L2per,Hα⊕R} is a mild solution of (SH) up to the stopping time τ if the following
variation of constants formula holds in X for all t ∈ [0, τ ]:
u(t) = e−t(1+∂
2
x)
2
u(0) +
∫ t
0
e−(t−s)(1+∂
2
x)
2
[νε2u(s) + ϑu2(s)− u3(s)]ds
+ ε
∫ t
0
e−(t−s)(1+∂
2
x)
2
σdβ(s) ,
(2.4)
where e−t(1+∂
2
x)
2
is the semigroup generated by −L : D(−L) ⊂ X → X i.e.
e−t(1+∂
2
x)
2
:=
{
S[0,2pi] for X = L2per,
SR for X = Hα ⊕R,
with S[0,2pi], SR as defined in (2.2).
Independently of the chosen space X ∈ {L2per,Hα ⊕ R} the stochastic integral on
the right-hand side of (2.4) can be simplified to
Z(t) := εσ
∫ t
0
e−(t−s)(1+∂
2
x)
2
1dβ(s) = εσ
∫ t
0
e−(t−s)dβ(s), (2.5)
which is a simple real-valued Ornstein-Uhlenbeck process. If we rescale this process
to the slow time we get the fast Ornstein-Uhlenbeck process defined by
Zε(T ) := σ
∫ T
0
e−ε
−2(T−s)dβ˜(s), (2.6)
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where β˜(T ) is a rescaled version of the process defined by
β˜(T ) := εβ(ε−2T ).
Using standard theory given in [DPZ92], it is straightforward to verify that mild
solutions as defined above exist. This is, for example, done via Banach’s fixed-
point theorem for unique local solutions which are defined up to a stopping time.
For completeness of presentation we provide a short sketch of the proof in Chapter
6. From energy estimates it can actually be shown that these are global solutions
already, which are defined up to a deterministic time.
We do not rely on global existence in our results as we verify an approximation
result up to stopping times where the mild solution gets too large and we use the
amplitude equation to show that with very high probability this stopping time is
greater than any fixed time.
Our approximation result measures the error in terms of the distance to the bifur-
cation point (r = ν = 0) using big O notation modified for random variables. This
is defined by the following:
Definition 4. Let Xε with ε > 0 be a family of stochastic variables in the normed
vector space X and let f(ε) be a function of ε. Then Xε is of order f(ε), which we
abbreviate by
Xε = O(f(ε)),
if and only if for every p-th moment of Xε there is a constant Cp such that the
following is valid for all ε > 0:
E (‖Xε‖pX ) ≤ Cp|f(ε)|p.
The time T0 > 0 does, throughout the whole work, stand for a time that is fixed a
priori and, in particular, independent of ε.
Constants depending on T0 and initial conditions but independent of the time t ≤ T0
and ε will generally be denominated by the letter C or c. The value may change
during calculation steps but this is used sparsely to hopefully avoid any confusions.
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3 The case of the standard
Swift-Hohenberg equation (ϑ = 0)
The special case without quadratic nonlinearity has been studied in [BM13] for
bounded domains and [MBK13] on the unbounded domain. As we will see these
results, which we reproduce here, are consistent with the approximation theorems
presented in Chapter 4 and Chapter 5.
First we apply Theorem 9 in [BM13] on the setting of (SH) as in Section 6.2.1 of
the same article:
Proposition 5. Let 0 < κ < 1
36
. Let u be a stochastic process with continuous paths
in L2per that is a mild solution of (SH) with ϑ = 0 and ‖u(0)‖H1 = O(ε1−κ), where
the norm here means (with uˆk as defined by equation (2.3))
‖u‖2H1 =
∑
k∈Z
(1 + k2)|uˆk|2.
Then for every p ∈ N there is a constant Cp such that the rescaled solution
v(t, x) = ε−1u(ε−2t, x)
satisfies
P
(‖v(T, x)− γ1(T ) sin(x)− γ−1(T ) cos(x)− εσdβ(T )‖H1 ≥ ε1−38κ) ≤ Cpεp,
where γ1 and γ−1 are the solutions of the following two-dimensional amplitude equa-
tions:
dγi = (ν − 3σ2)γidT − 34γi(γ21 + γ2−1)dT for i = ±1.
By setting γ := (γ−1 − iγ1)/2 we get
dγ = ((ν − 3σ2)γ − 3γ|γ|2)dT,
which is the equivalent to Equation (1.5).
Our approximation result presented in Chapter 4 uses the supremum norm instead
of the H1 norm provided here, which makes the proof slightly more involved. It
would be no problem however to establish our result with the H1 norm by using
similar methods as we use for our proof in Section 4.3.
For the unbounded domain we directly cite Theorem 3.4 from [MBK13]:
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Proposition 6. Let u(t, x) ∈ C([0, T0], L∞(R)) be a mild solution of (SH) with
ϑ = 0 and A(T,X) be a solution of (1.6) such that A ∈ C([0, T0],Hα(R)) for
α > 1
2
.
Assume, with the formal approximation wA(T,X) defined by
wA(T,X) = A(T,X)e
iε−1X + A(T,X)e−iε
−1X ,
that the initial conditions fulfil
‖u(0, x)− εwA(0, εx)‖∞ ≤ dε1−3κ0φε
for some fixed d > 0 and for κ0 ∈ (0, 18) such that ε−8κ0φ2ε → 0 for ε→ 0, where
φ2ε =

ε2 if α > 3/2,
ε2 ln(1/ε) if α = 3/2,
ε2α−1 if α < 3/2.
Then for every p ∈ N there exists a constant Cp > 0 depending on sup[0,T0]‖A‖α,
such that
P
{
sup
t∈[0,ε−2T0]
∥∥u(t, x)− εwA(ε2t, εx)− εZε(ε2t)∥∥∞ > Cε1−4κ0φε} ≤ Cpεp, (3.1)
where Zε(T ) is the fast Ornstein-Uhlenbeck process defined in (2.6).
This result also fits nicely with the proposed amplitude equation (1.6). It does not
put any assumptions on the spectral shape of the initial condition which, in return,
leads to a more coarse approximation as the one we will show in Chapter 5.
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4.1 Approximation theorem for the bounded domain
The first main result is the following approximation theorem for the stochastic gen-
eralised Swift-Hohenberg equation (SH), which was published in [KBM13].
Theorem 7. Let T0 > 0 be a time of order 1, ϑ ∈ R with ϑ2 ≤ 2738 and 0 < κ < 127 .
Let u be a stochastic process with continuous paths in L2per[0, 2pi] that is a mild
solution of (SH) with ‖u(0)‖∞ = O(ε1−κ). Furthermore, let A(T ), T ∈ [0, T0] be a
stochastic process with continuous paths in C that solves (1.5) with
A(0) =
1
2pi
∫ 2pi
0
ε−1u(0, x)eixdx = O(ε−κ). (4.1)
Then for all p ∈ N there is a constant Cp such that the following holds:
P
(
sup
t∈[0,ε−2T0]
‖u(t)− uA(t)− εZε(ε2t)− e−t(1+∂2x)2us(0)‖∞ > ε2−29κ
)
≤ Cpεp, (4.2)
with the approximation
uA(t, x) = εA(ε
2t)eix + εA(ε2t)e−ix,
where Zε is the Ornstein-Uhlenbeck process defined by
Zε(T ) := ε
−1σ
∫ T
0
e−ε
−2(T−s)dβ˜(s). (4.3)
Here we easily see that Zε(ε
2t) = Z(t) with Z defined in (2.5).
The small constant κ > 0 introduced in the theorem above mainly takes care of the
fact, that we cannot bound the fast stochastic convolution Zε uniformly in time by
a constant with high probability, but by a bound that is slightly worse depending
on ε. As the final error bound will thus be slightly worse than order O(ε2), we can
also allow for initial conditions u(0) that are not of order O(ε), but slightly worse.
Although we think of κ being very small, the previous theorem is still true for
κ ∈ [1/29, 1/27], but useless, as we loose a full order of ε in the final result.
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Remark 8. In the case ϑ2 > 27
38
, which is not treated in Theorem 7, the amplitude
equation (1.5) has an unstable cubic nonlinearity, and thus exhibits blow up in finite
time, while in the case ϑ2 = 27
38
(1.5) loses the cubic completely.
Nevertheless as long as the solution A to (1.5) is not too large (for example |A(T )| ≤
ε−2κ) our approximation result still holds, up to a stopping time, where A fails to be
bounded.
The proof is basically the same except the fixed time T0 > 0 is replaced everywhere
by the stopping time τA = inf{t : |A(t)| ≥ ε−2κ}∧T0. For simplicity of presentation,
we refrain from giving more details here.
Remark 9. The interesting case ϑ2 = 27
38
was studied in the deterministic case. See
for example [BD11], where an even more general case was treated. In this case (1.5)
loses its cubic nonlinearity, and turns out to be a linear equation only. Thus we
can consider larger solutions and hence larger noise. By changing the scaling still a
meaningful amplitude equation is obtained but now with a quintic nonlinearity.
Using the methods presented in this chapter it is straightforward but lengthy to derive
the quintic amplitude equation also in the stochastic case. We refrain from giving
details here.
4.2 Heuristics
If we look at the spectrum of the operator −L + ε2ν, shown in Figure 4.1 as a
schematic representation, we see that only the first Fourier modes have a small
positive eigenvalue of order ε2 while all others are negative with an absolute value
bounded away from zero. This means that in the solution to the linear equation
u(t) = e−t(L+ε
2ν)u(0)
all modes except the first ones are pushed down with speed one and the first modes
become dominant with slowly moving Fourier coefficients. With added nonlinearity
we see the same effect when starting with an initial value small enough such that
the nonlinearity does not dominate the semigroup.
To get a better understanding we can change our point of view by rescaling u(t, x)
to the appropriate slow time-scale by setting
v(T, x) := ε−1u(ε−2T, x) .
Then equation (SH) becomes
dv = (−ε−2(1 + ∂2x)2v + νv + ε−1ϑv2 − v3)dT + ε−1σdβ˜ .
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Figure 4.1 Spectrum of the operator −L+ ε2ν on L2per[0, 2pi]
With an initial value v(0) of order 1 the nonlinear terms are of order ε−1 and as we
will see the non-dominant modes get pushed down to being of order ε except for the
stochastic term on the constant mode. This leads to the situation shown in Figure
4.2. The figure contains all interactions of modes through the nonlinearity that are
relevant to the shape of the amplitude equation (1.5): Terms of order ε−1 or larger
acting on the non-dominant modes {. . . ,−2, 0,+2, . . . } and terms of order one or
larger acting on the dominant modes {−1,+1}.
These nonlinear interactions of the noise together with averaging (see Lemma 13)
lead to some surprising deterministic terms in the amplitude equation. A stabilising
linear term from the cubic term, that was already observed in [Hut08], and desta-
bilising terms both cubic and linear that arise from the quadratic term. But if ϑ is
not too large, increasing the noise strength σ may lead to a stabilisation effect.
4.3 Proof of the result
4.3.1 Preliminaries
We start out by rescaling u(t, x) to the slow time-scale by
v(T, x) := ε−1u(ε−2T, x) .
Its stochastic differential is given by
dv = (−ε−2(1 + ∂2x)2v + νv + ε−1ϑv2 − v3)dT + ε−1σdβ˜ .
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Figure 4.2 Relevant interactions between modes through the nonlinearity
The mild formulation is:
v(T ) = e−Tε
−2(1+∂2x)2v(0) + Zε(T )
+
∫ T
0
e−(T−s)ε
−2(1+∂2x)2 [νv(s) + ε−1ϑv2(s)− v3(s)]ds .
(4.4)
Here Zε is the fast Ornstein-Uhlenbeck process defined in (4.3). It is the solution of
dZε = −ε−2ZεdT + σε−1dβ˜, Zε(0) = 0 . (4.5)
Also we define the stopping time
τ ∗ = inf {T > 0 : ‖v(T )‖∞ > ε−κ0} ∧ T0, (4.6)
where κ is defined in Theorem 7 and κ0 is any small real value with κ0 > 2κ, which
asserts that τ ∗ > 0 almost surely. Later we fix κ0 = 178 κ in the proof of Theorem 7.
Expanding v(T, x) as a complex Fourier series yields
v(T, x) =
∞∑
k=−∞
vˆk(T )e
ikx . (4.7)
Define a splitting of the Fourier modes into the non-dominant modes
vs(T, x) =
∑
|k|6=1
vˆk(T )e
ikx (4.8)
and the dominant modes
vc(T, x) = v(T, x)− vs(T, x) = vˆ1(T )eix + vˆ1(T )e−ix . (4.9)
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For technical reasons we also define
v∞(T, x) =
∑
|k|≥3
[vˆk(T )− e−Tε−2(1−k2)2 vˆk(0)]eikx (4.10)
For |k| ≥ 1 from the mild solution (4.4), each vˆk is given by
vˆk(T ) = e
−ε−2(1−k2)2T vˆk(0)
+
∫ T
0
e−ε
−2(1−k2)2(T−s)
[
νvˆk(s) + ε
−1ϑ(v̂2)k(s)− (v̂3)k(s)
]
ds,
(4.11)
where the hat indicates the discrete Fourier transform and the lower index k denotes
its k-th mode.
Later we will need that the semigroup e−tL acting on the space L2per[0, 2pi] is bounded
on L∞per[0, 2pi]. We prove the following in Appendix A:
Corollary A.3. Let e−tL be the semigroup on L2per[0, 2pi] defined by
e−tLu(x) =
∑
k∈N
e−t(1−k
2)2uˆke
ikx.
Then there exists a constant C > 0 such that for all t ≥ 0:
‖e−tLu‖∞ ≤ C‖u‖∞.
4.3.2 Removing non-dominant modes
Next we show that the non-dominant modes (|k| 6= 1) of the rescaled solution v(t)
defined in the last section can be approximated by the fast OU-process Zε. With a
slight abuse of the O-notation, our result states:
vs(T ) = e
−Tε−2(1+∂2x)2vs(0) + Zε(T ) +O(ε1−2κ0) .
Or, to be more precise:
Lemma 10. Under the assumptions of Theorem 7, with stopping time τ ∗ defined by
(4.6) and vˆk as in (4.7), the following statements are true:
sup
T∈[0,τ∗]
‖
∑
|k|≥2
[vˆk(T )− e−Tε−2(1−k2)2 vˆk(0)] · eikx‖∞ = O(ε1−2κ0) , (4.12)
sup
T∈[0,τ∗]
‖vˆ0(T )− Zε(T )− e−Tε−2v0(0)‖ = O(ε1−2κ0) . (4.13)
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Proof. Since ‖v‖∞ ≤ ε−κ0 , it follows that for any k ∈ Z and n ∈ N
|(v̂n)k| ≤
(∑
k∈Z
|(v̂n)k|2
)1/2
= ‖v̂n‖`2 = ‖vn‖L2per ≤
√
2pi‖vn‖∞ ≤
√
2piε−nκ0 . (4.14)
In combination with the simple inequality (for |k| 6= 1)∫ T
0
e−ε
−2(1−k2)2(T−s)ds ≤ (1− k2)−2ε2,
we derive the following by bounding the integral term in (4.11)∣∣∣vˆk(T )− e−Tε−2(1−k2)2 vˆk(0)∣∣∣ ≤ ε1−2κ0(1− k2)−2(2 + |ν|+ |ϑ|). (4.15)
Therefore with
∑
|k|≥2(1 − k2)−2 ≤
∑∞
k=1 k
−2 = pi
2
6
we obtain (using κ0 < 1 for the
cubic term)
∑
|k|≥2
∣∣∣vˆk(T )− e−Tε−2(1−k2)2 vˆk(0)∣∣∣ ≤ ε1−2κ0 pi2
3
(2 + |ν|+ |ϑ|),
which proves (4.12). Projecting the mild solution (2.4), the constant mode vˆ0 has
the form
vˆ0(T ) =e
−ε−2T vˆ0(0) + Zε(T )
+
∫ T
0
e−ε
−2(T−s)(νv0(s) + ε−1ϑ(v̂2)0(s)− (v̂3)0(s))ds .
(4.16)
Thus with similar arguments as before, for all T < τ ∗ the left-hand side of (4.13) is
bounded by ∣∣∣vˆ0(T )− Zε(T )− e−ε−2T vˆ0(0)∣∣∣ ≤ ε1−2κ0(2 + |ν|+ |ϑ|).
4.3.3 Rewriting the first Fourier-Mode
We continue by showing that the dominant mode vˆ1(T ) is well approximated by
A(T ). For simplicity of presentation let us define the following functions:
a(T ) := vˆ1(T ), Φ(T ) := ε
−1
(
vˆ2(T )− e−9Tε−2 vˆ2(0)
)
,
Ψ(T ) := ε−1
(
vˆ0(T )− Zε(T )− e−Tε−2 vˆ0(0)
)
.
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Lemma 11. Under the assumptions of Lemma 10, the stochastic differential of a(T )
is given by
da = (νa+ 3(38
27
ϑ2 − 1)a|a|2 + 6(ϑ2 − 1
2
)aZ2ε )dT + 2ϑσadβ˜ + dR, (4.17)
where R(t) is a stochastic process with supt∈[0,τ∗] |R(t)| = O(ε1−8κ0).
Proof. In Lemma 10 in (4.14) and (4.15) we established:
sup
T∈[0,τ∗]
|vˆ1(T )| ≤ ε−κ0 (4.18)
sup
T∈[0,τ∗]
(
sup
|k|≥2
|vˆk(T )− e−ε−2(1−k2)2 vˆk(0)|
)
= O(ε1−2κ0). (4.19)
This readily implies
sup
T∈[0,τ∗]
|a(T )| = O(ε−κ0), sup
T∈[0,τ∗]
|Φ(T )| = O(ε−2κ0), sup
T∈[0,τ∗]
|Ψ(T )| = O(ε−2κ0).
The slightly better bound on a unfortunately does not improve the final result. We
could just bound all three terms by O(ε−2κ0).
The infinite-dimensional part is bounded by
sup
T∈[0,τ∗]
‖v∞(T )‖∞= O(ε1−2κ0). (4.20)
The OU-process can be bounded by
sup
T∈[0,τ∗]
|Zε(T )| = O(ε−ζ) (4.21)
for all positive ζ > 0. For a proof of this well-known result see for example [BM13]
p. 9 (Lemma 14).
Now we can directly calculate the stochastic differentials da, dΦ and dΨ by writing
v as
v = aeix + εΦei2x + a¯e−ix + εΦ¯e−i2x + εΨ + Zε + v∞ + e−Tε
−2(1+ε2∂2x)2vs(0)
and multiplying it with itself to bound (v̂2)k and (v̂3)k for k ∈ {0, 1, 2}. Note that
we can bound the Fourier transform by the L∞ norm. We have
v2 = 2(aeix + a¯e−ix + Zε)(εΦei2x + εΦ¯e−i2x + εΨ + v∞)
+ (aeix + a¯e−ix + Zε)2 + r1
v3 = (aeix + a¯e−ix + Zε)3 + r2
(4.22)
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with
r1 = (εΦe
i2x + εΦ¯e−i2x + εΨ + v∞)2 + (e−ε
−2TLvs(0))2
+ 2(aeix + εΦei2x + a¯e−ix + εΦ¯e−i2x + εΨ + Zε + v∞)e−ε
−2TLvs(0)
r2 = (εΦe
i2x + εΦ¯e−i2x + εΨ + v∞)3 + (e−ε
−2TLvs(0))3
+ 3(aeix + a¯e−ix + Zε)(εΦei2x + εΦ¯e−i2x + εΨ + v∞)2
+ 3(aeix + a¯e−ix + Zε)2(εΦei2x + εΦ¯e−i2x + εΨ + v∞)
+ 3(aeix + a¯e−ix + Zε)(e−ε
−2TLvs(0))2 + 3(aeix + a¯e−ix + Zε)2(e−ε
−2TLvs(0))
+ 3(εΦei2x + εΦ¯e−i2x + εΨ + v∞)(e−ε
−2TLvs(0))2
+ 3(εΦei2x + εΦ¯e−i2x + εΨ + v∞)2(e−ε
−2TLvs(0))
+ 6(aeix + a¯e−ix + Zε)(εΦei2x + εΦ¯e−i2x + εΨ + v∞)(e−ε
−2TLvs(0)).
Here we used for shorthand notation
L = (1 + ∂2x)2 .
Because of
sup
T∈[0,τ∗]
‖εΦ(T )ei2x + εΦ¯(T )e−i2x + εΨ(T ) + v∞(T )‖∞ = O(ε1−2κ0),
sup
T∈[0,τ∗]
‖a(T )eix + a¯(T )e−ix + Zε(T )‖∞ = O(ε−κ0),
which follows from (4.18), (4.19), (4.20) and (4.21), together with
‖
∫ T
0
e−ε
−2sLvs(0)ds‖∞ ≤ ε2
∑
|k|6=1
(1− k2)−2|(v̂s(0))k|
≤ ε2
√
2pi
∑
|k|6=1
(1− k2)−2‖vs(0)‖∞ = O(ε2−κ0)
we can bound the integral in time of r1 and r2 by
sup
T∈[0,τ∗]
‖
∫ T
0
r1dt‖∞ = O(ε2−6κ0)
sup
T∈[0,τ∗]
‖
∫ T
0
r2dt‖∞ = O(ε1−6κ0).
Analogously we can bound integrals of any power of ‖ri‖∞. Inserting (4.22) into the
mild solution formulas (4.11) respectively (4.16) gives
da = (νa+ 2ϑa¯Φ + 2ϑaΨ− 3a|a|2 − 3aZ2ε + ε−12ϑaZε +R1)dT (4.23)
dΦ = (−9ε−2Φ + ε−2ϑa2 +R2)dT (4.24)
dΨ = (−ε−2Ψ + ε−2ϑ|a|2 + ε−2ϑZ2ε +R3)dT (4.25)
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where
R1(t) = ε
−1ϑ(r̂1)1 − (r̂2)1,
R2(t) = νΦ + 2ε
−1ϑZεΦ− 3ε−1a2Zε + 2ε−2ϑv3a¯+ ε−2ϑ(r̂1)2 − ε−1(r̂2)2
and
R3(t) = νΨ + ε
−1ϑΨZε − ε−1Z3ε + 6ε−1|a|2Zε + ε−2ϑ(r̂1)0 − ε−1(r̂2)0
are stochastic processes with
sup
T∈[0,τ∗]
∫ T
0
|R1|ds = O(ε1−6κ0), sup
T∈[0,τ∗]
∫ T
0
|R2|+ |R3|ds = O(ε−1−6κ0).
In order to eliminate Φ and Ψ on the right-hand side of (4.23) we apply the Itoˆ
formula to a¯Φ, aΨ and aZε. Note that there is no Itoˆ correction at this point, as
a, Φ, and Ψ are random but differentiable, which follows from the representation in
(4.23) – (4.25).
d(a¯Φ) = (da¯)Φ + a¯(dΦ) = (a¯(−9ε−2Φ + ε−2ϑa2) +R4)dT
d(aΨ) = (da)Ψ + a(dΨ) = (a(−ε−2Ψ + 2ε−2ϑ|a|2 + ε−2ϑZ2ε ) +R5)dT
d(aZε) = (da)Zε + a(dZε) = (ε
−12ϑaZ2ε − ε−2aZε +R6)dT + aε−1σdβ˜
where
R4(t) = a¯R2 + Φ(νa¯+ 2ϑaΦ¯ + 2ϑa¯Ψ¯− 3a¯|a|2 − 3a¯Z2ε + ε−12ϑa¯Zε + R¯1),
R5(t) = aR3 + Ψ(νa+ 2ϑa¯Φ + 2ϑaΨ− 3a|a|2 − 3aZ2ε + ε−12ϑaZε +R1)
and
R6(t) = Zε(νa+ 2ϑa¯Φ + 2ϑaΨ− 3a|a|2 − 3aZ2ε +R1)
are stochastic processes with
sup
t∈[0,τ∗]
∫ T
0
|R4|+ |R5|ds = O(ε−1−8κ0), sup
t∈[0,τ∗]
∫ T
0
|R6|ds = O(ε−8κ0).
Therefore we have:
a¯ΦdT = (
1
9
ϑa|a|2 + 1
9
ε2R4)dT − 1
9
d(ε2a¯Φ) (4.26)
aΨdT = (2ϑa|a|2 + ϑaZ2ε + ε2R5)dT − d(ε2aΨ) (4.27)
ε−1aZεdT = (2ϑaZ2ε + εR6)dT + σadβ˜(T )− d(εaZε). (4.28)
By substituting (4.26) – (4.28) into (4.23) we get the desired result for da with
dR = 2ϑε2(
1
9
R4dT +R5dT − 1
9
d(a¯Φ)− d(aΨ)) + 2ϑε(R6dT − d(aZ)).
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4.3.4 Averaging with error bounds
We match the equation for da from (4.17) to the amplitude equation (1.5). For this
we need to remove aZ2εdT , which is done in this section. First we need the following
technical Lemma:
Lemma 12. Let X, f, g be C-valued stochastic processes with
X(t) =
∫ t
0
f(s)ds+
∫ t
0
g(s)dβ˜,
where supt∈[0,τ ]|f(t)| = O(εγ) and supt∈[0,τ ]|g(t)| = O(εγ) with γ ∈ R and τ ≤ T0
being a stopping time. Then X(t) has the same bound as f(t) and g(t):
sup
t∈[0,τ ]
|X(t)| = O(εγ) (4.29)
Proof. First we need to show that for any process Y (t) we have the bounds
E
(
sup
t∈[0,τ ]
|
∫ t
0
Y dβ˜|
)p
≤ C
(
E( sup
t∈[0,τ ]
|Y (t)|2p)
)1/2
(4.30)
E
(
sup
t∈[0,τ ]
|
∫ t
0
Y ds|
)p
≤ C
(
E( sup
t∈[0,τ ]
|Y (t)|2p)
)1/2
, (4.31)
where C is a positive constant depending on T0 and p. With the Burkholder-Davis-
Gundy inequality we obtain
E
(
sup
t∈[0,τ ]
|
∫ t
0
Y dβ˜|
)p
≤ CpE
([∫ τ
0
Y dβ˜
])p/2
= CpE
(∫ τ
0
Y 2[dβ˜]
)p/2
= CpE
(∫ τ
0
Y 2ds
)p/2
,
where Cp is a positive constant depending on p and [ξ] denotes the quadratic varia-
tion of ξ. Similarly by using the Ho¨lder inequality we get
E
(
sup
t∈[0,τ ]
|
∫ t
0
Y ds|
)p
≤ E
(
sup
t∈[0,τ ]
(t
∫ t
0
Y 2ds)p/2
)
≤ (T0)p/2E
(∫ τ
0
Y 2ds
)p/2
.
Another two uses of the Ho¨lder inequality prove (4.30) and (4.31):
E
(∫ τ
0
Y 2ds
)p/2
≤ E
(
(T0)
(p−1)
∫ τ
0
Y 2pds
)1/2
≤ (T0)(p−1)/2
(
E
∫ τ
0
(Y 2p)ds
)1/2
≤ (T0)(p−1)/2
(
T0E( sup
t∈[0,τ ]
|Y (t)|2p)
)1/2
≤ (T0)p/2
(
E( sup
t∈[0,τ ]
|Y (t)|2p)
)1/2
.
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With this we can bound supt∈[0,τ ]|X(t)|:
E sup
t∈[0,τ ]
|X(t)|p ≤ E( sup
t∈[0,τ ]
|
∫ t
0
fds|+ sup
t∈[0,τ ]
|
∫ t
0
gdβ˜|)p
≤ pE( sup
t∈[0,τ ]
|
∫ t
0
fds|p + sup
t∈[0,τ ]
|
∫ t
0
gdβ˜|p)
≤ p
(
E
(
sup
t∈[0,τ ]
|
∫ t
0
fds|)2p)1/2 + p(E( sup
t∈[0,τ ]
|
∫ t
0
gdβ˜|)2p)1/2
≤ pC
(
E( sup
t∈[0,τ ]
|f(t)|4p)
)1/4
+ pC
(
E( sup
t∈[0,τ ]
|g(t)|4p)
)1/4
where we used Young’s inequality in the second step and the inequalities (4.30)
and (4.31) in the last step. Since by the assumptions both supt∈[0,τ ]|f(t)| and
supt∈[0,τ ]|g(t)| are of order εγ, our proof is finished.
Now we can substitute the aZ2 term in (4.17). This is done by using the averaging
property of Zε described in the next Lemma.
Lemma 13. Let X(t) ∈ C be a stochastic process with dX = f(T )dT + g(T )dβ˜,
where supT∈[0,τ ]|f(T )| = O(ε−γ) and supT∈[0,τ ]|g(T )| = O(ε−γ) with γ > 0 and
τ ≤ T0 being a stopping time. Then with Zε as defined by (4.5) the following holds:
sup
T∈[0,τ ]
|
∫ T
0
X(s)Zε(s)
2ds−
∫ T
0
1
2
σ2X(s)ds| = O(ε1−κ0−γ). (4.32)
Proof. By using Itoˆ’s formula we find
d(XZ2ε ) = (dX)Z
2
ε +X(dZ
2
ε ) + (dX)(dZ
2
ε )
and
d(Z2ε ) = 2(dZε)Zε + (dZε)
2 = 2Zε(−ε−2ZεdT + ε−1σdβ˜) + ε−2σ2dT.
This gives
d(XZ2ε ) = fZεdT + gZεdβ˜ − ε−22XZ2εdT + ε−12σXZεdβ˜ + ε−2σ2XdT + ε−1σgdT.
We already know from the proof of Lemma 11 that supT∈[0,T0]|Zε(T )| = O(ε−κ0) and
it follows from Lemma 12 that supT∈[0,τ ]|X(T )| = O(ε−γ). Therefore d(XZ2ε ) can
be written as
d(XZ2ε ) = −ε−22XZ2εdT + ε−2σ2XdT +R7dT +R8dβ˜,
where R7(T ) and R8(T ) are stochastic processes with
sup
T∈[0,τ ]
|R7(T )| = O(ε−1−κ0−γ), sup
T∈[0,τ ]
|R8(T )| = O(ε−1−κ0−γ).
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By multiplying with ε2 and integrating from 0 to T it follows that∫ T
0
1
2
σ2Xds−
∫ T
0
XZ2εds =
1
2
ε2XZ2ε
∣∣∣T
0
− ε2
∫ T
0
R7ds− ε2
∫ T
0
R8dβ˜
and the application of Lemma 12 yields the desired result.
4.3.5 SDE Lemma
With Lemma 13 we have closed the gap between the SDEs (1.5) and (4.17) down
to some error on the right side which is of order ε1−8κ0 . But to be able to compare
the first Fourier mode a and the solution of the amplitude equation A we need the
following Lemma.
Lemma 14. Let X1(t), X2(t) ∈ C be stochastic processes given by
X1(t) = X1(0) +
∫ t
0
f(X1)ds+
∫ t
0
g(X1)dβ
X2(t) = X1(0) +
∫ t
0
f(X2)ds+
∫ t
0
g(X2)dβ +R(t)
(4.33)
with supt∈[0,τ0]|R(t)| = O(εγ), where γ ∈ R and τ0 ≤ T0 is a stopping time. Let
there be a constant C > 0 and a process R˘(t) with supt∈[0,τ0]|R˘(t)| = O(εγ) such that
the functions f and g satisfy the following conditions:
Re {(f(X1)− f(X2))ϕ} ≤ C(|ϕ|2 + |R˘(t)|2) (4.34)
∀x, y ∈ C : |g(x)− g(y)|2 ≤ C|x− y|2, (4.35)
where ϕ := X1 − (X2 −R). Then the difference between X1 and X2 can be bounded
by
sup
t∈[0,τ0]
|X1(t)−X2(t)| = O(εγ). (4.36)
Note that condition (4.34) can be established by a bound of the type
Re{(f(x)− f(y))(x− y − z)} ≤ C|x− y − z|2 + p(y, z)
with polynomial p provided we have additional bounds on the process X2.
Proof. Because of the unknown derivative of R it is much easier to split X1 − X2
into
X1 −X2 = ϕ−R (4.37)
and bound |ϕ| rather than the actual term.
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Due to the stopping time the process ϕ is not easily bounded directly. Thus we
extend all processes to [0, T0] and define
R˜(t) :=
{
R(t) for t ≤ τ0
R(τ0) for t > τ0
and modify X1 and X2:
X˜1(t) := X1(0) +
∫ τ0∧t
0
f(X˜1)ds+
∫ t
0
g(X˜1)dβ
X˜2(t) := X1(0) +
∫ τ0∧t
0
f(X˜2)ds+
∫ t
0
g(X˜2)dβ + R˜(t).
With this we can define a suitable replacement for ϕ:
ϕτ0(t) := X˜1(t)− (X˜2(t)− R˜(t))
=
∫ τ0∧t
0
(f(X1)− f(X2))ds+
∫ τ0∧t
0
(g(X˜1)− g(X˜2))dβ.
Note that supt∈[0,T0] |R˜(t)| = O(εγ) and for any stopping time τ ≤ τ0 we have
ϕτ0(τ) = ϕ(τ), X˜1(τ) = X1(τ) and X˜2(τ) = X2(τ). This means
sup
t∈[0,τ0]
|ϕ(t)| = sup
t∈[0,τ0]
|ϕτ0(t)|.
Now in order to bound the moments of supt∈[0,τ0] |ϕτ0 | we first need a bound on the
moments of |ϕτ0|. We start by taking the differential of |ϕτ0|2p for p ∈ N:
d|ϕτ0|2p = d(ϕτ0ϕτ0)p = p(ϕτ0ϕτ0)p−1d(ϕτ0ϕτ0)
= p|ϕτ0|2p−2 ((dϕτ0)ϕτ0 + ϕτ0(dϕτ0) + (dϕτ0)(dϕτ0)) .
The derivative of ϕτ0 is given by
dϕτ0 = χ[0,τ0∧t](f(X1)− f(X2))dt+ (g(X˜1)− g(X˜2))dβ .
Therefore
d|ϕτ0|2p = p|ϕτ0|2p−2[χ[0,τ0∧t]2 Re {ϕτ0(f(X1)− f(X2))} dt
+ 2 Re
{
ϕτ0(g(X˜1)− g(X˜2))
}
dβ + |g(X˜1)− g(X˜2)|2dt].
Next we integrate and split the right-hand side into three parts:
|ϕτ0(t)|2p =
∫ τ0∧t
0
p|ϕτ0|2p−22 Re {ϕτ0(f(X1)− f(X2))} ds
+
∫ t
0
p|ϕτ0|2p−22 Re
{
ϕτ0(g(X˜1)− g(X˜2))
}
dβ
+
∫ t
0
p|ϕτ0|2p−2|g(X˜1)− g(X˜2)|2ds
:= I1 + I2 + I3.
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For the first part we can exchange ϕ and ϕτ0 freely because the integral reaches only
up to the stopping time τ0. Doing this and using (4.34) we find
I1 =
∫ τ0∧t
0
p|ϕ|2p−22 Re {ϕ(f(X1)− f(X2))} ds
≤
∫ τ0∧t
0
p|ϕ|2p−22C(|ϕ|2 + |R˘|2)ds
≤
∫ τ0∧t
0
Cp(|ϕτ0|2p + |R˘|2p)ds ≤ Cp(
∫ t
0
(|ϕτ0|2pds+
∫ τ0
0
|R˘|2p)ds,
where Cp is a constant depending on p and we used Young’s inequality in the last
step. The third part can be bounded from above by using (4.35) and a simple
application of the triangle inequality:
I3 ≤
∫ t
0
p|ϕτ0|2p−2|X˜1 − X˜2|2ds
≤
∫ t
0
p|ϕτ0|2p−2(|ϕτ0|2 + |R˜|2)ds ≤
∫ t
0
Cp(|ϕτ0 |2p + |R˜|2p)ds.
Again we used Young’s inequality in the last step. Now since stochastic integration
preserves the local martingale property, taking the expectation value of |ϕτ0 |2p yields,
for all t ≤ T0,
E(|ϕτ0(t)|2p) = E(I1) +E(I2)
≤ CpE
(∫ t
0
|ϕτ0|2p + |R˜|2pds+
∫ τ0
0
|R˘|2pds
)
≤
∫ t
0
CpE(|ϕτ0|2p)ds+ CpT0R2psup,
where R2psup := E(supt∈[0,τ0]|R˘(t)|2p + supt∈[0,T0]|R˜(t)|2p). Since supt∈[0,τ0]|R˘(t)| =
O(εγ) and supt∈[0,τ0]|R˜(t)| = O(εγ) we have
|R2psup| = O(εγ).
We apply Gronwalls Lemma to get
E(|ϕτ0(t)|2p) ≤ CpT0R2psup +
∫ t
0
C2pT0R
2p
supe
(T0−s)Cpds
≤ CpT0R2psup + C2pT 20R2psupeT0Cp . (4.38)
With this we can now bound the moments of supt∈[0,τ0] |ϕτ0(t)|. We start with
24
4 Result for the bounded domain
E(supt∈[0,τ0] I3(t)):
E( sup
t∈[0,τ0]
I3(t)) = E sup
t∈[0,τ0]
(
∫ t
0
2 Re
{
ϕτ0(g(X˜1)− g(X˜2))
}
dβ)
≤ E( ∫ τ0
0
C2p |ϕτ0 |4p−2|g(X˜1)− g(X˜2)|2ds
)1/2
≤ (E∫ T0
0
C2p |ϕτ0 |4p−2(|ϕτ0|2 + |R˜|2)ds
)1/2
≤ Cp
(
E
∫ T0
0
|ϕτ0 |4p + |R˜|4pds
)1/2
,
where we used the Burkholder Davis Gundy theorem in the second step, the Ho¨lder
inequality in the third and Young’s inequality in the last step.
The whole term is now easily bounded by
E( sup
t∈[0,τ0]
|ϕ(t)|)2p = E( sup
t∈[0,τ0]
(I1 + I2 + I3))
≤ CpE(
∫ T0
0
(|ϕτ0|2p + |R˜|2p)ds+
∫ τ0
0
|R˘|2pds)
+ Cp
(
E
∫ T0
0
|ϕτ0|4p + |R˜|4pds
)1/2
≤ Cp(
∫ T0
0
E|ϕτ0|2pds) + Cp(
∫ T0
0
E|ϕτ0|4pds)1/2
+ Cp(T0 + T
1/2
0 )R
2p
sup.
Using (4.38) we attain
E( sup
t∈[0,τ0]
|ϕτ0(t)|)2p ≤ CpT0(CpT0R2psup + C2pT 20R2psupeT0Cp)
+ CpT
1/2
0 (C2pT0R
4p
sup + C
2
2pT
2
0R
4p
supe
T0C2p) + CpT
3/2
0 R
2p
sup.
Finally any moment can be bounded by even moments through Ho¨lder interpolation,
which proves that supt∈[0,τ0] |ϕ(t)| = supt∈[0,τ0] |ϕτ0(t)| = O(εγ). By assumption we
also have that supt∈[0,τ0]|R(t)| = O(εγ), so the result follows from (4.37).
From what we have proven up to now it is easily shown that Theorem 7 holds at
least until the time τ ∗, but we still need to show that τ ∗ is large enough. For this
we prove bounds on moments of A which are a direct application of Lemma 14.
Corollary 15. Let A(t) be the solution to the amplitude equation (1.5) from Theo-
rem 7, then the following holds:
sup
t∈[0,T0]
|A(t)| = O(ε−2κ). (4.39)
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Note that A(0) was defined in Theorem 7 such that A(0) = O(ε−κ).
Proof. We define f , g and R by
R(t) := −A(0)
f(A) := νA+ 3(38
27
ϑ2 − 1)A|A|2 + 3(ϑ2 − 1
2
)σ2A
g(A) := 2σϑA.
(4.40)
With this we can write A and zero as in (4.33):
A(t) = A(0) +
∫ t
0
f(A)dt+
∫ t
0
g(A)dβ
0 = A(0) +
∫ t
0
f(0)dt+
∫ t
0
g(0)dβ +R.
Since f(0) = g(0) we obtain supt∈[0,T0] |R(t)| = supt∈[0,T0] |A(0)| = O(ε−κ), and
we derive the desired result directly from Lemma 14, provided we can prove the
conditions (4.34) and (4.35). Because g is linear, (4.35) is readily verified:
|g(x)− g(y)|2 = |2σ(x− y)|2 ≤ 4σ2|x− y|2. (4.41)
This leaves (4.34). For better readability we write f as
f(X) = C1X − C2|X|2X
with positive constants C1 and C2. For the linear part of f we are in the same
position as for g, there is no dependency on X1 or X2:
Re{(X1 − (X2 −R))(C1X1 −X2)} ≤ 3C1(|X1 − (X2 −R)|2 + |R|2). (4.42)
For the cubic term, to keep this proof simple, we note that it is sufficient to bound
it here just for the special case X1 = A and X2 = 0.
Re{(A− (0−R))(−C2|A|2A− 0)} = −C2(|A|4 + |A|2 Re{RA})
≤
{
0 for |A| > |R|
C2(|R|2)2 for |A| ≤ |R| .
With γ = −2κ and setting R˘ = R+R2 the assumptions for Lemma 14 are satisfied.
4.3.6 Removing the error
Combining the lemmas of the previous sections, we are ready to prove Theorem 7.
26
4 Result for the bounded domain
Proof of Theorem 7. By Lemma 10 u(t) can be approximated by a = vˆ1 and Zε
until the time τ ∗:
sup
t∈[0,ε−2τ∗]
‖u(t)− εa(ε2t)eix − εa(ε2t)e−ix − εZε − eTε−2(1+∂2x)2vs(0)‖∞ = O(ε2−8κ0).
(4.43)
Now we bound the difference between a and A until time τ ∗. The initial condition
A(0) is exactly the coefficient of the first Fourier mode of v(0, x). This means
A(0) = a(0), thus by Lemma 11 and Lemma 12 we know that a is given by
a(t) = A(0) +
∫ t
0
(νa+ 3(38
27
ϑ2 − 1)a|a|2 + 6(ϑ2 − 1
2
)aZ2ε )ds
+
∫ t
0
2σadβ˜ +R9,
where sup[0,τ∗] |R9| = O(ε1−8κ0). Next we split the aZ2ε term into
aZ2ε = (a−R9)Z2ε +R9Z2ε .
The second part is bounded by sup[0,τ∗] |R9Z2ε | = O(ε1−10κ0) and the first part can
be exchanged by using Lemma 13. Set as indicated after (4.6) κ0 =
17
8
κ. Because
sup
[0,τ∗]
|νa+ 3(38
27
ϑ2 − 1)a|a|2 + 6(ϑ2 − 1
2
)aZ2ε | = O(ε−6κ0) (4.44)
sup
[0,τ∗]
|2σa| = O(ε−6κ0) (4.45)
and 10κ0 =
85
4
κ ≤ 22κ we get
a(t) = A(0) +
∫ t
0
(νa+ 3(38
27
ϑ2 − 1)a|a|2 + 3(ϑ2 − 1
2
)σ2a)ds
+
∫ t
0
2σadβ˜ +R10,
where supt∈[0,τ∗] |R10(t)| = O(ε1−22κ). With f and g defined as in (4.40) we show
that there exists a process R˘ with
sup
t∈[0,τ∗]
|R˘(t)| = O(ε1−28κ) (4.46)
such that the conditions (4.34) and (4.35) are fulfilled and we can apply Lemma 14.
Since supt∈[0,τ∗] |R10| = O(ε1−22κ) the condition on g and the linear term of f are
already covered by (4.41) respectively (4.42). Because of this we only need show
that there is a positive constant C and a process R˘ conforming to (4.46) such that
ρ := Re
{−C2(A− (a−R10))(|A|2A− |a|2a)} ≤ C(|A− (a−R10)|2 + |R˘|2),
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where C2 = −3(3827ϑ2 − 1) is a positive constant. We do this by splitting ρ into two
parts:
ρ = Re
{−C2 (A− (a−R10)) (|A|2A− |a|2a)}
= Re
{−C2 (A− (a−R10)) (|A|2A− |a−R10|2(a−R10))}
+ Re
{−C2 (A− (a−R10)) (|a−R10|2(a−R10)− |a|2a)}
=: ρ1 + ρ2.
The first term is negative because for any two complex numbers z, w we have
2 Re{(z − w)(|z|2z − |w|2w}
= 2|z − w|2(|z|2 + |w|2) + 2 Re{(z − w)2zw}
≥ 2|z − w|2(|z|2 + |w|2)− |z − w|2(|z|2 + |w|2)
≥ |z − w|2(|z|2 + |w|2) ≥ 0.
This means ρ1 can be bounded from above by 0. The second term can be bounded
by
|ρ2| ≤ C2|A− (a−R10)|(3|a|2|R10|+ 3|a||R10|2 + |R10|3)
≤ C2(|A− (a−R10)|2 + (3|a|2|R10|+ 3|a||R10|2 + |R10|3)2)
and since supt∈[0,τ∗] |a(t)| = O(ε−3κ) we obtain (as κ < 127)
sup
t∈[0,τ∗]
(
3|a|2|R10|+ 3|a||R10|2 + |R10|3
)
= O(ε1−28κ).
Therefore Lemma 14 yields the following bound on |A− a|:
sup
t∈[0,τ∗]
|A(t)− a(t)| = O(ε1−28κ). (4.47)
Combining this with Corollary 15 we obtain
sup
t∈[0,τ∗]
|a(t)| ≤ sup
t∈[0,τ∗]
|A(t)− a(t)|+ sup
t∈[0,τ∗]
|A(t)| = O(ε−2κ). (4.48)
Next we show that the probability P(τ ∗ < T0) is small. Define the following subset
of the probability space Ω:
M := {ω ∈ Ω : τ ∗(ω) < T0}.
If ω ∈M then it follows from the definition of τ ∗ that ‖v(τ ∗(ω))‖∞ = ε−κ0 . Therefore
the moments of ‖v(τ ∗)‖∞ can be written as follows
E‖v(τ ∗)‖q∞ =
∫
Mc
‖v(τ ∗)‖q∞dP+
∫
M
(ε−κ0)qdP ≥ P(M)ε−qκ0 ,
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where M c := Ω \M is the complement set of M . From (4.48), (4.21),(4.13) and
(4.12) we have
E‖v(τ ∗)‖q∞ ≤ CqE sup
t∈[0,τ∗]
(|a(t)|q + |Zε(t)|q + |vˆ0(t)− Zε(t)− e−ε−2T vˆ0(0)|q)
+ CqE sup
t∈[0,τ∗]
‖
∑
k≥2
vˆk − e−ε−2T (1−k2)2 vˆk(0))eikx‖q∞
+ CqE sup
t∈[0,τ∗]
‖e−ε−2TL
∑
k 6=1
(vˆk(0))e
ikx‖q∞
≤ Cqε−2pκ
with a constant Cq depending on q, where we used that there is a constant C such
that for all u ∈ L2per,
‖e−ε−2TLu‖∞ ≤ C‖u‖∞,
as proven in Corollary A.3 (see Appendix A). Therefore for any positive number q
the probability of M is bounded by
P(M) ≤ Cqεq(κ0−2κ). (4.49)
Define
ξ := u(t)− εA(ε2t)eix − εA¯(ε2t)e−ix + εZε(ε2t)− e−t(1+∂2x)2us(0).
The last step is now to bound the probability of supt∈[0,ε−2T0]‖ξ‖∞ being too large
(i.e. P(supt∈[0,ε−2T0]‖ξ‖∞ > ε2−29κ)). We can split this into
P( sup
t∈[0,ε−2T0]
‖ξ‖∞ > ε2−29κ) = P(M ∩ { sup
t∈[0,ε−2T0]
‖ξ‖∞ > ε2−29κ})
+P(M c ∩ { sup
t∈[0,ε−2T0]
‖ξ‖∞ > ε2−29κ})
=: P1 + P2.
P1 is easily bounded by
P(M ∩ { sup
t∈[0,ε−2T0]
‖ξ‖∞ > ε2−29κ)}) ≤ P(M) ≤ Cqεq(κ0−2κ),
so the only thing left to do is to bound P2. We get
P2 = P(M
c ∩ { sup
t∈[0,ε−2T0]
‖ξ‖∞ > ε2−29κ}) ≤ P( sup
t∈[0,ε−2τ∗]
‖ξ‖∞ > ε2−29κ).
From (4.43) and (4.47) it follows that (since 8κ0 < 28κ)
sup
t∈[0,ε−2τ∗]
‖ξ‖∞ = O(ε2−28κ).
Thus using the Chebychev inequality yields
P2 ≤ 1
εq(2−29)κ
E( sup
t∈[0,ε−2τ∗]
‖ξ‖q∞) ≤ Cqεqκ
and by choosing q = max{ p
κ
, p
κ0−2κ} we get the desired result.
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5.1 Approximation Theorem for the unbounded
domain
To state our second main result we still need some additional definitions:
Definition 16. For u ∈ Hα ⊕R we use the following projections
Pcu := ess. lim
x→∞
u(x) Pau :=
∫ 5
4
ε−1
3
4
ε−1
F(u− Pcu)eikxdk
P+u :=
∫ ∞
0
F(u− Pcu)eikxdk P−u :=
∫ 0
−∞
F(u− Pcu)eikxdk.
The projection Pc onto the constant is the same as defined in (2.1) of Chapter 2
but repeated here for better readability. With these definitions the result reads as
follows:
Theorem 17. Let T0 be a time of order 1,
1
2
< α < 1, ϑ ∈ R with ϑ2 ≤ 27
38
and
0 < κ < 1−α
5
. Let u be a stochastic process with paths uω(t, x) ∈ C0([0, T0]; {Hα⊕R})
that is a mild solution of the SPDE
du = (−Lu+ νε2u+ ϑu2 − u3)dt+ εσdβ, (5.1)
where L := (1+∂2x)2, β(t) is a real valued standard Brownian motion, and the initial
value fulfils the bound
‖(P+u(0, ε−1x))e−iε−1x‖Hα + |Pcu(0, x)| = O(ε1−κ). (5.2)
Also let A be a stochastic process with paths Aω(t) ∈ C([0, T0];L∞) that is a mild
solution of the SPDE
dA = (4∂x
2A+ νA+ 3(
38
27
ϑ2 − 1)A|A|2 + 3(ϑ2 − 1
2
)σ2A)dt+ 2ϑσAdβ˜
A(0) = ε−1(Pau(0, ε−1x))e−iε
−1x,
(5.3)
where β˜(T ) := εβ(ε−2T ) is a rescaled version of β(t).
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Then, for all p ∈ N, there is a constant Cp such that the following holds:
i) P
(
sup
t∈[0,ε−2T0]
‖P+(u(t, ε−1x)− εA(ε2t, x)eiε−1x)e−iε−1x‖Hα
+ sup
t∈[0,ε−2T0]
‖P−(u(t, ε−1x)− εA(ε2t, x)e−iε−1x)eiε−1x‖Hα
+ sup
t∈[0,ε−2T0]
|Pcu(t)− εZε(ε2t)− Pce−tu(0)| > ε1+α∧(1−α)−26κ
)
≤ Cpεp
(5.4)
ii) P
(
sup
t∈[0,ε−2T0]
‖u(t, x)− εA(ε2t, εx)eix − εA(ε2t, εx)e−ix
− εZε(ε2t)− Pce−tu(0)‖∞ > ε1+α−26κ
)
≤ Cpεp,
(5.5)
where Zε is as before the Ornstein-Uhlenbeck process defined by
Zε(T ) := σ
∫ T
0
e−ε
−2(t−s)dβ˜(s). (5.6)
The idea behind this approximation comes from looking at the bounded case and
increasing the size of the domain: The Fourier series of u ∈ L2per[0, 2npi] is given by
u(x) = n−1
∑
k∈N
(Fu)(n−1k)ein−1kx.
The dominant part (i.e the modes around the roots of the spectrum of the operator
L) can be written as
ud := n
−1 ∑
|1+n−1k|≤δ
(Fu)(n−1k)ein−1kx
= n−1(
∑
|n−1k|≤δ
(Fu)(1 + n−1k)ein−1kx) eix
+ n−1(
∑
|n−1k|≤δ
(Fu)(−1 + n−1k)ein−1kx) e−ix ,
which when going to the limit n→∞ becomes the integral
ud = (
∫ δ
−δ
(Fu)(1 + k)eikxdk)eix + (
∫ δ
−δ
(Fu)(−1 + k)eikxdk)e−ikx =: u+d + u−d .
Further the operator L = (1 + ∂2x)2 can then, similar to the bounded case, be
exchanged for a local approximation of its spectrum in a neighbourhood of ±1. Here
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the neighbourhood does not consist of single points but the intervals [±1−δ,±1+δ].
On these intervals we have
e−tL(u+d + u
−
d )
= (
∫ δ
−δ
e−t(1−(1+k)
2)2(Fu)(1 + k)eikxdk)eix
+ (
∫ δ
−δ
e−t(1−(−1+k)
2)2(Fu)(−1 + k)eikxdk)e−ix
' (
∫ δ
−δ
e−4tk
2
(Fu)(1 + k)eikxdk)eix + (
∫ δ
−δ
e−4tk
2
(Fu)(−1 + k)eikxdk)e−ikx
and we could replace −L by 4∂2x. However since we want to rescale to the slow time
T = ε2t and keep the amplitude equation independent of ε we also have to rescale
the space variable to the “slow” space X = εx which leads to the approximation
e−tLu+d (x, t) '
∫ δ
−δ
e−ε
−24Tk2ε−1(FXu(ε−1X, ε−2T ))(ε−1 + ε−1k)eikε−1Xdk)eix
=
∫ δε−1
−δε−1
e−4Tk
2
(FXu(ε−1X, ε−2T ))(ε−1 + k)eikXdk)eix,
where FX means the Fourier transformation with respect to X. (The term u−d is
approximated exactly in the same way.) So for the rescaled solution u(ε−1X, ε−2T )
the operator can be exchanged with 4∂2X . The detailed proof is found in Section
5.2.6. As a result of the spatial rescaling the solution has the form of a modulated
wave as pictured in Figure 5.1.
Figure 5.1 The solution as a modulated wave
The assumption on the initial condition translates to the Fourier transform F(u0(x))
of the initial value u0 := (1 − Pc)u(0) having a sharp peak of about order O(ε1/2)
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Figure 5.2 Fourier transform of the initial value
around k = ±1, as illustrated in Figure 5.2. (The solution u is real valued so the
absolute value of the Fourier transform is symmetric around 0.) This can be seen
as follows. Assumption (5.2) states that the projection of F(u0(ε−1x)) onto the
positive frequencies, shifted to the left by ε−1 has a Hα-norm of order O(ε1−κ) i.e.(∫ ∞
−ε−1
(1 + k2)α|F(u0(ε−1x))|2(k + ε−1)dk
)1/2
= O(ε1−κ).
Since F(u0(ε−1x))(k) = εF(u0(x))(εk) it follows by substitution that(∫ ∞
−1
(1 + ε−2k2)α|F(u0(x))(k + 1)|2dk
)1/2
= O(ε1/2−κ).
Alternatively, we can state the initial condition as the rescaled initial value v0(x) =
ε−1u0(ε−1x) having “normal” peaks of about order O(1) around k = ±ε−1 or
‖(P+v0(x))e−iε−1x‖Hα = O(ε−κ).
The approximation result (5.4) can be interpreted in the same way.
The assumption on the initial condition where we already require a concentration of
the “mass” of the Fourier transform in the vicinity of ±1 instead of a simple bound
on the supremum norm is one of the main differences to the bounded case and to
Proposition 6. It is needed due to the fact that we can not control the Fourier
transform through the supremum norm as we could for the bounded case.
Because of this we would, by means of the supremum norm, have no control on
the coupling terms that arise from the quadratic nonlinearity and map back to the
frequencies around ±1. Especially we can not do estimates of the form
|(v̂n)k| ≤ ‖vn‖L2 ≤
√
2pi‖vn‖∞ =
√
2pi‖v‖n∞.
34
5 Result for the unbounded domain
which we used to bound the Fourier modes of powers of u in the bounded domain
case.
The same reason leads to another issue which is the reason for the restriction α ≥ 1
2
.
As we bound F(u2) and F(u3) through estimates of the type (see Lemma 18)
‖un‖Hα ≤ ‖u‖n−1∞ ‖u‖Hα ≤ ‖u‖nHα ,
we use the embedding Hα ↪→ L∞ which is only valid for α > 1
2
.
5.2 Proof of the result
5.2.1 Preliminaries
We start with some technical lemmas and definitions that are used throughout the
main part of the proof. First we want to control the Hα norm of products of Hα-
functions. Powers can be bound by a Theorem from [RS96]:
Lemma 18. Let 0 ≤ α < µ and u ∈ Hα. Then
‖uµ‖Hα ≤ C‖u‖µ−1∞ ‖u‖Hα , (5.7)
where C is a positive constant.
Proof. Special case of Theorem 1 in Section 5.4.3 on p.363 in [RS96].
If we want to bound products we can do this for α ≤ 1 by the following Lemma.
Lemma 19. Let u, v ∈ Hα ∩ L∞ with 0 < α ≤ 1, then there is a constant C > 0
such that the following holds:
‖uv‖Hα ≤ C(‖u‖∞‖v‖Hα + ‖v‖∞‖u‖Hα). (5.8)
In particular uv is also a function in Hα.
Proof. Let α < 1. For the operator
Dαu :=
(∫
R
|u(x+ y)− P bαcx u(x+ y)|2
|y|2α+1 dy
)1/2
with P
bαc
x u being the first bαc summands of the Taylor series of u around x, there
exists a constant C > 0 such that
C−1‖u‖Hα ≤ ‖u‖L2 + ‖Dαu‖L2 ≤ C‖u‖Hα .
35
5 Result for the unbounded domain
For a proof see for example [AH96]. Therefore it is enough to show that
‖uv‖L2 + ‖Dαuv‖L2 ≤ ‖u‖∞(‖v‖L2 + ‖Dαv‖L2) + ‖v‖∞(‖u‖L2 + ‖Dαu‖L2).
Obviously we have
‖uv‖L2 ≤ ‖u‖∞‖v‖L2 + ‖v‖∞‖u‖L2 .
Now
P bαcx u(x+ y) = u(x).
So we derive
‖Dαuv‖2L2 =
∫
R
∫
R
|(uv)(x+ y)− P bαcx (uv)(x+ y)|2
|y|2α+1 dydx
=
∫
R
∫
R
|u(x+ y)(v(x+ y)− v(x)) + v(x)(u(x+ y)− u(x))|2
|y|2α+1 dydx
≤
∫
R
∫
R
‖u‖2∞|v(x+ y)− v(x)|2 + ‖v‖2∞|u(x+ y)− u(x)|2
|y|2α+1 dydx
= ‖u‖2∞‖Dαv‖2L2 + ‖v‖2∞‖Dαu‖2L2 .
In the case α = 1 we obtain
u ∈ H1 ∩ L∞ ⇔ ‖u‖+ ‖Du‖ <∞
and therefore
‖D(uv)‖ = ‖u(Dv) + (Du)v‖ ≤ ‖u‖∞‖Dv‖L2 + ‖v‖∞‖Du‖L2 .
This will generally be used in combination with the embedding
‖u‖∞ ≤ (
∫
R
(1 + k2)−αdk)1/2(
∫
R
(1 + k2)−α
∣∣F(u)|2dk)1/2 ≤ C‖u‖Hα , (5.9)
which is valid for α > 1/2.
As we rescale and shift functions in Fourier space we need the following operators.
Definition 20. Let u ∈ Hα ⊕R i.e. u = v + m with v ∈ Hα and m ∈ R. Define
the operators L+nε , n ∈ Z by
Lεu := (1 + ε2∂2x)2u =
∫
R
(1− ε2k2)2F(v) eikx dk −m
L+nε u := (1 + (ε∂x + in)2)2u =
∫
R
(1− (εk + n)2)2F(v) eikx dk − (1− n2)2m.
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Remark 21. The operators Lε and L+nε are related in the following way. For u ∈ Hα
we have:
Lε(ueinε−1x) =
∫
R
(1− (εk)2)2F(v)(k − nε−1) eikx dk
=
∫
R
(1− (εk + n)2)2F(v) eikx dk einε−1
= (L+nε u)einε
−1x.
(5.10)
The semigroups generated by L and L+nε are bounded on L∞. For a proof of the
following see Appendix A.
Corollary A.2. The semigroups e−tL := SR(t) defined in (2.2) and e−tL
+n
ε defined
through Definition 20 are bounded on L∞(R) for all t ≥ 0:
‖e−tLf‖∞ ≤ C‖f‖∞
‖e−tL+nε f‖∞ ≤ (C + n4)‖f‖∞,
where C > 0 is a constant independent of t.
We end this section by collecting here all projectors we use in the proof later. The
following projectors were already defined.
Pcu := ess. lim
x→∞
u(x) P+u :=
∫ ∞
0
F(u− Pcu)eikxdk
P−u :=
∫ 0
−∞
F(u− Pcu)eikxdk Pau :=
∫ 5
4
ε−1
3
4
ε−1
F(u− Pcu)eikxdk
Additionally, we need
Definition 22. For u ∈ Hα ⊕R define
PΨu :=
∫ 1/4ε−1
−1
4
ε−1
F(u− Pcu)eikxdk, PΦu :=
∫ 9
4
ε−1
7
4
ε−1
F(u− Pcu)eikxdk
and the projections onto the sets
S := (−∞,−9
8
ε−1) ∪ (−7
8
ε−1, 7
8
ε−1) ∪ (9
8
ε−1,∞)
S2 := (−∞,−9
4
ε−1) ∪ (−7
4
ε−1,−5
4
ε−1) ∪ (−3
4
ε−1,−1
4
ε−1)
∪ (1
4
ε−1, 3
4
ε−1) ∪ (5
4
ε−1, 7
4
ε−1) ∪ (9
4
ε−1,∞),
i. e.
Psu :=
∫
S
F(u− Pcu)eikxdk and Ps2u :=
∫
S2
F(u− Pcu)eikxdk.
Also define
P csu := (1− Ps)u.
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Figure 5.3 illustrates the frequency bands which these maps project onto. We further
discuss the ideas behind these projectors in the next sections where we take a closer
look at the spatial structure of the solution.
Figure 5.3 Projections onto the Fourier-spectrum
5.2.2 The rescaled solution
We rescale u(t, x) as
v(T,X) := ε−1u(ε−2T, ε−1X).
The stochastic differential equation is given by
dv = (−ε−2Lεv + νv + ε−1ϑv2 − v3)dT + ε−1σdβ˜.
Because u(t, x) is real valued, so is v(T,X) and we have v = v from which follows
that
F(v)(−k) = F(v)(k),
which means ‖P+v(T,X)e−iε−1X‖Hα = ‖P−v(T,X)eiε−1X‖Hα . Also we define
κ0 :=
25
24
κ > κ (5.11)
and the stopping time
τ ∗ = inf {T > 0 : ‖P+v(T,X)e−iε−1X‖Hα + |Pcv| > ε−κ0} ∧ T0. (5.12)
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Up until this stopping time the Fourier transform of v(T,X) has, by definition of τ ∗,
peaks of about order one at F(v)(±ε−1). This resembles the dominant first modes
in the bounded case. Translating the interaction structure from Figure 4.2 to this
new setup we should see additional peaks of about order O(ε) at the frequencies
±2ε−1 and 0 as illustrated in Figure 5.3. This is indeed the case as will be proved
in the next section in Lemma 5.13.
The smaller peaks are contained in the projection Psv onto the set S which excludes
the frequencies around ±ε−1. The set S2 excludes all mentioned peaks and is there-
fore supposed to contain only frequencies that get pushed down by the semigroup
to an order of about O(ε2). We also show this in Lemma 5.13.
5.2.3 Decomposition of the rescaled solution
In order to get control of the main peaks in the form of their Itoˆ differentials, it is
essential (as we will see later) that we leave a spectral gap between them. These
gaps occurred naturally in the bounded case as the Fourier series was discrete, but
here they (i.e. the set S2) have to be handled separately.
Also we need to show that the non-dominant peaks are small and the constant
“mode” Pcv can be approximated by the fast OU-process Zε which is the solution
of
dZε = −ε−2ZεdT + σε−1dβ˜, Zε(0) = 0. (5.13)
This is done in the next Lemma:
Lemma 23. Under the same assumptions as Theorem 17, with stopping time τ ∗
defined by (5.12), there exist decompositions
v = Pcv +
3∑
j=−3
vj
v − e−ε−2LεTv(0) = Pcv +
3∑
j=−3
v˜j
of v and v − e−ε−2TLεv(0) such that for all −3 ≤ j ≤ 3:
sup
T∈[0,τ∗]
‖(Psvj(T ))e−ijε−1‖Hα = O(ε1−4κ0) (5.14)
sup
T∈[0,τ∗]
‖(Ps2v˜j(T ))e−ijε−1‖Hα = O(ε2−8κ0) (5.15)
sup
T∈[0,τ∗]
|Pcv(T )− Zε(T )− e−Tε−2Pcv(0)| = O(ε1−3κ0). (5.16)
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Proof. The mild solution of v − Pcv is given by
(1− Pc)v(T ) = e−ε−2LεT (1− Pc)v(0) (5.17)
+
∫ T
0
e−ε
−2Lε(T−s)(1− Pc)(νv(s) + ε−1ϑv2(s)− v3(s))ds.
Define
v+ := P+v v− := P−v vc := Pcv.
Replacing v by v+ + v− + vc on the right-hand side of (5.17) gives us the following
decomposition of v − Pcv:
v0 :=
∫ T
0
e−ε
−2Lε(T−s)(2ε−1ϑv+v− + 6vcv+v−)(s) ds
v2 :=
∫ T
0
e−ε
−2Lε(T−s)(ε−1ϑv+2 + 3vcv+2)(s) ds
v3 :=
∫ T
0
e−ε
−2Lε(T−s)(v+3)(s) ds
v−2 :=
∫ T
0
e−ε
−2Lε(T−s)(ε−1ϑv−2 + 3vcv−2)(s) ds
v−3 :=
∫ T
0
e−ε
−2Lε(T−s)(v−3)(s) ds
v1 := e
−ε−2LεTv+(0) +
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv+)(s) ds
+
∫ T
0
e−ε
−2Lε(T−s)(νv+ + 3v+2v− + 3vc2v+)(s) ds
v−1 := e−ε
−2LεTv−(0) +
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv−)(s) ds
+
∫ T
0
e−ε
−2Lε(T−s)(νv− + 3v+v−2 + 3vc2v−)(s) ds.
Using this decomposition we can write v2 in (5.17) as
v2 = (Psv + P
c
s v)
2
= (
3∑
j=−3
Psvj)
2 + 2(P cs (v+ + v−) + vc) ·
3∑
j=−3
Psvj + (P
c
s v)
2
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and group the resulting terms together which results in the decomposition
v˜0 :=
∫ T
0
e−ε
−2Lε(T−s)ε−1ϑ(
3∑
j=−3
PsvjPsv−j + vcPsv0
+ (P cs v)
2 + 2vcP
c
s (v − vc))(s) ds
v˜2 :=
∫ T
0
e−ε
−2Lε(T−s)ε−1ϑ
( 3∑
j=−1
PsvjPsv2−j
+ 2P cs v+Psv1 + 2P
c
s v−Psv3 + 4vcPsv2
)
(s) ds
v˜−2 :=
∫ T
0
e−ε
−2Lε(T−s)ε−1ϑ(
1∑
j=−3
PsvjPsv−2−j
+ 2P cs v+Psv−3 + 2P
c
s v−Psv−1 + 4vcPsv−2)(s) ds
v˜1 := (v1 − e−ε−2LεTv+(0)−
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv+)(s) ds)
+
∫ T
0
e−ε
−2Lε(T−s)ε−1ϑ(
3∑
j=−2
PsvjPsv1−j + 2P cs v+Psv0
+ 2P cs v−Psv2 + 4vcPsv1)(s) ds
v˜−1 := (v−1 − e−ε−2LεTv−(0)
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv−)(s) ds)
+
∫ T
0
e−ε
−2Lε(T−s)ε−1ϑ(
2∑
j=−3
PsvjPsv−1−j + 2P cs v+Psv−2
+ 2P cs v−Psv0 + 4vcPsv−1)(s) ds
v˜3 := v3 +
∫ T
0
e−ε
−2Lε(T−s)ε−1ϑ(
3∑
j=0
PsvjPsv3−j
+ 2P cs v+Psv2 + 4vcPsv3)(s) ds
v˜−3 := v−3 +
∫ T
0
e−ε
−2Lε(T−s)ε−1ϑ(
0∑
j=−3
PsvjPsv−3−j
+ P cs v−Psv−2 + 4vcPsv−3)(s) ds,
where we used that
vc(v+ + v−) = vc(
3∑
j=−3
Psvj + P
c
s (v − vc))
to decompose the vcv+ and vcv− terms from v1 and v−1. In order to bound all those
terms we essentially need only the following argument. Define for better readability
pε(k) := (1− (εk)2)2.
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Using the simple inequality ∫ T
0
e−ε
−2c(T−s)ds ≤ c−1ε2. (5.18)
we get for all f ∈ (0, T )→ Hα, j ∈ N:
‖Ps(
∫ T
0
e−ε
−2Lε(T−s)f ds) e−ijε
−1x‖2Hα
= ‖
∫ T
0
∫
S
e−ε
−2pε(k)(T−s)F(f)(k)eikx−jε−1dkds‖2Hα
=
∫
S−jε−1
(1 + k2)α
∣∣ ∫ T
0
e−ε
−2pε(k+jε−1)(T−s)F(f)(k + jε−1)ds∣∣2dk
≤
∫
S−jε−1
(1 + k2)α T0
∫ T
0
∣∣e−ε−2pε(k+jε−1)(T−s)F(f)(k + jε−1)∣∣2ds dk
= T0
∫ T
0
∫
S−jε−1
e−2ε
−2pε(k+jε−1)(T−s)(1 + k2)α|F(f)(k + jε−1)|2dk ds
≤ T0
∫ T
0
e−ε
−2c(T−s)
∫
S−jε−1
(1 + k2)α|F(f)(k + jε−1)|2dk ds
≤ T0 sup
T∈[0,τ∗]
(
∫
S−jε−1
(1 + k2)α|F(f)(k + jε−1)|2dk)
∫ T
0
e−ε
−2c(T−s) ds
≤ T0Cε2 sup
T∈[0,τ∗]
‖(Psf)e−ijε−1‖2Hα , (5.19)
where S = (−∞,−9
8
ε−1) ∪ (−7
8
ε−1, 7
8
ε−1) ∪ (9
8
ε−1,∞) and c = mink∈S(pε(k)) > 0.
Therefore we get the bounds
‖Psv0‖Hα ≤ C(εϑ+ ε2|vc|)‖v+v−‖Hα
≤ C(εϑ+ ε2|vc|)(‖v+e−iε−1x‖2Hα + ‖v−eiε
−1x‖2Hα)
‖(Psv2)e−i2ε−1x‖Hα ≤ C(εϑ+ ε2|vc|)‖(v+e−iε−1x)2‖Hα
≤ C(εϑ+ ε2|vc|)‖v+e−iε−1x‖2Hα
‖(Psv3)e−i3ε−1x‖Hα ≤ Cε2‖(v+e−iε−1x)3‖Hα ≤ Cε2‖v+e−iε−1x‖3Hα
‖(Psv−2)ei2ε−1x‖Hα ≤ C(εϑ+ ε2|vc|)‖(v−eiε−1x)2‖Hα
≤ C(εϑ+ ε2|vc|)‖v−eiε−1x‖2Hα
‖(Psv−3)ei3ε−1x‖Hα ≤ Cε2‖(v−eiε−1x)3‖Hα ≤ Cε2‖v−eiε−1x‖3Hα
‖(Psv1)e−iε−1x‖Hα ≤ ‖Ps(e−ε−2LεTv+(0))e−iε−1x‖Hα + Cεϑ|vc|‖v+e−iε−1x‖Hα
+ Cε2(ν‖v+e−iε−1x‖Hα + 3‖v+2v−e−i(2−1)ε−1x)‖Hα)
≤ ‖Ps(e−ε−2LεTv+(0))e−iε−1x‖Hα + Cεϑ|vc|‖v+e−iε−1x‖Hα
+ Cε2(ν‖v+e−iε−1x‖Hα + 3‖v+e−iε−1x‖4Hα + 3‖v−eiε
−1x‖2Hα)
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‖(Psv−1)eiε−1x‖Hα ≤ ‖Ps(e−ε−2LεTv−(0))eiε−1x‖Hα + Cεϑ|vc|‖v−eiε−1x‖Hα
+ Cε2(ν‖v−eiε−1x‖Hα + 3‖v+v−2ei(2−1)ε−1x)‖Hα)
≤ ‖Ps(e−ε−2LεTv−(0))e−iε−1x‖Hα + Cεϑ|vc|‖v−eiε−1x‖Hα
+ Cε2(ν‖v−eiε−1x‖Hα + 3‖v−eiε−1x‖4Hα + 3‖v−eiε
−1x‖2Hα)
and
‖(Ps(v1 − e−ε−2LεTv+(0))−
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv+)(s) ds)e−iε
−1x‖Hα
≤ Cε2(ν‖v+e−iε−1x‖Hα + 3‖v+e−iε−1x‖4Hα + 3‖v−eiε
−1x‖2Hα)
‖(Ps(v−1 − e−ε−2LεTv−(0)))−
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv−)(s) dseiε
−1x‖Hα
≤ Cε2(ν‖v−eiε−1x‖Hα + 3‖v−eiε−1x‖4Hα + 3‖v+e−iε
−1x‖2Hα),
where we first used (5.19) and then Lemma 18 with the embedding (5.9). For any
f ∈ Hα we have
‖Ps(e−ε−2LεTf)e−ijε−1x‖2Hα
=
∫
R
(1 + k2)α
∣∣F(Ps(e−ε−2LεTf)e−ijε−1x)(k)∣∣2dk
=
∫
S−jε−1
(1 + k2)α
∣∣e−ε−2pε(k+jε−1)TF(f)(k + jε−1)∣∣2dk
≤ e−ε−2cT
∫
R
(1 + k2)α
∣∣F(f)(k + jε−1)∣∣2dk = e−ε−2cT‖fe−ijε−1x‖2Hα , (5.20)
so we can further bound Psv1 and Psv−1 by
‖(Psv1(T ))e−iε−1x‖Hα ≤ e−ε−2cT‖v+(0)e−iε−1x‖Hα + Cε|vc|‖v+e−iε−1x‖Hα
+ Cε2(‖v+e−iε−1x‖Hα + ‖v+e−iε−1x‖4Hα + ‖v−eiε
−1x‖2Hα)
and
‖(Psv−1(T ))eiε−1x‖Hα ≤ e−ε−2cT‖v−(0)eiε−1x‖Hα + Cε|vc|‖v−eiε−1x‖Hα
+ Cε2(‖v−eiε−1x‖Hα + ‖v−eiε−1x‖4Hα + ‖v+e−iε
−1x‖2Hα).
Now (5.14) follows directly from the definition of τ ∗ in (5.12) and e−ε
−2cT being
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smaller than one. Even more we find
sup
T∈[0,τ∗]
‖(Psv3(T ))e−i3ε−1‖Hα = O(ε2−3κ0)
sup
T∈[0,τ∗]
‖(Psv−3(T ))ei3ε−1‖Hα = O(ε2−3κ0)
sup
T∈[0,τ∗]
‖(Ps(v1 − e−ε−2LεTv+(0))−
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv+)(s) ds)e−iε
−1‖Hα
= O(ε2−4κ0)
sup
T∈[0,τ∗]
‖(Ps(v−1 − e−ε−2LεTv−(0))−
∫ T
0
e−ε
−2Lε(T−s)(2ϑε−1vcv−)(s) ds)eiε
−1‖Hα
= O(ε2−4κ0).
(5.21)
For v˜j we use the same calculation as in (5.19) to get
‖Ps2(
∫ T
0
e−ε
−2Lε(T−s)f ds) e−ijε
−1x‖2Hα ≤ CT0ε2 sup
T∈[0,τ∗]
‖Ps2(f)e−ijε−1‖2Hα .
From this follows that
max
|j|≤3
‖Ps2v˜je−ijε−1x‖Hα
≤ ‖Ps2v3e−i3ε−1x‖Hα + ‖Ps2v−3ei3ε−1x‖Hα
+ ‖(Ps2(v1 − e−ε−2LεTv+(0)−
∫ T
0
e−ε
−2Lε(T−s)(2αε−1vcv+)(s) ds))e−iε
−1‖Hα
+ ‖(Ps2(v−1 − e−ε−2LεTv−(0)−
∫ T
0
e−ε
−2Lε(T−s)(2αε−1vcv−)(s) ds))eiε
−1‖Hα
+ Cεα(max
k+l=j
‖Ps2(PsvkPsvl)e−ijε−1x‖Hα + max−3<j≤3‖Ps2(v+Psvj−1)e
−ijε−1x‖Hα
+ max
−3≤j<3
‖Ps2(v−Psvj+1)e−ijε−1x‖Hα + max−3<j≤3‖Ps2(vcPsvj)e
−ijε−1x‖Hα
+ ‖Ps2((P cs v)2 + 2vcP cs (v − vc))‖Hα). (5.22)
Because
‖(Ps2f)eiyx‖2Hα =
∫
R
(1 + k2)α|F((Ps2f)eiyx)(k)|2dk
=
∫
S2+y
(1 + k2)α|F(f)(k − y)|2dk
≤
∫
S+y
(1 + k2)α|F(f)(k − y)|2dk = ‖(Psf)eiyx‖2Hα
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for any f ∈ Hα, y ∈ R, the first four terms are bounded by (5.21) and together with
(5.20) and Lemma 19 we get
max
k+l=j
‖Ps2(vkvl)e−ijε−1x‖Hα ≤ C max
k+l=j
(‖(Psvk)e−ikε−1x‖Hα‖(Psvl)e−ilε−1x‖Hα)
max
−3≤j<3
‖Ps2(v−vj+1)e−ijε−1x‖Hα ≤ C max−3≤j<3(‖v−e
iε−1x‖Hα‖(Psvj+1)e−i(j+1)ε−1x‖Hα)
max
−3≤j<3
‖Ps2(v+vj−1)e−ijε−1x‖Hα ≤ C max−3<j≤3(‖v+e
−iε−1x‖Hα‖(Psvj−1)e−i(j−1)ε−1x‖Hα)
max
−3<j≤3
‖Ps2(vcPsvj)e−ijε−1x‖Hα ≤ C max−3<j≤3(|vc| ‖(Psvj)e
−ijε−1x‖Hα),
which leaves the last term. It is actually equal to zero as we see from the following:
The Fourier transform of the product of two functions f, g : R → C whose Fourier
transforms fulfil supp(F(f)) ⊂ [a, b] and supp(Fg) ⊂ [c, d] is given by
F(fg)(k) = (F(f) ∗ F(g))(k) =
∫
R
F(f)(k − l)F(g)(l) dl
=
∫
R
X[a,b](k − l)X[c,d](l)F(f)(k − l)F(g)(l) dl,
from which it follows that
supp(F(fg)) ⊂ [a+ c, b+ d]. (5.23)
The last term of (5.22) can be written as
Ps2((P
c
s v)
2 + 2vcP
c
s (v − vc)) = Ps2((P cs (v − vc))2 + 4vcP cs (v − vc) + v2c ).
We have supp{F(P cs (v − vc))} ⊂ [−98 ,−78 ] ∪ [78 , 98 ] and from (5.23) we get
supp{F(P cs (v − vc))2} ⊂ [−54 ,−34 ] ∪ [−14 , 14 ] ∪ [34 , 54 ].
The intersection of S2 with these supports being empty yields
Ps2(P
c
s (v − vc))2 = 0,
which concludes the proof of (5.15).
The projection Pcv of the mild solution v is given by
Pcv(T ) = e
−ε−2LεTPcv(0) +
∫ T
0
e−ε
−2Lε(T−s)ε−1σdβ˜
+
∫ T
0
e−ε
−2Lε(T−s)(νPcv(s) + ε−1ϑPcv2(s)− Pcv3(s))ds.
= e−ε
−2TPcv(0) +
∫ T
0
e−ε
−2(T−s)ε−1σdβ˜
+
∫ T
0
e−ε
−2(T−s)(νPcv(s) + ε−1ϑ(Pcv)2(s)− (Pcv)3(s))ds.
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Where we used that limx→∞ v(x)
m = (limx→∞ v(x))m. Thus by using the inequality
(5.18) again, we obtain (5.16):
sup
T∈[0,τ∗]
|Pcv(T )− Zε(T )− e−Tε−2Pcv(0)|
≤ CT0ε2(2 + |ν|+ ε−1|ϑ|) sup
T∈[0,τ∗]
(
3∑
m=1
|Pcv(T )|m) = O(ε1−3κ0)
Being prepared with these estimates we can approximate the stochastic differentials
of the projections Pa, PΦ and PΨ onto the peaks of the Fourier transform of (1−Pc)v.
As well as of the remaining term when we subtract Zε from Pcv.
5.2.4 Approximation of main components
For simplicity of presentation let us represent the terms of interest by the following
functions:
a(T ) := Pav(T )e
−iε−1x
Φ(T ) := ε−1PΦ(v(T )− e−Tε−2Lεv(0))e−i2ε−1x
Ψ(T ) := ε−1PΨ(v(T )− e−Tε−2Lεv(0))
Ψc(T ) := ε
−1Pc(v(T )− Zε(T )− e−Tε−2Lεv(0)).
(5.24)
The projections are shifted such that their centre is at zero and rescaled such that
their Hα-norm is approximately of order one.
Lemma 24. The derivatives of a, Φ, Ψ and Ψc are given by
da = (−ε−2L+1ε a+ νa+ 2ϑPΨ(a¯Φ + aΨ + aΨc))dT
− (PΨ(3a|a|2 − 3aZ2ε + ε−12ϑaZε) +R1)dT
(5.25)
dΦ = (−L+2ε ε−2Φ + ε−2ϑPΨa2 +R2)dT (5.26)
dΨ = (−Lεε−2Ψ + ε−2ϑPΨ|a|2 +R3)dT (5.27)
dΨc = (−ε−2Ψc + ε−2ϑZ2ε +R4)dT (5.28)
where R1, R2, R3 and R4 are stochastic processes with∫ τ∗
0
‖R1‖Hαds = O(ε1−9κ0),∫ τ∗
0
‖R2‖Hα + ‖R3‖Hα + ‖R4‖∞ds = O(ε−1−9κ0).
46
5 Result for the unbounded domain
Proof. We split v into
v = vA + vB,
where
vA = ae
iε−1x + a¯e−iε
−1x + Zε
vB = εΦe
i2ε−1x + εΦ¯e−i2ε
−1x + εΨ + εΨc + Ps2(v − e−ε−2TLεv(0)) + e−Tε−2LεPsv(0).
Note that vA = P
c
s v and vB = Psv. Now we multiply v with itself to get
v2 = 2(aeiε
−1x + a¯e−iε
−1x + Zε)(εΦe
i2ε−1x + εΦ¯e−i2ε
−1x + εΨ + εΨc)
+ (aeiε
−1x + a¯e−iε
−1x + Zε)
2 + r1
v3 = (aeiε
−1x + a¯e−iε
−1x + Zε)
3 + r2
(5.29)
with
r1 = v
2
B + vA( Ps2(v − e−ε
−2TLεv(0)) + e−Tε
−2LεPsv(0) )
r2 = v
3
B + 3vAv
2
B + 3v
2
AvB.
For m ∈ {’a’, ’Φ’, ’Ψ’} and
na := 1 nΦ := 2 nΨ := 0
we have
‖Pm(vlAvkB)e−inmε
−1x‖Hα
= ‖Pm
(
(aeiε
−1x + a¯e−iε
−1x + Zε)
l(εΨc +
3∑
j=−3
Psvj(T ))
k
)
e−inmε
−1x‖Hα
≤
∑
l1+l2+l3=lP4
j=−3 kj=k
‖Pm
(
(aeiε
−1x)l1(a¯e−iε
−1x)l2(Zε)
l3
×
3∏
j=−3
(Psvj)
kj(εΨc)
k4
)
e−inmε
−1x‖Hα
=
∑
l1+l2+l3=lP4
j=−3 kj=k
|Zε|l3 |εΨc|k4‖Pm
(
(a)l1(a¯)l2
×
3∏
j=−3
((Psvj)e
−ijε−1)kjei(l1−l2+
P3
j=−3 jkj)ε
−1x
)
e−inmε
−1x‖Hα ,
where vj is the decomposition from Lemma 23. Every summand has the form
‖Pm(feijε−1x)e−inmε−1x‖Hα
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with f ∈ Hα and j ∈ N. Terms of this kind can be bounded by
‖Pm(feijε−1x)e−inmε−1x‖2Hα
=
∫
R
(1 + k2)α|F(Pm(feijε−1x)e−inmε−1x)(k)|2dk
=
∫
R
(1 + k2)α|F(Pm(feijε−1x))(k + nmε−1)|2dk
=
∫ 1/4ε−1
−1/4ε−1
(1 + k2)α|F(f)(k + (nm − j)ε−1)|2dk
=
∫ ((nm−j)+1/4)ε−1
((nm−j)−1/4)ε−1
(1 + (k − (nm − j)ε−1)2)α|F(f)(k)|2dk
≤
∫ ((nm−j)+1/4)ε−1
((nm−j)−1/4)ε−1
(1 + k2)α|F(f)(k)|2dk = ‖f‖2Hα , (5.30)
since
∀j ∈ N : max
|k|≤1/4
|k| ≤ min
|k|≤1/4
|j + k|.
Therefore we arrive at
‖Pm(vlAvkB)e−inmε
−1x‖Hα
≤
∑
l1+l2+l3=lP4
j=−3 kj=k
|Zε|l3|εΨc|k4‖(a)l1(a¯)l2
3∏
j=−3
((Psvj)e
−ijε−1)kj‖Hα
≤
∑
l1+l2+l3=lP4
j=−3 kj=k
(
‖a‖l1Hα ‖a¯‖l2Hα |Zε|l3
3∏
j=−3
‖(Psvj)e−ijε−1)kj‖Hα |εΨc|k4
)
.
Repeating the same steps for vAPs2(v−e−ε−2TLεv(0)) and vAe−Tε−2LεPsv(0) leads to
‖Pm(vAPs2v)e−inmε−1x‖Hα ≤ (‖a‖Hα + ‖a¯‖Hα + |Zε|)
3∑
j=−3
‖(Ps2v˜j)e−ijε−1)kj‖Hα
and
‖Pm(vAe−Tε−2Lε(Ps − Ps2)v(0))e−inmε−1x‖Hα
≤ (‖a‖Hα + ‖a¯‖Hα + |Zε|)(‖(e−Tε−2LεPsv+(0))e−iε−1‖Hα
+ ‖(e−Tε−2LεPsv−(0))eiε−1‖Hα). (5.31)
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We recall from Lemma 23 that (with α ≤ 1)
sup
T∈[0,τ∗]
‖(Psvj(T ))e−ijε−1‖Hα = O(ε1−4κ0)
sup
T∈[0,τ∗]
‖(Ps2v˜j(T ))e−ijε−1‖Hα = O(ε2−8κ0)
sup
T∈[0,τ∗]
|εΨc| = sup
T∈[0,τ∗]
|Pc(v(T )− e−Tε−2Lεv(0))− Zε(T )| = O(ε1−2κ0).
Also
‖a¯‖Hα = ‖a‖Hα = ‖Pave−iε−1x‖Hα ≤ ‖P+ve−iε−1x‖Hα (5.32)
and the OU-process can be bounded by
sup
T∈[0,τ∗]
|Zε(T )| = O(ε−γ) (5.33)
for all positive γ ∈ R. For a proof of this well-known result see [BM13] p. 9 (Lemma
14). Therefore
sup
T∈[0,τ∗]
‖Pm(vlAvkB)e−inmε
−1x‖Hα = O(εk−κ0(l+4k))
and
sup
T∈[0,τ∗]
‖Pm(vAPs2v)e−inmε−1x‖Hα = O(ε2−9κ0).
Following the same steps as in (5.20) we derive
‖(e−ε−2TLεPsv+(0))e−iε−1x‖Hα ≤ eε−2cT‖(v+(0)e−iε−1x)‖Hα
‖(e−ε−2TLεPsv−(0))eiε−1x‖Hα ≤ eε−2cT‖(v−(0)eiε−1x)‖Hα .
So it follows from (5.31) that∫ τ∗
0
‖Pm(vAe−tε−2LεPsv(0))e−inmε−1x‖Hαdt = O(ε2−2κ0).
Therefore we can bound the integral in time of r1 and r2 by∫ τ∗
0
‖(Pmr1)e−inmε−1x‖Hαdt = O(ε2−9κ0) (5.34)∫ τ∗
0
‖(Pmr2)e−inmε−1x‖Hαdt = O(ε1−6κ0). (5.35)
Inserting (5.29) into the mild solution of v yields
d(aeiε
−1x) = −ε−2LεPav + νPav + ε−1αPa(v2)− Pa(v3)dT
= (−ε−2Lεaeiε−1x + νaeiε−1x + 2ϑPa((a¯Φ + aΨ + aΨc + ε−1aZε)eiε−1x)
− 3Pa((a|a|2 + aZ2ε )eiε
−1x) + Pa(R˜1e
iε−1x + R˜2e
i2ε−1x + R˜3) dT
d(Φei2ε
−1x) = −ε−2LεPΦv + ε−2ϑPΦ(a2ei2ε−1x) + ε−1PΦ(R˜1eiε−1x + R˜2ei2ε−1x + R˜3) dT
dΨ = −ε−2LεPΨv + ε−2ϑPΨ(|a|2) + ε−1PΨ(R˜1eiε−1x + R˜2ei2ε−1x + R˜3) dT
dΨc = −ε−2Ψc + ε−2ϑZ2ε +R4 dT,
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where
R˜1 = (ε
−1ϑPar1 − Par2)e−iε−1x
R˜2 = (ε
−2ϑPΦr1 − ε−1PΦr2)e−i2ε−1x
+ νΦ + 2ε−1ϑZεΦ− 3a2Zε
R˜3 = ε
−2ϑPΨr1 − ε−1PΨr2
+ νΨ + ε−1ϑΨZε + 6|a|2Zε
R4 = ε
−2ϑPcr1 − ε−1Pcr2 + νΨc − ε−1Z3ε .
We omitted the following terms which, using property (5.23) that confines the sup-
port of the Fourier transform for products of functions, are all equal to zero:
Pa(a
3ei3ε
−1x + a2ei2ε
−1x + |a|2) = 0
PΦ((a¯Φ + aΨ + aΨc + ε
−1aZε + a|a|2 + aZ2ε )eiε
−1x + a3ei3ε
−1x + |a|2) = 0
PΨ((a¯Φ + aΨ + aΨc + ε
−1aZε + a|a|2 + aZ2ε )eiε
−1x + a3ei3ε
−1x + a2ei2ε
−1x)) = 0
Also from
PiPj =
{
0 if i 6= j
Pi if i = j
(5.36)
for i, j ∈ {’a’, ’Φ’, ’Ψ’}, in addition with (5.23), it follows that
Pa(R˜2e
i2ε−1x + R˜3) = 0
PΦ(R˜1e
iε−1x + R˜3) = 0
Pa(R˜1e
iε−1x + R˜2e
i2ε−1x) = 0.
Now we define (for j ∈ {1, 2, 3})
Rj := PΨ(R˜j).
Because of
Pa(fe
iε−1x) =
∫ 5
4
ε−1
3
4
ε−1
F(f)(k − ε−1)eikxdk = (PΨf)eiε−1x (5.37)
and
PΦ(fe
i2ε−1x) =
∫ 9
4
ε−1
7
4
ε−1
F(f)(k − 2ε−1)eikxdk = (PΨf)ei2ε−1x (5.38)
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the only thing left is to prove the bounds on R1 to R4. From (5.38) and (5.37) we
get
R1 = Pa(R˜1e
iε−1x)e−iε
−1x = ε−1ϑ(Par1)e−iε
−1x + (Par2)e
−iε−1x
R2 = PΦ(R˜2e
i2ε−1x)e−i2ε
−1x
= ε−1ϑ(PΦr1)e−i2ε
−1x + (PΦr2)e
−i2ε−1x + νΦ + 2ε−1ϑZεΦ− 3PΨ(a2Zε)
R3 = PΨ(R˜2) = ε
−1ϑPΨr1 + PΨr2 + νΨ + ε−1ϑΨZε + 6PΨ(|a|2Zε).
So we have∫ T
0
‖R1‖Hαdt ≤ ε−1ϑ
∫ T
0
‖(Par1)e−iε−1x‖Hαdt+
∫ T
0
‖(Par2)e−iε−1x‖Hαdt∫ T
0
‖R2‖Hαdt ≤ ε−1ϑ
∫ T
0
‖(PΦr1)e−i2ε−1x‖Hαdt+
∫ T
0
‖(PΦr2)e−i2ε−1x‖Hαdt
+ CTε−1 sup
s∈[0,T ]
‖Φ(s) + Zε(s)Φ(s) + PΨ(a(s)2Zε(s))‖Hα∫ T
0
‖R3‖Hαdt ≤ ε−1ϑ
∫ T
0
‖PΨr1‖Hαdt+
∫ T
0
‖PΨr2‖Hαdt
+ CTε−1 sup
s∈[0,T ]
‖Ψ(s) + Zε(s)Ψ(s) + PΨ(|a(s)|2Zε(s))‖Hα .
The r1 and r2 terms are taken care of by (5.34), (5.35). The other terms are bounded
by
‖Φ‖Hα = ‖PΦ((
3∑
j=−3
(Psvj)e
−ijε−1x)eijε
−1x)e−i2ε
−1x‖Hα ≤
3∑
j=−3
‖Psvje−ijε−1x‖Hα
(5.39)
‖Ψ‖Hα = ‖PΨ((
3∑
j=−3
(Psvj)e
−ijε−1x)eijε
−1x)‖Hα ≤
3∑
j=−3
‖Psvje−ijε−1x‖Hα (5.40)
‖PΨa2‖Hα + ‖PΨ|a|2‖Hα ≤ ‖a2‖Hα + ‖aa¯‖Hα ≤ C‖v+e−iε−1x‖2Hα
and (5.33). Finally R4 is bounded by
|R4| = ε−2ϑ|Pcr1|+ ε−1|Pcr2|+ ν|Ψc|+ ε−1|Zε|3
= ε−2ϑ|εΨc|2 + ε−1|(εΨc)3 + (εΨc)2Zε + εΨcZ2ε |+ ν|Ψc|+ ε−1|Zε|3
Therefore the bounds on R1, R2, R3 and R4 are valid.
Now we see why the bound in (5.15) of the projection onto S2 is needed. Calculation
(5.30) could not be done without the gaps between the different projections Pa, PΨ
and PΦ, which are handled by equation (5.15).
Calculation (5.30) takes care of the “tails” of other peaks vj or v˜j that reach within
51
5 Result for the unbounded domain
Figure 5.4 Estimating the “tails” of vj or v˜j
the range of a specific projection. The idea is illustrated in Figure 5.4 which shows
a single peak f(k) centred around zero that is projected by PΦ onto the interval
[7/4ε−1, 9/4ε−1] and shifted such that the support of the projection is again centred
around origin. Since the original support X := [7/4ε−1, 9/4ε−1] and the shifted
support Y := [−1/4ε−1, 1/4ε−1] do not overlap, the maximum of k2 ∈ Y is smaller
than the minimum of k2 ∈ X and thus the Hα-norm of the shifted projection is
bounded by ‖PΦf‖Hα ≤ ‖f‖Hα .
Next we exchange the coupling terms in the SDE (5.25) for the dominant part a(t)
of the spectrum.
5.2.5 Exchange of the coupling terms
If we integrate the SDEs for Φ and Ψ which we obtained from the last Lemma, then
we see that L+2ε Φ is approximately ϑPΨa2 (up until order ε) and similarly for LεΨ.
In order to replace aΦ (or aΨ) we need two steps. Relate aΦ to aL+2ε Φ and then by
Itoˆ formula aL+2ε Φ to aa2. The same approach also works with the other coupling
terms ε−1aZε and aΨc, but without the need for taking care of the operator since it
takes the form of a real number. The result is the Lemma below.
Lemma 25. With a, Φ, Ψ, Ψc and Zε as defined in (5.24) and (5.13), there exist
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stochastic processes Ri, i ∈ {5, 6, 7, 8, 9, 10} such that∫ T
0
e−(T−s)ε
−2L+1ε (9a¯Φ− ϑ|a|2a)ds =
∫ T
0
R5 ds+R6 (5.41)∫ T
0
e−(T−s)ε
−2L+1ε (a¯Ψ− ϑ|a|2a)ds =
∫ T
0
R7 ds+R8 (5.42)∥∥∫ T
0
e−(T−s)ε
−2L+1ε (ε−1aZε − aZ2ε )ds
−
∫ T
0
e−(T−s)ε
−2L+1ε σadβ
∥∥
Hα = R9 (5.43)∥∥∫ T
0
e−(T−s)ε
−2L+1ε (aΨc − ϑaZ2ε )ds‖Hα = R10 (5.44)
and the following bounds hold: ∫ τ∗
0
‖R5‖Hα + ‖R7‖Hαds = O(εα−10κ0)
sup
T∈[0,τ∗]
(‖R6‖Hα + ‖R8‖Hα + ‖R9‖Hα + ‖R10‖Hα) = O(ε1−10κ0)
Proof. We split the left-hand sides of (5.41) and (5.42) into two parts each in order
to bound them separately:
e−(T−s)ε
−2L+1ε (9a¯Φ− ϑ|a|2a)
= e−(T−s)ε
−2L+1ε (9a¯Φ− a¯L+2ε Φ)
+ e−(T−s)ε
−2L+1ε (a¯L+2ε Φ− ϑa|a|2) =: θ1 + θ2
e−(T−s)ε
−2L+1ε (aΨ− ϑ|a|2a)
= e−(T−s)ε
−2L+1ε (aΨ− aLεΨ)
+ e−(T−s)ε
−2L+1ε (aLεΨ− ϑa|a|2)) =: θ3 + θ4.
We start with θ1:∫ T
0
‖θ1‖Hαds =
∫ T
0
‖e−(T−s)ε−2L+1ε (9a¯Φ− ϑa¯L+2ε Φ)ds‖Hα
=
∫ T
0
(∫ ε−1
−ε−1
(1 + k2)α|e−(T−s)ε−2(1−(εk+1)2)2F(9a¯Φ− a¯L+2ε Φ)|2dk
)1
2
ds
≤
∫ T
0
(∫ ε−1
−ε−1
(1 + k2)αe−2(T−s)k
2|F(9a¯Φ− a¯L+2ε Φ)|2dk
)1
2
ds,
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where the last step is justified because
0 ≤ e−(t−s)ε−2(1−(εk+1)2)2 = e−(t−s)k2(4+4εk+ε2k2)
and
p(k) := 4 + 4εk + ε2k2
satisfies p(k) ≥ 4 for k > 0 and is monotone for k ∈ [−ε−1, 0]. So for these k we get
1 = 4− 4εε−1 + ε2ε−2 ≤ 4 + 4εk + ε2k2 ≤ (4 + 4ε · 0 + ε2 · 0) = 4,
which means p(k) ≥ 1 for all k ∈ [−ε−1, ε−1].
Because for all γ > 0 there exists a constant C such that the inequality
(1 + x)γe−x ≤ C (5.45)
holds for all x ≥ −1 we can further bound θ1 by∫ T
0
‖θ1‖Hα ds ≤
∫ T
0
(∫ ε−1
−ε−1
(1 + k2)α
(1 + (T − s)k2)α (1 + (T − s)k
2)α
× e−2(T−s)k2|F(9a¯Φ− a¯L+2ε Φ)|2dk
)1
2
ds
≤ C
∫ T
0
(T − s)−α/2
(∫ ε−1
−ε−1
|F(9a¯Φ− a¯L+2ε Φ)|2dk
)1
2
ds
= C
∫ T
0
(T − s)−α/2‖9a¯Φ− a¯L+2ε Φ‖L2ds
≤ CT 1−α/20 sup
s∈[0,T ]
‖a¯‖∞‖9Φ− L+2ε Φ‖L2 .
So we have
sup
T∈[0,τ∗]
∫ T
0
‖θ1‖Hα ds ≤ CT 1−α/20 sup
T∈[0,τ∗]
‖a¯‖Hα‖9Φ− L+2ε Φ‖L2
and the norm ‖9Φ− L+2ε Φ‖L2 can be bounded by
‖9Φ− L+2ε Φ‖2L2 =
∥∥F(9Φ− L+2ε Φ)∥∥2L2
=
∫ ε−1
−ε−1
∣∣(9− (1− (εk + 2)2)2)F(Φ)(k)∣∣2dk
=
∫ ε−1
−ε−1
(12εk + 10(εk)2 + 8(εk)3 + (εk)4)2|F(Φ)(k)|2dk
≤ Cε2
∫ ε−1
−ε−1
k2|F(Φ)(k)|2dk
≤ Cε2
∫ ε−1
−ε−1
(1 + k2)1−α(1 + k2)α|F(Φ)(k)|2dk
≤ Cε2α‖Φ‖2Hα .
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For θ3 we repeat the same steps to get∫ τ∗
0
‖θ3‖Hα ds ≤ CTα−1/20 sup
T∈[0,τ∗]
‖a‖∞‖Ψ− LεΨ‖Hα
≤ CTα−1/20 εα sup
T∈[0,τ∗]
‖a‖Hα‖Ψ‖Hα .
Since we already bounded a with (5.32) and (5.12), Φ in (5.39) and Ψ in (5.40) it
follows that ∫ T
0
‖θ1‖Hα + ‖θ1‖Hα ds = O(εα−4κ0).
From Lemma 24 we can write da as
da = (−ε−2L+1ε a+ 2ε−1ϑaZε + r1)dT, (5.46)
where r1 is given by
r1 = νa+ 2ϑPΨ(a¯Φ + aΨ + aΨc)− PΨ(3a|a|2 − 3aZ2ε ) +R1,
with R1 being the error term from (5.25). The time integral of its Hα norm is
bounded by
‖r1‖Hα ≤ CT0 sup
t∈[0,τ∗]
(‖a‖Hα(1 + ‖Φ‖Hα + ‖Ψ‖Hα + |Ψc|+ ‖a‖2Hα + |Zε|2)
+ ‖R1‖Hα).
Thus we find
sup
T∈[0,τ∗]
‖r1‖Hα = O(ε−5κ0). (5.47)
The Iˆto differentials of a¯Φ and aΨ are given by
d(a¯Φ) = (da¯)Φ + a¯(dΦ) + (da¯)(dΦ)
= (−ε−2L+1ε a¯+ r¯1 + 2ε−1ϑaZε)ΦdT − a¯(ε−2L+2ε Φ− ε−2ϑa2 −R2)dT
(5.48)
d(aΨ) = (da)Φ + a(dΦ) + (da)(dΦ)
= (−ε−2L+1ε a+ r1 + 2ε−1ϑaZε)ΨdT − a(ε−2LεΨ− 2ε−2ϑ|a|2 −R3)dT.
(5.49)
Define
r2 := L+1ε a¯Φ + a¯L+2ε Φ− ϑa¯a2 − ε2(r¯1 + 2ε−1ϑaZε)Φ− ε2a¯R2
r3 := L+1ε aΨ + aLεΨ− ϑa|a|2 − ε2(r1 + 2ε−1ϑaZε)Ψ− ε2aR3.
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with R2 and R3 being the error terms from (5.26) and (5.27). Now we can split θ2
and θ4 each into three parts:
θ2 = e
−(T−s)ε−2L+1ε (a¯L+2ε Φ− ϑa¯a2)
= e−(T−s)ε
−2L+1ε (L+1ε a¯)Φ + e−(T−s)ε
−2L+1ε r2
+ ε2e−(T−s)ε
−2L+1ε ((r¯1 + 2ε−1ϑaZε)Φ + a¯R2)
θ4 = e
−(T−s)ε−2L+1ε (a¯LεΨ− ϑa|a|2)
= e−(T−s)ε
−2L+1ε (L+1ε a)Ψ + e−(T−s)ε
−2L+1ε r3
+ ε2e−(T−s)ε
−2L+1ε ((r1 + 2ε−1ϑaZε)Ψ + aR3).
The first parts can be bounded in the same way as θ1 by
∫ T
0
‖e−ε−2(T−s)L+1ε (L+1ε a¯)Φ‖Hα + ‖e−ε
−2(T−s)L+1ε (L+1ε a)Ψ‖Hαds
≤
∫ T
0
(T − s)−α/2(‖(L+1ε a¯)Φ‖L2 + ‖(L+1ε a)Ψ‖L2)ds
≤ CT 1−α/20 sup
T∈[0,τ∗]
(‖Φ‖∞ + ‖Ψ‖∞)‖L+1ε a‖L2
and
‖L+1ε a‖2L2 = ‖F(L+1ε a)‖2L2
=
∫ ε−1
−ε−1
(4|εk|2 + 4|εk|3 + |εk|4)2|F(a)(k)|2dk
≤ C
∫ ε−1
−ε−1
|εk|4|F(a)(k)|2dk
= Cε4
∫ ε−1
−ε−1
(1 + k2)2−α(1 + k2)α|F(a)(k)|2dk ≤ Cε2α‖a‖2Hα .
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For the second terms we use partial integration (j ∈ {2, 3}):
‖
∫ T
0
e−(T−s)L
+1
ε rj ds‖Hα
= ‖
∫ ε−1
−ε−1
∫ T
0
e−(T−s)p(k)k
2F(rj(s))ds eikxdk‖Hα
≤ ‖
∫ ε−1
−ε−1
[e−(T−s)p(k)k
2
∫ s
0
F(rj(τ))dτ ]T0 eikxdk‖Hα
+ ‖
∫ ε−1
−ε−1
∫ T
0
(
k2e−(T−s)p(k)k
2
∫ s
0
F(rj(τ))dτ
)
ds eikxdk‖Hα
=
(∫ ε−1
−ε−1
(1 + k2)αe−2(T−s)p(k)k
2|F(
∫ T
0
rj(s)ds)|2dk
)1/2
+
(∫ ε−1
−ε−1
(1 + k2)α
(∫ T
0
(p(k)k2)2e−2(T−s)p(k)k
2|F(
∫ s
0
rjdτ)|2ds
)1/2
dk
)1/2
≤ ‖
∫ T
0
rj(s)ds‖Hα + CT0
∫ T
0
(T − s)−1/2‖
∫ s
0
rj(τ)dτ‖Hαds,
where we used (5.45) and p(k) ≥ 1 for k ∈ [−ε−1, ε−1] in the last step. Therefore
from (5.48) and (5.49) it follows that
‖
∫ T
0
e−ε
−2(T−s)L+1ε r2 ds‖Hα ≤ ε2‖a¯Φ‖Hα + ε2CT 3/20 sup
T∈[0,τ∗]
‖a¯Φ‖Hα
‖
∫ T
0
e−ε
−2(T−s)L+1ε r3 ds‖Hα ≤ ε2‖aΨ‖Hα + ε2CT 3/20 sup
T∈[0,τ∗]
‖aΨ‖Hα .
The last parts are simply bounded by
ε2
∫ T
0
‖e−(T−s)ε−2L+1ε ((r1 + 2ε−1ϑaZε)Φ + aR3)‖Hαds
≤ ε2T0 sup
T∈[0,τ∗]
‖(r¯1 + 2ε−1ϑaZε)Φ + a¯R2‖Hα
≤ C(ε2‖r1‖Hα‖Φ‖Hα + ε‖a‖Hα|Zε|‖Φ‖Hα + ε2‖a‖Hα‖R2‖Hα)
ε2
∫ T
0
‖e−(T−s)ε−2L+1ε ((r1 + 2ε−1ϑaZε)Ψ + aR3)‖Hαds
≤ εT0 sup
T∈[0,τ∗]
‖(r1 + 2ε−1ϑaZε)Ψ + aR3‖Hα
≤ C(ε2‖r1‖Hα‖Ψ‖Hα + ε‖a‖Hα|Zε|‖Ψ‖Hα + ε2‖a‖Hα‖R3‖Hα).
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Now we set
R5 := θ1 + (θ2 − e−(T−s)ε−2L+1ε r2)
R6 := e
−(T−s)ε−2L+1ε r2
R7 := θ3 + (θ4 − e−(T−s)ε−2L+1ε r3)
R8 := e
−(T−s)ε−2L+1ε r3,
which finishes the proof for Equations (5.41) and (5.42).
The Itoˆ differential of e−(T−s)ε
−2L+1ε aZε is given by
d(e−(T−s)ε
−2L+1ε aZε)
= ε−2L+1ε e−(T−s)ε
−2L+1ε (aZε)ds+ e−(T−s)ε
−2L+1ε ((da)Zε + a(dZε))
= ε−2L+1ε e−(T−s)ε
−2L+1ε (aZε)ds+ e−(T−s)ε
−2L+1ε (−ε−2(L+1ε a)Zε + ε−1aZ2ε )ds
+ e−(T−s)ε
−2L+1ε (r1Zε − ε−2aZε)ds+ e−(T−s)ε−2L+1ε (ε−1σa)dβ
= e−(T−s)ε
−2L+1ε (ε−1aZ2ε + r1Zε − ε−2aZε)ds+ e−(T−s)ε
−2L+1ε (ε−1σa)dβ,
where we used (5.46). Since Lε(aZε) = (Lεa)Zε because Zε is constant in space we
have
e−(T−s)ε
−2L+1ε aZε =
∫ T
0
e−(T−s)ε
−2L+1ε (ε−1aZ2ε + r1Zε − ε−2aZε)ds
+
∫ T
0
e−(T−s)ε
−2L+1ε (ε−1σa)dβ.
Therefore,
‖
∫ T
0
e−(T−s)ε
−2L+1ε (ε−1aZε − aZ2ε )ds−
∫ T
0
e−(T−s)ε
−2L+1ε σadβ‖Hα
≤ ε‖e−(T−s)ε−2L+1ε aZε‖Hα + ε‖
∫ T
0
e−(T−s)ε
−2L+1ε r1Zε ds‖Hα
≤ Cε(‖aZε‖Hα + T0‖r1Zε‖Hα) ≤ Cε(1 + T0)|Zε|(‖a‖Hα + ‖r1‖Hα).
If we repeat these steps for aΨc, then we derive
d(e−(t−s)ε
−2L+1ε aΨc)
= e−(t−s)ε
−2L+1ε (ε−1aZεΨc + r1Ψc − ε−2aΨc + ε−2ϑaZ2ε + aR4)ds
with R4 from (5.28) and
‖
∫ T
0
e−(T−s)ε
−2L+1ε (aΨc − ϑaZ2ε )ds‖Hα
≤ ε2‖e−(T−s)ε−2L+1ε aΨc‖Hα + ε‖
∫ T
0
e−(T−s)ε
−2L+1ε (aΨcZε + εr1Ψc + εaR4)ds‖Hα
≤ Cε(‖aΨc‖Hα + T0‖aΨcZε + εr1Ψc + εaR4‖Hα)
≤ Cε(1 + T0)(‖a‖Hα|Ψc|(1 + |Zε|) + ‖r1‖Hα|Ψc|+ ε‖a‖Hα‖R4‖Hα).
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This proves (5.43) and (5.44).
5.2.6 Exchange of the semigroup
The next Lemma gives the error resulting from the exchange of the semigroups
generated by the operators −L+1 and 4∂2x.
Lemma 26. Let X(t) ∈ Hα, α < 1 with suppF(A(t)) ⊂ [−3
4
ε−1, 3
4
ε−1] for all
t ∈ [0, T0] and L+1 := (1 + (ε∂x + i)2)2 as defined in Definition 20 then
sup
T∈[0,T0]
∫ T
0
‖(e−ε−2(T−s)L+1ε − e4(T−s)∂2x)X(s)‖Hαds ≤ Cεα sup
T∈[0,T0]
‖X‖Hα , (5.50)
where C is a positive constant.
Proof. For any time T > 0 we write
θ := ‖(e4(T−s)∂2x − e−ε−2(T−s)L+1ε )X(s)‖Hα
=
( ∫
R
(1 + k2)α(e−4(T−s)k
2 − e−(T−s)(4k2+4εk3+ε2k4))2|F(X(s))|2dk)1/2
=
( ∫ 34 ε−1
−3
4
ε−1
(1 + k2)αe−8(T−s)k
2
(1− e−(T−s)(4εk3+ε2k4))2|F(X(s))|2dk)1/2.
In the case of |k| ≤ 3
4
ε−1 the polynomial q(k) := −(4k3 + εk4) is bounded by
q(k) ≤ 4|k|k2 − εk4 ≤ 4|k|k2 ≤ 3ε−1k2.
Also
q(k)2 ≤ (ε|k|+ 4)2k6 ≤ (5k3)2.
Now we use these bounds on q(k) in combination with the following inequality, which
is a direct result of the intermediate value theorem:
|1− ex| ≤ |x|max{1, ex}.
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For T − s > 0 we obtain
θ2 ≤
∫ 3
4
ε−1
−3
4
ε−1
(1 + k2)αe−8(T−s)k
2
(1− e(T−s)εq(k))2|F(X(s))|2dk
≤
∫ 3
4
ε−1
−3
4
ε−1
(1 + k2)αe−8(T−s)k
2
((T − s)εq(k))2 max{1, e2(T−s)εq(k)}|F(X(s))|2dk
≤
∫ 3
4
ε−1
−3
4
ε−1
(1 + k2)αe−8(T−s)k
2
((T − s)ε5k3)2 max{1, e(T−s)6k2)}|F(X(s))|2dk
= 25
∫ 3
4
ε−1
−3
4
ε−1
k2ε2
(1 + k2)α
(1 + (T − s)k2)α
(
(1 + (T − s)k2)αe−(T−s)k2)
× (e−(T−s)k2((T − s)k2)2)(e−6(T−s) max{1, e(T−s)6k2)})|F(X(s))|2dk
≤ C(T − s)−α
∫ 3
4
ε−1
−3
4
ε−1
ε2αk2α|F(X(s))|2dk
≤ C(T − s)−αε2α‖X(s)‖2Hα
From integrating over time follows that
sup
T∈[0,T0]
∫ T
0
θ ds ≤ Cε2αT 1−α/2 sup
T∈[0,T0]
‖X(s)‖Hα ≤ Cε2αT 1−α/20 sup
T∈[0,T0]
‖X(s)‖Hα ,
which proves (5.50).
5.2.7 Energy estimate for the amplitude equation
All results from the last sections hold until the stopping time τ ∗. By controlling
the moments of the solution A(T ) to the amplitude equation we can bound the
probability of τ ∗ being smaller than a fixed time, if we also control the distance of
A(T ) to the dominant part a(T ) of v(T ).
To get the needed upper bound on A(T ) we derive a global growth condition through
several estimates of Gronwall-type that relate the moments of A(T ) to its initial
value.
Lemma 27. Let A be a mild solution of the SPDE
dA = (4∂x
2A+ C1A− C2|A|2A)dt+ σAdβ
with C1 ∈ R and C2 ≥ 0 and paths Aω(t) ∈ C([0, T0];L∞). Let
‖A(0)‖Hα = O(ε−κ). (5.51)
Then
sup
t∈[0,T0]
‖A‖Hα = O(ε−6κ).
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Proof. To abbreviate the following calculations we define the scalar product
〈f | g〉 :=
∫
R
f(x)g(x)dx.
Now if ‖A‖H2 <∞ we can write
d‖A‖2L2 = d〈A |A〉
= 〈dA |A〉+ 〈A | dA〉+ 〈dA | dA〉
= 2 Re{〈dA |A〉}+ σ2〈A |A〉dt
= 2 Re{〈4∂x2A+ C1A− C2|A|2A |A〉}dt+ σ2〈A |A〉dt+ 2σ〈A |A〉dβ
= (−8 Re{〈∂xA | ∂xA〉}+ 2C1‖A‖2L2 − 2C2‖A‖4L4)dt+ 2σ‖A‖2L2dβ
≤ (−‖A‖2H1 − C2‖A‖4L4 + C‖A‖2L2)dt+ 2σ‖A‖2L2dβ, (5.52)
where C is a positive constant. The existence of the H2-norm and of the H1, L2 and
L4 norms from the last step can be derived by standard parabolic regularity theory
from the random SPDE for B := e−σβ(t)A:
dB = (4∂x
2B + (C1 − 12σ2)B − C2|A|2B)dt.
We note that the paths of |A|2 are bounded in time and space. Therefore, because
of parabolic regularity we can, for each path ω, show existence of a mild solution
Bω(t) ∈ C([0, T0];Hα) by Banachs fixed point theorem. This implies
Bω ∈ L∞([0, T ],Hα) ∩ L4([0, T ], L4).
We can then use regularisation through the semigroup: For any time t > 0 and
δ < 1 we have
‖Bω(t)‖2Hα+δ ≤ C
∫
R
(1 + t−δ)(1 + tδk2(α+δ))e−2tk
2|F(Bω)|2dk
+ Cω
∫ t
0
∫
R
(1 + (t− s)−δ)(1 + (t− s)δk2(α+δ))e−2(t−s)k2|F(Bω)|2dk ds
≤ Cω(1 + t−δ + t+ t1−δ) sup
s∈[0,t]
‖Bω(s)‖Hα ,
which shows that
Bω ∈ L2([0, T ],Hα+δ)
for each path Bω. Using the state of Bω after an infinitesimal time as new initial
value with higher regularity and repeating this process we can expand the regularity
to
Bω ∈ C0((0, T ],H∞).
Thus since A(t) = eσβ(t)B(t) and eσβ(t) has continuous paths we get the existence of
above norms for A(t).
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Taking the derivative of ‖A‖2pL2 gives
d‖A(t)‖2pL2 = p‖A(t)‖2(p−1)L2 d‖A(t)‖2L2 + (p− 1)p‖A(t)‖2(p−2)L2 (d‖A(t)‖2L2)2
and if we put in (5.52) we get
E‖A(t)‖2pL2 ≤ E‖A(0)‖2pL2 + 2pσE
∫ t
0
‖A(s)‖2pL2dβ + Cp
∫ t
0
E‖A(s)‖2pL2ds
= E‖A(0)‖2pL2 + Cp
∫ t
0
E‖A(s)‖2pL2ds, (5.53)
where for the second step we used that integration preserves the martingale property.
From using Gronwalls inequality on (5.53) it follows that
E‖A(t)‖2pL2 ≤ eCptE‖A(0)‖2pL2 (5.54)
and with this we can now bound the moments of sup0≤s≤t‖A(s)‖L2 :
E sup
0≤s≤t
‖A(s)‖2pL2 ≤ E‖A(0)‖2pL2 + CpE
∫ t
0
‖A(s)‖2pL2ds+ CpE sup
0≤s≤t
∫ t
0
‖A(s)‖2pL2dβ
≤ E‖A(0)‖2pL2 + CpE
∫ t
0
‖A(s)‖2pL2ds+ CpE(
∫ t
0
‖A(s)‖4pL2ds)1/2
≤ Cp(E‖A(0)‖2pL2 + (E‖A(0)‖4pL2)1/2) (5.55)
where we used the Burkholder Davis Gundy inequality (BDG) in the second step
and (5.53) together with the Ho¨lder inequality in the last step.
Also from (5.52) it follows that
E(
∫ t
0
‖A(s)‖2H1ds)p ≤ CpE‖A(0)‖2L2 + CpE(
∫ t
0
‖A(s)‖2L2ds)p
+ CpE(
∫ t
0
‖A(s)‖2L2dβ)p
By again using BDG and Ho¨lder and then putting (5.53) into the result we arrive
at
E(
∫ t
0
‖A(s)‖2H1ds)p ≤ CpE‖A(0)‖2pL2 + CpE
∫ t
0
‖A(s)‖2pL2ds
≤ Cp(1 + teCpt)E‖A(0)‖2pL2 . (5.56)
Next we bound the moments of ‖A‖∞ which we divide into three terms:
E‖A(t)‖p∞ ≤ E‖e−t∂x
2
A(0)‖p∞ +E‖
∫ t
0
e−(t−s)∂x
2
C1A− C2|A|2Ads‖p∞
+E‖
∫ t
0
e−(t−s)∂x
2
σA(s)dβ‖p∞
:= I1,p + I2,p + I3,p.
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The first term is simply bounded by (A.4) (see Appendix A) and the Hα norm of
the initial value:
I1,p = E‖e−t∂x2A(0)‖p∞ ≤ E‖A(0)‖p∞ ≤ E‖A(0)‖pHα
By using the Agmon inequality which is valid on R
‖A‖2∞ ≤ ‖A‖L2‖A‖H1 , (5.57)
we can bound I2,p by
I2,p ≤ E(
∫ t
0
C1‖A(s)‖∞ + C2‖A(s)‖3∞ds)p
≤ CE(
∫ t
0
‖A(s)‖1/2L2 ‖A(s)‖1/2H1 + ‖A(s)‖3/2L2 ‖A(s)‖3/2H1 ds)p
≤ CT p
3
2
0 E(
∫ t
0
‖A(s)‖2L2‖A(s)‖2H1ds)p
≤ CpE sup
0≤s≤t
‖A(s)‖2pL2(
∫ t
0
‖A(s)‖2H1ds)p
≤ Cp(E sup
0≤s≤t
‖A(s)‖4pL2)1/2(E(
∫ t
0
‖A(s)‖2H1ds)2p)1/2
≤ Cp(E‖A(0)‖2pL2 + (E‖A(0)‖2pL2)1/2),
where we used (5.55) and (5.56) in the last step.
For I3,p we need a generalisation of BDG which is proved in [HS01] and states that for
a contractive semigroup T on a separable Hilbert space H and a Q-Wiener process
the following bound holds for all progressively measurable Hilbert-Schmidt operator
valued processes ψ:
E sup
0≤t≤T
‖
∫ t
0
T (s)ψ(s)dW (s)‖p ≤ CpE(
∫ T
0
‖ψ(s)‖2L2ds)p/2 (5.58)
where L2 is the standard norm for the space of Hilbert Schmidt operators from the
range of Q to H. In our case the involved spaces are rather trivial and our Wiener
process is just a Brownian motion, so Q = id : R→ R and ψ(s)x = σA(s) ·x. Thus
I3,p ≤ E sup
0≤s≤t
‖
∫ t
0
e−(t−s)∂x
2
σA(s)dβ‖pH1
≤ CpE(
∫ t
0
‖σA(s)‖2H1ds)p/2
≤ CpE‖σA(0)‖pL2 ,
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where we used (5.56) in the last step. Now we can bound the moments of the Hα
norm by
d‖A(t)‖2Hα = d〈DαA|DαA〉
= 2 Re{〈Dα(dA)|DαA〉}+ 〈Dα(dA)|Dα(dA)〉
= 2〈D2αA|(dA)〉+ σ2〈DαA|DαA〉dt
= 2〈D2αA| − 4D2A+ C1A− C2|A|2A〉dt+ 2σ〈D2αA|A〉dβ + σ2‖A‖2Hα
≤ −8‖A‖2H1+α + (2C1 + σ2)‖A‖2Hα + 2C2‖A‖H2α‖A‖2∞‖A‖L2 + 2σ‖A‖2Hαdβ
where we used the Ho¨lder inequality in the last step. By Young’s inequality as well
as ‖f‖H1+α ≥ ‖f‖H2α because of α ≤ 1 we get
d‖A(t)‖2Hα ≤ C(‖A‖2Hα + ‖A‖6∞ + ‖A‖6L2)dt+ 2σ‖A‖2Hαdβ.
Therefore
E‖A(t)‖2pHα −E‖A(0)‖2pHα = E
∫ t
0
p‖A‖2(p−1)Hα d‖A(t)‖2Hα
≤ Cp
∫ t
0
E‖A‖2pHα +E(‖A‖6p∞ + ‖A‖6pL2)ds
≤ Cp
∫ t
0
E‖A‖2pHα + 2E‖A(0)‖6pL2ds
and by Gronwalls Lemma
E‖A(t)‖2pHα ≤ eCptE‖A(0)‖2pHα + CpteCptE‖A(0)‖6pL2 , (5.59)
thus ‖A(t)‖Hα = O(ε−6κ). It is only left to bound the moments of the supremum of
the Hα norm, which we do in the same way as we bounded the supremum of the L2
norm in (5.55). Using BDG we find:
E sup
0≤s≤t
‖A(t)‖2pHα ≤ E‖A(0)‖2pHα + Cp
∫ t
0
E‖A‖2pHα +E(‖A‖6p∞ + ‖A‖6pL2)ds
+E sup
0≤s≤t
∫ t
0
‖A‖2pHαdβ
≤ Cp(E‖A(0)‖2pHα +E‖A(0)‖6pL2 +E(
∫ t
0
‖A‖4pHαds)1/2)
≤ Cp(E‖A(0)‖2pHα +E‖A(0)‖6pL2 + (tE‖A‖4pHα)1/2).
And from (5.59) follows sup0≤s≤T0‖A(t)‖Hα = O(ε−6κ).
5.2.8 Averaging Lemma
We need one last step before we can bound ‖A(T )−a(T )‖Hα and in succession show
that the probability of τ ∗ < T0 is small. One term in the SDE for a(T ) has still not
been matched to the amplitude equation. We make up for this now.
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Lemma 28. With a and Zε as defined in (5.24) and (5.6) the approximation
sup
T∈[0,τ∗]
‖
∫ T
0
e(T−s)ε
−2L+1ε (aZ2 − 1
2
σ2a)ds‖Hα = O(ε1−6κ0) (5.60)
holds.
Proof. This bound is established in the same way as equations (5.43) and (5.44)
from Lemma 26 with the help of the generalised BDG from the last Lemma. Using
Itoˆ formula and (5.13) the time derivative of Z2ε is given by
d(Z2ε ) = 2(dZε)Zε + (dZε)
2 = 2ε−1Z2εdT + 2ε
−1σZεdβ˜ + ε−2σ2dT. (5.61)
Putting this into the time derivative of e−(T−s)ε
−2L+1ε aZ2ε yields
d(e−(T−s)ε
−2L+1ε aZ2ε ) = ε
−2L+1ε e−ε
−2L+1ε (T−s)aZ2ε
+ e−ε
−2L+1ε (T−s)((da)Z2ε + d(Z
2
ε ) + (da)d(Z
2
ε ))
= eε
−2L+1ε (T−s)(2ε−1ϑaZ3ε + r1Z
2
ε )ds
+ e−ε
−2L+1ε (T−s)(2ε−2aZ2εds+ 2aε
−1σZεdβ˜)
+ e−ε
−2L+1ε (T−s)ε−2aσ2ds.
Therefore, we have
sup
T∈[0,τ∗]
‖
∫ T
0
e−(T−s)ε
−2L+1ε (aZ2ε − aσ2)ds‖Hα
≤ ε2C sup
T∈[0,τ∗]
‖a(T )Zε(T )2‖Hα
+ εC sup
T∈[0,τ∗]
‖
∫ T
0
e−(T−s)ε
−2L+1ε ϑaZ3ε + εr1Z
2
ε ds‖Hα
+ εC sup
T∈[0,τ∗]
‖
∫ T
0
e−(T−s)ε
−2L+1ε a(s ∧ τ ∗)σZε dβ˜‖Hα
≤ ε2C sup
T∈[0,τ∗]
(‖a‖Hα|Zε|2) + εCT0 sup
T∈[0,τ∗]
(ϑ‖a(T )‖Hα|Zε|3 + ε‖r1(T )‖Hα |Zε|2)
+ εCσ sup
T∈[0,T0]
‖
∫ T
0
e−(T−s)ε
−2L+1ε a(s ∧ τ ∗)σZε dβ˜‖Hα .
Using the generalised BDG (5.58) we can bound the last term by
E sup
T∈[0,T0]
‖
∫ T
0
e−(T−s)ε
−2L+1ε a(s ∧ τ ∗)Zε dβ˜‖pHα ≤ CpE(
∫ T0
0
‖a(s ∧ τ ∗)Zε‖2Hα ds)p/2
≤ CpT p/20 (E sup
T∈[0,τ∗]
‖a‖2Hα|Zε|2)p/2.
By definition of τ ∗ we have supT∈[0,τ∗]‖a(T )‖Hα = O(ε−κ0) and from (5.47) and
(5.33) we know that supT∈[0,τ∗]‖r1(T )‖Hα = O(ε−5κ0) as well as supT∈[0,τ∗]|Zε(T )|3 =
O(ε−κ0). Putting this this into our calculation results in (5.61).
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5.2.9 Approximation of the dominant frequency spectrum
With Lemma 25, 26 and 28 we have narrowed the difference between a(T ) and A(T )
down to an error R on the right-hand side of their SDEs. In a similar way as we
established the bound (5.51) for A(T ) we are able to bound ‖A(T )− a(T )‖Hα . But
the processes need to be altered in a way such that the error R is known even after
the time τ ∗ and that the resulting bound is still valid for ‖A(T )− a(T )‖Hα .
Lemma 29. Let A(t) and a(t) be the processes defined by (5.3) and (5.24), then
sup
T∈[0,τ∗]
‖A(T )− a(T )‖Hα = O(εα−24κ0).
Proof. From Lemma 24 we know that a(t) is the mild solution of (5.25) and hence
can be written as
a(T ) =
∫ T
0
e−ε
−2L+1ε (T−s)
(
νa+ 2ϑPΨ(a¯Φ + aΨ + aΨc)
− 3PΨ(a|a|2)− 3aZ2ε + ε−12ϑaZε +R1
)
ds
=
∫ T
0
e−ε
−2L+1ε (T−s)(νa+ 2ϑ2|a|2a(1
9
+ 2− 3) + (2ϑ2 + 4ϑ2 − 3)aZ2ε )ds
+
∫ T
0
e−ε
−2L+1ε (T−s)σa dβ(s) +R11
with the following error term R11:
R11 :=
∫ T
0
e−ε
−2L+1ε (T−s)(1− PΨ)(a¯Φ + aΨ + aΨc − 3a|a|2)ds
− 2
9
ϑ
∫ T
0
e−ε
−2L+1ε (T−s)(9a¯Φ− ϑ|a|2a)ds
− 2ϑ
∫ T
0
e−ε
−2L+1ε (T−s)(aΨ− 2ϑ|a|2a)ds
− 2ϑ
∫ T
0
e−ε
−2L+1ε (T−s)(aΨc − ϑaZ2ε )ds
−
∫ T
0
e−ε
−2L+1ε (T−s)(aZ2ε − 12σa)ds
−
∫ T
0
e−ε
−2L+1ε (T−s)(ε−12ϑaZε − 4ϑ2aZ2ε )ds+
∫ T
0
e−ε
−2L+1ε σadβ.
66
5 Result for the unbounded domain
The first integral is bounded by∫ T
0
‖e−ε−2L+1ε (T−s)(1− PΨ)(a¯Φ + aΨ + aΨc − 3a|a|2)‖Hαds
≤ 2
∫ T
0
(
∫ 3/4ε−1
1/4ε−1
(1 + k2)αe−2(T−s)k
2|F(a¯Φ + aΨ + aΨc − 3a|a|2)|2dk)1/2ds
≤ 2εα
∫ T
0
(T − s)−α/2e− 116 (T−s)ε−2((T − s)ε−2)α/2‖a¯Φ + aΨ + aΨc − 3a|a|2‖Hαds
≤ CεαT 1−α/20 sup
T∈[0,T0]
‖a¯Φ + aΨ + aΨc − 3a|a|2‖Hα
and (5.39), (5.40) and (5.16) which bound Φ, Ψ and Ψc respectively. All other terms
are bounded by Lemma 25. We get
sup
T∈[0,τ∗]
‖R11‖Hα = O(εα−10κ0).
Since supp(a) ⊂ [−1/4ε−1, 1/4ε−1] and therefore supp(|a|2a) ⊂ [−3/4ε−1, 3/4ε−1],
we can exchange the operator with Lemma 26 which gives us
a(T ) = a(0) +
∫ T
0
e4(T−s)∂
2
x(νa+ 3(38
27
ϑ2 − 1)|a|2a+ 3(ϑ2 − 1
2
)σ2a)dT
+
∫ T
0
e4(T−s)∂
2
xσadβ +R11 +R12
(5.62)
with
sup
T∈[0,τ∗]
‖R12‖Hα ≤ Cεα sup
T∈[0,τ∗]
‖C1a+ C2|a|2a+ σa‖Hα = O(εα−3κ0),
where C1 = ν + 3(ϑ
2 − 1
2
)σ2 ∈ R and C2 = 3(3827ϑ2 − 1) > 0. We combine the errors
into R13 := R11 +R12 which results in the bound
sup
T∈[0,τ∗]
‖R13‖Hα = O(εα−10κ0). (5.63)
But because we can control this error only up to the stopping time τ ∗ we define the
process
aˆ(t) :=
{
a(t) for t ≤ τ ∗
eσ(β(t)−β(τ
∗))e(4∂
2
x−12σ
2)(t−τ∗)a(τ ∗) for t > τ ∗
which, since a(t) = aˆ(t) for all stopping times t ≤ τ ∗, resolves the equation
aˆ(T ) = a(0) +
∫ T∧τ∗
0
e4(T−s)∂
2
x(C1aˆ+C2|aˆ|2aˆ)dT +
∫ T
0
e4(T−s)∂
2
xσaˆ dβ + Rˆ13 (5.64)
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with error Rˆ13 defined as
Rˆ13(t) :=
{
R13(t) for t ≤ τ ∗
R13(τ
∗) for t > τ ∗.
Because PΨa = a we also know by definition of aˆ that Pψaˆ = aˆ, so from equation
(5.62) follows that
supp(F(aˆ− Rˆ13)) ⊂ [−ε−1, ε−1]
and therefore
‖aˆ− Rˆ13‖Hk ≤ ε−k‖aˆ− Rˆ13‖L2
≤ ε−k(1 + |eσ(β(t)−β(τ∗))|) sup
t∈[0,τ∗]
(‖a(t)‖Hα + ‖R13(t)‖Hα) <∞
for all k ≥ 0. If we use the same approach for A(t) with
Aˆ(t) :=
{
A(t) for t ≤ τ ∗
eσ(β(t)−β(τ
∗))e(4∂
2
x−12σ
2)(t−τ∗)A(τ ∗) for t > τ ∗
we get ‖Aˆ(t)‖Hk ≤ ‖A(t ∧ τ ∗)‖Hk < ∞, since we already showed the existence of
these norms in Lemma 27, and
Aˆ(T ) = a(0) +
∫ T∧τ∗
0
e(T−s)∂
2
x(C1Aˆ+ C2|Aˆ|2A)dT +
∫ T
0
e(T−s)∂
2
xσAˆ dβ.
From this and (5.64) it follows that
Aˆ(T )− aˆ(T ) =
∫ T
0
e(T−s)∂
2
xχ[0,τ∗](C1(Aˆ− aˆ) + C2(|Aˆ|2Aˆ− |aˆ|2aˆ))dT
+
∫ T
0
e(T−s)∂
2
xσ(Aˆ− aˆ)dβ − Rˆ13, (5.65)
which means Aˆ− aˆR := A− (aˆ− Rˆ13) is the mild solution of
d(Aˆ− aˆR) =
(
∂2x(Aˆ− aˆR) + χ[0,τ∗]C1(Aˆ− aˆ)− χ[0,τ∗]C2(|Aˆ|2Aˆ− |aˆ|2aˆ)
)
dT
+ σ(Aˆ− aˆ)dβ.
Similar to the calculation in (5.52) we can now bound the L2 norm of Aˆ− aˆR:
d‖Aˆ− aˆR‖2L2
= 2 Re{〈d(Aˆ− aˆR), Aˆ− aˆR〉}+ 〈d(Aˆ− aˆR), d(Aˆ− aˆR)〉
= 2 Re{〈∂2x(Aˆ− aˆR) + χ[0,τ∗]C1(Aˆ− aˆ)− χ[0,τ∗]C2(|Aˆ|2Aˆ− |aˆ|2aˆ), Aˆ− aˆR〉}dT
+ 2σRe{〈Aˆ− aˆ, Aˆ− aˆR〉}dβ + σ2‖Aˆ− aˆ‖L2dT
≤ −2‖Aˆ− aˆR‖2H1 + (4C1 + σ2)(‖Aˆ− aˆR‖2L2 + ‖Rˆ13‖2L2)
− 2C2 Re{〈|Aˆ|2Aˆ− |aˆR|2aˆR, Aˆ− aˆR〉}+ χ[0,τ∗]2C2|〈|aˆR|2aˆR − |aˆ|2aˆ, A− aˆR〉|
+ 2σRe{〈Aˆ− aˆ, Aˆ− aˆR〉}dβ
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The cubic terms are bounded by
Re{〈|Aˆ|2Aˆ− |aˆR|2aˆR, Aˆ− aˆR〉}
=
∫
R
Re{(|Aˆ|2A− |aˆR|2aˆR)(Aˆ− aˆR)}dx
=
∫
R
(|Aˆ|2 + |aˆR|2)|Aˆ− aˆR|2 − Re{(Aˆ− aˆR)2AˆaˆR}dx
≥
∫
R
(|Aˆ|2 + |aˆR|2)|Aˆ− aˆR|2 − 12(|Aˆ|2 + |aˆR|2)|Aˆ− aˆR|2dx ≥ 0
and
χ[0,τ∗]|〈|aˆR|2aˆR − |aˆ|2aˆ, Aˆ− aˆR〉| ≤ ‖R14‖2L2 + ‖Aˆ− aˆR‖2L2
where R14 := χ[0,τ∗](|aˆR|2aˆR − |aˆ|2aˆ). For R14 we obtain
‖R14‖L2 = χ[0,τ∗]‖|aˆ− Rˆ13|2(aˆ− Rˆ13)− |aˆ|2aˆ‖2L2
≤ χ[0,τ∗](3‖aˆ2Rˆ13‖2L2 + 3‖aˆRˆ213‖2L2 + ‖Rˆ313‖2L2)
≤ χ[0,τ∗]C(‖aˆ‖2∞‖Rˆ13‖L2 + ‖aˆ‖∞‖Rˆ13‖∞‖Rˆ13‖2L2 + ‖Rˆ13‖2∞‖Rˆ13‖L2)
and since supT∈[0,τ∗]‖a‖Hα = O(ε−κ0) and supT∈[0,T0]‖Rˆ13‖Hα = O(εα−10κ0) we have
(since 24κ0 < α):
sup
T∈[0,T0]
‖R14‖L2 = O(εα−12κ0).
So if we combine all errors into
ρ(t) := ‖Rˆ13(t)‖Hα + ‖R14(t)‖L2
sup
t∈[0,T0]
ρ(t) = O(εα−12κ0)
we find
d‖Aˆ− aˆR‖2L2 ≤ −‖Aˆ− aˆR‖2H1dT + C(‖Aˆ− aˆR‖2L2 + ρ2)dT
+ 2σRe{〈Aˆ− aˆ, Aˆ− aˆR〉}dβ. (5.66)
Taking the derivative of the p-th moment yields
d‖Aˆ− aˆR‖2pL2
= p‖Aˆ− aˆR‖2(p−1)L2 d‖Aˆ− aˆR‖2L2 + 12(p− 1)p‖Aˆ− aˆR‖2(p−2)L2 (d‖Aˆ− aˆR‖2L2)2
≤ Cp(‖Aˆ− aˆR‖2(p−1)L2 (ρ2 + ‖Aˆ− a‖2L2 + ‖Aˆ− aˆR‖2L2)dT
+ 2p‖Aˆ− aˆR‖2(p−1)L2 Re{〈Aˆ− a, Aˆ− aˆR〉}dβ
≤ 4Cp(‖Aˆ− aˆR‖2pL2 + ρ2p)dT + 2p‖Aˆ− aˆR‖2(p−1)L2 Re{〈Aˆ− a, Aˆ− aˆR〉}dβ.
(5.67)
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By integrating and taking the expectation value the dβ term vanishes:
E‖Aˆ(T )− aˆR(T )‖2pL2 ≤ E‖Aˆ(0)− aˆR(0)‖2pL2 + Cp
∫ T
0
E‖Aˆ− aˆR‖2pL2 +Eρ2p ds
And from Gronwalls inequality follows (with Aˆ(0) = aˆ(0) = a(0))
E‖Aˆ− aˆR‖2pL2 ≤ Cp
∫ T
0
e(T−s)Cp(E
∫ s
0
ρ(t)2pdt)ds
≤ T 20CpeT0CpE sup
T∈[0,T0]
ρ2p. (5.68)
With this we can bound the moments of supT∈[0,T0]‖Aˆ− aˆR‖L2 . By integrating (5.67)
and taking the expectation value of the supremum we derive
E sup
T∈[0,T0]
‖Aˆ− aˆR‖2pL2 ≤ CpE
∫ T0
0
‖Aˆ− aˆR‖2pL2 ds+E
∫ T0
0
ρ2p ds
+ CpE sup
T∈[0,T0]
∫ T
0
‖Aˆ− aˆR‖2(p−1)L2 Re{〈Aˆ− a, Aˆ− aˆR〉}dβ.
Applying (5.68) and BDG results in
E sup
T∈[0,T0]
‖Aˆ− aˆR‖2pL2 ≤ CpE sup
T∈[0,T0]
ρ2p
+E(
∫ T0
0
‖Aˆ− aˆR‖4(p−1)L2 Re{〈Aˆ− a, Aˆ− aˆR〉}2ds)1/2
≤ CpE sup
T∈[0,T0]
ρ2p + (
∫ T0
0
E(2‖Aˆ− aˆR‖4pL2 + ρ4p)ds)1/2
≤ (Cp + C1/22p + T 1/20 )E sup
T∈[0,T0]
ρ2p.
We can now bound the moments of the Hα norm. Taking the derivative yields
d‖Aˆ− aˆR‖2Hα
= d〈Dα(Aˆ− aˆR)|Dα(Aˆ− aˆR)〉
= 2 Re{〈Dα(Aˆ− aˆR)|Dαd(Aˆ− aˆR)〉}+ 〈Dαd(Aˆ− aˆR)|Dαd(Aˆ− aˆR)〉
= 2 Re{〈D2α(Aˆ− aˆR)|d(Aˆ− aˆR)〉}+ 〈Dαd(Aˆ− aˆR)|Dαd(Aˆ− aˆR)〉
= 2 Re{〈D2α(Aˆ− aˆR)| −D2(Aˆ− aˆR) + C1(Aˆ− aˆ)− C2(|Aˆ|2Aˆ− |aˆ|2aˆ)〉}dt
+ 2σRe{〈D2α(Aˆ− aˆR)|Aˆ− aˆ〉}dβ + σ2〈Dα(Aˆ− aˆ)|Dα(Aˆ− aˆ)〉dt
≤ −2‖Aˆ− aˆR‖2H1+α + (2C1 + σ2)(‖Aˆ− aˆR‖2Hα + ‖Aˆ− aˆ‖2Hα)
+ 2(‖Aˆ− aˆR‖2H2α + C22‖(Aˆ− aˆ)(|Aˆ|2 + |aˆ|2) + (Aˆ− aˆ)Aˆaˆ‖2L2)
+ 2σRe{〈D2α(Aˆ− aˆR)|Aˆ− aˆ〉}dβ,
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where we used the Ho¨lder inequality in the last step. As (1 + α) ≥ 2α we obtain
d‖Aˆ− aˆR‖2Hα ≤ C
(‖Aˆ− aˆR‖2Hα + ‖Rˆ13‖2Hα + (‖Aˆ‖2∞ + ‖aˆ‖2∞)2‖Aˆ− aˆR‖2L2)
+ 2σRe{〈Dα(Aˆ− aˆR)|Dα(Aˆ− aˆ)〉}dβ.
So the derivative of the p-th moment is given by
d‖Aˆ− aˆR‖2Hα = p‖Aˆ− aˆR‖2(p−1)Hα (d‖Aˆ− aˆR‖2Hα)
+ 1
2
(p− 1)p‖Aˆ− aˆR‖2(p−2)Hα (d‖Aˆ− aˆR‖2Hα)2
≤ Cp‖Aˆ− aˆR‖2pHα + ‖Rˆ13‖2pHα + (‖Aˆ‖2∞ + ‖aˆ‖2∞)2p‖Aˆ− aˆR‖2pL2dt
+ Cp‖Aˆ− aˆR‖2(p−1)Hα 2σRe{〈Dα(Aˆ− aˆR)|Dα(Aˆ− aˆ)〉}dβ.
Thus
E‖Aˆ(T )− aˆR(T )‖2pHα ≤
∫ T
0
CpE‖Aˆ− aˆR‖2pHαds+ CpT0E sup
t∈[0,T0]
‖Rˆ13‖2pHα
+ CpT0(E sup
t∈[0,T0]
(‖Aˆ‖2Hα + ‖aˆ‖2Hα)4p)1/2
× (E sup
t∈[0,T0]
(‖Aˆ− aˆR‖4pL2 + ‖Rˆ13‖4pHα))1/2
:=
∫ T
0
CpE‖Aˆ− aˆR‖2pHαds+ ρ2p2 . (5.69)
From Lemma 27 we know supt∈[0,T0]‖A(t)‖Hα = O(ε−6κ0). Also aˆ is bounded by the
definition of τ ∗, we just bounded the L2-norm by supt∈[0,T0] ρ(t) and R13 is bounded
by (5.63), so we have
ρ2 = O(εα−24κ0).
By Gronwalls Lemma we get
E‖Aˆ(T )− aˆR(T )‖2pHα ≤ CpT0eCpT0ρ2p2 . (5.70)
Integrating (5.69) again and taking the supremum over time prior to the expectation
gives us
E sup
t∈[0,T ]
‖Aˆ(T )− aˆR(T )‖2pHα
≤
∫ T
0
CpE sup
s∈[0,T ]
‖Aˆ− aˆR‖2pHαds+ ρ2p2
+ CpE sup
T∈[0,T0]
∫ T
0
‖Aˆ− aˆR‖2(p−1)Hα Re{〈Dα(Aˆ− aˆR)|Dα(Aˆ− aˆ)〉}dβ
≤
∫ T
0
CpE sup
s∈[0,T ]
‖Aˆ− aˆR‖2pHαds+ ρ2p2 + Cp(
∫ T0
0
E‖Aˆ− aˆR‖4pHα +E‖Rˆ13‖4pHα)1/2.
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Now from (5.70) and the definition of ρ2 it follows that
E sup
t∈[0,T ]
‖Aˆ(T )− aˆR(T )‖2pHα ≤ Cp
∫ T
0
E sup
s∈[0,T ]
‖Aˆ− aˆR‖2pHαds+ Cpρ2p2
and by using again Gronwalls Lemma, we finally establish
sup
t∈[0,T0]
‖Aˆ(T )− aˆR(T )‖Hα ≤ Cpρ2 = O(εα−24κ0),
which proves the Lemma.
From Lemma 27 we see that until the stopping time τ ∗ the projection a = Pau of the
solution to the SPDE (5.1) is well approximated by the solution A of the amplitude
equation (5.3). We can now prove Theorem 17.
5.2.10 Removing the error
Proof of Theorem 17. First we show that the probability of τ ∗ being smaller than
T0 is small. Define the following subset of the probability space Ω:
M := {ω ∈ Ω : τ ∗(ω) < T0}
If ω ∈M then it follows from the definition of τ ∗ that
ϕ(τ ∗(ω)) := ‖P+v(τ ∗(ω), x)e−iε−1x‖Hα + |Pcv(τ ∗(ω))| = ε−κ0 .
This means moments of ϕ(τ ∗) can be written and bounded below as follows:
Eϕ(τ ∗)q =
∫
Mc
ϕ(T0)
qdP+
∫
M
(ε−κ0)qdP ≥ P(M)ε−qκ0 ,
where M c := Ω \M is the complement set of M . Next we show that Eϕ(τ ∗) =
O(ε−κ). We have
Eϕ(τ ∗) ≤ E sup
t∈[0,τ∗]
(‖(P+v(t))e−iε−1x − a(t)‖Hα + ‖a(t)− A(t)‖Hα + ‖A(t)‖Hα)
+E sup
t∈[0,τ∗]
(|Pcv(t)− Zε(t)− e−ε−2tPcv(0)|+ |Zε(t)|)
+E sup
t∈[0,τ∗]
|Pce−ε−2tLv(0)|.
The first term can be split into
‖(P+v(t))e−iε−1x − a(t)‖Hα = ‖((P+ − Pa)v(t))e−iε−1x‖Hα
≤ ‖(Psv(t))e−iε−1x‖Hα
≤
3∑
j=−3
‖((Psvj)e−ijε−1x)ei(j−1)ε−1x‖Hα .
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Since for any function f ∈ Hα we get (with l ∈ N)
‖fe−ilx‖2Hα ≤
∫
R
(1 + k2)α|F(f)(k + lε−1)|2dk
=
∫
R
(1 + (k − lε−1)2)α|F(f)(k)|2dk
≤
∫
R
2ε−2α(1 + l2 + k2)α|F(f)(k)|2dk ≤ 2(1 + l2)ε−2α‖f‖2Hα , (5.71)
the sum above is bounded by
E sup
t∈[0,τ∗]
‖(P+v(t))e−iε−1x − a(t)‖Hα
≤ 2(1 + (j − 1)2)ε−α
3∑
j=−3
E sup
t∈[0,τ∗]
‖(Psvj)e−ijε−1x‖Hα
= O(ε1−α−4κ0), (5.72)
where we used Lemma 23 for last step. Because 24κ0 = 25κ as per definition (5.11),
and we made the assumption κ < 1−α
5
, it follows that
4κ0 <
4 · 25
5 · 24(1− α) =
20
24
(1− α) < 1− α
and therefore
E sup
t∈[0,τ∗]
‖(P+v(t))e−iε−1x − a(t)‖Hα = O(ε−κ).
From Lemma 27, Lemma 29 and again (5.11) it is clear that
E sup
t∈[0,τ∗]
(‖a(t)− A(t)‖Hα + ‖A(t)‖Hα) = O(ε−κ).
Also from Lemma 23 and the bound (5.33) on Zε we know that
E sup
t∈[0,τ∗]
(|Pc(v(t)− e−ε−2tLv(0))− Zε(t)|+ |Zε(t)|) = O(ε−κ).
The definition of the operator L lets us easily calculate the next term:
E sup
t∈[0,τ∗]
|Pce−ε−2tLv(0)| = E sup
t∈[0,τ∗]
|e−ε2tPcv(0)| = E|Pcv(0)| = O(ε−κ).
This proves
Eϕ(τ ∗)q ≤ Cqε−qκ
and thus the probability of M is bounded by
P(M) ≤ Cqεq(κ0−κ).
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The last step is to bound the probability of
ξ1 := ‖P+(u(t, ε−1x)− εA(ε2t, x)eiε−1x)e−iε−1x‖Hα
+ ‖P−(u(t, ε−1x)− εA¯(ε2t, x)e−iε−1x)eiε−1x‖Hα
+ |Pcu(t, x)− εZε(ε2t)− Pce−tu(0)|
and
ξ2 := ‖u(t, x)− εA(ε2t, εx)eix − εA¯(ε2t, εx)e−ix
− εZε(ε2t)− Pce−tu(0)‖∞
being too large (i.e. P(supt∈[0,ε−2T0] ξj > ε
1+αj−26κ)), where
α1 := α ∧ (1− α)
α2 := α.
We can split this probability into
P( sup
t∈[0,ε−2T0]
ξj > ε
1+αj−26κ) = P(M ∩ { sup
t∈[0,ε−2T0]
ξj > ε
1+αj−26κ})
+P(M c ∩ { sup
t∈[0,ε−2T0]
ξj > ε
1+αj−26κ})
=: P1 + P2.
P1 is easily bounded by
P(M ∩ { sup
t∈[0,ε−2T0]
ξj > ε
1+αj−26κ}) ≤ P(M) ≤ Cqεq(κ0−κ),
so the only thing left to do is to bound P2. We have
P2 = P(M
c ∩ { sup
t∈[0,ε−2T0]
ξj > ε
1+αj−26κ})
≤ P({ sup
t∈[0,ε−2τ∗]
ξj > ε
1+αj−26κ})
and using the Chebychev inequality yields
P2 ≤ 1
εq(1+αj−26κ)
E( sup
t∈[0,ε−2τ∗]
ξqj ), (5.73)
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where q is any positive number. The moments of supt∈[0,ε−2τ∗] ξj are bounded by
sup
t∈[0,ε−2τ∗]
ξq1 ≤ Cq sup
t∈[0,ε−2T0]
‖P+εv(ε2t, x)e−iε−1x − εa(ε2t, x)‖qHα
+ Cq sup
t∈[0,ε−2τ∗]]
‖P−εv(ε2t, x)eiε−1x − εa(ε2t, x)‖qHα
+ Cq sup
t∈[0,ε−2τ∗]
‖εa(ε2t, x)− εA(ε2t, x)‖qHα
+ Cq sup
t∈[0,ε−2τ∗]
‖εa(ε2t, x)− εA(ε2t, x)‖qHα
+ Cq sup
t∈[0,ε−2τ∗]
|Pcεv(ε2t, x)− εZε(ε2t, x)− e−tPcεv(0)|q
= 2Cqε sup
t∈[0,τ∗]
‖P+v(t, x)e−iε−1x − a(t, x)‖qHα
+ Cqε sup
t∈[0,τ∗]
2‖a(t, x)− A(t, x)‖qHα
+ Cqε sup
t∈[0,τ∗]
|Pcv(t, x)− Zε(t, x)− e−ε−2tPcv(0)|q.
From (5.72), Lemma 29 and Lemma 23 together with 24κ0 = 25κ it follows that
E(ξq1) ≤ Cqεq(1+(1−α)∧α−25κ) = Cqεq(1+α1−25κ).
By choosing q = max{ p
κ
, p
κ0−κ} we get the desired result (5.4).
Now if we look at the supremum norm we can improve the error, because we may,
without any penalty,
(1) shift functions in the Fourier space:
‖(P+v(t))e−iε−1x − a(t)‖∞ = ‖((P+ − Pa)v(t))e−iε−1x‖∞
≤ ‖(Psv(t))e−iε−1x‖∞
≤
3∑
j=−3
‖(Psvj)e−ijε−1x‖∞
≤
3∑
j=−3
‖(Psvj)e−ijε−1x‖Hα = O(ε1−25κ),
(2) rescale functions
‖P+u(t, x)− εA(ε2t, εx)eix‖∞ = ‖P+u(t, ε−1x)− εA(ε2t, x)eiε−1x‖∞.
Therefore ξ2 is bounded by
ξq2 ≤ 2Cq
3∑
j=−3
‖(Psvj)e−ijε−1x‖qHα + ‖a(t, x)− A(t, x)‖qHα
+ |Pcv(t, x)− Zε(t, x)− e−ε−2tPcv(0)|q
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and we get directly from Lemma 23 and Lemma 29 that
sup
t∈[0,ε−2τ∗]
ξq2 ≤ Cqε1+α−25κ.
Again putting this into (5.73) and choosing q = max{ p
κ
, p
κ0−κ} shows (5.5), which
finishes the proof of Theorem 17.
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In this chapter we will complement our results for the approximation of the mild
solutions of the Swift-Hohenberg equation (SH) on the bounded and unbounded
domain by a short proof of the existence of those solutions up until to a stopping
time. Additionally we show that this stopping time is greater than the stopping
time τ ∗ up until which the approximation of u(t) by the solution of the amplitude
equation holds, which in turn means the existence of a local solution for (SH) is
sufficient for stating our main results. We also make some remarks on how one
would prove the existence of solutions to the amplitude equations.
6.1 Bounded domain
The existence of a local solution follows from a fixed point argument.
Lemma 30. There is a stopping time τ > 0 and a unique stochastic process u(t)
with paths uω ∈ C0([0, τ ];L∞([0, 2pi])) such that u(t) is a mild solution to equation
(SH) up until τ , that is, the equation
u(t) = e−t(1+∂
2
x)
2
u(0) +
∫ t
0
e−(t−s)(1+∂
2
x)
2
[νε2u(s) + αu2(s)− u3(s)]ds
+ ε
∫ t
0
e−(t−s)σdβ(s)
(6.1)
holds for all t ≤ τ .
Proof. We want to use Banachs fixed point theorem on the Picard-like fixed point
iteration
Γωu := e
−t(1+∂2x)2u0 +
∫ t
0
e−(t−s)(1+∂
2
x)
2
[νε2u(s) + αu2(s)− u3(s)]ds
+ ε
∫ t
0
e−(t−s)σdβω(s)
(6.2)
which acts on the space
Bu(ω) := {u ∈ C0([0, Tω];L∞([0, 2pi]) : sup
t∈[0,Tω ]
‖u(t)− u0‖∞ ≤ 14 , u(0) = u0}
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for each path βω of the Brownian motion. For this we need to show that Γω is a
contraction and a self mapping. Assume that u, v ∈ Bu(ω) then for all t ≤ Tω we
have
‖Γ(u− v)(t)‖∞ ≤ TωC sup
t∈[0,Tω ]
(‖u(t)− v(t)‖∞ + ‖u(t)− v(t)‖2∞ + ‖u(t)− v(t)‖3∞)
≤ TωC(1 + 12 + 14) sup
t∈[0,Tω ]
‖u(t)− v(t)‖∞,
where the constant C does not depend on Tω and we used that the semigroup is
bounded on L∞ by Corollary A.3:
‖
∫ Tω
0
e−(Tω−s)(1+∂
2
x)
2
u(s)ds‖∞ ≤
∫ Tω
0
‖e−(Tω−s)(1+∂2x)2u(s)‖∞ds
≤
∫ Tω
0
C‖u(s)‖∞ds
≤ TωC sup
t∈[0,Tω ]
‖u(t)‖∞.
So for Tω being small enough the map Γω is a contraction. Because of
Γωu(t)
L∞→
t→0
u(0)
there exists a time Tω such that
sup
t∈[0,Tω ]
‖Γu(t)− u(0)‖∞ ≤ 14 ,
therefore if we chose Tω small enough Γω is also a self mapping. Applying Banachs
fixed point theorem and setting τ(ω) = Tω we get the desired solution.
Since the solution u(t) is bounded up to the stopping time τ ∗ it can be extended at
least up until a time greater than τ ∗.
Lemma 31. Let A(t), t ∈ [0, T ] be a stochastic process with continuous paths in C
that solves (1.5) in the mild sense with initial value given by (4.1). Then Lemma
30 holds with the stopping time τ being greater than the stopping time τ ∗ defined in
(4.6).
Proof. Define
τmax(ω) := sup{τ(ω) ∧ T : u(t, ω) solves (SH) up until time τ(ω)}
With the stopping time τ ∗ > 0 as defined in 4.6 of Chapter 4 we have either τ ∗ < τmax
or we get a contradiction to the definition of τmax:
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Fix ω ∈ Ω such that τmax(ω) ≤ τ ∗(ω). Then we know that
sup
t∈[0,τmax(ω))
‖u(t, ω)‖∞ ≤ ε−κ0 .
This also means that the nonlinearity f(u) := ε2νu+ ϑu2 − u3 stays bounded:
sup
t∈[0,τmax(ω))
‖f(u(t))‖∞ ≤ C sup
t∈[0,τmax(ω))
(|u|∞ + |u|2∞ + |u|3∞) ≤ Cε−3κ0 .
Following the ideas of the proof of Theorem 3.3.4 in [Hen81], when t is bounded
away from 0, then for α < 1 we can bound the norm
‖u‖2α := |uˆ1|2 + |uˆ−1|2 +
∑
|k|6=1
(1− k2)2α|uˆk|2
by
‖u‖2α ≤ |uˆ1|2 + |uˆ−1|2 + t−α
∑
|k|6=1
(t(1− k2)2)αe−2t(1−k2)2|uˆk(0)|2 + |Z(t)|2
+ C
∑
|k|6=1
∫ τmax
0
t−α(t(1− k2)2)αe−2t(1−k2)2|F(f(u))(k)|2
≤ ‖u(t)‖L2 + C(t−α‖u(0)‖L2 + sup
t∈[0,τmax)
|Z(t)|2 + Cτ 1−αmax sup
t∈[0,τmax)
+‖f(u(t))‖2L2)
≤ C sup
t∈[0,τmax)
(|Z(t)|2 + ‖u(0)‖2∞ + ‖u(t)‖2∞ + ‖f(u(t))‖2∞) <∞.
With this we can show that the limit u(t)
t→τmax→ u(τmax) exists and thus u(t) can
be continuously extended up to time τmax. Suppose 0 < c < τ < t < τmax and
1/2 < α < 2/3, then for fixed ω ∈ Ω we have
‖u(t)− u(τ)‖∞ ≤ ‖(e−(t−τ)L − id)u(τ)‖∞ + ‖
∫ t
τ
e−(t−s)Lf(u)ds‖∞ + ε|Z(t)− Z(τ)|
≤ C(e−(t−τ) − 1)(|uˆ1|+ |uˆ−1|)
+
∑
|k|6=1
∫ t
τ
|1− k2|α/2+2(1−α/4) (t− s)
1−α/4
(t− s)1−α/4 e
−(t−s)(1−k2)2|(Fu(0))(k)|ds
+ (t− τ) sup
t∈[0,τmax)
‖f(u(t))‖∞ + C|t− τ |1/4
≤ C(t− τ)(|uˆ1|+ |uˆ−1|) + C((t− τ) + (t− τ)1/4)
+
∫ t
τ
(t− s)−(1−α/4)
∑
|k|6=1
|1− k2|−α(1− k2)3α/2|(Fu(0))(k)|ds
≤ C((t− τ)(1 + ‖u(0))‖α) + (t− τ)1/4 + (t− τ)α/4 sup
t∈[0,τmax)
‖u(t)‖23α/2)
≤ C((t− τ) + (t− τ)1/4 + (t− τ)α/4),
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where we used that Z has Ho¨lder-continuous paths with Ho¨lder-exponent smaller
than 1/2. This shows that there is a unique continuous extension u˜ ∈ C([0, τmax], L∞)
of u. If we put u˜ into the right-hand side of (6.1) we get a function that is identical
to u for t ∈ [0, τmax) and, as we also just showed, continuous in τmax so equation
(6.1) is fulfilled for u˜(τmax) and u˜ is a mild solution up until time τmax.
Now we can apply Banachs fixed point theorem as in the proof of Lemma 30 to con-
tinue the solution up until a stopping time τ > τmax which contradicts the definition
of τmax.
We can do the same for the unbounded domain.
6.2 Unbounded domain
Lemma 32. There is a stopping time τ > 0 and a unique stochastic process u(t)
with paths uω ∈ C0([0, τ ];Hα(R)⊕R) such that u(t) is a mild solution to equation
(5.1) up until τ , that is, equation (6.1) holds for all t ≤ τ .
Proof. As in the proof of Lemma 30 we define a suitable map (6.2) on the appropriate
space
Bu(ω) := {u ∈ C0([0, Tω];Hα(R)⊕R) :
sup
t∈[0,Tω ]
(‖u(t)− u0‖Hα + |Pc(u(t)− u0)|) ≤ 12 , u(0) = u0}.
It is easily verified that this is again a contraction and a self mapping so we can
proceed exactly like we did before.
Lemma 33. Let A(t), t ∈ [0, T ] be a stochastic process with continuous paths in
Hα(R) that solves (5.3) in the mild sense. Then the stopping time τ from Lemma
32 is greater than the stopping time τ ∗ defined in (5.12).
Proof. We define the norm
‖u‖2α := ‖u‖2Hα + |Pcu|2.
With α < β < α + 1 and fixed ω ∈ Ω we have
‖u(t)‖2β ≤ |e−tPcu(0)|2+
∫ τmax
0
|e−(t−s)Pcf(u(s))|2ds+ |Z(t)|2
+ t−(β−α)
∫
R
(t(1 + k2))β−αe−2t(1−k
2)2(1 + k2)α|(Fu(0))(k)|2dk
+
∫
R
∫ τmax
0
tβ−α(t(1 + k2))β−αe−2t(1−k
2)2(1 + k2)α|F(f(u(s)))(k)|2dtdk
≤ C(1 + t−(β−α))‖u(0)‖2α + Cτ 1−(β−α)max sup
t∈[0,τmax]
‖f(u(t))‖2α + |Z(t)|2,
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so ‖u(t)‖β is bounded when we bound the time t away from zero. We can then
proceed as in the proof for Lemma 31 by showing that u(t) is Ho¨lder continuous in
a neighbourhood of τmax which gives us the existence of a continuous extension of
u(t).
6.3 Amplitude equations
Though we assumed existence of solutions A ∈ C([0, T0],C) to the amplitude equa-
tion (1.5) and A ∈ C([0, T0],Hα) to (1.6), this could also be proven through the
following steps which are in part very similar to calculations already done in this
work:
1. Use Banachs fixed point theorem for a local solution as in Lemma 30.
2. Get a global growth estimate in terms of the initial value by applying Gronwalls
Lemma as done in Corollary 15 and Lemma 27.
3. Use the attained global bound to extend the solution up until time T0 as in
Lemma 31.
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7 Possible extensions of results
Let us remark on further extensions of the results presented here. First of all,
it is straightforward to consider with the methods used, several different stable
quadratic and cubic nonlinearities, for instance those treated in [BHP07], [BH04]
and [BM13]. Though the main focus here was a specific nonlinearity that exhibits
potential destabilisation via unstable cubic terms which arise from the presence of
a quadratic nonlinearity.
We rely on the amplitude equation exhibiting a stable nonlinearity while the original
equation may be possibly unstable. Thus we expect that equations with unstable
terms that exhibit the same characteristics like (∂xu)
2 as in the Kardar–Parisi–Zhang
equation or (∂2xu)
2 can likely be treated in a similar way.
7.1 Closeness to bifurcation
An interesting new approach was presented in [SPPK11, SPKP13]. While the linear
perturbation shifting the bifurcation is mostly of lower order, as the νε2u term in
(SH), they consider a perturbation in the differential operator of highest order e.g.
νε2∂4xu. This seems to lead to similar results, as the lower order perturbations, but
the methods of proof have to be different.
A further interesting question is whether it causes major problems when the lower
order forcing term does not commute with the linear operator. We conjecture that as
long as the non-dominant part of the solution can be approximated by an Ornstein-
Uhlenbeck process there is no further impact on the equation for the dominant part
of the spectrum since additional terms disappear through averaging.
7.2 Boundary conditions and domains
On the bounded domain different boundary conditions in many cases yield similar
results. For instance, in the case of Dirichlet or Neumann conditions for equation
(SH) we can consider the Fourier basis given in terms of sin(kx) or cos(kx), where
only a single mode is changing stability. The amplitude A of the dominant mode
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k = 1 is in that case only real valued, but apart from that the main result would
be the same. The amplitude equation is a one-dimensional ODE containing similar
terms as (1.5). Only the constants do change.
We could also treat with similar methods other bounded higher dimensional domains
for the underlying SPDE. The main feature for domain and boundary conditions is
that the linear operator (in our case −(1 + ∂2x)2) has a non-negative spectrum and
exhibits a basis of eigenfunctions, where the dominating space is given by its finite
dimensional kernel. Nevertheless, we then need additional technical conditions, how
the non-linearities interact with the eigenfunctions. See [BHP07] for an example of
Burgers type in full abstract generality. In order to avoid these technicalities, we
consider only our specific example using complex Fourier series.
For higher dimensional unbounded domains the above ansatz fails when the kernel
of the linear operator becomes infinite dimensional. So R2 would not work but
R× [0, 2pi] would. We also face the problem that in order to use the embedding of
Hα into L∞ requires α to be even bigger namely α > d/2, where d is the dimension.
7.3 Noise
The assumption that the noise is spatially constant, is easily changed to noise acting
on any other non-dominant Fourier-mode or, for the unbounded domain, frequency
added to the space Hα in the same way we constructed the space Hα ⊕R. Unless
frequencies that do not have a distance of order one to the kernel of L are forced,
the main result would be the same. Only constants in (1.5) respectively (1.6) might
change.
Noise acting on infinitely many Fourier-modes or frequencies can sometimes be
treated by similar methods. However, one needs many assumptions that various
infinite series appearing in the calculations do converge. This can be regarded as
a regularity assumptions on the noise. Nevertheless there is a key problem with
different noise driven frequencies interacting via the nonlinearity. In some cases a
fast OU-process inside stochastic integrals needs to be averaged. This can not be
averaged directly with strong error estimates as done here in Lemma 13 and Lemma
28, for example. For the bounded domain we know that the main result in principle
still remains true, but only weak convergence of approximation to the solution in
the limit ε→ 0 is available (see [BHP07]).
A first step towards considering noise acting on whole intervals of the spectrum (in
case of the unbounded domain) could be to relax the α > 1/2 restriction, as space
time white noise for example is only Ho¨lder continuous with exponent smaller than
1/2. If we assume that the conditions on the initial value and existence of solutions
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are true with the Hα replaced by the Sobolev-norm
‖u‖Wα,p := ‖F−1(ζα(k)F(u))‖Lp ,
then we can drop the lower bound to α > 1/p since in that case the Sobolev em-
bedding Wα,p ↪→ L∞ still holds.
Another crucial point in our approach is also that quadratic nonlinearities do not
map back combinations of noisy frequencies to the kernel of the linear operator L.
For example, if we change L slightly to L = −(4 + ∂2x)2 such that e±i2x is dominant
and force e±ix with a forcing term εσ sin(x)dβ, then the approach presented here
would fail, as new terms appear in the amplitude equation, that are much larger
than order one. In order to obtain a meaningful result we need to consider smaller
noise or larger distance from bifurcation. In that case it was shown in [MBK14] that
on the bounded domain this leads to a constant deterministic forcing term in the
amplitude equation. This is due to the fact that the quadratic nonlinearity maps
the square of the noisy frequency to the dominant one, which is then averaged to a
constant. We expect a similar result for the unbounded case.
7.4 Attractivity
If on the bounded domain one has a stable nonlinearity as in [BH04] e.g. the stable
cubic nonlinearity −u3, then the set of functions that fulfil the assumptions on the
initial conditions in Theorem 7 attracts all solutions with any kind of initial values
in the sense that ‖u(t)‖ ≤ e−ε2t‖u(0)‖+Cε. Since our nonlinearity does not suffice
the according criteria we can only rely on the stabilising effect of the semigroup. As
in [BMPS01] if we start with initial conditions ‖u(0)‖∞ = O(ε) then after a time
logarithmic in ε the solution is of the form
u(x) = Aeix + A¯e−ix + Zε +R, ‖R‖ = O(ε2−κ),
which means that after that time we may drop the initial value term e−t(1+∂
2
x)
2
us(0)
out of equation (4.2).
A similar result is possible for the unbounded domain but in order to get control
over the Fourier spectrum we need to assume ‖u(0)‖∞ = O(ε) and for example
‖u(0)‖L2 = O(ε). Due to the rescaling and since
‖ε−1u(ε−1x)‖L2 = ε−1/2‖u(x)‖L2
this would mean that ‖A‖L2 = ε1/2 i.e. the L2-norm of the solution to the amplitude
equation would not be of order one anymore.
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A Proof for the boundedness of
relevant semigroups on L∞
Here we collect the proofs for the semigroups
S[0,2pi](t) : L
2
per → L2per, u(x) 7→
∑
k∈N
e−t(1−k
2)2uˆke
ikx
SR(t) : Hα ⊕R→ Hα ⊕R, u(x) 7→
∫
R
e−t(1−k
2)2F(u)(k)eikxdk
e−tL
+n
ε : Hα ⊕R→ Hα ⊕R, u(x) 7→
∫
R
e−t(1−(εk+n)
2)2F(u)(k)eikxdk
being bounded on L∞([0, 2pi]) and L∞(R) respectively. This can be shown by apply-
ing the following Lemma which follows the ideas of Collet and Eckmann in [CE90].
Lemma A.1. Let λ(k) ∈ C∞(R) be a real valued function that fulfils
∀ α, β ∈ N, t > 0 : ‖kα∂βk e−tλ(k)‖∞ <∞ (A.1)
sup
t∈[0,∞]
‖(1− ∂2k)e−tλ(atk)‖L1(R) ≤ C, (A.2)
where at ∈ R may depend on t. Then the semigroup
etAf := F−1(e−tλ(k)(Ff)(k)),
defined on the space of tempered distributions S ′(R), is bounded on L∞(R), i.e. for
all t ≥ 0:
‖etAf‖∞ ≤ 4C‖f‖∞. (A.3)
Proof. We define the Green’s function of A by
Gt := F−1(e−tλ(k))
and because of assumption (A.1) (see for example [Str03]) we may rewrite the left-
hand side of (A.3) for t > 0:
‖etAf‖∞ = ‖Gt ∗ f‖∞ ≤ ‖Gt‖L1‖f‖∞.
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So it is left to bound Gt:
‖Gt‖L1 =
∫
R
|
∫
R
eikxe−tλ(k)dk| dx
=
∫
R
|
∫
R
eikxe−tλ(atk)dk| dx
=
∫
R
(1 + x2)−1|(1 + x2)F−1(e−tλ(atk))|dx
= ‖(1 + x2)−1F−1((1− ∂2k)e−tλ(atk))‖L1
≤ ‖(1 + x2)−1‖L1‖F−1((1− ∂2k)etλ(atk))‖∞
≤ 4
∫
R
|(1− ∂2k)etλ(atk)|dk
≤ 4‖(1− ∂2k)etλ(atk)‖L1(R).
And now (A.3) follows from (A.2).
Remark 34. For the operator ∂2x : H2(R) → L2(R) we can directly calculate its
Green’s function which is the density of a normal distribution. As such the L1(R)
norm of the Green’s function is simply equal to one, therefore et∂
2
x is a contraction
on L∞(R) for all t > 0:
‖et∂2xf‖∞ = ‖ 1√4pite
−x
2
4t ∗ f‖∞ ≤ 1 · ‖f‖∞. (A.4)
A direct application of Lemma A.1 yields the mentioned result for the semigroups
on the unbounded domain.
Corollary A.2. The semigroups e−tL := SR(t) defined in (2.2) and e−tL
+n
ε defined
through Definition 20 are bounded on L∞(R) for all t ≥ 0:
‖e−tLf‖∞ ≤ C‖f‖∞ (A.5)
‖e−tL+nε f‖∞ ≤ (C + n4)‖f‖∞, (A.6)
where C > 0 is a constant independent of t.
Proof. Let us first check condition (A.1) ( i.e. that e−tλ(k) is in the Schwartz space)
for λ(k) := (1− k2)2. For any α, β ∈ N and t > 0 we have
kα∂βk e
−tλ(k) = (1 + tpα,β(k))e−t(1−k
2)2 |k|→∞→ 0,
where pα,β(k) is a polynomial depending on α and β.
The condition (A.2) also holds as the following calculation shows. We have
(1− ∂2k)e−tλ(atk) = (1− t2(∂kλ(atk))2 − t∂2kλ(atk))e−tλ(atk)
= (1− t2a4t (16k2 + 32a2tk4 + 16a4tk6)− ta2t (−4 + 12a2tk2))e−tλ(atk).
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For t ≥ 1 we set at = t−1/2 ≤ 1 to get∫
R
|(1− ∂2k)e−tλ(t
−1/2k)|dk
≤ 32
∫
R
(1+(1+t−1)k2+t−1k4 + t−2k6)e−(t
1/2−|k|)2(1+t−1/2|k|)2dk
≤ C
∫
R
(1 + k6)e−t(1−t
−1/2|k|)2dk
= C
∫
R
(1 + k6)e−(t
1/2−|k|)2dk
= 2C
∫ ∞
−t1/2
(1 + k6)e−k
2
dk
≤ 2C
∫
R
(1 + k6)e−k
2
dk <∞
and for 0 < t < 1 with at = t
−1/4 in a similar way:∫
R
|(1− ∂2k)e−tλ(t
−1/4k)|dk
≤ 32
∫
R
(1 + (t+ t1/2)k2 + t1/2k4 + k6)e−(t
1/4−|k|)2(t1/4+|k|)2dk
≤ 32
∫
R
(1 + (t+ t1/2)k2 + t1/2k4 + k6)e−(t
1/4−|k|)2dk
≤ 2C
∫ ∞
−t1/4
(1 + k6)e−k
2
dk
≤ 2
∫
R
(1 + k6)e−k
2
dk <∞.
Now we can apply Lemma A.1 which gives the bound (A.5). With this we obtain
the second bound from
‖e−tL+nε f(x)‖∞ = ‖e−tL+nε f(x)einε−1x‖∞
= ‖e−tL+nε (1− Pc)f(x)einε−1x + (1− n2)2Pcf(x)einε−1x‖∞
≤ ‖e−tLε((1− Pc)f(x)einε−1x)‖∞ + (1− n2)2|Pcf |
≤ ‖e−ε−2tL(f(εx)einx)‖∞ + (1− n2)2‖f‖∞
≤ C‖f(εx)einx‖∞ + (1− n2)2‖f‖∞ = (C + n4)‖f‖∞.
By the embedding of L∞per[0, 2pi] into L
∞(R) due to periodic extension we also get
the desired result for S[0,2pi](t):
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Corollary A.3. Let e−tL be the semigroup on L2per[0, 2pi] defined by
e−tLu(x) =
∑
k∈N
e−t(1−k
2)2(Fu)(k)eikx.
Then there exists a constant C > 0 such that for all t ≥ 0:
‖e−tLu‖∞ ≤ C‖u‖∞.
Proof. We identify L∞[0, 2pi] as a subset of L∞(R) by the isomorphism
(Tu)(x+ 2kpi) = u(x).
The Fourier transform of Tu is given by
F(Tu) = F(
∑
k∈N
uke
ikx) =
∑
k∈N
ukδ(k − x)
which yields
e−tL(Tu) := (F−1e−t(1−k2)F(Tu))(x)
= F−1(e−t(1−k2)
∑
k∈N
ukδ0(k − x))
=
∑
k∈N
e−t(1−k
2)uke
ikx = T (e−tLu),
where δ0(x) is the Dirac distribution. Now as ‖Tu‖∞ = ‖u‖∞ we just need to apply
Lemma A.1:
‖e−tLu‖∞ = ‖T (e−tLu)‖∞ = ‖e−tL(Tu)‖∞ ≤ C‖Tu‖∞ = C‖u‖∞.
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