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Introduction
A typical NMR experiment consists of a sample of nuclei of spin I placed in a strong, uniform magnetic field B * 0 (the magnetic field is taken to be along the laboratory z-axis; B z ¼ B 0 ; B x ¼ B y ¼ 0 and I is the nuclear spin quantum number) until the sample reaches thermal equilibrium. In an external field, the magnetic moment x 0 ¼ ÀcB 0 , where c is the gyromagnetic ratio, which depends on the type of nucleus in question. For each spin, we know the z-component of its angular momentum; at the same time, due to quantum mechanical uncertainty, the x-and y-components are unknown and all possible orientations along the surface of a cone for l * are allowed. We thus employ the idea of the precession of l * , but the exact location of the vector at any given time cannot be predicted. Although the model of precession is physically inaccurate, it is a useful analogy to classical mechanics nonetheless. The At equilibrium, because each spin in the sample precesses with arbitrary phase, the components of the magnetic moments in the xy-plane perpendicular to B 0 cancel. Moreover, a slightly higher number of spins populate the lower-energy states, so that the total (or 'bulk') magnetization, M * , lies along the z-axis at equilibrium:
Radio frequency (RF) pulses perturb the equilibrium population distribution, to generate phase coherence among the various spins (see Section 2.1.1.2). For a given spin, the z-component of angular momentum is precisely defined, while the x-and y-components stay indeterminate. Thus, the x-and y-components of the bulkmagnetization M x and M y oscillate in time.
Relaxation is the irreversible evolution of the spin system towards a steady state [1, 2] . For instance, the system returns to equilibrium after a perturbation by an RF pulse or series of RF pulses. Traditionally, the approach to equilibrium has been classified into two broad types -longitudinal relaxation and transverse relaxation. Longitudinal relaxation, also called spin-lattice relaxation, describes the dissipation of energy by the spins into their surroundings (called the lattice), which tends to restore the equilibrium population distribution (with slightly more spins in the lower energy states as dictated by the Boltzmann distribution at a given temperature), and consequently reestablishes the z-component of the magnetization (colinear with the external field). Transverse relaxation, sometimes called spin-spin relaxation, describes the dephasing (loss of precessional coherence among the spins) that takes place in the xy-plane, leading to a decay in transverse magnetization. Both types of relaxation result from random fluctuations of local magnetic fields, produced by a variety of intramolecular and intermolecular magnetic interactions that are modulated by the stochastic (Brownian) coupling of the spin-system to the lattice.
Longitudinal and transverse relaxation are each characterized by a time constant (T 1 and T 2 , respectively) and a corresponding relaxation rate (R 1 ¼ 1=T 1 and R 2 ¼ 1=T 2 ). Transverse relaxation takes place more rapidly than does longitudinal relaxation; that is, the decay in transverse magnetization (primarily due to a loss of precessional coherence) takes place faster than the restoration of the equilibrium magnetization (as a result of dissipation of energy by the spins into the lattice, thereby restoring equilibrium populations of the various energy levels). Generally, 2R 2 >R 1 , though exceptions to this have been noted [3, 4] .
In this review, we shall focus primarily on the chemical shift anisotropy (CSA) and dipole-dipole (DD) interactions, which are by far the two most significant interactions contributing to the relaxation of spin-1/2 nuclei in the solution state. Both are essentially intramolecular interactions modulated by random molecular tumbling in solution.
Since molecular rotational diffusion and internal dynamics determine the nature of the stochastic processes that modulate the interactions contributing to relaxation, an understanding of the Brownian motion of spin-containing molecules enables one to determine information regarding their diffusive, shape dependent, and dynamical properties based upon observed relaxation rates. This determination is the ultimate goal of the theory described in this review.
Outline of the discussion
In the following, we begin by presenting the WangsnessBloch-Redfield [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] 1] density matrix relaxation theory (Section 2), which leads to a discussion of the rotational Brownian motion that modulates the spin interactions (Section 3) leading to relaxation. We consider first the rotational diffusion of single-domain, rigid molecules rotating within various orienting potentials that may result from, for example, a liquid crystalline medium (Section 4 and 5). As a special case, we treat the zero-potential, that is, the diffusion of rigid molecules in an isotropic solvent.
Next, we consider the results of rotational diffusion theory within the framework of relaxation theory, in order to predict relaxation rates measured through NMR spectroscopy. These models may be fitted to experimentally measured NMR relaxation data in order to determine the diffusive hydrodynamic properties (shape, rigidity, etc.) of the macromolecules studied [16] [17] [18] . Throughout this review, our goal is to provide thorough, detailed, and (where possible) self-contained explanations, starting from first principles. Emphasis is placed upon completeness and clarity rather than brevity or mathematical elegance. Where extended calculations or background information obfuscate the overarching arguments of the review, we make reference to appendices containing more detailed explanations and derivations.
Several excellent publications have discussed individual topics covered in this review at length. However, we felt that a comprehensive, ab initio, self-consistent treatise of all theoretical principles of interest in the calculation of spin-relaxation rates in modern biomolecular NMR, was lacking. We have attempted to provide such a treatment in this review. All relevant aspects of quantum statistics, diffusion theory, NMR interactions and relaxation theory have been introduced assuming no prior background.
We focus here on the theory rather than applications providing detailed analytical expressions wherever possible.
Density matrix relaxation theory
Consider an ensemble of identical spins in solution, in which each spin is surrounded by the neighboring spins; the rest of the universe excluding the specific spins under consideration is referred to as the lattice or bath. Interactions between the spins and the external static field of the NMR spectrometer are treated quantum mechanically. The larger lattice is treated classically with continuous energy levels due its large number of degrees of freedom. The temperature of the lattice is assumed to remain constant, even as energy is exchanged with the spins (the lattice's heat capacity is considered to be infinite).
This treatment describes a weak stochastic coupling between the two systems (spins and lattice) arising from the modulation of the local magnetic environment surrounding each spin, due to the Brownian motion of the particles containing the spins. That is, each spin, in addition to interacting with the static spectrometer field, interacts with local magnetic fields (originating from the lattice) that are time-dependent and random due to the molecular diffusion.
During relaxation, longitudinal (i.e. parallel to the static field) components of the local fields act to either augment or oppose the applied field, and thereby cause the Larmor frequencies of the spins to vary because the spins 'see' an external field that varies with time. This process is adiabatic in the sense that there is no exchange of energy between the spins and lattice, but it contributes to the loss of phase coherence that produces the macroscopic phenomenon of transverse relaxation. Thus, stochastic variations in longitudinal local field components cause transverse relaxation.
Transverse components of the local random fields, if fluctuating at a frequency corresponding to the energy difference between two states of the spin system, may induce a transition in a nearby spin, with an accompanying and opposite transition in the lattice. This process is non-adiabatic: the spin system and lattice directly exchange energy. Since the lattice is assumed to remain in thermal equilibrium, with far greater population of the lower energy states, it is more probable that such interactions involve a transition in the lattice from lower to higher energy, and a spin transition from higher to lower energy, thus reducing the population of higher energy levels in the spin system and ultimately returning it to equilibrium. Thus, fluctuations in the transverse local field components cause longitudinal relaxation.
Because the lattice is treated classically, while the individual spins are treated quantum mechanically, this theory is usually referred to as semiclassical relaxation theory. The results of semiclassical relaxation theory can be confirmed by a rigorous quantum mechanical treatment of the problem [1, 10] , considering the limiting case of an infinite lattice temperature.
The density operator

Definition and properties
Most relaxation analyses monitor the behavior of bulk magnetization, i.e. that of an ensemble of spins in a finite sample. In order to formulate an analytical theory of this behavior and reconcile it with semiclassical relaxation theory, a quantum mechanical formalism describing the ensemble of spins is necessary. The mathematical tool used to describe a quantum mechanical ensemble such as a system of spins is the density operator [19] .
2.1.1.1. Description of a statistical ensemble using a density operator. Consider a statistical ensemble composed of N identical particles, each described by a normalized wave function j U k i ðk ¼ 1; 2; 3; . . . NÞ describing its position in a Hilbert space.
Formally, we may consider each normalized ket as corresponding a point U k on the surface C of a unit 'Hilbert-sphere'.
We would have complete knowledge of the system if we knew the exact wave function of each particle, that is, if we knew fjU 1 i . . . jU N ig at all times. Generally we do not know the exact wave function of every particle; that is, we do not know the exact location of each ket on C. Instead, we may know the probability of finding the state of a particle within a surface element dS around U k . Let us denote this probability distribution as
If the system is in some arbitrary state j U k i, the expectation value of any state-dependent operator c A is
Again, since we do not know the exact state j U k i with certainty, we may consider only the average value of h c Ai based on the probability distribution of the states j U k i. We denote this with an overbar:
The average is an ensemble average; that is, the average of the values measured for each member of the ensemble at a given point in time. Due to ergodicity, the ensemble average may be replaced by a time average, where all members of the ensemble are identical. Note that Eq. (2) accounts for two independent sources of uncertainty by introducing two corresponding averages. First, there is the quantum mechanical uncertainty inherent in the measurement process, leading to an expectation value of a given operator even when the state of a particle is perfectly well known (i.e. a pure state). We denote the associated average by the 'h i'. Second, there is the statistical uncertainty that prevents us from knowing exactly which state each particle is in when the measurement is taken. This is equivalent to an ensemble average (or time average for ergodic systems), which we denote with the overbar. Now, we expand Eq. (2) in an n-dimensional orthonormal basis set consisting of kets fjiig that span the Hilbert space containing jU k i. According to the closure theorem,
where 1 n is the n Â n identity matrix. Applying the closure theorem twice, we have
Since hij c Ajji; hU k j ii; hj j U k i are all scalars, we may rearrange the terms in Eq. (5):
Eq. (2) may then be rewritten as
Eq. (7) defines the density (i.e. probability density) operatorq, which has extensive applications in quantum mechanics:
2.1.1.2. Selected properties and applications. Property 1 -Operation on j U m i. Notice that the operation of the density operator on a state j U m i is to scale each state j U k i by the projection of j U m i onto that state (i.e. by hU k j U m i), and to add each of these scaled kets, weighted by the probability of being in each state j U k i (the integral extends over every possible state, i.e. over the entire C-surface):
Property 2 -Hermiticity: Since the probability PðU k Þ is real, the density operator is Hermitian: The diagonal elements of the density matrix
are real, and may be regarded as the average probability of finding upon measurement that the system is in the state j ii. For this reason, the diagonal element q ii is referred to as the population of state j ii. Notice that from the expectation value of the identity operator, i.e. A ¼ 1, we deduce from Eq. (13) that the trace of the density matrix is equal to unity, which befits probabilities.
Definition 2 -Coherences:
The off-diagonal elements
in contrast to the diagonal elements, represent averages of complex numbers. Nonzero elements ðq ij Þ indicate that, on average, the correlation is non-vanishing between the two states, j ii and j ji. For this reason, off-diagonal elements are referred to as coherences. Application 2: Partial traces Finally, we make note of the concept of partial traces. For two non-interacting subsystems a and b with corresponding density operatorsq ðaÞ (acting in a Hilbert space of dimension m) andq ðbÞ (acting in a Hilbert space of dimension n), respectively, the global system a þ b is described by a density operatorq ðabÞ given by the direct (tensorial) product of the two constituent subsystems: q ðabÞ ¼q ðaÞ q ðbÞ :
The global operator acts in an m Â n-dimensional direct product space spanned by the complete set of tensorial products fj i ðaÞ i j i ðbÞ ig of the m basis kets fj i ðaÞ ig (of the space in whicĥ q ðaÞ acts) and the n basis kets fj i ðbÞ ig (of the space in whichq ðbÞ acts). The (total) trace of this operator is given by [19] 
In this article, we concern ourselves with only a narrow subset of possible density operator applications. Extensive treatments of the density operator and additional applications may be found elsewhere [19] [20] [21] [22] [23] . The key concept to bear in mind is that the density operator contains all quantum mechanical and statistical information necessary to completely describe a general statistical ensemble of particles.
Time evolution
For the problem of nuclear spin relaxation, we are interested in the time evolution of the populations and coherence in an ensemble of spins. We therefore seek to derive and solve an equation of motion for the density operator.
The time evolution of a particle in state j U k i under the influence of a Hamiltonian c H is given by the Schrödinger equation:
and therefore, for the bra (adjoint) the corresponding equation is:
since the Hamiltonian is Hermitian, c H y ¼ c H. For the time evolution of the density operator, we may consider only the time-dependent part, and employing Eqs. (21) and (22) 
Writing the Hamiltonian in units of h (so-called Planck or Dirac units), we may write simply
which is known as the Liouville-von Neumann equation.
Notice that if we expand the density operator in an eigenbasis fj jig consisting of eigenstates of a time independent (i.e. static) Hamiltonian
(given the use of Dirac units, E j are angular frequencies), we obtain from Eq. (24) by employing closure @ @t
Thus, under the effect of a time-independent Hamiltonian, the populations ðj ¼ kÞ are constant, while the coherences ðj -kÞ oscillate at the Bohr frequencies (i.e. E k À E j ) of the system.
Product operators: a useful basis set for the density operator
It is often more useful to describe the density operator in a basis of orthonormal spin-operators (that describe experimentally measurable variables) rather than an eigenbasis of the Hamiltonian in Hilbert space as described in the previous section. This basis represents a ket vector in Liouville space. The so-called product operators [2, 24, 25] comprise a suitable operator basis used in the NMR literature.
The product operator formalism is a very compact and intuitive way to describe the evolution of the density operator. Only the deviations of the density operator from identity are considered. This focuses the discussion on the polarization, the part of the density operator that is manipulated and observed. The influence of the identity operator on steady-states has been discussed at length elsewhere [26] [27] [28] [29] .
For systems with two or more spins, describing the evolution using spin operators to treat spin systems independently is a valid approach since most systems treated in NMR are weakly coupled. This approach, valid in the weak coupling regime, is called product operator formalism. Product operator formalisms for strongly coupled spins have been described [30] .
The density operator can be represented as a linear combination of a set of basis operators f b B k g in Liouville space (as opposed to Hilbert space in the previous section);
where the coefficients b k ðtÞ are time dependent complex numbers and K is the dimension of the Liouville space; the dimension of the Liouville space for N spin-1/2 nuclei is K ¼ 2 2N , where the corresponding Hilbert space is 2 N -dimensional.
Following Eq. (13), the expectation value of an operator c A can be written as;
The beauty of Eq. (29) is that the time evolution of the density operator and the expectation value of any operator can be found by limited trace operations. The basis operators are normalized as
where d kl is the Kronecker delta. The time evolution of the density operator under the effect of a specific time-independent Hamiltonian c H can be described from the integration of Eq. (24) as a rotation of the initial density operatorq 0 ¼qð0Þ to a new operator q t ¼qðtÞ; this rotation occurs in 'spin-space' as opposed to 'realspace' (compare to the interaction representation of Section 2.2.2 and Appendix A.3):
Htq 0 e i b Ht :
The most practical basis operators to represent the density operator are the angular-momentum operators, I x ; I y and I z (for simplicity we drop the 'hat' from the product operators). For a single-spin (spin-1/2) system, two basis sets can be used: f1; I x ; I y ; I z g and fI a ; I b ; I þ ; I À g. These basis sets are related by:
For one spin-1/2 system with two eigenstates, j ai; m ¼ þ À Á , the basis operators can be represented as:
The usefulness of product operators becomes evident when a weakly-coupled system of two spin-1/2 nuclei is considered. This system has four eigenstates, j aai, j abi; j bai, j bbi. There are four population terms in single-element operator basis, there are eight single-quantum transitions where the state of one spin is unaffected while the state of the other spin changes; two double-quantum transitions where both spins change spin states in the same sense; and two zero-quantum transitions where both spins change their state in an opposite sense. Instead of manipulating sixteen matrix elements to describe the evolution of the density operator one can use sixteen simple product operators. The evolution of the spin system in a typical NMR experiment is often limited to a smaller subspace spanned by a few of these product operators. The product operator basis is therefore much more practical.
The sixteen cartesian product operator terms for a two-spin system are
The use of product operators becomes even more favorable for larger spin-systems.
The master equation of relaxation
The Hamiltonian
Description of the time-evolution of the spin ensemble is given by the Liouville-von Neumann equation (Eq. (24) ). In order to use this equation to describe the trajectory of the density operator during an NMR experiment, we have to first define the Hamiltonian of the system during the experiment. Then we solve for the density operatorq at any given time t as it evolves under the influence of this Hamiltonian. The Hamiltonian of a spin system during a generic NMR experiment may be defined as:
in the laboratory frame, where c H 0 is the main time-independent static Hamiltonian describing the Zeeman interaction of the spins with the external field B * 0 , c H RF ðtÞ represents the interaction with time-dependent radio frequency fields, and c H 1 ðtÞ is the Hamiltonian for the various interactions leading to relaxation:
The index l denotes the various spin interactions, e.g. dipolar coupling (DD), chemical shift anisotropy (CSA), etc. The magnitude of c H 0 is much larger than that of c H 1 ðtÞ for the external field used in normal NMR experiments. In this case, B * 0 defines the axes of quantization and c H 1 ðtÞ is taken to be a perturbation to the main Zeeman interaction.
In the laboratory frame, c H 1 ðtÞ is a stationary random function of time with zero average. If c H 1 ðtÞ does not have a vanishing average -i.e. it has some constant offset -then the non-zero, constant part can be added to a redefined static Hamiltonian c H 0 . The precise form of c H 1 ðtÞ will be discussed in Section 3. 
The interaction representation and frame transformation
Note that since c H 0 is Hermitian, b U ¼ e i b H 0 t is a unitary operator. As mentioned above, operators that have no time dependence in the lab (Schrödinger) frame, may become time dependent in the interaction frame (as should be expected physically since the interaction frame rotates in the lab frame).
In the interaction representation, Eq. (38) qðtÞ ¼qð0Þ À i
This expression for the density matrix is 'recursive' in the sense that theqðt 0 Þ term in the commutator is defined by the formula forqðtÞ, of whichqðt 0 Þ itself is a part. In other words, we may writeqðt 0 Þ as a function ofqðt 00 Þ, which is a function ofqðt 000 Þ, and so on. Thus, we may expandqðtÞ aŝ qðtÞ ¼qð0Þ À
qðtÞ ¼qð0Þ À i
where we have explicitly written terms up to second order. We may ask, at what order might we truncate the expansion such that our calculations are still acceptably accurate? We consider a short time t ¼ Dt, during which the density matrix does not evolve significantly from its t ¼ 0 value (i.e. thatqðtÞ %qð0Þ), and in that case, terms higher than second order have negligible contribution (this approach thus qualifies as time-dependent, second order perturbation theory). In the discussion below, we will examine the scope of validity of this second-order approximation. Skinner et al. [3, 4] have treated the problem of the relaxation of a two-state system, considering terms up to fourth order in c H 1 ðtÞ. 
Note that for an ensemble-averaged density matrix, the offdiagonal matrix elements ðj -kÞ in Eq. (27) -i.e. the coherencesaverage to zero at equilibrium, which is consistent with the phenomenological description given at the beginning of the article, describing complete precessional dephasing at equilibrium. On the other hand, the diagonal elements ðj ¼ kÞ in Eq. (27) -i.e. the state populations -are unchanged during ensemble averaging. As described, upon perturbation by an RF pulse, the coherences become non-zero, and the populations change, with those matrix elements corresponding to the higher-energy states increasing in magnitude. In terms of the averaged density matrix, relaxation may then be viewed as the process whereby the off-diagonal matrix elements vanish (precessional phase coherence is lost) and the diagonal elements are restored to their equilibrium values, thus indicating the restoration of energy state populations and the equilibrium bulk longitudinal magnetization.
Assuming ergodicity, the instantaneous ensemble average of the Hamiltonian c H 1 ðtÞ is equal to its time average, which as noted above is zero. This assumes that f c H 1 ðtÞqð0Þ ¼ f c H 1 ðtÞqð0Þ; that is, that averaging over the Hamiltonian and density operator may be done separately. We show this to be true presently in our consideration of the second-order term. Thus, the first term on the right-hand side of Eq. (44) vanishes and we have: correlation between these two functions, the ensemble average of the products will be equal to the product of the ensemble averages. This leads to: A n ¼ Ài
Successive terms contain increasing factors of the Hamiltonian and additional integrals, and thus the relative strengths of successive terms is
which must be very small for our second-order truncation to be permissible,
( 1, and this requirement is satisfied for short s c .
Most biomolecular systems currently studied in NMR are constituted by ensembles of spin-1/2 ( 1 H, 13 C, 15 N and 31 P) and have molecular masses below 100 kDa (s c < 50 ns) so that the requirement for short s c is never a problem. However, we should inspect if this condition holds for one of the most challenging systems that has been studied by liquid-state NMR so far. The strongest dipolar interaction in a biomolecule arises between two protons in a methyl group. These two protons are separated by about 1.8 Å. The amplitude of the dipolar Hamiltonian, scaled by 0.5 due to the rapid methyl rotation, is:
For example, for [ 13 
which agrees with the above requirement.
2.2.3.4. Correction for finite bath temperature. The preceding discussion considers a density matrix that describes only the spins, thereby ignoring the bath and the coupling between the spins and lattice. As a result, the master equation (Eq. (50)) predicts an equal distribution of the spins among all energy states at equilibrium, and thereby implies an infinite lattice temperature, which is clearly not physically accurate. To take into account the finite lattice temperature T L , we make the following replacement
whereq eq ðT L Þ is the thermal equilibrium value of the density operator, determined by the Boltzmann distribution:
where k B is the Boltzmann constant. This is a purely phenomenological, ad hoc correction, but it may be confirmed by a rigorous quantum mechanical treatment [1, 9, 10, 33] . Such an approach considers a total Hamiltonian
where c H 0;S and c H 0;L represent the unperturbed Hamiltonians of the spin system and the lattice, respectively, and c H 1;SL represents the coupling between them. Assuming that the thermal equilibrium of the lattice is not significantly altered by spin transitions (weak coupling between spin and lattice i.e.Ĥ 1;SL is small), then its state may be described by the density operator 
thus validating our ad hoc correction of Eq. (56).
Summary of semiclassical relaxation theory
The master equation of relaxation is given by 
The replacementqðtÞ !q c ðt; T L Þ ¼qðtÞ Àq eq ðT L Þ is an ad hoc correction made to account for the finite lattice temperature, which may be rigorously justified through quantum mechanical treatment of the entire system of bath and spins.
Physically, Eq. (63) 
Recognizing (see Appendix A.1, Eq. (A5)) that
we may simplify Eq. (66) to read 
Correlation functions and spectral densities
We now introduce the correlation function G aba 0 b 0 ðsÞ and the corresponding spectral density j aba 0 b 0 ðxÞ (see Appendix C), defined by
Since terms of the form hajAjbi in Eq. (70) are scalars we may rearrange them freely in the form of correlation functions. Moreover, since the ensemble averaging of the Hamiltonian and the density operator are done separately, we may write Eq. (62) as 
Recognizing that each term in the bracket is composed of a spectral density multiplied by an exponential, 
where
are both real functions. The imaginary term iK aba 0 b 0 ðxÞ in Eq. (75) gives rise to a shift in resonance frequency known as the dynamic frequency shift [34] [35] [36] . This effect is usually small enough to be neglected, although for certain interactions (e.g. quadrupolar) that are comparable in magnitude to the Zeeman interaction c H 0 , it must be accounted for [37] . This term will be ignored in the present context. Alternatively, one may take the approach mentioned earlier, redefining the static Hamiltonian in such a way that the dynamic frequency shift is included in d H 0 . Finally, we may remark that only the real part of j aba 0 b 0 ðxÞ contributes to the evolution of the spin system towards equilibrium, that is relaxation.
Considering only the real part, we may simply replace j aba 0 b 0 ðxÞ ! 
The Redfield relaxation equation
We now define the rate constants R ab;a 0 b 0 , the elements of the socalled Redfield relaxation matrix, and rewrite Eq. (74) in an even more compact notation as the Redfield relaxation equation:
Noting as before that the Redfield Eq. (77) implies an infinite bath temperature, we make the correction, Eq. (56), qðtÞ !q c ðt; T L Þ ¼qðtÞ Àq eq ðT L Þ. Note that the Redfield formulation makes the implication of infinite temperature somewhat more clearly than did the operator formalism used in the preceding section: because R aa;bb ¼ R bb;aa (that is, the probability of transition from j ai to j bi is equal to that of the opposite transition from j bi to j ai -the principle of detailed balance), the (uncorrected)
Redfield equation clearly describes an equal distribution of spins among the various energy states at equilibrium.
Finally, we introduce the secular approximation as follows. The terms in Eq. (77) for which E a þ E b 0 -E b þ E a 0 will have rapidly fluctuating values, oscillating at frequencies much greater than the rate of evolution of the density operator under the terms R aa;bb . As a result, their contribution will average approximately to zero in the summation. Therefore, we may neglect such terms, keeping only the so-called secular terms for which E a þ E b 0 ¼ E b þ E a 0 ('secular' is used here in keeping with its Latin origins, referring to a span of time). In the context of the secular approximation, the oscillations of the secular terms take place on a secular timescale as compared to the comparatively-fast fluctuations of the non-secular terms, which are discarded. The exponential for the secular terms will always equal unity, and we may then write the secular approximation of the relaxation equation:
Note that the secular approximation may be violated under certain conditions, typically when the difference of energy of two eigenstates is not much larger than the relaxation rates [38] . Eq. (79) , which represents the Redfield equation in Hilbert space is rarely used in the context of calculating spin-relaxation rates. Instead the Redfield equation in Liouville space (i.e. in the product operator basis) is widely used. This formalism will be treated in Section 6.
The Hamiltonians of relaxation
We now present a systematic approach to represent the Hamiltonians c H l appearing in Eq. (37) , in the derivation of the correlation functions (Eq. (71b)), and ultimately the Redfield Relaxation matrix in Eq. (79) . The method of presentation of the theory in this part is drawn in large measure from the excellent discussions provided by Mehring [39] and Smith et al. [40] [41] [42] . 
for the jth spin, where C j CS is a scalar constant, and A _ j is a tensor (the chemical shielding tensor) which we will construct appropriately to describe the given interaction. Explicitly, 
Similarly, for a spin-spin interaction between the jth and kth spins we may write the Hamiltonian as 
Using a more compact notation we have for the interactions of a spin with the magnetic field: 
respectively, where denotes the scalar products between two tensors, which, in complete analogy with the vector dot product, is defined as
In writing the Hamiltonians in Eq. (87) we have simply collected the various terms I 
Formally, these matrices represent second-rank tensors formed from Kronecker (i.e. tensorial or dyadic) products between two vectors (i.e. first-rank tensors):
We emphasize at this point that these manipulations are purely mathematical, executed for the purpose of elegance. We have worked with some foresight of our ultimate concern with NMR relaxation and molecular tumbling. In particular, we will usually write the Hamiltonians such that all spin interactions are retained in X _ , while the spatial dependencies (concerned with molecular motion leading to the stochastic time-dependence of c H 1 ðtÞ) are contained in A _ .
Both A _ and X _ are rank-2 tensors and they can in general be written as the sum of three irreducible cartesian tensors of rank-0 (scalar), rank-1 (antisymmetric tensor; a ij ¼ Àa ji ) and rank-2 (symmetric tensor; s ij ¼ s ji 
the ranks of the matrices on the right-hand side are 0, 1 and 2, respectively, and
TrðAÞ;
The specific elements of the tensors depend on the coordinate system that is used to express the Hamiltonian. In the principal axes frame (PAF) of the spatial tensor, A _ , the rank-2 component is diagonal, thus the PAF will be used to express A _ . Depending on the interaction, the second tensor X _ contains a dyadic product of spin operators (suitably normalized) or a spin operator with the magnetic field. The ultimate goal is to express each Hamiltonian in the laboratory frame where time dependence comes from the molecular motions.
The various components of the A _ (spatial) tensor may be written as [13, 39, 40] :
which we have shown in both cartesian and irreducible spherical tensor forms.
In the same manner, the X _ (spin) tensor can be written in spherical coordinates in the laboratory frame: where l is the rank, m is the order, and X is the set of Euler angles defining the orientation of the PAF with respect to an arbitrary axis frame (AAF).
Since the Hamiltonian is time-dependent in the LAB frame, a time-dependent rotation must be performed to express A 
In spherical coordinates, the scalar product of two tensors can be written as:
Summing over all the components of the rank-2 tensor we have;
Combining Eq. (98) with Eq. (81) and Eq. (83), c H l may be expressed as
The tensors A 
Thus Eq. (37) may be written as: 
We now apply the general procedure we have just developed to two specific interactions of interest for relaxation: chemical shielding and dipolar coupling.
The chemical shift Hamiltonian
In the presence of a strong static field the electrons around the nucleus generate a localized induced magnetic field. Although this induced field is very small when compared to the static field, it depends on the orientation of the molecular orbitals with respect to the static field. The dependence of this interaction upon the orientation of the molecule in space and therefore in the static field makes the chemical shift interaction an important relaxation mechanism. The induced magnetic field can be written as;
where r _ i is the chemical shift tensor (index i refers to a particular spin) and B * 0 is the applied magnetic field. The energy corresponding to this induced field is:
When the quantum mechanical equivalent ðc hIÞ of the magnetic moment vector l * is used while summing over all spins, we obtain:
where N is the number of spins and I is transposed as in Eq. (81). From Eq. (104) it is clear that, as the external magnetic field is increased, the interaction energy increases. The direction of the induced magnetic field is not always colinear with the external magnetic field. Eq. (105) can be written in matrix form as:
r xx r xy r xz r yx r yy r yz r zx r zy r zz 
where p and q sum over Cartesian axes,ê n is the unit vector in the field direction, and B q is the projection ofê n along the q-axis (in all cases we reserve '^' to denote operators except when denoting unit vectors, e.g.ê n ).
r _ is a spatial tensor and we can form a spin tensor, X _ , from the dyadic products of the spin angular momentum vector and the static field vector B
We can now write c H CS as:
The chemical shift tensor is a rank-2 tensor with 9 components and may be represented by a 3 Â 3 matrix. and r _ 2 , with ranks 0, 1 and 2, respectively (the primes on the component symbols denote that we have defined this tensor in an arbitrary frame, and distinguish these matrix component values from those in the principal axis frame, which we will write without primes).
For most interactions of interest, the rank-1 component of r _ is not necessarily zero unless symmetry makes a 0 pq ¼ a 0 qp . Under particular circumstances, the contribution of the antisymmetric part of the chemical shift tensor to longitudinal relaxation has been predicted to be non-negligible (up to about 10%) [43] . A detailed treatment of this effect has been described in the literature [43, 44] . We will however neglect this component in the present analysis. Under this approximation r _ is diagonal in the principal axis frame: 
where s pp ¼ r pp À r iso and r iso ¼ 1 3 ðr xx þ r yy þ r zz Þ.
We can define two parameters here: the chemical shift anisotropy parameter, Dr, and an asymmetry parameter, g:
Using these new parameters r 
We can now write the chemical shift tensor in the spherical coordinates in an arbitrary frame (including the rank-1 components): We now expand X _ into its irreducible spherical components using Eq. (94):
We can transform X _ into the laboratory frame. This simplifies the expression of X m l since we have chosen the direction of the external magnetic field as the þz-axis, thusê x ðLABÞ ¼ê y ðLABÞ ¼ 0 andê z ðLABÞ ¼ 1:
The chemical shift tensor can be expressed in an arbitrary axis frame (AAF) by rotating each component using a Wigner matrix: 
We can substitute Eq. (117), (118) and (110) into Eq. (119). We should keep in mind that we are neglecting the rank-1 component: 
Defining a chemical anisotropy interaction constant, 
where l 0 is the permeability of free space (not to be confused with the magnetic dipole moment). Summing over all spin pairs and replacing l * with its quantum mechanical equivalent, c h I * , the dipolar Hamiltonian can be written as:
andê is dyadic;ê ¼ê ijê y ji so that hujêjvi ¼ e u e v . Eq. (124) can be written as:
where D _ is a 3 Â 3 matrix (dipolar tensor; note that elsewhere in the article, the symbol D _ is reserved for the diffusion tensor), the elements of which are given by:
where ðu; v ¼ fx; y; zgÞ. Now the Hamiltonian defined in Eq. (124) can be expanded into combinations of spatial and spin components: 
We can define X _ ij as the dyadic product of the two spin angular momentum vectors:
In the principal axis frame (PAF) the z-axis of the Cartesian coordinate system is colinear with the vector joining the two dipoles. We can derive the dipolar matrix from Eq. (126) 
The dipolar tensor is traceless so there is no rank-0 component. This means that, when averaged over all spatial orientations, the dipolar interaction does not change the energy levels of the system. There is no rank-1 component because the dipolar tensor is symmetric. The ideality of this formulation of the dipolar tensor breaks down when the system is nonlinear (more than two spins). Nonlinear systems require the use of multiple coordinate systems where the dipolar tensor, D _ ij , of each pair is diagonal. Using an internal (i.e. molecule-fixed) coordinate frame simplifies the representations since only two Euler angles, / and h, are necessary. The third angle, c, is arbitrary; an obvious choice is c ¼ 0 since the z axes can be aligned with the dipolar PAF.
Before performing any rotations we should represent the rank-2 components (i.e. the only non-zero components) of the dipolar tensor in terms of irreducible spherical tensors:
From the irreducible spherical components of the dipolar tensor expressed in its principal axis frame, we can write D 
We can also express the spin tensor, X 
No rotations of the spin tensors are required since they have already been expressed in an arbitrary axis frame (AAF).
We now have expressions for the dipolar and spin tensors in an arbitrary axes system. We can express the Hamiltonian in an AAF in terms of irreducible spherical tensors: 
Rotational diffusion of rigid molecules in randomly-ordered or isotropic solvents
In the following three parts of this article, we assume knowledge of rotational diffusion theory. Detailed derivations are provided in Appendix E.
The simplest diffusive orienting potential is the zero-potential UðXÞ ¼ 0; that is, free diffusion. This is the case for molecular rotational diffusion in an isotropic solvent. Note that while we assume the solvent ordering to be isotropic in this section, this does not imply that molecular tumbling is isotropic. As shown below, the nature of molecular rotational diffusion is a function of the geometry of the diffuser.
The diffusion equation and the rotational diffusion operator (R)
Imagine a 'rigid' molecule tumbling freely in solution. Let X represent the set of time-dependent Euler angles ðh; /; cÞ that relate the laboratory frame (LAB) to the principal axis frame (PAF) of the molecular rotational diffusion tensor (i.e. molecule-fixed frame) at a given instant.
PðX; tÞ denotes the probability of finding the molecule in orientation X at some time t. The conditional probability PðX; tjX 0 Þ is the probability of finding the molecule in orientation X at time t, given that it was in orientation X 0 at a time arbitrarily defined as t ¼ 0.
The time-evolution of PðX; tjX 0 Þ is given by the Fokker-Planck diffusion equation (see Appendix E),
where b R is the rotational diffusion operator. For free diffusion (i.e. zero ordering potential), b R is given by 
Solving the diffusion equation
To solve the diffusion equation [13] , it is most convenient to work in orientational space, i.e. that spanned by the Euler angles ð/; h; cÞ, rather than in Cartesian space. This enables transformations between reference frames in a simple fashion. Eq. (E61) provides the general solution to the rotational diffusion equation, which is reproduced for convenience below: We compute each 'matrix element' of b R is this basis as: 
Through fairly straightforward algebraic manipulation, Eq. (149) can be converted into a form that is better suited for an orientational frame:
and the parameters A; B, and C are given by
The angular momentum operators act on the normalized Wigner Functions, j l; k; ji, in a manner analogous to their operation on the well-known spherical harmonics, namely
The Planck's constant
Note that j l; k; ji corresponds to a rotation from the laboratory frame (LAB) to the molecular frame in which the diffusion tensor ðD _ Þ is diagonal (PAF). While k is the eigenvalue of the c L z operator in the diffusion tensor PAF (see Eq. (153)), j is the eigenvalue of c L z in the laboratory frame (i.e. the projection of the component of angular momentum parallel to the z-axis in the LAB frame). Likewise, the ladder operators have no interaction with j, since we are working in the PAF of the diffusion tensor. While we have omitted frame designation in the notation of our angular momentum operators, an understanding of these properties will become increasingly important in following parts of this article.
We are now in a position to evaluate Eq. (148), using
RðPAFÞ as expressed in Eq. (150). Defining the constants n
We omit the (PAF) notation henceforth for tidiness, but it is understood that we continue to work exclusively in the PAF of the rotational diffusion tensor. Employing the orthogonality relation in Eq. (154), we have:
and finally,
where the superscript ðDÞ implies that we are in the PAF of the diffusion tensor. Eq. (156) looks rather complicated. However, matters may be simplified considerably upon closer inspection. It is evident that Wigner basis functions with values of l 0 -l do not interact in Eq.
(156). In addition, the D l kj ðXÞ are defined such that for each value of l, the values of j and k range from Àl to l in integer steps; that is j or k ¼ Àl; Àl þ 1; Àl þ 2 . . . l À 1; l. It is convenient, then, to divide the l 0 l; k 0 k; j 0 j-space into l-subspaces, in which we consider only ' b R-mixing' of basis functions with one value of l at a time. This follows from the fact that two tensors of different rank (i.e. different values of l) do not interact. For the purposes of finding the eigenvalues, then, we may rewrite Eq. (156) in the following way, implicitly assuming l 0 ¼ l:
It is also clear that b R ðDÞ ðPAFÞ does not mix Wigner basis functions with values of j and j 0 -j (this is expected physically, since b R ðDÞ ðPAFÞ is in the PAF of the molecular rotational diffusion tensor, while j is related to the z-component of angular momentum in the laboratory frame). Moreover, even for j 0 ¼ j, the matrix elements in Eq. (157) have no dependence on j-values whatsoever (whereas they do depend on l; k, and k 0 ). We can then further simplify Eq. (157), writing it as 
and we will compute the matrix R ðDÞð1Þ as follows: 
Evaluating Eq. (161) is straightforward and yields:
By identical methods, for rank l ¼ 2
The columns of the matrix representation of R ðDÞð2Þ are reordered as follows: 
This order yields a block-diagonal matrix form for R ðDÞð2Þ , which simplifies further calculations significantly. A straightforward but cumbersome derivation yields 
which when solved for b
As above, we proceed by writing the eigenvalue equation 
The other two cases are not so simple, especially when the normalization requirement is imposed. Let us first examine the m ¼ 2 case, without imposing any normalization:
where we have used w (rather than W) to emphasize that the vector is not normalized. When expressed in terms of the principal components of the diffusion tensor, b ð2Þ þ2 becomes rather unwieldy. A bit of algebraic manipulation reveals that the expression simplifies significantly by defining the constants
We now wish to find an analogous simplifying parameteriza- 
Note that Z ¼ X in Eq. (179). We search for a convenient change of variables by taking the ratio X=Y and arbitrarily equating it with the tangent of a new parameter v þ2 (which we are about to determine). We add the factor of 1= ffiffiffi 2 p with some foresight of the final result, as it makes the expression for our parameter v þ2 somewhat simpler:
The manipulations to determine v þ2 are straightforward: 
By identical methods to those above, the last rank 2 eigenvector, W ð2Þ 0 , and its corresponding eigenvalue are found to be
Symmetrical molecules
In the preceding sections, we have assumed no molecular symmetry. For an axially symmetric (i.e. a rod, disk, or ellipsoid) or spherically symmetric molecule, the method for solving the master equation is identical to the one followed above, but the calculations are less laborious. In the case of axial symmetry, we take the z-axis of the molecular frame to be along the symmetry axis of the molecule. Due to the symmetry, the diffusion is isotropic in the x and y directions of the diffusion tensor PAF. Accordingly we may write
For spherically symmetric molecules, which diffuse completely isotropically,
Eqs. (186) and (187) may be directly substituted into the characteristic equations to derive the eigenvalues and corresponding eigenvectors. 
is a scalar with a diffusion constant 2D (i.e. R ðDÞðlÞ ¼ 2D1), R ðDÞð2Þ is also a scalar with a diffusion constant 6D.
Equilibrium probability distribution
Calculation of the equilibrium probability distribution is straightforward. Direct substitution of UðXÞ ¼ 0 into Eq. (E63) yields
Alternatively, considering Eq. (E64),
It is evident from inspection of Eq. (147) that in the long time limit, all terms in the summations vanish (because they contain the decaying exponential e Àbmt ), except for the single term arising from the trivial rank l ¼ 0; b m ¼ 0 case. This term is equal to unity, and one therefore arrives at the identical solution P eq ðXÞ ¼ 1=8p 2 as obtained through consideration of Eq. (E63).
Rotational diffusion of rigid molecules in ordered solvents: stationary uniaxial potential
We now turn our attention to diffusion within a non-zero ordering potential UðXÞ [46, 47] . For simplicity, we consider an axiallysymmetric or uniaxial potential, the unique axis of which is referred to as the director. At present, we assume this frame is fixed relative to the laboratory. We do not treat the more difficult case in which the director is not stationary in the laboratory frame (this phenomenon is commonly referred to as director fluctuation). The current description corresponds physically to the diffusion of rigid bodies in a liquid crystal solvent which is aligned at a constant angle with the static magnetic field.
The simplest form for a uniaxial potential, known as the MaierSaupe potential [48] , is given by
00 ðXÞ ¼ Àc
which may also be written in terms of the second order Legendre polynomial (see Appendix D.2) as Àc 2 P 2 ðcos /Þ. The constant c indicates the strength of the potential and / is the angle between the molecular axis and the director.
The solution to this problem is similar to that of the preceding isotropic case. However, several additional steps are necessary as a result of the non-zero ordering potential.
The diffusion equation and the rotational diffusion operators b R andĈ
Recall Eq. (143):
In the presence of the ordering potential, the form ofR is now (see Eqs. (E50) and (E65)):
where the ð. . . Þ op notation is taken to mean that the terms '. . .' inside parentheses are evaluated and then treated as a single operator, and
For the sake of convenience, we define a dimensionless diffusion operator b
We can now write the diffusion equation as 
The axially-symmetric nabla-squared operator (see Eq. (E92)) may be written more conveniently by recognizing that
Employing the bra-ket notation jl; k; ji ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2l þ 1=8p 2 p D ðlÞ kj ðXÞ used previously, we may therefore write (see Eq. (153)): 
Eq. (197) can be written more explicitlỹ
we may rewrite the vector product j2; 1; 0i j2; À1; 0i using the formula 
The non-zero coefficients Cð2; 2; l; 0; 0; 0Þ with l values in the range of the limits of the summation are C 2; 2; 0; 0; 0; 0
and thus all terms in the summation for which l ¼ f1; 3g vanish. Values of Cð2; 2; l; 1; À1; 0Þ for which l ¼ f0; 2; 4g are C 2; 2; 0; 1; 
Note that because of the vector products associated with b C Axial jl; k; ji, unlike the diffusion operator for isotropic solvents, the diffusion operatorb C Axial does mix Wigner basis functions of different rank (i.e. with l 0 -l). This would complicate the current problem considerably as compared to the case in which there is no ordering potential, and each l-subspace may be considered independently. However, the absence of any raising or lowering operators in the final form of the axially symmetric rotational diffusion operator prevents mixing in either k or j, as we shall demonstrate shortly. Notice that this is not true for the most general case of fully asymmetric diffusion (see Eq. (E94)), which does contain both raising and lowering operators. We do not consider the most general case of the diffusion of a diffuser of arbitrary shape in an arbitrary ordering potential. The reason for using this simplified model is justified due to two reasons: (1) the asymmetry in the rotational diffusion tensor is generally small and ignored in most NMR studies of biomolecules, (2) the liquid crystalline media used for most studies of biomolecules to measure residual dipolar couplings (RDCs) consist of nematic liquid crystals with a unique director [52] [53] [54] . Thus, the case considered here is likely to be the most general in the context of biological NMR.
It is easiest to handle the calculations by considering each of the four diffusion operator terms (which we will denote as 
For the next term,b C term 2
Axial ¼ 3c 2 ð1 þ c 2 =14Þj2; 0; 0i, the 'matrix element' is:
where the vector product j2; 0; 0i jl; k; ji may be written as 2; 0; 0 j i l; k; j j i¼
The element is then 
and recognizing that j0; 0; 0i ¼ 1, this element is simply
Axial l; k; j j i¼ 3c 
and we may write the vector product j4; 0; 0i jl; k; ji as 4; 0; 0
Thus,
Now that we have evaluated the contribution of each term separately, we may write the full matrix expression for the diffusion operator as 
Calculation of relaxation rates
Relaxation rates in Liouville basis
Following the derivation of the Redfield equation of relaxation (Section 2), the presentation of the Hamiltonian operators of interactions contributing to relaxation (Section 3), and the treatment of rotational diffusion (Sections 4 and 5), the calculation of relaxation rates in the Liouville basis is now straightforward.
Although the calculation of the Redfield equation of relaxation (Section 2.3) was useful for the introduction of concepts, it will now be more convenient to derive relaxation rates while employing the product operator formalism (Section 2.1.3). Our starting point will be Eq. (62) 
It is possible to expand T m l in a basis of the commutation superoperator c c H 0 (a superoperator is an operator that acts in a linear vector space formed by a set of operators; see for example reference [24] ), where 
Thus we only need to calculate the spectral density function for m ¼ 0 [55] .
The time dependence of F m l ðtÞ for a rigid molecule comes only from the transformation from an arbitrary molecular basis frame to the laboratory frame, which is to say from molecular tumbling. Making use of Eqs. (96) and (100), we can write: 
The relaxation superoperator b b R is given by
The stochastic Hamiltonian will contribute to relaxation under two conditions as can be seen in Eq. (240) 
with the frequency x rs :
The relaxation rate R Br ;Bs between the operators b B r and b B s can be calculated as:
When basis operators are normalized, TrfB 
Relaxation for a two-spin system
For a two-spin system (I; S) the 16-dimensional Liouville space leads to a 256-element relaxation superoperator. If the normalized identity basis vector, 1 21 , were to be ignored the resultant 15 Â 15 matrix representation of b b R is symmetric, i.e. R Br ;Bs ¼ R Bs;Br . While we neglect the identity basis vector in the current discussion, its inclusion makes the relaxation superoperator singular, but is required to predict the correct steady state. Several publications have discussed the so-called homogeneous superoperator that includes the identity [26] [27] [28] [29] . Thus, one needs to calculate 15 diagonal and 105 off-diagonal elements. However, many offdiagonal terms are nonsecular, e.g. double-quantum terms crossrelax with double-quantum terms only, so that b b R is block-diagonal: the so-called Redfield kite [24] . For the non-zero terms we present explicit calculations for three representative terms.
Remembering the definitions of the spin tensors derived in Section 3, we can calculate the double commutators ½T Similarly, we can obtain T mp 2 for the CSA interaction by using Eq. (117). These are shown in Table 2 .
Having written the T mp 2 for the major interactions, we are now ready to derive the matrix elements of the relaxation superoperator b b R. Other excellent treatises [2] are available which provide expressions for most matrix elements of b b R. This review is designed to provide a general method to calculate relaxation rates, so we will only present three representative examples.
Auto-correlated relaxation
We first present the derivation of R Iþ ;Iþ , referred to as the spinspin (or transverse) relaxation rate, R 2 , which is an auto-relaxation rate. In Eq. (246): 
Taking the trace of the right-hand side and dividing by the normalization term, with ðT þ Þ þ ¼ T À we have for term 1:
Thus, multiplying by the corresponding Jðx p Þ, we have the contribution of term 1:
Now consider the other terms of Table 1 one-by-one:
Summing all terms, we find the contribution of dipole-dipole autocorrelation to the transverse relaxation rate to be: 
The dipole-dipole contribution to R Iþ;Iþ becomes: 
and thus, we have:
6.2.1.2. CSA contribution. Next we consider the CSA of spin I to be finite and axially symmetric. Using Table 2 we obtain:
Leading to a contribution of ðÀ1Þ 0 Jð0Þ Â
Jð0Þ. 
Following the derivation of an auto-correlated auto-relaxation rate, we now provide an example of auto-correlated cross-relaxation, choosing the operators b B r and b B s to be S z and I z , respectively. We evaluate each term in Eq. (246) and find that non-zero commutators arise from the term T 01 2 and its complex conjugate, thus
The term, T 01 2 , contributes ðÀ1Þ
Þ ¼ À 1 6 Jðx I À x S Þ. A similar contribution comes from the corresponding complex conjugate making the total contribution À 1 3 Jðx I À x S Þ. The only other contributions come from terms corresponding to row 5 of Table 1 . This contribution is 2Jðx I þ x S Þ. Thus we have:
which for constant intermolecular distance r IS :
R Sz;Iz is related to the so-called steady-state NOE in the following way:
Cross-correlated relaxation
Finally, we derive the cross-correlated cross-relaxation rate, due to the interference between the dipolar interactions of the I and S spins (l ¼ DD) and CSA (l 0 ¼ CSA) interactions of the I spin [56, 57] . From the secular approximation, the only non-zero contribution to C Iz;2IzSz corresponds to the contributions of row 4 in Table   1 and row 2 in Table 2 :
Taking the trace with I z and multiplying by the corresponding spectral density term, we obtain a contribution of 2 Þ CSA we have a total contribution of À4Jðx I Þ. In the limit of isotropic overall tumbling and an axially symmetric CSA tensor for I; R Iz;2Izz is given by
and h is the angle between the IS dipolar vector and the unique axis of the CSA tensor of spin I.
Conclusions
We have provided a unified, self-consistent description of the microscopic (quantum) interactions that influence dynamics in spin-space for an ensemble of spin-1/2 particles, as well as the real-space effects of the macroscopic (classical) global rotational diffusion determined both by molecular shape and the nature of the solvent, and finally the combined effects of the two on the spin-relaxation rates measured by NMR spectroscopists. The measurement of amide 15 N spin-lattice (R 1 ), spin-spin (R 2 ) and the steady-state NOE with the attached hydrogen has become routine for practitioners of biomolecular NMR spectroscopy, both expert as well as non-expert [58] [59] [60] . These rates can be used to determine the underlying spectral density functions and to interpret them using the Lipari-Szabo formalism (the so-called 'model-free' approach) that relies on the separation of the global rotational diffusion and local dynamics on single [61, 62] or multiple timescales [63, 64] . This separation is formally possible only for isotropic overall diffusion in an isotropic medium and is thus not covered here. Good approximations can be used for auto-correlated relaxation in the case of weakly anisotropic diffusion. All spectral density functions in this review have been derived assuming that the spin-system under consideration is rigidly attached to the biomolecule and that the only motion results from the overall rotational diffusion. The reader is referred to the original papers [61, 62] or pedagogical treatises [2, 65] on the topic for further details. It is to be mentioned here that alternative approaches that do not require such a separation have also been proposed, but
have not yet been widely applied [66, 67] .
In this review, we have chosen not to derive detailed expressions for all possible matrix elements of the 16-component relaxation superoperator for a simple two spin-1/2 system, providing three illustrative calculations instead. The general expressions provided here should allow the reader to calculate the relaxation rates for the remaining elements. In recent years, a wide array of sophisticated pulse sequences have been developed to measure a large number of these matrix elements, i.e. auto-relaxation and crossrelaxation rates of different sets of coherences. The reader is referred to the excellent book by Cavanagh et al. [2] and the references therein for examples.
Most results presented here are available, in varying levels of detail, throughout dispersed literature. It is hoped that our detailed derivations and presentation in a consistent formalism will be helpful for a more general understanding of the origins, approximations, and theoretical underpinnings of spin-relaxation in isotropic and anisotropic media.
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Appendix A. Miscellaneous theorems
We present here some theorems that will be of use in deriving some of the expressions provided in the text.
A.1. Operator exponentials
The exponential e k b At of an operator c A can be written as a Taylor series,
The time derivative is given by
so that:
If jki is the eigenstate and E is the eigenvalue of an operator, i.e.
by using Eq. (A1) one can show: 
A.3. Interaction representation for c H 1 ðtÞ
The Hamiltonian for relaxation interactions is given by the following in the interaction representation: 
Any vector jvi in H may be written in the basis B as an expan- 
where the last expression has the same form as the expansion of a vector in a basis set. Thus, since jvi is an arbitrary vector, C forms a basis for H, and any linear, invertible transformation may be regarded simply as a change of basis. 
Eqs. (A15) and (A16) are called similarity transformations, and are mathematical formulations of a result that is intuitively obvious: the action of an operator in a given (arbitrary) basis may be divided into the following steps: (1) transform the vector (operand) into a basis where the matrix representation of the operator is known, (2) operate on the transformed vector using the matrix representation of the operator in that basis, (3) transform the vector (modified by the operator) back into the original basis. Similarity transformations are useful when converting matrices into convenient forms for computation (e.g. changing to a basis in which the matrix representation of a given operator is diagonal, as in the the principal axis frame of the diffusion tensor). As should be expected from a change of representation, basis-independent operator properties are constant among the various matrix representations produced through similarity transformations. 
from which we see that under a unitary transformation of a basis set, the magnitudes of the basis vectors are maintained (the i ¼ j cases), and the projections of each basis vector on to every other one also remain constant (the i -j cases). Geometrically, this implies that the lengths of the basis vectors and the 'angles' between all of them are preserved under unitary transformations. Such transformations therefore describe simple rotations, like the transformation from the laboratory (LAB) to the principal axes frame (PAF) of the various interaction tensors. Calculations involving the CSA and the dipolar tensors shown in Section 3, and those involving the diffusion tensor in Section 4 all make use of unitary transformations.
A.4.4. Active and passive transformations
Notice that the components of jvi in Eq. (A11) transform inversely to the way the basis vectors themselves transform (compare to Eq. (A9)). This is because, under a change of basis, the vector jvi is in fact unchanged; it is only the coordinate system that is modified. For example, consider the case where c S produces a simple rotation in real, three-dimensional space: the coordinate axes are rotated by some finite angle about a given axis, and the vector components transform in the opposite sense (by an equal and opposite angle of rotation about the same axis), so as to maintain the correct specification of the abstract vector. Because the vector (i.e. the physical system) itself remains unchanged, a change-ofbasis operation is classified as a passive transformation.
It is clear from this description that a mathematically-equivalent description is obtained by performing an active transformation that leaves the coordinate frame constant (i.e. leaves the basis vectors unchanged), but transforms all of the vectors in the opposite sense to that in which the basis vectors are modified in a passive transformation. In this case, however, the operation of an arbitrary operator c A on the basis vectors remains unchanged (because the basis itself is unchanged), and therefore, the matrix elements of c A are constant under an active transformation. Notice that the designation of active versus passive transformations is referenced to the vectors rather than the operators. Vectors are changed in active transformations, and left untouched in passive ones. The operators are constant in active transformations, and undergo similarity transformation in passive ones.
A.5. Density matrix evolution in the interaction frame
We now consider the transformation of a system evolving under a Hamiltonian c H ¼ c H 0 þ c H 1 ðtÞ, where c H 0 is time-independent, with the time evolution described by Eq. (38) 
B.1. Dipole-dipole interaction energy
The quantum mechanical Hamiltonian for dipolar coupling is justified by the analogous formula for interaction energy of two magnetic dipoles obtained through classical electromagnetic theory. The relevant calculation is presented below.
B.1.1. Magnetic field due to a point dipole
Consider a magnetic dipole moment (i.e. an infinitesimal current loop), the location of which we take to define the origin of our coordinate system. In SI units, the magnetic vector potential at a location described by the position vector r * ¼ rê r due to this magnetic dipole is given by
where Â denotes the vector cross product, l * ¼ lê z is the magnetic dipole moment,ê z is a unit vector pointing along the z-axis of a right-handed Cartesian coordinate system, and l 0 ¼ 4pÂ 10 À7 kg m s À2 A À2 is the permeability of free space (not to be confused with the magnetic dipole moment). In spherical polar coordinates ðr; h; /Þ(not to be confused with Euler angles), where h and / are the polar and azimuthal angles, respectively (following the convention most often used in physics [49] 
and using the definition of the scalar dot product:
or somewhat more elegantly 
which is Eq. (123).
B.2. Chemical shielding
The presence of an applied magnetic field induces an electrical current in the electron cloud surrounding a nucleus, thereby generating an additional magnetic field. As a result, the total magnetic field at nucleus is changed. This effect can enhance (de-shielding) or decrease (shielding) the strength of the magnetic field at the nucleus and may also change the effective orientation of the magnetic field such that the applied and the total magnetic fields at the nucleus are not colinear. The difference can be inferred by the perturbation of the vector potential (A * ) by the electron cloud. It is also correct to say that the external magnetic field creates a magnetic dipole moment at the nucleus, which creates a perturbed vector potential.
The shielding effect depends on the orientation of the external field; hence it should be described by a tensor rather than a scalar number. The orientational dependence of the chemical shielding on the external magnetic field can be observed in solid-state NMR [68] .
For a nucleus with a magnetic moment l * in an external magnetic field B * , the energy change DE is given by [69] 
where the first term is the direct interaction of the nucleus with the field (the so-called Zeeman interaction) while the second term is the electron-coupled interaction described by the shielding tensor r _ .
Before starting the actual description of the perturbation effects we should note the differences between the terms ''chemical shift" and ''chemical shielding". The chemical shielding, as described above, is an orientation-dependent tensor quantity that describes the change in the local magnetic field (i.e. the field sensed by the nucleus) due to the interaction of the electron cloud with the external field, whereas the chemical shift is the change of the resonance frequency of a nucleus relative to a given standard [68] .
The relation between chemical shift, d
_ , and chemical shielding tensor can be expressed as:
where 1 _ is the unit rank-2 tensor, r iso is the isotropic value of the given standard and r _ is the chemical shielding tensor.
The chemical shielding tensor is a 3 Â 3 matrix with nine nonzero components (in general). The tensor itself is asymmetric, but the number of independent non-zero components can be reduced by molecular symmetry. One can define each term of the matrix representation of r _ as:
where E is the total electronic energy of the molecule, i; k ¼ x; y; z, and B k are the components of the external magnetic field in the direction k.
The energy E is determined by using second-order perturbation theory. Excellent reviews are available on the calculation of chemical shift tensor elements. We refer the reader to these reviews without reproducing the results here [70] [71] [72] [73] .
Appendix C. Correlation functions and spectral densities
C.1. The auto-correlation function
Consider any function XðtÞ that takes a random value at each point in time, governed by the probability PðX; tÞ. That is, PðX; tÞ gives the probability that XðtÞ will take the value X at time t. Such a function XðtÞ can define, for example, the orientation of a body undergoing rotational diffusion, in time.
The average value of XðtÞ, i.e. the average orientation, is given by integrating over all possible orientations, X, at a given time:
A function f ðtÞ ¼ f ðXðtÞÞ will likewise be random in time, with an average value
The averages in Eqs. (C1) and (C2) may be interpreted physically in a similar way as the average in Eq. (44); that is, as ensemble averages over an ensemble of particles undergoing independent rotational diffusion. In the case of relaxation, Hamiltonians for interactions such as the dipolar coupling and chemical shift anisotropy satisfy the requirements for the function f ðXðtÞÞ: spatial functions that are constant in the molecular diffusion frame are stochastic functions in the lab frame, due to the effect of rotational diffusion that constantly reorients the molecule with respect to the external field. Now, we may consider that while XðtÞ is random, for short times s the values XðtÞ and Xðt þ sÞ will not be completely independent random variables, but will instead show a correlation. Physically, this must be the case for rotational diffusion, since the diffuser cannot instantaneously 'jump' from one orientation to another that is significantly different. Defining t 0 ¼ t þ s, we can define the function PðX 0 ; t 0 ; X; tÞ as the probability that XðtÞ ¼ X and Xðt 0 Þ ¼ X 0 . We define the conditional probability PðX 0 ; t 0 jX; tÞ as the probability that Xðt 0 Þ ¼ X 0 given that we know
XðtÞ ¼ X at the earlier time t. We may thus interpret PðX 0 ; t 0 jX; tÞ as a probability of 'transition' from orientation X to X 0 over the time s ¼ t 0 À t. PðX 0 ; t 0 ; X; tÞ depends on the probability that the diffuser is in state X at time t to begin with (which has a probability PðX; tÞ of occurring), and then on the probability of the transition to state X 0 over time s (which has probability PðX 0 ; t 0 jX; tÞ of occurring). Then we may write:
The auto-correlation function G a ðt; t 0 Þ, of a random function f a ðtÞ with itself relative to times t and t 0 , is defined as
where the overbar denotes an ensemble average. In the same vein as Eq. (C2), we may rewrite the auto-correlation function as
and employing Eq. (C3),
We assume rotational diffusion to be a Markovian process, which is to say that the future state of the system depends only on the present state, and not upon how it arrived there (i.e. the system has no 'memory'). This implies that the statistical properties of XðtÞ -that is, the functions PðX; tÞ -are in fact independent of time (i.e. XðtÞ are stationary random functions). Furthermore, the functions PðX 0 ; t 0 jX; tÞ and PðX 0 ; t 0 ; X; tÞ do not depend specifically on the times t and t 0 , but rather on their difference s. Thus, it does not matter when we start measuring the auto-correlation function; what matters is only the period of time over which we measured it (i.e. how long we measure it for). Simply stated, all the probability functions are independent of the origin of time, which implies ergodicity. As a result, we may arbitrarily set t ¼ 0, yielding: 
In the case of rotational diffusion, we assume that the system is at equilibrium at t ¼ 0, and denote the equilibrium probability distribution function as PðX 0 Þ ¼ P eq ðX 0 Þ. The auto-correlation function can be written as [74] :
C.2. The cross-correlation function
The cross-correlation of two random functions f a ðXÞ and f b ðXÞ is defined using the same reasoning as above for the auto-correlation, yielding
Taking t ¼ 0 and assuming the system to be at equilibrium initially,
It may of course be considered that the auto-correlation function is simply a special case of the cross-correlation function for which b ¼ a.
C.3. Properties of correlation functions
As discussed above, for ergodic processes f a ðtÞ, we may arbitrarily move the origin of time without affecting the value of the correlation function. We may therefore write
which is to say
Consider the auto-correlation function G a ðsÞ. If f a ðsÞ is a real function, then G Ã a ðsÞ ¼ G a ðsÞ and G a ðsÞ is thus both real and even:
For real functions f a ðtÞ and f b ðtÞ, the correlation function is a maximum at the origin (this is plain to see for auto-correlation:
at s ¼ 0 a function is perfectly correlated with itself): jG ab ðsÞj 6 G ab ð0Þ: ðC16Þ
C.4. Operator correlation functions
The concept of correlation is not restricted to scalar functions. We may just as easily define correlation between stochastic operators c A a ðtÞ and c A b ðtÞ, simply replacing complex conjugate operations with the adjoint, and considering an operator and its Hermitian conjugate in place of real and complex scalar functions:
where the various kets are basis kets. Since Hamiltonians are Hermitian, c H a ¼ c H y a , their correlation is given simply by
C.5. The spectral density functions
The spectral density function J ab ðxÞ (often referred to as the power spectrum) is defined simply as the Fourier transform of the correlation function:
Thus, the auto-correlated spectral density function J a ðxÞ is real. Employing the Euler identity e ih ¼ cos h þ i sin h, we may write,
Since for a real, ergodic function f a ðtÞ, the auto-correlation G a ðsÞ is an even function, it follows that:
and in this case J a ðxÞ is also a real and even function: J a ðxÞ ¼ J a ðÀxÞ. In addition, we note without proof that the autocorrelated spectral density function of an ergodic process is nonnegative for all x.
Eq. (C21) facilitates the definition of two other auto-correlated spectral density functions of ergodic processes which appear often in the main text, j a ðxÞ and K a ðxÞ. Rewriting Eq. (C21) and employing the Euler identity in the opposite sense as in Eq. (C20), we have 1 2
and defining
we have
Thus the real and imaginary parts of j a ðxÞ, respectively, are given by
The correlation function is written in terms of the spectral density J ab ðxÞ as
For s ¼ 0, Eq. (C26) becomes
Likewise,
In the event that f a ðtÞ represents a component of a fluctuating magnetic field (e.g. one of the various mechanisms leading to relaxation), the quantity in Eq. (C28) represents an expansion in the frequency spectrum of the power dissipated by the process.
C.6. Correlation times
A correlation time is defined somewhat loosely as a time interval s c such that Gðs c Þ is large. Correlation does not exist for significantly longer intervals: jsj ) s c , and GðsÞ decays rapidly for times longer than s c . Various definitions for s c are appropriate depending on the interaction in question. For example, one option is to use the total area under the GðsÞ curve as a metric of the length of the effective correlation time:
Alternatively, one might choose a differential definition of the effective s c that measures the 'decay' slope of GðsÞ:
Several factors affect the correlation time of the rotation of a given rigid molecule, including molecular size, molecular shape, solvent viscosity, and temperature. In water, s c is typically on the order of hundreds of picoseconds for small molecules, and on the order of nanoseconds for macromolecules [2] .
Appendix D. Fundamental theory of angular momentum and rotations
In this appendix, we present the fundamental results of angular momentum theory. Much of this material is covered in standard quantum mechanics texts [19, 50, 51] , and Brink and Satchler [75] , Zare [76] , and Rose [77] have written excellent books devoted to the topic of angular momentum and rotations (we follow arguments from both of these latter two books below). In addition, Silver [78] provides a thorough yet accessible treatment of irreducible tensor methods.
The physical and mathematical tools developed in this appendix are central to this article, and must be fully understood in order to appreciate the details of both relaxation theory and rotational diffusion theory. 
where fj; k; lg ¼f x; y; zg and cyclic permutations; that is, fj; k; lg ¼ ffx; y; zg; fy; z; xg; fz; x; ygg. In spherical polar coordinates ðr; h; /Þ, where h and / are the polar and azimuthal angles, respectively,
By writing their matrix representations in a suitable basis of eigenfunctions (see below), it can be verified that these operators are Hermitian (they thus have strictly real eigenvalues corresponding to quantum mechanical observables, namely, the projection of total angular momentum onto each axis). These operators correspond to the orbital angular momentum of a particle, due to the motion of its center of mass about an external point.
The angular momentum operators obey commutation relations of the form
where, again, fj; k; lg ¼f x; y; zg and cyclic permutations. These relationships may be easily verified through the application of the various operators to test functions (i.e. confirming that for any function f) . The commutation relation (D4) is also frequently expressed in the literature
, which is indeed quite elegant, if less immediately informative than the other expressions.
The total angular momentum squared operator c
which can be expressed in spherical polar coordinates as
The operator obeys the commutation relations 
D.1.2. Eigenfunctions and eigenvalues
Two quantum mechanical variables are 'compatible' -that is, they may be measured/observed simultaneously and without uncertainty -if states exist that have well-defined eigenvalues for the operators corresponding to both variables. That is, two variables are simultaneously observable if there is a complete, simultaneous set of eigenfunctions of both corresponding operators (any arbitrary state vector may be expanded in such a basis). The existence of such eigenfunctions implies that the operators corresponding to such variables commute. This is readily seen by considering two operators c A and b B with simultaneous eigenfunctions ja; bi. For all eigenfunctions ja; bi:
Because the various c L j do not commute with each other, while each commutes with c L 2 , we may know only the total angular momentum (squared) and one of the components with simultaneous certainty. In other words, the eigenfunctions of c L 2 are simultaneous eigenfunctions of one of the c L j , the identity of which depends on how we choose our coordinate system. By convention, we take this to be c L z , though we could have chosen another axis just as easily. Thus we may choose normalized states
so that k l is proportional to the square of the total angular momentum, and m is proportional to the projection of the total angular momentum onto the laboratory z-axis.
z , which is diagonal in the fjk l ; mig basis since all jk l ; mi are eigenfunction of both c L
The quantity k l À m 2 is clearly greater than or equal to zero since each term is the square of a real scalar, and the total angular momentum is larger in magnitude than its projection onto the zaxis. We then have k l P m 2 , implying that the values of m for a given k l are bounded between some m ¼ m max and m ¼ m min . Let us denote these extreme values of m more succinctly, as l and l 0 :
l m max 6 m 6 m min l 0 :
In the following sections, we will define the nature of these eigenfunctions and eigenvalues more precisely.
D.1.3. Definition of ladder operators
We define two
or in spherical polar coordinates,
, and therefore do not have real eigenvalues that correspond to observables. That is to say, there is no simple correspondence between these operators and any physical quantity or measurement. They are nevertheless quite useful in examining the nature of wave functions.
It is readily obtained from Eqs. (D4) and (D7) that
Let us examine the second of the commutation relations (D14) by application to an eigenfunction jk l ; mi:
According to Eq. (D9), this implies that
where the constants k þ and k À have yet to be determined. Thus, c L þ and c L À , aptly referred to as the raising and lowering operators, respectively (or ladder operators as a pair), operate on the eigenstates jk l ; mi so as to alter m by AE1 while preserving the value of k l , producing 'new' states that are also eigenstates of c L 2 and c L z .
Because the value of m is strictly bounded between l and l 0 (see Eq. (D11)), c L þ and c L À act at the top and bottom of the state 'ladder', respectively, to annihilate the state rather than transform it (they are therefore also called creation and annihilation operators). That is:
Notice that beginning with any single eigenstate for a given value of k l , one could use the ladder operators to determine every other possible state of equivalent k l -value.
D.1.4. Determination of eigenvalues using ladder operators
With an understanding of the ladder operators, consider the operator c L À c L þ , which we now use to determine the form of the eigenvalues k l and m. Using Eq. (D12), we have
Applying this operator to an eigenfunction with
which in consideration of Eq. (D20) indicates
The solution l 0 ¼ l þ 1 is inadmissible, since it violates our definition of l ¼ m max and implies l 0 > l. Thus we conclude that l 0 ¼ Àl, and m may thus take any of the 2l þ 1 values from l to Àl, in integer steps:
One may see this easily by starting at the top ðm ¼ lÞ of the of the eigenstate 'ladder' and working down to the bottom ðm ¼ ÀlÞ by repeated application of c L À . As for l, consider that, starting on either end of the eigenstate ladder, one can reach the other end in n steps, where n is some integer; but we know that the number of necessary steps is just 2l (i.e. 2l is an integer)
Since n is an integer, this implies that l may take on integral (even n) or half-integral (odd n) values. As it happens, only integral values of l are permissible for orbital angular momentum. There are many justifications of this constraint; the simplest is to consider somewhat more concretely the action of c L z on an eigenfunction expressed in spherical coordinates. Using the last line in Eq. (D3), we have:
from which we infer that jk l ; mi behaves like e im/ ,
However, if half-integer l -and therefore half-integer m -were allowed, the wave function would not be single-valued under a 2p rotation (which should leave the system invariant):
This confirms that l and consequently m take only integer values.
D.1.5. Determination of k AE
In the preceding treatment, it was unnecessary to determine the actual values of the constants k þ and k À appearing in Eq. (D16). However, because the ladder operators appear throughout the main text and in many practical applications, it is worth determining the values k AE , as we shall do presently. As noted earlier, we have c L y AE ¼ c L Ç . Therefore, we may take the adjoint of Eq. (D16) as follows:
Using this result, we may calculate the expectation value hk l ; mj c L Ç c L AE jk l ; mi as follows:
However, we can calculate the same entity using Eq. (D18):
Using the previous two equations, we may then write,
which is to say,
or alternatively,
Both expressions appear often in the literature, and are equivalent.
D.1.6. Summary
Given the extensive use of angular momentum operators in Section 4, it is worth summarizing the results obtained in this section. We have defined the orbital angular momentum, the related operators, and the eigenfunctions and calculated the corresponding eigenvalues. Here we review the key results.
The quantum mechanical vector operator c L * has components (which are themselves operators)
where fj; k; lg ¼f x; y; zg and cyclic permutations. These operators obey commutation relations of the form
where again fj; k; lg ¼f x; y; zg and cyclic permutations.
The total angular momentum squared operator c L 2 is defined as
and commutes with each of the components of c L * . We may choose functions that are simultaneously eigenfunctions of c L 2 and only one of the components of c L * , which we choose by convention to be c L z . We label each of these eigenfunctions jk l ; mi according to the eigenvalues k l and m, of c L 2 and c L z , respectively. In fact, it is more practical to label the eigenfunctions as jl; mi, where l is related to k l according to
The label l is related to the system's total angular momentum (squared), and is called the orbital angular momentum quantum number or azimuthal quantum number, while m (which is related to the component of the angular momentum in the z direction) is known as the magnetic quantum number. l may take only positive integer values (i.e. l ¼ 0; 1; 2; 3; 4 . . .). Given a particular value of l; m may take any of the values between l and Àl, in integer steps:
Finally, we note the so-called ladder operators,
The ladder operators act on the simultaneous eigenfunctions of c L 
Note that all the results derived in this section are equally applicable to the spin angular momentum operator b I * . In this case, however, l and consequently m can take half-integer values. For example, for a spin-1/2 system l ¼ When considering orbital angular momentum, spherical polar coordinates provide a logical and natural representation in which to perform explicit calculations. In this coordinate system, the eigenfunctions jl; mi of c L 2 and c L z are given by the well-known spherical harmonic functions:
The Y m l ðh; /Þ for m P 0 are given by
D.2.4. Explicit expressions for l 6 2 For reference, we list the first several spherical harmonics: 
where dH is an infinitesimal, real quantity, and the operator c T is Hermitian, c T y ¼ c T ( c T must be Hermitian for b U to be unitary). Thus, b
U is very nearly equal to the identity operator, but creates an infinitesimal transformation due to c T, which is therefore called the generator of infinitesimal transformation. Repeated unitary transformations constitute a single 'net' unitary transformation; a repeated change of basis is equivalent to a single change of basis from the original to the final representation (see Appendix A.4.1). We may then regard a finite unitary transformation as the sum of infinitesimal ones, dividing the finite 'step size' H into n smaller steps of size H=n and considering the limit as n ! 1. We write:
and we may alternatively interpret the operator exponential on the right-hand side of Eq. (D53) as the power series expansion.
D.3.2. Rotations
As discussed in Appendix A.4.3, rotations are unitary transformations, and we therefore expect to write a rotation operator in the form of Eq. (D53). We define a positive angle of rotation as one for which turning a right-handed screw about its axis through the specified angle would advance the screw forward along the axis, away from the origin. We specify a given rotation b D n ðHÞ using a unit vectorê n lying along the axis of rotation, and a (positive or negative) angle of rotation H. That is, b D n ðHÞ rotates a state vector
Note that this is an active transformation, operating on the physical system. An equivalent passive transformation would rotate the coordinate system in the opposite sense, that is, through an angle ÀH (see Appendix A.4.4). For convenience, consider a rotation around the z-axis (that iŝ e n ¼ê z ) by an angle /. As / ! 0, b D n ð/Þ !1, and therefore jUi ! jU 0 i. Then for very small /, we may replace jUi with it a Maclaurin series expansion of jU 0 i
or making use of Eq. (D3)
Thus, comparing Eqs. (D56) and (D53), we see that the angular momentum operator c L z is the generator of infinitesimal rotation about the z-axis (alternatively, some authors use Eq. (D56) to define c L z ). Generalizing this illustrative result to an arbitrary axis of rotation is straightforward, and yields
where Á denotes the dot product, and c L Euler angles are used to describe the transformation whereby a set of axes F ¼ ðx; y; zÞ initially coinciding with F 1 ¼ ðx 1 ; y 1 ; z 1 Þ is made to coincide with another set F 2 ¼ ðx 2 ; y 2 ; z 2 Þ sharing a common origin. For example, consider the passive transformation (see Appendix A.4.4) from the 'space-fixed' coordinates of the laboratory (LAB) to the 'body-fixed' coordinates of a diffusion tensor or interaction tensor principal axis frame (PAF). Similarly, Euler angles may be used to specify the active rotation of functions, tensors, or rigid bodies within a fixed coordinate system. The prescription [50, [76] [77] [78] [79] for Euler rotations is as follows (Fig. 1) .
Step 1. Assume two stationary axis systems F 1 and F 2 , and one axis system F which rotates. Initially, F and F 1 coincide. Rotate the axis system F counterclockwise about the positive z 1 -axis by an angle /. This carries the y-axis into the so-called line of nodes N along the intersection between the x 1 y 1 -and x 2 y 2 -planes.
Step 2. Looking along the line of nodes N towards the rotated positive y-axis, rotate the F axis system counterclockwise about N by an angle h. The z-and z 2 -axes now coincide, and the x-axis now lies in the x 2 y 2 -plane.
Step 3. Finally, rotate the F axis system counterclockwise about the z 2 -axis by an angle c. The F axis system now coincides with
Note that the angles / and h are equivalent to the identicallynamed spherical polar coordinates; the former fix the axis of the final Euler rotation just as the azimuthal and polar coordinates fixê r . Thus, / and h fixê n , while c ¼ H.
To avoid redundancy, the Euler angles, like the spherical polar coordinates, are confined to the particular ranges: 0 6 / 6 2p 0 6 h 6 p 0 6 c 6 2p: 
Eq. (D60) is somewhat cumbersome because it contains angular momentum operators referenced to both the F 1 and F 2 coordinate systems. In fact, we may write the rotation operator referenced entirely to the 
In similar fashion, b D z 2 ðcÞ is equivalent the rotation b
Since rotations about the same axis obviously commute, we may write 
Eq. (D66) expresses the rather unexpected, yet highly useful result that the Euler rotations may all be carried out in the same frame F 1 , with the order of the rotations reversed.
D.4.2.2. Passive rotations.
A passive rotation affecting the coordinate system rather than the state vectors is equivalent to an active rotation of the state vectors in the opposite direction with the coordinates fixed, as described in Appendix A.4.4. Thus, if we desire a passive transformation between bases, we subject each basis vector to a transformation of the form of Eq. (D66), and the coordinates of the state vectors transform as if the vectors had undergone the inverse rotation. It is clear from geometrical arguments that the inverse rotation is achieved by reversing the order of the Euler rotations, and rotating through negative angles:
Thus, in performing a change of frame from F 1 to F 2 (see Appendix A.4.1), state vector components transform according to 
D.4.3. Conventions and notation
The prescription given above for Euler rotations is the one most commonly adopted throughout physics and NMR literature. However, as with spherical coordinates, multiple conventions exist, and one must pay careful attention to conventions when consulting any reference. See p. 108 of Ref. [79] for a helpful survey of conventions.
The Euler angles frequently appear in the literature as a, b, and c. We prefer to use the symbols / and h for the first two angles because of their equivalence to the spherical polar coordinates, as mentioned above. Note, however, the reversal of the order of appearance of / and h in spherical polar coordinates vs. Euler angle specifications.
Euler angles are sets of angles, but not vectors, and therefore no simple rules of addition, subtraction, or commutation apply (this is a result of the non-commutivity of rotations about different axes). For example, since Euler rotations involve multiple rotations in prescribed order, reorientations specified by the angles X are in general not undone by rotations through the angles ÀX ¼ ðÀ/; Àh; ÀcÞ; that is to say, ÀX does not specify the inverse of the transformation specified by X, and vice versa. In fact, as noted earlier, the inverse of the transformation specified by X is accomplished by rotating through the negative angles ÀX, but performing the rotations in the opposite order, i.e. X À1 ¼ ðÀc; Àh; À/Þ. Some authors do use ÀX to specify the inverse of the transformation specified by X, which is indeed tempting, for it appeals to the intuitive notion that rotation through a negative angle should generate an apposite configuration compared to a rotation through a positive angle. However, such notation obscures the fact that X represents a set of angles and that these Euler angles are not in fact a symmetric set of parameters. We avoid potential confusion by using the notation X À1 instead.
Likewise, performing the rotation specified by X 12 (e.g. from frame F 1 to F 2 ) followed by the rotation specified by X 23 is not equivalent to the rotation specified by X 12 þ X 23 ¼ ð/ 12 þ / 23 ; h 12 þ h 23 ; c 12 þ c 23 Þ. We prefer instead the notation X 13 ¼ X 12!23 to specify the total resulting transformation. [86] .
Bulk materials such as liquids, membranes or proteins are many-body systems (i.e. systems of N interacting particles), and the motional processes in these systems can be defined by Newton's equation:
where the position of ith particle is described by r * i . This equation becomes unwieldy to solve exactly when the system is large, i.e. the number of particles, N, is large. However, some processes can be described with only a few degrees of freedom: instead of using the positions of all particles, the position of the center of mass is sufficient to describe motional properties (e.g. translational or rotational diffusion).
For a set of N particles of mass m let us consider a small subset of three degrees of freedom, with generalized coordinates q 1 ; q 2 ; q 3 . The evolution of these coordinates can be described by a Langevin equation [87] :
with j ¼ 1; 2; 3. The first derivative on the right-hand side is the force derived from the effective potential Uðq 1 ; q 2 ; q 3 Þ. The second term is a friction force exerted by surrounding molecules (i.e. elements outside the subspace spanned by the three degrees of freedom under consideration). Note that, in this case, the projection of the friction force along one dimension does not depend on the coordinates in other dimensions. The friction coefficient c is in general a tensor quantity. We treat it as a scalar in the present discussion for simplicity. The last term in the above equation is a stochastic force due to the collisions with surrounding molecules. The sum of the last two terms is the so-called Langevin force [88] , where r represents the amplitude of the stochastic force.
Let us consider Eq. (E3) along one of the three dimensions.
We define a 'vector' r The stochastic term j ðtÞ averages to zero:
It corresponds to events (collisions) that can be considered instantaneous and uncorrelated, so that
At this point we make use of Itō 's formula to write the SDE for a distribution function f ½ r * ðtÞ. The derivation of Itō 's formula is beyond the scope of this review, and a detailed discussion can be found elsewhere [89] .
Taking the average, df ½ r * ðtÞ, of df ½ r * ðtÞ, the second sum vanishes because B ij and @ i f ½ r * ðtÞ are statistically independent of dw j ðtÞ, and dw j ðtÞ ¼ hðtÞdt.
Finally we can write the average of the time derivative of the distribution function as: 
Eq. (E12) can be simplified by changing the order of the partial differential operators. For further simplification we can assume that there is a subspace, S, with a surface @s on which the result of integration is a good approximation. Then the first sum in Eq. (E12) becomes:
The second integral on the right-hand side is the surface term. Assuming that Pð r * ; tj r * 0 ; t 0 Þ is of finite spatial extent in a way that it vanishes on the boundary, @s, the surface term can be neglected.
The same calculation can be applied to the second sum of Eq. (E12) which then leads to
Since f ½ r 
where Z is the partition function that ensures P B ð r 
We now take the partial differential with respect to time t and use Eq. (E22) to obtain:
We can apply Gauss' Theorem to give: 
Eq. (E30) is known as the fluctuation dissipation theorem (FD). The FD theorem is better known for the case of a uniform diffusion constant D, when
The friction coefficient c depends on the physical properties of the particle and the environment as c ¼ 6pga, where a is the radius of the particle (the particle is assumed to be spherical) and g is the viscosity. Then
Eq. (E32) is the Stokes-Einstein relation for the diffusion constant. 
We obtain:
When ðq 1 ; q 2 ; q 3 Þ ¼ ðx; y; zÞ, Eq. (E37) describes translational diffusion in a three-dimensional space. Rotational and translational diffusion come from the same molecular processes. They often have to be considered as coupled. However this coupling does not affect relaxation in solution, except perhaps when intermolecular effects become important, e.g. in solutions with paramagnetic ions [1, 90, 91] . From this fundamental similarity, we derive the equation of rotational diffusion from that of translational diffusion. This can be achieved by forcing translational diffusion to take place on a sphere of radius r 0 and using spherical polar coordinates X ¼ ðr; h; /).
We now consider the simple case of isotropic diffusion with a scalar diffusion constant D. We have for any function f:
Defining D 0 ¼ D=r 
The expressions of Eqs. 
where X describes the orientation of the diffusing particle.
A similar development can be used when the diffusion is anisotropic, with a diffusion tensor D 
we can write: 
Expanding the dot product, we have: 
Which can be written more succinctly with the use of index notation:
Since the terms D ij are scalar constants and the angular momentum operators are purely differentiation operators, we can factor the D ij terms out of the expression in Eq. (E45), yielding a useful expression for the diffusion equation in index notation:
The diffusion equation simplifies considerably if we work in the principal axis frame (PAF) of the rotational diffusion tensor, for this frame is fixed to the rotation of the molecule, and the elements of the diffusion tensor are therefore constant. Further, in this frame, the rotational diffusion tensor is by definition diagonal. Thus, all terms for which j -i vanish:
Many authors write Eq. (E46) with the P terms factored-out on the right side. Indeed, this is convenient, since it facilitates the definition of a diffusion operator b R, i.e.
@P @t
with:
However, it is worth noting that Eq. (E48) is at least somewhat misleading if one evaluates the operator expression rigorously. This is because the term c L i ð c L i UÞ would appear to operate on P as a scalar, i.e. as ð c L 2 i UÞP rather than c L i ðð c L i UÞPÞ. To avoid confusion, we therefore prefer to write the diffusion operator as
where the ð. . . Þ op notation is taken to mean that the terms '. . .' inside parentheses are evaluated and then treated as a single operator.
E.2. Solution to the diffusion equation
To solve the diffusion equation for P ¼ PðX; tjX 0 Þ, let us use the separation of variables approach, and assume a solution in which PðX; tjX 0 Þ is the product of two functions, f m ðtÞ, which is a function 
E.3. Equilibrium probability distribution
The thermal equilibrium probability distribution function P eq ðXÞ satisfies the condition
and is related to the ordering potential UðXÞ as the Boltzmann distribution:
where T is the temperature, k B is the Boltzmann constant, and Z ¼ R exp½ÀUðXÞ=k B TdX is the partition function.
Alternatively, one may consider that the equilibrium probability distribution P eq ðXÞ is equivalent to the long time behavior of the conditional probability PðX; tjX 0 Þ: lim t!1 P X; tjX 0 ð Þ¼ P eq X ð Þ: ðE64Þ
E.4. The diffusion operator
In the principal axis frame of the rotational diffusion tensor, the rotational diffusion operator is given by Eq. (E50). Note that in the absence of any ordering potential (i.e. U ¼ 0), Eq. (E50) reduces to the rotational diffusion operator encountered in the discussion of rigid molecules tumbling in isotropic solvents (Section 4).
E.4.1. Change of variables
When explicitly writing every term of the rotational diffusion operator, it is helpful to rewrite the diffusion tensor in its principal axis frame as . ¼
This is simply a change of variables employed for mathematical convenience, and has no physical significance. Nevertheless, it may be useful to interpret e as an asymmetry parameter of the diffusion tensor. g is the ratio of the diffusion constant around the molecular z-axis ('spinning', which is measured by .) relative to the diffusion constant of the molecular z-axis itself ('tumbling', which is measured by D zz ). In other words, g characterizes the anisotropy of the diffusion tensor. These interpretations will become especially clear at the end of the following section; see Eqs. C is the resulting symmetrized diffusion operator. A corresponding transformation will be carried out on P, which we treat as a vector.
The symmetrizing transformation amounts to a change in basis. 
Regarding P as vector (expanded, for example, as a sum of Wigner rotation functions), the application of the symmetrizing transformation to P within the above framework is straightforward. Explicitly, from Eq. (E69), we have e P ¼ b P and the diffusion equation (E67) becomes:
One should avoid becoming overly-concerned with this vector formalism, however: both P and e P, no matter how they are written, are in fact scalars (as is b P À1=2 eq , for that matter), and therefore all the commutation rules of scalar algebra continue to apply. 
Explicitly, we have
Applying the operator in Eq. (E77) on a test function f, we have
The explicit expression for the angular momentum operator c L j is
where the coordinates fj; k; lg ¼f x; y; zg and cyclic permutations thereof.
This expression for the fully-symmetrized diffusion operator is completely general. When the diffuser has axially or spherical symmetry, the expression becomes simpler. For axial symmetry, 
