In the field of explorative data analysis self-organizing maps have been used successfully for a lot of applications. In our case, we apply the self-organizing map for the analysis of semiconductor fabrication data by training recorded high dimensional data sets. Usually, the training result is displayed by using appropriate visualization techniques and the results are evaluated manually. Especially for large data sets an automated post-processing of the training result is essential. In this paper an automatic training result analysis based on specific image processing is introduced. Dependencies between components maps are calculated by structure overlapping analysis based on the segmentation of component maps. This novel method has been integrated into the data analysis software DanI, that simulates self-organizing maps for data analysis with several pre-processing and post-processing capabilities.
Introduction
The range of applications where self-organizing maps (SOMs) [3] are used is extremely wide. Applications like machine vision, optical character recognition and, signal processing are typical for SOMs [7] . In cooperation with an industrial partner we use self-organizing maps for the analysis of semiconductor fabrication data. Aim in this field of explorative data analysis is the optimization of the fabrication process in terms of quality and yield [5] . During the data collection phase various parameters are captured from the fabrication process. One type of data is physical parameters like film thickness, implantation dose, equipment settings etc. that are collected during the fabrication process. The second type of data is a measurement result of electrical test structures like voltages, currents and derived data. These different types of data are summarized up to high dimensional data sets containing several ten thousands of vectors with several hundred of vector components. Due to the large number of vectors a manual analysis is not possible. By applying the data set to a self-organizing map during a training phase a mapping of the high dimensional data set to a mostly two dimensional map is achieved [3] [5] and the training result may be interpreted visually in a qualitative way. But in general an automatic post-processing of the trained SOM is desirable to get quantitative dependencies between the various components in the data set and to reduce time for analysis. Therefore, an automated analysis of the trained SOM has been developed. In this paper, we introduce an automated structure overlapping analysis, that performs an image segmentation on the visualizations of self-organizing maps like component maps or U-Matrices [8] . An image segmentation algorithm based on the Discrete Curve Evolution Algorithm [4] extracts the structure of the input data after being mapped to the SOM. Size, shape and position of the extracted structures of all component maps of the SOM are compared to identify similarities. The resulting level of overlapping gives information about dependencies in the data set. The SOM algorithm as well as the analysis of the trained data are implemented in the data analysis tool DanI. We demonstrate the capabilities of the new approach on an artificial test data set containing three-dimensional vectors. In section 2 the data analysis using SOMs and the segmentation of self-organizing maps is discussed. The three dimensional artificial data set is introduced in section 3. Furthermore, the applied image processing and the Discrete Curve Evolution algorithm as well as its necessary extension for an automated segmentation of histograms is explained. In section 4 the data analysis software DanI is introduced. The discussed topics are summarized in a conclusion in section 5.
Segmentation of Self-organizing Maps
The unsupervised learning algorithm of self-organizing maps is used in the field of explorative data analysis by the authors, because of its nonlinear projection of a high dimensional input space onto a two-dimensional map of neurons. After projection to the two-dimensional map of neurons the training result has to be examined. Different visualization techniques, like U-Matrix and component maps, have become popular. All this visualizations are capable to visualize specific properties of the map representing the input data. What they are suffering from is the necessary manual analysis of the visualized structure of the data. Manual analysis of high dimensional data is not only time consuming, but also a very complex task. Additionally, manual data analysis often results in qualitative results only. When quantitative results are demanded more reliable methods are necessary. In order to allow a quantitative comparison between different component maps it is necessary to identify the structure of the maps using appropriate algorithms. Component maps and U-Matrix are two-dimensional graphical representations of the trained SOM. These two-dimensional visualization techniques can be treated as ordinary images. Therefore, image processing methods can be applied to analyze them.
The principle procedure shown in the following is illustrated by using an artificial three-dimensional data set (see figure 1 ). Different types of clusters are included in the data set. Linear and non linear dependencies between two components of the data are in included as well as randomized dependencies. In total the data set contains 6000 three-dimensional vectors. This data set is trained on a two-dimensional, rectangular SOM of 50 by 50 neurons.
