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Abstract
We present a variational formulation of fully anisotropic motion by surface dif-
fusion and mean curvature flow, as well as related flows. The proposed scheme
covers both the closed curve case, and the case of curves that are connected via
triple junction points. On introducing a parametric finite element approximation,
we prove stability bounds and report on numerical experiments, including crys-
talline mean curvature flow and crystalline surface diffusion. The presented scheme
has very good properties with respect to the equidistribution of mesh points and, if
applicable, area conservation.
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1 Introduction
Geometric flows, in which hypersurfaces move such that an anisotropic surface energy
decreases, appear in many situations in the natural sciences and in geometry. E.g. in
materials science one observes that the surface energy density of a crystal surface depends
locally on the normal to the surface. Often physical evolution laws tend to decrease the
energy and the easiest law to decrease anisotropic surface energy is motion by anisotropic
mean curvature flow, which generalizes the classical mean curvature flow V = κ, where
V is the normal velocity and κ is the mean curvature, i.e. the sum of the principal
curvatures. If the enclosed volume is preserved, then possible evolution laws that decrease
the anisotropic surface energy are volume preserving anisotropic mean curvature flow and
anisotropic surface diffusion. In the volume preserving anisotropic mean curvature flow a
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time dependent but spatially constant term is added to the curvature flow equation, such
that volume is preserved. Hence this flow is of second order, like the mean curvature flow.
The anisotropic surface diffusion law generalizes isotropic surface diffusion,
V = −Δs κ ,
where Δs is the Laplace–Beltrami operator on the surface. Since one needs four spatial
derivatives to compute Δs κ, this flow is of fourth order. We refer to the papers Wulff
(1901), Herring (1951), Frank (1963), Taylor, Cahn, and Handwerker (1992) and Taylor
and Cahn (1994) for more details on anisotropy in materials science and geometry, and
we refer to Taylor and Cahn (1994) for volume preserving geometric flows.
In the recent papers Barrett, Garcke, and Nu¨rnberg (2005) and Barrett, Garcke, and
Nu¨rnberg (2006a), the authors introduced a parametric finite element approximation for
the evolution of closed curves and curve networks under motion by isotropic surface
diffusion and mean curvature, as well as related (isotropic) evolution laws. In this paper we
will show that these approximations can be adapted to yield stable and efficient schemes
for geometric evolution laws governed by anisotropic surface energies.
An anisotropic surface energy has the form
|Γ|γ :=
∫
Γ
γ(~ν) ds, (1.1)
where Γ ⊂ Rd, d = 2, 3, is a hypersurface with unit normal ~ν and γ : Rd \ {~0} → R>0 is
a given anisotropy function. The function γ is positively homogeneous of degree one, i.e.
γ(λ ~p) = |λ| γ(~p) ∀ ~p ∈ Rd, ∀ λ ∈ R \ {0} ⇒ γ′(~p) . ~p = γ(~p) ∀ ~p ∈ Rd, (1.2)
where γ′ is the gradient of γ. In the isotropic case we have that γ(~p) = |~p| and so γ(~ν) = 1,
which means that |Γ|γ reduces to |Γ|, the surface area of Γ. A wide class of anisotropies
can be modelled by
γ(~p) =
L∑
`=1
γ(`)(~p) =
L∑
`=1
√
~p .G(`) ~p ⇒ γ′(~p) =
L∑
`=1
[γ(`)(~p)]−1G(`) ~p , (1.3)
where G(`) ∈ Rd×d, ` = 1 → L, are symmetric and positive definite; and in this paper
we will restrict our analysis to anisotropies of the form (1.3). This will enable us to
prove stability bounds for our fully discrete (parametric) approximations for anisotropic
geometric evolution laws, something that is new in the literature. We remark that variants
of our proposed schemes can be used for anisotropies that are more general than (1.3), but
it does not seem to be possible to prove analogue stability results in these more general
situations. Examples for energies of the form (1.3) are γ(~p) =
[∑d
i=1 α
2
i p
2
i
] 1
2
, where
~α ∈ Rd>0 is given, and the regularized l1 norm
γ(~p) =
d∑
i=1
√
ε2 |~p|2 + p2i (1.4)
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that was, for instance, considered in Deckelnick, Dziuk, and Elliott (2005a). For more
details on possible anisotropy functions, see Bellettini and Paolini (1996). Different
anisotropies can be visualized by their Frank diagram
F := {~p ∈ Rd : γ(~p) ≤ 1}
and their Wulff shape
W := {~q ∈ Rd : γ∗(~q) ≤ 1},
which was first introduced by Wulff (1901). Here γ∗ is the dual to γ and is defined by
γ∗(~q) = sup
~p∈Rd\{~0}
~p . ~q
γ(~p)
.
It follows immediately from the above definition that Wulff shapes are convex. We note
that the Frank diagrams for (1.3) are always convex.
As the anisotropy (1.3) satisfies ~p . γ ′(~q) ≤ γ(~p) for all ~p, ~q ∈ Rd \ {~0}, it is straight-
forward to construct the Wulff shape W and find γ∗. Let Sd−1 be the unit sphere in Rd.
Then
~rF(~r) := [γ(~r)]−1 ~r and ~rW(~r) := γ′(~r), ~r ∈ Sd−1, (1.5)
parameterize the boundaries of F and W , respectively. Moreover, γ∗(~q) = |~rW(~r)|−1 if
γ′(~r) and ~q ∈ Sd−1 point in the same direction. This defines γ∗ for ~q ∈ Sd−1, and via the
1-homogeneity on all of Rd \ {~0}. In fact one can show that
γ∗(~q) =
√
~q .G∗~q ~q with G
∗
~q =
(
L∑
`=1
μ(`)(~q)G(`)
)−1
, (1.6)
where
∑L
`=1[μ
(`)(~q)]−1 = 1 and μ(`)(~q) > 1, ` = 1 → L. For more details on ways to
construct the Wulff shape for a given anisotropy γ, see Peng, Osher, Merriman, and Zhao
(1999).
In Figure 1 we give the Frank diagrams in R2 for anisotropies of the form (1.3); in
particular for
γ(~p) =
L∑
`=1
√
~p .R(−θ`)D(ε`)R(θ`) ~p, where D(ε) :=
(
1 0
0 ε2
)
(1.7)
and R(θ) :=
(
cos θ sin θ
− sin θ cos θ
)
is a clockwise rotation matrix through the given angle θ.
For the anisotropies in Figure 1 we used ε2` ≡ 10−2 and ε2` ≡ 10−5, respectively, with
(θ1, . . . , θL) = (0,
π
2
), (0, π
3
, 2π
3
), (0, π
4
, π
2
, 3π
4
), (0, π
3
, π
4
) and (0, π
10
, π
9
, 3π
4
). Note that for the
last two choices the Frank diagrams have got only a two-fold symmetry. The Frank
diagrams for the same anisotropies, but with ε21 = 0.1 and ε
2
` = 10
−5, ` = 2 → L can be
seen in Figure 2. Finally, the corresponding Wulff shapes are presented in Figures 3.
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Figure 1: Frank diagrams for different choices of (1.3).
Figure 2: Frank diagrams for different choices of (1.3).
Given an anisotropy γ, the so called Cahn–Hoffmann vector is defined by
~νγ := γ
′(~ν) ,
where ~ν ∈ Rd is the unit normal to Γ ⊂ Rd, see Cahn and Hoffmann (1974). Note that in
the isotropic case, γ(~p) = |~p|, we have that ~νγ ≡ ~ν. Then the weighted mean curvature is
given by
κγ := −∇s . ~νγ ; (1.8)
where ∇s . is the tangential divergence on Γ, with ∇s f = ∇ f − (~ν .∇ f)~ν being the
tangential gradient on Γ; see e.g. Deckelnick, Dziuk, and Elliott (2005a, p. 150). Here
we have adopted the opposite sign convention to that in Deckelnick, Dziuk, and Elliott
(2005a), in that in the isotropic case the mean curvature κ := −∇s . ~ν is positive if the
curvature is in the direction of the normal. Although the sign of κγ depends on the choice
of ~ν, the weighted mean curvature vector κγ ~ν is invariant of this choice.
Motion by anisotropic mean curvature and anisotropic surface diffusion are then given
by
(a) V = κγ and (b) V = −Δs κγ, (1.9)
respectively, where V is the normal velocity of Γ and Δs is the surface Laplacian. It is
also possible to include an anisotropic mobility into (1.9a,b), leading to:
(a) V = β(~ν)κγ , and (b) V = −∇s . (β(~ν)∇s κγ) , (1.10)
where β : Sd−1 → R is a given smooth positive function. For a derivation of (1.10a),
we refer to Angenent and Gurtin (1989) and Gurtin (1993); see also Taylor, Cahn, and
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Figure 3: Wulff shapes for the Frank diagrams in Figures 1 and 2.
Handwerker (1992). We remark that the algorithms we present in this paper can easily
be generalized to study nonlinear relations between V and κγ of the form
V = β(~ν) f(κγ) , (1.11)
where f is a strictly monotonically increasing continuous function. Of particular interest
is the case f(r) = −r−1, i.e. the inverse anisotropic mean curvature flow, see Barrett,
Garcke, and Nu¨rnberg (2006a) for the relevant details in the isotropic case.
Given a parameterization ~x ∈ Rd of Γ, (1.10a,b) can be formulated as
(a) ~xt . ~ν = β(~ν)κγ and (b) ~xt . ~ν = −∇s . (β(~ν)∇s κγ) , (1.12)
respectively. It follows from (1.8), see e.g. Deckelnick, Dziuk, and Elliott (2005a, p. 194),
that
κγ ~ν = −∇s . (~ν [γ′(~ν)]T ) +∇s . (γ(~ν)∇s ~x) + γ(~ν)Δs ~x . (1.13)
Here ∇s ~ϕ ∈ Rd×d with (∇s ~ϕ)kl = [∇s ϕk]l, k, l = 1→ d, for ~ϕ = (ϕ1, . . . , ϕd)T ∈ Rd; and
∇s . A ∈ Rd with [∇s . A]l = ∇s . ~Al, l = 1→ d, for A = [ ~A1 . . . ~Ad] ∈ Rd×d. We define also
A .B :=
∑d
k,l=1AklBkl for A,B ∈ Rd×d.
We remark that the tangential component ~xt − (~xt . ~ν)~ν of the velocity ~xt is not
prescribed in (1.12a,b), similarly to the formulations of the isotropic evolution equations
in Barrett, Garcke, and Nu¨rnberg (2005) and Barrett, Garcke, and Nu¨rnberg (2006a).
Hence (1.12a,b) with (1.13) admit a whole family of solutions ~x; although the evolution
of the hypersurface Γ is uniquely defined.
We now assume that Γ is compact, so by the Jordan–Brouwer decomposition theo-
rem it is the boundary of an open bounded subset of Rd. Testing (1.12a,b) and (1.13)
with suitable smooth functions ϕ and ~ϕ, and applying the Gauss theorem on manifolds,
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∫
Γ
∇s . ~g ds = −
∫
Γ
κ ~g . ~ν ds, yields, on noting that ∇s g . ~ν = 0, that∫
Γ
~xt . ~ν ϕ ds =
∫
Γ
β(~ν)κγ ϕ ds or
∫
Γ
~xt . ~ν ϕ ds =
∫
Γ
β(~ν)∇s κγ .∇s ϕ ds,
(1.14a)
and
∫
Γ
κγ ~ν . ~ϕ ds =
∫
Γ
[~ν [γ′(~ν)]T ] .∇s ~ϕ ds−
∫
Γ
γ(~ν)∇s ~x .∇s ~ϕ ds; (1.14b)
see e.g. once again Deckelnick, Dziuk, and Elliott (2005a, p. 194) for the details in deriving
(1.14b). For d = 2 we note that (1.13) collapses to κγ ~ν = [γ′(~ν)]⊥s , and so equation (1.14b)
can be rewritten as ∫
Γ
κγ ~ν . ~ϕ ds =
∫
Γ
γ′(~ν) . ~ϕ⊥s ds , (1.15)
where ~p⊥ := R(π
2
) ~p denotes the clockwise rotation by π
2
; see e.g. once again Deckelnick,
Dziuk, and Elliott (2005a, p. 196) for the details.
As remarked earlier, a surface that encloses a region in Rd and evolves according to
anisotropic surface diffusion conserves volume. Choosing ~ν to be the outward unit normal
to the region and taking a(t) as the total enclosed volume, this follows from
d
dt
a(t) =
∫
Γ
V ds =
∫
Γ
~xt . ~ν ds = 0;
where the last identity follows from the second equation in (1.14a) with ϕ ≡ 1. Further-
more the total surface energy, |Γ(t)|γ , decreases in time, as choosing ϕ = κγ in the second
equation in (1.14a) yields that
d
dt
|Γ(t)|γ = −
∫
Γ
κγ V ds = −
∫
Γ
κγ ~xt . ~ν ds = −
∫
Γ
β(~ν) (∇s κγ)2 ds ≤ 0. (1.16)
An analogue of (1.16) also holds for anisotropic mean curvature flow, (1.10a). A version
of (1.10a) that preserves the enclosed volume is given by
V = β(~ν)κγ −
∫
Γ
β(~ν)κγ ds∫
Γ
1 ds
, (1.17)
the so called conserved (anisotropic) mean curvature flow, also called (anisotropic) surface
attachment limited kinetics (SALK). An intermediate law between (1.17) and (1.10b) is
the following evolution law:
V = −∇s . (β(~ν)∇s [L−1 (β(~ν)κγ ) ] ), where L g := −1ξ ∇s . (β(~ν)∇s g ) + 1α β(~ν) g
(1.18)
and α, ξ ∈ R>0. The flow (1.18), in the isotropic case with β ≡ 1, was first discussed in
Taylor and Cahn (1994); see also Elliott and Garcke (1997). It is similar to (1.17) and
(1.10b) in that the enclosed volume is conserved, while the surface energy |Γ|γ decreases.
We observe that for α → ∞ and ξ = 1, the solutions to (1.18) should converge to
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solutions of (1.17), while ξ → ∞ and α = 1 corresponds to the law (1.10b). Given a
parameterization ~x ∈ Rd of Γ, (1.18) can be written as a system of second order equations:
~xt . ~ν = −∇s . (β(~ν)∇s y ) , L y = β(~ν)κγ , and (1.13). (1.19)
In Section 2, we will consider a finite element approximation of a variational formulation
of (1.19), as well as (1.12a,b) with (1.13).
Theoretical aspects of anisotropic mean curvature flow were studied in Taylor (1992),
Bellettini and Paolini (1996), and Giga (2006). For nondifferentiable surface energies γ
one can introduce the notion of crystalline curvature flow, which was first considered in
Taylor (1988) and Angenent and Gurtin (1989), and was later also studied in Gira˜o (1995).
Crystalline surface diffusion was studied in Taylor (1996) and Taylor (2002). Crystalline
motion including triple junctions was considered in Taylor (1993) and Taylor (1999). In
this paper we will only consider smooth anisotropies, but the Frank diagrams displayed in
Figures 1 and 2 show that we can approximate crystalline surface energies very accurately.
A parametric finite element approximation of anisotropic mean curvature flow was
studied in Clarenz, Dziuk, and Rumpf (2003), while a level set formulation for anisotropic
mean curvature flow and surface diffusion was discussed in Clarenz, Haußer, Rumpf, Voigt,
and Weikard (2005). A different level set formulation of anisotropic surface diffusion was
considered in Chopp and Sethian (1999), see also Russo and Smereka (2000). A finite
element formulation of anisotropic mean curvature flow was considered in Deckelnick
and Dziuk (2003). Anisotropic surface diffusion for graphs was considered in Deckelnick,
Dziuk, and Elliott (2005b). A parametric approximation for a regularized version of
anisotropic mean curvature flow, that was introduced by Di Carlo, Gurtin, and Podio-
Guidugli (1992), of curves, that is based on the scheme in Ba¨nsch, Morin, and Nochetto
(2005), was considered in Haußer and Voigt (2006) and extended to regularized anisotropic
surface diffusion and related flows in Haußer and Voigt (2005). A phase field model for
anisotropic surface diffusion, including approximative crystalline surface diffusion, in the
context of epitaxial growth is considered in Barrett, Garcke, and Nu¨rnberg (2006b). A
phase field model for curve networks moving under motion by anisotropic mean curvature
was considered in Garcke, Nestler, and Stoth (1999).
From now on, and throughout this paper, we will restrict ourselves to the case d = 2,
i.e. the evolution of curves in the plane. In many applications, networks of curves with
triple junctions appear. A model for (isotropic) surface diffusion of a network of curves
has been introduced by Garcke and Novick-Cohen (2000), and this can be naturally
generalized to anisotropic surface energies. In the following, we describe this model for a
network of three curves. Let Γ1, Γ2, Γ3 be the given curves in Rd, d = 2, with anisotropies
γi(~νi) of the form (1.3), i = 1→ 3, that intersect at two triple junction points Λ1 and Λ2;
see Figure 4. Let ~τi ∈ Rd be the unit tangent to Γi pointing away from the triple junction
point Λ1 and towards point Λ2, and let ~νi = −~τ⊥i ∈ Rd be the unit normal to Γi. Then
the normal velocity for each curve is given by
Vi = −∇s . (βi(~νi)∇s κγ,i), i = 1→ 3, (1.20)
where κγ,i = −∇s . [γ′i(~νi)] is the weighted mean curvature of Γi, i.e. the analogue of (1.8),
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and βi(~νi) is a positive mobility. Then, in addition to (1.20), the following conditions
have to hold at the triple junction points Λ1 and Λ2:
the triple junction does not pull apart, (1.21a)
γ′1(~ν1) + γ
′
2(~ν2) + γ
′
3(~ν3) = ~0, (1.21b)
~τ1 . β1(~ν1)∇s κγ,1 = ~τ2 . β2(~ν2)∇s κγ,2 = ~τ3 . β3(~ν3)∇s κγ,3, (1.21c)
κγ,1 + κγ,2 + κγ,3 = 0, (1.21d)
where∇s |Γi≡ ~τi ∂∂s with s being the arclength. The conditions (1.21a–d) are an attachment
condition, a force balance condition, a flux balance condition and a chemical potential
continuity condition, respectively. We note that (1.21b) leads to angle conditions at the
triple junction, and reduces to the well-known Young’s law in the isotropic case. The flux
balance condition (1.21c) follows from mass balance considerations at the triple junction.
In order to be in thermodynamical equilibrium locally, it is necessary that the chemical
potential differences are continuous which leads to (1.21d); for more details on the above
derivations in the isotropic case see Garcke and Novick-Cohen (2000).
Taking the boundary conditions (1.21a–d) into account, we easily derive that the total
area of the enclosed phases are conserved; e.g. for the area a3(t) of the phase enclosed by
Γ1 and Γ2, see Figure 4, we obtain that
d
dt
a3(t) =
∫
Γ2
V2 ds−
∫
Γ1
V1 ds
= −
∫
Γ2
∇s . (β2(~ν2)∇s κγ,2) ds+
∫
Γ1
∇s . (β1(~ν1)∇s κγ,1) ds = 0,
where the last identity follows from (1.21c). The total free energy of the system is given
by
∑3
i=1 |Γi(t)|γ, where |Γi(t)|γ is now the weighted length of Γi(t), and we obtain from
d
dt
3∑
i=1
|Γi(t)|γ = −
3∑
i=1
∫
Γi
κγ,i Vi ds =
3∑
i=1
∫
Γi
κγ,i∇s . (βi(~νi)∇s κγ,i) ds
= −
3∑
i=1
∫
Γi
βi(~νi) |∇s κγ,i|2 ds ≤ 0
that the total free energy cannot increase. The first identity above holds because of
(1.21b), and the last identity is true since the boundary conditions (1.21c) and (1.21d)
imply that the boundary terms arising from the integration by parts disappear.
For parameterizations ~xi ∈ Rd of Γi, i = 1 → 3, (1.20) can be written as a system of
second order equations:
(~xi)t . ~νi = −∇s . (βi(~νi)∇s κγ,i), κγ,i ~νi = [γ′i(~νi)]⊥s . (1.22)
A variational formulation of (1.22) and (1.21a–d) will form the basis for our scheme that
we present in Section 2. We note that for the isotropic case, the second equation in (1.22)
collapses to κi ~νi = [~νi]⊥s = [~τi]s = Δs ~xi.
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Λ1
Λ2
Γ1 Γ2 Γ3
~ν3
~τ3
~ν1
~τ1
~ν2
~τ2
Figure 4: The setup of Γ = (Γ1,Γ2,Γ3).
In the recent paper Barrett, Garcke, and Nu¨rnberg (2006a), the authors considered
also the possibility of curve intersections with a fixed external domain boundary ∂Ω,
where Ω is a domain in Rd; see Figure 5 for an example. As we will consider this situation
also for the anisotropic evolution laws in this paper, we now state the necessary conditions
that have to hold at these intersections. Let ∂Ω be given by a function F ∈ C1(Rd) such
that
∂Ω = {~z ∈ Rd : F (~z) = 0} and |∇F (~z)| = 1 ∀ ~z ∈ ∂Ω . (1.23)
Then, for the three given curves Γi, i = 1→ 3, the conditions (1.21a–d) only need to hold
at the triple junction Λ = ~xi(0), i = 1 → 3, while at the boundary intersection points
~xi(1), i = 1→ 3, the following conditions have to hold:
the curve endpoint remains attached to ∂Ω, (1.24a)
[γ′i(~νi)]
⊥ . [∇F (~xi(1))]⊥ = 0, (1.24b)
βi(~νi)∇s κγ,i = ~0. (1.24c)
We note that (1.24b) prescribes an angle of αi = 90
◦ between [γ′i(~νi)]
⊥ and the external
boundary. This can be easily modified to
[γ′i(~νi)]
⊥ . [∇F (~xi(1))]⊥ = cosαi, (1.25)
in order to prescribe an arbitrary angle between [γ′i(~νi)]
⊥ and the external boundary ∂Ω.
A network of curves with triple junctions, as e.g. previously described in Figure 4,
moving under (anisotropic) motion by mean curvature can also be considered. Given the
curves Γ1, Γ2, Γ3, the normal velocity for each curve is then given by
Vi = βi(~νi)κγ,i, i = 1→ 3, (1.26)
as opposed to (1.20) for surface diffusion. In addition, the conditions (1.21a,b) have to
hold at the triple junction points Λ1 and Λ2. That is, the chemical potential continuity
condition, (1.21d), and the flux balance condition, (1.21c), in the surface diffusion case are
dropped. As before, intersections of a curve with the external boundary ∂Ω can also be
incorporated. Let ∂Ω be given by (1.23). Then, for the three given curves Γi, i = 1→ 3,
the conditions (1.21a,b) only need to hold at the triple junction Λ = ~xi(0), i = 1 → 3;
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~τ3
~τ1 ~τ2Λ
∂Ω
Γ1 Γ2
Γ3
Figure 5: The second possible setup of Γ = (Γ1,Γ2,Γ3).
while (1.24a,b) hold at the boundary intersection points ~xi(1), i = 1 → 3. Once again,
the flux balance condition, (1.24c), is dropped for mean curvature flow.
For parameterizations ~xi ∈ Rd of Γi, i = 1 → 3, (1.26) can be written as a system of
second order equations:
(~xi)t . ~νi = βi(~νi)κγ,i, κγ,i ~νi = [γ′i(~νi)]⊥s . (1.27)
A variational formulation of (1.27), with the above stated conditions at triple junctions
and boundary intersection points, will form the basis for our scheme that we present in
Section 2. We remark that it is also possible to couple anisotropic mean curvature flow
and anisotropic surface diffusion at triple junctions and it is straightforward to combine
the methods of Barrett, Garcke, and Nu¨rnberg (2006a), in which the isotropic case is
studied, with the methods developed here to handle this situation.
The paper is organised as follows. In Section 2 we formulate a finite element ap-
proximation for (1.14a), (1.15) and derive stability bounds. Here we first introduce our
approximation for the simpler cases of a closed curve, and then generalize that scheme to
cover (1.20) and (1.21a–d) as well as (1.26) and (1.21a,b) in the case of a triple junction
configuration as in Figure 4. We indicate on how to generalize the approach to a configura-
tion as in Figure 5, as well as to an arbitrary setup of curves, triple junctions and external
boundary intersections. In Section 3 we present numerous numerical computations.
2 Finite Element Approximation
2.1 Closed curves
We introduce the following finite element approximation. Let J := R/Z = ∪Nj=1Jj, N ≥ 2,
be a decomposition of J into intervals given by the nodes qj, Jj = [qj−1, qj]. Let hj = |Jj|
and h = maxj=1→N hj be the maximal length of a grid element. Then the necessary finite
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element spaces are defined as follows:
V h0 := {~χ ∈ C(J,Rd) : ~χ |Jj is linear ∀ j = 1→ N} =: [W h0 ]d ⊂ H1(J,Rd),
where W h0 ⊂ H1(J,R) is the space of scalar continuous (periodic) piecewise linear func-
tions, with {φl}Nl=1 denoting the standard basis of W h0 . Throughout this paper, we make
use of the periodicity of J , i.e. qN ≡ q0, qN+1 ≡ q1 and so on.
In addition, let 0 = t0 < t1 < . . . < tM−1 < tM = T be a partitioning of [0, T ]
into possibly variable time steps τm := tm+1 − tm, m = 0 → M − 1. We set τ :=
maxm=0→M−1 τm. Let ~Xm ∈ V h0 be an approximation to ~x(∙, tm), and similarly κmγ ∈ W h0
for κγ(∙, tm).
For scalar, vector and matrix functions u, v ∈ L2(J,R), L2(J,Rd) and L2(J,Rd×d),
respectively, we introduce the L2 inner product 〈∙, ∙〉m over the current polygonal curve
Γm, which is described by the vector function ~Xm ∈ V h0 , as follows
〈u, v〉m :=
∫
Γm
u . v ds =
∫
J
u . v | ~Xmρ | dρ .
Here and throughout this paper, ρ ∈ [0, 1] is the parameterization variable. In addition,
if u, v are piecewise continuous, with possible jumps at the nodes {qj}Nj=1, we define the
mass lumped inner product 〈∙, ∙〉hm as
〈u, v〉hm := 12
N∑
j=1
| ~Xm(qj)− ~Xm(qj−1)|
[
(u . v)(q−j ) + (u . v)(q
+
j−1)
]
, (2.1)
where we define u(q±j ) := lim
ε↘0
u(qj ± ε). Furthermore, we note that
∇s u .∇s v = us . vs = uρ . vρ| ~Xmρ |2
and ~νm = −[~τm]⊥ = −(
~Xmρ )
⊥
| ~Xmρ |
;
and in particular, we note also that for ~u,~v ∈ L2(J,Rd) and ` = 1→ L
(G(`)∇s ~u) .∇s ~v = (G(`) ~us [~τm]T ) . (~vs [~τm]T ) = (G(`) ~us) . ~vs .
Hence, on recalling (1.3), (1.14a) and (1.15), we propose the following approximation
to (1.10a): Find { ~Xm+1, κm+1γ } ∈ V h0 ×W h0 such that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm)κm+1γ , χ〉hm = 0 ∀ χ ∈ W h0 , (2.2a)
〈κm+1γ ~νm, ~η〉hm +
L∑
`=1
〈[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ~η⊥〉m = 0 ∀ ~η ∈ V h0 , (2.2b)
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where, as noted above, the inner products 〈∙, ∙〉m, 〈∙, ∙〉hm as well as ∇s depend on m. The
corresponding approximation for motion by anisotropic surface diffusion, (1.10b), is given
by: Find { ~Xm+1, κm+1γ } ∈ V h0 ×W h0 such that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm)∇s κm+1γ ,∇s χ〉m = 0 ∀ χ ∈ W h0 (2.3)
and (2.2b) hold. We note that (2.2a,b) and (2.3), (2.2b) for the isotropic surface energy
γ(~p) = |~p| and the mobility β ≡ 1 collapse to the schemes considered in Barrett, Garcke,
and Nu¨rnberg (2006a) and Barrett, Garcke, and Nu¨rnberg (2005), respectively.
In order to approximate (1.17), we adapt (2.2a) to
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm)κm+1γ , χ〉hm = −
〈β(~νm)κmγ , 1〉hm
〈1, 1〉m 〈1, χ〉m ∀ χ ∈ W
h
0 .
(2.4)
Remark. 2.1. Nonlinear anisotropic mean curvature flows of the form (1.11) can be
approximated by the scheme: Find { ~Xm+1, κm+1γ } ∈ V h0 ×W h0 such that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm) f(κm+1γ ), χ〉hm = 0 ∀ χ ∈ W h0 (2.5)
and (2.2b) hold. Under certain assumptions on f existence, uniqueness and stability can
be shown for (2.5) and (2.2b), see Barrett, Garcke, and Nu¨rnberg (2006a) for the details
in the isotropic case.
Remark. 2.2. A possible approximation for (1.12a) and (1.13), that can be used for an
arbitrary anisotropy function γ, is the following. Find { ~Xm+1, κm+1γ } ∈ V h0 ×W h0 such
that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm)κm+1γ , χ〉hm = 0 ∀ χ ∈ W h0 , (2.6a)
〈κm+1γ ~νm, ~η〉hm + 〈γ(~νm)∇s ~Xm+1,∇s ~η〉m = 〈[~νm [γ′(~νm)]T ],∇s ~η〉m ∀ ~η ∈ V h0 . (2.6b)
The system (2.6a,b) uses a similar time discretization to the scheme studied in Clarenz,
Dziuk, and Rumpf (2003). We note that as d = 2, the right hand side value of (2.6b) is
given by
∫
Γm
(~ηs . ~ν
m) (γ′(~νm) . ~τm) ds.We note that although in practice the approximation
(2.6a,b) behaves well, it does not appear possible to prove a stability result similar to
Theorem 2.2, below. Moreover, the corresponding scheme for anisotropic surface diffusion,
(2.3) and (2.6b), is unstable in practice, unless a very small time step size τ is used; and
it usually eventually fails in practice due to the coalescence of mesh points. We observed
a similar behaviour in practice for a scheme that treats the right hand side term in (2.6b)
semi-implicitly.
Before we can proceed to prove existence and uniqueness to (2.2a,b) and (2.3), (2.2b),
we have to make the following very mild assumption.
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(A0) Let | ~Xmρ | > 0 for almost all ρ ∈ J . For j = 1→ N , let ~νmj− 1
2
:= − ( ~Xmρ )⊥| ~Xmρ | |Jj , and set
~ωmj :=
| ~Xm(qj)− ~Xm(qj−1)|~νmj− 1
2
+ | ~Xm(qj+1)− ~Xm(qj)|~νmj+ 1
2
| ~Xm(qj)− ~Xm(qj−1)|+ | ~Xm(qj+1)− ~Xm(qj)|
=
−[ ~Xm(qj+1)− ~Xm(qj−1)]⊥
| ~Xm(qj)− ~Xm(qj−1)|+ | ~Xm(qj+1)− ~Xm(qj)|
. (2.7)
Then we further assume that dim span{~ωmj }Nj=1 = d = 2.
Remark. 2.3. We note that one can interpret ~ωmj as a weighted normal defined at the
node ~X(qj) of the curve Γ
m, where in general |~ωmj | < 1. In addition, we note that (A0) is
only violated in very rare occasions. For example, it always holds for curves without self
intersections, see Barrett, Garcke, and Nu¨rnberg (2005, Remark 2.2) for details.
Theorem. 2.1. Let the assumption (A0) hold. Then there exists a unique solution
{ ~Xm+1, κm+1} ∈ V h0 ×W h0 to the systems (2.2a,b) and (2.3), (2.2b).
Proof. As (2.2a,b) is linear, existence follows from uniqueness. To investigate the
latter, we consider the system: Find { ~X, κγ} ∈ V h0 ×W h0 such that
〈 ~X, χ~νm〉hm − τm 〈β(~νm)κγ, χ〉hm = 0 ∀ χ ∈ W h0 , (2.8a)
〈κγ ~νm, ~η〉hm +
L∑
`=1
〈[γ(`)(~νm)]−1G(`)∇s ~X⊥,∇s ~η⊥〉m = 0 ∀ ~η ∈ V h0 . (2.8b)
Choosing χ = κγ ∈ W h0 in (2.8a) and ~η = ~X ∈ V h0 in (2.8b) yields that
L∑
`=1
〈[γ(`)(~νm)]−1G(`)∇s ~X⊥,∇s ~X⊥〉m + τm 〈β(~νm)κγ, κγ〉hm = 0 . (2.9)
It follows from (2.9), the positive definiteness of G(`), ` = 1→ L, and the positivity of β
that κγ ≡ 0 and ~X ≡ ~Xc ∈ Rd; and hence that
〈 ~Xc, χ ~νm〉hm = 0 ∀ χ ∈ W h0 . (2.10)
Choosing χ = φj in (2.10) yields that ~X
c . ~ωmj = 0 for all j = 1 → N . It follows from
assumption (A0) that ~Xc = ~0. Hence we have shown that (2.2a,b) has a unique solution
{ ~Xm+1, κm+1γ } ∈ V h0 ×W h0 .
The corresponding proof for the system (2.3), (2.2b) is identical with only a small
modification; see e.g. Barrett, Garcke, and Nu¨rnberg (2005).
Here, and throughout, let ∙(∗) denote an expression with or without the subscript ∗ and
let ~Idn ∈ (Rd×d)n×n be the identity matrix, and similarly for Idn ∈ Rn×n. We introduce
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also the matrices ~N0 ∈ (Rd)N×N , Mβ,0, A(β,)0 ∈ RN×N and ~A0 ∈ (Rd×d)N×N with entries
[Mβ,0]kl := 〈β(~νm)φk, φl〉hm, [ ~N0]kl :=
∫
Γm
πh[φk φl]~ν
m ds, [A0]kl := 〈∇s φk,∇s φl〉m,
[Aβ,0]kl := 〈β(~νm)∇s φk,∇s φl〉m, [ ~A0]kl := [A0]kl
L∑
`=1
[γ(`)(~νm)]−1R(−π
2
)G(`)R(π
2
) ,
(2.11)
where we recall the definition of R(θ) in (1.7), and where πh : C(J,R) → W h0 is the
standard interpolation operator at the nodes {qj}Nj=1. We can then formulate (2.2a,b) as:
Find {δ ~Xm+1, κm+1γ } ∈ (Rd)N × RN , such that(
τmMβ,0 − ~NT0
~N0 ~A0
)(
κm+1
δ ~Xm+1
)
=
(
0
− ~A0 ~Xm
)
, (2.12)
where, with the obvious abuse of notation, δ ~Xm+1 = (δ ~Xm+11 , . . . , δ ~X
m+1
N )
T and κm+1γ =
(κm+11 , . . . , κ
m+1
N )
T are the vectors of coefficients with respect to the standard basis of
~Xm+1 − ~Xm and κm+1γ , respectively. We can transform (2.12) to
κm+1γ =
1
τm
M−1β,0 ~N
T
0 δ
~Xm+1, (2.13a)
( ~A0 +
1
τm
~N0M
−1
β,0
~NT0 ) δ ~X
m+1 = − ~A0 ~Xm. (2.13b)
As (2.13b) is clearly symmetric and positive definite, there exists a unique solution to
(2.13b). Moreover, the solution to (2.13a,b) uniquely solves (2.2a,b).
In order to adapt (2.13a,b) to the approximation (2.3), (2.2b) of motion by anisotropic
surface diffusion, i.e. (2.12) with Mβ,0 replaced by Aβ,0, we need the following definitions;
see Barrett, Garcke, and Nu¨rnberg (2005) for their equivalents in the isotropic case. Let
S0 be the inverse of Aβ,0 restricted on the subspace (kerAβ,0)
⊥ ≡ (span{1})⊥, where
1 := (1, . . . , 1)T ∈ RN . Let ~Π0 be the orthogonal projection onto R⊥0 := { ~X ∈ (Rd)N :
~XT ~N01 = 0}; that is, ~Π0 := ~IdN − ~w~wT~wT ~w , where ~w := ~N01. One can then employ a Schur
complement approach to yield
κm+1γ =
1
τm
S0 ~N
T
0 δ
~Xm+1, (2.14a)
~Π0 ( ~A0 +
1
τm
~N0 S0 ~N
T
0 ) ~Π0 δ ~X
m+1 = −~Π0 ~A0 ~Xm. (2.14b)
As (2.3), (2.2b) has a unique solution, it is easily established that there exists a unique
solution to (2.14b). Moreover, the system (2.14b) is symmetric and positive definite on
R⊥0 , see Barrett, Garcke, and Nu¨rnberg (2005) for the relevant details.
Furthermore, we can establish that our schemes are unconditionally stable.
Theorem. 2.2. Let { ~Xm, κmγ }Mm=1 be the solution of (2.2a,b). Then for k = 1 → M we
have that
|Γk|γ +
k−1∑
m=0
τm 〈β(~νm)κm+1γ , κm+1γ 〉hm ≤ |Γ0|γ , (2.15a)
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where we recall (1.1). Similarly, the solution to (2.3), (2.2b) satisfies
|Γk|γ +
k−1∑
m=0
τm 〈β(~νm)∇s κm+1γ ,∇s κm+1γ 〉m ≤ |Γ0|γ (2.15b)
for k = 1→M .
Proof. As the two proofs are almost identical, it is sufficient to show (2.15b). Choosing
χ = κm+1γ ∈ W h0 in (2.3) and ~η = ~Xm+1− ~Xmτm ∈ V h0 in (2.2b) yields that
L∑
`=1
〈[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ( ~Xm+1 − ~Xm)⊥〉m
+ τm 〈β(~νm)∇s κm+1γ ,∇s κm+1γ 〉m = 0 . (2.16)
We now analyse the first term in (2.16), similarly to the techniques used in Barrett,
Garcke, and Nu¨rnberg (2005), based on ideas in Dziuk (1999b) for the isostropic case.
Let ~hmj := ~X
m(qj)− ~Xm(qj−1). Then it holds for any ` ∈ {1, . . . , L} that
〈[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ( ~Xm+1 − ~Xm)⊥〉m
=
N∑
j=1
[
[~hm+1j ]
⊥ . G(`) ( [~hm+1j ]
⊥ − [~hmj ]⊥ )
γ(`)([~hmj ]
⊥)
]
=
N∑
j=1
[
(γ(`)([~hm+1j ]
⊥)− γ(`)([~hmj ]⊥))2
γ(`)([~hmj ]
⊥)
]
+
N∑
j=1
[
γ(`)([~hm+1j ]
⊥) γ(`)([~hmj ]
⊥)− [~hm+1j ]⊥ . G(`) [~hmj ]⊥
γ(`)([~hmj ]
⊥)
]
+
N∑
j=1
[
γ(`)([~hm+1j ]
⊥)− γ(`)([~hmj ]⊥)
]
≥
N∑
j=1
[
γ(`)([~hm+1j ]
⊥)− γ(`)([~hmj ]⊥)
]
=
∫
Γm+1
γ(`)(~νm+1) ds−
∫
Γm
γ(`)(~νm) ds . (2.17)
Summing (2.17) for ` = 1→ L and combining with (2.16) yields that
|Γm+1|γ − |Γm|γ + τm 〈β(~νm)∇s κm+1γ ,∇s κm+1γ 〉m ≤ 0 . (2.18)
Summing (2.18) for m = 0→ k − 1 yields the desired result (2.15b).
We note that (2.15b) is a discrete analogue of (1.16). To our knowledge, this is the
first stability result for a fully discrete direct approximation of (1.9a,b) or (1.10a,b).
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Remark. 2.4. In Section 3, we will report on computations for our scheme (2.2a,b),
and compare our results with another scheme for anisotropic mean curvature flow. The
scheme is based on the semi-discrete approximation from Dziuk (1999a), which for the
anisotropy (1.3) and the natural analogue of our time discretization in (2.2a,b) can be
written as: Find ~Xm+1 ∈ V h0 such that
〈β(~νm)−1
~Xm+1 − ~Xm
τm
, ~η〉hm +
L∑
`=1
〈[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ~η⊥〉m = 0 ∀ ~η ∈ V h0 ,
(2.19)
see also Deckelnick, Dziuk, and Elliott (2005a, p. 197). The system (2.19) is a dis-
cretization of the variational formulation of
(a) [β)(~ν)]−1 ~xt = κγ ~ν and (b) κγ ~ν = [γ′(~ν)]⊥s ; (2.20)
as opposed to our scheme (2.2a,b), which is a discretization of (1.12a) and (2.20b). We
note that (2.2a,b) with β ≡ 1 can be rewritten as: Find ~Xm+1 ∈ V h0 such that
〈
~Xm+1 − ~Xm
τm
. ~ωm, ~η . ~ωm〉hm +
L∑
`=1
〈[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ~η⊥〉m = 0 ∀ ~η ∈ V h0 ;
(2.21)
which clearly highlights the key difference between the two schemes. The scheme (2.19)
changes the approximation of ~x predominantly in the normal direction, recall (2.20a);
whereas the scheme (2.21) proposed in this paper also induces tangential changes. This
is a crucial difference. We note that for the semi-discrete version of (2.19) and for an
(admissable) class of anisotropies, which in particular includes (1.3), stability and error
bounds have been derived in Dziuk (1999a). Of course, it is simple matter to adapt the
proof of (2.15a) to prove an analogous stability result for (2.19).
Remark. 2.5. It is worthwhile to consider a continuous in time semidiscrete version of
our schemes. Here we replace e.g. (2.3), (2.2b) by
〈 ~Xt, χ ~νh〉h − 〈β(~νm)∇s κγ,∇s χ〉 = 0 ∀χ ∈ W h0 , (2.22a)
〈κγ ~νh, ~η〉h +
L∑
`=1
〈[γ`(~νh)]−1G(`)∇s ~X⊥,∇s ~η⊥〉 = 0 ∀ ~η ∈ V h0 ; (2.22b)
where we always integrate over the current curve Γh, described by ~X, and so ~νh = − ( ~Xρ)⊥| ~Xρ|
and 〈∙, ∙〉, 〈∙, ∙〉h are the same as 〈∙, ∙〉m, 〈∙, ∙〉hm with Γm and ~Xm replaced by Γh and ~X,
respectively. It is now straightforward to show that (2.22a,b) conserves the enclosed area,
ah(t), exactly; since on choosing χ = 1 in (2.22a) and taking into account (2.1) yields that
0 = 〈 ~Xt, ~νh〉h =
∫
Γh
~Xt . ~ν
h ds =
d
dt
ah(t). (2.23)
To our knowledge, no other direct approximation of (1.10b) in the literature satisfies this
property.
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Furthermore the scheme (2.22a,b), and its analogue for the approximation (2.2a,b),
will always equidistribute the vertices along Γh with respect to a non-trivial weighting
function. To see this, choose ~η = (~ωhj )
⊥ φj ∈ V h0 in (2.22b), where ~ωhj is the Γh analogue
of ~ωmj , which yields, on recalling (1.3), (2.1), (2.7) and (1.2), that for j = 1→ N[
γ′( ~Xj+1 − ~Xj)− γ′( ~Xj − ~Xj−1)
]
. ( ~Xj+1 − ~Xj−1) = 0 ⇒
L∑
`=1
[ γ(`)( ~Xj+1 − ~Xj)− γ(`)( ~Xj − ~Xj−1) ] [1− (
~Xj+1 − ~Xj) . G(`) ( ~Xj − ~Xj−1)
γ(`)( ~Xj+1 − ~Xj) γ(`)( ~Xj − ~Xj−1)
] = 0
⇒ either
L∑
`=1
λ
(`)
j γ
(`)( ~Xj+1 − ~Xj) =
L∑
`=1
λ
(`)
j γ
(`)( ~Xj − ~Xj−1)
or [ ~Xj+1 − ~Xj] ‖ [ ~Xj − ~Xj−1] , (2.24)
where λ
(`)
j := 1 − (
~Xj+1− ~Xj) . G(`) ( ~Xj− ~Xj−1)
γ(`)( ~Xj+1− ~Xj) γ(`)( ~Xj− ~Xj−1) ∈ (0, 1], ` = 1 → L. In the special case
L = 1 we note, provided intervals are not locally parallel, that (2.24) gives equidistribution
with respect to γ; which in the isotropic case yields an equidistribution of the vertices, as
discussed in Barrett, Garcke, and Nu¨rnberg (2005). For L ≥ 2, however, this is no longer
true. Moreover, it does not appear possible to prove the analogues of (2.23) and (2.24) for
the fully discrete scheme (2.2a,b). However, in practice we observe that the enclosed area
is approximately preserved, and that the area loss tends to zero as τ → 0. In practice we
see also that for L = 1 the vertices are moved tangentially so that they will eventually be
equidistributed with respect to γ, i.e. γ( ~Xj− ~Xj−1), j = 1→ N , is constant. Furthermore,
even for L ≥ 2 the induced tangential movement means that no heuristical redistribution
of vertices is necessary in practice. See Section 3 for details.
2.1.1 Intermediate evolution laws
In this subsection we consider the intermediate motion (1.19). We introduce the following
approximation to (1.19). Find { ~Xm+1, Y m+1, κm+1γ } ∈ V h0 × [W h0 ]2 such that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm)∇s Y m+1,∇s χ〉m = 0 ∀ χ ∈ W h0 ,
(2.25a)
1
ξ
〈β(~νm)∇s Y m+1,∇s χ〉m + 1α 〈β(~νm)Y m+1, χ〉hm − 〈β(~νm)κm+1γ , χ〉hm = 0 ∀ χ ∈ W h0
(2.25b)
and (2.2b) hold.
Theorem. 2.3. Let the assumption (A0) hold. Then there exists a unique solution
{ ~Xm+1, Y m+1, κm+1γ } ∈ V h0 × [W h0 ]2 to the system (2.25a,b), (2.2b). Moreover, we have
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that
|Γk|γ+ 1α
k−1∑
m=0
τm 〈β(~νm)∇s Y m+1,∇s Y m+1〉m + ξ
k−1∑
m=0
τm |[β(~νm)] 12 (κm+1γ − 1α Y m+1)|2m,h
≤ |Γ0|γ (2.26)
for k = 1→M , where | ∙ |2m,h := 〈∙, ∙〉hm.
Proof. The existence and uniqueness proof is a straightforward adaption of the proof
to Theorem 2.1, and for the isotropic case can be found in Barrett, Garcke, and Nu¨rnberg
(2006a, Theorem 2.2). The proof of the stability result (2.26) in the isotropic case can
also be found there. It is easily extended to the anisotropic case on noting (2.17).
On recalling the definitions (2.11), we can reformulate (2.25a,b), (2.2b) as: Find
{δ ~Xm+1, Y m+1 κm+1γ } ∈ (Rd)N × [RN ]2, such that 0 τmAβ,0 − ~NT0−Mβ,0 1ξ Aβ,0 + 1α Mβ,0 0
~N0 0 ~A0

 κm+1γY m+1
δ ~Xm+1
 =
 00
− ~A0 ~Xm
 , (2.27)
where, with the obvious abuse of notation, δ ~Xm+1, Y m+1 and κm+1γ are the vectors of
coefficients with respect to the standard basis of ~Xm+1− ~Xm, Y m+1 and κm+1γ , respectively.
We can employ a Schur complement approach to transform (2.27) to
~Π0 ( ~A0 +
1
τm
~N0 [
1
α
S0 +
1
ξ
M−1β,0] ~N
T
0 )
~Π0 δ ~X
m+1 = −~Π0 ~A0 ~Xm, (2.28)
see Barrett, Garcke, and Nu¨rnberg (2006a) for details. Again, it is easily established that
there exists a unique solution to (2.28). Moreover, the system (2.28) is symmetric and
positive definite on R⊥0 .
2.2 Triple junctions
In this section, we consider the case where a network of curves meeting at triple junction
points moves under anisotropic motion by mean curvature or under anisotropic surface
diffusion. Here the curves can meet at triple junction points or can intersect the external
boundary ∂Ω. For ease of exposition, from now on we consider the two cases of three curves
(Γ1,Γ2,Γ3) with given anisotropies γ := (γ1, γ2, γ3), where γi =
∑Li
`=1 γ
(`)
i , i = 1 → 3, is
of the form (1.3), and mobilities β := (β1, β2, β3) meeting either at two triple junction
points Λ1 and Λ2, as in Figure 4; or meeting at a single triple junction point Λ1 and each
intersecting the external boundary ∂Ω, as in Figure 5. In particular, we note the stated
choices of the direction of the unit tangents. We have outlined in the papers Barrett,
Garcke, and Nu¨rnberg (2005, Remark 2.5) and Barrett, Garcke, and Nu¨rnberg (2006a,
Remark 2.7) how the ideas presented for these cases can be carried over to an arbitrary
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setup of curves in the isotropic case. With minor modifications, the same holds true for
the anisotropic flows considered in this paper.
We begin with the first setup. The main idea for the necessary trial (≡ test) spaces is
to make sure, that the conditions (1.21a–d) hold either essentially or weakly at the triple
junctions. Here we will enforce conditions (1.21a,d) explicitly through the trial space,
whereas conditions (1.21b,c) will be enforced weakly, similarly to a Neumann boundary
condition for a standard second order elliptic PDE.
Let I := [0, 1] be the unit interval and let I = ∪Nij=1I ij, i = 1 → 3, be decompositions
of I into intervals I ij = [q
i
j−1, q
i
j] based on the nodes {qij}Nij=0, Ni ≥ 2. Let hij = |I ij| and
h = maxi=1→3maxj=1→Ni h
i
j be the maximal length of a grid element. Let
V := {(~χ1, ~χ2, ~χ3) ∈ [C(I,Rd)]3 : ~χ1 = ~χ2 = ~χ3 on ∂I},
W := {(χ1, χ2, χ3) ∈ [C(I,R)]3 : χ1 + χ2 + χ3 = 0 on ∂I}
and WM := {(χ1, χ2, χ3) ∈ [C(I,R)]3}. The appropriate finite element spaces are then
defined by
V h := {(~χ1, ~χ2, ~χ3) ∈ V : ~χi |Iij is linear ∀ j = 1→ Ni, i = 1→ 3} ⊂ V (2.29)
and similarly for the spaces of scalar functions W h ⊂ W and W hM ⊂ WM.
Recall the time partitioning {τm}M−1m=0 and let ~Xm ∈ V h be an approximation to
~x(∙, tm) ≡ (~x1, ~x2, ~x3)(∙, tm). We introduce the L2 inner product 〈∙, ∙〉m and the mass
lumped inner product 〈∙, ∙〉hm over the current surface Γm := (Γm1 ,Γm2 ,Γm3 ), which is
described by the vector function ~Xm ∈ V h, for scalar, vector and matrix functions
u, v ∈ [L2(I,R)]3, [L2(I,Rd)]3 and [L2(I,Rd×d)]3, as follows:
〈u, v〉m :=
∫
Γm
u . v ds :=
3∑
i=1
∫
I
ui . vi |( ~Xmi )ρ| dρ,
〈u, v〉hm :=
3∑
i=1
1
2
Ni∑
j=1
| ~Xmi (qij)− ~Xmi (qij−1)|
[
(ui . vi)([q
i
j]
−) + (ui . vi)([qij−1]
+)
]
. (2.30)
In addition, we note that
(∇s u .∇s v) |Γmi =
(ui)ρ . (vi)ρ
|( ~Xmi )ρ|2
, ~νm |Γmi = −
[( ~Xmi )ρ]
⊥
|( ~Xmi )ρ|
, i = 1→ 3.
We then propose the following approximation to (1.22) and (1.21a–d): Find { ~Xm+1, κm+1γ }
∈ V h ×W h such that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm)∇s κm+1γ ,∇s χ〉m = 0 ∀ χ ∈ W h, (2.31a)
〈κm+1γ ~νm, ~η〉hm + 〈
∑
`
[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ~η⊥〉m = 0 ∀ ~η ∈ V h, (2.31b)
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where we have used the obvious notation
〈
∑
`
[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ~η⊥〉m :=
3∑
i=1
∫
Γmi
Li∑
`=1
[γ
(`)
i (~ν
m
i )]
−1G(`)i ∇s [ ~Xm+1i ]⊥ .∇s ~η⊥i ds.
Observe that (2.31a,b) was derived from (1.22) using integration by parts and the defini-
tion of the spacesW h and V h. On noting that (∇s ~Xm+1) |Γmi approximates ~τmi , i = 1→ 3,
we see that (2.31b) weakly approximates (1.21b) at the triple junction points Λ1 and Λ2,
while (2.31a) weakly approximates (1.21c).
The corresponding scheme to approximate (1.27) and (1.21a,b) is then given by: Find
{ ~Xm+1, κm+1γ } ∈ V h ×W hM such that
〈
~Xm+1 − ~Xm
τm
, χ ~νm〉hm − 〈β(~νm)κm+1γ , χ〉m = 0 ∀ χ ∈ W hM, (2.32a)
〈κm+1γ ~νm, ~η〉hm + 〈
∑
`
[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ~η⊥〉m = 0 ∀ ~η ∈ V h. (2.32b)
Before we can proceed to prove existence and uniqueness to (2.31a,b) and (2.32a,b),
we have to make the following very mild assumption.
(A) Let |( ~Xmi )ρ| > 0 for almost all ρ ∈ I, i = 1 → 3. Let ~νmi,j− 1
2
:= − [( ~Xmi )ρ]⊥|( ~Xmi )ρ| |Iij , j =
1→ Ni and set ~ωmi,j :=
| ~Xmi (qij)− ~Xmi (qij−1)|~νmi,j− 12
+| ~Xmi (qij+1)− ~Xmi (qij)|~νmi,j+12
| ~Xmi (qij)− ~Xmi (qij−1)|+| ~Xmi (qij+1)− ~Xmi (qij)|
, j = 1→ Ni − 1,
i = 1 → 3. Then we assume further that for each i = 1 → 3 there exists a j ∈
{1, . . . , Ni−1} such that ~ωmi,j 6= ~0. Moreover, we require that dim span{{~ωmi,j}Ni−1j=1 }3i=1
= d = 2.
The assumption (A) basically assures that none of the the curves Γmi , i = 1 → 3, is a
“zig zagging” connection between the two triple junctions points Λ1 and Λ2, see Barrett,
Garcke, and Nu¨rnberg (2005) for details.
Theorem. 2.4. Let the assumption (A) hold. Then there exist unique solutions { ~Xm+1,
κm+1γ } ∈ V h ×W h to the system (2.31a,b) and { ~Xm+1, κm+1γ } ∈ V h ×W hM to the system
(2.32a,b).
Proof. The proof is a direct analogue of the proof for Theorem 2.1. See also Barrett,
Garcke, and Nu¨rnberg (2005, Theorem 2.2) for details in the isotropic case.
Remark. 2.6. Similarly to (2.22a,b), in a time continuous semidiscrete version of our
scheme (2.31a,b) we obtain exact area conservation, as testing for example with χ =
(−1, 1, 0) ∈ W h in the analogue of (2.31a) leads to
0 =
∫
Γh2
[ ~X2]t . ~ν
h ds−
∫
Γh1
[ ~X1]t . ~ν
h ds =
d
dt
ah3(t),
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where ah3(t) is the area enclosed by Γ
h
1 and Γ
h
2 . Moreover, the condition (2.24) now yields
that vertices will be equidistributed (with respect to some non-trivial weighting function)
on all curve segments of Γhi , that are not locally parallel. Although we are unable to
prove such results for the fully discrete scheme (2.31a,b), the change relative to the initial
area never exceeded 1% in our simulations. In addition, we observed the equidistribution
property for (2.31a,b) and (2.32a,b) in practice.
Furthermore, we can establish that our scheme is unconditionally stable.
Theorem. 2.5. Let { ~Xm, κmγ }Mm=1 be the solution of (2.31a,b). Then for k = 1→M we
have that
|Γk|γ +
k−1∑
m=0
τm 〈β(~νm)∇s κm+1γ ,∇s κm+1γ 〉m ≤ |Γ0|γ ,
where |Γk|γ :=
∫
Γk
γ(~νk) ds ≡ ∑3i=1 |Γki |γ on recalling the definition (2.30). Correspond-
ingly, we have for the solution to (2.32a,b) that
|Γk|γ +
k−1∑
m=0
τm 〈β(~νm)κm+1γ , κm+1γ 〉hm ≤ |Γ0|γ ,
for k = 1→M .
Proof. The proof is a direct analogue of the proof for Theorem 2.2. See also Barrett,
Garcke, and Nu¨rnberg (2005, Theorem 2.3) for details in the isotropic case.
2.2.1 Schur complement approach
We now generalize the Schur complement approach in Barrett, Garcke, and Nu¨rnberg
(2005) to the anisotropic situation considered in this paper. Let N :=
∑3
i=1(Ni + 1). We
define the orthogonal projections
K : RN → X := {(z1, z2, z3) ∈ RN :
3∑
i=1
[zi]0 =
3∑
i=1
[zi]Ni = 0}
and ~P : (Rd)N → X := {(~z1, ~z2, ~z3) ∈ (Rd)N : [~z1]0 = [~z2]0 = [~z3]0, [~z1]N1 = [~z2]N2 = [~z3]N3}
onto the Euclidean spaces associated with W h and V h, respectively.
In order to give a matrix formulation for (2.31a,b) we introduce the matrices ~N i ∈
(Rd)(Ni+1)×(Ni+1), ~Ai ∈ (Rd×d)(Ni+1)×(Ni+1) and M iβ, Ai(β) ∈ R(Ni+1)×(Ni+1), i = 1 → 3,
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defined by
~N ikl :=
∫
Γmi
πhi [φ
i
k φ
i
l]~ν
m ds, [M iβ]kl :=
∫
Γmi
β(~νm) πhi [φ
i
k φ
i
l] ds,
[Aiβ]kl :=
∫
Γmi
β(~νm)∇s φik .∇s φil ds, Aikl :=
∫
Γmi
∇s φik .∇s φil ds,
~Aikl := A
i
kl
Li∑
`=1
[γ
(`)
i (~ν
m
i )]
−1R(−π
2
)G
(`)
i R(
π
2
) ,
where {φil}Nil=0 is the standard basis of Shi := {χ ∈ C(I,R) : χ |Iij is linear ∀ j = 1→ Ni}
and πhi : C(I,R)→ Shi is the standard interpolation operator at the nodes {qij}Nij=0. Then,
on introducing the matrices
Aβ :=
A1β 0 00 A2β 0
0 0 A3β
 , ~A :=
 ~A1 0 00 ~A2 0
0 0 ~A3
 , ~N :=
 ~N1 0 00 ~N2 0
0 0 ~N3
 ,
and similarly Mβ := diag (M
1
β ,M
2
β ,M
3
β), where Aβ,Mβ : RN → RN , ~A : (Rd)N →
(Rd)N and ~N : RN → (Rd)N , the system of equations (2.31a,b) can be written as: Find
{δ ~Xm+1, κm+1γ } ∈ X× X such that(
τmKAβK −K ~NT ~P
~P ~NK ~P ~A~P
)(
κm+1γ
δ ~Xm+1
)
=
(
0
−~P ~A~P ~Xm
)
. (2.33)
Here, with the obvious abuse of notation similarly to (2.12), κm+1γ = (κ
m+1
1 , κ
m+1
2 , κ
m+1
3 )
T
with κm+1i = ([κ
m+1
i ]0, . . . , [κ
m+1
i ]Ni), i = 1→ 3, and δ ~Xm+1 = (δ ~Xm+11 , δ ~Xm+12 , δ ~Xm+13 )T
with δ ~Xm+1i = ([δ
~Xm+1i ]0, . . . , [δ
~Xm+1i ]Ni), i = 1 → 3, are the vectors of coefficients
with respect to the standard basis {{φil}Nil=0}3i=1 of κm+1γ and ~Xm+1 − ~Xm in (2.31a,b),
respectively.
We note that the kernel of KAβK is the direct sum of kerK and the space E =
kerAβ∩X spanned by the two null vectors e1 := (11,−12, 0) ∈ X and e2 := (0, 12,−13) ∈ X
of KAβK, where 1
i := (1, . . . , 1)T ∈ RNi+1, i = 1→ 3. I.e. kerKAβK = kerK⊕span{ei :
i = 1→ 2} ≡ X⊥ ⊕ span{ei : i = 1→ 2}. Introducing the inverse S of KAβK restricted
on the set (kerKAβK)
⊥ ⊂ RN , i.e. S KAβK v = KAβK S v = v for all v ∈ (kerKAβK)⊥,
and defining the space R := span {~P ~NK ei : i = 1→ 2} ≡ {~P ~NK v : v ∈ kerKAβK} ⊂
X; we note from the first equation of (2.33) that δ ~Xm+1 ∈ T := R⊥ ∩ X and hence that
K ~NT ~P δ ~Xm+1 ∈ (kerKAβK)⊥. Therefore, we can employ a Schur complement approach
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in order to transform (2.33) to
κm+1γ =
1
τm
S K ~NT ~P δ ~Xm+1 +
2∑
i=1
μi ei, (2.34a)
(~P ~A~P + 1
τm
~P ~NK SK ~NT ~P ) δ ~Xm+1 = −~P ~A~P ~Xm −
2∑
i=1
μi ~P ~NK ei, δ ~X
m+1 ∈ T ;
(2.34b)
where in (2.34a) we have used the fact that κm+1γ ∈ X and where μi ∈ R are unknown.
Let ~Π : (Rd)N → R⊥ be the orthogonal projection onto R⊥. Then, on noting that
δ ~Xm+1 ∈ R⊥, (2.34b) can be simplified to
~Π ~P ( ~A+ 1
τm
~NK SK ~NT ) ~P ~Π δ ~Xm+1 = −~Π ~P ~A~P ~Xm. (2.35)
Remark. 2.7. A possible definition for the projection ~Π is ~Π := ~IdN − ~Q ~QT , where
im ~Q = R and ~QT ~Q = Id2. I.e. the columns of ~Q ∈ (Rd)N×2 are an orthonormal basis of
the subspace R ⊂ (Rd)N spanned by ~P ~NKei ≡ ~P ~N ei, where ei ∈ X, i = 1 → 2, are the
above mentioned null vectors of KAβK. We note that the definitions of ~P and ~N yield
that dimR = 2. Hence ~Π is the orthogonal projection from (Rd)N onto (im ~Q)⊥ ≡ R⊥.
Remark. 2.8. The definition of ~Π can easily be adapted to a situation with KB bub-
bles/areas. Now the subspace E of the kernel of KAβK has dimension KB, and a possible
basis consists of vectors that each “describe an admissible orientation of the boundary of
a bubble” in terms of the given KC curves. E.g. if KB = 3 and one area is enclosed by
curves 1, 2, 4 and curve 2 is parameterized in the opposite direction to curves 1 and 4, then
the corresponding eigenvector would be (11,−12, 0, 14, 0, 0). See the appendix in Barrett,
Garcke, and Nu¨rnberg (2005) for more details.
Theorem. 2.6. Let {δ ~Xm+1, κm+1γ } ∈ X × X be the unique solution to (2.33). Then
δ ~Xm+1 uniquely solves (2.35). Moreover, the operator in (2.35) is symmetric positive
definite.
Proof. The proof is a straightforward adaption of the proof in Barrett, Garcke, and
Nu¨rnberg (2005, Theorem 2.4).
Similarly, a simple extension of the isotropic case in Barrett, Garcke, and Nu¨rnberg
(2006a) leads to the following Schur complement system for our anisotropic approximation
(2.32a,b):
κm+1γ =
1
τm
M−1β ~N
T ~P δ ~Xm+1, (2.36a)
~P ( ~A+ 1
τm
~N M−1β ~N
T ) ~P δ ~Xm+1 = −~P ~A~P ~Xm. (2.36b)
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2.2.2 Boundary intersections
We now recall the necessary function spaces introduced in Barrett, Garcke, and Nu¨rnberg
(2006a) in order to adapt our approximation to the setup as depicted in Figure 5. For a
given ~Xm ∈ [C(I,Rd)]3, let
V ∂( ~X
m) := {(~χ1, ~χ2, ~χ3) ∈ [C(I,Rd)]3 : ~χ1(0) = ~χ2(0) = ~χ3(0) and
~χi(1) .∇F ( ~Xmi (1)) = 0 ∀ i = 1→ 3}
and
W∂ := {(χ1, χ2, χ3) ∈ [C(I,R)]3 : χ1(0) + χ2(0) + χ3(0) = 0}.
The finite element spaces V h∂( ~X
m) and W h∂ are then defined accordingly, similarly to
(2.29). Moreover, the system (2.31a,b) is then adapted to: Find {δ ~Xm+1, κm+1γ } ∈
V h∂( ~X
m)×W h∂ , where ~Xm+1 := ~Xm + δ ~Xm+1, such that
〈δ
~Xm+1
τm
, χ ~νm〉hm − 〈β(~νm)∇s κm+1γ ,∇s χ〉hm = 0 ∀ χ ∈ W h∂ , (2.37a)
〈κm+1γ ~νm, ~η〉hm + 〈
∑
`
[γ(`)(~νm)]−1G(`)∇s [ ~Xm+1]⊥,∇s ~η⊥〉m = 0 ∀ ~η ∈ V h∂( ~Xm).
(2.37b)
We note that the constraint δ ~Xm+1 ∈ V h∂( ~Xm) weakly enforces (1.24a), as it is a linearized
approximation of these constraints. In particular, for curved boundaries the equations
F ( ~Xm+1i (1)) = 0, i = 1 → 3, are only approximately satisfied, see Barrett, Garcke, and
Nu¨rnberg (2006a) for details.
In order to incorporate variable boundary contact angles as in (1.25), we add the term
3∑
i=1
[∇F ( ~Xmi (1))]⊥
|∇F ( ~Xmi (1))|
. ~ηi(1) cosαi
to the right hand side of (2.37b).
On defining the orthogonal projections K∂ : RN → X∂ := {(z1, z2, z3) ∈ RN :∑3
i=1[zi]0 = 0} and ~P∂ : (Rd)N → X∂ := {(~z1, ~z2, ~z3) ∈ (Rd)N : [~z1]0 = [~z2]0 =
[~z3]0 and [~zi]Ni .∇F ([ ~Xmi ]Ni) = 0 ∀ i = 1 → 3} onto the Euclidean spaces associated
with W h∂ and V
h
∂( ~X
m), we can apply a Schur complement approach to yield
~Π∂ ~P∂ ( ~A+
1
τm
~NK∂ S∂ K∂ ~N
T ) ~P∂ ~Π∂ δ ~X
m+1 = −~Π∂ ~P∂ ~A ~Xm, (2.38)
where S∂ is the inverse of K∂AβK∂ on the space (kerK∂AβK∂)
⊥ and ~Π∂ is the orthogonal
projection from RN onto R⊥∂ with R∂ := ~P∂ ~NK∂ (kerK∂AβK∂). Again we refer to
Barrett, Garcke, and Nu¨rnberg (2006a) for the relevant details.
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Similarly, the approximation (2.32a,b) can be adapted to the setup in Figure 5 as
follows: Find {δ ~Xm+1, κm+1γ } ∈ V h∂( ~Xm)×W hM, such that (2.32a) and (2.37b) hold. The
corresponding Schur complement approach then yields
~P∂ ( ~A+
1
τm
~N M−1β ~N
T ) ~P∂ δ ~X
m+1 = −~P∂ ~A ~Xm. (2.39)
3 Results
The Schur complement approaches (2.13b), (2.14b), (2.35), (2.36b), (2.38) and (2.39)
can be easily solved with a conjugate gradient solver, see Barrett, Garcke, and Nu¨rnberg
(2005) for details.
As the anisotropic evolution laws considered in this section can lead to a very non-
uniform distribution of mesh points, it is essential to employ a suitable preconditioner
for the above mentioned systems. In practice, the following diagonal preconditioner ~G0 ∈
[Rd×d]N×N with diagonal entries
[ ~G0]ii =
[
[ ~A0]ii +
1
τm
[Mβ,0]
−1
ii
(
([ ~N0]ii . ~e1)
2 0
0 ([ ~N0]ii . ~e2)
2
)]−1
, (3.1)
where ~ei, i = 1→ d, are the standard basis vectors in Rd, worked very well for the system
(2.13b). Naturally, the definition (3.1) can easily be adapted to all of the other Schur
complement systems. For instance, for the system (2.14b) we used the preconditioner
~Π0 ~H0 ~Π0, where ~H0 ∈ [Rd×d]N×N is obtained from (3.1) by replacing [Mβ,0]ii with [Aβ,0]ii,
while a suitable preconditioner for the system (2.35) is given by
~Π ~P ~H ~P ~Π ∈ [Rd×d]N×N , (3.2)
where ~H ∈ [Rd×d]N×N is the obvious curve network analogue of the closed curve operator
~H0, i.e. its block entry ~H
i ∈ [Rd×d](Ni+1)×(Ni+1) corresponding to Γmi is diagonal and given
by
[ ~H i]kk =
[
[ ~Ai]kk +
1
τm
[Aiβ]
−1
kk
(
([ ~N i]kk . ~e1)
2 0
0 ([ ~N i]kk . ~e2)
2
)]−1
.
Note that for the computations reported on in this section the preconditioned conjugate
gradient solver was up to 12 times faster than the standard conjugate gradient solver.
Throughout this section we use uniform time steps τm = τ , m = 0→M −1. For later
purposes, we define
~X(t) := t−tm−1
τ
~Xm + tm−t
τ
~Xm−1 t ∈ [tm−1, tm] m ≥ 1.
Unless otherwise stated, we use a constant mobility β ≡ 1 and for the curve network
computations prescribe the same anisotropy γi = γ0 and the same mobility βi ≡ 1 on all
of the curves.
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Figure 6: A plot of ~X(t) at times t = 0, 0.01, 0.05, 0.1, 1, T = 4.
3.1 Closed curves
3.1.1 Anisotropic surface diffusion
In our first experiment, we demonstrate the ability of our schemes to tangentially redis-
tribute the mesh points. To this end, we use as an initial curve a parameterization of a
semi-circle with radius 1 and a single additional node on the periphery of the circle. The
results for our approximation (2.3), (2.2b), i.e. for motion by anisotropic surface diffu-
sion, can be seen in Figure 6. Here we chose the anisotropy (1.7) with L = 1, θ1 = 0 and
ε21 = 0.1, and used the discretization parameters N = 128, τ = 10
−3 and T = 4. We now
investigate the ratio rγ := maxj=1→N γ([ ~Xm(qj) − ~Xm(qj−1)]⊥)/minj=1→N γ([ ~Xm(qj) −
~Xm(qj−1)]⊥), over time. A plot of rγ can be seen in Figure 7. The last plot in that figure
shows the weighted length |Γ|γ of the computed curve over time. One can clearly see that
although the Wulff shape (an ellipse) is reached very quickly (at around time t = 0.6),
in the remaining time the vertices are continually moved tangentially, which results in a
further decrease in the ratio rγ, which approaches the optimal value 1. The evolution of
a unit circle to the elliptic Wulff shape of the anisotropy (1.7) with L = 1, θ1 = 0 and
ε21 = 0.01 can be seen in Figure 8. We note that the domain enclosed by the curve is at
times concave during the evolution. The discretization parameters were as before, except
T = 2. The relative area loss for this experiment was 0.6%.
Next, we show an experiment for anisotropic surface diffusion, where the anisotropy
is given by the regularized l1 norm (1.4), or equivalently (1.7) with L = 2, ε` ≡ ε and
(θ1, θ2) = (0,
π
2
). We varied the parameter ε = 10−k, k = 1 → 3; see Figure 9, where
we show the steady state solutions. We can clearly see that the tangential movement of
mesh points results in a higher density of vertices at the corners of the Wulff shape. The
discretization parameters for the computations were N = 100, τ = 10−3 and T = 1.
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Figure 7: A plot of log rγ over [0, T ]. The second plot shows the weighted length |Γ(t)|γ
for t ∈ [0, 1].
Figure 8: ~X(t) at times t = 0, 0.1, . . . , T = 2.
Figure 9: A plot of ~X(t) at times t = 0, T = 1 for the regularized l1 norm (1.4) with
ε = 10−k, k = 1→ 3.
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Figure 10: ~X(t) at times t = 0, T = 1.
Figure 11: ~X(t) at times t = 0, T = 1.
An experiment for the anisotropy (1.7) with ε2` ≡ 10−4 and (θ1, . . . , θL) = (π4 , 3π4 ),
(0, π
3
, 2π
3
) or (0, π
4
, π
2
, 3π
4
) can be seen in Figure 10. The discretization parameters were
N = 128, τ = 10−3 and T = 1. The relative area losses for this experiment were
0.79%, 0.26% and 0.08%, respectively. Similarly, experiments for the anisotropies with
only a 2-fold symmetric Frank diagram in Figure 1 can be seen in Figure 11. Here we
took (1.7) with ε2` ≡ 10−4 and (θ1, . . . , θL) = (0, π4 , π3 ) or (0, π10 , π9 , 3π4 ) and used the same
discretization parameters as before.
3.1.2 Anisotropic mean curvature flow
In this subsection we consider our approximation (2.2a,b) for motion by anisotropic mean
curvature flow. In Figure 12 we show how the unit circle moves under anisotropic mean
curvature, with γ given by (1.7) with ε2` ≡ 10−4 and (θ1, . . . , θL) = (π4 , 3π4 ) or (0, π3 , 2π3 ).
The discretization parameters were N = 128, τ = 10−3 with T = 0.35 and T = 0.25,
respectively.
We now repeat the last two experiments for the anisotropic mobility β = γ in (2.2a).
It was shown by Soner (1993) that then an exact solution to (1.10a) is given by
Γ(t) = {~q ∈ Rd : γ∗(~q) = √1− 2 t}, (3.1)
i.e. shrinking boundaries of Wulff shapes. See Figure 13 for the results, where we used
the same discretization parameters as before, except T = 0.38 and T = 0.14, respectively.
The next experiment is for the anisotropy (1.7) with L = 1, θ1 = 0 and ε1 = 0.5. The
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Figure 12: ~X(t) at times t = 0, 0.05, . . . , T with T = 0.35 (left) and T = 0.25 (right).
Figure 13: ~X(t) at times t = 0, 0.02, . . . , T with T = 0.38 (left) and T = 0.14 (right).
parameters were chosen as follows. N = 128, τ = 10−3, T = 0.6 and the initial curve is a
unit circle. In order to highlight one difference between our approximation (2.2a,b) and
the scheme (2.19), we plot for each of them the ratio rγ over time. The evolution of our
scheme (2.21) can be seen in Figure 14. Plots of the ratio rγ for the two schemes can be
seen in Figure 15. One can clearly see that the ratio increases for scheme (2.19), while
the tangential movement of vertices induced by our scheme, as discussed in Remark 2.5,
results in a decrease of the ratio rγ, which approaches the optimal value 1.
Using (3.1) we now perform a convergence test for our approximation (2.2a,b) with
β = γ. An exact solution to (1.10a) with β = γ defined by (1.7) with L = 1, θ1 = 0,
ε1 = ε, on noting (1.6) and (3.1), is given by
~x(ρ, t) = (1− 2 t) 12 (cos g(ρ), ε sin g(ρ))T , t ∈ [0, T ), T = 0.5; (3.2)
where g(ρ) = 2πρ + 0.1 sin (2πρ) in order to make the initial distribution of nodes non-
uniform. For ε = 0.5 and ε = 0.1 we report on the error ‖ ~X − ~x‖L∞ between ~X and
the true solution (3.2) in Table 1. Here ‖ ~X − ~x‖L∞ := maxm=1→M ‖ ~X(tm)− ~x(∙, tm)‖L∞ ,
where ‖ ~X(tm) − ~x(∙, tm)‖L∞ := maxj=1→N minρ∈J | ~Xm(qj) − ~x(ρ, tm)|, is computed by
employing a Newton method. We used τ = 0.5h2 and either T = 1
2
T or T = T − τ . We
note that the experiments indicate that the convergence rate for the error away from the
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Figure 14: A plot of ~X(t) at times t = 0, 0.1, . . . , T = 0.6 and at time t = T (scaled).
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Figure 15: A plot of the ratio rγ for the two schemes (2.19), left, and (2.21), right.
ε = 0.5 ε = 0.1
N T = 1
2
T T = T − τ T = 1
2
T T = T − τ
16 3.0459e-02 1.1445e-01 2.9858e-02 1.1417e-01
32 1.0179e-02 1.1089e-01 9.7928e-03 1.1037e-01
64 2.6967e-03 7.8884e-02 2.5734e-03 7.8814e-02
128 6.8419e-04 5.0824e-02 6.7007e-04 5.0815e-02
256 1.7180e-04 3.0543e-02 1.7083e-04 3.0541e-02
512 4.2951e-05 1.7655e-02 4.2889e-05 1.7655e-02
1024 1.0735e-05 9.9609e-03 1.0731e-05 9.9609e-03
Table 1: Absolute errors ‖ ~X − ~x‖L∞ for the test problem, with T = 12 T = 0.25 and
T = T − τ , respectively.
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Figure 16: ~X(t) for the convergence test in Table 1 at times t = 0, 0.1, 0.2, 0.3, 0.4, T =
T − τ and ~X(T ) (scaled).
Figure 17: The evolution from Figure 16 now for the scheme (2.19).
singularity is O(h2), and up to the singularity at time T is of order less than O(h), as is
to be expected. A plot of the evolution for N = 256 and ε = 0.1 can be seen in Figure 16.
In comparison, the same evolution for the scheme (2.19) can be seen in Figure 17, where
the clustering of mesh points is apparent. This is further underlined by the plot of the
ratio rγ in Figure 18.
We remark that the CPU time for our scheme (2.21) for this last computation was
12 seconds when using the preconditioner (3.1), and 50 seconds without it. The maximal
iteration numbers were 187 and 930, respectively.
3.1.3 Inverse anisotropic mean curvature flow
Here we present an experiment for the approximation (2.5), (2.2b) with f(r) = −r−1.
The corresponding discrete nonlinear system arising at each time step can be solved with
a damped Newton method, see Barrett, Garcke, and Nu¨rnberg (2006a). In Figure 19 we
show the evolution of a 3 :1 ellipse under the inverse anisotropic mean curvature flow for
the same anisotropies as in Figure 12. Using the same discretization parameters we can
see that, as expected, the ellipse evolves to expanding Wulff shapes.
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Figure 18: A plot of log rγ for the scheme (2.19) (left) and a plot of rγ for (2.21) (right).
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Figure 19: ~X(t) at times t = 0, 0.02, 0.04, 0.1, 0.2, . . . , T = 1.0.
3.1.4 Anisotropic intermediate evolution law
In this subsection, we report on numerical results for our approximation (2.25a,b), (2.2b)
of the intermediate evolution law (1.19). We compare the different evolutions of (1.10b),
(1.17) and (1.18) with α = ξ = 1, for an initial curve that is given by an elongated tube of
dimensions 10× 1. As an anisotropy we chose (1.7) with (θ1, θ2) = (π4 , 3π4 ) and ε2` ≡ 10−3,
while the discretization parameters for the schemes (i) (2.3), (ii) (2.4) and (iii) (2.25a,b),
where all are supplemented with (2.2b), were N = 256, τ = 10−3 and T = 20. The
corresponding results are shown in Figure 20. Note that a suitable choice for κmγ in (2.4)
for m = 0 is given by
κ0γ := −( ~N0
T ~N0)
−1 ~N0
T ~A0 ~X
0 ,
where we recall the notation from (2.13a,b). The relative area losses for the respective
schemes were 0.067%, −0.032% and 0.014%. Furthermore, we give a plot of |Γ(t)|γ over
time in each case in the same figure. We remark that the results for the area preserving
anisotropic mean curvature flow show some small wrinkles close to the sharp corners of
the curve at times during the evolution. These are numerical artefacts caused by the
two long facets of the curve that are not aligned with the facets of the nearly polygonal
Wulff shape, resulting in large jumps in κmγ . Of course, we have no stability result for the
approximation (2.4), (2.2b). However, we note that these wrinkles disappear as h → 0;
see Dziuk (1999a, p. 1829) for a similar phenomenon. Hence we conjecture that the area
preserving anisotropic mean curvature flow preserves convexity in general. For a result in
this direction for the isotropic case we refer to Huisken (1987).
3.1.5 Crystalline surface diffusion
In this subsection, we report on numerical experiments that approximate motion by crys-
talline surface diffusion, see e.g. Taylor (1996) and Taylor (2002). To this end, we used the
anisotropy (1.4) with ε2 = 10−5. An evolution for an initial rectangle with side lengths
3 × 1 can be seen in Figure 21, where we plot ~X at different times for a computation of
(2.3), (2.2b) with N = 100 and τ = 10−3. An evolution, during which new facets appear,
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Figure 20: Different evolutions for anisotropic surface diffusion, area preserving
anisotropic mean curvature flow (SALK) and the anisotropic intermediate flow (1.19)
(with α = ξ = 1). In each case, we plot ~X(t) for t = 0, 1, . . . , T = 20 and |Γ(t)|γ for
t ∈ [0, T ].
Figure 21: A plot of ~X(t) for t = 0, 0.2, . . . , T = 1.
for an initial rectangle with side lengths 20×1 can be seen in Figure 22, where we plot ~X(t),
t = 0, 5, . . . , 20, T = 50 for a computation of (2.3), (2.2b) with N = 200 and τ = 10−3.
The plot of ~X(T ) in the same figure shows that there are only very few mesh points on
the left and right facet of the Wulff shape. An experiment for an initial letter C, with di-
mensions 5
8
× 5
8
and “thickness” 1
8
, is shown in Figure 23. Here we used N = 100, τ = 10−6
and T = 3× 10−3. We also show a plot of the energy |Γ(t)|γ and note that at time T , the
isotropic ratio r(T ) := maxj=1→N | ~XM(qj)− ~XM(qj−1)|/minj=1→N | ~XM(qj)− ~XM(qj−1)|
has reached a value of 1354.9. This is due to the coalescence of mesh points in the corners
of the approximatively polygonal Wulff shape.
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Figure 22: A plot of ~X(t) for t = 0, 5, . . . , 20, T = 50 and ~X(T ).
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Figure 23: An initial letter C experiment. ~X(t) for t = 0, 10−4, . . . , 10−3 (left), t = 0, T
(middle) and |Γ(t)|γ for t ∈ [0, T ].
3.2 Triple junctions
3.2.1 Anisotropic surface diffusion
In all of the following experiments, we report on numerical results for our approximation
(2.31a,b). In the first experiment for triple junctions, we simulate how the standard
double bubble shape, i.e. a setup where Γ2 is a straight line and Γ1 is the arc of a circle
with Γ3 its reflection, see Hutchings, Morgan, Ritore´, and Ros (2002); evolves for different
anisotropies. In Figure 24, we use (1.7) with L = 1, θ1 = 0 and ε
2
1 = 0.5, 0.1, 0.01 so that
the eventual steady states represent elliptic double bubbles, similarly to the Wulff shape in
the closed curve case. The discretization parameters were N = 128, τ = 10−3 and T = 4.
The observed angles ϑ := (ϑ1, ϑ2, ϑ3) at the triple junction were ϑ = (110.4, 139.2, 110.4),
(99.4, 161.2, 99.4) and (93, 174.1, 93), respectively. Here ϑ is defined as the angles formed
by the three curve segments meeting at a triple junction and ϑi, i = 1 → 3, denotes the
angle opposite the curve ΓMi at a triple junction.
We note that these steady state solutions are unstable. This is demonstrated by
the following experiment, where we tilt the initial standard double bubble profile by
5◦. The evolution shows that the curves now attain a different numerical steady state
which has a lower free energy. See Figure 25 for the results, where we used the same
discretization parameters as before. The observed angles at the triple junction were
ϑ = (115.3, 138.9, 105.8), (148.4, 155.8, 55.8) and (79.1, 107.8, 173.1), respectively. As the
evolution in the last case is quite interesting, we give some more details in Figure 26.
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Figure 24: The standard double bubble evolves to its (unstable) anisotropic counterparts.
Figure 25: The 5◦ tilted standard double bubble evolves to numerical steady state solu-
tions.
It is interesting to note that the numerical steady states obtained in Figure 25 are not
necessarily the global surface energy minimizers for the given anisotropies. We indicate
this with a further set of experiments, where this time the tilt of the initial double bubble
is 20◦, see Figure 27. For ε21 = 0.5, the steady state shapes in Figures 24, 25 and 27 have
total energies of |ΓM |γ = 8.49932, 8.49931 and 8.49922 (here and throughout rounded to
the displayed number of digits), respectively, i.e. the latter configuration is the one with
the smallest free energy. Similarly, for ε21 = 0.1, the energies are |ΓM |γ = 5.6852, 5.6850
and 5.6828, with the latter value again being the minimum of the observed values. On
the other hand, for ε21 = 0.01, the observed values are |ΓM |γ = 3.1966, 3.1890 and 3.1901,
i.e. this time the second configuration has the smallest free energy. These examples seem
to indicate that for anisotropic surface energies more than one stable double bubble exists
in the plane. For isotropic energies it is known that the standard double bubble is the
unique double bubble in R2, see Morgan and Wichiramala (2002).
An example for each of the anisotropies (1.7) with ε2` ≡ 10−3 and (θ1, . . . , θL) = (0, π2 ),
Figure 26: ~X(t) at times t = 0, 0.5, 1, T = 4 for ε21 = 10
−2.
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Figure 27: The 20◦ tilted standard double bubble evolves to numerical steady state solu-
tions.
Figure 28: The standard double bubble evolves to its anisotropic counterparts.
(0, π
3
, 2π
3
) or (0, π
4
, π
2
, 3π
4
) can be seen in Figure 28, where the initial shape is again the
standard double bubble, which would be a steady state solution in the isotropic case.
The discretization parameters were N = 128, τ = 10−3 and T = 0.5. The observed angles
at the triple junction were ϑ = (91, 178.1, 91), (96.1, 167.9, 96.1) and (132.6, 94.8, 132.6).
We note once again that the orientation of the initial standard double bubble can have
an influence on the eventual steady state solution. To demonstrate this, we start the next
experiment with an initial standard double bubble that is tilted by 20◦, which would again
be a steady state solution in the isotropic case. The chosen anisotropies and discretization
parameters are as before, except that now T = 2. See Figure 29 for the results, where
we see that in each case the double bubble aligns itself to the Wulff shape of the given
anisotropy. A non-equal area version of the results in Figure 28 can be seen in Figure 30,
where we started with an initial setup that consists of a semi-circle and a semi-ellipse with
semi major axis 3. We note that in some computations a very non-uniform distribution of
vertices can be observed, with nodes clustered in some regions, while only a few vertices
are present on other parts of the curves. This is due to the lack of (equidistributing)
Figure 29: The standard double bubble evolves to its anisotropic counterparts.
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Figure 30: Some non-equal area double bubbles.
Figure 31: The three different types of energy minimizing double crystals; R =
1, 2, 3, 8, 8, 9.
tangential movement for complicated anisotropies, as discussed in Remark 2.5. In partic-
ular, for anisotropies with almost polygonal Wulff shapes we observe almost no tangential
movement at all, as the facets of the curves are basically straight leading to locally parallel
intervals. We note once again that it is in these situations, that the preconditioner (3.2)
improves the efficiency of the conjugate gradient solver for (2.35) considerably.
Of particular interest are the possible steady states in the case of crystalline surface
diffusion. These energy minimizers can be observed in real life, e.g. in salt crystals, and the
three possible types were categorized in Morgan (1998), see also Wecht, Barber, and Tice
(2000). We investigated this problem numerically, by starting with two bubbles, where one
is a unit square, and the other is a rectangle with area R, e.g. of dimension R×1 or R
2
×2.
It turns out that the three different types of energy minimizers correspond to the cases
R ≤ 2, 2 < R ≤ μ := 43+30 2
1
2
16
≈ 5.34 and R ≥ μ, respectively. For our computations,
we used the anisotropy (1.7) with ε2` ≡ 10−5 and (θ1, θ2) = (0, π2 ). The discretization
parameters were N = 128, τ = 10−3 and T = 50. The results for R ∈ {1, 2, 3, 8} can be
seen in Figure 31, where in each case we plot ~X(0) and the numerical steady state ~X(T ).
Note that for R = 8 we observe two different types of numerical steady states, where
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Figure 32: The two different types of energy minimizing double crystals when λ = 0.2;
R = 2, 4, 4.
Figure 33: Anisotropic double bubbles with isotropic surface energy on Γ1.
only the experiment that started from a square inside a square yields the global energy
minimizer that is predicted by the theory. This is underlined by the fact that even if we
start with the unit square next to a square of area 9, the evolution does not attain the
global minimizer.
Moreover, the regime of the energy minimizers changes, if one prescribes differently
weighted surface energies on the three curves. Let γ1 = γ2 = γ0 as before, and set
γ3(~p) = λ γ0(~p), where λ ∈ (0, 1] is a weighting factor. Then, for λ > λ0 ≈ 0.56,
the three types of minimizing configurations now correspond to the cases R ≤ 2
λ
, 2
λ
<
R ≤ μλ and R > μλ, respectively. For λ ≤ λ0, however, the second type disappears
and the cut-off value Rλ between the two remaining regimes depends on λ, see Wecht,
Barber, and Tice (2000, Figure 4) for more details. As an example, we present two
computations for λ = 0.2 in Figure 32, where we used the ratios R = 2 and R = 4
and the same discretization parameters as before. We observe once more that the global
energy minimizer is only attained when starting from the appropriate initial setup. We
note that without a preconditioner, the computation for the last experiment took 7 hours
and 11 minutes. With the preconditioner (3.2) for the system (2.35), on the other hand,
this was reduced to 33 minutes.
Next we give some computations for double bubbles, where the anisotropies for the
three curves differ. In Figure 33 we show results for γ1(∙) = |∙| and γ2 = γ3 as in (1.7) with
the parameters as in Figure 28, while in Figure 34 we show results for γ1(∙) = γ2(∙) = | ∙ |
and γ3 as before, for the first two choices of anisotropy. All of these and the remaining
plots show numerical steady states.
We now give some experiments for curve networks with three or more enclosed areas.
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Figure 34: Anisotropic double bubbles with isotropic surface energy on Γ1 and Γ2.
Figure 35: Triple bubble solutions for different anisotropies.
In Figure 35 we show the numerical steady state solutions for triple bubbles with different
anisotropies. Here we used (1.7) with L = 1, θ1 = 0 and ε
2
1 = 0.1, as well as (1.7)
with ε2` ≡ 10−3 and (θ1, . . . , θL) = (0, π2 ), (0, π3 , 2π3 ) or (0, π4 , π2 , 3π4 ). The discretization
parameters were N = 128, τ = 10−3 and T = 2. For the readers convenience, we give a
more detailed account of the noteworthy evolution in the case of the last but one chosen
anisotropy; see Figure 36.
In Figure 37 we show the numerical steady state solutions for quadruple bubbles for
the same anisotropies as in Figure 35. The discretization parameters were N = 128,
τ = 10−3 and T = 0.5.
3.3 Boundary intersections
Here we investigate the evolution of a semi-circle that is attached to the boundary of a
rectangular domain under motion by anisotropic surface diffusion, (2.37a,b). An example
for each of the anisotropies (1.7) with L = 1, θ1 = 0 and ε
2
1 = 0.1 as well as ε
2
` ≡ 10−3
Figure 36: ~X(t) at times t = 0, 0.2, t = 1.4, 1.6 and t = 2 (from left to right).
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Figure 37: Quadruple bubble solutions for different anisotropies.
Figure 38: A semi-circle evolves to its anisotropic steady state.
and (θ1, . . . , θL) = (0,
π
2
), (π
2
, 3π
4
) or (0, π
3
, 2π
3
) can be seen in Figure 38. The discretization
parameters were N = 128, τ = 10−3 and T = 0.2.
The same choice of anisotropies, but now for an evolving triple junction inside the
unit circle, can be seen in Figure 39. Finally, we repeated the latter three experiments in
Figure 38 now for a prescribed contact angle of αi = 60
◦, i = 1→ 3, see Figure 40.
4 Conclusions
We have presented a fully practical parametric finite element approximation for the
anisotropic mean curvature flow and anisotropic surface diffusion of curves in R2 and
proved stability bounds. Although there exist stability results for semi-discrete schemes
for anisotropic mean curvature flow, see e.g. Dziuk (1999a), we are not aware of any
stability result for fully discrete parametric schemes for these anisotropic motion laws in
the literature. Moreover, our scheme can also be used to model the evolution of curve
networks, where different curves can meet at triple junctions points or intersect the ex-
ternal boundary ∂Ω. Furthermore, the presented scheme intrinsically moves the vertices
Figure 39: A triple junction inside the unit circle.
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Figure 40: Anisotropic steady state solutions with prescribed boundary contact angle.
tangentially along the curves, so that no artificial redistribution of vertices is necessary
in practice.
We remark that extending the presented scheme to the case of 2-dimensional hyper-
surfaces in R3 will be part of our ongoing research in this area.
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