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SUMMARY 
The objective of this study is to get for several food prod-
ucts the kind of demand information that is relevant when 
a price support administrator selects a support price. The 
specific problems dealt with are those of estimating the re-
tail demand conditions for (1) pork, beef and poultry prod-
ucts and (2) eggs. 
In connection with each problem, demand equations have 
been set up. In each case demand relations have been esti-
mated by the least squares method, which treats demand 
equations in isolation from supply equations. Demand equa-
tions ,have also been estimated by simultaneous equations 
methods, which deal with a demand equation as part of a 
system of equations including a supply equation and perhaps 
others. 
In the pork, beef and poultry products case the most rea-
sonable results appear to be those of a simultaneous equa-
tions system. The estimates include the following: 
A 1 percent rise in the price of pork can be expected to 
bring a 0.91 percent fall in the quantity of pork sold at re-
tail, and a 1 percent rise in disposable personal income can 
be expected to bring a 0.76 percent increase in the quantity 
of pork sold at retail. 
A 1 percent rise in the price of beef can be expected to 
bring a 0.77 percent fall in the quantity of beef sold at re-
tail, and a 1 percent rise in disposable personal income can 
be expected to bring a 0.65 percent rise in the quantity of 
beef sold at retail. 
A 1 percent rise in the price of poultry products can be 
expected to bring a 0.68 percent fall in the quantity of poul-
try products purchased at retail, and a 1 percent rise in dis-
posable personal income can be expected to bring a 0.53 per-
cent rise in the quantity of poultry products purchased at 
retail. There is also an estimate of the influence of the price 
of each meat on the retail sales of the other meats. 
The least squares method appears to give the most rea-
sonable results for eggs: A 1 percent rise in the price of eggs 
can be expected to bring a 0.55 percent fall in the quantity 
of eggs purchased at retail, and a 1 percent rise in dispos-
able personal income can be expected to bring a 0.41 percent 
rise in the quantity purchased at retail. The influences of 
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other factors affecting the retail sales of eggs are also ex-
amined. ' 
If the support price of any meat is effective, raising it 
will raise the producer's total revenue. This is true because 
the elasticity of the quantity of each meat with respect to 
its own price is less than 1. 
When there are price support operations the relative 
prices of the meats will probably change. On the basis of 
the effect of the price of each meat on the quantities of the 
others, it appears that relative price changes will probably 
leave poultry consumption more nearly constant than the 
consumption of either pork or beef. 
In the case of each meat,' quantity is inelastic with re-
spect to current income. The influence of income on poultry 
consumption appears to be less than on either pork or beef. 
Application of Econometric Procedures to 
the Demands for Agricultural Products 1 
By J. A. NORllIN, GEORGE G. JUDGE AND OllAR WAIIBY 
A legislator or administrator concerned with the area of 
price supports is concerned with a problematic situation-a 
situation in which there is some question about the course 
of action to be taken on the basis of the objectives thought 
to be held by the voters. In connection with this problematic 
situation a number of individual problems arise. Each prob-
lem may deal with the reactions to a given course of action 
in one of the sectors of the economy. Thus predicting con-
sumers' responses to selected economic changes is one of the 
problems that arise in the exploration of the problematic 
situation associated with price supports. 
The present bulletin deals with the following problems: 
(1) What variables determine the quantities of retail sales 
of pork, beef and poultry products, and how are the deter-
mining variables related to these quantities? (2) What vari-
ables determine the quantity of retail sales of eggs, and how 
are the determining variables related to this quantity? 
The Agricultural Adjustment Administration bought 
cattle and hogs from May 1933 to Dec. 31, 1934. Pork and 
eggs were included in the list of commodities subject to the 
first food stamp plan in 1939. The Steagall amendment of 
1941 set up mandatory price support provisions for hogs, 
chickens, eggs and turkeys. During and immediately after 
World War II support action was not needed for most goods. 
The price of hogs was supported in 1943-44, and the price of 
eggs in 1944. As of June 1954, the government was not sup-
porting the price of any of the goods whose demand condi. 
tions are examined in the present study. But the Agricultural 
Act of 1949 provides that any of these prices may be sup-
ported at from 0 to 90 percent of parity at the discretion of 
the Secretary of Agriculture. 
GENERAL PROCEDURE IN DEALING WITH SELECTED 
PROBLEMS 
Whoever helps a price support administrator deal with 
his problematic situation is helping him choose an action ap· 
propriate to the voters' objectives in the price support area. 
1 Project 1091 of the Iowa Agricultural Experiment Station. For suggestions 
and criticism the authors are indebted to l\Iartin Beekman, John Gurland, 
Earl O. Heady, O. Kempthorne, Geoffrey Shepherd and Gerhard ~J:'lntner. 
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The choice of action depends partly on the answers to prob-
lems like the ones with which we are concerned. In attack-
ing a given problem, the investigator sets up a tentative 
answer that appears reasonable to him. Such a tentative an-
swer we shall call a hypothesis. The investigator then makes 
tests to determine whether it would be prudent to act as 
though the tentative answer were the correct one. That is, 
the investigator devises a test for the hypothesis.2 
In the physical sciences it is usual to set up a hypothesis 
and then design a crucial experiment to help the investigator 
decide whether it is prudent to act as though the hypothesis 
were correct. In the social sciences deliberate experiment is 
usually impossible. We must proceed as though we had to 
analyze the results of poorly designed experiments. 
The hypothesis in demand analysis is the contingent pre-
dictions of the values of various economic variables. We 
shall begin with a model-a list of variables relevant to the 
problem, together with th'e forms of the equations in which 
the variables are said to be related. Then on the basis of the 
variables in a base period we shall estimate the coefficients 
which specify the way in which the variables are related to 
each other. After the coefficients have been incorporated 
into the model, it serves as a mechanism for forecasting the 
values of certain variables in a prediction period after the 
base period, given the values' of other variables in the base 
period and/or the prediction period. We shall deal only with 
linear models since they offer considerable advantage in 
terms of simplicity of handling. Of course the variables may 
be in logarithmic form. 
In the construction of a hypothesis we may impose cer-
tain restrictions on our model. For instance, we may be rea-
sonably sure that a certain coefficient must lie between 0 
and 1. When we use the data from our base period, this re-
striction will limit the way in which the data will condition 
our predictions. Any proposition (such as the proposition 
that the value of a coefficient must lie between 0 and 1) used 
in an investigation, but not tested by the investigation, will 
be called an assumption. Thus the word assumption may in-
clude propositions that are sometimes called "axioms" or 
"postUlates." 
The hypothesis is tested when we compare its predictions 
with the observed values of the predicted variables. If the 
predictions are sufficiently accurate, we shall consider it ,pru-, 
• The concept of a statistical hypothesIs Is sometimes used In n mot'e reo 
stricted Sense. 
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dent to act as though the hypothesis were correct. Deciding 
whether the predictions are sufficiently accurate may in-
volve some perplexing questions; this issue will be dealt with 
later. 
SPECIF1C PROCEDURE IN DEALING WITH SELECTED 
PROBLEMS 
We shall try to predict retail demand conditions on the 
basis of time series. The quantity that an individual con-
sumer will buy in the market for a given good in a given . 
time period will depend on the price of the good. His income 
in the current period and in past periods will also influence 
the result.3 
The prices of other goods will also be relevant. We may 
take account of the individual prices of goods closely related 
to the good in question, either as substitutes or as comple-
ments. If computational troubles were of no consequence, it 
would undoubtedly be worthwhile to treat a great many 
other commodities in this way. However, we must consider 
expense, so at some point we stop treating other goods in-
dividually and lump them together by using an index of 
prices. 
The effects of changing tastes are taken into account by 
making "time" (the lapse of time during the period to which 
the study applies) a variable in one form or another. 
Throughout the procedure using time series the central 
idea is that of prediction. We are interested in historical as-
sociations only insofar as they assist us in making predic-
tions about the future level of the variable we are interested 
in. 
LEAST SQUARES 
Most empirical time series work has been done by means 
of the least squares single equation method.4 In this method 
the variable to be predicted is considered "dependent" and 
3 See James Duesenberry, Income, saving, and the theory of consumer be-
havior. Harvard University Press, CambrIdge, 1949, pp. 76. ff. Duc~en­
berry concentrates on the individual's highest past income. However. the 
influence of this highest past income depends partly on the time distance 
by which it is removed from the present period, and also on the degree to 
which the individual is convInced that the high income is to be unique in 
his experience . 
• See. for instance, A. R. Prest, Some experiments in demand analysis, 
31 Rev. of Econ. and Statistics 33, February 1949: Geoffrey Shepherd, 
Changes in the demand for meat and dairy products in the United States 
since 1910, Iowa Agr. Exp. Sta. Res. Bu!. 368. 1949; Richard Stone, The 
role of measurement in economics, Cambridge University Press. 1951. 
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the variables contributing to the prediction process are con-
sidered "independent." The worker uses all the relevant in-
formation that his resources will permit him to use. The 
equations used are of the type 
(1) Xl = a12X2 + al3Xa + ... + alnXn 
where Xl is the dependent variable, X2 through Xn the inde-
pendent variables and the a's constants to be determined by 
the least squares method. The a's are determined so that the 
sum of squares of differences between calculated and ob-
, served values of Xl is a minimum. Equation (1) is a re-
gression equation, and the a's are regression coefficients. 
A number of objections have been raised against this 
procedure in connection with analysis of economic time 
series. In the first place, it has been objected that, in a spe-
cial sense, the regression equation is arbitrary. Suppose we 
wish to predict a series Xl on the basis of a series X2, where 
each series has a mean of zero. We must decide whether to 
minimize the sum of squares of deviations of observations 
from our prediction line in the Xl direction or in the X2 direc-
tion. If we minimize in the Xl direction, a one-unit increase 
in X2 will be expected to cause a ~:1~2 -unit increase in Xl' 
.:oX2-
But if we minimize in the X2 direction, a one-unit increase 
, '11 b t d t ~X12 't . . In X2 WI e expec e 0 cause a -~---um Increase In Xl . 
.:oXIX2 
If n variables are involved, there are n possible directions in 
which the minimization could be made. Thus there are n dif-
ferent regression functions. If each of them is solved for 
x), there will be n different coefficients showing the relation 
between Xl and X2' 
This objection does not appear to be serious. We have 
undertaken the inquiry in order to improve our ability to 
predict the futUre values of one of the variables involved. 
Then it is reasonable to assume that we wish to minimize 
the seriousness of errors in predicting this variable, rather 
than any other. Thus we choose the direction of minimiza-
tion when we choose the variable to be predicted. 
A second objection, raised by Ragnar Frisch, is related 
to the possibility of getting meaningless values for the a's.5 
Suppose that each of two independent variables consists of 
two parts-a "systematic" part and an "error" part, If the 
5 Ragnar Frisch. Statistical confluence analysis by means of complete re-
gression systems, Unlversitetets Oekonomlske Institutt. Oslo. 1934. 
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systematic parts are perfectly correlated and the errors are 
zero, it will be impossible to get unique values for the a's-
although this difficulty does not reduce our ability to predict 
the value of the independent variable. If the systematic 
parts are perfectly correlated and the errors are not zero, 
then the a's can be calculated and their values will depend 
only on the errors. This general situation is given the name 
multicollinearity, since we assume one linear regression 
(the equation used to predict Xl) while there is at least one 
other linear relation in the problem (the linear relation be~ 
tween the systematic parts of two or more independent vari~ 
abIes) . 
If the systematic parts are not perfectly correlated, then 
the a's will not depend exclusively on the errors. But the 
errors may be large enough to make the variance of the pre~ 
dieted values dangerously large. 
A third objection relates to the possibility of getting 
"nonsense correlations." Suppose that every economic series 
trends strongly upward over time. If we run the usual mul~ 
tiple regression we find that we can apparently explain any 
of the series fairly well on the basis of the variations in any 
combination of the other series. However, a simple regres~ 
sion with time as the independent variable might give us 
nearly as complete an explanation as we get by using the in~ 
dependent variables we have selected. 
One method of dealing with this trouble is to introduce 
time as one of the variables. Then the regression coefficient 
associated with any of the other independent variables 
shows the effect of that variable when time is held constant. 
We seem to be close to the multicollinearity issue again-
but it is very unlikely that any of the independent variables 
other than time will be perfectly correlated with time. 
Another way of dealing with this difficulty involves the 
use of difference equations. We replace XI (j) (the value of 
Xi during the jlh interval) with XI (j) - aX! (j -1), where 
a is a parameter to be estimated. If the effect of whatever 
variables we group under the name "time" is linear, then 
taking first differences as indicated above will remove the 
influence of time.o If the influence of time is more compli~ 
cated, then part of it will remain after we have taken first 
differences for all the variables. In some cases it may be 
necessary to introduce variables with lags of more than one 
time unit. 
• That is, the influence of time wilt appear in the constant term. 
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However, using first differences involves the assumption 
that the lagged values of the variables are not interesting on 
their own account. For instance, if x is income, we may not 
be willing to say that the significance of this period's in-
come depends only on its excess or deficiency in relation to 
the income of the last period. If both the incomes are high 
relative to the incomes of most periods, we may cover up the 
most essential income effects if we deal only with the first 
differences of incomes. 
The fourth objection to the single equation least squares 
procedure is the most recent and the most serious. This ob-
jection comes from the staff of the Cowles Commission, and 
the most complete analysis based on the objection is included 
in Cowles Commission Monograph No. 10, Statistical Infer-
ence in Dynamic Economic Models (John Wiley and Sons, 
New York, 1950).7 Even though we may be interested in 
predicting the future values of just one variable, it is said 
that this variable is determined jointly with a large number 
of other variables. It is said that in· general we must not 
deal with just one equation; we must set up a complete 
model, in which the number of equations is the same as the 
number of variables regarded as being jointly determined by 
the working of the model. The basis for this objection will 
be considered below in connection with the simultaneous 
equations method. 
SIMULTANEOUS EQUATIONS 
In this section we shall present a simplified exposition of 
the simultaneous equations procedure in estimating economic 
relations.s To avoid unnecessarily complicating the presen-
tation, we shall deal with a two-equation system. The exten-
sion to three or more equations is relatively easy; the rules 
will be stated in terms that are applicable to the more gen-
eral case. 
Let us assume that we wish to investigate the determina-
tion of price and quantity in a market. We have one demand 
equation and one supply equation. We assume that these 
two equations show the only relations that are relevant in 
T See also Cowles Commission l\fonograph No. 14, Studies In econometric 
method. John Wiley and Sons, New York. 1953. ' 
• The exposition is based on T. 'V. Anderson and Herman Rubin, Estimation 
of the parameters of a single equation in a complete system of stochastic 
equations, 20 Annals of Mathematical Statistics 46. March 1949. 
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the determination of the values of the economic variables 
appearing in the model. 
We think of the market price and quantity as being de-
termined by the requirement that they must satisfy both 
the demand and the supply equation. These equations are 
called structural equations. We shall also refer to them as 
basic equations-they specify the basic economic relations 
that underlie the operation of a segment of the economy. 
The coefficients in a basic equation are called basic co-
efficients. 
Some variables in the m'odel are considered to be deter-
mined outside the operation of the model: They are called 
exogenous variables. For instance, a supply equation may 
include a variable related to the state of the weather; this 
variable is not thought of as being determined by the inter-
actions within the model. The variables that are considered 
determined by the interactions within the model are called 
endogenous. 
Sometimes the lagged values of an endogenous variable 
appear in a model. Thus we may have a demand equation 
relating today's price and quantity to income and yesterday's 
price. Yesterday's price is a lagged endogenous variable. 
Of course, it is not considered as being determined within 
the model used to explain the determination of today's price 
and quantity. It is convenient to group lagged endogenous 
variables with exogenous variables under the heading pre-
determined variables. Current endogenous variables are 
given the name jointly determined; they are the variables 
whose values are considered jointly determined by the inter-
action among the variables in the equations of the model. 
It will be assumed that each jointly determined variable 
and each predetermined variable is observed without error.O 
However, it will also be assumed that there are some dis-
turbances-some random variables that influence the inter-
action process but are not directly observed. There will be 
one disturbance in each basic equation. Each disturbance has 
an expected value of zero. Within one equation the values 
of the disturbance term at various time intervals are as-
sumed to be independent of each other. Within each basic 
equation the disturbance term is assumed to be independent 
of every predetermined variable in the basic equation. 
"Models having disturbances but no errors of observation are called shock 
models; models having errors of observation but no disturbances are called 
error models. The models appearing in the present discussion are shock 
modelS. 
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LEAST SQUARES LACK OF CONSISTENCY 
In order to see the relation between least squares pro-
cedure and simultaneous equations procedure, let us consider 
the following two-equation model: 
(2) p + aq=~l 
(3) q+8I=?:2, 
where p is price, q is quantity, I is income, '1 and?:2 are dis-
turbances and a and 8 are basic coefficients. The variables 
p and q are considered to be determined by the joint actions 
described in equations (2) and (3). I is considered as being 
determined outside this two-equation system. 
By selecting the form of each equation we have made 
some assumptions about the way in which the variables in-
teract. (2) is a demand equation, showing the interrelation 
between price and quantity in the minds of the buyers. (3) 
is a supply equation, showing the quantity supplied depend-
ing on just income and disturbances. When we have esti-
mated a and 8 we have decided how we shall predict future 
values of price and quantity. 
Let us concentrate on the estimation of a. The objective 
of this section is to show that using least squares procedure 
on equation (2) alone may give us an estimate that lacks 
consistency-that fails to converge in probability to the true 
value of a as the sample size approaches infinity. 
Let us use the least squares procedure to estimate a just 
as though we had only equation (2) to work with. First (2) 
is solved for p, so that 
(4) p = -aq + ?:1. 
We consider p the dependent variable, in the least squares 
sense, and q the independent variable. We get the estimate 
(5) a* = - i~~ . 
The possibility of lack of consistency in the least squares 
result shows up when we compare the least squares estimate 
with the estimate we get by dealing with equations (2) and 
(3) together. Combining the two equations we have 
(6) p=aH+'1-a!;2. 
This equation involves only one jointly determined variable, 
p. I is independent of ('1 - a'2). Therefore it is legitimate 
to use least squares procedure to estimate a8: 
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(7) 
Similarly it is legitimate to use least squares estimation in 
equation (3). We have 
A lJqI 
(8) S =-lJP' 
From (7) and (8) we have a consistent estimate of a: 
A lJpI 
(9) a=-lJqI' 
It is apparent that (5) and (9) are not equivalent ex-
pressions; I enters into (9) directly, but does not enter into 
(5) directly. Thus it is not to be expected that using least 
squares procedure on (2) will give us a consistent estimate 
of a. 
UNIQUENESS (IDENTIFICATION) 
Still confining our attention"to two-equation models, let 
us next consider certain complications that may arise in us-
ing simultaneous equations to estimate the basic coefficients. 
We wish to know whether we can find a unique value for a 
given basic coefficient. In an unfavorable case many differ-
ent values of a given basic coefficient may be compatible 
with the observed values of the jointly determined variables 
and the predetermined variables. If this is the case, we say 
that the basic coefficient is not identified or is not uniquely 
determined .. We shall see the conditions under which such 
a basic coefficient is uniquely determined. 
THE UXIQUELY DETERMINED (JUST IDENTIFIED) CASE 
Consider the following model: 
(10) (Demand equation) p + aq = '1 
(11) (Supply equation) 7]P + q + SI = '2. 
Assume that (10) is the chosen equation-the basic equa-
tion whose coefficients we wish to estimate. (In the present 
case, of course, there is only a to estimate.) 
For the reason just suggested we cannot use the least 
squares procedure in estimating n. In this case we cannot 
even use it in estimating?], since both p and q appear in (11). 
But (10) and (11) are two linear equations in p and q. So 
we can solve them for p and q in terms of the other vari-
abIes: 
990 
(12) P = as I + ~1 - a'2 
1-a7] 1-a7] and 
(13) q=_ S 1+'2-.",'1. 
1-a7] 1-a'l] 
Equations (12) and (13) are called reduced form equations. 
We shall also refer to them as isolated form equations, 
since one jointly determined variable is isolated in each 
equation-p is isolated in (12) and q in (13). 
The isolated form coefficients can be estimated by least 
squares since there is only one jointly determined variable 
in each isolated form equation. In each caSe we wish to esti-
mate the coefficient of the predetermined variable 1. The 
estimates are: 
and 
(15) [ ~ J ~pI 
I-a.", = ~p' 
By dividing (15) by (14) we get 
;.. ~pI (16) a=- ~qI' 
;.. 
Here a is said to be uniquely determined. It is subject to 
sampling variations, of course. But there is just one indi-
cation of its value on the basis of a given sample. Equation 
(10) is also said to be uniquely determined, since each of its 
basic coefficients is uniquely determined. For the time being 
we shall not set up a rule for recognizing equations that are 
uniquely determined. But notice that there are two jointly 
determined variables in the chosen equation (equation (10», 
and that there is just one predetermined variable (1) that 
appears in the model but does not appear in the chosen equa-
tion. The number of jointly determined variables appearing 
in the chosen equation is one greater than the number of 
predetermined variables appearing in the model, but not ap-
pearing in the chosen equation. 
THE INDETERMINATE (UNIDENTIFIED) CASE 
A basic equation is indeterminate if any of its coefficients 
is indeterminate. Equation (11) is such an equation. Again 
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we get equations (14) and (15) as the legitimate least 
squares estimates of the coefficients of I in the two isolated 
form equations, (12) and (13). But it is not possible to 
A A 
solve for either 'I'J or 8. All we can get is the equation 
A ~J2 A ~pI (17) - 0 '" I = 1 + 'I'J ~ I' 
",q ..... q 
An infinite number of· combinations of ~ and 8' will satisfy 
"... A (17). Therefore we may say that both 'I'J and 8 are indeter-
minate; and that equation (11) is indeterminate (uniden-
tified) . 
In the uniquely determined case the number of jointly 
determined variables appearing in the chosen equation was 
one greater than the number of predetermined variables ap-
pearing in the model but not appearing in the chosen equa-
tion. In the present indeterminate case the former number 
exceeds the latter by 2. 
THE OVERDETER!lHNED (OVERIDENTIFIED) CASE 
In the overdetermined case we have two or more esti-
mates of a basic behavior coefficient, but the number of es-
timates is finite. We are not free to choose just any value 
for the coefficient as we were in the indeterminate case. But 
we do not have a unique estimate as in the uniquely deter-
mined case. 
Consider the model 
(18) (Demand equation) p + aq'= tl 
(19) (Supply equation) 7JP + q + 8I + €C = t2, 
where C is an index of production cost. We wish to estimate 
u. 
The isolated form equations are 
(20) and 
(21) 
The least squares estimates of the coefficients of I and C in 
(20) are 
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(22) [ __ 8_) , llqI llC2 -llqC llIC 
1 - a"l llP llC2 - llIC llIC and 
(23) [_ f )' llP llqC -llqI llIC . 
1 - a"l llP llC2 - llIC llIC 
Next let us estimate the coefficients of I and C in (21) in 
the same way: 
and 
(25) [ af J' llP llpC -llIC llpI. 
1 - a"l llJ2 llC2 -llIC llIC 
When we divide (24) by (22) we get 
, ~pI llC2 - llpC llIC 
(26) a = - llqI llC2 _ llqC llIC . 
But when we divide (25) by (23) we get 
(27) * llJ2 ~pC - llIC ~pI 
a = - llJ2 llqC - ~qI llIC . 
Since (26) and (27) are not equivalent estimates of a, a is 
overdetermined. Two operations based on the isolated form 
equations lead to contradictory requirements for a. 
Let H denote the number of jointly determined variables 
appearing in the chosen equation, and D denote the number 
of predetermined variables appearing in the model but not 
appearing in the chosen equation. In the uniquely deter-
mined case H was one greater than D. In the indeterminate 
case H was two greater than D. And in the present over-
determined case H is equal to D. It looks as though it ought 
to be possible to set up rules for recognizing the three types 
of cases on the basis of the relation between Hand D. As 
we shall see later, this statement is not entirely correct. 
However, it is true than an equation is likely to be uniquely 
determined if H is one greater than D, indeterminate if H 
is more than one greater than D, and overdetermined if H is 
equal to or less than D. 
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A GENERAL RULE FOR UNIQUENESS 
It will be convenient to discuss the general uniqueness 
rule in terms of a notation more general than the one we 
have been using for the two-equation models. Let us assume 
that the chosen equation can be written 
(28) '/3IY1 + ... + f3uYn + f3n+1 YUH + ... + f3GYG 
+ YIZI + ... + YFZF + YF+l ZF+1 + .. . 
+ YF+D ZF+D = ,. 
The y's are jointly determined variables and the z's are pre-
determined variables. There are G jointly determined vari-
ables and F + D predetermined variables in the model. Ex-
actly G - H of the f3's have the value zero, and exactly D of 
the Y'S have the value zero. Usually it will be convenient 
to say that there are H jointly determined variables and F 
predetermined variables in the chosen equation; but this 
statement is to be taken to mean that there are H non-zero 
f3's and F non-zero y's. ,is a disturbance term. 
Let us divide the y's into two groups: The variables 
Xli X2 ... XH are the jointly determined variables that appear 
in the chosen equation and the variables rl, r2' .. rG-H are 
the jointly determined variables that appear in the model 
but do not appear in the chosen equation. Let us also divide 
the z's into two groups: The variables UI, U2 ••• UF are the 
predetermined variables that appear in the chosen equation, 
and the variables Vlt V2 ••• VD are the predetermined variables 
that appear in the model but do not appear in the chosen 
equation. 
At this point it is necessary to introduce certain ideas 
concerning matrices. Using matrix notation enables us to 
write, in one line, statements that would take several lines 
in ordinary algebraic notation. A matrix is a rectangular 
array of detached numbers. Thus 
(29) 
is a matrix. Since there are 2 rows and 3 columns, it is a 
"2 x 3" matrix. Each of the a's is an element of the matrix; 
the element aiJ is the element in the ith row and the jtll 
column. A matrix having just one row is a row matrix, and 
a matrix having just one column is a column matrix. 
The transpose of a matrix is formed by making the itll 
row the i'h column, and vice versa. Thus the transpose of 
A is 
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(30) A' = [:~~ ::~] . 
a13 a23 
We shall have occasion to multiply one matrix by another. 
Matrix multiplication differs from algebraic multiplication 
in that the order in matrix multiplication is important. Also 
there are matrices that cannot be multiplied. We can find 
the product AB (where A and B are matrices) if and only 
if the number of columns in A is equal to the number of rows 
in B. The product matrix C will then have as many columns 
as B and as many rows as A. The Cij element of C is the 
sum of a number of products; each product is the product 
of an element of the it" row of A and the corresponding ele-
ment of the 1'h co!urm of B. For instance, 
A B 
(31) [a11 a12] [bll b12 b13 ] = b21 b22 b23 
C 
[all bu + a12 b21 all b12 + a12 b22 all b1S + a12 b23] • 
We can write our variables in matrix form. Thus the 
matrix of the jointly determined variables appearing in the 
chosen equation is the row matrix 
(32) x = [XIX2 ••• XH] • 
The matrix of jointly determined variables appearing in the 
model but not appearing in the chosen equation is 
(33) r = [rlr2 ... rG-H]. 
The matrix of predetermined variables appearing in the 
chosen equation is 
(34) u = [UIU2 .•• UF]' 
The matrix of predetermined variables appearing in the 
model but not appearing in the chosen equation is 
(35) v = [VIV2 ••• VD]. 
In matrix form the chosen basic equation can be written 
as 
(36) {3x' + "'IU' = " 
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where {3 is a row matrix of the coefficients of the jointly 
determined variables and "I is a row matrix of the co-
efficients of the predetermined variables. 
The isolated form equations for the x's can be written 
(37) Xl = 'IT\lUl Ul + 'IT\IU2 U2 + ... + 'IT"x1UF UF 
+ 'lTx1vl VI + 'lTxlv2 V2 + ... + 'lTx1vD vn + 81 
+ 7rxnvl VI + 'lTxnv2 v2 + . . + 'lTxnvn VD 
+ 8n .10 
But on the basis of what we have noticed about matrices 
we can condense these H equations into one matrix equation: 
(38) x' = 'IT\u u' + 'lTxv v' + 8'. 
x', u', v' and 8' are column matrices. 'IT. xU is an H row and F 
column matrix, and 'lTxv is an H row and D column matrix. 
Direct multiplication will show that (38) includes all the 
terms in the equations (37). 
Next let us multiply (38), term by term, by the matrix 
{3 (the row matrix of the coefficients of the jointly deter-
mined variables in the chosen behavior equation). The re-
sult is 
(39) {3x' = {3'IT"xu u' + {3'ITxv v' + {38'. 
This equation is to be compared with (36). It is apparent 
that 
(40) "I = - {37r\" 
(41) 0 = -{371's.\" 
and 
Once we have solved for the elements of {3, (40) will enable 
us to solve for the elements of "I' We hope to use (41) to 
solve for the elements of f3; the characteristics of 7rxv deter-
mine whether we can do so. 
'"We must make the very mild assumption that at least one of the coefft. 
dents is different from zero, 
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We can rewrite (41) in the explicit form 
(42) (31 7I"x1v1 + (32 'lTx2v1 + . . + (3H 7I"xHv1 = 0 
(31 7I"x1v2 + (32 'lTX2v2 +. . + (3H 7I"xllv2 = 0 
(31 7I"x1VD + (32 7I"x2vD +. . . + (3H 7I"xHvD = o. 
(42) is a set of D. simultaneous linear equations in the (3's. 
Since the right-hand terms are all zeros, we can say that 
(42) is a set of homogeneous linear equations in the (J's. 
To see whether there are any useful solutions for the (3's, 
it is convenient to introduce the idea of the determinant of 
a square matrix. Let us start with the matrix 
(43) A = [~~~ :~: :~:] . 
a31 a32 a33 
The determinant of A (written IAI) is the sum of all the 
possible products that can be formed in the following way: 
1. Each product must consist of as many factors 
(elements) as there are rows in the matrix. 
2. One factor must come from each row. 
3. One factor must come from each column. 
4. Each product has a plus sign if an even number of 
interchanges of adjacent second subscripts would make the 
order of the second subscripts the same as the order of the 
first subscripts, and a minus sign if an odd number of inter-
changes of adjacent second subscripts would make the two 
orders the same. 
The determinant of A contains the following terms: 
1. all a22 a33 ( + ) 
2. all a32 a23 (-) 
3. a21 a13 a33 (-) 
4. a21 a32 a13 < + ) 
5. a31 a12 a23 <+) 
6. a31 a22 a13 (-). 
Let us check the sign of the 4t~ term. The order of the 
second subscripts is 123. It we interchange the 1 and the 2, 
and then interchange the 1 and the 3, we have 231, the order 
of the first subscripts. Since we needed two interchanges 
of adjacent second subscripts, the 4th term has a positive 
sign. 
For the time being let us assume that D is equal to H, so 
that (42) is a. set of H simultaneous equations in the H un-
known (J's. Call the determinant of the coefficients of the 
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P'S 6.. Then the usual procedure in solving for the ith ele-
ment of P is that of setting PI equal to a ratio of two de-
determinants. The denominator is 6.. The numerator is D. 
with the ith column of coefficients (the coefficients of PI) 
replaced by the column of constant terms appearing on the 
right sides of the simultaneous equations. 
Everyone of the numerators is zero, since each of them 
is a determinant having a column of zeroes. Since this 
column must be represented in each term of the determinant, 
the determinant is the sum of a collection of terms, each 
of which is zero. 
If the denominator (6.) is not zero, then every f3 ele-
ment is zero; in this case we have what is called a trivial 
solution which is of no use. Therefore 6. must be zero 
if we are to proceed in finding useful values for the elements 
of p. In matrix terminology the rank 'of the 'lTxv matrix 
must be less than H. (The rank of a matrix is R if and only 
if every determinant formed by taking more than R of its 
rows and more than R of its columns is zero, while at least 
one determinant formed from R of its rows and R of its 
columns is not zero.) 
If the rank of the matrix is H -1, then there are just 
H -1 (instead of H) independent equations in the elements 
of p. But if we are willing to assign a value to one of the 
P elements, we will be left with H - 1 equations in H - 1 
unknown elements of p. Fortunately, we do not lose any-
thing by assigning a value to one of the elements of {3; 
doing so simply amounts to dividing the whole chosen basic 
equation by a constant. 
If the rank of the 'lTxv matrix is less than H - 1, we have 
less than H - 1 independent equations; and after we assign 
a value to one of the elements of p we have still H -1 un- , 
known elements of p. Plainly we cannot expect to be able 
to solve for the p elements. 
Thus we can solve for the elements of {3 -if and only if 
the rank of the 'lTn matrix is H -1. If the rank is more 
than H - 1 we have too many independent equations; the 
only consistent solution is the trivial one in which every 
element of p is zero. If the rank is less than H - 1 the {3 
matrix is indeterminate-an infinite number of combi-
nations of elements of p will satisfy the isolated form 
equations. 
Temporarily we have been assuming that D is equal to 
H. But if we remove this assumption the rank requirement 
is unchanged. However, it is clear that the rank of 'lTXV' 
cannot be as large as H - 1 if D is less than H - 1. 
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Let us check our two-equation models to see whether 
our present rule is consistent with the results obtained. In 
the uniquely determined case in equation (10), H is 2 and D 
is 1. The isolated form equations are (12) and (13). Since 
p and q appear in (10) and I does not, the 'lrX\' matrix is 
(44) [l~~']: 
I-aT} 
The rank of this matrix is 1, if we assume that neither a 
nor 8 is zero. Our rule predicts correctly that we can solve 
for a. 
In the indeterminate case (equation (11) ), H is 2 and 
D is zero. Of course the matrix 'lTxv consists of zeroes, and 
so has the rank zero. As we expect, this is the case in 
which an infinite number of values of 'I are possible; the 
solution for 'I is indeterminate. 
We found that equation (18) was overdetermined. H 
was 2 and D was 2. The isolated form equations (20) and 
(21) make it look as though the rank of the 'lrxv matrix 
r 1 =~T} 1=:T} 1 
(45) J II .: aT} 1 -.: aT} 
were 1. But we do not know the elements of this matrix; 
we must estimate them by least squares. When we sub-
stitute into (45) the least squares estimat"es from equations 
(22) through (25), matrix (45) takes the form 
(46) 







Direct multiplication shows that (46) has the rank 2. And 
this is the case where we have two inconsistent estimates 
of a. 
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Strickly speaking the rule must be stated in terms of 
the rank of ?Tn. But usually we can predict uniqueness 
on the basis of the relation between Hand D. If V is 
equal to H - 1, we can be fairly confident that the chosen 
behavior equation is uniquely determined, although it may 
be indeterminate. If D is at least as large as H then the 
equation must be overdetermined, and if D is less than 
H - 1 the equation must be indeterminate. 
MAXIMUM LIKELIHOOD 
The maximum likelihood procedure is a method of ar-
riving at a compromise among estimates. In the uniquely 
determined case there is no need for compromise, of course. 
In the indeterminate case, compromise would be meaning-
less since there is an infinite number of possible combi-
nations of values of the behavior coefficients. But in the 
overdetermined case we have a finite number of estimates, 
and a compromise is conceivable.ll 
Let us return to the isolated form equations (20) and 
(21). We can rewrite them as 
(48) p = ?Tll I + ?T12 C + £1 
(49) q = ?T21 I + ?T22 C + E2. 
and 
We assume that the residuals £1 and £2 are jointly normally 
and independently distributed. We wish to choose the ?T'S 
so that the joint probability of the residuals will be maxi-
mized. The method of doing so is the maximum likelihood' 
method.12 
There are TH residuals, since we have T observations on 
each of the H jointly determined variables. The joint 
probability of getting a particular collection of residuals 
depends on the isolated form coefficients and the elements 
of the covariance matrix of the residuals. The ij element 
of the covariance matrix is 
(50) Ulj Il1,j (residual; x residualj) T 
We wish to choose the isolated form coefficients and the 
elements of the covariance matrix of the residuals in such 
a way that the probability density of the set of TH re-
siduals that we actually have will be maximized. 
UA compromise involves using only a part of the available Information; 
accordingly the Anderson-Rubin procedure to be described is called the 
"limited Information" method. 
"'See A. l\I. Mood, Introduction to the theory of statistics. ),{cGra w-HIll. 
N. Y. 1950. pp. 152. ff. 
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The maximization process must be carried on subject to 
two side conditions. The first is that the equations (41), 
pert~ining to the relation between the {3 coefficients and the 
7r coefficients, must be satisfied. The second condition is 
called a normalization condition. In its most general form 
it is 
(51) {3iPxxf3' = 1, 
where iPu can be either a known constant or a known func-
tion of unknown parameters. In our case, (51) takes the 
form 
(52) f31= 1, 
since in (18) the coefficient of p has been chosen as 1.13 
Lagrange multipliers are used to take account of the 
side conditions (41) and (51).14 Thus the maximization 
process includes maximization of the residuals' joint proba-
bility with respect to the elements of {3, as well as the ele-
ments of 7r and the covariance matrix of the residuals. The 
function to be maximized is thus the likelihood function 
plus two terms involving Lagrange multipliers. We set 
equal to zero the derivative of the augmented function with 
respect to each element of the {3, 7r and covariance matrices. 
When we solve the simultaneous equations we have the 
maximum likelihood estimates of the elements of these 
-matrices. For the chosen behavior equation, the coefficients 
of the predetermined variables can be estimated from the 
7r coefficients appearing in the isolated form equations. The 
details of the algebra will not be presented here. 
Let us restate the nature of this latest step in our pro-
cedure : In the overdetermined case there were too many 
indications of the values of the isolated form coefficients. 
Use of the maximum likelihood method is a way of com-
:laIt Is clear that no damage Is done by adopting such a convention. We wish 
to know how a change in one variable affects another variable; therefore 
only the relative size of the coefficients is Significant. 
ltAn example will make the nature of a Lagrange multiplier clear enough 
for the present purpose. Assume that we wish to maximize the area of a 
rectangle, subject to the side condition that the length (x) plus the breadth (y) must be 10. We maximize xy subject to x + y - 10 = O. We can maxi· 
mlze xy - 0, or xy + >,0, where ~ Is any finite number. Since x + y -10 == O. 
we can maximize xy + ~ (x + y -10). We have already put the side con-
dition Into the expression to be maximized, so we can maximize with re-
spect to x and y Independently. We set equal to zero the derivative of the 
quantity to be maximized with respect to x and y. Thus we have y + ~ = 0, 
and x + ~ = O. These equations plus the equation x + y - 10 = 0 are three 
simultaneous equations that we can solve for x. y, and~. In this case 
we are not finally interested In the value of~. We find x == y = 5; these 
dimensions will give us our rectangle of maximum area, of course. 
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promising the claims of the various indications. There are 
many ways in which the compromise could have been made. 
The particular compromise associated with maximum likeli-
hood is the one which gives us estimates of the relevant co-
efficients maximizing the probability of finding the set of 
isolated form residuals that we have actually observed. 
THE LIKELIHOOD RATIO TEST FOR OVERDETERMINATION 
For convenience in computation the matrix v is replaced 
by the matrix s, which consists of the part of v that is 
orthogonal to U.15 SO we shall refer to the 1I"xs matrix in-
stead of the 1I"xv matrix. 
Let P xs denote the matrix of estimates of the elements 
of 1I"x.. PXs is almost certain to have the rank H rather than 
H -1. But if the determinant of Pxs is nearly zero we need 
not reject the hypothesis that the sample comes from a 
population in which the 1I"xs matrix has the rank H - 1. 
To decide whether to proceed on the basis of the esti-
mates, we can use the test statistic 
(53) V=Tlog (l+v). 
T is the number of observations on each variable. v de-
pends on the estimates of the elements of 1I'xs and on the 
estimates made by the maximum likelihood method. v is 
relatively low if the PXR matrix is relatively near to having 
the rank H -1 (instead of the rank H). The test statistic 
(53) is formed by applying the likelihood ratio principle, 
so it is distributed asymptotically as x2 , with D - H + 1 
degrees of freedom.10 If V is less than the critical x2 value, 
then we will proceed to estimate the chosen behavior 
equation,17 
lIlThat Is, if we multiply St by Ut, term by term, the sum of the products 
will be zero. 
10Th at Is, the distribution of V approaches the distribution of ;1:2 as the num-
ber of observationll approaches infinity. On the subject of the likelihood 
ratio test, see A. M. Mood, Introduction to the theory of statistics. McGraw-
Hili, New York. 1950. pp. 257, ff. 
"The validity of this test depends on the fulfillment of a large number of 
conditions. Some of them are as follOWS: The covariance matrix limit of 
the predetermined variables must converge to a fixed non-singular limit In 
probability; the residuals In the isolated form equations must tend in prob-
ability to be independent of the predetermined variables; in each of the 
behavior equations the disturbance term must have a mean of zero. and 
be serially Independent. For the complete list of assumptions, see T. W. 
Anderson and Herman Rubin, The asymptotic properties of estimates of 
the parameters of a single equation in a complete system of stochastic 
equations, 21 Annals of :\fathematical Statistics 571 ff., December 1950. 
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TESTING FOR RAl'<"DOMNESS OF RESIDUALS18 
In dealing with the isolated form equations we have used 
the least squares procedure. This procedure assumes that 
residuals measured from the regression line are random 
around the regression line. There must be no autocor-
relation among the residuals. The fact that the residual at 
time t is positive must give us no reason to expect that 
the residual at time t + 1 will be positive, and no reason to 
expect that it will be negative. 
But even if there is no autocorrelation among residuals 
in the popUlation, autocorrelation may appear in the sample 
of T observations. We wish to decide in a particular case 
whether the sample autocorrelation is high enough to force 
us to conclude that there must be autocorrelation in the 
popUlation. 
The test to be used is one devised by von Neumann. 
Strictly, the test is a test of autocorrelation among dis-
turbances. But since the disturbances are not observed, in 
practice the test is used on residuals. This substitution 
reduces the usefulness of the test, of course. The sample 
autocorrelation among residuals is evaluated in relation to 
the variance of estimate. Define a statistic R such that 
(54) where 
T-1 
~ (d t - d t - 1)2 
(55) 62~ __ 1 __ ~ __ ~ __ _ T-l and 
T 
~ dt2 
(56) S2= ~ , 
d t being the residual at time t. 6 2 is a measure of auto-
correlation. 
If the population residuals are random, the most likely 
value for R is 2T/T -1. The distribution of R has been 
tabulated for various levels of confidence.1o If the auto-
'"Testing for randomness of residuals is not part of the procedure used by 
Anderson and Rubin. 
lOB. S. Hart and J. von Neumann, Tabulation of the probabilities for the 
ratio of the mean square successive difference to the variance, 13 Annals 
of :Mathematical Statistics 207, June 1942. 
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correlation is strongly positive, R will be less than the 
lower. critical value associated with a given level of proba-
bility; if the correlation is strongly negative, R will be 
greater than the higher critical value associated with the 
given level of probability. 
In the overdetermined case we used the maximum likeli-
hood method. This method is based partly on the as-
sumption that the residuals at different times are jointly 
normally and independently distributed. If this assumption 
is to be realized, there must be no autocorrelation among 
the residuals. The von Neumann test ratio can be used on 
the residuals from the chosen behavior equation, although 
the test is strictly valid only for disturbances, rather than 
residuals. 
CONFIDENCE INTERVALS FOR {J AND 'Y 
Under certain assumptions it is possible to set up con-
fidence intervals for {3 and y.20 Since this has not been done 
in the present study, the process will not be described. 
APPLICATION OF METHODS 
PORK, BEEF AND POULTRY PRODUCTS 
SIMuvrANEOUS EQUATIONS METHOD 
OVERDETERMINED JllODEL 
The variables used are logarithms and cover the period 
1921 through 1941. The jointly determined variables are 
logarithms of index numbers. Where no deflating is in-
volved, the index numbers have 1935-39 as their base period. 
Where index numbers are formed by deflating a price 
series by the consumer price index, both the individual price 
series and the consumer price index series are based on 
1935-39. Jointly determined variables will be denoted by 
y; predetermined variables by z. 
The index numbers are index numbers of: 
11 The logarithm 01: 
1. Per capita quantity of pork sold at retail (quantity of pork, U. S. 
Bureau of Agricultural Economics, Consumption ot food in the 
United States 1909·48, Miscellaneous publication #691, Aug. 1949, p. 
109; Population of the continental United States, U. S. Bureau of the 
Census, Statistical Abstract of the United States, 1950, p. 8). 
2. Retail price of pork deflated by the consumer price index (price 
of pork, U. S. Bureau of Agricultural Economics, Price spreads be-
tween farmers and consumers, Agricultural intormation bulletin 
"See footnote 17, page 1001. 
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#4, 1949; consumer price index, U. S. Bureau of Labor Statistics, 
Handbook of labor statistics, 1947 edition, Bulletin #916, p. 107). 
3. Retail price of beef deflated by consumer price index (retail price 
of beef, U. S. Bureau of Agricultural Economics, The marketing and 
transportation situation, data appearing monthly in tables showing 
price spreads between farmers and consumers). 
4. Retail price of poultry products deflated by consumer price index 
(retail price of poultry products, U. S. Department of Agriculture, 
Agricultural statistics: (a) an index of prices received by farmers, 
p. 620 and (b) data on the fa~mers' share of consumers' dollars, p. 
621) . 
5. Retail price of dairy products deflated by consumer price index (re-
tail price of dairy products, U. S. Bureau of Labor Statistics, Hand-
bool, of labor statistics, 1947 edition, Bulletin #916, p. 121). 
6. Retail price of oleomargarine deflated by consumer price index (re-
tail price of oleomargarine, U. S. Bureau of Agricultural Economics, 
Agricultural outlook charts, 1950, Oct. 1949, p. 53). 
7. Per capita quantity of beef sold at retail (quantity of beef, U. S. 
Bureau of Agricultural Economics, Consumption of food in the 
United States 1909·48, Miscellaneous publication # 691, Aug. 1949, p. 
109). 
8. Per capita quantity of poultry products sold at retail (ibid., p. 111). 
9. Per capita quantity of dairy prodUcts sold at retail (ibid., p. 73). 
10. Per capita quantity of oleomargarine sold at retail (ibid., p. 113). 
11. Per capita feed grain disappearance (U. S. Bureau of Agricultural 
Economics, Feed statistics, Statistics bulletin # 85, Dec. 1'949, p. 27). 
12. Price of feed grains deflated by consumer price index (price of feed 
grains, ibid., p. 40). 
13. Per capita quantity of feed grains produced (U. S. Bureau of Agri· 
cultural Economics, Feed statistics, March 1949, p. 6). 
The predetermined variables are also logarithms of index 
numbers, with the same conventions just enumerated for 
the jointly dependent variables. The index numbers are 
index numbers of: 
z The logarithm of: 
1. 10 raised to an exponent equal to the number Qf years by which the 
giVen year is removed from the year 19·21. 
2. 10 raised to an exponent equal to the square of the number of years 
by which the given year is removed from 1921. 
3. Retail price of foods other than meats, poultry products, dairy prod-
ucts and oleomargarine, deflated by consumer price index (retail 
price of food, U. S. Bureau of Labor Statistics, Bulletin #916, 1947 
edition, p. 121. Weights of foods excluded are indicated in this 
bulletin) . 
4. Per capita disposable income deflated by consumer price index (dis-
posable personal income after 1928, U. S. Department of Commerce, 
National income supplement to the survey of current business, July 
1'947, p. 19; 1928 and earlier years, U. S. Bureau of Agricultural Eco-
nomics, Outlook charts 1948, p. 10, estimates based on Department 
of Commerce data). 
5. Weighted average of preceding 5 years' values for z, (weights: 10 
for z •. t_1t 4 for z •. t_., 3 for z •. t ... , 2 for z •. t_O and 1 for ZO ..... ). 
6. Pasture conditions August 1 lagged one year (U. S. Bureau of Agri-
cultural Statistics, Feed statistics, Statistical bulletin # 85, Dec. 
1949, p. 84). 
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7. Price of fats used in making oleomargarine deflated by consumer 
price index (prices of oleo oil, neutral lard and coconut oil, U. S. 
Bureau of Agricultural Economics, Fats and oil situation, Jan.·Feb. 
1946, pp.2,3, 24,26; prices of cottonseed oil and soybean oil, unpub. 
lished data compiled by the Bureau of Agricultural Economics). 
8. Feed grain yield per acre (U. S. Bureau of Agricultural Economics, 
Feed statistics, Statistical bulletin # 85, Dec. 1949, p. 5). 
9. One·year·lagged value of Y,2' 
10. One-year-lagged value of zS' 
11. Per capita feed grain carry-over (feed grain carry·over, 1926 and 
later years, U. S. Bureau of Agricultural Economics, Feed statistics, 
Statistical bulletin #85, Dec. 1949, pp. 16·18; before 1926, ibid., Feb. 
1940, supplement). 
All the data are yearly figures; data for shorter periods 
are not available regularly enough to make their use feasible. 
Using annual data means a considerable loss of information. 
In effect we are using annual averages; variations during 
the year may be highly significant for an understanding of 
demand functions, but we are prevented from seeing these 
variations.21 
The weights for Z5 are chosen roughly on the assumption 
that the influence of past income of present spending di-
minishes as the past income recedes into the distance. In 
the present stage of knowledge about consumer behavior 
the specific choices are partly arbitrary. 
This model is said to be overdetermined because the 
demand equations for pork, beef and poultry products (the 
chosen equations) are overdetermined. In each of these 
equations, H (the number of jointly determined variables 
appearing in the chosen equation) is 6 and D (the number 
of predetermined variables appearing in the model but not 
appearing in the chosen equation) is also 6. The fact that 
D is more than H -1 makes each chosen equation over-
determined. 
The overdetermined model includes one equation for each 
of the principal types of decision. There are demand equa-
tions for pork, beef and poultry products. There are de-
mand equations that help to determine the prices of goods 
that compete with these products for the use of farmers' 
resources. There is a demand equation for feed grains, 
whose price enters into farmers' decisions on the scale 
of their livestock enterprises. There is a supply equation 
for each good for which there is a demand equation. In 
addition there is a production equation for feed grains, 
since production helps to determine carry-over, and carry-
over helps to determine the scale of feeding. 
'"See Sten :Malmquist, A statistical analysis of the demand for liquor In 
Sweden, Uppsala, Appelbergs BoktryckerlaktieboJaget. 1948. pp. 81. ff. 
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All the equations in the overdetermined model are linear 
in the logarithms of the variables. Unfortunately, it is 
not practicable to include several types of equations in the 
same model; for one thing, computation cost would be 
prohibitive. Making all the equations non-linear would be 
possible, but would be very expensive with a relatively large 
number of variables. While it would be possible to make 
each equation linear in any functions of the variables, 
probably the choice is likely to be a choice between making 
the equations linear in the variables and making them 
linear in the logarithms of the variables. 
The former choice involves the assumption that within 
each equation the partial effect of any variable on any other 
variable is invariant as we vary the values of all the 
remaining variables in the equation. For instance, if we 
made each equation linear in the variables we would be as-
suming that the quantity effect of any price change is in-
dependent of the level of income. Such assumptions are 
likely to be damagingly restrictive. The assumptions in-
volved in making the equations linear in the logarithms ap-
pear to be less inconvenient. For instance, the demand 
curve is assumed not to touch either axis. But within the 
range of prices that is relevant to significant price prob-
lems this assumption has no effect. 
The specific form of the demand equations is not de-
rived from a general analysis of indifference function. Even 
a simple indifference function is likely to lead to a rather 
complicated demand function. For instance, suppose we 
have only two goods, qi and q2, and the amount of money 
to be spent on both of them is E. Let the prices be given 
as PI and P2. Assume that the indifference function is a 
general second degree equation 
(57) u = aql + bq12 + Cql q2 + dq2 + eq22, 
where u is the indifference index, considered determinate up 
to constants of addition and multiplication. The budget 
equation is . 
(58) E =ql PI + q2 P2. 
Maximize u by using a Lagrange multiplier A. That is, find 
a stationary point for 
(59) G = u + A (E - QIPl- q2P2). 
We have 
aG 
·(60) fJqI = 0 = a + 2bql + Cq2 + ),PI and 
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aG (61) -a = 0 = Cql + d + 2e~ + ),P2. q2 
Solving (58), (60) and (61) for ~, we have the demand 
equation 
(62) _ E (CPI - 2bp2) -PI (ap2 - dpl) 22 q2 - P2 (CPl - 2bp2) + PI (CP2 - 2epl) " 
The demand equation for q1 is of the same type as (62). 
Such equations would be highly inconvenient to work with, 
of course. 
Moreover, there is no reason to think that making our 
rough approximations of functions at the indifference curve 
level is better than making them at the demand curve level. 
If the indifference map is conceptually observable through 
our asking hypothetical questions, then so is the demand' 
curve. 
The demand equations of the overdetermined model are: 
(63) Pork 
YI + {3I2Y2 + {313Ya + {314Y4 + {315Y5 + {310Yr. 
+ )'HZl + )'I2Z2 + )'13Z3 + )'14Z4 + )'15Z[j = tl 
(64) Beef 
{322Y2 + {323Ya + {324Y4 + {325Y5 + {320YO + Y7 . 
+ )'21Z 1 + Y22Z 2 + )'23Z 3 + Y24Z4 + 'Y2;;Z5 = t2 
(65) Poultry products 
{333Ya + {334Y4 + {33,,y,, + (330Yn + Ys + )'31Z1 
+ )'32Z2 + Y33 Za + 'Y34 Z .! + 'Y3GZ;; = ts 
(66) Dairy products 
{342YZ + {343Y3 + {3HY4 + {34r.Y5 + {346YO + Yo 
+ YHZ1 + Y42Z2 + )'43Z3 + 'YHZ4 + )'45Z5 = t4 
(67) Oleomargarine 
{352YZ + {35aYa + {3r.4Y4 + {3r,~,yr. + (35IlYO + YIO 
+ yr.IZl + yr.2Z2 + yr.aza + 'Yr.4Z4 + )'5r.Z5 = tr; 
""Since (58), (60) and (61) are linear equations in ql, q2 and h' there is just one solution. This solution will be a maximum, if some rather mild 
assumptions about the coefficients in (57) are fUlfilled. 
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(68) Feed grains 
{362Y2 + {363YS + {3ar.,y5 + {36aY6 + Yll + {36,12Y12 
+ 161Z1 + 162Z2 = ~o. 
The supply equations of the overdetermined model are: 
(69) Pork 
Yl + {372Y2 + {373YS + {374Y4 + {375Y5 + {37oYa 
+ {37,12Y12 + 171Z1 + 172Z2 + 17,12Z12 = ~7 
(70) Beef 
{382Y2 + {38sYa + {384Y4 + {38rS5 + {386Ya + Y7 
+ {3s,12Y12 + 181Z1 + 182Z2 + 180Z0 + 18.12Z12 = ~8 
(71) Poultry products 
{392Y2 + {303YS + {394Y4 + {30rsY5 + {3ooYo + Ys 
+ {30,12Y12 + 'Y91Z1 + 102Z2 + 10,l1Z11 = '0 
(72) Dairy products 
{3lO,2Y2 + {3lO,3YS + {310,4Y4 + {3lO,5Y5 
+ {31O.6Y6 + Yo + {31O.12Y12 + 110,lZl + 110,2Z2 
+ 11O,OZO + 110,llZ11 = ~10 
(73) Oleomargarine 
Yo + (311,lOYIO + 111,lZl + 111,2Z2 + 111,7Z7 = '11 
(~4) Feed grains 
Yll + {312,12Y12 + 112,lZ1 + 112,2Z2 + 112,OZO 
+ ,),12,l1Z11 = ~12' 
The one production equation of the overdetermined model 
is: 
(75) Feed grains 
Y13 + ,),13,lZ1 + 113,2Z2 + ')'13,SZS + ')'13,OZ9 
+ 11S,lOZ10 = ~13' 
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Equation (63) relates per capita pork consumption to the 
following jointly determined variables: The prices of pork, 
beef, poultry products, dairy products and oleomargarine. 
All these prices are deflated by the consumer price index. 
Deflating is one way of taking account of the influence of 
prices of commodities other than those enumerated. It is a 
rough way, since the prices of the other commodities do not 
enter individually. Moreover, deflating involves the assump-
tion that a proportionate change in all prices would leave all 
quantities unchanged; probably the influence of changes in 
the real values of stocks of money would make this assump-
tion less than perfectly realistic. 
Equation (63) also relates per capita pork consumption 
to time; the price index of foods other than meats, poultry 
products, dairy products and oleomargarine; and current 
and lagged disposable income. Introducing time explicitly 
reduces the danger of getting spurious correlations among 
the other variables. Also time trends presumably are as-
sociated with changes in tastes and customs over time. If 
time appears to have a strong influence on the results of the 
analysis, then further investigation may properly be directed 
at finding more selective series representing the social 
changes that have taken place over the relevant period. 
Perhaps some difficulty is introduced when time is used 
as one of the exogenous variables. If the size of the sample 
approached infinity, t would approach infinity, and the Mzz 
matrix would not remain finite. However, introducing time 
as a variable is equivalent to stating the values of the other 
variables in terms of deviations from a time trend.23 This 
operation appears to be a very reasonable one, despite the 
difficulty in the limit.24 
Time is represented by both a first degree term and a 
second degree term, so that the time trend need not be lin-
ear. However, some danger is introduced in this connection 
since the two time terms will be correlated. 
The interpretations of equations (64), (65), (66) and 
(67) are similar to the interpretation of (63). Equations 
(63), (64) and (65) are the ones whose coefficients are to 
be estimated. It is assumed that /312, /323 and /334 are all neg-
ative-that an increase in the price of any of the three kinds 
"This was proved for linear trends by Frisch and Waugh. It waS generalized 
to non·lInear trends by Tintner. See Gerhard Tintner. Econometrics. 'Viley, 
New York. 1952. pp. 301, ff. 
"The procedure is usual in econometric work. See, for example. Girshick and 
Haavelmo. Statistical analysis of the demand for food. 15 Econometrica 79. 
April 1947. 
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of meat will be accompanied by a reduction in the consump-
tion of that same kind of meat. Since none of these goods 
appears to be an inferior good, it is also assumed that the 
signs of 'Y14, 'Y24 and 134 are all positive. That is, it is as-
sumed that high current income is associated with consump-
tion of large quantities of meat products. A model giving 
estimates inconsistent with these assumptions will be con-
sidered suspect. 
The first four supply equations deal with the decisions of 
farmers who must decide how much emphasis to put on the 
production of the meat in question, and how much on dairy 
production. 
The quantity of dairy products produced may depend 
partly on the price of margarine; in any case the price of 
dairy products depends partly on the price of margarine, so 
there must be a demand equation for it. Of course, there 
must also be a demand equation for dairy products, since 
dairying is one of the enterprises competing with meat pro-
duction. If the price of margarine is to be used, then it must 
also have a supply. function. 
There are three equations pertaining to feed grains. 
Farmers' decisions about production of feed grains depends 
on yield and acreage planted. Acreage planted is represented 
as depending on last year's price and yield of feed grains. 
If last year's yield was unusually large, and if the elasticity 
of feed grain demand is less than 1, perhaps the farmers 
will expect that this year the desirability of producing the 
feed will increase; yield may be expected to be more nearly 
"normal" (lower). Or perhaps the farmers will increase 
their acreage of feed crops in this situation in an attempt to 
recoup last year's losses by putting more of their land to a 
use that is relatively profitable in the short run. Disappear-
ance is conceived of as the quantity sold for use in feeding 
livestock; in effect a farmer who uses homegrown feed 
grains is thought of as selling the grains to himself. The 
demand for feed grains depends on the prices of livestock 
products. The supply depends on the carry-over and on the 
current and lagged prices of feed grains. The lagged price 
is included because owners of feed grains may judge the de-
sirability of the current price partly on the basis of its re-
lation to last year's price. 
All production stages between the farmer and the con-
sumer are omitted from this model. The farmer is repre-
sented as reacting directly to the retail prices of products 
which are processed after leaving his farm. In effect, this 
amounts to assuming that the farmer reacts to a constant 
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times each price-that the combined margins of process-
ors and retailers are a constant percentage of the retail 
price. In practice this assumption may not be far from 
reality. 
Although it would be desirable to base the supply equa-
tions specifically on some profit-maximizing model of farm-
ers' behavior, the algebraic difficulties involved are too for-
midable. For instance, let us consider two of the simplest 
meaningful production situations. In both we assume that 
the farmer has a limited amount of funds, K, to be spent in 
hiring quantities of resources x and y during one production 
period. He has two enterprises, turning out products u and 
v. Let Xu be the quantity of x used in producing u, and let 
Xv, Yu and Yv be interpreted accordingly. Let the prices of 
the products be Pu and P .. and the rents of the resources, p" 
and Py. In the first case, assume that the production func-
tions are 
(76) u = x lla y"f1 
(77) v = Xy'l'yv5• 
The farmer's budget equation is 
(78) Px (xu + xv) + Pr (Yu + yv) = K. 
and 
We want to get an equation which shows u, for instance, 
as a function of the prices Pu and Pv with K, Px, Py, a, {3, yand 
8 assumed constant. To do this we maximize the profit with 
respect to the four resource quantities. We solve the re-
sulting equations for the four resource quantities. If this 
can be done conveniently, then it is easy to use the pro-
duction functions to get the quantities of product as func-
tions of the relevant prices. However, in the present case 
the equation to be solved for Xu is 
[ K a+tS ] ')'+0-1 (79) K1PuX lla+;3-1 = K2pv Px -xu -a- ' 
where Kl and K2 are constants. 
Plainly this equation is too complicated to be used con-
veniently in setting up simple equations for the supply func-
tions of the various kinds of output. 
Alternatively we may try the production functions 
(80) u = axu + bXu2 + cxuy" + dyu + eY112 and 
(81) v= fx .. + gxv~ + hxSy + gyv + kYv2 • 
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In this case we are fortunate in having linear relations to 
work with after we take the derivatives of the profit func-
tion with respect to the quantities of resources. But the re-
sults are still inconvenient. For instance, the solution for 
Xu is 
(82) 
-apu cpu 0 0 p" 
-dpu 2epIl 0 0 Py 
-fpv 0 2gpv hpv p" 
-gpv 0 hpv 2kpv Py 
Xu= K Py p" py 0 2bpu CPu 0 0 p" 
CPu 2epu 0 0 Py 
0 0 2gpv hpv p" 
0 0 hpv 2kpv Py 
p" Py p" py 0 
In this case, too, the expression for Xu together with a similar 
expression for Yu would give us a much too complicated ex-
pression for u. The simple supply functions in the text 
above may be regarded as very rough approximations to 
the supply functions consistent with the economic theory 
that has been examined. Further study might suggest 
more convenient approximations. 
When we solve each of the equations for the quantity of 
the meat in question, we have 
(83) Pork 
Yl = - O.81Y2 -1.50Ya -1.88Y4 + 5.53Y5 
(84) Beef 
+ 1.72yo + O.l1Z1 - O.31z2 - O.77zs 
- 0.40z4 + O.26z5 - 2.98 
Y7 = + O.72Y2 - 3.23Ya - 2.50Y4 + 7.41Y5 
+ 1.86Y6 + O.14z1- O.34z2 -1.34zs 
- O.63z4 - O.10zu - 3.35 
(85) Poultry Products 
Ys = 2.05Ya + 2.28Y4 -7.06yu - 2.51Y6 
- O.15z1 + O.32z2 + 1.32za + 1.59z4 
+ O.27zrs + 6.59. 
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The reason for the exclusion of the pork price from the 
poultry demand equation is as follows: In a preliminary 
attempt at solving the equations there was difficulty be-
cause the pork price was highly correlated with the other 
variables appearing in the poultry demand equation. Omitting 
it made the computation manageable. 
In equations (83), (84) and (85), all the variables are 
in logarithmic form. Each equation is of the type 
(86) log Y = al log X! + a2 log X2 + ... 
+ an log Xn or 
Let us take the derivative of Y with respect to an X-
say Xl: 
The elasticity of Y with respect to Xl is 
(89) 
Thus each of the coefficients in (86) is an elasticity. (83) 
states, for instance, that a 1 percent increase in the price 
of pork, income and other prices remaining unchanged, will 
lead to an 0.8 percent decrease in pork comsumption. 
The residuals from both the isolated form equations and 
the basic equations are random on the basis of the von Neu-
mann test. For 21 observations, the most likely value of 
R is 2.10(2n/n-1) for both reduced form and structural 
equations. In the reduced form equations R has the. follow-
ing values: 
Independent R Independent R 
variable variable 
Yl 2.53 Y5 2.55 
Y2 2.60 Yn 2.51 
Ya 2.82 Y7 2.99 
Y4 2.22 Ys 2.31 
At the 5 percent level of significance, the critical values of 
Rare 1.30 and 2.90; at the 1 percent level the critical values 
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are 1.00 and 3.20.25 Thus at the 1 percent level the observed 
values of R do not differ significantly from 2.10, and the 
hypothesis that the computed residuals from the reduced 
form equations are random has not been discredited.2G 









Thus the hypothesis that the residuals in the structural 
equations are random is not discredited. 
The likelihood ratio test has been applied to each of the 
three meat equations. This test involves forming the quan~ 







Since D exceeds H - 1 by only 1, we want the critical 
values of chi~square for 1 degree of freedom in each case. 
The critical value is 3.841 at the 5 percent level of signi~ 
ficance. Since all the test quantities are very near zero, 
the hypothesis that the three equations are uniquely de~ 
termined is not overthrown.27 
However, the results of this model conflict with our 
assumption in several striking details. In both the pork 
and beef equations, we find that consumption decreases 
with an increase of current income. Also the sign of /334 
conflicts with our assumption about it; it has been assumed 
that the high consumption of poultry products is associated 
with a low price of poultry products. Either the form of the 
equations comprising the model is wrong, the assumption 
about the effect of poultry prices on poultry consumption is 
wrong or some of the general assumptions of the model 
(e.g., the assumption that the residuals are not autocor~ 
related) are wrong. 
"'B. S. Hart and J. von Neumann, Tabulation of the probabilities fOr the 
ratio of the mean square successive difference to the variance. 13 Annals 
of ~rathematical Statistics 207, June 1942. 
2<lAs has been suggested above. the test is valid for disturbances rather 
than residuals: but the disturbances are not Observed. 
'7In the matter of assumptiono; this must be realized if this test is to be 
comddered valid, see footnote 19, page 1002. It should be noted that the V 
values are unusually low. 
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Three other details of the results appear strange, though 
they do not violate any assumptions included in the model. 
The elasticity of beef consumption with respect to beef price 
(-3.34) seems to be higher than was to be expected. Also 
the pork equation indicates that the consumption of pork 
is low when the prices of bee~ and poultry products are 
high, and the beef equation indicates that the consumption 
of beef is low when the price of poultry products is high. 
These results indicate rather strange substitution relations 
among the meats. Finally, the beef equation indicates that 
high beef consumption is associated with low levels of past 
income. (Of course, sampling errors may exert considerable 
influence on the results.) 
It is possible to construct a confidence region for the 
estimates of the structural parameters if the model satisfies 
sUbstantially the same collection of conditions necessary to 
validate the likelihood ratio test made above (footnote 17, 
page 1001). However, the gain from setting up the confi-
dence region does not appear to be commensurate with the 
expense involved, and so it has not been constructed. 
UNIQUELY DETERMINED MODEL 
A second model has been constructed since some of the 
results of the first one seem dubious. In the overidentified 
model, the use of both time and time squared as variables 
may have introduced errors associated with multicollinearity. 
At the present time there is no theoretical basis for de-
ciding how to handle a case where some of the "independent" 
variables in a least squares regression (such as those of the 
reduced form) are highly correlated. In the second model 
the variable Z2 (time squared multiplied by log e) has been 
omitted, since there seems to be reason to think that the 
correlation between Zl and Z2 may be excessively high. 
The second model has been made uniquely determined by 
dropping the variable ZlO, an index of the logarithms of 
one-year-Iagged feed grain yield per acre. This variable 
appeared only in the feed grain production equation. . If the 
logic of the situation suggested that ZlO is very strongly 
significant in the feed grain production equation, then 
dropping the variable would significantly damage the model. 
However, there are many cases where a variable is thought 
to have a rather minor influence a priori. Then consider-
ations of convenience can properly determine whether the 
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variable is included in the analysis. The case of ZlO ap-
pears to fall in this category. 
Dropping Z2 alone would not have affected uniqueness, 
since it appeared in all the equations of the original model. 
It should be noted, however, that in the present, case the 
difference between the two models is due partly to the re-
moval of ZlO, and partly to a change in the degree to which 
multicollinearity problems enter into the handling of the 
model. 
In the uniquely determined model the three meat demand 
equations are: 
(90) Pork 
Yl = - O.91Y2 + 0.60ys + 0.87Y4 -1.23Y5 
- O.91Y6 - 0.03z1 + O.16za· + O.76z4 
+ 0.29z5 + 2.70 
(91) Beef 
Y7 = 0.53Y2 - 0.77Y3 + 0.67Y4 - 0.22Y5 
-1.09Y6 - 0.02z1 + 0.29za + O.65z4 
- 0.12z5 + 3.06 
(92) Poultry products 
Y8 = O.12Y2 + 0.28Ya - 0.68Y4 + 0.22Y5 
+ O.31Y6 + 0.002z1 + O.36za + O.53z4 
+ 0.28z5 + 0.42 
In this model pork and beef are complementary with 
dairy products and oleomargarine, while poultry products 
are substitutes for dairy products and oleomargarine. These 
relations are somewhat dubious, but probably not decisively 
so. There seems to be nothing else to make the model 
suspect. It appears superior to the over determined model 
in terms of reasonableness of results. 
The von Neumann ratio test has been applied to both 
the reduced form equations and the structural equations of 
this uniquely determined model,28 As in the case of the over-
28As has been stated earlier, the von Neumann test is strictly valid only for 
disturbances, rather than residuals. 
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determined model the most likely value of R is 2.10, the 5 
percent critical values of Rare 1.30 and 2.90 and the 1 per-
cent critical values are 1.00 and 3.20. The results are as 
follows: 









Thus the hypothesis that the residuals from the reduced 
form equations are random is not discredited. For the 









and thus hypothesis that the residuals in the structural 
equations are random is not discredited. 
LEAST SQUARES METHOD 
For purposes of comparison with the uniquely determined 
equations, a least squares equation has been set up for each 
of the three goods (pork, beef, poultry products) dealt with 
in the uniquely determined model. Two new exogenous 
variables have been included: Z12, the price of non-foods 
(derived from consumers price series by eliminating the in-
fluence of food items), and Z13, the price of foods excluding 
the three meat products and dairy products. The price of 
margarine has not been included in the demand equations. 
The grounds for its exclusion are a priori.20 Thus Z13 had to 
be substituted for Z3. the "other food" series that excluded 
the influence of margarine. Table 1 shows the comparison 
between the uniquely determined equations and the least 
squares equations. 
29In the simultaneous equation mOdels there was some reason for Including 
the margarine price in the meat demand equations, since it was already In 
the model in connection with the equations pertaining to dairy products. 
TABLE 1. ESTIMATES OF REGRESSION COEFFICIENTS IN PORK, BEEF AND POULTRY PRODUCTS CONSUMPTION 
EQUATIONS 
~ 
y. I y. I y< I y. I y. Zl I Z. I Z. I Z. I Z10 I z,. 
Pork Uniquely 
determined -0.91 0.60 0.87 -1.23 -0.91 -0.03 0.16 0.76 0.29 
Single 
equation -0.78** 0.13" 0.002 0.31 -0.01" 0.43** 0.22 1.45 0.68 
Beef Uniquely 
determined 0.53 -0.77 0.67 -0.22 -1.09 -0.02 0.29 0.65 -0.12 
Single 
equation 0.16 -0.96" 0.23 0.40 0.01'" 0.33 -0.40' 0.72 0.38 
Poultry Uniquely 
products determined 0.12 0.28 -0.68 0.22 0.31 0.002 0.36 0.53 0.28 
Single 
equation -0.14 0.30 -0.46 -0.36 -0.02·· 0.74·' 0.51 0.74" 1.00 
'Significant at the 5 percent level. 






COMPARISON OF PARAMETERS 
Confidence regions have not been calculated for the 
uniquely determined model for the same reason mentioned 
in connection with the overdeterminate model. But table 
1 indicates which of the least squares estimates of para-
meters are significantly different from zero at the 1 and 5 
percent levels. The prices of beef and pork are important 
in determining the quantity of pork but only the price of 
beef is important in deterIl.J.ining the quantity of beef. Per-
haps pork is consumed by people whose powers of digestion 
can cope with either pork or beef, while beef is eaten by 
some people who consider pork too greasy for them. Thus a 
fall in the price of beef will decrease pork consumption 
and increase beef consumption, but a fall in the price of pork 
will not have a strong tendency to induce people to substi-
tute pork for beef. 
It is slightly strange that the consumption of poultry 
products is not significantly influenced by any of the prices. 
Perhaps this can be explained partly by the fact that poultry 
products are standard fare for Thanksgiving and Christmas 
and the fact that some families serve poultry products on 
most Sundays. Current income is important for the con-
sumption of pork and poultry products, but not beef. Past 
income is important for poultry products and fairly im-
portant for beef. The discrepancies in income effects among 
the various foods are not readily explainable, it seems. The 
price of other food is not important for any of the equations. 
The prices of non-food items are fairly important for poultry 
products, but not for pork or beef. The price of dairy 
products is not important in any equation. 
It is particularly interesting that time is the only variable 
that is significant (1 percent level) in all three equations. 
This fact is also somewhat disturbing. As a first approxi-
mation, we may say that there has been a significant change 
of taste over the period surveyed. Strictly we ought to 
mean by this that no factor external to the individual con-
sumer has brought about the change in his purchases. But 
it is also possible that some other series that ought to have 
been included in the analysis has been omitted. At the 
present time there is no indication which of these two ex-
planations is more nearly correct. 
Comparison of individual parameters in the two kinds of 
equations shows considerable deviation. The coefficients 
showing the influence of the price of dairy products are 
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particularly extreme, since the two models give opposite 
signs in all three equations. However, it should be re-
membered that the least squares coefficient is not signifi-
cant. Probably the price of dairy products has only a 
negligible influence on meat consumption; if this is true 
then it is not disturbing to find estimates with opposite 
signs. The same comment seems appropriate in connection 
with the fact that we have opposite signs for the two esti-
mates of the elasticity of poultry consumption with respect 
to the price of pork, although it is surprising to find that 
this coefficient seems to be non-significant. 
The greatest difficulty appears in connection with the 
time variable. It is highly significant in the least squares 
model, and yet the signs are opposite for the two models in 
both the beef and poultry cases. The inclusion of the price 
of non-food in the least squares equation represents the only 
significant difference between the lists of variables in the 
two cases. Since its coefficients are not highly significant, it 
seems unlikely that it can account for the difference of signs 
between the two sets of equations. 
PREDICTIONS 
A partial indication of the relative merits of the two 
systems is provided by comparing their abilities to predict 
meat consumption in 1947 and 1948, the first two years after 
the abandonment of price controls. Table 2 shows the pre-
dictions and the actual figures, all in logarithms. In this 
table one thing is particularly noteworthy. In each case, 
the closer prediction is made by the equation whose time co-
efficient had the smaller absolute value. This makes it look 
as though having a large time coefficient were an indication 
of inadequacy of the list of variables used in an equation. 
TABLE 2. REALIZED PER CAPITA CONSUMPTION, COMPARED WITH 
PREDICTIONS FROM THE LEAST SQUARES EQUATIONS AND THE 
UNIQUELY DETERMINED EQUATIONS (IN LOGARITHMS). 
Predicted 
Realized 
Least squares Just·identifled 
1947 pork 1.81224 1.71112 1.59223 
beef 1.73719 1.60004 1.47793 
poultry 
products 1.86982 1.89925 1.89396 
1948 pork 1.80560 1.73455 1.64478 
beef 1.69984 1.56068 1.44618 
POUlt?t pro ucts 1.86629 1.90376 1.87128 
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The predictions in table 2 are not very close to the 
realized figures. However, it should be noted that the test 
of the predictions is a severe one; the interwar figures are 
used as the basis for predicting 1947 and 1948 quantities. 
In general, the least squares equations predict a little 
better than the uniquely determined equations, despite the 
strong chance that there has been a structural change be-
tween 1941 and 1948. The nature of least squares is such 
that the least squares prediction must be optimum within 
the period from which we get data used in fitting the re-
gression; but there is no reason why this would have to 
happen when we use least squares to predict the future. 
COMPARISON WITH OTHER STUDIES 
It is interesting to observe the elasticity of the quantity 
of each meat with respect to the price of the same meat. 
The uniquely determined model shows the elasticities of pork 
and beef quantities with respect to their prices to be above 
0.77 in absolute terms. These figures should be compared 
with the elasticity of the demand for meat with respect 
to the price of meat, as found in the studies of Shepherd, 
Tintner and French, Shepherd has fitted a least squares 
equation in which meat price is the dependent variable and 
per capita disposable income, per .capita meat consumption 
and time are the independent variables.so The model is 
linear. Taking price and quantity at their averages, the 
elasticity of demand for meat with respect to its price is 
-0.75 for the period 1920 through 1941. It was .to be ex-
pected that the elasticity of demand for meat would be less 
in absolute terms than the elasticity of demand for an in-
dividual kind of meat. It should be noted that the validity 
of this comparison is partly vitiated by the fact that the 
models involved differ considerably. 
Tintner has used a uniquely determined shock model 
consisting of a demand equation and a supply equation to 
estimate the demand elasticity of meat with respect to its 
price.s1 The model is linear and covers the period 1919-41. 
In the demand equation the only variables are the price 
of meat, the per capita quantity of meat and the per capita 
disposable real income. At the averages of price and quan-
"'Geoffrey Shepherd. Changes in the demand for meat and dairy products in 
the United States since 1910. Iowa Agr. Exp. Sta. Res. Bu!. 368. 1949. 
pp. 384, ff. 
3lGerhard Tintner. Static econometric models and their empirical verifica-
tion, illustrated by a study of the American meat market. 2 Metroeconom-
lea 3. 1951. 
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tity, the demand elasticity is -0.791. Tintner has also used 
an error model for the same data and finds the elasticity 
estimated at -0.818. 
French obtained a strikingly different result for an over-
determined model covering 1919-41.32 His demand equation 
for meat included the per capita consumption of meat, the 
retail price of meat, the prices of other foods, the prices of 
non-foods, per capita disposable income and time. On the 
basis of average prices and quantities, he found the price 
elasticity of the demand for meat to be -0.238. 
It is interesting to compare our results with those Fox 
obtained for pork and beef.33 Fox has used least squares 
equations that are linear in the first differences of the 
logarithms. Using first differences is a way of taking ac-
count of the trend influence. Fox has used the price as the 
dependent variable, but the reciprocal of the elasticity of 
price with respect to quantity is the elasticity of quantity 
with respect to price; it is also possible to solve his equations 
for quantity in order to get the elasticity· of quantity with 
respect to income. Table 3 compares elasticities from Fox's 
equations with elasticities from the present uniquely de-
termined model. 
Both models are based on civilian consumption, and use 
the same period of yeai·s. The pork results agree well, 
considering the fact that Fox used first differences and the 
present study did not. The beef results show considerably 
less close agreement. . 
EGGS 
SIMULTANEOUS EQUATIONS METHOD 
QVERDETER:!.UNED :!.1ODEL 
The limited information method has also been used in de-
riving a demand curve for eggs at retail. All the equations 
are linear in the logarithms of the variables. The jointly de-
pendent variables are as follows (no source is indicated for 
jointly dependent variables not appearing in the egg demand 
equation, since these variables do not appear in the calcula-
tions) : . 
"B. L. French, Application of simultaneous equations to the analysis of the 
demand for meat, unpublished M. S. thesiS, Iowa State College, 1949. p. 41. 
• ""Karl A. Fox. Factors affecting farm income, farm prices and food consump-
tion, 3 Agricultural Economics Research 65, table 3, p. 71. 
1023 
TABLE 3. ELASTICITY OF QUANTITY WITH RESPECT TO: 
Pork 
Beef 

















1. Per capita egg consumption, index number with 1935·39 = 100 
(U. S. Bureau of Agricultural Economics, Outlook charts 1948, p. 
41). 
2. Retail price of eggs per dozen, index number with 1935·39 = 100, 
deflated by the consumer price index (U. S. Bureau of Labor Sta· 
tistics, Handbook of labor statistics, 1947 edition, Bulletin 9.16, p. 
121). 
3. Retail price of meat, index number with 1935·39 = 100, deflated by 
the consumer price index of the Bureau of Labor Statistics (retail 
price of meat, ibid., p. 121). 
4. Retail price of other foods, index number with 1935·39 = 100, de· 
flated by the consumer price index of the Bureau of Labor Statis· 
tics (retail price of other foods, ibid., p. 121. The Bureau of 
Labor Statistics figures were adjusted to exclude meat and eggs). 
5. Prices paid to farmers for eggs, index number with 1935·39 = 100, 
deflated by the consumer price index (1920 through 1923, U. S. 
Bureau of Agricultural Economics, Outlook charts 1947, p. 98; 
1924 through 1941, U. S. Bureau of Agricultural Economics, Poultry 
ration costs and poultry feed price ratios, Mar. 1946, p. 20). 
6. Per capita supply of eggs by farmers, index number with 193'5·39 = 
100 (U. S. Bureau of Agricultural Economics, Poultry and egg situ· 
ation, Sept. and Oct. 1951, p. 11). 
z The logarithm ot: 
1. Index number of per capita disposable income with 1935·39 = 100, 
deflated by the consumer price index (U. S. Bureau of Agricultural 
Economics, Consumption of food in the United States 1909·48, Misc. 
Pub. 691, Aug. 1949, p. 136). 
2. Index of per capita disposable personal income lagged one year, 
with 1935·39 = 100, deflated by consumer price index (ibid., p. 136). 
3. Time, in the form ea. (origin 1920). 
4. Index of price paid to farmers for eggs lagged one year, with 1935·39 
= 100, deflated by the consumer price index (1920·23 part of series, 
U. S. Bureau of Agricultural Economics, Outlook charts 1947, p. 98; 
after 1923, U. S. Bureau of Agricultural Economics, Poultry ration 
costs and poultry feed price ratios, p. 14). 
5. Index of poultry ration cost per hundred pounds of ration, with 
1935·39 = 100, deflated by consumer price index (U. S. Bureau of 
Agricultural Economics, Poultry ration costs and poultry feed price 
ratios, p. 14). 
6. Index of poultry ration cost per hundred pounds of ration lagged 
one year, with 1935·39 = 100, deflated by the consumer price index 
(ibid., p. 14). 
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7. Index of cost of processing meat with 1935·39 = 100, deflated by the 
consumer price index (Bureau of Labor Statistics, Handbook of 
labor statistics, 1947 edition, Bulletin 916, p. 158). 
8. Index of prices paid to farmers for meat lagged one year, with 1935· 
3'9 = 100, deflated by the consumer price index (Production and 
Marketing Administration, Livestock branch, Livestock market 
news 1947, July 1948, p. 76). 
9. Index of cost of commodities used in the production of livestock 
'with 1935·39 = 100, deflated by the consumer price index (U. S. 
Bureau of Agricultural Economics, Agricultural prices, Jan. 1950, p. 
(2). 
The retail demand equations are as follows: 
(93) Eggs 
Y1 + {312Y2 + {31aYa + {314Y4 + 'YUZ1 + 'Y12Ze 
+ 'Y13Za = ~1 
(94) Meat 
{322Y2 + {32aYs + {324Y4 + Ys + 'Y21Z1 + 'Y22Z2 
+ 'Y2SZS = ~2 
(95) Other food 
{3S2Y2 + {333Ya + {334Y4 + Yll + 'Y31 Z1 + 'Y32Z2 + 
+ 'Ysszs = ~3' 
The consumers are represented as choosing the quanti-
ties of their purchases on the basis of relative prices and 
present income. In this model the only lagged income in-
fluence is the income of last year. As in the meats model, a 
time factor is included to reduce the danger of getting spuri-
ous correlations and to represent the influence of gradual 
social changes not explicitly introduced into the model. 
The retail supply equations: 
(96) Eggs 
{341Y1 + {342Y2 + {344Y4 + {345Y5 + {346Y6 
+ 'Y43Za = ~4 
(97) Meat 
{352Y2 + {35SYS + {354Y4 + {357Y7 + {35sYS + {35fJYfJ 
+ 'Y53Za= ~5 
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(98) Other food 
{362Y2 + {363Ya + {364Y4. + {36.lOYIO + /30.11Yll 
+ /30,lZY12 + )'6aZa = '6' 
The retail supply of eggs is represented as depending on 
retail egg prices and prices to producers, the amount of eggs 
supplied by farmers and the time factor. 
The demand equations in the commercial sector: 
(99) Eggs 
{37zY2 + {375Y5 + (370YO + )'73Za = , .. 
(100) Meat 
(3s3Ya + (387Y7 + {3suYu + )'8aZa + )'S7Z7 = '8 
(101) Other food 
{394Y.1 + (305Y5 + {397Y1 + {39,lOYIO 
+ {30,12Y12 + )'oaZa = '0, 
The farmers' supply functions: 
(102) Eggs 
/310,5Y5 + {3lo,oYe + {310.7Y7 + )'lo,aZa + )'1O.4Z4 
-+ )'lo,,,Zr; + "/lO,OZO = '10 
(103) Meat 
{311,aYa + (311,5Y5 + {311,1Y1 + (31l,9YU + /3ll,lOYlO 
+ )'ll,aZa + )'ll,SZS + )'ll,UZU = '11 
(104) Other food 
{31Z.4Y4. + {312,uY5 + {312.7Y7 + /312,loYIO + {312,12Y12 
+ "/12,aZa + ),12,lOZ10 = '12' 
It is assumed that the elasticity of the quantity of eggs 
with respect to the price of eggs is negative. No other as-
sumption is made concerning individual parameters. In 
particular it is not assumed that the income elasticity of 
quantity is positive, since eggs may be an inferior good. 
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The coefficients are estimated for the retail demand for 
eggs equation. Since there are four endogenous variables in 
it, H is 4. There are three predetermined variables in it, 
and there are nine predetermined variables in the whole 
model; therefore D is 6. Since D is greater than H - 1, the 
model is overdetermined. The limited information method 
for overdetermined models gives the following equation for 
the retail demand for eggs: 
(105) Yl = - 0.58 Y2 + 0.60 Ya - 0.49 Y4 
+ 0.44 Zl + 0.29 Z2 - 0.29 Za + 1.71. 
The only strange thing about this set of results is the 
coefficient of Y4, the price of other food. It appears reason-
able to expect that raising the price of other food would in-
crease the consumption of eggs; it seems unlikely that eggs 
are complementary to all other foods as a group. The re-
sults involve no conflict with the assumption that the elas-
ticity of the quantity of eggs with respect to price is nega-
tive. 
The likelihood ratio test has been used on this model 
also. D (the number of predetermined variables not appear-
ing in the egg demand equation) is 6. H - 1 (where H is 
the number of jointly dependent variables in this equation) 
is 3. If the equation is to be considered uniquely determined, 
then the rank of 'll"xv must be H - 1. As in the case of the 
meat demand equations, we find the value of T log (1 + v). 
This is 2.19156 for the egg demand equation. For 3 degrees 
of freedom (D - H - 1), the 5 percent critical value of ;? 
is 5.815. Thus we have not discarded the hypothesis that 
the model is uniquely determined.34 
The von Neumann ratio test has been used on this over-
determined model. In the reduced form, the von Neumann 
ratios for the equations for the four jointly determined vari-
ables are as follows: 





In the basic demand equation for eggs the von Neumann 
ratio is 1.62. Since these calculations are based on the same 
"'For the assumptions that must be fulfilled if this test is to be valid, see 
footnote 17, page 1001. 
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number of obgervations as the calculations for the meats 
case, the 1 and 5 percent significance levels are the same as 
in the meats case; 1.00 and 3.20 at the 1 percent level, and 
1.30 and 2.90 at the 5 percent level. All the above values of 
the von Neumann ratio are within the 5 percent level. Thus 
we have no reason to discard the hypothesis that the resid-
uals from the reduced form equations and the egg demand 
equations are random. 
LEAST SQUARES :'.lETHOD 
Since the results of the overdetermined model appear to 
be reasonable, no other simultaneous model has been set up. 
However, a least squares single equation model has been set 
up using a demand equation in which the number of vari-
able is greater than the number of variables in the egg de-
mand equation of the overdetermined model. The new vari-
ables are: 
z The logarithm of: 
10. Index of retail price of dairy products with 1935·39 = 100, deflated 
by the consumer price index (price of dairy products, Bureau of 
Labor Statistics, Handbook of labor statistics, 1947 edition, Bul. 
916, p. 121). 
11. Index of retail price of all other foods with 1935-39 = 100, deflated 
by the consumer price index. Eggs, meat and dairy products are 
excluded (Bureau of Labor Statistics, op. cit.). 
12. Index of retail price of non-food with 1935-39 = 100, deflated by the 
consumer price index (price of non-food items, Bureau of Labor 
Statistics, op. cit.). 
It is assumed that the elasticity of egg quantity with re-
spect to price is negative; no other assumption is made about 
the sign or magnitude of any coefficient. 
The single equation is 
(106) Yl = - 0.55 Y2 - 0.12 Ya + 0.41 Zl + 0.27 Z2 
- 0.13 Za - 0.27 ZIO - 0.18 Zn - 1.40 Z12 
+ 5.79. 
At the 5 percent level of significance only the coefficient of 
Y2 and Zl are significant. It appears somewhat strange that 
the coefficients of all the prices are negative; this result 
makes eggs seem to be complementary with all other goods. 
Clearly this cannot be strictly true. It should be noted that 
the elasticity of egg quantity with respect to egg price is 
negative, however, as the model assumes it to be. 
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TABLE 4. COMPARISON OF COEFFICIENTS OF OVERDETERMINED 
AND SINGLE EQUATION MODELS. 
Coefficient 
Variable 
Overdetermined model Single equation model 
y. 
-0.58 -0.55 
Y. 0.60 -0.12 
z, 0.44 0.41 
z. 0.29 0.27 
Za 
-0.29 -0.13 
The value of the von Neumann ratio for the single equa-
tion is 1.61. As in the case of the overdetermined equation, 
the 1 percent critical values of the ratio are 1.00 and 3.20, 
and the 5 percent critical values are 1.30 and 2.90. Thus 
there is not adequate reason for discarding the hypothesis 
that the residuals from the single equation are random. 
COMPARISON OF PARAMETERS 
Table 4 enables us to compare the coefficients of the va-
riables common to the two models. 
Since "other food" does not have the same meaning in the 
two models, we cannot directly compare the coefficient of Y4 
of the overdetermined model (-0.49) with the coefficient 
of Zu of the single equation model (-0.18). It is notable 
that the two models agree well on the values of the only 
coefficients (those of Y2 and Zl) that were significant at the 
5 percent level in the single equation model. The coefficient 
for the retail price of meat shows the greatest difference 
between the models; in this case the result of the over-
determined model seems to be more reasonable. 
PREDICTIONS 
The choice between the overdetermined model and the 
single equation model is not entirely clear, since the single 
equation model includes three variables not included in the 
overdetermined model. We may have a case where the 
greater completeness of the single equation is more impor-
tant than the clearer logical relation between the overdeter-
mined demand equation and the rest of the economy. 
The predictive ability of the two equations can be com-
pared by seeing how nearly they predict the logarithms of 
the actual consumption in the postwar years 1947 through 
1950. Table 5 shows the relevant figures. 
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TABLE 5. COMPARISON OF ESTIMATED AND ACTUAL LOGARITHMS 
• OF CONSUMPTION. 
Actual per Estimated per capita consumption 
capita 
consumption Overdetermined Single equation 
1947 2.10380 2.01819 2.05059 
1948 2.11394 2.02542 2.05120 
1949 2.10720 2.00774 2.04325 
1950 2.12385 2.04929 2.06528 
Both models underestimate consumption in each of the 
postwar years. In each case the single equation comes con-
siderably closer to predicting the actual consumption. As in 
the case of the meat demand equations, superior predictive 
ability is associated with a relatively small coefficient for 
the time variable (Z3 in this case). 
DISCUSSION OF METHODS 
The discussion of least squares procedure suggests that 
there is a strong reason for choosing the simultaneous equa-
tions method rather than the least squares method. Thus 
working with a complete model appears superior to using 
the least squares method on one equation selected from that 
model. But in practice this is not likely to be the choice. 
Rather the choice is between using a given complete model 
and using a single equation selected from a larger and pre-
sumably more realistic model. For a given complete model, 
using a simultaneous equation method to estimate the be-
havior coefficients of one equation is more expensive than 
using the least squares procedure to minimize errors in the 
direction of one of the endogenous variables of this equa-
tion. Thus, if we have a given amount of money to spend on 
a project (and all practical work is subject to such limita-
tions) and if this amount of money is enough to permit us 
to use the limited information method, then the same 
amount of money would permit us to augment the number 
of variables to be used in the one equation we select for least 
squares treatment-say the equation explaining the demand 
for a single good. 
It appears to be impossible at the present time to gen-
eralize about the relative advantages of simultaneous equa-
tions methods and the single equation least squares method. 
If we have good reason to think that only a few variables 
are important in a complete model to explain a set of eco-
nomic events, then we may use the simultaneous method. 
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If on the other hand, we think that a reasonably complete 
model would include a large number of variables in the equa-
tion we are primarily interested in, we may decide to use a 
single equation method; we may decide that using only one 
equation of the adequate form of the complete model is pref-
erable to keeping many of the equations while reducing the 
number of variables appearing in each of these equations.35 
Parenthetically, there is no easy way of choosing among 
simultaneous equations models, nor of choosing among least 
squares models. In certain cases we can decide whether it is 
reasonable to add a variable to a given equation. But choos-
ing between two types of equations is not a precise pro-
cedure. 
The choice between a uniquely determined model and an 
overdetermined model is particularly interesting. If the 
models include the same number of equations and about the 
same number of variables, it appears that the computational 
cost of the overdetermined model will be about five times 
that of the uniquely determined model.36 Assume that no 
computations have been made. If the investigator is unable 
to decide between the two models on a priori grounds, the 
cost element provides a conclusive answer. Even if the a 
priori considerations suggest a slight preference for the 
overdetermined model, it may still be prudent to use a 
uniquely determined model or models. After the coefficients 
of any model have been estimated some of them may violate 
assumptions the investigator has made before beginning cal-
culations. Using a uniquely determined model makes it rela-
tively inexpensive for the investigator to profit immediately 
from any insights that he may get from the first model used. 
Given the amount of money to be spent on an economic in-
vestigation, being able to experiment with several models 
may be more important than being able to use an overdeter-
mined model. 
While it seems impossible to decide in general whether 
a least squares model or a simultaneous model is superior, 
we may be able to decide in individual cases. In the meats 
problem it seems that greater reliance should be placed on 
85A method of Bentzel and \Vold (on statistical demand analysis from the 
standpoint of simultaneous equations, 29 Skandlnavisk Aktuarietidskrift 
95, 1946) offers considerable promise for future applications. If it is pos-
sible to !lnd one equation Involving only one current endogenous variable, 
thcn a second equation involving only one additional endogenous variable, 
and so on, then it is legitimate to use least squares throughout. Bentzel 
and Wold apply their method to a monopoly problem. Tintner has used the 
method in studying the prIce of corn. (See Gerhard Tintner, op. cit., pp. 
276-7.) 
36This is a very rough estimate based on the computational costs involved 
in the models in the present study. The ratio would certainly depend on 
the size l'ange of the models worked with. ,Vith a small number of vari-
ables and equations the l'atio might also be small. 
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the results of the simultaneous equation model than on the 
results of the least squares model. Essentially the only ad-
vantage of the least squares model is that it permits us to 
use more variables. But in the meats case it seems there are 
only a few variables that seem to have logical connections 
with the problem. Only the price of non-food items was 
added in going from the simultaneous to the least squares 
model. 
But in the egg problem the least squares model seems 
preferable. since it predicts the 1947-50 results better than 
does the simultaneous model. Revisions of both models might 
reverse this judgment. 
Even under the most favorable circumstances it is dif-
ficult to decide whether an experiment has been crucial with 
respect to the acceptance or rejection of a hypothesis. If 
the experiment produces the results predicted by the hypoth-
esis, there is always the chance that some other hypothesis 
would have done just as well. 
Moreover. whenever a continuous variable or a variable 
with small gradations is involved in an economic problem, 
it is hard to decide how large the errors of prediction can be 
without discrediting the hypothesis. 
In economics the situation is particularly discouraging 
because conditions change fast enough so that checks of rela-
tive accuracy of prediction under two hypotheses are sub-
ject to sampling variation over time. If the first hypotheSis 
predicts better than the second during the first 2 years of 
the prediction period, we may not be reasonably sure that 
it will maintain its advantage for the next 2 years. 
We seem to be forced to decide whether a given hypoth-
esis gives us a workable tentative basis for action pending 
possible further formulation and testing of hypotheses. It 
appears that the hypothesis represented by the uniquely de-
termined model is preferable in the meats case. It appears 
to provide a reasonable basis for policy decisions-again, 
pending further investigation. It also seems to provide a 
reasonable starting point for further refinement of hy-
potheses. 
It appears that the same statements can be made about 
the least squares model in the egg demand problem. 
IMPLICATIONS FOR PROBLEMATIC SITUATIONS 
PORK, BEEF AND POULTRY PRODUCTS 
With reference to the uniquely determined model for the 
meat products, table 6 shows some of the most important 
elasticities. 
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TABLE 6. SUMMARY OF IMPORTANT ELASTICITIES. 
Elasticity of quantity with respect 
Demand to the price of: 
equation 
Pork Poultry Beef products 
Pork 
-0.91 0.60 0.87 
Beef 0.53 -0.77 0.67 
Poultry products 0.12 0.28 -0.68 
Elasticity of quantity with respect to: 
Demand \Velghted average 
equation Current income of incomes of 
past 5 years 
Pork 0.76 0.29 
Beef 0.65 -0.12 
Poultry products 0.53 0.28 
The elasticity of each meat quantity with respect to its 
own price is less than 1. This fact is significant in con-
nection with price support operations. When the price of a 
product is raised there is an increase in the gross income of 
the farmers producing it. Since there is presumably some 
positive marginal cost of production, there will also be an in-
crease in net income. Together with comparable cost infor-
mation, the price elasticities help to predict the net income 
effect of any given price increase. It is conceivable that the 
basic intention of the voters is that of supporting net farm 
income through supporting farm prices; if this is true a price 
support level can reasonably be chosen largely on the basis 
of its expected effect on net income. 
Separate price control actions in relation to individual 
meats are likely to change the relative prices of the meats. 
In planning a price support program, presumably an admiri-
istrator would be interested in the cross elasticities of de-
mand. Apparently changes in the prices of pork and beef 
have little effect on the consumption of poultry products, but 
changes in the price of poultry products have somewhat 
larger effects on the consumption of pork and beef. When 
the price of pork changes, the effect on the consumption of 
beef is more important than the effect on the consumption 
of dairy products; and when the price of beef changes, the 
effect on the consumption of pork is more important than the 
effect' on the consumption of poultry products. Considering 
all the price elasticities, we can conclude that adjustments in 
the prices of the various meats are likely to leave poultry 
consumption more stable than either pork or beef consump-
tion. 
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When the price support administrator looks ahead to his 
activities in a coming period, he knows that the scale of his 
operations will depend partly on the national income. If the 
national income is expected to rise, no action in support of 
prices may be needed; if the national income is expected to 
fall very sharply, perhaps it will not be feasible to store a 
given good on the scale that would be necessary to maintain 
the original support price level. 
The effects of lagged income appear to be relatively 
slight; moreover they are made suspect by the fact that the 
beef elasticity is negative. Therefore we shall consider just 
the elasticities with respect to current income. All the meats 
have relatively inelastic demands with respect to income. 
This means that the price support administrator will not re-
ceive much help, relatively; from an income increase. It also 
means that a fall in income is relatively unlikely to render 
his storage activities infeasible. It is interesting to observe 
that the order of the size of elasticities is the same for both 
income elasticities and price elasticities. 
EGGS 
In the case of the demand for eggs, the elasticity of quan-
tity with respect to price is 0.55 in the least squares model. 
In the same model the elasticity of quantity with respect to 
income is 0.41. These elasticities might enter into the de-
cision-making of a price support administrator in a way anal-
ogous to that outlined above for the corresponding elastici-
ties in the meats equations. 
NATURE OF CONCLUSIONS 
The tentative nature of our conclusions must be empha-
sized strongly. The limitations of the data and the state of 
development of the theory both provide us with compelling 
reasons for making this statement. We have only annual 
figures, which cover up some of the economic relations ger-
mane to our problem. Apparently only very simple economic 
models are feasible at the present time because of expense. 
It is also significant that price support decisions would 
have to rest in part on studies of cost conditions; only de-
mand relations have been dealt with in the present study. 
SUGGESTIONS FOR FURTHER STUDY 
First, postwar data ought to be combined with the inter-
war data. Some serious problems arise in this connection. 
It may be that the postwar data follow functions quite dif-
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ferent from those followed by the interwar data. But if this 
is true, then only the postwar data' are strictly relevant for 
prediction of future figures. 
It may be possible to study the reasons for the change 
in function between the interwar years and the postwar 
years. (Presumably data for years with rationing would be 
ambiguous.) But it might be still more helpful to find a func~ 
tion into which the interwar data and the postwar data 
could all be fitted. 
Second, the investigation of the problematic situation of 
a price administrator clearly requires the investigation of 
the supply conditions. . Presumably production functions 
would have to be fitted for several kinds of foods. 
Third, there ought to be an effort to get quarterly data. 
Using annual totals deprives us of considerable information. 
On the other hand, the problem of autocorrelation becomes 
more serious as the length of the period is reduced. Per-
haps it would be desirable to introduce quarterly data for 
some of the series, using for each quarter of other series 
either the annual figure or one-fourth of it, whichever would 
be appropriate. Some test of autocorrelation could be used 
to determine when the breakdown into quarterly data had 
gone far enough to cause significant autocorrelation of the 
residuals. 
Fourth, some idea of the usefulness of the fairly compli-
cated contemporary procedures might be gained by compari-
son of their predictions with the predictions of the so-called 
"naive models,"s7 which predict the coming year's consump~ 
tion as being some simple function of this year's consump-
tion, or both this year's consumption and last year's con-
sumption. It is possible that the stability of the demand 
functions is so slight that using fairly long time series is a 
hindrance rather than a help. 
In the present case it would not be reasonable to use 
naive models in testing the ability of the prewar equations 
to predict postwar results. A reasonable test of this nature 
could be made only if ability to predict 1951 results, say, were 
compared for a naive model predicting continuation of 1950 
results and a regression system using economically signifi-
cant series for several years extending through 1950. 
Fifth, it might be interesting to .experiment with graphic 
methods. There are repeated references above to difficulties 
3TSee Carl Christ, A test of an econometric model for the United States, 1921· 
1947, in Conference on Business Cycles, National Bureau of Economic Re· 
sellrch. New York. 1951. pp. 35, ff. 
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growing out of the limitations affecting the forms of equa-
tions. Using graphic methods would remove these limita-
tions. Algebraic methods are superior to graphic methods in 
precision, of course; but this may be a relatively minor con-
sideration in the present case. 
