In recent calculations of optical response at a metal surface, an unusual set of oscillations have been found in the induced charge density. These oscillations only appear when a crystal potential is included in the calculation. They propagate deep into the bulk, but are incommensurate with the lattice. We illustrate the occurrence of such oscillations in simple systems, and discuss their origin. For more general cases, we find that the amplitude of the oscillations is sensitive to the amount of spatial variation in directions parallel to the surface of either the crystal potential or the probing field. We also discuss the challenge of detecting this phenomenon experimentally.
I. INTRODUCTION
Considerable progress has been made toward understanding the long-wavelength response of the surfaces of nearly-free-electron metals (Na, K,Cs,A1).~' 2 This success has been possible because such metals are apparently well approxixnated by a semi-infinite slab of jelliuxn. Early attexnpts in this 6eld, using an in6nite barrier at the surface, failed to explain several features, even qualitatively, e. g., the dispersion of the surface plasmon. A major breakthrough occurred when Feibelman included a self-consistent surface barrier, and solved the resulting integral equations.
Since then, many re6nements and more sophisticated calculations have yielded good agreement with experiment for these metals. 4 These advances include the identi6cation of the so-called multipole mode, which was subsequently observed in electron energy loss experiments.
The theory of surface response for metals with signi6-cant band structure is far less developed. This is regrettable, as there is no experimental difficulty in investigating such surfaces, and several cases have already been studied. In particular the effects observed in the surface plasmon dispersion on Ag surfaces have stimulated various extensions of jellium treatments, but these lack the rigor of the earlier jellium calculations for the f'reeelectron like metals.
Another approach currently being pursued is to include the band structure in an ab initio fashion. where bn(x) is the induced density, V,"t(x') is the external potential, and yo(x, x') is the independent-particle susceptibility. This may be written quite generally as
where n labels the single-particle states of energy e"and wave function @"(x). 
It is useful to view the susceptibility in (6) as the sum of two pieces, based on the sign of 0. We call these the direct and reflected contributions, writing Xo(q, q', 9) = Xo" (q, q', 9) + Xo "(q q' 9) The extra minus signs are necessary to produce the 0 = -1 term of (6). For the free electrons discussed here, yp (xI) is given by the Lindhard function.
The reBected contribution is due to the presence of the surface. In physical terms, if we imagine the perturbation virtually exciting a particle-hole pair, then it is possible for one member of the pair to be reBected off the surface before the two recombine. This reBection is described by the moxnentum-reversal propagator for the particle line in Fig. 1 It is straightforward to evaluate the reBected contribution for Q = 0. In that case, the integrand becomes independent of K, except in the Fermi factor cutoff, and
where 4(u) = uO(u 
We find
The spatial dependence of (20) reproduces that of (18). Since the on-site energies and hopping integrals do not depend on l, the spatial dependence of the 6's in either band is proportional to sin(kla) where a is the lattice constant. In the continuum limit b&&obf,~i --2 sin (kla) = 1 -cos (2kla), (28) which when summed over k in (26) Fig. 2(a) . The A dependence of the upper band is only evident for K g 0, and is illustrated in Fig. 2(b) . In Fig. 2(c) we show how the sharp peak in poI (q) for parallel bands (when A = 1) spreads (and shifts) for A g 1, describing the nonparallel bands of Fig. 2(b) . For the range of A used, the broadening of the peak in the transform (and hence the decay in real space of the SCO) is not extreme. Furthermore, the integrated weights of the structures in Fig. 2 
III. GENERALIZATIONS AND EXPERIMENTAL

CONSEQUENCES
By studying simple models in the previous section we were able to make considerable analytic progress. However the results obtained are at best only qualitative. For a quantitatively reliable theory much more must be included. We now discuss these required improvements under the two general headings of (i) a self-consistent treatment of many-body interactions and (ii) a better treatment of one-body effects. At a mean-Geld level, which is the usual approximation, the necessary changes in Eqs. (1) and (2) 
where Vea --Vext + Vind with (35) V(x) = 2Vp cos (gpx).
and v(x) = e /~x~. In (35) Fig. 4 are merely heuristic, since an experiment would probe the full yo and hn. The SCO do not exist independently of interband transitions, unlike the various plasmons that can be excited at a surface. Thus even if one were to measure the reflection amplitude of either photons or electrons over an extended range of frequency, the SCO can only modify the spectral structure due to interband transition; i.e. , once the interband transition threshold is crossed, the SCO also exist and how much they distort the spectrum is a question of matrix elements rather than density of states. For instance the frequency variation of d~calculated in Ref. 12 shows several sharp features attributed to SCO effects, but in fact the SCO are present throughout the interband range with roughly constant amplitude [with respect to the bulk oscillations of (37)j and range. There is no simple test to distinguish structure in the energy absorption by interband transitions as due to bulk matrix elements, SCO, or surface-localized. modifications.
A more direct probe of the SCO is needed. One possibility that znay be helpful is the study of nonlinear optics, where products of first-order local fields act as driving terms of higher-order processes. We have in mind work along the lines of that by Song et al. in 
