Laboratory stress tasks such as the Trier Social Stress Test (TSST) have provided a key piece to the puzzle for how psychosocial stress impacts the hypothalamic-pituitary-adrenal axis, other stress-responsive biomarkers, and ultimately wellbeing. These tasks are thought to work through biopsychosocial processes, specifically social evaluative threat and the uncontrollability heighten situational demands. The present study integrated an experimental modification to the design of the TSST to probe whether additional social evaluative threat, via negative verbal feedback about speech performance, can further alter stress reactivity in 63 men and women. This TSST study confirmed previous findings related to stress reactivity and stress recovery but extended this literature in several ways. First, we showed that additional social evaluative threat components, mid-task following the speech portion of the TSST, were still capable of enhancing the psychosocial stressor. Second, we considered stress-reactive hormones beyond cortisol to include dehydroepiandrosterone (DHEA) and testosterone, and found these hormones were also stress-responsive, and their release was coupled with one another. Third, we explored whether gain-and loss-framing incentive instructions, meant to influence performance motivation by enhancing the personal relevance of task performance, impacted hormonal reactivity. Results showed that each hormone was stress reactive and further had different responses to the modified TSST compared to the original TSST. Beyond the utility of showing how the TSST can be modified with heightened social evaluative threat and incentive-framing instructions, this study informs about how these three stress-responsive hormones have differential responses to the demands of a challenge and a stressor.
Introduction
When encountering a stressor, an individual engages in physiological preparedness, which starts with the perception of a threat or a challenge to the organism. A biopsychosocial model is useful for understanding how and why a stressor impacts biological measures (Blascovich, 2008) . Often in the laboratory, a stressor's efficacy is inferred according to whether the context elicits neuroendocrine acute stress response, typically cortisol release (Dickerson and Kemeny, 2004) . The Trier Social Stress Test (TSST) developed by Kirschbaum et al. (1993) , involves delivering a speech and mental arithmetic in front of live, white-coated judges and a video camera (Campbell and Ehlert, 2012; Kudielka et al., 2007) and is putatively the most common laboratory stressor. While effective, it was several years after its design that researchers systematically recognized that the TSST's efficacy relied on social evaluative threat and uncontrollability (Dickerson and Kemeny, 2004) . Social evaluative threat occurs when an interchange of social interactions is perceived as a threat or social judgment, and the organism must engage the stressor to protect the self. Uncontrollability also enhances reactivity by increasing the stressor's demands on the organism. This paradigm has allowed for a burgeoning of our understanding of the timing and mechanisms of the human stress response system and most recently, has extended to systematic TSST alterations to better understand uncontrollability and social evaluative threat. To our knowledge, it is relatively novel that our study explored whether an experimental manipulation of the TSST mid-way through the TSST alters the physiological stress response. Flügge, 2003; Esch and Stefano, 2010) as well as limbic neurocircuitry (e.g., amygdala, orbitofrontal cortex) are activated (Dedovic et al., 2009 ) by stress. The stressor begins the hormone cascade when corticotrophin-releasing hormone (CRH) is released from the hypothalamus (see details in Sapolsky et al., 2000) and ends when steroid hormones are released from target organs, such as the adrenal gland, including the glucocorticoid cortisol within 15-25 min following stress exposure (Dickerson and Kemeny, 2004) . Cortisol alters lipid and glucose metabolism and influences neural functioning by binding to glucocorticoid receptors (GRs) and mineralocorticoid receptors (MRs) at differential binding affinity (Groeneweg et al., 2012) . Cortisol binding to GRs in the hypothalamus largely explains negative feedback as occupied GRs suppress subsequent HPA axis activation. Consequently, different neural preparative and reactive processes are involved in accordance to the level and timecourse of a stressor (Sapolsky et al., 2000; De Kloet et al., 2008; Kinner et al., 2016) .
Although cortisol is the quintessential stress hormone, it is not the only stress reactive hormone. Dehydroepiandrosterone (DHEA) is also released from the adrenal gland (as well as other glands such as the gonads), in response to adrenocorticotropic hormone (ACTH) and in response to stressors (Shirtcliff et al., 2007) , including the TSST (Lennartsson et al., 2012; Shirotsuki et al., 2009) . DHEA remains largely understudied as a stress-responsive hormone (Stárka et al., 2015) , despite this abundant hormone's neuroprotective and anti-glucocorticoid activities within emotion-related neurocircuitry (Maninger et al., 2009) . DHEA serves a role as a biosynthetic precursor to neurosteroids and androgens like testosterone and thus this hormone connects both glucocorticoid and androgen hormones (Carlström et al., 1988) .
Like DHEA, testosterone is underappreciated as a stress-responsive hormone and more often is examined as an end-product of the hypothalamic-pituitary-gonadal (HPG) axis. Testosterone is involved in development of male secondary sexual characteristics, such as increased muscle mass (Mazur and Booth, 1998) . Testosterone also has been shown to play an important role in adult social behavior (Booth et al., 2006; Bos et al., 2012a) , such as competitive drive (Archer, 2006; Casto and Edwards, 2016) . Both genders produce testosterone, yet there are gender differences. Compared to males, females release less testosterone (Booth et al., 2006) . Gonadal testosterone follows somewhat different metabolic pathways (Handa and Weiser, 2014) , and testosterone in females is largely of adrenal origin, which further bolsters the idea of testosterone can be a stress-responsive hormone (Drury et al., 2014) . Few studies have examined testosterone reactivity to the TSST (see Schoofs and Wolf, 2011 for an exception), but a parallel literature illustrates that testosterone acutely rises when an individual faces a challenge or competition (see Archer, 2006 for a review). If testosterone changes during a stressor, it is unknown if testosterone is reactive through enhanced responsiveness to social evaluative threat (like cortisol or, presumably, DHEA) or through a more testosterone-relevant mechanism, such as competition, challenge, or reward.
In addition to examining whether testosterone and DHEA are reactive under social evaluative threat, an emerging literature is demonstrating dual-axis activation within the individual as evidence of crosstalk between the HPA and HPG axes Viau, 2002) . Prior theories suggested inhibitory cross-talk (Viau, 2002 ), yet a series of studies find consistent positive within-individual associations, known as 'coupling,' of androgens and cortisol Han et al., 2015) , including during stressful contexts (Marceau et al., 2014) . This dual-axis view is providing important mechanistic insights into when and why these hormones may work together to influence behavior, such as under conditions of challenge (Mehta et al., 2008; Mehta and Josephs, 2010) . Initially, 'coupling' was theorized to be observed primarily in adolescents who may need to maintain capacity to activate androgens even under stress Susman et al., 2017 ), yet positive coupling has also been observed in adults (Bobadilla et al., 2015; Harden et al., 2016) . Marceau et al. (2014) examined coupling in response to three stressors and other research has examined multiple stress biomarkers (Bedgood et al., 2014; Chatterton et al., 1997; Eatough et al., 2009; Knight and Mehta, 2017; Turan et al., 2015) . Yet to our knowledge, this is the first study to examine coupling of cortisol, testosterone, and DHEA during the TSST.
Enhanced social evaluative threat through verbal performance feedback and incentivized performance
Modified versions of the TSST are increasingly frequent (Campbell and Ehlert, 2012; Wadiwalla et al., 2010) . For example, the TSST has been modified in order to fit the constraints of experimental protocols for use in children (Buske- Kirschbaum et al., 1997) , groups (Von Dawans et al., 2011) , for neuroimaging (Kern et al., 2008) , and with virtual audiences (Kelly et al., 2007) . Other studies have modified the TSST in order to better understand the psychological and social components that make the TSST work as a biological stressor (Andrews et al., 2007) . These studies can be framed in terms of a biopsychosocial model (Seery, 2011; Tomaka et al., 1997; Blascovich and Tomaka, 1996) in which a motivated performance situation, like the TSST, relies on psychological processes within the individual (task engagement, evaluation of resources and situational demands).
Situational demands shift according to the level of social evaluative threat or uncontrollability. For instance, the confederate audience changes social evaluative threat (Dickerson et al., 2008; Wadiwalla et al., 2010) , such that speech tasks without social judgment or with positive social cues from confederates do not stimulate neuroendocrine responsivity (Het et al., 2009; Taylor et al., 2010; Wiemers et al., 2013; Gruenewald et al., 2004) . The original TSST provides no direct verbal feedback about speech performance, but Dedovic et al. (2005) found negative verbal and nonverbal feedback about math performance enhanced cortisol reactivity during the Montreal Imaging Stress Task (Dedovic et al., 2005) .
The biopsychosocial model (Seery, 2011 ) also postulates that motivated performance is necessary to elicit increased stress responsivity across multiple physiological systems (see Campbell and Ehlert, 2012 for a comprehensive review). Some studies have altered performance motivation by changing the speech topic to be personal, based on the idea that greater ego involvement and self-referential components should enhance the TSST (Wadiwalla et al., 2010; Andrews et al., 2007) . It is possible that social stimuli may enhance performance motivation as individuals are motivated to help or impress others. Dedovic et al. (2005) told participants that data would not be used if performance did not improve. Unfortunately, it is unclear whether the usefulness of the data for the researcher is motivating to the participant. A more direct method of motivating performance may be through use of incentives (Seery et al., 2009) , given the role of cortisol in punishment and reward sensitivity (Van Honk et al., 2004 ) and the emerging literature that androgens like testosterone are sensitive to reward or challenge (Mehta et al., 2008; Mehta and Josephs, 2006; Bos et al., 2012b) . Several studies attached the descriptor "motivated performance" to the TSST without describing whether (and how) incentives were delivered and performance during the TSST is not typically tied to compensation. Thus, incentives may motivate participants to be in a research study, but not necessarily to perform well during the stressor. Lastly, there is some evidence that multiple TSST modifications best impact reactivity. Wadiwalla et al. (2010) found that the effect of ego involvement or divided attention were only observed under conditions of enhanced social evaluative threat, suggesting that the biopsychosocial processes of motivated performance and situational demands are not mutually exclusive.
The present study aims and hypotheses
We used a multi-pronged experimental modification to the TSST that targeted both social evaluative threat and performance motivation. This was accomplished through Verbal Evaluation of Speech Performance (VESP). Verbal evaluation from the confederates was negatively-valenced so as to enhance social evaluate threat and was delivered immediately after the speech (and before the math) to increase salience of feedback. Such an experimental manipulation is initiated mid-way through the stressor and within the confines of an already well-validated stressor, when the impact of VESP can be exerted on already activated axes. We also sought to enhance performance motivation through use of incentives, explicitly tying information about performance feedback to amount of study compensation (gain or loss framing). We tentatively explored whether the delivery of the incentive was impacted by whether the incentive was framed as a gain or framed as a loss (Seery et al., 2009 ) in order to understand what type of incentive created the most impactful changes in hormone responses. The gain framing condition provided negative feedback about the speech performance and offered additional compensation if performance improved during math. The loss framing condition provided parallel negative verbal evaluation of speech performance, and then framed incentives as a potential loss of compensation if performance failed to improve.
We hypothesized that cortisol, DHEA and testosterone would be stress reactive to the TSST as compared to time-matched samples collected on a non-stress day. Our primary hypothesis of interest was that these stress-responsive hormones will be more reactive to an enhancement of social evaluative threat via VESP as compared to the original TSST. A secondary (exploratory) hypothesis was that hormonal reactivity would be greater compared to the original TSST if participant performance was tied to study payment using a gain framing or a loss framing incentives. We speculate that the loss framing VESP condition would best enhance hormone reactivity given that it has the greatest social evaluative threat and personal salience about performance. Given the dearth of prior literature, this speculation is ultimately agnostic as to whether the gain framing or loss framing condition would be most effective. Beyond these primary study aims and hypotheses, we present two additional analyses. We examine sex differences in hormone levels and responsivity to the TSST and hormone coupling across these three hormones following the analytic strategy described by Marceau et al. (2015) .
Methods

Participants
Individuals ages 18 to 30 (M = 21.95, SD = 2.21) were invited to participate via announcements and fliers posted on university campus. A total of 63 individuals completed the study (see Table 1 for participant demographics). Exclusionary criteria were implemented due to influence on hormone levels, which included current use of oral steroids, current use of psychoactive medications, pregnancy, currently breastfeeding, or reporting any current mental illness. At the conclusion of the study, all participants received a $15 compensation for their time and debriefing methods were applied.
Procedures
All participants signed informed consent forms, and all study procedures were approved by the University of New Orleans Institutional Review Board. Testing occurred in the afternoon to account for the circadian rhythm of steroid hormones (Dickerson and Kemeny, 2004) . Participants arrived at the laboratory at M = 14:02 h (SD = 0:07). Participants were asked to not to eat, drink, or smoke for 1 h prior to the laboratory visit. The total test time for each participant was between 2.5 and 3.0 h. The stress task began 30-60 min after arrival to reduce the influence of the "arrival effect" on hormone levels Hastings et al., 2011) . Participants were randomly assigned to the original TSST (N = 39) or the VESP version of the TSST (N = 24) at a ratio of 3-to-1 so that the lab protocol did not 'drift' toward the more challenging modifications as confederate response can impact reactivity (Wiemers et al., 2013; Bosch et al., 2009; Dickerson et al., 2008) .
Original TSST (n = 39)
Ten minutes before beginning the stress task, a researcher provided the speech topic for participants (a simulation of an interview for their dream career). During the 10-min "anticipation period," participants were instructed to prepare their speech. Next, participants stood on a spot-lighted stage in front of three attentive, white-coated judges, while being video and audio recorded. Participants then delivered a 5-min speech followed by 5 min of mental arithmetic in front of the judges. Throughout the original TSST condition, participants were given no verbal feedback regarding their performance beyond the still-faced expression of the confederate judges. The only verbal feedback provided was if participants incorrectly performed mental arithmetic in which confederates only responded, "That's incorrect, please continue." For all conditions, judges included both male and female confederate judges.
VESP modified TSST (n = 24)
All procedures were identical to the original TSST in the VESP-TSST with the following exception. After the speech, the confederates inconspicuously whispered to each other. The speaking confederate then informed participants that the speech performance was not sufficient. Within the gain framing VESP (N = 13), participants were told that their performance was not sufficient, and they needed to improve. If they improved their performance in the mental arithmetic task, monetary compensation would be increased to $15. Within the loss framing VESP (N = 11), the speaking confederate informed participants that their performance was not sufficient, and they needed to improve performance in the math task. If they did not improve performance, monetary compensation of $15 (previously delivered) would be lost. The mental arithmetic task then began. Our study was best powered to examine the modifications with N = 24, but secondary analyses examine the smaller subgroups, commensurate with the statistical power of prior studies (Wadiwalla et al., 2010) .
Measures
Hormone assessments
Six saliva samples were collected via passive drool into microvials during the laboratory visit. The first sample was provided by the participant immediately upon arrival (M = 14:04 h, SD = 0:07). The second sample was collected right before the start of the TSST (M = 14:59 h, SD = 0:18). The third sample was collected immediately after the TSST (M = 15:02 h, SD = 0:09). The fourth sample was collected~30 min after the TSST (M = 15:27 h, SD = 0:11), the fifth sample~60 min after (M = 15:53 h, SD = 0:12), and the last sample was collected~90 min after the TSST (M = 16:46 h, SD = 0:13). Note: There were no group differences in age, sex ratio, BMI, or basal box return.
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Time-matched non-TSST basal day
Participants were asked to collect six saliva time-matched to laboratory samples on a non-TSST day (up to 12 samples per individual) in order to estimate each individual's diurnal rhythm and rule out that changes on the TSST day were an artifact of overall hormone elevations on the TSST day. Participants were given necessary supplies with detailed instructions for their saliva collection. Saliva collection matched times with the TSST day saliva collection for that individual, typically beginning around 2:00 pm and terminating after 6 samples were collected around 4:30 pm. Participants were instructed to keep samples frozen in home freezers until transported on ice via courier to the laboratory. A total of 38 participants (60% of total sample) returned the basal day samples frozen; however, two participants' basal samples were excluded from analysis for not following saliva collection time instructions. Subsequent analyses included individuals who did and did not return the basal samples so as to maximize the statistical power; this was feasible given our analytic strategy (see below) and because primary analyses focused on reactivity within the laboratory day. Examining the TSST-day hormones, there were no systematic differences between individuals who did and did not return basal day samples in terms of hormone levels [cortisol F(1,54) = 0.31, p = 0.582; DHEA F(1,54) = 0.14, p = 0.711; testosterone F(1,54) = 0.08, p = 0.782], hormone reactivity [cortisol F(5270) = 1.09, p = 0.371; DHEA F(5270) = 0.23, p = 0.948; testosterone F(5270) = 1.52, p = 0.180], or group (see Table 1 ).
Stressor validation
To confirm that the stressor was indeed stressful, we compared selfreported emotion ratings at the time of saliva collection on the TSSTday compared to time-matched emotion ratings on the basal days using a 2 (day) × 6 (sample) repeated measures ANOVA separate for four emotions (anxious, angry, happy, sad). As expected, participants reported greater anxiousness on TSST-days than basal days [F ( . These self-report emotions suggested that the TSST was successful in stimulating feelings of anxiousness throughout the stressful lab day and possibly angry during the stressor as well as compared to those same participants' time-matched emotion ratings on a different day.
Control measures
Participants filled out daily diaries that pertained demographical information, such as body mass index, age, sex, medications, drug use, health status, female menstrual calendar, emotional state, and sleep habits.
Hormone assays
Samples were thawed and then assayed using commercially available enzyme-immunoassay kits for cortisol, DHEA, and testosterone (www.salimetrics.com) following manufacturer recommendations. Included in the assay kits were supplies to test efficacy of ligand binding of cortisol, DHEA, and testosterone antigens, respectively, in saliva to the antibody-coated wells of the microtitre plates. Samples were assayed for all three hormones on the same day to minimize freeze-thaw cycle influences. Each hormone was assayed in duplicate, and the sample was re-assayed if duplicates varied by > 7% (intra-assay coefficient of variance). Average intra-assay CVs for cortisol was 1.84%; DHEA was 1.63%; and testosterone was 2.35%, which showed good correspondence between duplicates. Inter-assay coefficient of variance on average were for cortisol 7.36%, for DHEA 8.34%, and for testosterone 7.46%, respectively. Using a 4-parameter nonlinear regression curve fit, a standard curve was created, and an average R 2 = 0.999 was calculated.
2.5.6. Data preparation All outliers in the hormone data were winsorized (Tukey, 1997) . Due to positive skew, all hormone values were natural log-transformed; for cortisol, an added constant to the natural log-transformed values moved the data to above-zero. In HLM, it is important to center predictor variables so that the intercept is interpretable -in our case, as the individual's peak hormone value. To do so, we identified the sample (and its collection time) at which each individual showed a peak for each hormone rather than assume that each participant achieved a peak at a particular sample. Across six time points of hormone data, researchers coded each individual's peak hormone value (inter-rater reliability kappa = 0.91), identified as the sample collection time when participants showed either the highest hormone value (across all six time points) or when hormone values significantly rose from the second time point to the third or fourth time point-the second time point was 1 h after arrival and considered a marker of baseline levels. This ensured reactivity was to the TSST and not driven by high hormones due to the arrival effect in which participants arrived to the lab already with high hormone levels . The first and second time points (or samples) were only coded as peak when these time points showed highest hormone value or other time points did not show any rise in hormone values (Sample 1: peak N = 2, 1, 1 for cortisol, DHEA, and testosterone, respectively; Sample 2: peak N = 7, 4, 5 for cortisol, DHEA, and testosterone, respectively). The sample collection time in which each individual showed their peak hormone value was then recorded as "time of peak" and was used to generate time variables that would capture reactivity and recovery once regressed in HLM on the hormone outcomes.
Rate of change in hormone levels involved creating the variables time-to-peak, and time-after-peak, separately for lab day and basal day, based on the individual sample collection times and the "time of peak" variable. A time-to-peak [XTTP (X denotes predicted hormone)] variable indexed reactivity as hormone rise to peak (i.e., stress reactivity). In brief, time-to-peak subtracted sample measurement time from the participant's "time of peak;" this created negative values that decreased as time neared closer to peak and allowed positive beta-weights to indicate greater hormone reactivity. A time-after-peak (XTAP) variable was created to index hormone fall after peak (i.e., stress recovery) by subtracting sample measurement time from the participant's peak time; this created positive values that increased as time distanced from peak and allowed positive beta-weights to indicate failure to recover from the stressor and negative beta-weights to indicate faster stress recovery. These two time variables (hormone stress reactivity and hormone stress recovery) are predictors of cortisol levels, DHEA levels, and testosterone levels created as separate variables, respectively. Timematched basal hormone data replicated the same data preparation procedure as lab hormone data, although neither reactivity rises nor recovery declines in hormone levels were anticipated across the basal day sample collections. Instead, the time-matched basal samples allowed statistical test of whether an individual's responsivity on the lab day was different from what that individual's hormones were across those same time points on a different day.
Statistical analyses
Each hormone was modeled separately although parallel models were composed to the extent possible. The anticipated limitation of reduced basal day samples was considered in our statistical analysis design in order to make full use of the reactivity data we had while also minimizing missing data. The statistical package hierarchical linear modeling (HLM: Scientific Software International, Skokie IL) was advantageous as it does not exclude cases with partial missing data. Therefore, all 63 cases were included in data analyses even when cases had a few missing data points (most commonly missing basal samples). Given this nested data structure (multiple samples for each participant), a two-level HLM was utilized. Level 1 investigated hormonal changes within an individual (N = 581; 6 samples on the laboratory visit day, 6 samples on basal day when available). Level 2 investigated differences between individuals (N = 63). Hormone natural log-transformed levels were included in Level 1 as the dependent variable (Y ij ). An intra-class correlation first established whether HLM was necessary using a null model for each hormone, given dependency within the data and provided an overall estimate of the stability for each hormone within each individual.
The intercept (β 0j ) captured the individual's peak hormone level following the TSST (i.e., peak cortisol level, peak DHEA level, peak testosterone level). Time-to-peak (β 2j * lab_reactivity ij ) and time-afterpeak (β 3j * lab_recovery ij ) were used to index reactivity and recovery slopes, respectively (i.e., cortisol reactivity, DHEA reactivity, testosterone reactivity). Level 1 equation also included a dummy code that indicated day (β 1j * day ij ) to allow for differences in hormone levels between lab and basal days. Also, included in Level 1 were two more dummy variables as controls (β 4j * basal_reactivity ij and β 5j * basal_recovery ij ). These variables were included to index whether individuals' hormone profiles differed from the lab day on a nonstressed basal day and accounted for hormone change on basal days at the same collection times. Base models for cortisol, DHEA, and testosterone included random parameters (u ij ) for β 0j , β 1j , and β 2j because the variance components were significant (ps < 0.001), which indicated that hormone levels between individuals differ more than could be reasonably attributed to chance. Including the random parameters (u ij ) provided Level 2 residual variance, which was calculated with final estimation of variance components to examine the variance of hormone activities within individuals. A Level-1 HLM model is presented below using cortisol to illustrate variables that were included in the base model: 
To examine if TSST-VESP had different effects on hormonal response, the VESP-group membership was included as a Level 2 predictor. This allowed us to investigate the cross-level interaction of VESP by time (e.g., reactivity or recovery) on hormone levels. Exploratory analyses then further divided the VESP-TSST modification group into gain and loss framing categories to examine whether the type of incentive further modulated hormone response beyond negative performance feedback. Control variables (e.g., sex, age, BMI, female follicular menstrual phase) were entered into the models on Level 2. All results reported were from parsimonious models that predicted hormone J.M. Phan et al. Hormones and Behavior 96 (2017) 104-115 levels. Beta coefficients reported in the Results section are unstandardized betas. Table 2 included both unstandardized and standardized betas. Hormone "coupling" analyses were run to test whether a hormone sample was correlated with the other hormones measured at that same time. We replicated Marceau et al.'s (2015) multilevel models in examining potential crosstalk across the HPA and HPG axes within individuals. We described the strategy for cortisol as the outcome, but separate models were run for each hormone as the outcome. Marceau et al. (2015) described the Coupling Model 1 as a basic within-individual test of whether samples that have high testosterone also have high (or low) cortisol, and whether there are individual differences (or variance) in the strength of that bivariate association: LNCORTij = β0j + β1j * (LNTESTOij) + rij. The Coupling Model 2 recapitulates this association using DHEA as a predictor of cortisol: LNCORTij = β0j + β1j * (LNDHEAij) + rij. Next, Marceau et al. (2015) described another model, termed the "trivariate model," that includes both testosterone and DHEA as predictors of cortisol (Coupling Model 3: LNCORTij = β0j + β1j * (LNDHEAij) + β2j * (LNTESTOij) + rij. This model was included to determine if the androgens were explaining the same variance in cortisol levels, or if they were unique predictors of cortisol. Marceau et al. (2015) lastly considered that coupling could be an artifact of common change patterns. That is, if some individuals were simply more reactive across multiple hormones, they would show positive coupling simply because all three hormones were stress-reactive. Marceau et al. (2015) described a strategy which models the outcomehormone's reactivity profile and then, added on the other hormone samples at Level 1. This tested, using cortisol and testosterone as an example, whether a sample with elevated testosterone predicted elevated cortisol above and beyond the cortisol reactivity captured by sample collection time alone. The Coupling Model 3 tested the trivariate associations of cortisol with testosterone and DHEA, respectively, and the same trivariate associations of cortisol with testosterone and DHEA in the same model was tested with the Level-1 HLM base model, which we call the Coupling Model 4: LNCORTij = β0j + β1j * (DAYij) + β2j * (LNDHEAij) + β3j * (LAB_CTTPij) + β4j * (LAB_CTAPij) + β5j * (BASAL_CTTPij) + β6j * (BASAL_CTAPij) + β7j * (LNTESTOij) + rij (see Table 3 ).
Results
Was cortisol differentially responsive to the TSST and the TSST-VESP condition?
Of the total variance in the initial model for cortisol, 20% of the variance was explained by between-individual differences, and 80% was explained by within-individual cortisol change in levels [χ 2 (62) = 202.54, p < 0.001]. This intra-class correlation is important for justifying the use of HLM as it shows samples collected within an individual were correlated with one another. In testing the base model, we found significant cortisol reactivity (B = 0.30, p < 0.001) and recovery from the TSST (B = −0.51, p < 0.001) on lab day as compared to the individual's basal day time-matched hormone values. Moreover, peak cortisol levels were significantly higher on the TSST day (B = 0.89, p < 0.001) compared to the basal day's six time-matched cortisol samples. The results illustrated that cortisol was responsive to the lab stressor.
Focusing on the TSST-day, sex was included in the base model as a Level 2 predictor. Sex differences were found with females showing flatter recovery of cortisol (B = 0.17, p < 0.001) compared to males. Due to the robust sex effect in predicting cortisol levels in recovery, sex was included (a cross-level interaction between sex and cortisol recovery) in all subsequent models to control for sex differences. Other control variables entered in Level 2 had non-significant results and did not influence the results of the base model.
Group differences (original TSST vs. TSST-VESP), as Level 2 predictors, in response to stress are visually demonstrated in Fig. 1 . Participants who received the TSST-VESP modification showed sharper reactivity rises (B = 0.11, p = 0.048) and subsequently steeper recovery declines (B = − 0.12, p = 0.008) as compared to the original TSST. These results supported the hypothesis that participants receiving the negative performance feedback were differentially responsive J.M. Phan et al. Hormones and Behavior 96 (2017) 104-115 compared to those in the original TSST condition. When we explored the loss-and gain-framing subsets, we found participants in the loss framing group showed steeper recovery (B = − 0.14, p = 0.007) in cortisol levels, but no further group differences in reactivity or recovery were found for participants in the gain framing group (cortisol reactivity: B = 0.08, p = 0.221; cortisol recovery: B = − 0.04, p = 0.506).
Was DHEA differentially responsive to the TSST and the TSST-VESP modification?
Sixty-seven percent of the total variance in the initial model for DHEA explained between individual differences, and 33% of the variance was explained by moment-to-moment fluctuations within an individual [χ 2 (62) = 1229.29, p < 0.001]. Using the base model with DHEA as the outcome variable, DHEA response to psychosocial stress showed significant reactivity rises (B = 0.19, p < 0.001) as well as steeper recovery declines (B = − 0.32, p < 0.001) on lab day compared to the basal day. Moreover, DHEA levels were significantly higher (B = 0.50, p < 0.001) on the lab day compared to a basal day. In other words, DHEA levels across all six time points were higher on lab day than those six time points on the basal day. Similar to cortisol, DHEA showed stress-reactive levels on lab day when compared to basal day. Focusing on the TSST-day, no sex differences were found in DHEA overall levels and in DHEA reactivity and recovery. Therefore, sex was not included as a Level 2 control variable in subsequent models. Also, other control variables did not moderate any effects of the base model results, and therefore, not included in subsequent models.
Differences in reactivity or recovery between the original TSST and the TSST-VESP group were not significant for DHEA.
When we explored the loss-and gain-framing subsets of the TSST-VESP, group differences became apparent for the specific TSST-VESP conditions. The loss framing group showed higher DHEA levels (B = 0.48, p = 0.018) on the TSST day compared to the basal day indicating that the loss framing modification was robust in activating DHEA stress response overall on the TSST-VESP day. For the gain framing group, flatter recovery was shown (B = 0.16, p = 0.031) on the TSST-VESP day. These results suggest that the gain-framing and loss-framing incentives may impact DHEA differentially (see Fig. 2 ).
Was testosterone differentially responsive to the TSST and the modified versions of the TSST?
The initial base model indicated that 91% of the variance in testosterone was due to differences between individuals, and 9% of the variance was accounted for by momentary fluctuations within an individual [χ 2 (62) = 2694.76, p < 0.001]. We found steeper testosterone reactivity rises (B = 0.08; p < 0.001), higher testosterone peak levels (B = 0.27; p < 0.001), and steeper recovery declines (B = − 0.25; p < 0.001) on TSST-day compared to the basal day. This indicated that testosterone was responsive to the social stressor with greater change in testosterone levels on the day of the TSST than on the basal day. Focusing on the TSST-day, females had lower testosterone peak levels (B = −0.94; p < 0.001) and had steeper recovery (B = −0.12; p = 0.037) compared to males. Sex was included in all subsequent models as a control variable as a cross-level interaction (sex * -testosterone peak and sex * testosterone recovery), but not the other control variables due to non-significant effects on base model results.
No significant differences in testosterone levels were found between the TSST-VESP compared to the original TSST group.
When we explored the specific incentive types within the TSST-VESP condition, we found differential testosterone responses to the loss framing and gain framing incentive description. Participants in the loss framing TSST-VESP group showed steeper testosterone reactivity rises (B = 0.09; p = 0.017) and steeper recovery declines (B = −0.11; p = 0.005) compared to other participants (see Fig. 3 ). Participants in the gain framing TSST-VESP showed lower peak testosterone levels in response to the stressor (B = − 0.33; p = 0.026) and a flatter recovery slope (B = 0.10; p = 0.024) compared to the other participants. Based upon these results, participants who received the VESP versions of the TSST were differentially responsive to the stressors than those in the original TSST. 
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J.M. Phan et al. Hormones and Behavior 96 (2017) 104-115 (B = 0.73, p < 0.001). These models suggested that for samples with higher testosterone or DHEA, respectively, also displayed higher cortisol. Following the "trivariate" model described by Marceau et al. (2015) , when both testosterone and DHEA predicted cortisol (Coupling Model 3), both androgens persisted as significant predictors of cortisol levels (DHEA: B = 0.57, p < 0.001; testosterone: B = 0.66, p < 0.001). Cortisol's reactivity base model was then re-introduced as Level 1 predictors, and we tested whether coupling between hormone samples was still apparent beyond the cortisol levels predicted by sample time alone. In combination of Marceau et al.'s (2015) Model 1 and this study's base model (see Coupling Model 4 above and Table 3) , we found that testosterone continued to be coupled with cortisol levels such that samples with elevated testosterone predicted elevated cortisol beyond the level predicted by reactivity and recovery alone. Similar results were observed for DHEA. The convergence of the two models allowed for us to examine whether testosterone or DHEA were driving the coupling with cortisol. Both DHEA and testosterone effects persisted as predictors of cortisol levels, although testosterone had a larger effect on cortisol (B = 0.58, p < 0.001) than DHEA (B = 0.34, p < 0.001), which indicated hormone coupling of the HPA and HPG axes.
Testosterone as the outcome variable
Switching testosterone as the predicted outcome (Coupling Models 1 and 2), results showed how cortisol (B = 0.28, p < 0.001) and DHEA (B = 0.36, p < 0.001) were coupled with testosterone release. In the trivariate model (or Coupling Model 3), DHEA maintained its strong positive coupling with testosterone level (B = 0.25, p < 0.001) and the testosterone-cortisol coupling was significant, though diminished (B = 0.15, p < 0.001). Results from Coupling Model 4 further showed that coupling persisted after controlling for testosterone stress reactivity in both bivariate and trivariate models, which indicated hormone coupling impacted the total hormone output above and beyond those who were reactive to the TSST or those with overall higher testosterone (see Table 3 ).
DHEA as the outcome variable
There was also a strong positive DHEA-cortisol association (Coupling Model 1: B = 0.47, p < 0.001) and especially strong coupling between DHEA-testosterone (Coupling Model 2: B = 0.98, p < 0.001). Trivariate correlations were also present with testosterone still showing a stronger association with DHEA (B = 0.54, p < 0.001) even accounting for cortisol effect (B = 0.32, p < 0.001). After accounting for DHEA reactivity, coupling with cortisol and testosterone (Coupling Model 4) in the trivariate model persisted (see Table 3 ). There was hormone coupling of DHEA with both cortisol and testosterone, and coupling appeared strongest for DHEA with testosterone.
Discussion
The present study adds to the extant literature about hormone response in three primary ways. First, all three hormones showed stress responsivity to the TSST. This was evident when we examined the reactivity rises from pre-to post-TSST, and also when we examined the TSST day compared to the basal samples taken on another day in a subset of participants (see Figs. 1-3 ). Reactivity and recovery were expected for cortisol given the robust stress-reactivity literature and also that only 20% of the variance in cortisol was due to stable levels, and the rest of the variance showed fluctuations from moment-to-moment. Putatively, this study's larger contribution is that the TSST was a salient stressor for the androgens DHEA and testosterone, despite the high level of stability in androgen levels within each individual (90% and 67% of the variance was stable for testosterone and DHEA, respectively). Second, the added delivery of social evaluative threat via verbal evaluation of speech performance mid-way through the TSST stimulated greater cortisol reactivity compared to the original TSST. Third, for all three hormones, it was the method in which the incentive was tied to speech performance which best altered responsivity. The present study showed that the manner in which the modification influenced reactivity and recovery were hormone-specific, which is suggestive of underlying psychosocial influences on each of these hormones. Below, we explored the influence of experimental modification to social evaluative threat and incentive, respectively, on these stressreactive hormones.
The current study utilized the TSST to show that social evaluative threat can be enhanced with negative verbal feedback about speech performance and that it can be done mid-TSST. This finding on verbal feedback modifications to social evaluative threat is not without precedence (Dedovic et al., 2005) and, arguably, the TSST provides performance feedback about math errors. Other studies have explored experimental enhancements of social evaluative threat. Bosch et al. (2009) tested speech performance task in front of different sets of confederate judges' presence: no judges, one judge, or four judges. The location or evaluative tone of the confederate judges completely changed social evaluative threat and concomitant physiological activation (Dickerson et al., 2008; Het et al., 2009; Taylor et al., 2010; Wiemers et al., 2013; Wadiwalla et al., 2010) . Findings from Andrews et al. (2007) confirmed that cognitive awareness of social evaluative threat, despite visual presence of confederate judges or in a separate room, still showed significant increases in cortisol above and beyond the TSST stressor. Others have found that the physical presence of the confederates is not required for participants to experience evaluative threat and stimulate cortisol reactivity (Westenberg et al., 2009; Kelly et al., 2007; Wadiwalla et al., 2010) . Taken together, our study adds to a growing body of literature that supports the idea that cortisol is attuned to social information, and social evaluation or threat of judgment elicits a robust cortisol response. Our study is novel by showing social evaluative threat is salient enough that it magnifies a cortisol response even when negative verbal feedback is delivered verbally part-way through a challenging task. Findings do not mean to imply that our experiment should replace the TSST, but rather we hope the experimental modification helps the field further understand why the TSST works so effectively.
Very few studies have examined testosterone as reactive to the TSST (see Bedgood et al., 2014; Turan et al., 2015 
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Original TSST VESP-TSST LF VESP-TSST GF Basal J.M. Phan et al. Hormones and Behavior 96 (2017) 104-115 2013; Zilioli and Watson, 2014) . In our study, the TSST-VESP did not readily appear to impact testosterone reactivity beyond the original TSST. Instead, testosterone reactivity and recovery from the challenge were more pronounced to the loss framing incentive instructions, and testosterone was consistently low within individuals who received the gain framing incentive instructions. We speculate, given the exploratory nature of these analyses, that the stressor must be viewed as an opportunity to receive a salient reward, and a possible threat to that reward may invoke a challenge response as testosterone is mechanistically tied with these social status threats and opportunities (Mehta et al., 2008; Van Honk et al., 2010) . Testosterone administration activates reward-related neurocircuitry, which enhance the individual's motivation and attention toward potential rewards (Hermans et al., 2008) . Other studies have found testosterone heightens vigilance to potential social status threats, decreases trust, and increases neural activation to signals of untrustworthiness (Bos et al., 2012b; Bos et al., 2012a; Bos et al., 2010; Van Honk et al., 2000; Boksem et al., 2013) . Thus, it seemed appropriate to extend the biopsychosocial model (Seery, 2011) and incorporate the challenge hypothesis (Archer, 2006; Wingfield et al., 1990; Wingfield, 2017) in order to view the TSST as a potential challenge, and to view testosterone as a biomarker that is sensitive to aspects of verbal performance evaluation, specifically when poor performance threatens loss of incentives or rewards. This may alter the individual's evaluation of intrinsic resources and demands put onto those in the incentive conditions. In accordance with testosterone responsivity to the TSST, even fewer studies have examined DHEA as stress responsive to the TSST. As with testosterone, we did not find that the TSST-VESP impacted DHEA overall. Instead, our exploration of the differential patterns for the gain framing or loss framing incentive instructions were apparent for DHEA, especially within the recovery phase of the stress response as well as differences on the TSST day compared to the samples collected on a basal day. The biopsychosocial model of challenge and threat may apply to the androgen DHEA in that the gain and loss framing instructions differentially impacted DHEA. We based the speculation that DHEA acted in line with reward cues largely on the literature on DHEA modulation of substance use seeking behaviors Maayan et al., 2006) , which tied this neurosteroid with reward-and motivation-related processes. Thus, while both DHEA and testosterone appeared stress-reactive, androgenic hormone rises may be driven by the motivation to complete a task and to successfully receive a performance-based incentive with the amount of intrinsic resources available to meet the expected demands. DHEA is both stress-responsive and an androgen (Doom et al., 2013; Eatough et al., 2009; Han et al., 2015) , and it may provide an important link between the two axes under conditions characterized as both challenging and stressful/ threatening Dismukes et al., 2015) . Increasingly, research is acknowledging the linkage between HPA and HPG axes lies in the mechanics of mediating processes within the systems, and DHEA may help shed light on those mechanics. There is substantial overlap of the hormonal cascades of the HPA and HPG from the top (e.g., emotion-related neurocircuitry including limbic system (Chichinadze and Chichinadze, 2008; Wingfield and Sapolsky, 2003; Hermans et al., 2008) , down through the axes , and all the way to the target peripheral organs, such as the gonads and adrenals (Viau, 2002) . Reactivity of both axes could indicate shared regulatory functions when the individual confronts a context, which is both stressful and challenging.
Adding to this interpretation, we briefly investigated which hormones jointly shared regulatory functions under social evaluative threat or were "coupled" within the individual. We found that when one hormone was elevated, the other hormones for that sample were also elevated. Positive coupling persisted even after accounting for reactivity. The closest study to ours to examine coupling in hormone reactivity across three stressors (Marceau et al., 2014 ) also found positive coupling, but differed slightly in that the HPA axis appeared to be driving coupling with androgens. Our study hinted that the HPG axis may have been driving positive coupling, in three ways. First, testosterone's influence on cortisol release was comparatively stronger compared to cortisol's influence on testosterone. Coupling even persisted in the "trivariate" model such that, for example, both androgens predicted cortisol levels independently. Second, the coupling between DHEA and testosterone was particularly strong, as though they are both behaving as androgens. Third, as described above, the mere observation of androgen reactivity to the TSST and its modifications demonstrates involvement of the HPG axis in momentary hormone changes. A parsimonious explanation of this coupling is that participants found the TSST (or its modification) to invoke a challenge more than a stressor response. Robust coupling across axes fits with the emerging dual-axis models Susman et al., 2017; Harden et al., 2016; Juster et al., 2016; Stephens et al., 2016) , and with an interpretation of the TSST as both a stressor and a challenge (Mehta et al., 2008; Mehta et al., 2015; Denson et al., 2013; Salvador, 2005) . It is more difficult to integrate with models that describe inhibition of one axis by the other (Viau, 2002; Koob and Le Moal, 2001) , such as studies which describe androgens as a stress buffer, DHEA as an anti-glucocorticoid (Kalimi et al., 1994) , or which find unique high testosterone/cortisol reactivity ratio findings (Glenn et al., 2011; Huovinen et al., 2009; Welker et al., 2014) . Given that few studies have explored cortisol, DHEA, and testosterone coupling in acute reactivity settings, we are cautious about the extent to which we would expect the HPG axis to be driving hormone changes. Under prototypical stressful conditions like venipuncture, DHEA may, instead, counteract increases in cortisol to function as a buffer (Marceau et al., 2014) .
Limitations and future directions
Some limitations are notable in the current study. First, although the TSST-VESP findings were statistically significant and consistent with expectations, sample size was a limitation, particularly when we explored gain and loss framing incentive instructions. Results interpreted from significance tests in HLM need to be used with caution since they may not be robust results, especially tests for random effects or covariance components (Sullivan et al., 1999) . Nonetheless, Level 2 units were greater than thirty (N > 35) in all analyses that included covariates. A related limitation is that the TSST-VESP group assignment was randomly decided as a 3-to-1 ratio, leading to unequal group sizes. Inherent group differences in hormone responses were shown, despite randomly assigning participants to each condition. Second, mid-task modification of the TSST through verbal feedback has novel strengths but also some weaknesses. Strengths include (a) being able to parse out reactivity to social evaluative threat compared to performance-based VESP; (b) showing discernable differences between gain or loss framing incentives; (c) showing reactivity to multiple hormones. Mid-task modifications, however, also introduced some weaknesses. Reactivity is statistically defined as a comparison pre-task to peak level, which encompasses a period of time before VESP was implemented; thus a reactivity rise may partially be a statistical artifact because VESP was implemented part-way through pre-to-peak changes. Alternatively, reactivity rises may have been larger if VESP was offered earlier in the reactivity period. It is interesting, then, that overall response patterns were still evident across all hormones when comparing gain and loss framing TSST-VESP groups despite the fact that half of the task was already completed in the speech portion of the TSST. Second, the TSST-VESP experimental manipulation employed mixed underlying mechanisms (i.e., social evaluative threat, incentivized motivated performance, gain framing or loss framing incentives) which can make interpretation challenging. Prior studies have shown that commonly utilized mixed tasks were operating from different underlying mechanisms, such as social versus achievement stress (Stroud et al., 2009; Wadiwalla et al., 2010) , or psychosocial versus physical stress (Schwabe et al., 2008) . Nonetheless, multiple manipulations are called for with stress tasks (e.g., uncontrollability, unpredictability, evaluative threat, achievement) in order to overwhelm the individual's coping resources, and Wadiwalla et al. (2010) found specifically that modifications needed to be mixed in order to observe added impact of TSST manipulations. The TSST itself utilizes mixed underlying mechanisms (Kirschbaum et al., 1993; Seery, 2011) and works best when it does so (Dickerson and Kemeny, 2004) .
Third, one potential limitation is that VESP was only provided about the speech for a chance to improve performance during the math portion, but we did not further manipulate performance feedback about the math task. Future studies should determine if reactivity (or recovery post-stress) is further enhanced by math performance feedback in addition to standard prompts about incorrect math responses. We targeted manipulation about the speech component because of the inherent ambiguity (and thus uncontrollability) of speech performance, whereas math performance is objectively correct or incorrect. Lastly, while theories for cortisol and testosterone mechanisms were available in the literature, there were fewer guiding theories for DHEA. Empirically, there was indication that DHEA behaved somewhat as an androgen activated by incentive during the recovery period, yet DHEA differed from testosterone in its extended recovery and had some specificity to gain framing vs loss framing incentive instructions. Theories are needed for DHEA beyond describing its overlap with other hormones (Van Hulle et al., 2015; Dismukes et al., 2014; Ruttle et al., 2015; Johnson et al., 2014) .
The present findings have implications for future studies examining neurobiological mechanisms that could explain the processes of hormone-specific release to regulate behaviors associated with salient stressors. Our study fits with a growing literature that the dual-axis perspective of "coupling," but more work is needed to mechanistically probe why the androgens are stress responsive. Future studies could perhaps address the dual role of the HPA and HPG axes (Mehta and Josephs, 2010) interacting to compensate for the differential patterns in responsivity, particularly with motivation to complete a stressful task through incentive conditions.
Conclusion
Although the TSST is well-characterized, this study adds incrementally to our understanding of how this social stressor impacts biopsychosocial processes. We showed that modifying social evaluative threat via negative verbal evaluation of speech performance within the confines of an already activated HPA axis still is capable of enhancing a stress response. Our interpretation about androgen reactivity broadly fits with a larger social neuroscience literature that has found that androgens are responsive to stressful contexts (Lee et al., 2015; Mehta et al., 2008; Sherman et al., 2015) but may be mechanistically tied with social status threats and opportunities Van Honk et al., 2004) , captured by the incentive manipulation, particularly the loss framing instructions. Time-sensitive modifications to stressors can inform scientists about the situational demands and motivations which influence neurobiological regulatory processes and add information about biopsychosocial processes.
