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Abstract
Robots that resemble human beings can be useful artefacts (humanoid robots) or they can 
be a new way of expressing scientific theories about human beings and human societ-
ies (human robots), and while humanoid robots must necessarily be physically realized, 
human robots may be just simulated in a computer. If the simulated robots do everything 
that human beings do, the theory which has been used to construct the robots explains 
human behaviour and human societies. This chapter is dedicated to human robots and it 
describes a number of individual and social human phenomena that have already been 
replicated by constructing simulated human robots and simulated robotic societies. At 
the end of the chapter, we briefly discuss some of the problems that human robots will 
pose to human beings.
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1. Human robots as a new science of human beings
“Robot” is an ambiguous word. It has two different meanings. Robots can be physical arte-
facts with practical applications and economic value or they can be a new science of human 
beings. For robots as practical artefacts, success is that there are people who are disposed to 
spend their money to buy them. For robots as science, success is to construct robots that do 
everything that human beings do, because only if scientists are able to construct robots that do 
everything that human beings do, they will finally understand human beings. Since practically 
useful artefacts that look like human beings and do some of the things that human beings do 
are called “humanoid” robots, to make the distinction explicit, we will call robots as science 
“human” robots. In this chapter, we will be concerned with human, not humanoid, robots.
While humanoid robots necessarily are physical robots, human robots may be just simulated 
in a computer. In fact, human robots are based on the general assumption that the best way 
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for science to understand X is to simulate X in a computer. If, when the simulation runs in 
the computer, its results correspond to what scientists empirically know about X, they are 
entitled to conclude that the theory incorporated in the computer program captures the mech-
anisms and processes which underlie X and, therefore, it explains X. Computers can be use-
ful to science in many other ways but they are a true scientific revolution if they are used to 
express scientific theories in a novel way. So far, scientific theories have been expressed using 
mathematical symbols or using words. Physicists express their theories using mathemati-
cal symbols. Scientists who study human beings express their theories by using words—the 
only exception is economics but economics is not a science but an applied discipline—and 
words are a problem for science because they tend to have unclear meanings and to mean 
different things to different scientists—and defining one word by using other words clearly 
does not solve the problem. The consequence of expressing scientific theories by using words 
is that scientists rarely agree on the empirical predictions that can be derived from a theory 
and they spend most of their time to do endless discussions which resemble more those of 
philosophers than those of scientists. Human beings are more complicated and more difficult 
to study than nature, but it is the fact that scientists who study human beings express their 
theories by using words, which is the real reason why the sciences that study human beings 
and human societies are so much less advanced than the sciences that study nature.
Computer simulations solve the problem. A theory is formulated as a computer program and, 
when the program runs in the computer, it generates a large number of quantitative results, 
which are the predictions derived from the theory/simulation. If these results correspond to 
what scientists empirically know about reality, the theory/simulation is confirmed. If they do 
not correspond, the theory/simulation must be modified or abandoned.
Human robots are computational theories of human beings. To understand human beings, 
scientists must construct simulated human beings which are like real human beings and 
which do all that real human beings do. Humanoid robots reproduce only an extremely lim-
ited number of things that human beings do. They have a body which has some external 
resemblance to the human body, they walk on two legs, they reach and grasp objects with 
their hands, they express emotions with their face which they do not really feel, and they 
produce words which they do not really understand. Human robots must have a body which 
does not only have a human-like external form but also contains internal organs and systems 
that simulate the internal organs and systems of the human body—not only the brain, but also 
the heart, the lungs, and the visceral, endocrine, and immune systems [31]. They must be the 
result of a process of evolution that takes place in a succession of generations and of a process 
of development and learning that takes place during the course of a robot’s life [1, 2]. Each 
individual robot must be different from all other robots and the robots must have all sorts of 
pathologies both of the body and of the mind. They must have their own independent motiva-
tions and their behaviour must be determined by their motivations. They must actually feel 
the emotions which they express with their face, their voice, and their body. They must talk 
to other robots by producing sounds that they actually understand, and they must also talk 
to themselves without producing audible sounds (think) [25]. They must respond to stimuli 
which do not arrive to the brain from the external environment or from their own body [27] 
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but are self-generated by their own brain (mental life). They must be born from a female and 
a male robot, they must live for a certain period of time, and then they must die. And they 
must be very social. They must live in families, they must have friends, they must cooper-
ate or compete with other robots, and they must organize themselves in societies that have 
economic and political institutions and that change historically. They must learn by imitating 
other robots and develop cultures that may change from one generation to the next. They 
must modify the environment in which they live, they must make artistic artefacts and must 
expose themselves to the artistic artefacts made by other robots, and they must have religion, 
philosophy, and science.
But human robots are not only theories. Scientists can also do experiments on their simulated 
human beings. They can vary the value of the different variables and see the consequences 
of these variations. Laboratory experiments are a very important scientific tool but, while 
they are a perfect tool in the hands of physicists, chemists, and biologists, they have many 
limitations when they are used to study human beings and human societies. Most of what 
psychologists know about human beings is derived from laboratory experiments but labora-
tory experiments provide them with a very limited knowledge of human behaviour [3]. First, 
human behaviour is the result of the interactions of human beings with their environment, 
but the laboratory is a very simplified environment, which is very different from the real 
environment. Therefore, what human beings do in an experimental laboratory may be very 
different from what they do in their real life. Second, outside the experimental laboratory 
human beings do what they want to do, whereas experimental subjects do what the experi-
menter wants them to do.
The problem is even more serious for social scientists—anthropologists, sociologists, econo-
mists, and political scientists. Social scientists do very few laboratory experiments because the 
social environment of human beings is almost impossible to reproduce in the laboratory and 
because social phenomena are very complex and they are much more extended in time than 
laboratory experiments. Therefore, social scientists are mostly limited to collecting statistical 
data on the consequences of human behaviour, making interviews, and reading the books of 
other social scientists.
A robotic science of human beings changes all of this. Since the behaviour of human beings 
depends on the environment in which they live what observable and measurable aspects of 
the robots’, to understand human behaviour scientists must simulate in the computer not 
only human beings but also their natural and social environment [4]. And they not only simu-
lated laboratory experiments but also simulated ecological experiments in which they vary the 
natural and social environment that their human robots live and see how the robots’ behav-
iour depends on the particular environment in which they live. And they can also do counter-
factual experiments. They can let the robots live in an environment which does not exist and 
see whether the robots behave in the non-existing environment as predicted by their theories.
Expressing scientific theories as computer simulations has another important advantage. 
Science is divided into disciplines, with some disciplines studying some of the phenomena that 
make up reality and other disciplines studying other phenomena. The problem is that reality 
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is not made up of separate classes of phenomena but it is a large ensemble of phenomena 
which are all connected together and, often, to understand the phenomena studied by one 
discipline it is necessary to take into account the phenomena studied by other disciplines. 
Today, there are attempts at addressing this problem by doing what is called inter-disciplinary 
research: scientists of different disciplines discuss and collaborate together to better under-
stand the phenomena which interest them. But inter-disciplinary research does not really 
solve the problem because it continues to take scientific disciplines as given, with each disci-
pline studying one particular class of phenomena and possessing theories that try to explain 
that particular class of phenomena.
Both the science of nature and the science of human beings are divided into disciplines but 
for the science of nature the division into disciplines is not really a problem because physics, 
chemistry, and biology use the same empirical methods, have very similar conceptual and 
theoretical traditions, and share a view of nature as made up of physical causes that produce 
physical effects and as possessing an inherently quantitative character. On the contrary, the 
division of the science of human beings into disciplines—psychology, anthropology, linguis-
tics, sociology, economics, political science—has very negative consequences because these 
disciplines do not share the same empirical methods, have very different conceptual and theo-
retical traditions, and do not have a unified view of the phenomena they study.
Computers change this situation because they make it possible to develop a non-disciplin-
ary science of reality, a science which completely abolishes scientific disciplines. Science is 
divided into disciplines because scientists are human beings and their brain is too small to 
formulate theories that take into account and try to explain the data collected by different sci-
entific disciplines. Computers have a much larger and more powerful “brain,” with a memory 
that can contain enormous quantities of data and a computing capacity that can take into 
account all the relations among the data. For practical reasons, empirical data will continue 
to be collected by different scientists but the theories-simulations that explain these data and 
make predictions about them will not be physical, chemical, biological, psychological, or 
social theories but they will simply be theories of reality.
A robotic science of human beings is a non-disciplinary science that will abolish not only the 
divisions among the disciplines that study human beings and their societies but also the great 
division between the disciplines that study nature and those that study human beings and 
their societies—which is the most serious obstacle to a scientific comprehension of human 
beings. Clearly, the creation of a non-disciplinary science of human beings will be a gradual 
process. A robotic science of human beings will begin by constructing robots and societies of 
robots, which greatly simplify with respect to real human beings and real human societies, 
but then the robots and the robotic societies will become progressively more complex and 
more similar to real human beings and real human societies. Today, only some psychologists 
and some neuroscientists are interested in human robots but human robots will progressively 
interest, on one side, biologists and chemists and, on the other side, anthropologists, sociolo-
gists, economists, political scientists, and even historians.
To realize a complete robotic science of human beings, it is possible to adopt two different 
strategies. One strategy is based on the principle “one robot/one phenomenon” and adopting 
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this strategy means to construct different robots each of which reproduces in a more realistic 
way one single aspect of human behaviour. The other strategy is based on the principle “one 
robot/many phenomena,” and adopting this strategy means to construct one and the same 
robot that reproduces in a more simplified way many different human phenomena and then 
to progressively add more details and make the robot more realistic. The second strategy is 
better than the first one because one and the same human being perceives what is in his or her 
environment, moves his or her body, remembers, predicts, speaks and understands, thinks, 
has a variety of motivations and emotions, does things with other human beings, and partici-
pate in the creation and functioning of social structures. Therefore, one and the same robot 
must do all these things.
If this is the final goal of a robotic science of human beings, this science poses a very general 
and interesting question. Human robots are theories that try to explain human beings by 
simulating them in a computer, and they are one example of a general principle, which I think 
in the future will be adopted by all scientists, according to which, whatever phenomenon sci-
ence wants to explain, what science must do is simulate the phenomenon in the computer. 
But there is an important difference between scientific theories expressed by using words or 
mathematical symbols and theories expressed as computer programs. Verbal and mathemati-
cal theories necessarily simplify with respect to the phenomena they want to understand and 
their value depends on the goodness of these simplifications. Theories expressed as computer 
programs begin by reproducing reality in a very simplified way but then scientists can add 
more and more details until the simulation completely replicates reality. What are the conse-
quences of this progressive convergence between scientific theories and reality? When should 
scientists stop adding more details? I don’t know what is the answer to this question, and I 
wait for suggestions from philosophers of science.
2. Human robots are a non-verbal science of human beings
Human robots pose this and other interesting philosophical problems but understanding 
human beings by constructing human robots is the opposite of doing philosophy. While phi-
losophy is made of words and of discussion about words, robotics has no use for words. 
Psychologists and social scientists use words to formulate their theories, and many of these 
words have a philosophical origin or have been discussed for centuries by philosophers: sen-
sation, perception, attention, memory, thinking, reasoning, planning, motivation, emotion, 
representation, concept, category, meaning, object, property, action, intention, goal, con-
sciousness, norms, and values. Robotic scientists can use these words only if they can point 
out what observable and measurable aspects of the robots’ behaviour, brain or society they 
call sensation, perception, attention, memory, motivation, emotion, etc.
Take the word “category,” an important word for both psychologists and philosophers. A 
robot can be said to have categories if it behaves in the same way towards different things. 
Here is a very simple example [5]. A population of robots lives in an environment which 
contains both roundish and angular objects but no two objects have exactly the same shape. 
The roundish objects are food and the angular objects are poison and, to remain alive and 
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have offspring, the robot must reach and eat the roundish food objects and avoid the angular 
poison objects. If, when we look at the robots on the computer screen, we see that the robots 
approach and eat the roundish objects and avoid the angular objects, we are entitled to say 
that they possess the category of food and the category of poison because the word “category” 
is defined not by using other words but by looking at the robots’ behaviour.
And the word “category” can be defined not only by looking at the robots’ behaviour but also 
by examining the robots’ brain. The robots’ brain is a neural network made of artificial neu-
rons with a level of activation that varies from one cycle of the simulation to the next cycle and 
of connections between neurons through which one neuron influences the level of activation 
of another neuron. Each connection has a quantitative weight which can be either a positive 
number (excitatory connection) or a negative number (inhibitory connection), and it is this 
weight that determines how the activation level of one neuron influences the activation level 
of another neuron. The brain of our robots is made of three types of neurons—visual neu-
rons, internal neurons, and motor neurons—and since the visual neurons are connected to the 
internal neurons and the internal neurons are connected to the motor neurons, what a robot 
sees determines what the robot does. If we call “pattern of activation” the ensemble of levels 
of activation of a set of neurons in each cycle the pattern of activation of the visual neurons is 
caused by the shape of the object that the robot is currently seeing, this pattern of activation 
causes a pattern of activation in the internal neurons which, in turn, causes a pattern of activa-
tion in the motor neurons, and the pattern of activation of the motor neurons causes the robot 
to approach or avoid the object.
At the beginning of the simulation, the connections of the robots’ neural network have ran-
dom weights and, therefore, the robots are unable to distinguish between the roundish and 
the angular objects and to approach the roundish objects and avoid the angular objects. 
Therefore, on average, these robots do not eat much food and they also eat some poison, 
which means that they have a short life and are unable to generate many offspring.
The capacity to distinguish between the roundish and the angular objects is acquired through a 
process that takes place in a succession of generations and simulates biological evolution. The 
selective reproduction of the robots which, for purely random reasons, have better connection 
weights in their neural network and, therefore, have some tendency to approach the roundish 
objects and to avoid the angular objects, and the addition of random changes in the quantitative 
weights of the connections inherited by the offspring robots from their parent robots (genetic 
mutations)—which in some cases can result in offspring which are better than their parents—
determine, in a succession of generations, the progressive acquisition of the capacity to approach 
and eat the roundish objects and to avoid the angular objects. Therefore, at the end of the simula-
tion, we can say that the robots have acquired the category of food and the category of poison.
This is what we find when we examine the robots’ behaviour. But we can also ask: What hap-
pens in the robots’ brain that make the robots approach and eat the roundish objects and 
avoid the angular objects? To answer this question, we look at how the different objects are 
“represented” in the robots’ brain, where the neural “representation” of an object is the pat-
tern of activation of the internal neurons of a robot’s neural network which is caused by the 
sight of the object. What we find is that while in the robots of the first generation the neural 
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representations of the roundish and angular objects are confused together; after a certain 
number of generations, the roundish objects cause very similar patterns of activation in the inter-
nal neurons and the same for the angular objects, but the patterns of activation caused by the 
roundish objects are different from the patterns of activation caused by the angular objects. This 
means that the robots have evolved the capacity to categorize some objects as roundish and 
other objects as angular.
We have described this simulation to illustrate how a robotic science of human beings treats 
words. Robotic scientists can use words—in our case, the word “category” and the word 
“representation”—but only if they can point out to what these words refer to either in the 
robots’ behaviour or in the robots’ brain. As we have already said, this is not what happens in 
the traditional sciences that study human behaviour and human societies. Scientists dedicate 
much of their time to defining words by using other words and to discussing the meaning of 
a word without never reaching an agreement. The consequence is that from a verbally formu-
lated theory different scientists may derive different predictions and, therefore, their theories 
can never be confirmed or disconfirmed by what is empirically observed and measured. By 
not using words or by using words only if their meaning can be translated in what is observed 
and quantitatively measured, the robotic science of human beings solves this problem.
3. Only a robotic science of human beings can look at human beings  
with the detachment required by science
Scientists are human beings and, unlike when they study nature, when they study human beings 
they are almost inevitably influenced by their values, desires, and fears. Therefore, from a ver-
bally formulated theory, scientists may not only derive different empirical predictions because 
the theory is unclear and ambiguous but they may also be influenced by their values in choosing 
which predictions to derive from the theory—which is another reason why the sciences that study 
human beings and human societies are so much less advanced than the sciences that study nature.
This changes if scientists express their theories of human beings and human societies by con-
structing human robots and human robotic societies. What the robots do and why they do are 
under the eyes of everyone and scientists cannot deny the evidence provided by the robots. 
This is another important advantage, which is provided by a robotic science of human beings 
and human societies. This science will make it possible to study human beings and human 
societies with the same detachment with which natural scientists study nature.
A related problem is that scientists belong to different cultures and, while this has no conse-
quences when they study nature and when they study human beings and human societies, 
they tend to be influenced by their culture. This is very clear for anthropologists but it is a gen-
eral problem for the sciences that study human beings and human societies because science 
must be universal and independent from culture. Studying human beings and human societies 
by simulating them in a computer solves this problem. By constructing robotic societies that 
have different cultures, scientists will be able to look at human beings and their cultures—
including their own culture—with the necessary detachment.
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4. Human robots must have their own motivations and they must do they 
want to do
Although human robots will make it possible for science to know human beings much better 
than its previous attempts at knowing them, they will also pose many problems to human 
beings. Robots as technologies already pose problems to human beings but, since these prob-
lems are discussed in the other chapters of this book, we will concentrate on the problems that 
robots as science will pose to human beings.
The most serious of these problems is due to the fact that while humanoid robots are con-
structed to satisfy our motivations, human robots must have their own motivations and they 
must do want they want to do, not what we want them to do. Some humanoid robots are 
said to be “autonomous” but, since humanoid robots are technological artefacts, technological 
artefacts cannot be really autonomous. They can autonomously decide what to do to reach a 
certain goal but the goal is decided by us. A humanoid robot can autonomously decide how 
to move its arm and its fingers to reach and grasp an object with its hand but we decide that it 
must reach and grasp the object with its hand. Therefore, humanoid robots can be cognitively 
(behaviourally) but not motivationally autonomous. Human robots must be both cognitively 
and motivationally autonomous because human beings are both cognitively and motivation-
ally autonomous. They must decide both that they want to reach and grasp the object with 
their hand and know how to move their arm and their fingers to reach and grasp the object.
Motivations are the most important component of human behaviour—and of the behaviour 
of all animals. One often hears that behaviour is caused by stimuli, but this is not true. An 
individual’s behaviour is guided by stimuli but it is caused by the individual’s motivations. 
The robots described in Section 2 had the motivation to eat food and the motivation not to eat 
poison, and the real cause of their behaviour was these two motivations. Seeing a roundish 
object or an angular object only guided them towards the roundish object or away from the 
angular object.
Since the motivations of those robots were only two and they always had the same strength, 
it was rather easy for the robots to decide which of the two motivations to satisfy with their 
behaviour at any given time: seeing a roundish objects activated one motivation and seeing 
an angular object activated the other motivation. Human beings have a much greater number 
of different motivations and the strength of these motivations can change from one moment 
to the next as a function of various factors. Therefore, it is more difficult for human beings 
to decide which motivation they should try to satisfy with their behaviour at any given time. 
Their motivations lie dormant in their brain and in their body and they are activated not 
only by the external stimuli—like the two motivations of the robots of Section 2—but also by 
stimuli self-generated inside their brain and inside their body. The problem is that human 
beings—and all animals—cannot satisfy two or more motivations at the same time and, there-
fore, in any given moment, they must decide which of their different motivations they should 
try to satisfy with their behaviour. Since their motivations have different strengths and this 
strength varies with the circumstances, they try to satisfy the motivation which at any given 
time has the greatest strength.
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This is a simple example of robots that have two motivations whose strength varies from time 
to time [6]. The robots need both energy and water to remain alive and, since their body con-
stantly consumes both energy and water, they must both eat food (green objects) and drink 
water (white objects). The robots’ body contains two internal stores, one for energy and the 
other one for water, and the robots’ brain has two additional sets of sensory neurons whose 
activation level reflects the quantity of energy and the quantity of water currently contained in 
the two bodily stores. These neurons are activated when the quantity of energy or water con-
tained in the robots’ body is below a certain level and it is their activation that makes the robots 
feel hungry or thirsty. The capacity of the robots to respond to hunger by looking for food 
and to thirst by looking for water evolves in a succession of generations. At the beginning of 
the simulation, the robots do not look for the green objects when they feel hungry and for the 
white objects when they feel thirsty but, after a certain number of generations, the robots look 
for food and ignore water when there is little energy in their body and they feel hungry and 
they look for water and ignore food if there is little water in their body and they feel thirsty.
Although motivations, not external stimuli, are the real causes of behaviour, external stimuli 
have an important motivational role because they may activate different motivations. For 
example, the sight of a predator may activate in a robot the motivation to fly away from the 
predator while the sight of a robot of the opposite sex may activate the motivation to mate 
with the robot of the opposite sex. This is true for both animal robots and human robots. But 
human robots must be more complex because their motivations must be activated not only 
by external stimuli (the sight of a predator robot or the sight of a robot of the opposite sex) or 
by internal stimuli self-generated by their own body (hunger and thirst) but also by internal 
stimuli self-generated by their own brain (thoughts, memories, and imaginations).
But human robots must not only have their own motivations. They must also feel emotions 
[32] because emotions are a submechanism of motivations [7]. Emotions are states/processes 
of the body/brain that increase the current strength of one particular motivation so that the 
individual will choose to satisfy this motivation rather than other motivations. Robots which 
feel emotions are robots whose brain includes a set of neurons that function differently from 
the other neurons. First, when they are activated, their activation persists for a certain number 
of input/output cycles and, second, they send stimuli to other organs and systems that are 
inside the body such as the heart and the visceral system [31] and these other organs and 
systems respond by sending stimuli to the brain which modify the strength of the various 
motivations. This emotional circuit makes the motivational choices of the robot more adap-
tive—although they may also cause psychical disturbances, for example, if the robot finds it 
impossible to satisfy a motivation which, for the robot, has a very high strength.
Here is one example of how emotions can help robots to take better motivational decisions 
[8]. The robots live in an environment which not only contains food objects that they must 
eat to remain alive but also contains a predator that can suddenly appear and kill the robots. 
For adaptive reasons, the motivation to fly away from the predator is intrinsically stronger 
than the motivation to eat and, in fact, when the predator appears, the robots cease to look 
for food and they fly away from the predator. We compare two populations of robots. The 
neural network of the robots of one population has only sensory neurons for food and sensory 
neurons for the predator, whereas the neural network of the robots of the other population, in 
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addition to these sensory neurons, has a set of emotional neurons. These emotional neurons 
are not activated by the sight of food but they are only activated by the sight of the predator, 
and their activation persists even if the robot flies away and, therefore, it ceases to see the 
predator. Since these emotional neurons send their connections to the motor neurons, they 
influence the robots’ behaviour.
When we compare the two populations of robots, we find that the robots with the emotional 
neurons are less likely to be killed by the predator compared to the robots without the emo-
tional neurons. If we look at the robots’ behaviour on the computer screen, we see that the 
robots with the emotional neurons immediately run away from the predator as soon as they 
see the predator and they continue to run away even if they cease to see the predator, whereas 
the robots without the emotional neurons are less good at flying away and, therefore, they 
are more easily killed by the predator. The robots with the emotional neurons in their neural 
network can be said to experience the emotion of fear, and experiencing the emotion of fear 
helps them to remain alive.
Here is another example that demonstrates how feeling emotions helps the robots to take bet-
ter motivational decisions. The robots we have described so far do not have a sex and they do 
not need a mate to generate offspring. The new robots are males and females, and to generate 
offspring, a robot must mate with a robot of the other sex. (The male robots look differently 
from the female robots.) This means that these robots also have two motivations to satisfy, 
the motivation to eat to remain alive and the motivation to mate to have offspring, and they 
must divide their time between looking for food and looking for a robot of the opposite sex. 
Again, we compare a population of robots with a set of emotional neurons in their brain and 
another population of robots without emotional neurons. The results are that the robots with 
the emotional neurons in their brain are more attracted by the robots of the opposite sex and, 
therefore, they have more offspring than the robots without the emotional neurons. They eat 
what is sufficient to remain alive but, unlike the robots without the emotional neurons, as 
soon as they see a robot of the opposite sex, they ignore food and approach the robot of the 
opposite sex. Unlike the robots without the emotional neurons, they can be said to experience 
the emotion of “sexual attraction.”
Like motivations, emotions clearly distinguish between robots as science and robots as tech-
nology, between human and humanoid robots. Some of today’s humanoid robots express 
emotions with the movements of their face or with the tone of their voice because this makes 
them more attractive for potential buyers, but they do not really feel these emotions. Theirs 
are unfelt emotions—an obvious contradiction. On the contrary, human robots must actually 
“feel” emotions because human beings actually feel emotions, and they must express their 
emotions with their face, voice, and body but also keep their emotions for themselves because 
this what human beings do.
Robots that have their own motivations and emotions contradict Asimov’s three laws of 
robotics. They must do what they want to do because human beings do what they want to 
do and they cannot obey laws unless they themselves promulgate these laws because human 
beings obey (most of the times) laws that they themselves have promulgated. In fact, human 
robots are not really robots if the word “robot” must continue to have its original meaning of 
“slave worker,” because human beings are not slave workers.
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5. Human robots must be social robots
Another characteristic of human robots that will pose problems to human beings is that human 
robots will need to be very social robots because human beings are very social animals. Human 
beings live with other human beings, they spend most of their life doing things with other 
human beings, they have cultures that make them behave and think like some other beings 
but unlike other human beings, and they have economic and political institutions. Therefore, 
human robots must live and interact with other robots, they must talk with other robots, they 
must live in societies that are like human societies, and they must develop cultures.
Although today one often hears of social robots, social robots are not really social because 
they interact with us, not between them—and the reason is obvious. Today’s “social” robots 
are constructed to take care of old or ill human beings, to entertain human beings of all ages, 
and to do other things with human beings because this is what makes it possible to sell them 
and produce profits. But they do not interact with other robots. The only robots which inter-
act with other robots are those of swarm robotics but the robots of swarm robotics not only 
resemble much simpler animals than human beings but the robots that make up a swarm of 
robots are all identical and for them success is only collective success, while no two human 
beings—and no two members of the any animal species—are identical and a crucial factor in 
social life is the contrast between individual and collective success.
In fact, a robotic social science that lets us better understand the enormous variety of human 
social phenomena still does not exist. Today, some human social phenomena are simulated 
in the computer by using “agents,” not robots. Agents do not have a body, do not have a 
brain, and they do not live in a physical environment. They receive abstract inputs from other 
agents and, on the basis of very simple rules, they respond by sending abstract inputs to other 
agents. Agent-based social simulations are useful tools but they must be seen as only a first 
step towards a robotic social science. If we want to really understand human social behaviour, 
we must replace agents with robots because human beings do not cease to have a body and a 
brain and to live in a physical environment when they interact with other human beings and 
create societies and cultures [9–12, 23, 28].
In this section, we describe robots that simulate some very basic aspects of human sociality 
but, since human sociality is very complex, most of the work remains to be done.
A very important aspect of human social behaviour is language. Human beings interact 
together by using language and, therefore, human robots must have language. Humanoid 
robots seem to understand the linguistic sounds that they hear and the linguistic sounds that 
they themselves produce but this is not really true. They are only programmed to respond in 
specific ways to specific sounds and to produce specific sounds in the appropriate circum-
stances. To have language is something different. It is to possess a neural network which, in 
addition to sensory and motor neurons, has two sets of reciprocally connected internal neu-
rons. The patterns of activation of the first set of internal neurons are the neural representations 
of the different objects which the robot sees, whereas the patterns of activation of the second set 
of internal neurons are the neural representation of the different sounds which the robot hears. 
The robot learns language in a succession of trials and, at the end of learning, since the two 
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sets of internal neurons are reciprocally connected, seeing an object causes the appearance of 
the neural representation not only of the object but also of the sound that designates the object 
(speaking) and hearing a sound causes the neural representation not only of the sound but also 
of the object which is designated by the sound (understanding) [18, 19, 26, 30].
What difference does it make to have language? To answer this question, we return to the 
robots we have described in Section 2. To remain alive and reproduce, those robots had to 
distinguish between two categories of objects, roundish (food) and angular objects (poison), 
and to eat the first category of objects and avoid the second category of objects. Now we teach 
these robots to understand language and we find that if during their life these robots learn to 
respond to one sound (“food”) by approaching and eating the roundish objects they see and 
to respond to a different sound (“poison”) by avoiding the angular objects they see, they live 
a longer life and have more offspring. Why? If we examine the neural networks of the robots, 
we find that the neural representation of the roundish object is more similar than they were 
for the robots without language and the same for the neural representation of the angular 
objects. Language makes behaviour more effective.
Of course, language has many other uses and many other aspects. We have constructed robots 
that illustrate some of these other uses and aspects [24, 25] but, again, most of the work is still 
to be done.
We now turn to other aspects of human sociality and we begin by describing robots which, 
like human beings, are males and females and, to reproduce, must mate with a robot of the 
other sex [13]. Male and female robots have different colours and this makes them recogniz-
able as males or females by the other robots. But the real difference between male and female 
robots is that, after mating with a female robot, a male robot can immediately reproductively 
mate with another female robot and generate other offspring, whereas female robots have a 
period during which they are non-reproductive due to pregnancy, hormonal changes, lacta-
tion, and other factors and also their colour changes so that males can distinguish them from 
non-pregnant females. Both male and female robots do not have only the motivation to mate 
and have offspring but they also have the motivation to eat because if they don’t eat, they die. 
The question is: What motivation is stronger, mating or eating?
The answer depends on the sex of the robots. At the end of the simulation, we bring the robots, 
one at a time, into an experimental laboratory and we let them choose between two alternatives. 
The results are the following. If male robots must choose between a piece of food and a reproduc-
tive female, almost all male robots prefer the non-reproductive female to the piece of food. Why? 
The answer is that, while in the robots’ environment food is always available, this is not true 
for reproductive females because at any given time many female robots are non-reproductive. 
Therefore, unless they are very hungry, male robots are more interested in reproductive females 
than in food. On the contrary, if male robots must choose between food and a non-reproductive 
female, they almost completely ignore the non-reproductive female and they choose food.
Female robots do not only behave differently from male robots but they also behave dif-
ferently when they are reproductive and when they are non-reproductive. If reproductive 
females must choose between food and a male robot, they tend to choose food rather that the 
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male robot, and this implies a strategy of using one’s time to look for food and simply wait-
ing for a male to mate with because males are always looking for non-pregnant females. But 
what is interesting is that the same happens if a non-pregnant female must choose between a 
male and another non-pregnant female. The non-pregnant female prefers the non-pregnant 
female to the male. Why? Perhaps because, in the real environment, staying close to other 
non-pregnant females makes non-pregnant females more attractive for males. Ignoring males 
is even more frequent among non-reproductive females. A non-reproductive female must 
choose between a male and food or between a non-reproductive female and food, almost 
always chooses food.
The next step is families. Families are groups of genetically related individuals who live 
together and, since families are a very important human social phenomenon, human robots 
must live in families. The members of a family—mother, father, daughters, sons, grandmoth-
ers, grandfathers—live together because by living together they can help each other, and they 
are motivated to help each other because this increases the probability that their genes or the 
copy of their genes possessed by their relatives will remain in the genetic pool of the popula-
tion (kin-selection).
We have simulated some simple phenomena concerning human families. In one simulation, 
when they are very young and therefore they are still unable to find the food which exists in 
the environment, the robots evolve the behaviour to follow their parents rather than other 
robots because, in parallel, parents have evolved the behaviour of feeding their very young 
offspring. In another simulation, sisters and brothers evolve the behaviour of giving some of 
their food to their sisters and brothers but not to extraneous robots and, in a third simulation, 
grandmothers and grandfathers evolve the behaviour of feeding their nephews even if this 
may cost them their life.
Other social phenomena go beyond families and concern entire communities. Social proxim-
ity is (or was) a pre-condition for social interaction and it may be influenced by the nature 
of the environment. Consider two environments. In one environment, food exists in all parts 
of the environment, whereas in the other environment food only exists in certain parts of the 
environment. What we find is that while the robots of the first environment do not live near to 
one another, the robots of the second environment live together in communities in those parts 
of the environment that contains food [14]. But robots may live near to one another indepen-
dently of the nature of the environment because, if they live near to one another, they may 
coordinate their behaviour and display useful collective behaviours [15, 16].
Human beings can live in smaller or larger communities and human history is characterized 
by the progressive increase in the size of human communities to the point that, today, human 
beings tend to live in a single global community. To reproduce this phenomenon, we compare 
two populations of robots both living in a seasonal environment. The robots of one popula-
tion are divided into a certain number of small communities, each living in its small territory, 
whereas the robots of the other population are a single community and their territory is the 
entire environment. The results of the simulation are that the robots that form a single large 
community and go everywhere in the environment looking for food continue to exist, whereas 
the robots that are divided into small communities become extinct.
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The robots I have described so far need only one type of food to remain alive. However, if to 
remain alive the robots need to eat two different types of food and the two types of food are 
in two different parts of the environment, the robots must continuously move from one to the 
other part of the environment, and this is very expensive in terms of both time and energy. 
In these circumstances, the robots spontaneously evolve the exchange of food. Some robots 
tend to live in the part of the environment which contains one type of food and other robots 
in the part of the environment that contains the other type of food, and then the robots meet 
together to exchange one type of food for the other type of food [22, 29].
Food is only one type of good, where a good is anything that human beings try with their 
behaviour to have. Human beings want to have many different goods because their goods 
are not only those that exist in nature but they produce always new goods by using the exist-
ing goods: clothes, homes, tools, cars, and many other things. The increase in the number of 
goods that human beings want to have has caused the invention of money. The invention of 
money can be simulated in the following way ([17], Chapter 11). We begin with a population 
of robots that want to have many different goods and, since a robot cannot produce all these 
goods, the robots must meet together to exchange their goods. But when two robots meet 
together to exchange their goods, one or both robots may not need the particular goods that 
the other robot has and, therefore, the exchange cannot take place. To solve this problem, the 
robots spontaneously invent money. At the end of the simulation, we find that one particu-
lar good is exchanged in all exchanges, and this good is money. All the robots want to have 
money because they can obtain all sort of goods from other robots in exchange for money. The 
exchange of goods has become buying and selling.
We conclude this section by mentioning two general characteristics of social behaviour which 
still need to be reproduced with human robots.
The social environment and the natural environment are very different environments and 
what human robots must do to obtain what they want from the two environments is very 
different [21]. To obtain what they want from the natural environment, they must simply 
act physically on the natural environment. To obtain what they want from another robot, 
they must change the other robot’s brain. And if we ask what they must change in the other 
robot’s brain, the answer is: its motivations. As we have seen in Section 4, what human robots 
do depends on their motivations and on the current strength of their motivations, and their 
behaviour is aimed at satisfying the motivation which currently has the greatest strength. 
Therefore, to obtain what it wants from another robot, a robot must change the current 
strength of the other robot’s motivations. This is social behaviour: changing the motivations of 
others so that they do what one wants them to do. To change the motivations of other robots, 
a robot can send all sorts of sensory inputs to their other robots’ brain. It can talk to them, it 
can modify its external physical appearance by dressing and by decorating its body, and it can 
express its emotions with its face, its voice, and its body.
The social environment has other characteristics which make it different from the natural envi-
ronment. An important capacity of human beings is the capacity to predict the consequences 
of their behaviour and to decide to actually execute the behaviour only if they consider these 
consequences as good [6]. This capacity can be simulated with robots in the following way 
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[20]. The neural network of the robots has two additional set of internal neurons, the predic-
tion neurons and the “good/bad” neurons. The predictions neurons are activated by the cur-
rent sensory input and by a planned but still not physically executed behaviour in response to 
the current sensory input. The “good/bad” neurons are activated by the prediction neurons. 
When the robots’ neural network receives a sensory input from the environment, it does not 
automatically responds to this input by executing some behaviour but it plans some behav-
iour, predicts its consequences, judges if these consequences are good or bad, and physically 
executes the behaviour only if they are good.
But there is an important difference between predicting the effects of one’s behaviour on 
the natural environment and on the social environment. To predict what will happen in the 
natural environment, human beings must take into considerations only the sensory inputs 
which arrive to their sensory organs from the natural environment. To predict what another 
individual will do, they must take into consideration not only the sensory input which cur-
rently arrives to their sensory organs from the other individual but also the sensory input 
which currently arrives to the other individual’s sensory organs and what are the other indi-
vidual’s motivations. And there is also another problem. Human beings are more different 
from one another than inanimate objects and this makes their behaviour more difficult to 
predict. Inanimate objects obey more or less the same laws and these are relatively simple 
laws which are not so difficult to discover. The behaviour of human beings does not only obey 
more complex laws but each individual is so different from all other individuals that his or 
her behaviour cannot be predicted by only using general laws.
6. What problems will human robots pose to human beings?
As we have already said, human robots will pose problems to human beings and these prob-
lems will be more serious than the problems posed to human beings by humanoid robots or, 
more generally, by robots. This last section is dedicated to a very brief discussion of these 
problems.
As we have already said, while humanoid robots must necessarily be physically realized to 
be useful to those who buy them, human robots may be useful to science even if they are only 
simulated in a computer. However, in the future, human robots will also be physically real-
ized and, when this will happen, they will pose more serious problems to human beings than 
physically realized humanoid robots.
However, human robots can pose problems to human beings even if they are only simulated 
in a computer. Computers are interactive devices and, therefore, human beings will have 
the possibility to interact with the simulated human robots which are inside their computer. 
Today, many human beings—especially young human beings—spend much of their time by 
interacting with the digital environment rather than with the real environment. But when the 
digital environment will contain human robots, it is possible that a much greater number of 
human beings—of all ages—will prefer to live in a simulated social environment made of sim-
ulated human beings rather than in the real social environment made of real human beings. 
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And the simulated human robots may convince them to do what is not in their interests or 
they may want to damage them in other ways. One might object that human beings can always 
switch off the computer but the simulated human robots may convince them not to do so.
Can we control human robots so that they do not do what we don’t want them to do? This is 
already a problem for robots as technologies but for robots as technologies the problem can be 
solved by emanating laws that prohibit the construction of certain types of robots. This cannot 
be done with robots as science. We can put limits to technology, but can we put limits to science?
Human robots—whether simulated in a computer or physically realized—may also pose 
embarrassing questions to human beings. If someone constructs a robot which is like my 
friend Gabriele, who is Gabriele, my friend or the robot? To really understand me, I must 
construct a robot which is like me? Who am I, I or a robot which is like me?
But the true danger for human beings of a robotic science of human beings is that it will let 
human beings know themselves as science knows nature. Human robots will not only dem-
onstrate that human beings are only nature but they will project the cold light of science on 
everything that we are, do, think, and feel. According to the Greek philosopher Democritus, 
“truth lies in the abyss.” Human robots will let human beings fall in the abyss.
7. Conclusion
Unlike humanoid robots that are practically useful physical artefacts which have some resem-
blances to human beings, human robots are computer simulations that must reproduce every-
thing that human beings are and do and will make it possible for science to finally understand 
human beings and their societies as it understands nature. In this chapter, we have described 
a number of individual and social human phenomena which have already been reproduced 
by constructing human robots and societies of human robots and we have briefly discussed 
some of the very serious problems that human robots will pose to human beings.
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