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ABSTRACT Molecular dynamics simulations of 2-ns duration were performed on carbonmonoxymyoglobin and deoxymyoglobin in vacuo
to study the reorientational dynamics of the heme group. The heme in both simulations undergoes reorientations of -5° amplitude on a
subpicosecond time scale, which produce a rapid initial decay in the reorientational correlation function to about 0.99. The heme also
experiences infrequent changes in average orientation of 100 amplitude, which lead to a larger slow decay of the reorientational
correlation function over a period of hundreds of picoseconds. The simulations have not converged with respect to these infrequent
transitions. However, an estimate of the order parameter for rapid internal motions of the heme from those orientations which are
sampled by the simulations suggests that the subnanosecond orientational dynamics of the heme accounts for at least 30% of the
unresolved initial anisotropy decay observed in the nanosecond time-resolved optical absorption experiments on myoglobin reported by
Ansari et al. in a companion paper (Ansari, A., C. M. Jones, E. R. Henry, J. Hofrichter, and W. A. Eaton. 1992. Biophys. J. 64:852-868.).
A more complete sampling of the accessible heme orientations would most likely increase this fraction further. The simulation of the
liganded molecule also suggests that the conformational dynamics of the CO ligand may contribute significantly to discrepancies
between the ligand conformation as probed by x-ray diffraction and by infrared-optical photoselection experiments. The protein back-
bone explores multiple conformations during the simulations, with the largest structural changes appearing in the E and F helices, which
are in contact with the heme. The variations in the heme orientation correlate with the conformational dynamics of the protein on a time
scale of hundreds of picoseconds, suggesting that the heme orientation may provide a useful probe of dynamical processes in the
protein.
INTRODUCTION
Heme proteins have long been a major focus of studies
on protein dynamics. Photodissociation experiments
probe the dynamical properties ofheme proteins by dis-
sociating heme-bound ligands with intense laser pulses
and spectroscopically monitoring the subsequent evolu-
tion of the protein-ligand system (for review see (1) for
references). These experiments most frequently use lin-
early polarized laser pulses to photodissociate the ligand
and to subsequently measure the absorption spectrum.
To a good approximation, the heme is a circular ab-
sorber of linearly polarized light at wavelengths typically
used to excite and probe the system-that is, the proba-
bility ofabsorption oflinearly polarized light (and there-
fore of photodissociation) is the same when the electric
vector is parallel to any direction lying in the plane ofthe
heme and is zero for polarization perpendicular to the
plane. As a result, incomplete photodissociation by lin-
early polarized light will produce an initially anisotropic
population of photolyzed hemes whose planes are ori-
ented preferentially parallel to the electric vector of the
incident light. The sample will therefore initially exhibit
linear dichroism, which will decay to zero as the distribu-
tion oforientations ofthe photolyzed hemes randomizes
through rotational diffusion. This so-called photoselec-
tion effect complicates the analysis of spectroscopic ex-
periments on heme proteins that make use ofpartial pho-
Address correspondence to Dr. Eric R. Henry, Laboratory of
Chemical Physics, National Institute of Diabetes and Digestive and
Kidney Diseases, Building 2, Room B1-04, National Institutes of
Health, 9000 Rockville Pike 2/122, Bethesda, MD 20892, USA.
tolysis. For example, the decay of the linear dichroism
will lead to an apparent increase or decrease in the frac-
tion ofliganded hemes, depending on the polarization of
the probe light, thereby distorting the apparent ligand
rebinding profile. Thus, the accurate measurement of
ligand rebinding on time scales comparable to and
shorter than the rotational diffusion time of the protein
molecule requires careful consideration of the effects of
photoselection.
The two companion papers in this volume describe
theoretical and experimental studies of the effects of
photoselection and rotational diffusion on time-resolved
optical spectra of heme proteins. In their paper on the
theory ofphotoselection, Ansari and Szabo (2) have pre-
sented a general theory of optical density and optical
anisotropy measurements in polarized photolysis experi-
ments using linearly polarized light, including the effects
of rotational diffusion of the entire molecule and rapid
internal motions of the heme, as well as non-ideal ab-
sorption properties of the heme and finite excitation
pulse widths. In the paper on experimentation, Ansari et
al. ( 1 ) have applied this theory to a series ofnanosecond
time-resolved spectroscopic measurements on myoglo-
bin in viscous solvents using linearly polarized excitation
and probe pulses. They found that the values ofthe opti-
cal anisotropy extrapolated to zero time measured as a
function of excitation intensity are systematically
smaller by about 10% than the values predicted by the
theory. They explored three possible origins for this re-
duced anisotropy: (a) deviation from perfect circular ab-
sorption by the heme (i.e., a z-polarized component of
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the absorption), (b) a tilt of the heme in response to
ligand dissociation, and (c) rapid internal motions ofthe
heme on subnanosecond time scales. Based on a compar-
ison of x-ray crystallographic structures of Mb and
MbCO, which produces a heme tilt of only about 3.5°,
the likely contribution of a possible heme tilt to the re-
duced anisotropy was judged to be very small. Further-
more, an analysis of the crystal absorption spectra of
liganded and unliganded myoglobin and hemoglobin in-
dicated that the magnitude of any z-polarized compo-
nent of the absorption is unlikely to be large enough to
produce the observed reduced anisotropy. However, the
theory predicts that if the excitation pulse is sufficiently
long that an equilibrium is established with respect to the
fast internal motions, then the effect of these fast mo-
tions on the measured anisotropy is as if the absorber
had an effective out-of-plane component (2). Therefore,
the effect of subnanosecond internal motions cannot be
distinguished from the effect of an out-of-plane polar-
ized component of the absorption without resolving the
initial decay of the anisotropy.
An independent estimate of the contribution of rapid
internal motions to the reduced anisotropy may be ob-
tained by explicitly simulating the heme motions using
molecular dynamics. In such simulations the photodis-
sociation is most easily represented as an instantaneous
event involving breakage of the iron-ligand bond and
changes in the heme potential function (3). The starting
point for calculating the anisotropy decay would there-
fore be the theoretical expression for the anisotropy for a
circular absorber at both excitation and probe wave-
lengths in the limit of short pulses from (2) (Eq. 3.20):
r(t) 1 a2(Xe)
10 - ao(Xe)
(B(P)<<P2( ^B(O) nA(O))>>
EA(°p)(p2( ^A(t)' A(O ))>
x
L EB(Xp) ~- EA(XP)
(1)
where the subscripts A and B refer to the pre- and post-
photolysis states of the heme, respectively, and P2(x) =
(3x2 1)/2 is the second Legendre polynomial. In this
equation, 1 - a0(Xe) is the fraction of molecules that
undergo the transition A B and a2( Xe) is proportional
to the linear dichroism induced in the isotropic system
by excitation with linearly polarized light; both quanti-
ties are functions of the excitation intensity (2). The
quantities E0B( p) are the isotropic extinction coeffi-
cients for absorption at the probe wavelength in states A
and B. For present purposes the interesting components
of this equation are the correlation functions between
angled brackets, which embody the time dependence of
the anisotropy. Here the unit vectors n'A(t) and n'B(t)
represent the directions at time t of the normal to the
heme plane in state A (liganded) and in state B (photo-
lyzed), respectively; t = 0 + refers to the time at the end of
the short intense photolysis pulse. Thus, the second ex-
pression between angled brackets is the correlation be-
tween the heme normal immediately after photolysis
and the normal at a time t units later, all evaluated for
the state A. This correlation function is an equilibrium
property of the system in state A and as such could be
estimated from a single dynamics trajectory. On the
other hand, the first expression between double angled
brackets is a nonequilibrium correlation function (2),
which requires knowledge of the dynamics of the heme
normal in state B for all times after every possible photo-
dissociation event. A complete calculation of this corre-
lation would require a distinct photodissociation trajec-
tory initiated at every time point of a simulation of the
system in state A, which, with current simulation capabil-
ities would not be feasible. Therefore, for purposes of
estimating from molecular dynamics simulations the an-
isotropy decay due to rapid internal motions of the
heme, it is necessary to make the simplifying assumption
that the reorientational dynamics of the heme are the
same in the liganded and unliganded states. In this case,
the first and second correlation functions are the same,
and Eq. 1 takes the form of Eq. 3.24 of (2), which we
re-write schematically in the form
r(t) F1 AB(XC, Xp)KP2( i(t). fi(0 ))>- (2)
Here, rAB( Xe, Xp) incorporates all ofthe absorption prop-
erties of states A and B at the excitation and probe wave-
lengths. The reorientational dynamics are now con-
tained in a single correlation function, which may be
estimated from an equilibrium simulation of the li-
ganded or unliganded state.
In this paper we report the results ofvery long molecular
dynamics simulations of both liganded (MbCO) and un-
liganded myoglobin (Mb) at equilibrium. A simulation of
either the liganded or the unliganded state is required to
calculate the correlation function in Eq. (2). Having a
simulation of the unliganded state as well as the liganded
state may provide information about whether there are in
fact significant differences between the heme reorienta-
tional dynamics in the two states. The simulated period in
each case is 2 ns, which should be long enough to at least
suggest the types of heme reorientational motions that
might occur on subnanosecond time scales. From these
simulations we have derived the heme reorientational dy-
namics and calculated reorientational correlation func-
tions, providing an estimate of the fractional reduction in
the absorption anisotropy that might occur due to rapid
internal motions. We have also analyzed the motions of
the CO ligand in the MbCO simulation in order to com-
pare the averaged conformations with the results of x-ray
diffraction studies and picosecond infrared-optical photo-
selection measurements. We also present an analysis of
the overall conformational dynamics ofthe protein in the
two simulations and show how these dynamics correlate
with the heme reorientational motions.
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METHODS
Molecular dynamics simulations were performed on both MbCO and
Mb in vacuo, using a program written by the author based on a pro-
gram originally provided by Michael Levitt. The potential function
used to describe the interatomic interactions was of the form most
frequently employed in protein molecular dynamics simulations, incor-
porating harmonic terms for the stretching of covalent bonds and the
bending ofangles between bonds, periodic terms for torsional rotations
about bonds, a 6-12 Lennard-Jones potential for van der Waals/ hard-
sphere interactions between non-bonded atoms, and electrostatic inter-
actions between point partial charges located on each atom. The resi-
due topology information used to construct the molecules and enumer-
ate the bonding interactions, as well as the actual interaction
parameters used in the potential function, were derived from the
CHARMM 19 set (4, 5); minor changes were made in the dihedral
angle list and several bonding energy parameters for the heme group in
order to satisfy specific structural and energetic criteria (3). The
screening of electrostatic interactions at large distances was approxi-
mated by the use of a dielectric constant E equal to the interatomic
distance in angstroms, making the electrostatic energy effectively an
inverse-square quantity (4). Both the electrostatic and the van der
Waals interactions were gradually switched offover a range of interato-
mic distances from 8 to 10 A using a simple multiplicative switching
function (4). The starting coordinates for the MbCO simulation in-
cluded the coordinates for the 1262 heavy atoms from the 1.5 A resolu-
tion structure of sperm whale MbCO by Kuriyan et al. (6) (Brookha-
ven Protein Data Bank file lMBC) determined at 260 K, to which were
added coordinates of 268 polar hydrogen atoms, for a total of 1530
atoms. The starting coordinates for the Mb simulation included the
coordinates of the 1260 heavy atoms from the 1.4 A resolution struc-
ture of sperm whale deoxyMb by Phillips (Brookhaven Protein Data
Bank file 1MBD), to which were added coordinates for the same set of
polar hydrogen atoms, for a total of 1528 atoms. Both coordinate files
include multiple sets of coordinates, or conformations, for certain
groups of atoms for which conformational heterogeneity was incorpo-
rated in the refinement; in these cases, the first ("A") set for each group
was used. Both starting coordinate sets were first subjected to 300 cycles
of conjugate gradient energy minimization, the resulting coordinate
sets serving as initial coordinates for the dynamics simulations. The
equations of motion were integrated using the Beeman algorithm (7)
with a time step of 0.98 fs. (For convenience, this step size will be
approximated as 1 fs in calculating all time intervals presented in this
paper.) The temperature of each simulation was increased to 300 K
during the first 30 ps ofthe simulation, using a temperature increment
of 30 K every 3 ps. During each 3-ps interval the required temperature
was imposed several times by random reassignment of velocities of all
atoms from a Maxwellian distribution of velocities. After each velocity
reassignment, all velocities were corrected to eliminate any residual
total momentum and angular momentum of the molecule. At the end
of this initial 30 ps heating phase, an additional 10 ps equilibration
phase was calculated, during which velocities were periodically rescaled
to impose an instantaneous kinetic temperature of exactly 300 K. An
additional 2,000 ps ofdynamics after this equilibration were then used
in all subsequent analysis. During each simulation the coordinates of
all the atoms were saved every 20 time steps (20 fs); the list of non-
bonded atom pairs used in calculating the non-bonded energies, in-
cluding all pairs of non-bonded atoms separated by less than 11 A, was
updated at the same interval.
RESULTS AND DISCUSSION
General features of the simulations
It is useful to first briefly summarize some of the overall
features ofthe simulations. Many parts ofthe analysis to
be discussed in this and subsequent sections require or
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FIGURE r.m.s. deviations per atom ofthe 200 10-ps averaged coordi-
nate sets from the corresponding x-ray crystallographic structure used
as starting point for the simulations. Deviations are shown for all atoms
of the molecule (solid line) and for the 459 backbone atoms (dashed
line). a) MbCO simulation; b) Mb simulation.
are greatly facilitated by a reduction ofthe 100,000 coor-
dinate sets that make up one of these simulations to a
much simpler form. By averaging the 500 coordinate sets
in each successive 10 ps segment ofthe trajectory, a set of
200 averaged coordinate sets was produced, which ade-
quately embodies the overall evolution of the simulated
system. Fig. 1 shows the r.m.s. (root-mean-square) de-
viations per atom of these averaged structures from the
starting structure as a function of time for both simula-
tions. In both cases a significant drift from the starting
structure, amounting to more than half of the ultimate
deviation at the end of the trajectory, takes place during
the initial energy minimization and the 40 ps of heating
and equilibration (not shown). During the constant-en-
ergy analysis phase of the simulation shown, there are
short periods of rapid drift (at the beginning of the
MbCO simulation, and at the beginning and at 500 ps in
the Mb simulation), superimposed on a general very
gradual drift (- 0.2 A/ns) during the remainder of the
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simulation. The final deviations at 2,000 ps (-2.2 A for
alpha carbons) are in fact comparable to deviations
found in earlier, much shorter simulations ofmyoglobin
and other heme proteins ofcomparable size ( 3, 8, 9, 10).
Inspection of the principal moments of inertia of the
molecule as a function oftime reveals that this structural
drift is associated with a small shrinkage ofthe molecule
during the preparatory phases of the simulation (less
than 3% change in any linear dimension), with very little
additional change in size and shape ofthe molecule dur-
ing the analysis phase.
It will be shown below that the myoglobin molecules
in both simulations exhibit significant conformational
heterogeneity. The periods of rapid drift away from the
starting structure appearing in Fig. 1 are, as expected,
associated with conformational changes as determined
by more general criteria (see below). However, the near-
absence of progressive drift from the starting structure
during large segments of both trajectories does not con-
versely imply that the protein conformations are fixed
during these periods. For example, the 10-ps average
structures at 100 ps and 2,000 ps in the MbCO simula-
tion have r.m.s. deviations from the starting structure for
the alpha carbons that differ by less than 0.3 A (Fig. 1),
whereas the corresponding r.m.s. difference between
these two structures is greater than 1.3 A. Therefore,
once the simulation has "stabilized" in some sense, it is
able to explore different regions ofconformational space
without drifting significantly farther from the starting
structure.
The total energy in a dynamics simulation undergoes
small rapid fluctuations as a direct result ofthe finite-dif-
ference integration algorithm. The total energies aver-
aged over successive 100-step (0.1 ps) blocks are ex-
tremely stable for these simulations, typically varying by
± 1 kcal / mol over the entire 2000-ps length ofthe simula-
tions, with no significant upward or downward drift. In
the early stages of the analysis phase of each simulation,
the trajectory moves very quickly into lower-lying re-
gions of the potential surface, once the "kinetic re-
straints" imposed by the periodic random velocity reas-
signments of the preparatory phase are removed. This
movement is clearly reflected in the drift from the start-
ing structure (Fig. 1), as well as in more detailed mea-
sures ofthe conformation (see below). The constancy of
the total energy requires that this movement be accompa-
nied by an increase in the kinetic energy, and therefore
the temperature, ofthe simulation. For the MbCO simu-
lation, the early migration of the trajectory results in an
increase of the temperature from about 300 K at the
beginning to about 320 K by about 200 ps; this is fol-
lowed by an additional slow increase to about 325 K by
the end of the simulation. For the Mb simulation, the
initial temperature increase is to about 315 K, with very
little additional increase during the remainder ofthe sim-
ulation. No attempt was made to correct the tempera-
ture back to 300 K by rescaling of velocities.
Heme reorientational motions
With the assumption that the heme group is a circular
absorber, the orientation of the heme for any specified
coordinate set is given by the unit vector normal to the
best least-squares plane through the 24 atoms ofthe tetra-
pyrrole ring; rotations about this vector for a perfect cir-
cular absorber do not contribute to the observed optical
properties. The orientation of this vector can be de-
scribed by the position of the tip of the vector on the
surface of a fixed unit sphere centered at the origin. As
the heme reorients during a simulation, the heme nor-
mal vector traces out a path on this surface. This path is
most easily viewed upon projection of the spherical sur-
face onto a flat two-dimensional plot.
The heme normal vectors were first calculated for the
200 10-ps coordinate averages for each simulation (see
above). This provides a low-resolution view ofthe behav-
ior of the heme orientation over an entire simulation.
Projections of the paths traced out by these vectors on
the surface of a unit sphere are shown in Fig. 2. In both
simulations, the heme explores several more-or-less dis-
tinct regions of the orientational space separated by
5-10°, moving between regions on a time scale of
hundreds ofpicoseconds. In the case ofthe MbCO simu-
lation (Fig. 2 a), there are two clearly distinct orienta-
tional regions occupied during the 100-800 ps and 900-
1700 ps segments of the simulation, connected by a
"transition" during the 800-900 ps segment, and the ap-
parent beginning of a third region toward the end of the
simulation. In the first 600 ps ofthe Mb simulation (Fig.
2 b) the heme normal vector traces out a wide arc from
the starting orientation to a second orientation about
100 away and then back, before settling into smaller
reorientations within one or very few distinct states for
the remainder of the simulation.
In order to obtain a higher-resolution view of the
heme reorientational motions, the heme normal vector
was calculated for each of the 100,000 saved coordinate
sets for each simulation. Fig. 3 shows the orientations
calculated from the 500 coordinate sets for a single 10-ps
segment ofthe MbCO simulation. (The averaged coordi-
nates from a segment of this size would provide a single
orientation plotted in Fig. 2.) The plotted points at the
tips of the arrows represent the direction of the heme
normal vector at 20-fs intervals. The path traced out by
this vector experiences frequent changes of direction
every few hundred femtoseconds, between which it ap-
pears to be smoothly varying and almost ballistic in char-
acter. Reorientation of the heme during a specified time
period is presumably a cumulative effect ofthe collisions
between atoms of the heme ring and atoms of the
surrounding protein that take place during that period.
The heme normal vector would not be expected to re-
spond instantaneously to these collisions, because it rep-
resents the average plane through 24 heme atoms. The
resulting averaging of the effects of collisions leads to a
smooth trajectory on sufficiently short time scales.
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FIGURE 2 Directions of the heme normal vectors calculated from the 10-ps averaged coordinate sets. The path traced out on the surface of a unit
sphere by the unit vector normal to the 24-atom heme plane in successive coordinate sets is shown in projection. In each case the "north pole" ofthe
sphere lies in the direction ofthe heme normal vector in the corresponding x-ray structure, and the 00 azimuthal plane is parallel to the z coordinate
direction of the Cartesian coordinate system in which the structure is defined. Segments of the path from different parts of the simulation are
distinguished by the use ofdashed lines and solid lines ofdifferent weights. In both panels a filled circle indicates the heme normal direction from the
first coordinate set. a) MbCO simulation. A heavy dashed line traces the initial large motion of the heme normal during the first 100 ps. The paths
during periods of relatively localized motions at 100-780 ps and 940-1,750 ps are shown with light solid lines, and the transition during 780-950 ps
and the path during the final 250 ps are shown with heavy solid lines. b) Mb simulation. The large motions of the heme normal vector during the
first 600 ps are shown as a dashed line, the path during the period 600-1,000 ps is shown as a heavy solid line, and the path during the remainder of
the simulation is shown as a light solid line.
Given the amplitudes ofthe rapid reorientational mo-
tions shown in Fig. 3, it is expected that the finer features
ofthe evolution ofthe averaged orientations in Fig. 2 are
determined to some extent by the specific averaging
method chosen. On the other hand, the lower-resolution
view of the evolution in Fig. 2, on a time scale of
hundreds of picoseconds, unequivocally shows that the
heme occupies different preferred regions of orienta-
tional space at different times in the simulations. The
picture that emerges is not one ofthe heme experiencing
rapid orientational fluctuations within a small number
of discrete localized orientational states, but rather one
of the heme undergoing fairly large reorientations on
short time scales, with the "center of gravity" of these
motions itselfmoving among different regions oforienta-
tional space on much longer time scales. Indeed, even a
"transition" such as that shown as the heavy solid line in
the middle of Fig. 2 a is neither abrupt nor simple; under
closer inspection it is resolved into a series of steps be-
tween intermediate orientations connecting the initial
and the final region, with each step taking the form of a
period of localized motion followed by delocalized mo-
tion of the same basic character as is shown in Fig. 3,
which carries the heme to the next intermediate orienta-
tion.
The reorientational correlation
function and absorption anisotropy
As outlined in the Introduction, the absorption anisot-
ropy may be written in terms ofa correlation function of
the heme normal. In the limit of low excitation intensi-
ties, rAB(X,, Xp) 1, and Eq. 2 becomes:
r(t) = <P2n(t) n(0+))>- (3)
The reorientational correlation function was calculated
from a simulation by successively choosing each time
point in the first half of the simulation as the "photoly-
sis" point ( t = 0+ ), calculating the enclosed quantity as a
function oftime relative to this point, and averaging the
resulting time-dependences over all choices of origin.
The reorientational correlation functions calculated in
this manner for the two entire simulations are shown in
Fig. 4. These correlation functions reflect only the effects
of internal reorientations of the heme with respect to the
protein.1 In both simulations there is a rapid decrease in
' In order to avoid disturbing the progress of these simulations, the
angular momentum of the system was not reset to its initial value of
zero during the analysis phase, and the consequent very small drifts in
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FIGURE 3 Trajectory of the heme normal vector on the surface of a unit sphere during a 10-ps period in the MbCO simulation. The coordinate
system ofthe sphere and the orientational region enclosed in each panel are the same as in Fig. 2 a. The period shown is 1,200-1,21 0 ps, which lies
within the upper localized region (light solid lines) of Fig. 2 a. The period has been divided into four 2.5-ps intervals, labeled a-d, for clarity. The
initial orientation in each interval is indicated by a filled circle, and successive orientations at 20-fs intervals are indicated by the tips ofconnected
arrows.
the correlation from to -0O.99 in a few hundred femto-
seconds, followed by a slow decay of larger amplitude
over the entire 1,000 ps. The initial subpicosecond drop
the orientation of the protein were not periodically reset to zero. De-
spite this, the total drift in the orientation of the protein during the
entire simulation was less than 10 in each case. Prior to computing the
correlation functions reported here, this small effect was cancelled for
each of the 100,000 saved coordinate sets by using least-squares super-
position of the instantaneous structure of the whole protein onto a
fixed standard structure to correct the heme normal and C-O bond
vectors.
in the correlation arises from the types of short-time
reorientational motions shown in Fig. 3, involving brief
periods of smooth motion punctuated by frequent
changes in direction. Larger subpicosecond decays in
correlation functions have been found in simulations of
the reorientational dynamics of tyrosines ( 11 ) and tryp-
tophans (9, 12) in proteins. It was also noted that at the
shortest times the motion must be largely inertial in char-
acter, so that the slope ofthe correlation function should
approach zero as t --0 (9). The 20-fs time resolution of
the curves in Fig. 4 a, c is not sufficient to confirm this
completely, but is adequate to identify an initial period
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FIGURE 4 Correlation function for the orientation ofthe heme normal vector, calculated from complete 2-ns trajectories. a, b) MbCO simulation;
c, d) Mb simulation. Panels b and d show the correlation functions to I ns, which is the longest interval for which a complete set of 50,000 terms
contribute to the average in Eq. 3. In these panels the limiting values of the correlation functions estimated as described in the text using Eq. 5 are
shown as horizontal dashed lines. Panels a and c show expanded views ofthe correlation functions in the first 2 ps in order to display the initial rapid
decay. The dotted lines in each panel indicate the limiting values of the correlation functions calculated using Eq. 5 from "frozen globin"
simulations of the corresponding system (see text).
of about 00 fs during which the second derivative ofthe
correlation function is negative. This period corresponds
well to the apparent mean period of free motion exhib-
ited by the heme normal vector in Fig. 3. For a simple
model description of the rapid reorientational motions
as free diffusion within a cone of semiangle 0(1, the
limiting value of the correlation function is given by
(½/ COS Oo( + COS O0))2 ( 13). A decay of the correlation
to 0.99 then corresponds to an effective cone semiangle
of
-50, which provides a quantitative estimate of the
short-time orientational mobility illustrated in Fig. 3.
The slow decay ofthe correlation function is caused by
the tendency of the heme normal to explore different
preferred orientations during the simulations, clearly
shown in Fig. 2. In both simulations, but most clearly
visible in the Mb simulation, this decay is non-mono-
tonic. The roughly periodic oscillations superimposed
on the decay in each case arise from a slight tendency for
orientations to recur at the indicated intervals (e.g.,
-~0.5 and 0.8 ns for the Mb simulation). The larger
overall decay in the correlation for the MbCO simula-
tion may be explained in terms of the clear separation
between the orientations in the early and late parts ofthe
simulation, a feature not shared by the Mb simulation.
Comparison of the simulation with
time-resolved optical experiments
Ansari et al. (1) have measured time-resolved absorp-
tion spectra ofmyoglobin in glycerol-water mixtures fol-
lowing photodissociation of bound carbon monoxide li-
gands, in which the probe beam was polarized both paral-
lel and perpendicular to the photolysis beam. They
found that the dependence of the absorption anisotropy
on the degree of ligand photolysis agrees with the depen-
dence predicted by theory (2), but the experimental val-
ues are 0.9 times the values predicted by the theory as-
suming that the heme is a perfect circular absorber. They
attribute the differences between experimental and theo-
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retical values to a combination of three possible effects:
an out-of-plane component of the heme transition mo-
ment, rapid equilibrium fluctuations ofthe heme orienta-
tion on a subnanosecond time scale, and a subnanosec-
ond reorientation of the heme plane in response to li-
gand dissociation.
One of the purposes of the simulations being reported
here is to estimate the contribution of rapid equilibrium
reorientations of the heme to lowering the initial anisot-
ropy detected by nanosecond optical experiments. The
decay of the absorption anisotropy due to the rotational
diffusion of the protein at times that are long, compared
to the time scale of internal motions of the chromo-
phore, is given by Eq. 37 of ( 1), for a perfect circular
absorber and in the limit oflow incident light intensities:
S2
r(t) - exp(-t/Tr). (4)
10
Here Tr is the rotational diffusion time of the molecule
and S2 is the squared generalized order parameter that
incorporates the effects of rapid reorientational motions
of the chromophore. S2 is the value of the reorienta-
tional correlation function in Eq. 3 due to internal mo-
tions of the heme, evaluated at times which are short
compared to the rotational diffusion time of the mole-
cule. It would then be expected that this quantity could
be estimated from these simulations as the value of the
correlation function plotted in Fig. 4 extrapolated to a
time of a few nanoseconds. However, such an extrapola-
tion would not be meaningful because neither simula-
tion has truly converged with respect to the regions of
orientational space that it samples. The overall evolution
in both cases is essentially unidirectional through a series
of orientational regions, with little tendency to re-visit
previous regions and allow the correlation function to
reach a limiting value. The effects of incomplete sam-
pling on correlation functions computed from molecu-
lar dynamics simulations have been considered recently
by Chandrasekhar et al. ( 14).
Although the incomplete convergence of the simula-
tions complicates a determination of the limiting value
of the correlation functions by direct calculation using
Eq. 3, it is possible to obtain an indirect estimate of the
limiting value with certain assumptions. The major as-
sumption is that the simulation in fact provides a com-
plete sampling of the conformational space accessible to
the system at equilibrium, with correct relative probabili-
ties of occupying the different regions of this space. This
would imply that a continuation ofthe simulation would
simply explore the same regions in a random fashion, so
that over a sufficiently long time the probability of find-
ing the system in a specific state at a given time would be
the same as the occupancy determined from the 2-ns
simulation. Under these conditions the limiting value of
the correlation function may be determined by extrapo-
lating the correlation function in equation 3 to infinite
time, which allows the limiting value to be written in
terms of equilibrium occupancies ofthe accessible states
(13):
S2 = I I peqpeqp2(ni. nj)
i j
(5)
Here both sums are over all accessible states, and peq and
ni are the equilibrium fractional occupancy and the
heme normal vector, respectively, for state i. This ex-
pression may be evaluated from a simulation by treating
each set of saved coordinates as a single state with occu-
pancy peq = /(number of saved coordinate sets), and
performing the double summation over all saved coordi-
nate sets. The results calculated from 100,000 saved coor-
dinate sets are 0.971 for the MbCO simulation and 0.976
for the Mb simulation.
Thus, these simulations provide an estimate of 0.97-
0.98 for the squared order parameter for internal reor-
ientational motions of the heme at equilibrium, includ-
ing the effects ofboth the subpicosecond local reorienta-
tions and the orientational heterogeneity on a time scale
of hundreds of picoseconds. It should be emphasized
that this estimate required the restrictive assumption
that the simulations produce all of the conformations
accessible to the system. It is likely that a continuation of
either simulation will produce new heme orientations,
which will tend to reduce the squared order parameter
estimated using Eq. 5. Therefore, it is reasonable to re-
gard the numerical estimates from the 2-ns simulations
as effective upper limits on the values that would be cal-
culated from longer simulations produced in the same
way. However, in comparing such estimates with the ex-
perimental results, it must be kept in mind that the effec-
tive temperature ofthese simulations is somewhat higher
than the temperature at which the measurements were
made (see the section above on General Features of the
Simulations). The effect of the elevated temperature on
the squared order parameter calculated using Eq. 5 can-
not be determined without more complete knowledge of
the angular distribution and relative stabilities of the ac-
cessible heme orientational states.
Analysis of ligand conformation and
dynamics
The availability of a long molecular dynamics simula-
tion ofMbCO also allows questions relating to the orien-
tation and dynamics of the CO ligand to be addressed.
The specific question ofthe detailed configuration ofthe
Fe-C-O triplet has been the subject of some debate. In
the protein this triplet is distorted from a linear unit per-
pendicular to the heme plane, presumably by interac-
tions with protein sidechains in the heme pocket, and
this strain may affect the binding affinity of myoglobin
for CO (6). Case and Karplus ( 15) used conformational
energy calculations on a model system consisting of a
CO ligand in the x-ray structure of metmyoglobin (in
lieu of MbCO, for which a structure was not then avail-
7
-oc al876 Biophysical Journal Volume 64 March 1993
able) to conclude that the most energetically favorable
configuration ofFe-C-O in the protein is as a linear unit
displaced from the heme normal by steric interactions
with the protein. Hanson and Schoenborn ( 16) refined a
neutron diffraction structure ofMbCO with a linear Fe-
C-O unit tilted at an angle of 240 with respect to the
heme normal. Kuriyan et al. (6) refined the x-ray struc-
ture of MbCO at 260 K to 1.5 A resolution with the
oxygen of the CO ligand in two distinct, partially occu-
pied positions. The Fe-C-O angles in the two conforma-
tions were 141° for the conformation with 78% occu-
pancy and 1200 for the conformation with 22% occu-
pancy; the Fe-C bond was refined to a position very near
the heme normal, although the position of the carbon
atom could not be defined accurately. Moore et al. ( 17)
used the technique ofpicosecond infrared-optical photo-
selection to deduce angles between the C-O bond vector
and the heme normal of 20° and 350 in two distinct
conformations, and combined these results with struc-
tural information from x-ray diffraction studies to pro-
duce Fe-C-O configurations in these two conformations
which are both tilted and bent. (These authors also pro-
vide an extensive discussion ofthe various spectroscopic
and structural studies performed to date that bear on the
question ofthe Fe-C-O conformation in myoglobin and
hemoglobin.)
In the currentMbCO simulation, the orientational het-
erogeneity of the heme complicates a determination of
CO positions that might be compared with results from
an x-ray structure containing a stationary heme. To
correct for the reorientational motions of the heme, an
axis system fixed with respect to the heme was con-
structed, and the position of the CO ligand was calcu-
lated in this axis system, for each of the 100,000 saved
coordinate sets ofthe simulation. The distribution ofori-
entations of the C-O bond vector with respect to the
heme normal in the heme-fixed axis system is shown in
Fig. 5. The distribution is shifted to the lower left by
about 3°. The distribution of orientations of the Fe-C
bond vector (not shown) is shifted in the same direction
by about 5°. (Both distributions are quite axially sym-
metric and show no evidence ofmultiple discrete orienta-
tions.) Therefore, a hypothetical x-ray diffraction mea-
surement that probes the set ofCO positions produced
by this simulation would produce an Fe-C-O configura-
tion which is tilted by 50 and bent from linear by about
20 (=5-3) in the opposite direction. This prediction ofa
nearly linear Fe-C-O almost perpendicular to the heme
plane does not agree with the results of the structural
studies (6, 16). It is possible that the drift from the x-ray
structure that takes place during the preparatory and
early analysis stages of the simulation is sufficient to re-
lax much of the steric restraint from protein sidechains
in the heme pocket that might force the ligand to assume
a tilted and/or bent configuration.
The x-ray diffraction measurements probe the distri-
bution of positions of the ligand. The infrared-optical
FIGURE 5 Distribution of directions of the ligand C-O bond vector in
the MbCO simulation. For each ofthe 100,000 saved coordinate sets, a
heme-fixed coordinate system was constructed with the instantaneous
heme normal as the z axis. The x axis was defined as the unit vector
parallel to the vector connecting the instantaneous positions ofthe "A"
and "C" meso carbons, projected into the heme plane, and the y axis
was defined as the outer product of the z and x axis vectors. The angles
shown are the angle between the C-O bond vector transformed to the
instantaneous heme-fixed frame and the direction normal to the heme
plane, which is at the center ofthe plot. The shading ofeach 0.60 square
in the plot reflects the number of coordinate sets in which the trans-
formed C-O bond vector points in the corresponding direction; the
lightest shading corresponds to 1-35 occurrences, and the darkest shad-
ing to greater than 125 occurrences.
photoselection measurements, on the other hand, di-
rectly probe the angle between the heme normal and the
transition moment direction, which is parallel to the C-
O bond vector. The infrared absorption anisotropy mea-
sured in these experiments may be written in the form
(2, 18)
r(t) =
-'/5CKP2(nco(t) * n(0 ))> (6)
where ni(0+) is the unit vector normal to the heme plane
immediately after excitation, nco(t) is the unit vector
parallel to the C-O bond vector at time t, and C is a
constant that incorporates absorption properties of the
heme in its initial state at the excitation wavelength (cf.
Eq. 2). The correlation function in this equation may be
calculated from the simulation in the same way as the
correlation function ofthe heme normal direction in Eq.
2. However, it should be noted that, unlike the correla-
tion function ofthe heme normal, the computed value of
this correlation function is not defacto invariant under
reversal of the direction of time in the simulation. As
discussed earlier, these simulations have apparently not
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FIGURE 6 Correlation functions for the directions ofthe heme normal
and the C-O bond vector, calculated from the complete 2-ns MbCO
simulation. In each panel, the correlation functions calculated in the
forward direction from the beginning of the simulation and in the re-
verse direction from the end of the simulation (see text) are shown as
dashed lines, and the average is shown as a solid line. a) the 0-2 ps
segment of the correlation functions, showing the initial rapid decay
from -0.962 to 0.952, on which is superimposed oscillations due to
rapid relative motions ofthe heme normal and the C-O bond vector. b)
the correlation functions to 1 ns. The horizontal dashed line indicates
the limiting value of all three correlation functions estimated as de-
scribed in the text using an expression analogous to Eq. 5.
converged with respect to the heme orientations (and
most likely the C-O bond vector directions as well).
Therefore, we would not a priori expect that correlation
functions of these properties would be the same whether
calculated from the simulation in the forward or in the
reverse direction. This is confirmed in Fig. 6, which
shows the correlation functions calculated in both direc-
tions as dashed lines. There is no physical basis for
choosing between these two functions; the simplest
"choice" is the average ofthe two, which is shown as the
solid line in Fig. 6.
The first noteworthy feature of this correlation func-
tion is that it does not approach a value of 1 as t ap-
proaches 0. The value at t = 0 is equal to the average
KP2(cos (a))>, where a is the instantaneous angle be-
tween the heme normal vector and the C-O bond vector.
Because a is generally non-zero at any given time, the
average K P2(cos a)) over all times in the simulation will
be less than 1. Indeed, this average represents the effec-
tive angle between the heme normal and the C-O bond
vector that would be determined from an optical experi-
ment having infinite time resolution, through the rela-
tion P2(cos (a0)) = KP2(cos (a))>. The value of a0 cal-
culated from this simulation is 9°. It is also clear that the
correlation function does not approach a limiting value
during the period shown, which is not surprising in light
of the incomplete convergence of the simulation. It is
still possible to estimate the limiting value ofthe correla-
tion function-i.e., the squared order parameter of the
relative motions of the heme normal and the C-O bond
vector-in much the same way as was done earlier for
the correlation function ofthe heme normal. This deter-
mination again requires the assumption that the simula-
tion provides accurate occupancies for all accessible
states, and makes use of an expression analogous to Eq.
5, with ni * n-j replaced by nii* n(Co)j. This yields a value of
0.932, which through the relation P2(cos (a)) =S
yields an effective angle of 120 that would be determined
from an optical experiment at long times.2
Although the detailed structural features ofthe simula-
tion do not agree with the x-ray measurements, the dy-
namical information is helpful in interpreting the results
of the optical-infrared photoselection experiments. We
have seen that, because the two experiments probe the
heme-CO system in different ways, the angle between
the heme normal and the C-O bond vector deduced
from the x-ray structure (predicted from the simulation
to be at most a few degrees) will not agree with the value
of the same angle deduced from an optical experiment
(calculated to be - 100). The relationship between the
two measurements may be clarified for a simple case by
the following analysis: In the approximation that the
reorientations ofthe CO ligand with respect to the heme
are independent of the reorientations of the heme itself
(see footnote 2), we may write the correlation function
in Eq. 6 as the product of separate factors incorporating
the effects ofthe motions ofthe heme and the motions of
the CO with respect to the heme ( 19), i.e.,
KP2(n(0) iCOi(t))) = KP2(n 01iCO)>eq(P2(i(0) n(t))> (7)
2 It is interesting to note that this estimated order parameter is almost
exactly equal to the estimated order parameter for the motions of the
heme normal vector determined earlier, multiplied by the t = 0 value of
the heme-CO correlation function, that is 52 (heme-CO)
<P2(i.* nco)>S2 (heme-heme). In addition, the heme-heme correla-
tion function for the MbCO simulation (Fig. 4), scaled by
KP2(nffico)>, almost exactly superimposes on the average of the
heme-CO correlation functions calculated in the forward and reverse
directions (Fig. 6). These observations are consistent with the view that
the reorientational motions of the CO ligand relative to the heme are
essentially independent of the reorientational motions of the heme it-
self.
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where ... >eq indicates an equilibrium average. Now
consider a C-O bond vector which is undergoing reor-
ientations that are axially symmetric about a direction
vector b which lies at an angle d with respect to the heme
normal. As the center ofthe orientational distribution of
the C-O vectors, this direction vector represents the di-
rection of the C-O bond that would be determined in a
hypothetical x-ray diffraction measurement on this sys-
tem. By the addition theorem for spherical harmonics
(20), the equilibrium average in Eq. 7 may be written
4v. 2
<P2(n*c )>eq=5 Y (Qn)<Y2m(Qco)>eq (8)5m=-2
where Qn is the (fixed) orientation of the heme normal
vector in the coordinate frame defined by the vector b,
and Qco is the orientation ofthe C-O bond vector in the
same frame. Because the reorientations ofthis vector are
axially symmetric in this frame, only the average form =
0 is non-zero, and the sum reduces to
P2(n * Y2co)eq = Y*(Qn)KY2(QCo)>eq
= P2(COS f)(P2(b nCO))>eq. (9)
It is clear from Eqs. 7 and 9 that the effective angle be-
tween the heme normal and the C-O bond vector that
would be measured in an infrared-optical photoselection
experiment on this system will differ from the angle
determined by x-ray diffraction by an amount that de-
pends on both the reorientational dynamics ofthe heme
itself and the reorientational dynamics ofthe C-O bond
vector with respect to the heme normal as reflected in the
average on the right-hand side of Eq. 8. Both correction
factors may be estimated from the presentMbCO simula-
tion. First, the contribution from the heme motions is
just the correlation function plotted in Fig. 4, evaluated
at a time determined by the time resolution ofthe experi-
ment. Second, the equilibrium average on the left side of
Eq. 9 is the value at t = 0 of the correlation function
shown in Fig. 6, which was calculated from a nearly ax-
ially symmetric distribution of C-O bond vector direc-
tions the center of which (the direction b) lies about 30
from the heme normal (Fig. 5). Thus, the equilibrium
average on the right-hand side of Eq. 9 calculated in the
coordinate frame of this vector would be this zero-time
value divided by P2(cos 3°).
Locke et al. ( 19) have performed infrared-optical pho-
toselection measurements with 200-fs time resolution on
carbonmonoxyhemoglobin. They consider a number of
possible reasons for the difference between their estimate
of 180 for the angle between the C-O bond vector and
the heme normal and the angle of I 1-13° determined by
x-ray diffraction. We wish to use Eqs. 7 and 9 to estimate
the contributions of heme and CO reorientational dy-
namics to this difference, while keeping in mind that the
dynamical quantities are calculated for myoglobin
rather than hemoglobin. To proceed, we choose A = 120
as the value of the angle measured by x-ray diffraction,
and we assume that the reorientational dynamics of the
C-O bond vector about this direction are the same as the
simulated reorientational dynamics about the axial direc-
tion nearly parallel to the heme normal (Fig. 5). We can
then take the equilibrium average on the right-hand side
of Eq. 9 to be the zero-time value ofthe curve in Fig. 6 a
(- 0.962) divided by P2(cos 30), and a value of0.99 for
the heme-heme correlation function (Eq. 7) evaluated
from Fig. 4 a at t = 200 fs. We arrive at a value of the
angle a for the optical experiment given by P2(cos a) =
0.894, or a = 15.4°. Therefore, about half of the differ-
ence between the optical and x-ray determinations ofthe
angle may be accounted for by the reorientational dy-
namics of the heme and CO estimated from the simula-
tion.
Evolution of the protein conformation
It is clear from the evolution of the r.m.s. deviations of
the dynamical structures from the x-ray structure (Fig.
1 ) that some changes in the conformation ofthe protein
take place in at least the early parts ofboth simulations.
However, the r.m.s. deviations ofa set ofstructures from
a single reference structure are not necessarily sensitive
to pairwise differences between structures in the set, that
is, two structures with similar r.m.s. deviations are not
necessarily similar to each other. Considerably more in-
formation is contained in the pairwise distance matrix
for a set of structures, defined by
I(ra) (r.)jI2
Dii =\/a a (10)
where r0 is the coordinate vector ofatom a, and the coor-
dinate index a ranges over the set of atoms (e.g., back-
bone atoms or alpha carbons) chosen as the basis for the
pairwise comparison of structures, and na is the number
of atoms in this set. This description of a set ofN struc-
tures taken from a dynamics simulation or any other
source effectively represents each structure in the set as a
N - 1-dimensional vector consisting of the distances of
this structure from all the other structures in the set. De-
spite the conceptual simplicity of this description, direct
visualization of the evolution of structures represented
in this manner becomes prohibitively difficult for even
small numbers of structures. In order to facilitate the
visualization of the information contained in the dis-
tance matrix, Levitt (21 ) proposed a method for reduc-
ing the dimensionality ofthis representation by means of
least-squares fitting. Specifically, an n-dimensional rep-
resentation of a set ofN structures (n < N) requires that
each structure be represented as an abstract n-vector (xl,
. xn). The embedding of these structures into the n-
dimensional space is accomplished by choosing the com-
ponents of these vectors so that the N x N distance ma-
trix calculated from the vectors is an optimal least-
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squares approximation to the actual distance matrix,
squares approximation to the actual distance matrix,
that is, so that the quantity
N N /n2
z D - (Xk)j)2 (11)
i=l j=l k=l
is a minimum with respect to all the { (xk)i: k = 1,
n; i = 1, . . ., N} . The set ofN optimal n-vectors is only
defined in terms of distances among the vectors and
therefore can only be determined to within an arbitrary
uniform translation and/or rotation of all the vectors in
the n-dimensional space. Clearly the representation with
n = N - 1 is exact-i.e., the quantity ( 1 ) will be zero for
the optimal set of vectors, and in general the error ofthe
representation will increase as the dimensionality de-
creases. However, the choice ofn is dictated primarily by
the feasibility of displaying the resulting n-vectors for
visualization purposes. By this criterion, only n = 2 and
n = 3 are practical-n = 2 is the straightforward display
of ordered pairs (xl, x2) in a plane, and n = 3 is the
somewhat less convenient display ofordered triplets (xl,
x2, x3) in a volume.
A two-dimensional (n = 2) representation ofa simula-
tion was produced, starting from the 200 10-ps averaged
coordinate sets (see above). The 200 X 200 distance ma-
trix D was calculated from these sets using Eq. 10, with
the r.m.s. distances between coordinate sets calculated
for the set ofalpha carbons which lie in helical regions of
the protein. This restricted set of 121 atoms was chosen
to reflect the overall structure of the backbone of the
protein while suppressing the effects of the relatively
rapid and uncorrelated motions of sidechain atoms and
atoms in inter-helical regions. An optimal set of200 coor-
dinate pairs (xl, x2), one pair corresponding to each 10-
ps average, was then determined by minimizing the error
(Eq. 11) using a conjugate-gradient algorithm. In gen-
eral, the final values of the 400 parameters produced by
the minimization depended on the choices of initial val-
ues, with the procedure producing a number of distinct
local minima. Therefore, a "best" set ofoptimal parame-
ters was produced for each simulation by performing a
large number (of the order of 100) of minimizations
starting from randomly chosen values of all the parame-
ters, and selecting the final set of parameters that corre-
sponded to the smallest value of the error (Eq. 11 ).
The resulting best sets of coordinate pairs for the two
simulations are shown in Fig. 7, with the evolution ofthe
conformations indicated by straight lines connecting
points corresponding to consecutive 10-ps averages. The
distances between pairs ofpoints in these figures approx-
imate the actual r.m.s. distances between corresponding
coordinate sets with a mean error of 0.11 A for the
MbCO simulation and 0. 14 A for the Mb simulation.3 In
3To determine the dependence ofthese deviations on the dimensional-
ity of the embedding space, we also produced representations in terms
ofcoordinate triplets (xi, x2, x3) by the same method. The "best" such
three-dimensional representation yielded an average distance matrix
both cases the protein conformation shows a tendency to
"wander" throughout the simulation. In the first 200 ps
of the MbCO simulation the conformation moves rap-
idly away from the starting point toward a new region
where it remains "confined" within about a 0.3 A radius
for the next 500 ps. Between 700 and 1000 ps, the con-
formation again migrates fairly steadily toward a new
region, in which it remains quite localized for the next
600 ps. Between 1600 and 1700 ps the conformation
again moves to a new region, where it remains for the
rest ofthe simulation. The Mb simulation also exhibits a
large initial conformational change during the first 300
ps; it remains localized for the next 100 ps, then under-
goes a second large change between 400 and 600 ps. For
the remainder ofthe simulation, the conformation occu-
pies several distinct regions, with periods oftight localiza-
tion (roughly 600-850 ps, 1200-1400 ps, and 1700-
2000 ps) connected by periods of relatively large drift. In
both cases the early conformational changes correlate
quite well with the initial increases in the r.m.s. deviation
of the structure from the x-ray structure (Fig. 1 ), after
which the changes proceed in a direction largely "perpen-
dicular" to the initial drift, with relatively little effect on
the r.m.s. deviation.
Protein conformational changes
correlate with heme reorientational
motions
A comparison of the two-dimensional mappings of the
protein conformation in Fig. 7 with the displays of the
heme normal vectors in Fig. 2 reveals that at a time reso-
lution of 100 ps or so the features of the protein confor-
mational evolution match quite closely the evolution of
the heme orientation. In the MbCO simulation, the pe-
riods of localized reorientational motions during the
200-800 ps, 1000-1600 ps, and 1700-2000 ps segments
coincide with periods oflocalized conformational evolu-
tion, and the initial large change in orientation during
0-200 ps as well as the transitions between orientational
regions correlate quite well with significant changes in
protein conformation. In the Mb simulation, the large
"back-and-forth" motion of the heme normal vector
during the first 600 ps coincides with a large change in
the protein conformation; presumably the initial confor-
mational drift during the 0-300 ps period allows the
heme to undergo a large reorientation, and the subse-
quent further conformational change during the 400-
600 ps period allows the heme normal vector to return
close to its initial position. The gross features of the fur-
ther evolution ofthe heme orientation in this simulation
correspond to those of the evolution of the protein con-
formation, although the relatively small magnitude of
the heme orientational changes makes it more difficult
deviation of0.065 A for the MbCO simulation and 0.087 A for the Mb
simulation.
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FIGURE 7 Mapping of the evolution of the protein conformation onto a 2-dimensional space. Abstract coordinate pairs (x,, x2) corresponding to
each of the 200 10-ps averaged coordinate sets were calculated by minimizing the differences between the matrix of pairwise distances between
abstract coordinate pairs and the matrix of pairwise distances between coordinate sets, calculated for the 121 alpha carbon atoms in helical regions
of the protein (see text). Segments from different parts of each simulation are distinguished through the use of dashed lines and solid lines of
different weights, and the correspondences between line types and times within a simulation are identical to those used in the corresponding panel of
Fig. 2. a) MbCO simulation. The average deviation between the pairwise distances calculated from this representation and the actual pairwise
distances is 0.1 1 A. b) Mb simulation. The average deviation between the distance matrices in this representation is 0.14 A.
to delineate regions of localized motion in this case than
in the case of the MbCO simulation.
These observations suggest that the heme orientation,
as monitored by the heme normal, is sensitive to the
overall conformation of the protein. This is not unex-
pected, because at least two helices (E and F) are in van
der Waals contact with the heme ring, and a conforma-
tional change involving changes in the relative positions
and/or orientations of these helices might also require
the heme to reorient. The degree of coupling between
heme reorientations and the motions of protein atoms
may be demonstrated by considering the heme dy-
namics in a system in which the protein atoms are not
permitted to move. To this end, two coordinate sets from
different parts of each simulation were used as starting
structures for new 2-ns simulations, which were pre-
pared using the procedure described in Methods and in
which only the heme atoms were allowed to move. Reor-
ientational correlation functions (not shown) calculated
from these simulations show that the heme motions are
significantly restricted by freezing the globin. In all but
one case the correlation function decays within a few
hundred femtoseconds to levels very close to its theoreti-
cal limiting value estimated using Eq. 5, and exhibits no
additional decays on longer time scales. This behavior
indicates that these "frozen globin" simulations are es-
sentially converged with respect to the heme reorienta-
tions, with no significant appearance of incompletely
sampled slow motions.4 The limiting values (shown in
the corresponding panels of Fig. 4 for comparison) were
0.996 and 0.997 for the liganded, and 0.992 and 0.996
for the unliganded simulations, reflecting overall decays
that are smaller than the rapid decays seen in the full
simulations. Therefore, the protein motions in these sim-
ulations play a significant role in even the short-time
orientational dynamics of the heme.
The nature of the protein
conformational change
The analysis in Fig. 7 represents the differences between
any two structures using a single r.m.s. distance and
therefore does not resolve contributions to this differ-
ence from different parts of the molecule. Additional
analysis is required in order to determine which parts of
the molecule typically undergo the largest displacements
during the conformational changes shown in Fig. 7. We
proceed by selecting for each simulation two periods,
well separated in time such that the conformations do
not wander significantly during each period, and calcu-
4 During one ofthe unliganded simulations there was a single apparent
change in average orientation of about 50 amplitude which produced
an additional decay in the reorientational correlation function. The
value of the correlation function at 1,000 ps was 0.99, reflecting an
overall decay which is still less than half that calculated from the full
liganded simulation (Fig. 4 b).
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lating the average structure and the atom-by-atom r.m.s.
fluctuations about the average for each period. The net
atomic displacements that occur between the two pe-
riods are calculated from the atom-by-atom scalar differ-
ences between the average structures. Those atoms
whose displacements are large compared to their r.m.s.
fluctuations in position during either period are consid-
ered to have made a significant contribution to the con-
formational change that takes place between the two pe-
riods. The results of this analysis are shown in Fig. 8. In
both cases there are clearly distinct parts of the protein
sequence that make major contributions to the confor-
mational differences. In the MbCO simulation, the
backbone atoms in the D and E helices on the distal side
of the heme undergo the largest displacements. On the
other hand, in the Mb simulation these helices are rela-
tively fixed, and parts ofthe F and G helices and E-F and
G-H interhelical regions experience the largest shifts.
It was suggested above that the heme orientation is
coupled somehow with the protein conformation in
these simulations, based on similarities in the temporal
evolutions of the heme orientation and the protein con-
formation. A possible corollary ofsuch a coupling would
be a tendency for parts ofthe protein close to the heme to
experience larger shifts during a conformational change
than more distant parts ofthe protein-i.e., there would
be an inverse relationship between the displacements of
atoms shown in Fig. 8 and the distance of these atoms
from the heme. In order to test this possibility, the dis-
tance of a backbone atom from the heme was defined as
simply the distance between this atom and the heme iron
atom in the x-ray structure of the molecule in question,
and linear correlation coefficients were evaluated be-
tween the reciprocal distances for all backbone atoms
and the displacements of these atoms shown in Fig. 8.
For MbCO the value of this correlation coefficient is
0.19, which for N = 459 backbone atoms indicates a
statistically significant correlation. When only the 286
backbone atoms on the distal side of the heme are in-
cluded, the correlation coefficient increases to 0.41.
When the averaged coordinates in the final conforma-
tion, rather than the crystallographic coordinates, are
used both to calculate the distances of atoms from the
heme iron and to identify distal atoms, the correlation
coefficient for the resulting set of 312 distal backbone
atoms is 0.55. Thus, in this simulation there is a clear
relationship for the backbone atoms between the dis-
tance from the iron atom and the magnitude of the dis-
placement during the conformational change, particu-
larly for atoms on the distal side of the heme where the
displacements are generally larger. For Mb the overall
correlation coefficient has the very similar value of 0.20.
In this case, however, the correlation is essentially zero
when evaluated for the distal atoms identified from the
crystallographic structure, which is not surprising be-
cause there is relatively little movement ofthese atoms in
the conformational change. On the other hand, for the
set of 166 backbone atoms on the proximal side of the
heme the correlation coefficient has the value 0.41. This
qualitative difference between the two simulations, with
the conformational heterogeneity focused on distal
atoms in the MbCO simulation and proximal atoms in
the Mb simulation, may arise directly (through steric
interactions in the heme pocket) or indirectly (through
differences in the heme potential function) from the pres-
ence ofthe CO ligand in only one ofthe simulations, but
additional simulations of each molecule would be re-
quired to demonstrate this connection unequivocally.
CONCLUDING REMARKS
A major objective in performing these calculations has
been to estimate the contribution of rapid internal mo-
tions of the heme group to the reduction of the initial
absorption anisotropy detected in nanosecond optical
experiments on myoglobin. The simulations have evi-
dently not converged for purposes of evaluating the
heme orientational dynamics on all time scales. How-
ever, the correlation function ofthe heme normal during
the first few picoseconds (Fig. 4 a, c) has apparently
nearly converged, and a limiting value (-0.99) may be
discerned. To the extent that molecular dynamics is able
to describe the motions ofthe heme on the shortest time
scales, this result provides a reliable lower limit of about
10% for the fractional contribution of rapid heme mo-
tions to the observed reduction in anisotropy, even in the
absence of any additional reorientations on longer time
scales. We have estimated from the set of heme orienta-
tions provided by the simulations that the infrequent
large-scale motions account for an additional 20% ofthe
anisotropy reduction. The detailed features ofthese mo-
tions derived from the simulations are not statistically
meaningful, but their overall character suggests that the
protein is able to accommodate multiple heme orienta-
tions which differ by -5-10° within a 2-ns period. The
actual set ofsuch orientations is probably larger than we
have seen in these simulations, so that-subject to the
caveat given above concerning the elevated tempera-
tures of the simulations-the present estimate of the
contribution of the infrequent transitions to the anisot-
ropy reduction may reasonably be regarded as a conser-
vative lower limit.
From this work the picture has arisen of the heme
group as a major participant in, and perhaps a useful
monitor of the overall dynamics of the protein. What-
ever the detailed mechanism of the apparent coupling
between the heme orientation and protein conforma-
tion, the suggestion from these simulations that the
heme orientation may be a reporter of protein confor-
mational changes provides a possible direct probe of
structural dynamics in heme proteins. On a picosecond
time scale, a time-resolved linear dichroism experiment
could monitor the reorientation ofa photoselected popu-
lation ofphotolyzed deoxyhemes before the orientations
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FIGURE 8 Atomic displacements contributing to conformational changes in the simulations. In each case, two 200-ps segments of the simulation
were selected which are well separated in time, and the average structure and r.m.s. fluctuations about this average were calculated for each segment.
The atom-by-atom distances between the average structures from the two segments are shown for all backbone atoms as a solid line, and the
fluctuations during both segments are shown for comparison as dashed lines. (An additional point of comparison is obtained by performing a
least-squares superposition ofthe backbone atoms from the x-ray structures ofMb and MbCO. All differences between the superimposed structures
are less than 0.6 A, except for residues very close to the NH2 and COOH termini.) The horizontal line near the top ofeach panel indicates those parts
of the backbone which are on the proximal side of the heme in the x-ray structure. (A proximal atom is defined as one whose displacement vector
from the iron atom lies at an angle of less than 900 from the heme normal vector pointing in the direction of the proximal histidine residue.) a)
MbCO simulation. The 300-500 and 1,800-2,000 ps segments ofthe simulation were used in the comparison. b) Mb simulation. The 220-420 and
1,800-2,000 ps segments of the simulation were used in the comparison.
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are randomized by rotational diffusion of the protein.
Such reorientations would be sensitive indicators of
structural events taking place in the surrounding protein
in response to ligand dissociation.
These simulations have also highlighted the question
of conformational heterogeneity in proteins. The com-
plexity of the potential energy surface for proteins, and
the corollary existence of large numbers of nearly isoen-
ergetic conformational substates, has been the subject of
intensive experimental and theoretical research (for re-
view see reference 22). This complexity is likely to be an
intrinsic property of large inhomogeneous molecular
systems, independent ofthe detailed description ofinter-
atomic interactions that is employed. Thus, it is reason-
able to speculate that all molecular dynamics simula-
tions ofcomplex molecular systems will exhibit multiple
conformational states on some length scale. For exam-
ple, Levitt (21 ) identified four distinct regions ofconfor-
mational space (on a distance scale of -0.5 A r.m.s.
displacement) in a 132-ps simulation of bovine pancre-
atic trypsin inhibitor. Multiple distinct conformations
were also observed by Daggett and Levitt (23) in a 200-
ps simulation of the COOH-terminal fragment of the
L7/L12 ribosomal protein in solution. Elber and Kar-
plus (24) estimated that approximately 2,000 potential
energy minima were sampled in the 300-ps simulation of
myoglobin by Levy et al. (10). As discussed earlier and
displayed in Fig. 7, the present simulations clearly ex-
hibit multiple conformations on relatively large time
and distance scales (hundreds of picoseconds and -1
A). It is also straightforward to demonstrate finer-
grained heterogeneity: Energy minimization of 100 indi-
vidual coordinate sets selected from the MbCO simula-
tion at 20-ps intervals results in 100 distinct energy min-
ima; the r.m.s. differences between the backbone
conformations of consecutive minima vary between 0.1
and 1 A. The energy distribution of these minimized
conformations is very similar to that reported by Elber
and Karplus (24). This unfolding of the complexity of
the potential energy surface is likely to continue if the
analysis is extended to shorter time scales (24).
The most significant shortcoming ofthese simulations
is that they neglect the effects of solvent; with the current
state of simulation technology a simulation ofcompara-
ble length for myoglobin with a proper complement of
water molecules is not yet practical. It is difficult to
ascertain the likely effects of solvent on the dynamical
properties being studied here. On the one hand, there is
experimental evidence that the dynamics ofprotein con-
formational changes are influenced by solvent viscosity,
even at viscosities close to that of water (25), and it is
reasonable to expect the presence of water molecules to
influence the degree of participation of surface residues
in the conformational dynamics. On the other hand, a
simulated protein in water is coupled to a thermal bath,
which might enable more extensive exploration of con-
formational space than would be seen in a vacuum simu-
lation (26). The present simulations have exposed possi-
ble features of the dynamics of myoglobin that would
not be apparent from shorter simulations, and we expect
that extending this type of calculation both to longer
times and to a more complete description (i.e., including
solvent) will only add to the set of possible dynamical
behaviors of these systems.
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