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The Lanczos algorithm is evaluated for solving the time-independent as well as the time-dependent Dirac
equation with arbitrary electromagnetic fields. We demonstrate that the Lanczos algorithm can yield very precise
eigenenergies and allows very precise time propagation of relativistic wave packets. The unboundedness of
the Dirac Hamiltonian does not hinder the applicability of the Lanczos algorithm. As the Lanczos algorithm
requires only matrix-vector products and inner products, which both can be efficiently parallelized, it is an ideal
method for large-scale calculations. The excellent parallelization capabilities are demonstrated by a parallel
implementation of the Dirac Lanczos propagator utilizing the Message Passing Interface standard.
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Classification: 2.7
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Solution method: Lanczos propagator
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typically several minutes to several days
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1. Introduction
The Dirac equation is the fundamental equation of motion for
describing the quantum evolution of a charged spin one-half
∗ randolf.beerwerth@mpi-hd.mpg.de
† heiko.bauke@mpi-hd.mpg.de
particle in a Lorentz invariant manner. It predicts the existence
of antimatter and finds its application not only in the growing
field of light-matter interactions at relativistic intensities [1–3]
but also in condensed matter theory of graphene [4] and in
relativistic quantum information [5–7]. Deducing analytical
solutions of this equation, however, poses a major problem.
Analytical methods for determining solutions of the Dirac
equation usually require physical setups with a high degree of
symmetry [8–12]. Thus, approximations or numerical methods
have to be applied. In the past, various numerical schemes have
been developed to solve the time-dependent Dirac equation
numerically, including Fourier split operator approaches [13–
16], real space split operator methods based on the method of
characteristics [17, 18], finite differences [19], finite elements
[20], or employing either spherical harmonics or plane waves
as basis functions and integrating the resulting ordinary differ-
ential equations [21, 22]. Complementary to the mentioned
numerical methods quantum simulations of the Dirac equation
[23] are also an active field of current research.
State of the art large scale calculations of the time-dependent
Schrödinger equation [24, 25], which is the nonrelativistic limit
of the Dirac equation, often utilize Krylov subspace methods
and in particular the Lanczos algorithm [26–28]. Although the
Lanczos algorithm was known since the 1950s, this approach
gained popularity not until the 1980s when it was applied to
time-independent [29] and time-dependent [30, 31] problems
of nonrelativistic quantum mechanics. Krylov subspace meth-
ods have the virtue that their applicability does not depend on
the manner how time and space are discretized. Furthermore,
they are rather easy to parallelize and therefore suitable for
today’s prevalent parallel hardware architectures like compute
clusters [32] or high-performance graphics cards [33]. As the
Dirac equation and the Schrödinger equation share the same
Hermitian structure, it appears natural to apply Krylov sub-
space methods also to relativistic quantum mechanical prob-
lems. Thus, it is the purpose of this article to evaluate the
performance of the Lanczos algorithm when it is applied to the
relativistic Dirac equation.
This paper is organized as follows. In order to make the
paper self-contained and to introduce some notations we char-
acterize the Lanczos algorithm in Section 2 and show how it
can help to solve Hermitian eigenvalue problems. In Section 3
we will briefly cover the Dirac equation. Furthermore, we will
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2explain in Section 4 how the time evolution operator can be
approximated using the Lanczos algorithm. Numerical results
are presented in Section 5 for the relativistic eigenproblem and
in Section 6 for the time-dependent Dirac equation. Finally, we
will present our parallel implementation of the Lanczos Dirac
propagator and show some benchmark results in Section 7.
2. The Lanczos algorithm
Before we will briefly summarize the Lanczos algorithm and
its properties we have to introduce the notion of a Krylov
subspace. A Krylov subspace of dimension k generated by
an N × N matrix A is spanned by the successive powers of A
applied to some given vector b
Kk(A, b) = span
{
b,Ab,A2b, . . . ,Ak−1b
}
, 1 ≤ k ≤ N .
(1)
For every Hermitian matrix A there is a unitary transformation
that turns the matrix into tridiagonal form, that is,
Q†AQ = T =

α1 β1
β1 α2 β2
. . .
. . .
. . .
βN−2 αN−1 βN−1
βN−1 αN

. (2)
The unitary transformation matrix Q and the tridiagonal matrix
T can be determined via the Lanczos algorithm. The columns
of the matrix Q are conveniently labeled qi and are called the
Lanczos vectors. The vectors q1 to qk form an orthonormal
basis of the Krylov subspaceKk(A, b). The Lanczos algorithm
is an iterative procedure that is based on the two equations
αi = qi · Aqi , (3a)
βiqi+1 = Aqi − αiqi − βi−1qi−1 . (3b)
These equations correspond to a classical Gram-Schmidt or-
thogonalization. One can show that due to the Hermiticity of A,
the newly constructed vector qi+1 is automatically orthogonal
to all previous Lanczos vectors, except the last two. There-
fore, the classical Gram-Schmidt orthogonalization reduces to
the subtraction of the contributions from two previous vectors,
shown in Eq. (3b).
Due to the well-known stability issues of the classical Gram-
Schmidt algorithm, Paige [34] suggested to replace (3) by a
modified Gram-Schmidt orthogonalization against the last two
previous vectors. With the modified Gram-Schmidt orthogo-
nalization Eq. (3a) becomes
αi = qi · (Aqi − βi−1qi−1) , (4)
which is in exact arithmetic equivalent to (3a) because qi and
qi−1 are orthogonal. This leads to the Lanczos algorithm as
shown in Fig. 1. Using an arbitrary nonzero starting vector b it
calculates the columns of the matrix Q iteratively such that (2)
is fulfilled. After each iteration with 1 < k < N the relation
AQ(k) = Q(k)T(k) + [0, . . . , 0︸  ︷︷  ︸
k−1 times
, βkqk+1] , (5)
q1 = b/‖b‖2
z = Aq1
for i = 1 to k − 1 do
αi = qi · z
z = z − αiqi
βi = ‖z‖2
qi+1 = z/βi
z = Aqi+1 − βiqi
end for
αk = qk · z
FIG. 1: The Lanczos algorithm calculates the orthonormal basis q1,
q2, . . . ,qk of the Krylov subspace Kk(A, b) of the N × N matrix A.
For N = k the matrix Q = [q1, . . . , qN] and the tridiagonal matrix T
are defined in (2) such that the matrix A factorizes as A = QTQ†.
which is frequently called the Lanczos relation, holds, where
Q(k) is formed by the first k column vectors qi and T(k) is the
symmetric tridiagonal matrix formed by α1 to αk and β1 to
βk−1. Because the Lanczos algorithm in Fig. 1 performs only
matrix-vector products (and inner products) it is sufficient if
the action of the matrix A on some vector can be computed. It
is not necessary to store the matrix elements of A explicitly,
which is a major advantage of the Lanczos algorithm.
Since the transformation Q is unitary, the matrices A and T
are similar and therefore they have the same set of eigenvalues
and the eigenvectors ai of A are related to the eigenvectors ti
of T via
ai = Qti . (6)
In many applications it is sufficient to know some eigenval-
ues and eigenvectors of A. Because the matrix T(k) is the
representation of A in the Krylov subspace Kk(A, b) and as a
consequence of the Lanczos relation (5) the approximation
A ≈ Q(k)T(k)Q(k)† (7)
holds. Thus, some of the eigenvalues λi of A may be approxi-
mated by the eigenvalues λ(k)i of T
(k) with k  N, that is when
the Lanczos iteration is stopped after k iterations. Approximate
eigenvectors of A can be obtained by
ai ≈ a(k)i = Q(k) t(k)i . (8)
The error of the approximate eigenvalues is bounded by [35]
∆λ(k)i = minj
∣∣∣λ(k)i − λ j∣∣∣ ≤ ∣∣∣βktki ∣∣∣ , (9)
where tki denotes the kth (the last) component of the ith eigen-
vector of the matrix T(k). Furthermore,
∣∣∣βktki ∣∣∣ equals the residual
of the ith eigenvector, that is,∥∥∥Aa(k)i − λ(k)i a(k)i ∥∥∥2 = ∣∣∣βktki ∣∣∣ , (10)
where ‖·‖2 denotes the Euclidean vector norm. The error es-
timate (9) allows one to monitor the error after each iteration
and to stop as soon as a sufficient accuracy has been reached.
3A notable deficiency of the simple Lanczos algorithm as pre-
sented here is its numerical instability. In exact arithmetic the
matrix Q is unitary. This property, however, is lost in floating
point arithmetic when rounding errors occur. Paige’s theorem
[35] shows that the Lanczos vector qi looses its orthogonality
with respect to the other Lanczos vectors as the corresponding
eigenvalue converges. Thus, convergence comes at the price
of loss of orthogonality. The numerical stability can, however,
be increased by applying reorthogonalization. This means,
the orthogonalization against the two previous Lanczos vec-
tors is replaced by an orthogonalization against all previous
Lanczos vectors using either the classical Gram-Schmidt algo-
rithm or the modified Gram-Schmidt algorithm. This is still
not unconditionally stable. Unconditional stability is ensured
by applying orthogonalization twice [36]. This extension of
the Lanczos algorithm is usually called the Lanczos algorithm
with full reorthogonalization. In the following, it will be used
to demonstrate the convergence behavior and to demonstrate
that degenerate states are found correctly. An alternative to
the very expensive full reorthogonalization is partial reorthog-
onalization [37]. All reorthogonalization approaches, however,
have the common disadvantage that they require all Lanczos
vectors to be stored. If no reorthogonalization is applied, stor-
age of three vectors is sufficient to determine the approximate
eigenvalues. If, however, also the approximate eigenvectors
(8) are required then the whole matrix Q(k) has to be stored.
Alternatively one can run the Lanczos algorithm a second time
to calculate the approximate eigenvectors a(k)i after the vectors
t(k)i have been determined. The application of the matrix Q
(k)
to the vector t(k)i is calculated while performing the second
Lanczos iteration.
3. The Dirac equation
The Dirac equation
i~
∂Ψ(x, t)
∂t
= Hˆ(t)Ψ(x, t) (11)
describes a relativistic spin one-half particle with rest mass m
and charge q moving in the electromagnetic potentials A (x, t)
and φ (x, t). The in general time-dependent Hamiltonian Hˆ(t)
is in d spatial dimensions given by
Hˆ(t) = c
d∑
i=1
αi (pˆi − qAi (x, t)) + βmc2 + qφ (x, t) , (12)
where pˆi = −i~∂xi and Ai (x, t) denote the components of the
canonical momentum operator and the vector potential, respec-
tively, and αi and β are the Dirac matrices. These matrices
obey the Dirac algebra
α2i = β
2 = 1 , (13a)
αiβ + βαi = 0 , (13b)
αiα j + α jαi = 2δi, j , (13c)
for i, j = 1, . . . , d. In one dimension the Dirac matrices are
given by 2 × 2 matrices. The choice α1 = σ1 and β = σ3
with σ1, σ2, and σ3 denoting the three Pauli matrices is the
standard representation for one-dimensional systems. In three
space dimensions, however, 4 × 4 matrices are required with
the standard representation
αi =
(
0 σi
σi 0
)
, β =
(
1 0
0 −1
)
. (14)
The 2 × 2 Pauli matrices also fulfill the Dirac algebra in two
dimensions with α1 = σ1, α2 = σ2, and β = σ3. The resulting
two-dimensional Dirac equation does, however, not include
the spin degree of freedom. To incorporate the electron spin
into a two-dimensional Dirac equation the 4 × 4 matrices (14)
have to be employed. Because the Dirac Hamiltonian is a
matrix operator Dirac wave functions have two or four complex
components. As in the nonrelativistic case the eigenvalue
equation resulting from the time-independent problem reads
HˆΨ(x) = EΨ(x) . (15)
The spectrum of a free particle consists of a positive and a
negative continuum (−∞,−mc2] ∪ [mc2,∞), which are usually
associated with particles and anti-particles.
A formal solution of the time-dependent problem of the
Dirac equation (11) can be given using the time-ordering oper-
ator. For numerical calculations we neglect time ordering and
approximate the time evolution operator U (t, t + ∆t) in first
order via the first term of a Magnus expansion [38, 39], which
results in
Ψ(x, t + ∆t) = U (t, t + ∆t) Ψ(x, t) ≈
exp
(
− i
~
∫ t+∆t
t
Hˆ(t′) dt′
)
Ψ(x, t) + O
(
∆t3
)
. (16)
By discretization of the wave function Ψ(x, t) the Hamiltonian
Hˆ(t) becomes a matrix. Thus, the numerical propagation of
the wave function Ψ(x, t) by one time step ∆t requires the
calculation of a matrix exponential, followed by the application
to the state vector. Similarly, the numerical solution of the
time-independent problem (15) involves the computation of
the eigenvalues and the eigenvectors of a matrix.
4. Time propagation and matrix
exponentials
The standard method for computing the exponential of a Her-
mitian matrix is to calculate its eigendecomposition. Then, the
matrix exponential in the space of the matrix’ eigenvectors re-
duces to exponentials of the eigenvalues. Typical matrices that
result from the discretization of partial differential equations,
however, are so large that full diagonalization is not feasible.
Therefore, the matrix exponential is calculated approximately
in a Krylov subspace of dimension much smaller than the
dimension of the original matrix.
4Let A now denote the Hermitian matrix that results from
the discretization of the operator
∫ t+∆t
t Hˆ(t
′) dt′/~ and ψ(t) the
corresponding discrete representation of the wave function
Ψ(x, t). Utilizing the approximation (7) and the relation (2)
the exponential of the antihermitian matrix −iA applied to
the vector ψ can be calculated approximately in the Krylov
subspace Kk(A,ψ(t)) as [40]
ψ(t + ∆t) = exp (−iA)ψ(t) = Q exp (−iT)Q†ψ(t) ≈
Q(k) exp
(
−iT(k)
)
Q(k)†ψ(t) = ‖ψ(t)‖2Q(k) exp
(
−iT(k)
)
e1 ,
(17)
where e1 denotes the k-dimensional unit vector (1, 0, 0, . . . )T.
The remaining matrix exponential of the matrix T(k) can be
computed by performing a numerical eigendecomposition us-
ing any standard method optimized for tridiagonal real sym-
metric matrices. This diagonalization is not very expensive
because the dimension of T(k) is chosen to be very small com-
pared to the dimension of A. Note that it is required not to
include the factor −i into the matrix A in order to ensure the
Hermiticity of A and thus the applicability of the Lanczos al-
gorithm. Note that (17) involves all Lanczos vectors q1 to qk.
This means that these vectors have to be stored and cannot be
discarded when no longer needed in the Lanczos algorithm.
In order to save memory one can run the Lanczos algorithm a
second time when the matrix Q(k) is multiplied to the vector
exp(−iT(k)) e1.
The error that is introduced by the approximation (17) may
be estimated as [40]
‖∆ψ‖2 ≈ βk‖ψ(t)‖2
∣∣∣∣eTk exp (−iT(k)) e1∣∣∣∣ , (18)
where ∆ψ is the residual vector ψ(t + ∆t)− exp(−iA)ψ(t). This
error estimate can be used to monitor the accuracy of a calcula-
tion and to adjust the size of the time step ∆t or the dimension
of the Krylov subspace k adaptively. However, the number of
Lanczos iterations should be kept on a moderate level since
the orthogonality of the Lanczos vectors may be lost. When
orthogonality is lost, more Lanczos iterations will not further
improve the approximation (17). The estimate (18) is espe-
cially useful because it can be computed with very little extra
cost. It is, however, very loose and tends to overestimate the
actual error. There are more precise but much more expen-
sive to compute estimates, which can be found, for example, in
[40]. Furthermore, the total error in solving the time-dependent
Dirac equation depends also on the discretization of the Hamil-
tonian, which is not included in the estimate (18).
5. Time-independent problems
Paige [41, 42] demonstrated that despite the loss of orthogo-
nality the Lanczos algorithm is a capable method to find few
of the extreme eigenvalues of large Hermitian matrices. This
makes it the ideal tool for computing the bound states of nonrel-
ativistic Hamiltonians, which lie at the lower end of the energy
spectrum. In case of the Dirac equation, however, the bound
states appear inside the band gap in the middle of the spectrum.
Cullum and Willoughby [43] pointed out that the convergence
rate crucially depends on the gap structure of the eigenvalue
spectrum. The λ(k)j converge particularly fast to eigenvalues of
the matrix A that are well-separated from other eigenvalues.
Thus, well-separated interior eigenvalues may converge faster
than clustered extreme eigenvalues. In this section we will
demonstrate that the Lanczos algorithm is able to find also the
eigenvalues of bound states of Dirac Hamiltonians, which are
neither bounded from above nor bounded from below. In fact,
bound states in the band gap converge much faster than states
in the continuum part of the spectrum.
5.1. Soft-core potential in two dimensions
As an illustrative example for the calculation of eigenstates we
consider the two-dimensional soft-core potential with
qφ (r) = −3
2
Ze2
4piε0
√
r2 + 3/Z2
. (19)
For the remainder of this article atomic units will be employed.
In this system of units the electron mass m, the elementary
charge e, the Bohr radius a0 and the reduced Planck constant
~, and as a consequence 1/(4piε0) are unity. The speed of light
equals the inverse fine structure constant and energy is mea-
sured in units of hartree, 1 au = 27.211 385 eV = 1 Eh. The
magnetic field is measured in units of 1 au = 2.350 52 × 105 T.
The soft-core parameters in (19) are chosen such that the
ground-state energy of this potential yields in case of the non-
relativistic Schrödinger equation −Z2/2, which is the same
value as for the three-dimensional Coulomb potential with the
same atomic number Z. The nonrelativistic normalized ground
state of the soft-core potential (19) is [44]
Ψ(r) =
2e
√
3 Z
(
1 +
√
r2Z2 + 3
)
√
3pi(10
√
3 + 17)
exp
(
−
√
r2Z2 + 3
)
. (20)
The four-component Dirac wave functions are discretized
using a pseudospectral method. For this purpose each com-
ponent of the wave function is expanded into a finite set of
N × N two-dimensional basis functions, which are defined
via a tensor product of the first N Hermite functions. During
the calculation wave functions are represented via function
values at the collocation points (rather than by expansion coef-
ficients). The collocation points correspond to the roots of the
Nth Hermite function. Derivatives are then expressed by some
dense matrices. The choice of Hermite functions as the un-
derlying basis functions ensures that the wave function obeys
the boundary condition that Ψ(x, t) goes to zero as |x| → ∞.
Furthermore, the dense pseudospectral differentiation matrices
allow for an approximation of the differential operators that is
much more accurate than local finite difference schemes. Note,
that the discrete variable representation [45, 46] of differential
operators, which is often applied to solve the nonrelativistic
Schrödinger equation, is also based on orthogonal polynomials
similarly to the employed pseudospectral method. Because the
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FIG. 2: Iterative calculation of the eigenenergies of the two-dimensional Dirac Hamiltonian with the soft-core potential (19) with Z = 50 via
the Lanczos algorithm with full reorthogonalization. A basis set of N = 64 basis functions per dimension was employed. Part (a) shows the
eigenvalues (rest-mass energy mc2 subtracted) of the first six bound states as a function of the iteration k, while (b) shows the error bound (9).
For clarity data of only every 10th Lanczos iteration is presented in both plots.
Lanczos approach does not depend on a specific discretization
the discrete variable representation may also be applied to the
Dirac equation.
The convergence behavior of the Lanczos algorithm for the
two-dimensional Dirac equation with a soft-core potential with
Z = 50 is shown in Fig. 2. Here a basis set of N = 64 basis
functions per dimension was used, which corresponds to a
Hamiltonian matrix of size 4 × 642 = 16384. A Gaussian
wave packet of width ∼ 1/Z was used as an initial starting
vector for the Lanczos algorithm. As the soft-core potential
goes to zero for r → ∞ bound states must lie in the range
(0,mc2) and can therefore be identified easily. Figure 2(a)
shows the eigenvalues of the six bound states with the lowest
energy in (0,mc2) as a function of the number of iterations k.
One can see that the ground state converges very fast, excited
states, however, follow significantly later. Note that the bound
states do not appear in their energetic order. The second spin
state of the degenerate ground state, for example, needs about
300 iterations to appear for the first time. As a consequence
of the Cauchy interlace theorem [35, 47] it appears initially
between two already converged eigenvalues and then converges
to the correct value. Figure 2(b) shows for each eigenvalue of
Fig. 2(a) the corresponding error estimate (9). After about 600
iterations both ground state energies are converged to machine
precision. Figure 2 also illustrates that seemingly converged
eigenvalues may cross over to another value, as for example
at k ≈ 300, where the second ground state of the soft-core
TABLE 1: Eigenenergies (minus the rest-mass energy mc2) of the
two-dimensional soft-core potential (19). Results that are obtained
using the Lanczos algorithm with 1000 iterations are compared to
numerical solutions calculated by a Fourier-spectral method. The
same parameters as in Fig. 2 were used.
energy in au
state number Lanczos Fourier
1 −1250.55965 −1250.559
2 −695.15042 −695.151
3 −688.06828 −688.067
4 −487.52777 −487.529
5 −380.4172 −380.425
6 −376.4623 −376.471
7 −320.86 −320.633
8 −318.84 −318.601
9 −247.66 −251.149
potential appears.
In order to validate the quality of the ground state energies
obtained by the Lanczos algorithm we also compared these
to another numerical solution, which was obtained using the
Fourier-spectral method as described for example in [16, 48].
Here the wave function is evaluated on a regular grid and
propagated in time via the Fourier split-operator method. The
bound-state energy values follow from the peaks of the wave-
6TABLE 2: Ground state energies (minus the rest-mass energy mc2)
of the two-dimensional soft-core potential (19) for different values
of the atomic number Z. The results obtained with the Lanczos
algorithm using 1000 iterations are compared to perturbation-theory
results. In addition the exact ground state energy for the corresponding
nonrelativistic Schrödinger equation is given.
energy in au
Z Lanczos perturbation theory nonrelativistic
1 −0.500000089 −0.500000090 −0.5
2 −2.00000144 −2.000001441 −2.0
3 −4.50000728 −4.500007297 −4.5
5 −12.5000562 −12.50005638 −12.5
10 −50.0008998 −50.00090875 −50.0
50 −1250.55965 −1250.697356 −1250.0
function’s auto-correlation spectrum. Table 1 shows the ener-
gies of the first nine bound states computed by both methods.
For the lowest lying states agreement is excellent. Energies of
higher excited states slightly disagree. These states are broader
than the ground state and, therefore, boundary effects start to
set in resulting in different energy values for both methods.
Table 2 shows the ground-state energies of the two-dimen-
sional soft-core potential (19) for various values of Z as ob-
tained from the Lanczos algorithm with the pseudospectral
discretization and from first order perturbation theory where
lowest order relativistic corrections to the solution (20) of the
nonrelativistic Schrödinger equation are taken into account.
For comparison also the nonrelativistic energies are shown.
For small values of Z the numerical values from the Lanczos
method are in excellent agreement (up to eight digits) with
the perturbation theory results. The larger Z, however, the
larger the relativistic effects and for Z = 50 the perturbation-
theory result differs from the numerical value as obtained by
the Lanczos method by about 0.1 %.
5.2. Zeeman effect
We consider the Coulomb potential with an external magnetic
field of magnitude B as an application of the Lanczos algo-
rithm to a fully three-dimensional problem. The magnetic field
leads to the well-known Zeeman splitting of the degenerate
hydrogenic eigenstates. In this section, we analyze the splitting
of the ground state in detail. A perturbative solution of the
relativistic splitting of the hydrogenic ground state is known to
be [49]
∆E =
B
3m
1 + 2
√
1 −
(Z
c
)2 . (21)
In Fig. 3 we analyze the relative Zeeman splitting ∆E/|E0|,
where E0 is the hydrogenic ground state energy (minus the
rest-mass energy mc2) and ∆E the energy splitting caused by
the magnetic field B that scales with the atomic number Z as
B = 0.01 · Z2. Thus the magnetic field can be considered as
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FIG. 3: Relative Zeeman splitting of the Coulomb ground state of
a hydrogen-like atom for a weak magnetic field B = 0.01 · Z2. The
numerical solution matches the perturbative solution. The system is
discretized using a pseudospectral method with N = 128 basis func-
tions per dimension and the Lanczos algorithm with 4000 iterations.
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FIG. 4: Difference of the relative ground-state splitting between the
perturbative result (21) and our numerical result for a hydrogen-like
atom with Z = 50 fixed. For increasing field-strength the numerical
solution disagrees with the perturbative result as expected. For weak
magnetic fields the agreement is excellent.
weak compared to the strength of the electric field close to the
atomic core and consequently the numerical results are in good
agreement with the perturbation-theory result (21).
Figure 4 shows the difference between our numerical result
and the perturbation-theory result (21) for the fixed atomic
number Z = 50 as a function of the magnetic field strength
B. For weak magnetic fields, the numerical solution by the
Lanczos method agrees very well with perturbation theory.
Both results disagree, however, for fields stronger than B ≈
1000 au by a few percent. Here we leave the parameter domain
where perturbation theory is applicable.
6. Time-dependent problems
After demonstrating the application of the Lanczos algorithm to
time-independent relativistic eigenproblems we address time-
7dependent problems now. The motion of a free wave packet is
one of the rare systems where an analytical solution to the time-
dependent Dirac equation is known. Thus, it provides an ideal
benchmark system for time-dependent problems. We chose
a relativistic one-dimensional wave packet containing both
positive-energy and negative-energy free-particle states with
Gaussian momentum distribution. When using the standard
position operator, the center of mass 〈x〉 = 〈Ψ|x|Ψ〉 shows
so-called Zitterbewegung, which is caused by an interference
between positive and negative energy contributions.
In our numerical test we employed the pseudospectral
method with a basis set of 512 basis functions for the spa-
tial discretization of the wave function. Time steps of size
∆t = 10−5 au and k = 8 Lanczos iterations per time step were
used. The numerical result for the wave function Ψnum(x, t),
which is represented by the vector ψ(t), can be compared to
the analytical solution
Ψ(x, t) =
1√
2pi~
∫
e−p2/(4σ2)
4
√
2piσ2
1√
2
(
u+(p) + u−(p)
)
dp , (22)
with the free-particle momentum states of positive and negative
energy
u+(p) =
(
d+(p)
sgn(p)d−(p)
)
ei(px−tE(p))/~ , (23a)
u−(p) =
(− sgn(p)d−(p)
d+(p)
)
ei(px+tE(p))/~ , (23b)
which are defined via
d±(p) =
12 ± 12 √1 + p2/(mc)2
1/2 (24)
and
E(p) =
√
m2c4 + c2 p2 . (25)
The width of the momentum distribution was chosen as σ =
50 au. The numerical result of the wave packet’s center-of-
mass motion is presented in Fig. 5(a). It features the expected
oscillation around the origin with decaying amplitude for larger
times. Figure 5(b) shows the difference | 〈x〉num (t) − 〈x〉 (t)| =
| 〈Ψnum(t)|x|Ψnum(t)〉 − 〈Ψ(t)|x|Ψ(t)〉 |. On average the center-
of-mass error increases linearly with time t but remains at the
order of 10−12 au which is eight orders of magnitude smaller
than the amplitude of the Zitterbewegung.
Note that if the temporal step width is not too large then the
change of the wave function from time t to t + ∆t will be small
and propagating the wave function via (17) can be quite accu-
rate even for relatively small Krylov subspace dimensions. An
upper bound of the error that is introduced due to the Lanczos
approximation of the matrix exponential can be estimated via
Eq. (18). Thus, an upper bound of the total error in a series
of time steps can be estimated by adding up the estimates (18)
at every time step. We call this estimate the cumulative error
bound, which is indicated by the dashed line in Fig. 6. For
the specific set of parameters the error bound (18) turns out to
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FIG. 5: (a) Center-of-mass evolution of a highly relativistic wave
packet with vanishing mean momentum. It was set up to contain both
positive and negative energy components such that Zitterbewegung
can be observed. (b) Difference between the numerical solution based
on the Lanczos algorithm and the exact center-of-mass evolution. The
numerical solution was obtained with N = 512 basis functions and
k = 8 Lanczos iterations per time step.
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FIG. 6: The cumulative error bound (error bound at each time step
given by (18)) and the actual numerical error as functions of the time
for the simulation shown in Fig. 5.
be almost constant and therefore the cumulative error bound
grows linearly. In addition, we computed at every time step the
real error of the wave function defined as ‖ψ(t) − ψexact(t)‖2,
where the vector ψexact(t) equals the analytical solution Ψ(x, t)
given by (22) at the collocation points. This error is indi-
cated by the solid line in Fig. 6. Comparing the two lines in
Fig. 6 illustrates that the error bound (18) indeed overestimates
the actual numerical error. At the end of the propagation at
t = 0.006 au the error of the wave function is almost an order
8of magnitude smaller than the cumulative estimate, despite the
fact that the error introduced by discretization is not included in
the estimate (18). Note that, in Fig. 6 it appears as if for times
t < 0.0003 au the numerical error ‖ψ(t) − ψexact(t)‖2 would be
larger than the cumulative error bound. This, however, is an
artifact caused by the numerical evaluation of the exact wave
function (22) which involves a numerical integration via a dis-
crete Fourier transform on a regular grid and interpolation to
the collocation points. In conclusion, our results show that
very precise approximations of the time evolution operator of
the time-dependent Dirac equation can be calculated by the
Lanczos algorithm.
7. Parallel implementations
Our evaluation of the Lanczos propagator for the Dirac equa-
tion was mainly motivated by the fact that the Lanczos algo-
rithm has the potential to scale well in parallel implementa-
tions on various parallel computing architectures including
distributed memory systems. Thus, it might be suitable for
large-scale computations. A parallel Lanczos algorithm only
requires parallel computation of inner products and a parallel
implementation of the Hamiltonian’s action on a state vector.
In the program Dirac_Laczos we implemented a parallel ver-
sion of the Lanczos propagator for the two-dimensional Dirac
equation by utilizing the Message Passing Interface (MPI) stan-
dard [50]. The differential operators of the Hamiltonian were
approximated via first order finite differences. In this case (and
in contrast to the pseudospectral method used in the previous
sections) the differentiation matrices are sparse and the Hamil-
tonian’s action on a state vector can be parallelized efficiently
via decomposition of the total rectangular computational grid
into smaller sub-grids; one sub-grid per process. This do-
main decomposition approach can also be applied to other
finite-difference based algorithms, for example, real space split
operator schemes for the Klein-Gordon equation [51] and the
Dirac equation [17]. The exchange of boundary data between
neighboring domains is implemented via the nonblocking MPI
functions MPI_Isend and MPI_Irecv [32]. Parallel scalar
products are calculated via MPI_Allreduce.
For the following benchmarks we consider a free two-dimen-
sional wave packet. It is constructed by a Gaussian superpo-
sition of positive-energy free-particle states with mean mo-
mentum p = (100 au, 0 au) and a momentum space width of
σx = σy = 400 au. Due to the broad momentum distribution
and the nonlinear relativistic relation between velocity and
momentum a shock front with a ring structure emerges during
the temporal evolution of the wave packet as shown in Fig. 7.
The figure’s left part shows the initial wave packet and the
right part shows the wave packet at time t = 0.0001 au. The
nonzero mean momentum in x direction leads to a motion of
the wave-packet’s center-of-mass into this direction. The cal-
culation was performed on a regular grid of 8192 × 8192 grid
points and employing k = 10 Lanczos iterations per time step
of size ∆t = 10−7 au each. Due to the rather large grid that was
used here the sequential propagation of a single time step took
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FIG. 7: Two-dimensional wave packet containing a Gaussian superpo-
sition of positive-energy free-particle states with a broad momentum
distribution. The left part shows the density |Ψ(r, t)|2 at time t = 0 au
and the right part at t = 0.0001 au.
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FIG. 8: Speedup of the Dirac Lanczos propagator in our MPI imple-
mentation as a function of the number of parallel processes p.
about two minutes on the employed hardware.
To analyze the scaling properties of the Dirac Lanczos prop-
agator, the propagation of the wave packet in Fig. 7 was carried
out with a varying number of parallel processes p giving the
run time Tp. Comparing this to a sequential calculation yields
the speedup sp = T1/Tp. The calculations were performed on
a homogeneous cluster of nodes with dual Xeon-E5 CPUs with
8 cores each (16 cores per node). The nodes were connected
with a 10 Gigabit Ethernet interconnect. With increasing num-
ber of processes the nodes were filled up successively. In order
to avoid performance degeneration due to intra-node process
migration between different CPUs each process was pinned to
a specific core. The measured speedup is shown in Fig. 8. The
speedup is approximately linear in the number of processes but
differs from the ideal scaling sp ≈ p due to the communication
overhead, which also grows with the number of processes.
The discretization by finite differences leads to a consecu-
tive memory-accesses pattern when calculating the inner prod-
ucts and applying the Hamiltonian with very few accesses
per fetched memory element. Consequently, the CPUs’ cache
hierarchy cannot be used efficiently, so that the memory band-
width limits the performance. The inset of Fig. 8 illustrates the
9memory-bandwidth limitation of the Lanczos propagator. For
p ≤ 10, that is when a node with 16 cores is still under-utilized,
we have an almost ideal scaling with sp ≈ p. But for p > 10
limitations due to the memory bandwidth set in. This effi-
ciency degradation occurs before the first node is completely
filled with 16 processes. Thus, network traffic is not the main
performance limiting factor. Further numerical experiments
showed that the speedup and the parallel efficiency can be in-
creased when the nodes are systematically under-utilized. This
means that, for example, only four cores per CPU are used.
This also supports our assertion that the Lanczos propagator is
memory-bandwidth bounded.
8. Conclusions
We evaluated the Lanczos algorithm for the application to
the time-independent and the time-dependent Dirac equation.
Our results indicate that the Lanczos algorithm is able to
compute precise solutions of the Dirac equation. This was
demonstrated for the time-independent eigenvalue problem
solving the two-dimensional soft-core potential and the three-
dimensional Coulomb potential with an additional strong mag-
netic field. While in the case of the soft-core potential the
numerical instabilities of the Lanczos algorithm were circum-
vented by applying full reorthogonalization, the plain Lanczos
algorithm was applied to the Coulomb potential with magnetic
field. As in the case of the soft-core potential the Lanczos
approach allowed us to calculate the pair of bound states with
lowest energy, such that we were able to calculate the Zeeman
splitting in a strong magnetic field. Furthermore, we demon-
strated for one- and two-dimensional wave packets that the
Dirac-equation’s time evolution operator can be approximated
very precisely using the Lanczos algorithm.
The Lanczos approach is not specific to particular means of
discretization of the Dirac Hamiltonian as long as the discretiza-
tion preserves Hermiticity. Here we employed pseudospectral
methods and finite differences. The latter yields a sparse ma-
trix representation of the Dirac Hamiltonian and in this case
the Lanczos propagator can be parallelized very efficiently
via domain decomposition as demonstrated in this paper. The
benefit of pseudospectral discretizations is to approximate the
differential operators of the Dirac Hamiltonian very precisely
and in this way allowing for very accurate bound-state calcu-
lations and time-propagation. The accuracy of the Lanczos
Dirac propagator combined with its property to perform well
on modern parallel hardware architectures makes it a good
choice for large-scale calculations of relativistic quantum dy-
namics. A specific implementation of the Lanczos propagator
for the Dirac equation is given in the program Dirac_Laczos,
which utilizes message passing for parallelization. It might be
interesting to implement the Dirac Lanczos propagator also on
other parallel hardware architectures, as for example graphics
processing units.
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