We present a novel stabilization procedure for accurate surface formulations of electromagnetic scattering problems involving three-dimensional dielectric objects with arbitrarily low contrasts. Conventional surface integral equations provide inaccurate results for the scattered fields when the contrast of the object is low, i.e., when the electromagnetic material parameters of the scatterer and the host medium are close to each other. We propose a stabilization procedure involving the extraction of nonradiating currents and rearrangement of the right-hand side of the equations using fictitious incident fields. Then, only the radiating currents are solved to calculate the scattered fields accurately. This technique can easily be applied to the existing implementations of conventional formulations, it requires negligible extra computational cost, and it is also appropriate for the solution of large problems with the multilevel fast multipole algorithm. We show that the stabilization leads to robust formulations that are valid even for the solutions of extremely low-contrast objects.
Introduction
In various physical applications, electromagnetic surface integral equations (SIEs) are commonly used to formulate problems involving dielectric objects with arbitrary shapes [1] . Using equivalent surface currents and applying the boundary conditions on the surface of the scatterer, a set of integral equations can be derived. In the literature, various SIE formulations are reported for the numerical solution of scattering problems involving three-dimensional dielectric objects [2] [3] [4] [5] [6] [7] [8] . However, those formulations become inaccurate to calculate the scattered fields as the contrast of the object decreases, i.e., when the electromagnetic material properties of the object and the host medium become close to each other. There are various applications involving scattering from low-contrast objects. Examples are narrow-band dielectric photonic crystals [9] , polymeric materials [10] , plastic mines buried in soil [11] , and biological tissues [12] , such as red blood cells in blood plasma [7, 13, 14] . On the other hand, it is usually difficult to investigate low-contrast structures with the SIEs, since these formulations encounter stability problems when the contrast is low and the scattered fields are weak. This breakdown, which limits the applicability of the surface formulations, does not arise in volume integral equations (VIEs). Therefore, VIEs can be used to solve such problems accurately. However, it is also desirable to extend the applicability of SIEs to low-contrast problems in order to use the advantages of the surface formulations, which may require lower numbers of unknowns compared to VIEs for some problems.
The inaccuracy of SIEs for the solution of low-contrast problems is due to insufficient modelling of the radiating parts of the equivalent currents defined on the objects [15] . By extracting the nonradiating parts of the currents and solving the modified equations only for the radiating currents (similar to the volume formulations), scattered fields from low-contrast objects can be calculated accurately. Recently, we have applied this procedure to various integral-equation formulations for the solution of three-dimensional problems with arbitrary geometries [16] [17] [18] . For both the tangential (T) and normal (N) formulations, our stabilization technique involves the expansion of the incident fields in a series of basis functions and the rearrangement of the right-hand sides (RHSs) of the equations. By eliminating the terms related to the identity operators, accuracy of the formulations can be improved further at the cost of increased processing time. This stabilization procedure is simple and easily applied to the existing implementations of the conventional formulations. On the other hand, the resulting formulations are stable only for moderately low-contrast problems and they break down as the contrast is further decreased to very low values. In addition, these ''quasi-stable" formulations are sensitive to how accurately the matrix elements are computed and the stable region is more limited when finite-precision methods, such as the fast multipole method (FMM) and the multilevel fast multipole algorithm (MLFMA) [3] , are used in order to accelerate the solutions.
As a remedy, in this paper, we introduce a novel stabilization procedure for accurate solutions of scattering problems involving arbitrarily low-contrast dielectric objects. Similar to previous techniques, this stabilization procedure is also based on extracting the nonradiating parts of the currents. However, the RHSs of the equations are rearranged in a different manner using fictitious incident fields. Since the left-hand sides (LHSs) of the equations do not change and the modification of the RHSs requires only a few matrix-vector multiplications (MVMs) involving the operators that are already available, this stabilization procedure is also easy to implement and the extra computational cost is negligible. The technique is applied on a T formulation although it can be generalized to other existing formulations, including the N formulations. We present the results of scattering problems involving dielectric spheres of various sizes since the analytical solutions are available for these problems. We also demonstrate the improved accuracy provided by the stabilization technique on scattering problems involving a cube geometry by performing convergence analysis and comparing the results obtained by using SIEs with the results of a VIE implementation. For the solution of large problems, we use FMM and MLFMA to accelerate the MVMs required by the iterative solvers. Our results show that the stabilized equation does not break down even for the solution of scattering problems involving extremely low-contrast objects, such as a sphere of relative permittivity 1 þ 10 À9 in free space.
The rest of the paper is organized as follows. In the next section, we summarize the conventional surface formulations. Section 3 presents the extraction of the nonradiating currents to obtain stable formulations. Then, Section 4 introduces the novel stabilization technique based on fictitious fields. Finally, Section 5 provides numerical examples, followed by our concluding remarks in Section 6.
Surface formulations
In the surface formulations of scattering problems involving homogenous dielectric objects, the operators are defined as
IfXgðrÞ ¼ XðrÞ;
for the outside (l ¼ 1) and inside (l ¼ 2) the object. In (1) and (2), S is the surface of the object, PV indicates the principal value of the integral, k l is the wavenumber associated with medium l, and
is the homogenous-space Green's function. Using the operators in (1)-(3), the general procedure of the surface formulations can be summarized as follows:
(1) Apply the operators on the equivalent surface currents JðrÞ and MðrÞ to obtain the expressions for the scattered fields. Electric and magnetic currents can be defined as
JðrÞ ¼n Â HðrÞ; ð5Þ
wheren is the outward normal vector at a point r on the surface. (2) Enforce the boundary conditions for the tangential electric and magnetic fields on the surface of the scatterer. (3) Combine the outer (l ¼ 1) and the inner (l ¼ 2) formulations appropriately to derive a set of equations to solve for JðrÞ and MðrÞ. (4) Calculate the scattered electric and magnetic fields from JðrÞ and MðrÞ.
Based on the items above, various formulations can be derived by using different combinations of the boundary conditions, testing schemes, and scaling operations. Several of them are accurate, free of the internal resonance problem, and commonly used in the literature [2] [3] [4] [5] [6] [7] [8] .
When the boundary conditions are tested directly by using the tangential unit vectort at the observation point, the T formulations are derived as [6] 
Comments on T and N formulations
Using a Galerkin scheme and choosing the same set of basis and testing functions for the discretization, N formulations in (10) contain well-tested identity operators. These strong interactions are located on the diagonal blocks of the matrix equations. On the other hand, T formulations in (7) contain weakly-tested identity operators on the non-diagonal blocks, which may vanish as in (9) . Because the T and N formulations have different forms of identity operators, the two formulations show different behaviors in terms of conditioning and accuracy:
(1) Due to their well-tested identity operators, N formulations are usually better-conditioned than the T formulations [6, 7, 19] . Therefore, iterative solutions of the N formulations are easier; this is essential, especially when the problem size is large. To obtain rapid convergence with the T formulations, iterative solvers can be accelerated by employing preconditioners. (2) Although they are better conditioned, N formulations can be considerably less accurate compared to the T formulations for the same discretization [6] . This inaccuracy is also observed in the solution of perfectly conducting objects with the magnetic-field integral equation, which is also an N formulation [20, 21] . The source of the error is the identity operators. In this paper, we use Rao-Wilton-Glisson (RWG) [22] basis functions to expand the unknown current densities. Choosing a more appropriate set of basis functions [23] [24] [25] [26] and applying a regularization to smooth the identity operators [27] are among the possible ways to improve the accuracy of the N formulations.
Low-contrast breakdown of conventional formulations
As the contrast goes to zero, i.e., 2 ! 1 and l 2 ! l 1 , the T formulation in (9) becomeŝ
In addition, the incident fields due to the external sources satisfy the set of identities [18] tÁ nÂ ( )
Consequently, the solution of (12) 
where the same solution can be obtained trivially. We note that the ''incident currents" {n Â H i ðrÞ; Àn Â E i ðrÞ} do not radiate and the conventional forms of the surface formulations satisfy the limit case mathematically. On the other hand, when they are discretized, these formulations fail to provide accurate results for the scattered fields from the low-contrast objects.
To understand the breakdown of the surface formulations, we note that any arbitrary solution can be decomposed as
JðrÞ ¼n Â HðrÞ ¼n Â H i ðrÞ þn Â H r ðrÞ; ð15Þ
where {n Â H i ðrÞ;n Â E i ðrÞ} do not radiate. As the contrast goes to zero, these nonradiating currents dominate the total currents, while the radiating currents, i.e., {n Â H r ðrÞ;n Â E r ðrÞ}, tend to vanish. As an example, Fig. 1 presents the equivalent electric and magnetic currents on the surface of a dielectric sphere of radius 0.3 m illuminated by a plane wave at 6 GHz. The sphere is in free space and has a relative dielectric constant of r ¼ 1 þ 10 À4 . The radiating parts of the currents are also depicted in Fig. 2 . Comparing Figs. 1, and 2, we observe that the radiating currents form very small portions of the total currents. Therefore, when the total currents are solved by employing the conventional surface formulations, it becomes difficult to perform the calculations accurately enough to capture the small radiating currents properly. In other words, even though the surface currents JðrÞ and MðrÞ are computed with relatively small error, scattered fields may not be obtained accurately from them, since the radiating currents are numerically insignificant compared to the nonradiating currents [15] .
Stabilization of surface formulations by extracting nonradiating currents
In order to calculate the scattered fields accurately, we extract the nonradiating parts of the currents and solve only the radiating currents as the unknowns of the problem. Stabilization of the T formulation in (9) leads tô
which we call stable CTF (S-CTF). Similarly, stable CNF (S-CNF) is obtained from the N formulation in (11) as
ðrÞ: ð18Þ
We note that the LHSs of the stable formulations are the same as those of their conventional forms. In other words, the stabilization procedure only requires a modification on the RHSs of the formulations. On the RHSs, both S-CTF and S-CNF involve operators applied on the incident fields. Since these operators are already available, the stabilization does not require a significant cost in terms of the processing time and memory usage. The extra cost is only due to the calculation of the ''modified" RHSs before the iterative solutions, which can be performed in negligible time compared to other parts of the implementations. In their discrete forms, a direct approach to apply the operators on the incident fields is to expand the fields in a series of basis functions and perform MVMs. The expansion can be achieved by using the identity operators and solving the equation
with the method of moments. Using the RWG functions, the identity operators lead to sparse matrices and the discrete form of (19) can be written as
where I½m; n ¼ ht m ðrÞ; b n ðrÞi; ð21Þ
and the vectors x i and y i represent the expansion coefficients, i.e.,
x i ½nb n ðrÞ; ð24Þ
In (21)- (25), b n ðrÞ and t m ðrÞ are the basis and testing functions, respectively, for m; n ¼ 1; 2; . . . ; N. The solution of (19) usually requires negligible time; however, the use of the discretized identity operators may deteriorate the accuracy of the results. Although this is not critical for S-CNF, which already involves identity operators on the LHS, the accuracy of S-CTF can be affected significantly. Therefore, to further improve the accuracy of the T formulation, we can obtain the coefficients x i and y i by solving the discrete form of (13) [18] . This formulation, which is called the double-stabilized CTF (DS-CTF), is completely free of the identity operators at the cost of increased processing time due to the extra solution of the dense equation in (13) . The three stable formulations described above, namely, S-CNF, S-CTF, and DS-CTF, provide accurate results for moderately low-contrast problems that cannot be solved accurately with conventional formulations [18] . On the other hand, these stable formulations also have limitations; they break down when the contrast is decreased to very low values. In the next section, we introduce a novel stabilization procedure based on using fictitious incident fields to rearrange the RHSs of the formulations. This stabilization technique leads to more robust formulations that are valid for arbitrarily low contrasts.
A stabilization procedure based on fictitious incident fields
In both (17) and (18), the RHSs of the equations are obtained by applying the inner and outer operators on the incident fields. In addition, the operators are subtracted from each other so that the RHSs go to zero as the contrast decreases. Hence, we call these formulations operator-based stabilization formulations (OBSFs). Using OBSFs, the radiating parts of the currents can be computed accurately for low-contrast objects, i.e., when the radiating currents are numerically insignificant compared to the nonradiating currents. This is because the relatively large nonradiating currents are extracted, and only the radiating currents are solved for. Despite this corrective approach, even OBSFs break down and fail to provide accurate results for very low contrasts. The reason is the numerical errors arising during the computation of the RHSs of OBSFs, which become significant when the contrast decreases to very low values and renders the RHS vanishingly small.
To explain the numerical problems in OBSFs, we consider S-CTF in (17) . The RHS of S-CTF is obtained by applying the integro-differential operators on the nonradiating currents, i.e., we compute RHS S-CTF ¼t Á
Operators related to outer and inner media are applied on the tangential incident fields (nonradiating currents) in the first and the second terms of (26), respectively. Then, the second term is subtracted from the first term to compute the RHS. When the contrast is low, the RHS is small, but it is obtained by the subtraction of two terms that are relatively large. As detailed in Section 3, the discretized operators are applied on the incident fields by expanding the fields in a series of basis functions and performing MVMs. Therefore, the two terms of the RHS of S-CTF in (26) ization and the accuracy of the MVMs, those errors can be significant and the RHS of S-CTF may not be calculated accurately when the contrast is very low, i.e., when the result of the subtraction is extremely small. In general, OBSFs fail to provide accurate results when the contrast is decreased to very low values. Therefore, it is desirable to obtain a robust formulation that is valid for arbitrarily low contrasts. We achieve this by introducing fictitious fields and forming RHSs based on the difference of fields. This method leads to accurate calculation of the RHSs, even when the contrast is very low. We will present the stabilization procedure on the T formulation in (9), although it is also applicable to other T and N formulations.
When the incident fields are extracted from the LHS, the T formulation in (9) can be rewritten aŝ 
by using the parameters of the inner medium for the outside. This way, similar to the identities in (13), we havê tÁ nÂ ( )
Finally, by adding and subtracting the terms of (32) in (27) 
which we call field-based-stabilized CTF (FBS-CTF). In contrast to OBSFs, FBS-CTF has a RHS obtained by subtracting the real and fictitious incident fields from each other. These subtractions can be performed analytically in the continuous space before the discretization. Then, the operators related to the inner medium are applied to compute the second term of the RHS in (33). We note that the RHS of FBS-CTF is obtained as the sum of two terms, i.e., 
which are both small when the contrast is low. Consequently, the RHS can be calculated accurately for arbitrarily low contrasts, and it is sensitive to neither the discretization errors nor the numerical errors arising during MVMs. FBS-CTF can easily be obtained from the conventional CTF implementation and, similar to S-CTF and S-CNF, its extra cost is also negligible.
Results
To compare the accuracy of the formulations, we first present the results of the scattering problems involving a sphere of radius 0.125k 1 (''small sphere") and a sphere of radius 0:5k 1 (''medium sphere"), where k 1 is the wavelength outside the spheres. The objects are in free space, they have various relative permittivities from r ¼ 1 þ 10 À1 to r ¼ 1 þ 10 À9 , and they are illuminated by a plane wave propagating in the z direction with the electric field polarized in the x-direction. The same discretization (triangulation) is used for both spheres and the mesh size is about k 1 =40 for the small sphere and k 1 =10 for the medium sphere. For the small sphere, the dense k 1 =40 triangulation is required in order to model the sphere geometry accurately. We employ RWG basis functions and iteratively solve the matrix equations obtained by the discretization of various formulations. Both problems have the same matrix size of 1860 Â 1860 and the matrix elements are computed directly with 10 À2 relative error. the forward-scattering direction. For reference, the RCS values are also computed analytically by a Mie-series solution. When the contrast is 0.1, all of the formulations provide accurate results that are close to the analytical curve. As the contrast decreases to 10 À5 , however, we observe that the conventional formulations, i.e., CTF and CNF, break down and cannot provide accurate results. When the contrast is further reduced to 10 À9 , OBSFs also fail to agree with the analytical curve. For this extremely low contrast, the only formulation that provides accurate results is FBS-CTF. Fig. 4 presents the bistatic RCS results for the medium sphere. Similar to the small sphere, conventional formulations and OBSFs encounter stability problems as the contrast is reduced down to 10 À9 , while FBS-CTF is accurate for all contrasts. To further compare the formulations, Fig. 5 presents the relative root-mean-square (RMS) error as a function of the contrast. To calculate the error, we first compute the far-zone electric field on the / ¼ 0 plane at p ¼ 360 points from 0 to 180 . Then, the relative RMS error is defined as
where f C and f A are the computational and analytical values (complex arrays of p elements containing co-polar electric fields), respectively, and k Á k 2 represents the 2-norm of the arrays. Fig. 5(a) shows that the RMS errors of CTF and CNF increase sharply when the contrast decreases below 10 À1 -10 À2 , while OBSFs break down when the contrast is about 10 À5 -10 À6 . On the other hand, the error of FBS-CTF is almost constant with respect to the contrast. Similar observations can be made for the results of the medium sphere in Fig. 5(b) .
Since the small sphere is discretized with very small triangles (k 1 =40) with respect to wavelength, the advantage of using DS-CTF or S-CTF compared to S-CNF is not obvious in Fig. 5(a) . On the other hand, Fig. 5(b) shows that the three OBSFs show different characteristics for contrasts larger than the breakdown point. This is because the medium sphere is discretized with k 1 =10 mesh size and the effect of using the identity operators on the accuracy becomes visible. Using the identity operators on both RHS and LHS, S-CNF has larger error compared to S-CTF and DS-CTF. S-CTF has identity operators on the RHS and its accuracy is slightly worse than DS-CTF, which is completely free of the identity operators and the most accurate formulation up to breakdown point. We note that DS-CTF requires twice the processing time of S-CTF. In addition, S-CNF leads to betterconditioned matrix equations that are easier and more efficient to solve iteratively. Therefore, there exists a tradeoff between the accuracy and efficiency of the solutions. Finally, in Fig. 5(b) , we note that DS-CTF is even better than FBS-CTF for contrasts 10 À1 -10 À6 , since FBS-CTF also uses identity operators on the LHS to apply the operators on the difference of real and fictitious incident fields. For larger problems, we implement MLFMA to accelerate the iterative solutions of the dielectric formulations. Efficient and accurate diagonalization of the operators can be found in various references [3, 28] . As an example, we present the results of a sphere of radius 6k 1 discretized with 264,006 RWG functions. Scattering problems are solved by 5-level MLFMA, where the near-field interactions are calculated with 1% error and the far-field interactions are computed with three digits of accuracy. Fig. 6(a) depicts the bistatic RCS values on the / ¼ 0 plane when the sphere is illuminated by a plane wave propagating in the z-direction with the electric field polarized in the x-direction and the contrast of the sphere is 10 À9 . We observe that all formulations except for the FBS-CTF fail to provide accurate results compared to Mie-series solution. As presented in Fig. 6(b) , the accuracy of FBS-CTF is stable for all values of the contrast from 10 À1 to 10 À9 . OBSFs are also stable in the 10 À1 -10 À5 range, while they offer different levels of accuracy depending on the use of the identity operators. However, they break down when the contrast decreases below 10 À5 . Finally, as in the previous examples, the conventional CTF and CNF break down immediately below 10 À1 contrast, testifying to the need for stabilized formulations.
FBS-CTF provides accurate solutions of low-contrast problems with negligible extra computational cost. As an example, we consider the solution of a scattering problem involving a sphere of radius 6k 1 seconds, since both inner and outer operators are applied. Then, each CGS iteration is performed in 548 s. Besides, the number of iterations to reduce the residual error to less than 10 À3 is 270, and the solution time of FBS-CTF is about 41 h. The solution time can be reduced by accelerating the iterative convergence via preconditioners or by parallelizing the MLFMA implementation on a cluster of processors. Nevertheless, the stabilization procedure, which requires only 138 s, is always negligible compared to the solution part. Finally, the stabilization procedure does not change the number of iterations significantly since only the RHS is modified. For the solution of the same problem, the conventional CTF requires 285 CGS iterations. In addition to the spheres with smooth surfaces, we present the results of the scattering problems involving a cube with edges of k 1 , where k 1 is the wavelength outside the object. The cube is in free space and it is illuminated by a plane wave propagating in the z-direction with the electric field polarized in the x-direction. We consider three different relative permittivities for the cube, i.e., r ¼ 1 þ 10 À1 , r ¼ 1 þ 10 À3 , and r ¼ 1 þ 10 À6 , corresponding to 10 À1 , 10 À3 , and 10 À6 contrasts, respectively. In addition, each problem is discretized with three different triangulations with mesh sizes k 1 =10, k 1 =20, and k 1 =30. Scattering problems are solved by FMM, where the near-field interactions are calculated with 1% error and the farfield interactions are computed with three digits of accuracy. corresponds to the forward-scattering direction. The contrast of the cube is 10 À1 . As depicted in Fig. 7(a) , there are relatively small discrepancies among the results obtained by using different formulations with k 1 =10 mesh size. On the other hand, when the discretization quality is improved by decreasing the mesh size to k 1 =20 and k 1 =30, all solutions converge to each other as depicted in Fig. 7(b) and Fig. 7(c) , respectively. Finally, in Fig. 7(d) , we compare the RCS values obtained by using FBS-CTF and k 1 =30 mesh size with those obtained by using the electric-field VIE [29] , which is immune to low-contrast problems. Fig. 7 (d) confirms that FBS-CTF and the other surface formulations are accurate when the contrast of the cube is 10 À1 . 
Conclusion
In this paper, a novel stabilization technique is introduced for the accurate surface formulations of dielectric bodies with arbitrarily low contrasts. Similar to previous stabilization procedures, the technique is based on extracting the nonradiating currents and solving the modified equations to obtain the radiating currents. In addition, this technique involves the use of fictitious incident fields to rearrange the RHSs of the equations appropriately. We apply the stabilization to a combined T formulation although it is also applicable to other T the N formulations. The stabilization is easy to implement by modifying the existing codes for conventional formulations. In addition, the extra cost due to the stabilization is negligible. Our results show that the stabilized equation, namely, FBS-CTF, provides accurate results even for extremely low-contrast objects, such as a sphere with a contrast of 10 À9 .
