IV(G)1 + 1 is the Betti number of G. For graphs with loops we show that [p(G)/21 -2s yM(G) c &G)/Z] if G is vertex 2-connected, and compute the exact value of yM(G) if the
Introduction aud statement of main results
This paper is devoted to an investigation of the maximum genus of graphs of diameter two with multiple adjacencies and loops permitted.
Unlike the diameter, the maximum genus is invariant under homeomorphisms therefore the results presented below obviously extend to graphs homeomorphic to those of diameter two. Recall that the maximum genus yM(G) of a connected graph G is the largest genus of an orientable surface on which G has a 2-cell embedding. (For basic information and results see [l, Section 5 .31 and [7] . ) Leshchenko [4] proved that every simple graph of diameter two with even Betti number admits a 2-cell embedding on an orientable surface with one region. In the current terminology, he has shown that such graphs are upper embeddable. It seems to be worth asking whether all (simple) graphs of diameter two are upper embeddable. Our Theorem 1 presents an affirmative answer to this question, which completes and slightly generalizes the result of Leshchenko by allowing multiple edges.
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A similar question can be posed for graphs with diameter two and loops allowed. However, such graphs need not be upper embeddable in general. Thus the upper bound yM s p/2 (see [6] ) motivates the study of the difference
If for a spanning tree T of a graph G we let g(G, T) denote the number of components of the cotree G -E(T) which have odd size (=number of edges) then it is well known [9] that E(G) = min{g(G, T): T a spanning tree of G}.
Since every 4-connected graph admits a connected cotree [3] and thus is upper embeddable, we can confine ourselves to graphs with lower connectivity. In this case the minimum number of components in a cotree may be arbitrarily large. The study of this number appears to be important in determining the Betti deficiency of low-connected graphs with loops.
For a connected graph G let us denote by f(G, T) the number of components of the cotree G -E(T). Define c(G) = min{ g(G, T): T a spanning tree of G}.
Clearly, c(G) s c(G).
In [8] we prove that if G is a vertex 2-connected graph of diameter two then c(G) s 4. As a consequence we obtain the following result: 3-connected graph with similar properties is the Petersen graph with one loop attached to every vertex. It remains to consider the maximum genus of graphs of diameter two and connectivity one. These graphs have a simple structure so that we shall be able to compute their maximum genus exactly. Before stating the result we introduce the necessary terminology and make some elementary observations. Let G be a graph of diameter two. Each loop of G will be considered as a block. A block which is not a loop will be called nontrivial. Also a cut-vertex v will be called nontrivial if there are at least two nontrivial blocks at v.
It is readily seen that a graph of diameter two has at most one nontrivial cut-vertex and, if it does, this vertex is adjacent to all other vertices. Hence, a nontrivial block B of G with m vertices has at least 2m -3 edges: m -1 connecting the nontrivial cut-vertex v to vertices of B -v, and m -2 belonging to a spanning tree of B -v. An m-vertex block B of G that has 2m -3 edges is obviously the join (known also as suspension) S * v of a tree S and the vertex v. A block B at v will be called exceptional if B = S -v for some tree S and each vertex of B -v is incident with an odd number of loops. In fact, this is the only type of block which prevents G from being upper embeddable. As we shall show later, the Betti deficiency of G is equal to the number of exceptional blocks plus 0 or 1 according to as the rest of G has even or odd Betti number, respectively. In other words, we have the following theorem. 
Lemmas and proofs of theorems
Throughout this section the term graph will be used to include what are often referred to as pseudographs; that is, multiple edges and loops are permitted. When no confusion arises we denote edges simply by the corresponding pair of end-vertices. Thus ab denotes an edge with end-vertices a and 6.
The following concept, defined in [lo] , will play an important role in the proofs of both Theorem 1 and Theorem 3.
An edge e of a connected graph G will be called regular if each component of G -e has even size. (For convenience, components with even (odd) size will be simply called even (odd).)
Clearly, a connected graph with even size has no regular edges. On the other hand, the following is true: Lemma 1. Let G be a connected graph with an odd number of edges. Then every vertex of G is incident with a regular edge. Moreover, the set of regular edges is wholly composed of loops if and only if G is a tree at each vertex of which an odd number of loops is added.
Proof. If a vertex x of G is incident with an edge which is not an isthmus, we are done. If not, for any edge e incident with x let G, be the component of G -e not containing x. Since G has odd size, for some edge f the subgraph Gf must have even size. But then f is the required regular edge.
To prove the second part of the lemma observe that any tree with an odd number of loops added at each vertex has odd size. The omission of any edge joining two distinct vertices leads to two such trees, so this edge is not regular, while every loop is. This proves the sufficiency. Conversely, let G have the set of regular edges wholly composed of loops. Since any edge contained in a cycle is regular, G is a tree with some loops added. If there is a vertex incident with an even number of loops then some regular edge is not a loop or G has even size. But this is not the case, so the proof is complete.
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Let T be a spanning tree of a graph G. Then T will be called optimal if E(G, T) = g(G). Furthermore, the unique path in T joining two vertices u and v of G will be denoted by T(u, v).
The following lemma yields a necessary condition for a spanning tree to be optimal. Lemma 
Let G be a connected graph, T a spanning tree of G and ab a regular edge of an odd component C of G -E(T). Zf the path T(a, b) contains a vertex belonging to an odd component of G -E(T) different from C then T i.~ not optimal.
Proof. Let D # C be the first odd component of G -E(T) encountered when traversing T(a, b), and let cd be the first edge on T(a, b) incident with some vertex d in D. Putting S = T + ab -cd it is easy to see that QG, S) < QG, T) which implies that T is not optimal. Cl
Note that this lemma is not effective if the odd component C has a single vertex. That is why graphs with loops have to be handled separately. Now we can prove Theorem 1 and Theorem 3.
Proof of Theorem 1. By way of contradiction, let G be a graph of diameter two without loops such that E(G) 3 2. We first prove that G has an optimal spanning tree the cotree of which contains two odd components at distance one (briefly, adjacent). Let K = G -E(S) be the cotree associated with an optimal spanning tree S. Clearly, the distance between any two components of K is at most 2. If K does not have the required property then choose in K any two odd components Ci and CZ. It follows that there is a path alxa2 in S from al E C1 to a2 E C2. Note that x belongs to an even component of K (possibly trivial). By Lemma 1, there is a regular edge a,b, in C,. Obviously, S contains a path 6, ya, from bl to a2. Since S is optimal, Lemma 2 implies that the path S(a,, b,) = bl ya, does not intersect Cz, whence y =x. It is now easy to see that the spanning tree S' = S + a,b, -alx is again optimal, and the associated cotree has two adjacent odd components. Now, among such spanning trees let T be one for which the total number of edges in odd components of the associated cotree L = G -E(T) is minimum. Let Ci and C2 be adjacent odd components of L and ala2 E E(T) an edge joining a, E C1 to a2 E C2. For i = 1, 2 let Ti be the component of T -ala2 containing a, and let a$, be a regular edge of Ci incident with ai. It follows from Lemma 2 that br E c and b2~ &. Thus there is a path b,xb2 in G from b, E C1 to b2 E C2. Without loss of generality suppose that b,x E E(T) and thus xb, E E(L) and x E Ti fl C2. Consider the path T(x, b2). Since xb, is in C2 and T(x, b2) contains a, E Ci, Lemma 2 yields that xb, is not a regular edge of C2. Consequently, C2 -xb, consists of two distinct odd components. Let T,(b,, al) = bly. . . a,. As b,a, is a regular edge of C, then, by Lemma 2, y must be different from x E C2 and, if y does not belong to C1, then it is contained in an even component of L. Define T' = T + xb2 -bly. Clearly, T' is an optimal spanning tree of G with two adjacent odd components in the cotree L' = G -E(T'). However, it is readily seen that the total number of edges in odd components of L' is strictly less than that of L, a contradiction proving Theorem 1. 0 Proof of Theorem 3. Let G be a graph with diameter two and connectivity one, and let v be the unique nontrivial cut-vertex of G. Decompose G into two edge-disjoint subgraphs F and H, where F is the union of all II exceptional blocks of G plus loops incident with their vertices other than u, and H is the subgraph formed by the remaining edges. We shall prove that 5(G) = n + par B(H) (*) where parx is the parity of an integer x, i.e., 0 if x is even, and 1 if x is odd.
First we shall construct a spanning tree T of G with g(G, T) = n + par P(H). It is obviously sufficient to display T rl B for each nontrivial block B of G. •I
