It has recently been suggested by Mu et al. ͓Proteins 58, 45 ͑2005͔͒ to use backbone dihedral angles instead of Cartesian coordinates in a principal component analysis of molecular dynamics simulations. Dihedral angles may be advantageous because internal coordinates naturally provide a correct separation of internal and overall motion, which was found to be essential for the construction and interpretation of the free energy landscape of a biomolecule undergoing large structural rearrangements. To account for the circular statistics of angular variables, a transformation from the space of dihedral angles ͕ n ͖ to the metric coordinate space ͕x n = cos n , y n = sin n ͖ was employed. To study the validity and the applicability of the approach, in this work the theoretical foundations underlying the dihedral angle principal component analysis ͑dPCA͒ are discussed. It is shown that the dPCA amounts to a one-to-one representation of the original angle distribution and that its principal components can readily be characterized by the corresponding conformational changes of the peptide. Furthermore, a complex version of the dPCA is introduced, in which N angular variables naturally lead to N eigenvalues and eigenvectors. Applying the methodology to the construction of the free energy landscape of decaalanine from a 300 ns molecular dynamics simulation, a critical comparison of the various methods is given.
I. INTRODUCTION
Classical molecular dynamics ͑MD͒ simulations have become a popular and powerful method in describing the structure, dynamics, and function of biomolecules in microscopic detail. 1 As MD simulations produce a considerable amount of data ͑i.e., 3M coordinates of all M atoms for each time step͒, there has been an increasing interest to develop methods to extract the "essential" information from the trajectory. For example, one often wants to represent the molecule's free energy surface ͑the "energy landscape" [2] [3] [4] ͒ as a function of a few important coordinates ͑the "reaction coordinates"͒, which describe the essential physics of a biomolecular process such as protein folding or molecular recognition. The reduction of the dimensionality from 3M atom coordinates to a few collective degrees of freedom is therefore an active field of theoretical research. Principal component analysis 5 ͑PCA͒, also called quasiharmonic analysis or essential dynamics method, [6] [7] [8] [9] is one of the most popular methods in systematically reducing the dimensionality of a complex system. The approach is based on the covariance matrix, which provides information on the two-point correlations of the system. The PCA represents a linear transformation that diagonalizes the covariance matrix and thus removes the instantaneous linear correlations among the variables. Ordering the eigenvalues of the transformation decreasingly, it has been shown that a large part of the system's fluctuations can be described in terms of only a few principal components, which may serve as reaction coordinates. [6] [7] [8] [9] [10] [11] [12] Recently, it has been suggested to employ internal ͑in-stead of Cartesian͒ coordinates in a PCA. [13] [14] [15] [16] [17] [18] [19] In biomolecules, in particular, the consideration of dihedral angles appears appealing, because other internal coordinates such as bond lengths and bond angles usually do not undergo changes of large amplitudes. Studying the reversible folding and unfolding of pentaalanine in explicit water, Mu et al. 17 showed that a PCA using Cartesian coordinates did not yield the correct rugged free energy landscape due to an artifact of the mixing of internal and overall motion. As internal coordinates naturally provide a correct separation of internal and overall dynamics, they proposed a method, referred to as dihedral angle principal component analysis ͑dPCA͒, which is based on the dihedral angles ͑ n , n ͒ of the peptide backbone. To avoid the problems arising from the circularity of these variables, a transformation from the space of dihedral angles ͕ n ͖ to a linear metric coordinate space ͑i.e., a vector space with the usual Euclidean distance͒ was built up by the trigonometric functions sin n and cos n . In a recent comment 29 to Ref. 17 , the concern was raised that the dPCA method may lead to spurious results because of the inherent constraints ͑sin 2 n + cos 2 n =1͒ of the formulation. While it is straightforward to show that the problem described in Ref. 29 was caused by numerical artifacts due to insufficient sampling, 30 the discussion nevertheless demonstrates the need for a thorough general analysis of the dPCA.
In this work, we present a comprehensive account of a͒ Electronic mail: stock@theochem.uni-frankfurt.de THE JOURNAL OF CHEMICAL PHYSICS 126, 244111 ͑2007͒ various theoretical issues underlying the dPCA method. We start with a brief introduction to the circular statistics of angle variables, discuss the transformation from an angle to the unit circle proposed in Ref. 17 , and demonstrate that the transformation amounts to a one-to-one representation of the original angle distribution. Adopting the ͑ , ͒ distribution of trialanine as a simple but nontrivial example, the properties of the dPCA are discussed in detail. In particular, it is shown that in this case the dPCA results are equivalent to the results of a Cartesian PCA and that the dPCA eigenvectors may be characterized in terms of the corresponding conformational changes of the peptide. Furthermore, we introduce a complex-valued version of the dPCA, which provides new insights on the PCA of circular variables. Adopting a 300 ns MD simulation of the folding of decaalanine, we conclude with a critical comparison of the various methods.
II. CIRCULAR STATISTICS
Dihedral angles ͓0°, 360°͓ represent circular ͑or directional͒ data. 31 Unlike the case of regular data x ͔ − ϱ , ϱ͓, the definition of a metric is not straightforward, which makes it difficult to calculate distances or means. For example, the regular data x 1 = 10 and x 2 = 350 clearly give ⌬x = ͉x 2 − x 1 ͉ = 340 and ͗x͘ = ͑10+ 350͒ / 2 = 180. A visual inspection of the corresponding angles 1 = 10°and 2 = 350°, on the other hand, readily shows that ⌬ =20° ͉ 2 − 1 ͉ and ͗͘ =0° ͑ 1 + 2 ͒ / 2. To recover the standard rules of calculating distances and the mean, we may assume that ͓−180°, 180°͓. Then 1 = 10°and 2 = −10°, and we obtain ⌬ = ͉ 2 − 1 ͉ = 20°and ͗͘ = ͑ 1 + 2 ͒ / 2 = 0°. This example manifests the general property that, if the range of angles covered by the data set is smaller than 180°, we may simply shift the origin of the angle coordinates to the middle of this range and perform standard statistics.
The situation is more involved for "true" circular data whose range exceeds 180°. This is the case for folding biomolecules, since the angle of the peptide backbone is typically distributed as ␣ Ϸ −60°± 30°͑for ␣ R helical conformations͒ and ␤ Ϸ 140°± 30°͑for ␤ extended conformations͒. If the values of the angles can be described by a normal distribution, one may employ the von Mises distribution, 31 which represents the circular statistics' equivalent of the normal distribution for regular data. However, this method is not applicable to the description of conformational transitions, since the corresponding dihedral angle distributions can only be typically described by multipeaked probability densities.
A general approach to circular statistics is obtained by representing the angle by its equivalent vector ͑x , y͒ on the unit circle. This amounts to the transformation ‫ۋ‬ ͭ x = cos y = sin .
ͮ ͑1͒
Unlike the periodic range of the angle coordinate , the vectors ͑x , y͒ are defined in a linear space, which means that we can define the usual Euclidean metric
2 between any two vectors ͑x 1 , y 1 ͒ T and ͑x 2 , y 2 ͒ T . The distance of two angles with an actual small distance, e.g., 1 = 179°and 2 = −179°, is given by a small ⌬ in the ͑x , y͒ space, since the corresponding vectors lie close on the unit circle. Hence, the problem of periodicity is circumvented. Furthermore, the vector representation of the angles allows us to unambiguously calculate mean values and other quantities. For example, to evaluate the mean of the angles n , one simply calculates the sum of the corresponding vector components and then determines the mean angle by 31 tan͗͘ = ͗y͘/͗x͘ = ͚ n sin n ͚ n cos n . ͑2͒
Although the vector representation of angles in Eq. ͑1͒ appears straightforward and intuitively appealing, it has the peculiar property of doubling the variables: Given N angle coordinates n , we obtain 2N Cartesian-type coordinates ͑x n , y n ͒. In the example given in Eq. ͑2͒, this does not lead to any problems, because in the end of the calculation we are able to calculate back from the averaged vector coordinates to the original angle coordinate, that is, the correctly averaged angle. Since Eq. ͑1͒ represents a nonlinear transformation, however, we will see that obtaining the peptide's angles in a direct way after a dPCA treatment of the data is not possible in general ͑see below͒. In this case, a subsequent analysis needs to be performed.
Having to employ these coordinates for the description of peptide energy landscapes in mind, the question of whether the resulting representation preserves the characteristics of the original energy landscapes arises. In particular, it is of interest if the number and structure of minima and transition states are preserved in the 2N-dimensional ͑x n , y n ͒ space. To answer these questions and to illustrate the properties of transformation ͑1͒, we consider a simple onedimensional example described by the angular probability density ͓see Fig. 1͑a͔͒ ,
with ͓−180°, 180°͓. By construction, the density exhibits four maxima at = ± 45°, ± 135°. Employing transformation ͑1͒, we obtain the corresponding probability density on a circle of unit radius,
The density plot of ͑x , y͒ displayed in Fig. 1͑b͒ demonstrates that transformation ͑1͒ simply wraps the angular density ͑͒ around the circumference of the unit circle. Hence, all features of ͑͒ are faithfully represented by ͑x , y͒, particularly the number and the structure of extrema. This is a consequence of the fact that transformation ͑1͒ is a bijection, which uniquely assigns each angle a corresponding vector ͑x , y͒ and vice versa. We observe that this desirable feature is not obtained if we transform to only a single Cartesian-type variable, x or y. The corresponding densities, ͑x͒ = 8x
are also shown in Fig. 1͑b͒ . As a consequence of the projection onto the x or y axis, each density exhibits only two instead of four maxima. The above described properties of the one-dimensional example readily generalize to the N-dimensional case, n ‫ۋ‬ ͑x n , y n ͒. In direct generalization of the unit circle, the data points ͑x n , y n ͒ are distributed on the surface of a 2N-dimensional sphere with radius ͱ N. This is because the distance of every data point ͑x 1 , y 1 , ... ,x N , y N ͒ to the origin equals ͑x
Since the transformation represents a bijection, there is a one-toone correspondence between states in the N-dimensional angular space and in the 2N-dimensional vector space. Again, the Euclidean metric of the 2N-dimensional vector space guarantees that mean values and other quantities can be calculated easily. We note in passing that, alternatively to transformation ͑1͒, one may employ a complex representation z n = e i n of the angles. As Euler's formula e i = cos + i sin provides a direct correspondence between the 2N-dimensional real vectors ͑x 1 , y 1 , ... ,x N , y N ͒ T and the N-dimensional complex vectors ͑z 1 , ... ,z N ͒ T , all considerations performed above can also be done using the complex representation. We will explore this idea in more detail in Sec. VI.
III. DIHEDRAL ANGLE PRINCIPAL COMPONENT ANALYSIS "dPCA…
Principal component analysis ͑PCA͒ is a wellestablished method in reducing the dimensionality of a highdimensional data set. 5 In the case of molecular dynamics of M atoms, the basic idea is that the correlated internal motions are represented by the covariance matrix,
where q 1 , ... ,q 3M are the mass-weighted Cartesian coordinates of the molecule and ͗…͘ denotes the average over all sampled conformations. [6] [7] [8] [9] By diagonalizing the covariance matrix we obtain 3M eigenvectors v ͑i͒ and eigenvalues i , which are rank ordered descendingly, i.e., 1 represents the largest eigenvalue. The eigenvectors and eigenvalues of yield the modes of collective motion and their amplitudes, respectively. The principal components,
of the data q = ͑q 1 , ... ,q 3M ͒ T can be used, for example, to represent the free energy surface of the system. Restricting ourselves to two dimensions, we obtain
where is an estimate of the probability density function obtained from a histogram of the data. max denotes the maximum of the density, which is subtracted to ensure that ⌬G = 0 for the lowest free energy minimum. The basic idea of the dPCA proposed in Ref. 17 is to perform the PCA on sin-and cos-transformed dihedral angles,
where n =1, ... ,N and N is the total number of peptide backbone and side-chain dihedral angles used in the analysis. Hence the covariance matrix ͓Eq. ͑7͔͒ of the dPCA uses 2N variables q n . The question then is whether the combination of the nonlinear transformation ͓Eq. ͑10͔͒ and the subsequent PCA still gives a unique and faithful representation of the initial angular data n .
Let us first consider the above discussed example of a one-dimensional angular density ͑͒ = ͑1/2͒͑1 − cos 4͒, which is mapped via transformation ͑10͒ on the twodimensional density on the unit circle ͑x , y͒ = ͓8x
, where x = q 1 = cos and y = q 2 = sin . Since in this case ͗x͘ = ͗y͘ = ͗xy͘ = 0 and ͗x 2 ͘ = ͗y 2 ͘ = 1 2 , we find that the covariance matrix is diagonal with 11 = 22 = 1 2 . That is, we have degenerate eigenvalues 1/2 = 1 2 and may choose any two orthonormal vectors as eigenvectors. Choosing, e.g., the unit vectors e x and e y , the PCA leaves the density ͑x , y͒ invariant, which-as discussed above-is a unique and faithful representation of the initial angular density ͑͒. In general, one does not obtain a diagonal covariance matrix for a one-dimensional angular density ͑͒ ͓e.g., for ͑͒ =1/2 + 1 9 cos͑͒ + 1 9 sin͑͒ we obtain 12 =− 2 /81 0͔. A sufficient condition for a diagonal covariance matrix for an N-dimensional angular density is that the latter factorizes in one-dimensional densities ͓i.e., ͑ 1 , ... , N ͒ = ͑ 1 ͒͑ 2 ͒¯͑ N ͔͒ and that ͗cos n ͘ =0 or ͗sin n ͘ = 0 for all n =1, ... ,N. In these trivial cases, the dPCA method simply reduces to transformation ͑10͒.
FIG. 1.
͑A͒ Angular density ͑͒ = ͑1/2͒͑1 − cos 4͒. ͑B͒ Representation of ͑͒ through its probability density ͑x , y͒ on the unit circle ͑artificial width added for a better visualization͒. Also shown are the densities ͑x͒ and ͑y͒, which display the angular densities along the single Cartesian-type variables x and y, respectively. Note that only ͑x , y͒ reproduces the correct number of extrema of ͑͒.
IV. A SIMPLE EXAMPLE
The simplest nontrivial case of a dPCA occurs for a twodimensional correlated angular density. As an example, we adopt trialanine whose conformation can be characterized by a single pair of ͑ , ͒ backbone dihedral angles. Trialanine ͑Ala 3 ͒ in aqueous solution is a model peptide which has been the subject of numerous experimental [32] [33] [34] [35] and computational [36] [37] [38] studies. To generate the angular distribution of ͑ , ͒ of trialanine, we performed a 100 ns MD simulation at 300 K. We used the GROMACS program suite, 39, 40 the GROMOS96 force field 43a1, 41 the simple point charge ͑SPC͒ water model, 42 and a particle-mesh Ewald 43 treatment of the electrostatics. Details of the simulation can be found in Ref. 37 . Figure 2͑a͒ shows the ͑ , ͒ distribution obtained from the simulation, which predicts that mainly three conformational states are populated: the right-handed helix conformation ␣ R ͑15%͒, the extended conformation ␤ ͑39%͒, and the poly-L-proline II ͑P II ͒ helixlike conformation ͑42%͒. Although recent experimental data 35 indicate that the simulation overestimates the populations of ␣ R and ␤, we nevertheless adopt the MD data as a simple yet nontrivial example to illustrate the performance of the dPCA method.
Performing the dPCA on the ͑ , ͒ data, we consider the four variables q 1 = cos , q 2 = sin , q 3 = cos , and q 4 = sin . Diagonalization of the resulting covariance matrix yields four principal components V 1 , ... ,V 4 , which contribute 51%, 24%, 15%, and 10% to the overall fluctuations of the system, respectively. To characterize the principal components, Fig. 3 shows their one-dimensional probability densities. Only the first two distributions are found to exhibit multiple peaks, while the other two are approximately unimodal. Hence we may expect that the conformational states shown by the angular distribution of ͑ , ͒ in Fig. 2͑a͒ can be accounted for by the first two principal components.
If we assume that V 1 and V 2 are independent ͓i.e., ͑V 1 , V 2 ͒ = ͑V 1 ͒͑V 2 ͔͒, the three peaks found for ͑V 1 ͒ as well as for ͑V 2 ͒ give rise to 3 ϫ 3 = 9 peaks of ͑V 1 , V 2 ͒. To identify possible correlations, Fig. 2͑b͒ shows the twodimensional density along the first two principal components. For the sake of better visibility, we have chosen a logarithmic representation, thus showing the free energy landscape ͓Eq. ͑9͔͒ of the system. The figure exhibits three ͑instead of nine͒ well-defined minima labeled S1, S2, and S3, revealing that the first two principal components are indeed strongly dependent. To identify the corresponding three conformational states, we have back-calculated the ͑ , ͒ distributions of the minima from the trajectory. 44 As shown in Fig. 2͑c͒ as well as by Table I , the minima S1, S2, and S3 clearly correspond to P II , ␤, and ␣ R , respectively. A closer analysis reveals that fine details of the conformational distribution can also be discriminated by the first two principal components. For example, the shoulder on the left side of the ␣ R state in Fig. 2͑a͒ corresponds to the region around V 2 Ϸ −0.9 of the S3 minimum. Moreover, the minor ͑3%͒ population of the left-handed helix conformation ␣ L at Ϸ 60°c orresponds to the small orange region ͑outside of the square͒ of the S1 minimum.
It is instructive to compare the above results obtained by the dPCA to the outcome of a standard PCA using Cartesian coordinates. Restricting the analysis to the atoms CONH -CHCH 3 -CONH around the central ͑ , ͒ dihedral angles of trialanine, the first four principal components contribute 47%, 28%, 15%, and 8% to the overall fluctuations, respectively, and exhibit one-dimensional probability densities that closely resemble the ones obtained by the dPCA ͑data not shown͒. Figure 2͑d͒ shows the resulting free energy surface along the first two principal components, which looks quite similar to the dPCA result. The three minima S1Ј, S2Ј, and S3Ј are identified in Fig. 2͑e͒ as the conformational states P II , ␤, and ␣ R . Again, the details of the conformational distribution such as the ␣ L state are also resolved by the first two principal components. In summary, it has been shown that both the Cartesian PCA and the dPCA reproduced the correct conformational distribution of the MD trajectory of trialanine. In both cases, the first two principal components were sufficient to resolve most details. Although only four coordinates were used, the dPCA was found to be equivalent to the Cartesian PCA using 33 coordinates.
V. INTERPRETATION OF EIGENVECTORS
In the simple example above, Fig. 2 demonstrates that the first two principal components V 1 and V 2 ͑or, equivalently, the first two eigenvectors v ͑1͒ and v ͑2͒ ͒ are associated with motions along the and the dihedral angles, respectively. In the case of the Cartesian PCA, the structural changes of the molecule along the principal components are readily illustrated, even for high-dimensional systems. From
we see that, e.g., the first three components v 1 ͑i͒ , v 2 ͑i͒ , and v 3 ͑i͒ of the eigenvector v ͑i͒ simply reflect the influence of the x, y, and z coordinates of the first atom on the ith principal component. Hence,
is a suitable measure of this influence. The quantities ⌬ 2 ͑i͒ , ... ,⌬ M ͑i͒ are defined analogously.
In the dPCA, the principal components are given by
In direct analogy to Eq. ͑11͒, we may define
as a measure of the influence of angle 1 on the principal component V k ͑and similarly ⌬ 2 ͑k͒ , ... ,⌬ N ͑k͒ for the other angles͒. The definition implies that ͚ n ⌬ n ͑k͒ = 1, since the length of each eigenvector is 1. Hence ⌬ n ͑k͒ can be considered as the percentage of the effect of the angle n on the principal component V k . Furthermore, Eq. ͑12͒ assures that only structural rearrangements along angles with nonzero ⌬ n ͑k͒ may change the value of V k .
To demonstrate the usefulness of definition ͑13͒, we again invoke our example of trialanine with angles ͑n =1͒ and ͑n =2͒ and consider the quantities ⌬ n ͑k͒ describing the effect of these angles on the four principal components ͑k =1, ... ,4͒, see Fig. 4 . We clearly see that the dihedral angle has almost no influence on V 1 ͑⌬ 1 ͑1͒ Ϸ 0͒, whereas has a very large one ͑⌬ 2 ͑1͒ Ϸ 1͒. As a consequence, the first principal component allows us to separate conformations with a different angle but does not separate conformations which differ in . Indeed, Fig. 2͑b͒ reveals that V 1 accounts essentially for the ␣ ↔ ␤ /P II transition along , but hardly separates conformations with different , such as ␤ and P II . Considering the second principal component V 2 , we obtain ⌬ 1 ͑2͒ Ϸ 1 and ⌬ 2 ͑2͒ Ϸ 0. This is again in agreement with Fig. 2͑b͒ , which shows that the second principal component accounts essentially for transitions along . Recalling that V 1 , V 2 , V 3 , and V 4 contribute 51%, 24%, 15%, and 10% to the overall fluctuations, respectively, the ␤ ↔ P II transitions described by the second principal component represent a much smaller conformational change than the ␣ ↔ ␤ /P II transitions described by V 1 . Similarly, although the ⌬ n ͑k͒ of the third and fourth principal components are quite similar to the previous ones, they only account for fluctuations within a conformational state and are therefore of minor importance in a conformational analysis.
VI. COMPLEX DPCA
Alternatively to the sin/cos transformation in Eq. ͑10͒ which maps N angles on 2N real numbers, one may also transform from the angles n to the complex numbers z n = e i n ͑n = 1, ... ,N͒, ͑14͒
In what follows, we develop a dPCA based on this complex data ͑"complex dPCA"͒ and discuss its relation to the real-valued dPCA ͑"sin/cos dPCA"͒ considered above.
The covariance matrix pertaining to the complex variables z n is defined as
with m , n =1, ... ,N, and z * being the complex conjugate of z. Being in principle an observable quantity, C is a Hermitian matrix with N real-valued eigenvalues n and N complex eigenvectors w ͑n͒ ,
where the eigenvectors are unique up to a phase 0 . We define the complex principal components to be
where we use vector-vector multiplication instead of a Hermitian inner product ͑see Appendix for details͒. Two nice features of the complex dPCA are readily evident. First, the complex representation of N angular variables directly results in N eigenvalues and eigenvectors; that is, there is no doubling of variables as in the sin/cos dPCA. Second, the representation of the complex principal components by their weights r n and angles n in Eq. ͑17͒ may facilitate their direct interpretation in terms of simple physical variables. From Euler's formula e i = cos + i sin , one would expect an evident correspondence between the sin/cos and the complex dPCA. That is, there should be a relation between the N complex eigenvectors w ͑n͒ and the 2N real eigenvectors v ͑k͒ . Furthermore, the N real eigenvalues n of the complex dPCA should be related to the 2N real eigenvalues k of the sin/cos dPCA. However, this general correspondence turned out to be less obvious than expected ͑see Appendix͒, and we were only able to find an analytical relation in some limiting cases. In these cases, one indeed may construct suitably normalized eigenvectors w ͑n͒ such that the real and imaginary parts of the resulting principal components W n of the complex dPCA are equal to the 2N principal components V k of the sin/cos dPCA. In other words, for every n ͕1, ... ,N͖ there are two indices k n , k n Ј ͕1, ... ,2N͖ such that
and the union of the indices k n , k n Ј gives the complete set ͕1, ... ,2N͖. Moreover, the eigenvalues n of the complex dPCA are given by the sum of the two corresponding eigenvalues k n and k n Ј of the sin/cos dPCA,
Apart from the limiting cases of completely uncorrelated and completely correlated variables, we could not establish general conditions under which Eqs. ͑18͒ and ͑19͒ hold. Empirically, Eq. ͑19͒ was always satisfied, while Eq. ͑18͒ was found to hold in many ͑but not all͒ cases under consideration, see Figs. 3 and 7 below. We note that even in numerical studies it may be cumbersome to establish the correspondences, since the accuracy of Eqs. ͑18͒ and ͑19͒ depends on the number of data points one uses to calculate the covariance matrices in both methods, i.e., on the overall sampling of the MD trajectory.
To demonstrate the performance of the complex dPCA, we first apply it to the above discussed example of trialanine. that is, Eq. ͑19͒ is fulfilled. Choosing suitable normalization constants 0 for the complex eigenvectors, we furthermore find the correspondence
As shown by the probability densities of the principal components in Fig. 3 , both formulations lead to virtually identical principal components.
Finally, it is interesting to study if the representation of the complex principal components by their weights r n and angles n in Eq. ͑17͒ facilitates their interpretation. In the case of our trialanine data, it turns out that the weights are approximately constant, i.e., r 1 Ϸ r 2 Ϸ 1. Hence, the probability distribution of the two angles ͑ 1 , 2 ͒ contains all the conformational fluctuations of the data. Indeed, Fig. 2 reveals that ͑ 1 , 2 ͒ is almost identical to the original ͑ , ͒ density from the MD simulation. In this simple case, the complex dPCA has obviously managed to completely identify the underlying structure of the data.
VII. ENERGY LANDSCAPE OF DECAALANINE
We finally wish to present an example which demonstrates the potential of the dPCA method to represent the true multidimensional energy landscape of a folding biomolecule. Following earlier work on the folding of alanine peptides, 17, 28, 35 we choose decaalanine ͑Ala 10 ͒ in aqueous solution. Employing similar conditions as in the case of trialanine described above ͑GROMOS96 force field 43a1, 41 SPC wa-ter model, 42 and particle-mesh Ewald 43 treatment of the electrostatics͒, we ran a 300 ns trajectory of Ala 10 at 300 K and saved every 0.4 ps the coordinates for analysis.
Let us first consider the free energy landscape ⌬G ͓Eq. ͑9͔͒ obtained from a PCA using all Cartesian coordinates of the system. The calculations of ⌬G͑V 1 , V 2 ͒ and ⌬G͑V 3 , V 4 ͒ presented in Figs. 5͑a͒ and 5͑b͒ show that the resulting energy landscape is rather unstructured and essentially single peaked, indicating a single folded state and a random ensemble of unfolded conformational states. However, as discussed in detail in Ref. 17 for the case of Ala 5 , this smooth appearance of the energy landscape in the Cartesian PCA merely represents an artifact of the mixing of internal and overall motion. This becomes clear when a sin/cos dPCA of the N = 18 inner backbone dihedral angles ͕ n ͖ = ͕ 1 , 2 , 2 , ... , 9 , 9 , 10 ͖ is performed. The resulting dPCA free energy surfaces ⌬G͑V 1 , V 2 ͒ and ⌬G͑V 3 , V 4 ͒ shown in Figs. 5͑c͒ and 5͑d͒ exhibit numerous wellseparated minima, which correspond to specific conformational structures. By back-calculating from the dPCA free energy minima to the underlying backbone dihedral angles of all residues, 44 we are able to discriminate and characterize 15 such states. 45 The most populated ones are the all ␣ R helical conformation ͑8%͒, a state ͑15%͒ with the inner seven residues in ␣ R ͑and the remaining residues in ␤ /P II ͒, and two states ͑8% each͒ with six inner residues in ␣ R . Well-defined conformational states are also found in the unfolded part of the free energy landscape, revealing that the unfolded state of decaalanine is rather structured than random.
To obtain an interpretation of the kth principal component in terms of the dihedral angles n , Fig. 6 shows the quantities ⌬ n ͑k͒ defined in Eq. ͑13͒ which describe the effect of these angles on the first two principal components. The first principal component V 1 is clearly dominated by motion along the angles ͑gray bars͒, while fluctuations of the angles ͑black bars͒ hardly contribute. Hence, going along V 1 we will find conformations which mainly differ in angles. Considering the second principal component V 2 , we find a dominant ⌬ n ͑2͒ for the angle 3 ͑and a smaller value for 9 ͒, revealing that V 2 mainly separates conformation that differ in 3 . Similarly, the ⌬ n ͑k͒ obtained for the next few principal components are dominated by the contribution of a single angle. For example, we find that ⌬ n ͑3͒ , ⌬ n ͑4͒ , ⌬ n ͑5͒ , and ⌬ n respectively ͑data not shown͒. Together with the percentage of the fluctuations ͑18%, 10%, 8%, 7%, 6%, and 5% for V 1 , ... ,V 6 ͒ the quantities ⌬ n ͑k͒ therefore give a quick and valuable interpretation of the conformational changes along the principal components V k . It is interesting to compare the above results to the outcome of a complex dPCA of the Ala 10 trajectory. To check the similarity of the complex and the sin/cos dPCA in this case, Fig. 7 compares the distributions of the sin/cos principal components V k to the distributions of the corresponding principal components, Re W n and Im W n , obtained from the complex dPCA using suitably normalized eigenvectors. Although we find good overall agreement, the correspondence ͓Eq. ͑18͔͒ is not perfect in all cases ͑see Appendix͒. Finally, we wish to investigate whether the polar representation ͓Eq. ͑17͔͒ of the complex principal components facilitates the interpretation of the energy landscape of Ala 10 . To this end, Figs. 5͑e͒-5͑h͒ show the free energy surfaces ͑E͒ ⌬G͑ 1 , 2 ͒, ͑F͒ ⌬G͑ 3 , 4 ͒, ͑G͒ ⌬G͑r 1 , r 2 ͒, and ͑H͒ ⌬G͑r 3 , r 4 ͒. Similar to that found for Ala 3 , the energy landscape is only a little structured along the weights r n ͑mainly along r 1 ͒, thus leaving the main information on the conformational states to the angles n ͑mainly 2 , 3 , and 4 ͒. A closer analysis reveals, e.g., that 2 separates conformational states with a different dihedral angle 3 , while 3 separates conformations with a different dihedral angle 2 . Unlike the simpler case of trialanine, where the ͑ 1 , 2 ͒ representation of the complex dPCA was found to directly reproduce the original ͑ , ͒ distribution, however, the polar principal components of Ala 10 appear to be equivalent to the results of the standard sin/cos dPCA. Roughly speaking, in both formulations we need about the same number of principal components to identify the same number of conformational states.
VIII. CONCLUSIONS
We have studied the theoretical foundations of the dPCA in order to clarify the validity and the applicability of the approach. In particular, we have shown that dPCA amounts to a one-to-one representation of the original angle distribution and that its principal components can be characterized by the corresponding conformational changes of the peptide. Furthermore, we have investigated a complex version of the dPCA which sheds some light on the mysterious doubling of variables occurring in the sin/cos dPCA. One learns that N angular variables can actually be represented by N complex variables, which then naturally lead to N eigenvalues and eigenvectors. Despite its similarity to the sin/cos dPCA, the complex dPCA might be advantageous because the representation of the complex principal components by their weights and angles may facilitate their direct interpretation in terms of simple physical variables.
To demonstrate the potential of the dPCA, we have applied it in the construction of the energy landscape of Ala 10 from a 300 ns MD simulation. The resulting free energy surface exhibits numerous well-separated minima corresponding to specific conformational states, revealing that the unfolded state of decaalanine is rather structured than random. The smooth appearance of the energy landscape obtained from a PCA using Cartesian coordinates was found to be caused by an artifact of the mixing of internal and overall motion. Hence the correct separation of internal and overall motion is essential for the construction and interpretation of the energy landscape of a biomolecule undergoing large structural rearrangements. Internal coordinates such as dihedral angles fulfill this requirement in a natural way.
Recently, several nonlinear approaches have been proposed [25] [26] [27] [28] which may account for nonlinear correlations not detected by a standard PCA. For example, it has been discussed in Ref. 26 that completely correlated motion such as two atoms oscillating in parallel direction but with a 90°p hase shift is not monitored by a linear PCA, since ͗sin͑t͒sin͑t + /2͒͘ = 0. This geometrical artifact caused by the relative orientation of the atomic fluctuations was found to lead to a considerable ͑Ϸ40% ͒ underestimation of the correlation of protein motion. 26 Because of the use of dihedral angles and the inherent nonlinear transformation, the dPCA represents a nonlinear PCA with respect to Cartesian atomic coordinates and is therefore able to identify this type of fluctuations. Furthermore, various methods have been suggested which allow for an identification of metastable conformational states. 12, [21] [22] [23] [24] By calculating the transition matrix that connects these states, one may then model the conformational dynamics of the system via a master-equation description. While the dPCA also allows us to calculate metastable conformational states and their transition matrix, 17 it moreover provides a way to represent the free energy landscape as well as all observables of the system in terms of well-defined collective coordinates. 46 This way the dPCA free energy surface can be used to perform ͑equilibrium or nonequilibrium͒ Langevin simulations of the molecular dynamics 47, 48 as well as a simulation using a nonlinear dynamic model. 28 As all quantities of interest can be converged to the desired accuracy by including more principal components, the approach avoids problems associated with the use of empirical order parameters ͑such as the number of native contacts͒ or low- dimensional reaction coordinates ͑such as the radius of gyration͒, which may lead to artifacts and an oversimplification of the free energy landscape.
49

ACKNOWLEDGMENTS
The authors thank Yuguang Mu and Alessandra Villa for numerous inspiring and helpful discussions. This work has been supported by the Frankfurt Center for Scientific Computing, the Fonds der Chemischen Industrie, and the Deutsche Forschungsgemeinschaft.
APPENDIX: RELATION BETWEEN SIN/COS AND COMPLEX dPCA
The purpose of the appendix is to discuss the relations of the principal components ͓Eq. ͑18͔͒ and the eigenvalues ͓Eq. ͑19͔͒ between the sin/cos and the complex dPCA, respectively. To this end, we first establish a correspondence between the covariance matrices of the two formulations. Using Euler's formula, we express the matrix elements of the covariance matrix ͓Eq. ͑15͔͒ as where cov͑a , b͒ = ͗ab͘ − ͗a͗͘b͘. Without loss of generality ͑since the generalization is straightforward͒, we restrict ourselves in the following to the case of two angles ͑N =2͒. Using Eq. ͑A1͒ and the definition of ͓Eq. ͑7͔͒ together with Eq. ͑10͒, it is easy to see that one can transform the sin/cos covariance matrix into the complex covariance matrix C according to 
͑A3͒
Let us next derive Eqs. ͑18͒ and ͑19͒ for the limiting case of two uncorrelated angle variables. The resulting covariance matrix of the sin/cos dPCA exhibits a block-diagonal structure with 2 ϫ 2 blocks A and B. We note that the above definition of the principal components W n is not equivalent to the projection w ͑n͒ · z given by a Hermitian inner product. However, the appealingly simple relation ͓Eq. ͑18͔͒ between the principal components of the two dPCA methods only holds when the W n are defined that way.
While a 2 ϫ 2 block-diagonal structure of the sin/cos covariance matrix represents a sufficient condition, it is certainly not a necessary requirement to yield relations ͑18͒ and ͑19͒. In the case of trialanine, where the latter equations were satisfied to high accuracy ͑see Fig. 3͒ , the covariance matrix was indeed approximately block diagonal. On the other hand, our second example Ala 10 also satisfied the equalities quite well ͑see Fig. 7͒ , although revealed only little block diagonal structure. Finally, we found cases where the correspondence holds for covariance matrices that are not blockdiagonal at all. For example, it can be shown that two completely correlated angle variables ͑say, 1 and 2 = 1 + const͒ result in dPCA covariance matrices that satisfy Eqs. ͑18͒ and ͑19͒.
