



















































































































































































































6.6  クラスターサイズを考慮 した次元縮約ファジィK平均法の改良
6.6。1 目的関数
6.6.2   ア


































































































































































































































































































































20,GD=舟【藻%につ    2゛り
によつてクラスター間非類似度を定義する。ここで,″′,″″はそれぞれクラスター
G′,G″に含まれる個体の個数である。非類似度の更新式は
D(Gた,G′∪G″)= η′ EXGた,こ′)十 ″″D(Gた,G″)     (1.22)




D(G′,G″)=‖μ(G′)一μ(G″)|12            (1.23)
で定義する.非類似度としてユークリッド距離を用いる.ここで,μ(G)は
μ(G)='こX                       (1・24)
で与えられるクラスターGの重心である。非類似度の更新式は



























00+脆 ズのβガ ーhaQβ 励
で与えられる。
また Gた,o,G″を3つのクラスターとしたとき,Gたと Gノ∪G″間の非類似度は  _
Lance―Williams更新式 (Lance&Williarns,1967)



















最長距離法    :       :        0     -:
最長距離法    :       :        0     :
群間平均法   ″′     “″ 0        0
重い法 盪 餡 ―輛 0
Ward i去    ″力+′′      ′″十″″    _      々   0
η″+″′+4“   ηク十 ′′十 ″“    η″+″′+′“
々∈〔0,1}かつΣルを=1を満たす。zの周辺分布は
ρ(Z)=Π4.          (1・32)
″=1
と書ける.zが与えられた下でのxの条件付き分布は




′(X)=Σ′(X,Z)〓ΣttIXレゎΣl)     (1・34)






























1.Eステップ :xが与えられた下でのzの条件付き確率 ,(年)=′¢ =llX)を
(1.35)を用いて計算する。
2.Mステップ :モデルパラメータ,平均 μた,分散共分散 Σた,混合比率 符 を
(1.36),(1.37),(1.38)を用いて計算する。




















































































































































































































































































































































ClAy * C2l2 * ... + Cmlm = 0n
が成 り立つのが σl=.=¨ε″=0に限 られるとき al,a2,¨"a″は一次独立であると























































































であり,K,Lは特異値に対応 した特異ベク トルをその順に並べた直交行列 :
K′K=L′L=I″               (2.25)
である。





また,上位 ρ個の特異値を対角要素に持つ ρ×′の対角行列をも ,特異値に対応する左
特異ベク トルおよび右特異ベク トルの行列をそれぞれ,鴫,L′と表す。このとき,4×″
の行列AがBよりも低階数であるとい う制約条件




































C五(θ,え)==ノてθ)十】:1/1σgc(θ)                    (2.33)
ε=1
と置く.Zをθ,えについて偏微分すると
発=影十え欝        23o

































































ИRI=(\ft * d) - l(a + b)(a+ c) + (c + d)(b + d)l(\' 




2         '
Σ214ε―ΣたlΣ21 4







表4 2つの分割結果 ρ and Qにおいて,各クラスターに分類 された共起頻度
分割結果

























































































































































































Z(U,ソ)=き、Fcル「+ソCΣlν清-1)                   (3.17)
ル=1
Z(U,ソ)をγルで偏微分すると,
T‥ 一馴 毎 が い %の+ソ  御 助
となる。∂Z(U,ソ)/め清=0を解いて
"ノ




































































夕清 ==l and O≦ν清 :≦ 1,
た=1
κ




























屏 ―え-1番舞+ソ      (3.29)
となる。∂Z(α,つ/αた=0を解いて
Ⅳαルソ=え~1lΣ]ν″                          (3.30)
′=1
を得る。(3.25)を用いると



















































































































島=ΣΣタル(χヴーリ2。      (4.8)
た=1 ′=1
を用いて
F(u,又w)=ΣttDJ+′~lΣttbg均,     (4.9)
ノ=1             ブ=1
と書き換えることができる。ラグランジュ乗数をαとすると,ラグランジュ関数は
ψけ,α)=Σ均島+え~lΣttbg均+α(Σ均~1)・   (4.10)




£2=Dy.ぇ-1(1+10g″3)+α                 (4.11)





























































































































































































クラスターサイズ ηたは [30,70]の整数―様分布から発生させた.X(のは平均ベク トル






































9   25
1   4.5
。90   .92
.60   .91
25.8  37.5
3    22.5
.56   .79   .93
.02   .33    .46
38    45    48













法,W‐κ平均法 (Huang et al.,2005)と提案手法の比較を行い,変数選択の観点から考察
を行 う。このデータ行列は 150個体,4変数 (がく片の長さと幅,花弁の長さと幅)で構




























.87   .89   .89
.082  .158  .188
。191  .238  .247
.100  .178  .203



























































0. 0  0.00
0.00  0.00
0.08  0.07
0 0  0。18
0.08  0.08
0.20  0.18
0.01   0.01
0.20  0.18





















































U=o清)は個体 Jがクラスター ルに含まれるか否かを示す Ⅳ×Kのメンバーシップ
行列であり,個体 ′がクラスター ルに所属する場合は 1,所属 しない場合は 0となる。





































eXp(―えΣ Σ νル(χヴー 、ヽ■)2)
た   ノ
(4.23)ルリ =P    κ Ⅳ
】Elexp(―えΣ】Elクル(χ″―民ゝ)2)
プ=1          1   7
によつて得られる。
クラスターサイズ調整パラメータαは

































































































































































































A B C D
5























































































κ  Ⅳ κ  Ⅳ




































A′〓(F′F)~lF′X                   (5。7)
F ス¨テップ
Fの推定では, 目的関数を














制約条件     提案手法 主成分分析
rank FA′≦ρ≦r=rank X   ×     ○











































































































-0。54   …0.58
-0。62   …0.45
-0。59   -0.51
-0。80    0.36
-0.85    0.28















































…1.00    0.00














表 14 提案手法で推定されたパラメータAの値 (θ=3)














0.28    2.73
0.88    2.16
0.62    2.42
3.50   -1.46
3.47   -1.10
3.66   -2.17







0.92    0.40
-0.87    0.49















































































恥χズC,D=ΣΣ"洲陽―嘲′       “
■)
ブ=1 カ=1
7V κ           κ
=ΣΣ硼脇―尋|′十ΣAみ||れ―Cttr   (6.2)
′=1 1=1                  た=1
と表される。この関数を最小にするパラメータCとUを求める。ここでCは階数がRの
セントロイ ド行列である.すなわちCに関して
rank(C)=R                    (6.3)
の制約を課す。これは,セン トロイ ド行列がR次元に縮約 されることを示 している.
メンバーシップ行列Uに関して
νノた∈{0,1}                                (6.4)
κ





縮約パー トの2つのフェイズを繰 り返し行 うアルゴリズムを用いる。クラスタリングパー
トでは(6.4),(6.5)の制約もとで(6.1)を最小にするUを求める。これはκ平均法のアル
ゴリズムによつて求められる.
場ル={:獄為ゴ<牌~朝′おr′=颯,κ ttd′≠れ  “。
次元縮約パー トでは(6:3)の制約のもとで (6.2)を最適にするCを求める。ここで (6.2)
の右辺第2項を








C〓w一:uRsRvl            (6。9)
を得る.














F/層ⅨXC,D=ΣΣ 笏J陽―CJ′+え4ΣΣ ″ルbgν蔵  
“
■0
ノ=1 カ=1                      ,=1 ″=1
Ⅳ κ           κ
=ΣΣν訓h―島lr+Σ鳩llXt―Cル|′
′=1 ■=1                 た=1
Ⅳ κ
+え






セン トロイ ド行列Cの階数に関しての制約は,次元縮約K平均法と同様 (6.3)である。
メンバーシップ行列Uに関しては,パラメータがファジィ化されるため ,
0≦ッル≦1                         (6.12)
κ



















































1.00  1.00   1.00
1.00  1.00   1.00
0.81  0.90   1.00
0.00  0.00   0.00
0.00  0.00   1.00








































1.00   1.00   1.00
0。74   0.84   0.92
0。43   0.54   0.65
5.00   8.00   12.25
1.75   9.50   31.75















































































































































































次元 1 次元 2
大きさ  -0.190 -0。302
走る  0.613 -0.458
飛ぶ    0.113   0.648
泳 く゛   -0.679  -0.068
体毛    0.884  -0.017
朋゛     0.372  -0.383
研骨     0。395  -0.346
】]     0.327   0.878
驚準    -0.736  …0.082





























































Ⅳ  κ Ⅳ  κ
(6.16)










Σ ν清=l and O≦勿清:≦ 1,
た=1
κ























































































































られている(Huang et al.,2005;Nishida,submited).Huang et al.(2005)はべき乗型アプ
ローチを用いて,変数パラメータにファジィネスを導入し,W‐κ平均法を提案 した。本
論文の第4章ではエントロピー正則化による変数パラメータのファジィ化を行った。























































































































































































































































































7.3.4 ク ラス ター数の決 定法
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