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Abstract
We consider a nonlinear Schro¨dinger system arising in a two-component Bose-Einstein condensate
(BEC) with attractive intraspecies interactions and repulsive interspecies interactions in R2. We
get ground states of this system by solving a constrained minimization problem. For some kinds
of trapping potentials, we prove that the minimization problem has a minimizer if and only if
the attractive interaction strength ai(i = 1, 2) of each component of the BEC system is strictly
less than a threshold a∗. Furthermore, as (a1, a2) ր (a
∗, a∗), the asymptotical behavior for the
minimizers of the minimization problem is discussed. Our results show that each component of
the BEC system concentrates at a global minimum of the associated trapping potential.
Keywords: Ground states, constrained minimization problem, elliptic system,
attractive/repulsive interactions.
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1. Introduction
We are concerned with the ground states of the following nonlinear Schro¨dinger system:{
−∆u1 + V1(x)u1 = µ1u1 + a1u
3
1 − βu
2
2u1 in R
2,
−∆u2 + V2(x)u2 = µ2u2 + a2u
3
2 − βu
2
1u2 in R
2.
(1.1)
System (1.1) is an important model for a two-component Bose-Einstein condensate (BEC), see
e.g., [1, 10, 20, 22], where (V1(x), V2(x)) is the external potential, (µ1, µ2) ∈ R×R is the chemical
potential, ai > 0 (i = 1, 2) represents that the intraspecies interactions among cold atoms are
attractive in each component, and β denotes the interspecies interaction strength between two
components of the system. The case of β < 0 (i.e., the attractive interspecies) is recently discussed
in [9]. As a continuation of [9], in this paper we focus on the case of the repulsive interspecies
interaction, that is, β > 0.
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The intraspecies interactions among the atoms in each component of the BEC system can be
attractive (ai > 0) or repulsive (ai < 0). The case of repulsive intraspecies was analyzed recently
in [1, 12, 18, 25] and the references therein. Since the intraspecies interaction is attractive in
our case (i.e. ai > 0), we may expect that each BEC component collapses if the particle number
increases beyond a critical value by the inspiration of the single component BEC, see [3, 6, 8, 9],
etc. Note that there are interspecies interactions between two components, then a two-component
BEC should present more complicated phenomena than a single-component BEC, and it is more
difficult to discuss in detail. Our main interest in the present paper is to investigate a two-
component BEC with attractive intraspecies interactions and repulsive interspecies interactions.
In our previous work [9], we analyze a two-component BEC with both attractive interactions of
intraspecies and interspecies. For problem (1.1) with Vi(x)(i = 1, 2) being constants, we refer
the reader to the paper [15] and the references therein.
It is known that (1.1) is also the Euler-Lagrange equations for the following constrained
minimization problem
e(a1, a2) := inf
{(u1,u2)∈X ,
∫
R2
|u1|2dx=
∫
R2
|u2|2dx=1}
E(u1, u2), (1.2)
where E(u1, u2) is defined on X by
E(u1, u2) :=
2∑
i=1
∫
R2
(
|∇ui|
2 + Vi(x)|ui|
2 −
ai
2
|ui|
4
)
dx+ β
∫
R2
u21u
2
2dx. (1.3)
The space X = H1 ×H2 and Hi =
{
u ∈ H1(R2) :
∫
R2
Vi(x)|u(x)|
2dx <∞
}
with
‖u‖
Hi
=
(∫
R2
[
|∇u|2 + Vi(x)|u(x)|
2
]
dx
) 1
2
, i = 1, 2.
Throughout the paper, we let ai > 0 (i = 1, 2), β > 0 and let Vi(x) satisfy
Vi(x) ∈ L
∞
loc(R
2), lim
|x|→∞
Vi(x) =∞ and inf
x∈R2
Vi(x) = 0, i = 1, 2. (1.4)
By a similar analysis to that of [7], where a single-component minimization problem was consid-
ered, we see that if (u1, u2) is a minimizer of (1.2) and (a1, a2, β) locates in a suitable region, then
(u1, u2) is also a ground state of (1.1) for some Lagrange multiplier (µ1, µ2) ∈ R × R, which is
usually called as a pair of eigenvalues. In this paper, we only consider the ground states of (1.1)
obtained by the minimizers (u1, u2) of the minimization problem (1.2), that is, (u1, u2) satisfies
(1.1) with eigenvalues µi ∈ R (i = 1, 2) because of the L
2-norm constraints. Generally, µi are
not removable by rescaling since the presence of Vi(x). However, by using (3.29), (3.31) and
Theorem 3.1 in Section 3, we may have some detailed estimates on the eigenvalues of µi.
For discussing the existence and nonexistence of minimizers for e(a1, a2), we need to recall
some results for the following nonlinear scalar field equation
−∆u+ u− u3 = 0 in R2, where u ∈ H1(R2). (1.5)
It is well-known from [4, 13, 14, 19] that (1.5) admits a unique positive solution (up to trans-
lations), which can be taken to be radially symmetric about the origin and we denote it by
2
Q = Q(|x|). Moreover, we denote
a∗ := ‖Q‖22 =
∫
R2
|Q(x)|2dx, (1.6)
and, in what follows, we always denote by ‖ · ‖p with p ∈ (1,+∞) the norm of L
p(R2). Now, we
may recall from [27] the following Gagliardo-Nirenberg inequality∫
R2
|u(x)|4dx ≤
2
a∗
∫
R2
|∇u(x)|2dx
∫
R2
|u(x)|2dx, u ∈ H1(R2), (1.7)
and “=” holds if u(x) = Q(|x|). Moreover, it follows from (1.5) and (1.7) that∫
R2
|∇Q|2dx =
∫
R2
Q2dx =
1
2
∫
R2
Q4dx, (1.8)
and by [4, Prop. 4.1] we also know that
Q(x) , |∇Q(x)| = O(|x|−
1
2 e−|x|) as |x| → ∞. (1.9)
The inequality (1.7) is used in [1, 6] to study the following minimization problem
ei(a) := inf
{u∈Hi,
∫
R2
u2dx=1}
Eia(u), (1.10)
where
Eia(u) :=
∫
R2
(
|∇u(x)|2 + Vi(x)|u(x)|
2
)
dx−
a
2
∫
R2
|u(x)|4dx, u ∈ Hi, i = 1, 2. (1.11)
Using the inequality (1.7) and the concentration procedures, it was proved in [1, 6] that (1.10)
can be attained if and only if a < a∗ := ‖Q‖22. Motivated by [1, 6], we have the following theorem
on the existence and non-existence of minimizers for problem (1.2).
Theorem 1.1. Let Q and a∗ be given by (1.6). Suppose β > 0 and Vi(x) (i = 1, 2) satisfies
(1.4). Then
(i) If 0 ≤ ai < a
∗ (i = 1 and 2), there exists at least one minimizer for (1.2).
(ii) If either ai > a
∗ ( i = 1 or 2), or a1 = a2 = a
∗, there does not exist any minimizer for
(1.2).
Moreover, e(a1, a2) > 0 for 0 ≤ a1, a2 < a
∗, lim(a1,a2)ր(a∗,a∗) e(a1, a2) = e(a
∗, a∗) = 0, and
e(a1, a2) = −∞ for either a1 > a
∗ or a2 > a
∗.
After we finish the first draft of the paper, we note that the similar results on the existence of
minimizers already appeared in [1]. We mention that the proof of Theorem 1.1 (i) is similar to
the single component BEC problem [1, 6]. However, for part (ii), especially when a1 = a2 = a
∗,
because of the presence of the term −β
∫
R2
|u1|
2|u2|
2dx in E(·, ·) the arguments used in [1, 6, 9] are
not able to give the optimal energy estimate for (1.2), thus we cannot directly use their methods
to obtain the non-existence of minimizers. To overcome this difficulty, we need to modify the
trial function used in [6] and make some refined calculations for the energy of (1.2).
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Without loss of generality, in what follows we may restrict the minimization of (1.2) to non-
negative vector functions (u1, u2), since E(u1, u2) ≥ E(|u1|, |u2|) holds for any (u1, u2) ∈ X , due
to the fact that ∇|ui| ≤ |∇ui| a.e. in R
2, where i = 1, 2.
Inspired by the work of [9], our main results of the paper are focused on the limit behavior
of nonnegative minimizers (ua1 , ua2) of (1.2) as (a1, a2) ր (a
∗, a∗) in the case of β > 0. Since
now the intraspecies and interspecies interactions in the BEC system are not of the same signs,
this causes that the asymptotic analysis in the present paper is much more complicated than
that of [9] where only the attractive interactions (i.e., a1, a2 > 0 and β < 0) are involved. Since
e(a∗, a∗) = 0, the proof of Theorem 1.1 yields that
∫
R2
Vi(x)|uai (x)|
2dx → 0 = infx∈R2 Vi(x) as
(a1, a2)ր (a
∗, a∗), and hence the behavior of minimizers depends on the local profile of Vi near
its minima. For this reason, we simply consider Vi(x) to be of the form
Vi(x) = |x− xi|
pi , pi > 0, (1.12)
and set
εi := (a
∗ − ai)
1
pi+2 , i = 1, 2. (1.13)
We first recall the following results on problem (1.10) given in [6, 8], and its proof is sketched in
the appendix for the reader’s convenience.
Proposition A. Let Vi(x) be given by (1.12), then for problem (1.10) we have
(i)
ei(ai) ∼ (a
∗ − ai)
pi
pi+2 = εpii as ai ր a
∗, i = 1, 2, (1.14)
where f ∼ g means that f/g is bounded from below and above.
(ii) Let u¯i(x) > 0 (i = 1, 2) be a positive minimizer of (1.10), then u¯i(x) has only one local
(and hence global) maximum point which approaches xi as ai ր a
∗. Moreover, for any
R > 0, there exists C(R) > 0 such that
u¯i(x) ≤ C(R)e
−δ|x−xi|
εi in R2 \BR(xi), (1.15)
where δ > 0 is independent of xi, R and εi.
Without loss of generality, we assume that ε1 ≥ ε2 > 0 (defined in (1.13)), let
δ0 := δ|x1 − x2|, where δ > 0 is given by (1.15), (1.16)
and consider the upper limit
0 ≤ L := lim(a1,a2)ր(a∗,a∗)
e−δ0(a
∗−a1)
− 1
p1+2
(a∗ − a2)
p2
p2+2
≤ ∞. (1.17)
When the minima of V1 and V2 are not the same, we then have
Theorem 1.2. Let β > 0 and Vi(x) be given by (1.12) and x1 6= x2. Suppose (ua1 , ua2) is a
non-negative minimizer of (1.2), and assume ε1 ≥ ε2 > 0 with εi given by (1.13). Then each uai
has a unique maximum point xai which approaches to xi as (a1, a2)ր (a
∗, a∗). Moreover,
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(i). ua1 has the following property:
lim
(a1,a2)ր(a∗,a∗)
(a∗ − a1)
1
p1+2ua1
(
(a∗ − a1)
1
p1+2x+ xa1
)
=
λ1
‖Q‖2
Q(λ1x)
strongly in H1(R2), where xa1 satisfies
|xa1 − x1|
(a∗ − a1)
1
p1+2
→ 0 as (a1, a2)ր (a
∗, a∗),
and λ1 > 0 satisfies
λ1 =
(p1
2
∫
R2
|x|p1Q2(x)dx
) 1
p1+2
.
(ii). If (1.17) holds for 0 ≤ L <∞, then ua2 satisfies
lim
(a1,a2)ր(a∗,a∗)
(a∗ − a2)
1
p2+2ua2
(
(a∗ − a2)
1
p2+2x+ xa2
)
=
λ2
‖Q‖2
Q(λ2|x|) (1.18)
strongly in H1(R2) for some λ2 > 0. Specially, if L = 0, (1.18) then holds for
|xa2 − x2|
(a∗ − a2)
1
p2+2
→ 0 as (a1, a2)ր (a
∗, a∗),
and
λ2 =
(p2
2
∫
R2
|x|p2Q2(x)dx
) 1
p2+2
.
(iii). If (1.17) holds for L =∞, then ua2 satisfies
lim
(a1,a2)ր(a∗,a∗)
ε˜2ua2(ε˜2x+ xa2) =
λ2
‖Q‖2
Q(λ2x)
strongly in H1(R2) for some λ2 > 0, where ε˜2 > 0 is given and satisfies
ε˜2 :=
(∫
R2
u4a2dx
)− 1
2
→ 0 as (a1, a2)ր (a
∗, a∗).
When the minima of V1 and V2 are not equal, Theorem 1.2 gives the refined estimate for the
limit behavior of ua1(x) as (a1, a2)ր (a
∗, a∗), which is the same as that of the single-component
problem discussed in [6]. On the other hand, the refined estimates for the limit behavior of
ua2(x) can be obtained only if L = 0. We note that such an additional assumption is true for
the case where either a∗ − a1 ∼ a
∗ − a2 or ε2 ∼ ε
s
1 (for some 0 < s <∞) as (a1, a2)ր (a
∗, a∗).
We also mention that the proof of Theorem 1.2 is mainly motivated by [9] where the case β < 0
is considered. In [9] we can prove that the two components must blow up at the same rate if
all the interactions in the system are attractive. Thus, by a suitable scaling, the Euler-Lagrange
equation that the minimizers satisfies can be transformed to the form like (1.22) where only
one parameter ε > 0 exists, and then the arguments in [16, 17, 21] can be partly employed to
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investigate the limit behavior of minimizers. However, in our Theorem 1.2, ua1 and ua2 in general
blow up in different rates, after the rescaling, there contains two small parameters ε1 and ε2 in
the Euler-Lagrange equation, see e.g., (3.30) below. Thus, the blow-up analysis becomes more
complicated because of the involvement of ε1 and ε2, which go to zero in different orders.
When the minima of V1 and V2 are the same, the limit behavior of non-negative minimizers
(ua1 , ua2) as (a1, a2) ր (a
∗, a∗) seems more complicated. Actually, in this case we note from
Theorem 1.1 that both ua1 and ua2 prefer to concentrate at the common minimum point of V1
and V2. However, it is expected that both ua1 and ua2 repel each other to reduce the energy of
the system, due to the fact that the interspecies interaction between the components is repulsive.
For the special case where
V1(x) = V2(x) = |x− x0|
p with p > 0, (1.19)
the following theorem shows that the concentration rate is reduced essentially by the effect of
the repulsive interspecies interaction.
Theorem 1.3. Suppose β > 0 and (1.19) holds. Let (ua1 , ua2) be a non-negative minimizer of
(1.2) with (a∗ − a1) ∼ (a
∗ − a2) as (a1, a2) ր (a
∗, a∗). Then, each uai has a unique maximum
point xai which approaches x0 as (a1, a2)ր (a
∗, a∗). Moreover, we have for i = 1, 2,
lim
(a1,a2)ր(a∗,a∗)
ǫi(a1, a2)uai
(
ǫi(a1, a2)x+ xai
)
=
λi
‖Q‖2
Q(λix)
strongly in H1(R2) for some λi > 0, where
ǫi(a1, a2) :=
( ∫
R2
u4aidx
)− 1
2
→ 0 as (a1, a2)ր (a
∗, a∗), (1.20)
and xa1 and xa2 satisfy
lim
(a1,a2)ր(a∗,a∗)
|xa1 − xa2 |
ǫi(a1, a2)
= +∞, lim sup
(a1,a2)ր(a∗,a∗)
|xai − x0|
ǫi(a1, a2)| ln ǫi(a1, a2)|
< +∞. (1.21)
Remark 1.1. Different from Theorem 1.2, in Theorem 1.3 we can only prove that uai (i = 1, 2)
must blow up as (a1, a2)ր (a
∗, a∗), but we cannot give the accurate blow up rate in (1.20).
When V1(x) and V2(x) share multiple global minimum points {x1, · · · , xn} with n ≥ 2, the
limit behavior of minimizers as (a1, a2) ր (a
∗, a∗) is more dramatic. For example, if V1(x) =
V2(x) =
∏n
i=1 |x−xi|
p (p > 0) has the symmetry, where x1, · · · , xn are arranged on the vertices of
a regular polygon, stimulated by [6] and Theorem 1.3, we may expect that the symmetry breaking
occurs as (a1, a2) ր (a
∗, a∗), and the concentration points of both components are unique and
however different. As another example, if V1(x) = V2(x) =
∏n
i=1 |x − xi|
pi , where pi > 0 and
pi 6= pj for i 6= j, we may expect from Theorem 1.3 and [6] that both components concentrate
at the same point x0, which is the flattest global minimum point of the trap potential, i.e., x0
satisfies
x0 =
{
xi : pi ≥ pj for all j = 1, · · ·n
}
.
We leave the analysis of above different situations to the interested readers.
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The concentration phenomena in multiple-component BECs were also analyzed elsewhere in
different contexts. For example, positive ground state solutions of the elliptic system{
−ε2∆u1 + V1(x)u1 = µ1u
3
1 + βu
2
2u1 in Ω ⊂ R
N ,
−ε2∆u2 + V2(x)u2 = µ2u
3
2 + βu
2
1u2 in Ω ⊂ R
N ,
(1.22)
were discussed as ε→ 0+, where Ω is a bounded (or unbounded) domain in RN , see [16, 17, 21]
and the references therein.
This paper is organized as follows: in Section 2 we prove Theorem 1.1 on the existence and
nonexistence of minimizers for (1.2). In Section 3 we first establish some energy estimates, upon
which the proof of Theorem 1.2 is addressed. The proof of Theorem 1.3 is then given in Section
4. In the appendix, the above Proposition A as well as Lemma A required in showing Theorem
1.3 are proved.
2. Existence of Minimizers
This section is focussed on the proof of Theorem 1.1, and our proof is inspired by [1, 6]. We
first recall the following compactness result, which can be found in [24, Theorem XIII.67] or [2,
Theorem 2.1].
Lemma 2.1. Suppose Vi ∈ L
∞
loc(R
2) satisfies lim|x|→∞ Vi(x) = ∞, where i = 1, 2. Then the
embedding X = H1 ×H2 →֒ L
q(R2)× Lq(R2) is compact if 2 ≤ q <∞.
Proof of Theorem 1.1: We first prove that (1.2) admits at least one minimizer if 0 ≤ ai <
a∗ := ‖Q‖22, where i = 1, 2. For any (u1, u2) ∈ X satisfying ‖u1‖
2
2 = ‖u2‖
2
2 = 1, it follows from
the Gagliardo-Nirenberg inequality (1.7) that
E(u1, u2) ≥
2∑
i=1
∫
R2
[(
1−
ai
‖Q‖22
)
|∇ui|
2 + Vi(x)|ui|
2
]
dx+ β
∫
R2
u21u
2
2dx. (2.1)
Let {(u1,n, u2,n)} ⊂ X be a minimizing sequence of (1.2), i.e.,
‖u1,n‖
2
2 = ‖u2,n‖
2
2 = 1 and lim
n→∞
E(u1,n, u2,n) = e(a1, a2).
Because of (2.1), we see that {(u1,n, u2,n)} is bounded in X . By Lemma 2.1, there exists a
subsequence of {(u1,n, u2,n)} and (u1, u2) ∈ X such that
(u1,n, u2,n)
n
⇀ (u1, u2) weakly in X ,
(u1,n, u2,n)
n
→ (u1, u2) strongly in L
q(R2)× Lq(R2), where 2 ≤ q <∞.
Then, ‖u1‖
2
2 = ‖u2‖
2
2 = 1 and E(u1, u2) = e(a1, a2) by the weak lower semicontinuity. This
proves the existence of minimizers for all 0 ≤ ai < a
∗.
We next prove that if either a1 = a2 = a
∗ or ai > a
∗ for i = 1 or 2, then (1.2) does not admit
any minimizer. Let ϕ(x) ∈ C∞0 (R
2) be a nonnegative function such that ϕ(x) = 1 if |x| ≤ 1 and
ϕ(x) = 0 if |x| ≥ 2. For any x¯1, x¯2 ∈ R
2, τ > 0 and R > 0, set for i = 1, 2,
φi(x) = Ai,τR
τ
‖Q‖2
ϕ
(x− x¯i + (−1)iC0 ln ττ ~n
R
)
Q
(
τ
[
x− x¯i + (−1)
iC0
ln τ
τ
~n
])
, (2.2)
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where Ai,τR > 0 is chosen such that
∫
R2
φ2i dx = 1, ~n ∈ R
2 is a unit vector and C0 > 1 is
sufficiently large. By scaling, we deduce from the exponential decay of Q in (1.9) that
1
A2i,τR
=
1
‖Q‖22
∫
R2
ϕ2(
x
τR
)Q2(x)dx = 1 +O((τR)−∞) as τR→∞. (2.3)
Here we use the notation f(t) = O(t−∞) for a function f satisfying limt→∞ |f(t)|t
s = 0 for all
s > 0.
By the exponential decay of Q, we deduce from (1.8) that∫
R2
|∇φi|
2dx−
ai
2
∫
R2
φ4i dx
=
τ2
‖Q‖22
∫
R2
|∇Q|2dx −
aiτ
2
2‖Q‖42
∫
R2
Q4dx+O
(
(τR)−∞
)
=
(
1−
ai
a∗
)
τ2 +O((τR)−∞) as τR →∞, where i = 1, 2.
(2.4)
Moreover, we use (2.3) to obtain that∫
R2
φ21(x)φ
2
2(x)dx
≤
2τ4
‖Q‖42
∫
R2
Q2
(
τ(x − x¯1 − C0
ln τ
τ
~n)
)
Q2
(
τ(x − x¯2 + C0
ln τ
τ
~n)
)
dx
≤
2τ2
‖Q‖22
∫
R2
Q2
(
x+ τ(x¯2 − x¯1)− 2C0(ln τ)~n
)
Q2(x)dx,
(2.5)
since ‖Q‖22 > 1, cf. Lemma 1 in [6]. Note that∣∣τ(x¯2 − x¯1)− 2C0(ln τ)~n∣∣ ≥ 2C0 ln τ, if τ > 0 is sufficiently large, (2.6)
denote BC0 ln τ = {|x| < C0 ln τ}, we then derive from (2.6) and (1.9) that,∫
R2
Q2
(
x+ τ(x¯2 − x¯1)− 2C0(ln τ)~n
)
Q2(x)dx
=
∫
BC0 ln τ
Q2
(
x+ τ(x¯2 − x¯1)− 2C0(ln τ)~n
)
Q2(x)dx
+
∫
R2\BC0 ln τ
Q2
(
x+ τ(x¯2 − x¯1)− 2C0(ln τ)~n
)
Q2(x)dx
≤e−2C0 ln τ
[ ∫
BC0 ln τ
Q2(x)dx +
∫
R2\BC0 ln τ
Q2
(
x+ τ(x¯2 − x¯1)− 2C0(ln τ)~n
)
dx
]
≤2‖Q‖22e
−2C0 ln τ .
(2.7)
It thus follows from (2.5) and (2.7) that for C0 > 1,∫
R2
φ21(x)φ
2
2(x)dx ≤ 4τ
2e−2C0 ln τ = 4τ2−2C0 → 0 as τ →∞. (2.8)
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On the other hand, the function x 7→ Vi(x)ϕ
2(
x−x¯i+(−1)
iC0
ln τ
τ
~n
R
) is bounded and has compact
support. Also note that x¯i − (−1)
iC0
ln τ
τ
~n → x¯i as τ → ∞. So, there holds for almost every
x¯i ∈ R
2 that
lim
τ→∞
∫
R2
Vi(x)φ
2
i (x)dx = Vi(x¯i), where i = 1, 2. (2.9)
If a1 = a2 = a
∗, we then conclude from (2.4), (2.8) and (2.9) that
e(a∗, a∗) ≤ V1(x¯1) + V2(x¯2)
holds for almost every x¯1, x¯2 ∈ R
2. Taking the infimum over x¯1 and x¯2 in R
2, we have e(a∗, a∗) ≤
0, which and (2.1) yield that e(a∗, a∗) = 0. In this case, suppose there is a minimizer (u1, u2) ∈ X .
As pointed out in the introduction, we can assume (u1, u2) to be nonnegative. We then have∫
R2
|∇ui|
2dx =
1
2
∫
R2
u4idx and
∫
R2
Vi(x)u
4
i dx = 0, where i = 1, 2.
This is a contradiction, since the first equality implies that ui is equal to (up to translation and
scaling) Q, and however the second equality yields that ui has compact support.
Suppose now that ai > a
∗ holds for i = 1 or 2. Without loss of generality, we consider the
case where a1 > a
∗. Choose a positive function η(x) ∈ C∞0 (R
2) such that
∫
R2
η2(x)dx = 1. Then∫
R2
φ21η
2dx ≤ sup
x∈R2
η2(x)
∫
R2
φ21dx = sup
x∈R2
η2(x) <∞,
where φ1 is chosen as in (2.2). We then derive from (2.4) that for a1 > a
∗,
E(φ1, η) ≤
(
1−
a1
‖Q‖22
)
τ2 + C → −∞ as τ →∞,
which therefore implies the nonexistence of minimizers.
We finally prove the stated properties of the GP energy e(a1, a2). Note that (2.1) implies
e(a1, a2) > 0 for 0 ≤ a1, a2 < a
∗. On the other hand, we deduce from (2.4), (2.8) and (2.9) that
e(a∗, a∗) = 0 and e(a1, a2) = −∞ for either a1 > a
∗ or a2 > a
∗. Further, consider (2.4), (2.8)
and (2.9) by first taking (a1, a2) ր (a
∗, a∗) and then letting τ → ∞, which then implies that
lim sup(a1,a2)ր(a∗,a∗) e(a1, a2) ≤ V1(x¯1)+V2(x¯2). By taking the infimum over x¯1 and x¯2, we then
conclude from above estimates that lim(a1,a2)ր(a∗,a∗) e(a1, a2) = e(a
∗, a∗) = 0, and the proof is
therefore complete.
3. Mass Concentration: Case of x1 6= x2
The main purpose of this section is to complete the proof of Theorem 1.2 on the limit behavior
of nonnegative minimizers for (1.2) as (a1, a2) ր (a
∗, a∗). Towards this purpose, we always
assume
β > 0 and Vi(x) = |x− xi|
pi with pi > 0 and x1 6= x2, where i = 1, 2. (3.1)
For convenience, as in the introduction, we denote throughout this section
εi := (a
∗ − ai)
1
pi+2 , i = 1, 2; δ0 = δ|x1 − x2|, (3.2)
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where δ > 0 is given by (1.16). Set
L := lim(a1,a2)ր(a∗,a∗)
e
−δ0
ε1
εp22
≥ 0. (3.3)
3.1. Energy estimates
In this subsection we derive some energy estimates for (1.2) as (a1, a2)ր (a
∗, a∗). We start
with the following lemma.
Lemma 3.1. Suppose (3.1) holds, and let (ua1 , ua2) be a nonnegative minimizer of (1.2). Then
as (a1, a2)ր (a
∗, a∗),
β
∫
R2
u2a1u
2
a2
dx+ e1(a1) + e2(a2) ≤ e(a1, a2) ≤ e1(a1) + e2(a2) + C0
(
e
−δ0
ε1 + e
−δ0
ε2
)
, (3.4)
where ei(ai) is defined as in (1.10). Moreover, if ε1 ≥ ε2 > 0, then,
e1(a1) ≤ E
1
a1
(ua1) ≤ e1(a1) + C1e
−δ0
ε1 as (a1, a2)ր (a
∗, a∗), (3.5)
and
e2(a2) ≤ E
2
a2
(ua2) ≤ e2(a2) + C2e
−δ0
ε1 as (a1, a2)ր (a
∗, a∗). (3.6)
Here, C0, C1 and C2 are some positive constants and all independent of a1 and a2.
Proof. Since
E(u, v) = E1a1(u) + E
2
a2
(v) + β
∫
R2
u2v2dx for all (u, v) ∈ X , (3.7)
and note that (ua1 , ua2) is a minimizer of (1.2), we then have
e(a1, a2) ≥ β
∫
R2
u2a1u
2
a2
dx+ e1(a1) + e2(a2). (3.8)
On the other hand, let u¯i be a positive minimizer of ei(ai) (i = 1, 2). Since x1 6= x2, it follows
from (1.15) that
u¯2(x) ≤ Ce
−δ|x1−x2|
2ε2 for x ∈ B |x1−x2|
2
(x1), u¯1(x) ≤ Ce
−δ|x1−x2|
2ε1 for x ∈ R2 \B |x1−x2|
2
(x1).
Hence, ∫
R2
u¯21u¯
2
2dx =
∫
B |x1−x2|
2
(x1)
u¯21u¯
2
2dx+
∫
R2\B |x1−x2|
2
(x1)
u¯21u¯
2
2dx
≤C
(
e
−δ0
ε2
∫
R2
u¯21dx+ e
−δ0
ε1
∫
R2
u¯22dx
)
= C
(
e
−δ0
ε1 + e
−δ0
ε2
)
,
where δ0 = δ|x1 − x2|. This yields that
e(a1, a2) ≤ E(u¯1, u¯2) ≤ e1(a1) + e2(a2) + 2βC
(
e
−δ0
ε1 + e
−δ0
ε2
)
, (3.9)
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by which we then conclude (3.4) in view of (3.8).
We next turn to proving (3.5) and (3.6). By the definition of ei(·), it is clear to have the
lower bounds of (3.5) and (3.6), then we need only to get the upper bounds. We first claim that
E1a1(ua1) ≤ e1(a1) + 2C0e
−δ0
ε1 as (a1, a2)ր (a
∗, a∗). (3.10)
On the contrary, suppose (3.10) is false. Then there exists a subsequence of {a1}, still denoted
by {a1}, such that
E1a1(ua1) ≥ e1(a1) + Ce
−δ0
ε1 as (a1, a2)ր (a
∗, a∗)
for some constant C > 2C0. By applying (3.4) and (3.7), we deduce from the above that
e1(a1) + e2(a2) + Ce
−δ0
ε1 ≤ E1a1(ua1) + E
2
a2
(ua2) ≤ e1(a1) + e2(a2) + C0
(
e
−δ0
ε1 + e
−δ0
ε2
)
.
Since ε1 ≥ ε2 implies that e
−δ0
ε1 ≥ e
−δ0
ε2 , we conclude that C ≤ 2C0, which leads to a contradiction.
We thus have (3.10), and (3.5) is therefore established. Similarly, one can derive (3.6) for some
C2 ≤ 2C0, and we are done.
Motivated by Lemma 4 in [6], we next use Lemma 3.1 to address the following L4(R2) esti-
mates of minimizers.
Lemma 3.2. Assume (3.1) holds and ε1 ≥ ε2 > 0. Let (ua1 , ua2) be a non-negative minimizer
of (1.2). Then, there exists a positive constant K1, independent of a1 and a2, such that
K1(a
∗ − a1)
− 2
p1+2 ≤
∫
R2
|ua1 |
4dx ≤
1
K1
(a∗ − a1)
− 2
p1+2 as (a1, a2)ր (a
∗, a∗). (3.11)
Moreover, there exists a positive constant K2, independent of a1 and a2, such that
(i). If the limit L in (3.3) satisfies 0 ≤ L <∞, then
K2(a
∗ − a2)
− 2
p2+2 ≤
∫
R2
|ua2 |
4dx ≤
1
K2
(a∗ − a2)
− 2
p2+2 as (a1, a2)ր (a
∗, a∗). (3.12)
(ii). If L =∞, then
K2
(
e
−δ0
ε1
)− 2
p2 ≤
∫
R2
|ua2 |
4dx ≤
e
−δ0
ε1
K2ε
p2+2
2
as (a1, a2)ր (a
∗, a∗). (3.13)
Proof. (a). By (1.14) and (3.5), there exists a constant C > 0, independent of a1 and a2, such
that
E1a1(ua1) ≤ Ce1(a1). (3.14)
On the other hand, using (1.7), we obtain that
E1a1(ua1) ≥
a∗ − a1
2
∫
R2
|ua1(x)|
4dx, (3.15)
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and the upper bound of (3.11) hence follows from (1.14) and (3.14).
To prove the lower bound of (3.11), we take 0 < b < a1 < a
∗ and then have
e1(b) ≤ E
1
a1
(ua1) +
a1 − b
2
∫
R2
u4a1(x)dx.
Together with (1.14) and (3.14), this implies that there exist C1, C2 > 0 such that
1
2
∫
R2
|ua1(x)|
4dx ≥
e1(b)− Ce1(a1)
a1 − b
≥
C1(a
∗ − b)
p1
p1+2 − C2(a
∗ − a1)
p1
p1+2
a1 − b
. (3.16)
Take b = a1 − C(a
∗ − a1), where C > 0 is large so that C1C
p1
p1+2 > 2C2. We then derive from
(3.16) that ∫
R2
|ua1(x)|
4dx ≥
2C2
C
(a∗ − a1)
p1
p1+2 ,
which then implies the lower bound of (3.11).
(b). If 0 ≤ L < ∞, it follows from (1.14) and (3.6) that there exists a constant C > 0,
independent of a1 and a2, such that
E2a2(ua2) ≤ Ce2(a2) for 0 ≤ a2 ≤ a
∗.
Further, a similar proof of (3.11) then implies (3.12).
(c). If L = +∞, by (1.14) and (3.6) we then have
e2(a2) ≤ E
2
a2
(ua2) ≤ C3e
−δ0
ε1 .
On the other hand, similar to (3.15), we have
E2a2(ua2) ≥
a∗ − a2
2
∫
R2
|ua2(x)|
4dx,
The above inequalities give the upper bound of (3.13). To obtain the lower bound, we take
b = a2 − (Me
−δ0
ε1 )
p2+2
p2 , where M > 0 is sufficiently large, so that
(a∗ − b)
p2
p2+2 =
[
a∗ − a2 + (Me
−δ0
ε1 )
p2+2
p2
] p2
p2+2 ≥Me
−δ0
ε1 .
Similar to (3.16), we then have
1
2
∫
R2
|ua2(x)|
4dx ≥
e2(b)− C3e
−δ0
ε1
a2 − b
≥
C1(a
∗ − b)
p2
p2+2 − C3e
−δ0
ε1
a2 − b
≥ C
(
e
−δ0
ε1
)− 2
p2 ,
which therefore implies the lower bound of (3.13).
3.2. Proof of Theorem 1.2
This subsection is devoted to the proof of Theorem 1.2. As before, we still denote (ua1 , ua2)
a non-negative minimizer of (1.2). We first establish the following theorem, which gives (i) and
(ii) of Theorem 1.2.
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Theorem 3.1. Assume that (3.1) holds, ε1 ≥ ε2 > 0, and the limit L in (3.3) satisfies 0 ≤ L <
∞. Then each uai has a unique global maximum point xai which approaches xi as (a1, a2) ր
(a∗, a∗), where i = 1, 2. Moreover, we have
(i). ua1 satisfies
lim
(a1,a2)ր(a∗,a∗)
ε1ua1(ε1x+ xa1) =
λ1
‖Q‖2
Q(λ1x) strongly in H
1(R2), (3.17)
where xa1 satisfies
|xa1 − x1|
ε1
→ 0 as (a1, a2)ր (a
∗, a∗), (3.18)
and
λ1 =
(p1
2
∫
R2
|x|p1Q2(x)dx
) 1
p1+2
. (3.19)
(ii). ua2 satisfies
lim
(a1,a2)ր(a∗,a∗)
ε2ua2(ε2x+ xa2) =
λ2
‖Q‖2
Q(λ2x) in H
1(R2) for some λ2 > 0. (3.20)
Specially, if L = 0, then (3.20) holds for
|xa2 − x2|
ε2
→ 0 as (a1, a2)ր (a
∗, a∗), (3.21)
and
λ2 =
(p2
2
∫
R2
|x|p2Q2(x)dx
) 1
p2+2
. (3.22)
Proof. We establish this theorem by three steps:
Step 1: The proofs of (3.17) and (3.20). We first note from (3.5), (3.6), (3.11) and (3.12) that
there exist positive constants C1, C2 and C3, independent of a1 and a2, such that∫
R2
Vi(x)|uai(x)|
2dx ≤ C1ε
pi
i as (a1, a2)ր (a
∗, a∗), (3.23)
and
C2ε
−2
i ≤
∫
R2
|uai(x)|
4dx ≤ C3ε
−2
i as (a1, a2)ր (a
∗, a∗), i = 1, 2, (3.24)
provided that 0 ≤ L <∞. Since Lemma 3.1 gives that
0 ≤
∫
R2
|∇uai(x)|
2dx−
ai
2
∫
R2
|uai(x)|
4dx
≤ ei(ai) + C1e
−δ0
ε1 ≤ Cεpii as (a1, a2)ր (a
∗, a∗),
there exists a constant m > 0 such that
0 < mε−2i <
∫
R2
|∇uai(x)|
2dx <
1
m
ε−2i as (a1, a2)ր (a
∗, a∗), i = 1, 2. (3.25)
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Claim 1: Each uai (i = 1, 2) has at least one local maximum point xai , and there exists η > 0
such that the function
w¯ai = εiuai(εix+ xai), (3.26)
satisfies
lim inf
(a1,a2)ր(a∗,a∗)
∫
B2(0)
|w¯ai |
2dx ≥ η > 0, i = 1, 2. (3.27)
Indeed, since (ua1 , ua2) is a nonnegative minimizer of (1.2), it satisfies the Euler-Lagrange
system 

−∆ua1 + V1(x)ua1 = µa1ua1 + a1u
3
a1
− βu2a2ua1 in R
2,
−∆ua2 + V2(x)ua2 = µa2ua2 + a2u
3
a2
− βu2a1ua2 in R
2,
(3.28)
where (µa1 , µa2) is a suitable Lagrange multiplier satisfying
µai = E
i
ai
(uai)−
ai
2
∫
R2
|uai |
4dx + β
∫
R2
u2a1u
2
a2
dx, i = 1, 2. (3.29)
One can use the comparison principle as in [11] to deduce from (3.28) that uai decays exponen-
tially to zero at infinity. This implies that each uai has at least one local maximum point, which
is denoted by xai . Letting w¯ai be defined by (3.26), it then follows from (3.28) that

−∆w¯a1 + ε
2
1V1(ε1x+ xa1)w¯a1 = µa1ε
2
1w¯a1 + a1w¯
3
a1
− β( ε1
ε2
)2w¯2a2(
ε1x+xa1−xa2
ε2
)w¯a1 in R
2,
−∆w¯a2 + ε
2
2V2(ε2x+ xa2)w¯a2 = µa2ε
2
2w¯a2 + a2w¯
3
a2
− β( ε2
ε1
)2w¯2a1(
ε2x+xa2−xa1
ε1
)w¯a2 in R
2.
(3.30)
Moreover, applying Lemma 3.1, (3.24) and (3.29), we see that there exist two positive constants
C1 and C2, independent of a1 and a2, such that
−C2 < ε
2
iµai < −C1 < 0 as (a1, a2)ր (a
∗, a∗), i = 1, 2.
Therefore, by passing to a subsequence if necessary, we may assume that
lim
(a1,a2)ր(a∗,a∗)
ε2iµai = −λ
2
i for some λi > 0, i = 1, 2. (3.31)
Since β > 0, we then obtain from (3.30) that
w¯ai(0) ≥
(−µaiε2i
ai
) 1
2
≥
( λ2i
2a∗
) 1
2
as (a1, a2)ր (a
∗, a∗). (3.32)
By (3.30), we also have
−∆w¯ai − ci(x)w¯ai ≤ 0 in R
2,
where ci(x) = aiw¯
2
ai
(x) (i = 1, 2). Applying De Giorgi-Nash-Moser theory, we thus have
max
B1(ξ)
w¯ai ≤ C
( ∫
B2(ξ)
|w¯ai |
2dx
) 1
2
,
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where ξ is an arbitrary point in R2, and C is a constant depending only on the bound of
‖w¯ai‖L4(B2(ξ)). Taking ξ = 0, we then obtain from (3.32) that
lim inf
(a1,a2)ր(a∗,a∗)
∫
B2(0)
|w¯ai |
2dx ≥
min{λ21, λ
2
2}
2C2a∗
:= η > 0,
i.e., (3.27) holds, and the claim is thus established.
We next prove that
xai → xi as (a1, a2)ր (a
∗, a∗), i = 1, 2. (3.33)
On the contrary, if (3.33) is incorrect for i = 1 or 2, then there exist a subsequence, still denoted
by {ai}, of {ai} and a constant C > 0 such that
Vi(xai) ≥ C > 0 as (a1, a2)ր (a
∗, a∗), where i = 1 or 2.
Using Fatou’s Lemma, we thus obtain from (3.26) and (3.27) that
lim
(a1,a2)ր(a∗,a∗)
∫
R2
Vi(x)|uai(x)|
2dx
= lim
(a1,a2)ր(a∗,a∗)
∫
R2
Vi(εix+ xai)|w¯ai(x)|
2dx ≥
Cη
2
> 0, i = 1 or 2,
this contradicts (3.23). Thus (3.33) holds.
From (3.24) and (3.25) we see that {w¯ai} is bounded in H
1(R2). Thus, there exists a sub-
sequence and 0 ≤ w¯i(x) ∈ H
1(R2) such that w¯ai ⇀ w¯i in H
1(R2), and it follows from (3.30),
(3.31) and (3.33) that w¯i satisfies
−∆w(x) = −λ2iw(x) + a
∗w3(x) in R2, where i = 1, 2. (3.34)
Moreover, we have w¯i(x) 6≡ 0 by (3.27), and the strong maximum principle then yields that
w¯i(x) > 0 in R
2. Since the origin is a critical point of w¯ai , it is also a critical point of w¯i. We
therefore conclude from the uniqueness (up to translations) of positive radial solutions for (1.5)
that w¯i is spherically symmetric about the origin, and
w¯i =
λi
‖Q‖2
Q(λi|x|) for some λi > 0, (3.35)
where ‖w¯i‖
2
2 = 1 (i = 1, 2). By the norm preservation we further conclude that w¯ai → w¯i
strongly in L2(R2). Moreover, it follows from (3.30) and (3.34) that
lim
(a1,a2)ր(a∗,a∗)
w¯ai = w¯i =
λi
‖Q‖2
Q(λi|x|) in H
1(R2), i = 1, 2,
and therefore (3.17) and (3.20) are proved.
Step 2: Uniqueness of global maximal points. Since w¯ai(x) → w¯i(x) strongly in H
1(R2), similar
to Step 1 by applying the comparison principle and De Giorgi-Nash-Moser theory, one can derive
that for i = 1, 2,
w¯ai(x) ≤ Ce
−
λi
2
|x| for |x| > R as (a1, a2)ր (a
∗, a∗), (3.36)
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and
‖w¯ai(x)‖L∞(R2) ≤ C <∞ as (a1, a2)ր (a
∗, a∗), (3.37)
where C > 0 is independent of a1 and a2.
Claim 2: w¯ai(x) → w¯i(x) in C
2,α
loc (R
2) for some α > 0, where i = 1, 2. Let Ω1 ⊂⊂ Ω ⊂⊂ R
2.
Rewrite (3.30) as
−∆w¯ai(x) = gai(x) in R
2, i = 1, 2, (3.38)
where
ga1(x) = −ε
2
1V1(ε1x+ xa1)w¯a1 + µa1ε
2
1w¯a1 + a1w¯
3
a1
− β
(ε1
ε2
)2
w¯2a2
(ε1x+ xa1 − xa2
ε2
)
w¯a1 ,
and
ga2(x) = −ε
2
2V2(ε2x+ xa2)w¯a2 + µa2ε
2
2w¯a2 + a2w¯
3
a2
− β
(ε2
ε1
)2
w¯2a1
(ε2x+ xa2 − xa1
ε1
)
w¯a2 .
Since ε1 ≥ ε2 > 0, we obtain from (3.36) and (3.37) that
‖ga2(x)‖L∞(R2) ≤ C <∞ uniformly as (a1, a2)ր (a
∗, a∗).
Then, the Lp theory of [5] yields that w¯a2(x) ∈ W
2,q
loc (R
2) for any q > 2. It thus follows from
Sobolev’s imbedding theorem that w¯a2(x) ∈ C
1,α
loc (R
2) for some α ∈ (0, 1). Further, we deduce
from Theorem 8.32 in [5] that,
‖w¯a2‖C1,α(R2) ≤ C
(
‖w¯a2‖L∞(R2) + ‖g¯a2‖L∞(R2)
)
≤ C. (3.39)
On the other hand, since x1 6= x2, we see from (3.33) that as (a1, a2)ր (a
∗, a∗),
|ε1x+ xa1 − xa2 |
ε2
≥
|x1 − x2|
2ε2
→∞ for all x ∈ Ω.
This estimate and (3.36) imply that, for any γ ≥ 2,(ε1
ε2
)γ
w¯2a2
(ε1x+ xa1 − xa2
ε2
)
≤ C
(ε1
ε2
)γ
e
−
λ2|x1−x2|
ε2 → 0 for all x ∈ Ω. (3.40)
By (3.37) and (3.40), there exists C > 0, depending only on Ω, such that
‖ga1(x)‖L∞(Ω) ≤ C <∞ uniformly as (a1, a2)ր (a
∗, a∗).
Then, similar to the arguments of analyzing w¯a2(x), we deduce from the L
p theory and Theorem
8.32 in [5] that w¯a1(x) ∈ C
1,α(Ω) for some α ∈ (0, 1) and
‖w¯a1‖C1,α(Ω1) ≤ C
(
‖w¯a1‖L∞(Ω) + ‖ga1‖L∞(Ω)
)
≤ C <∞. (3.41)
Meanwhile, (3.39) and (3.40) yield that∣∣∣(ε1
ε2
)2
∇xw¯
2
a2
(ε1x+ xa1 − xa2
ε2
)∣∣∣ = 2∣∣∣(ε1
ε2
)3(
w¯a2∇yw¯a2
)(ε1x+ xa1 − xa2
ε2
)∣∣∣ ≤ C in Ω,
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where y :=
ε1x+xa1−xa2
ε2
. This estimate and (3.41) imply that
‖ga1(x)‖C1(Ω1) ≤ C <∞ uniformly as (a1, a2)ր (a
∗, a∗).
Then, in view of (3.38), Schauder estimates yield that w¯a1(x) is bounded uniformly in C
2,α(Ω1)
for some α ∈ (0, 1), which implies that Claim 2 holds for i = 1.
To prove that Claim 2 holds also for i = 2, we first prove that
|∇w¯a1(x)| ≤ C
ε1
ε2
e−
λ1
4
|x| for |x| > R+ 2 as (a1, a2)ր (a
∗, a∗), (3.42)
where the radius R > 0 is as in (3.36). Indeed, for any fixed x ∈ R2 with |x| > R + 2, let
y ∈ B2(0) and define
wˆa1(y) := w¯a1
(
x+
ε2
ε1
y
)
.
Then, wˆa1(y) satisfies
−∆wˆa1(y) =
(ε2
ε1
)2[
− ε21V1(ε1x+ ε2y + xa1)wˆa1(y) + µa1ε
2
1wˆa1(y) + a1wˆ
3
a1
(y)
]
− βw¯2a2
(ε1x+ ε2y + xa1 − xa2
ε2
)
wˆa1(y) := gˆa1(y) in R
2.
(3.43)
By (3.36),
wˆa1(y) ≤ Ce
−
λ1
2
|x| for y ∈ B2(0),
which and (3.37) thus imply that
|gˆa1(y)| ≤ Ce
−
λ1
4
|x| for y ∈ B2(0).
Hence, using (3.43) and employing Theorem 8.32 in [5] again, we obtain that
‖∇wˆa1(y)‖L∞(B1(0)) ≤ Ce
−
λ1
4
|x| for y ∈ B2(0),
which therefore implies that (3.42) holds.
We now derive from (3.39), (3.41) and (3.42) that
‖ga2(x)‖C1(Ω1) < C uniformly as (a1, a2)ր (a
∗, a∗).
Therefore, by Schauder estimates, w¯a2(x) is bounded uniformly in C
2,α(Ω1), and hence,
w¯a2(x)→ w¯2(x) in C
2,α
loc (R
2) for some α ∈ (0, 1),
which implies that Claim 2 holds also for i = 2.
Using the above claim, similar to the arguments of [26], one can deduce from Lemma 4.2 in
[23] that for (a1, a2) ր (a
∗, a∗), w¯ai has no critical points other than the origin. This gives the
uniqueness of local maximum points for w¯ai(x), which also indicates the uniqueness of global
maximum point of uai in view of (3.26).
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Step 3: The proofs of (3.18), (3.19), (3.21) and (3.22). It follows from (3.5) that
E1a1(ua1) = e1(a1) + o(1)e1(a1) as (a1, a2)ր (a
∗, a∗),
which together with (1.7) and (3.26) yields that
e1(a1)[1 + o(1)] = E
1
a1
(ua1)
≥
εp11
2
∫
R2
w¯4a1(x)dx +
∫
R2
∣∣ε1x+ xa1 − x1∣∣p1w¯2a1(x)dx
=
εp11
2
∫
R2
w¯4a1(x)dx + ε
p1
1
∫
R2
∣∣x+ xa1 − x1
ε1
∣∣p1w¯2a1(x)dx (3.44)
as (a1, a2) ր (a
∗, a∗), where xa1 is the unique global maximum point of ua1 satisfying (3.33).
Utilizing (3.27) and (1.14), one can deduce from (3.44) that
|xa1−x1|
ε1
is bounded as (a1, a2) ր
(a∗, a∗). Therefore, we can extract a subsequence such that
xa1 − x1
ε1
→ z1 as (a1, a2)ր (a
∗, a∗) for some z1 ∈ R
2.
Since Q is a radial decreasing function and decays exponentially as |x| → ∞, we then deduce
from (3.35) that
lim inf
(a1,a2)ր(a∗,a∗)
1
εp11
∫
R2
∣∣ε1x+ xa1 − x1∣∣p1w¯2a1(x)dx
=
∫
R2
|x+ z1|
p1w¯20(x)dx ≥
∫
R2
|x|p1 w¯20(x)dx, (3.45)
where “=” holds in the last inequality if and only if z1 = (0, 0). We hence infer from (1.8), (1.14),
(3.44) and (3.45) that
lim inf
(a1,a2)ր(a∗,a∗)
e1(a1)
εp11
≥
1
2
‖w¯0‖
4
4 +
∫
R2
|x|p1 w¯20(x)dx
=
1
a∗
(
λ21 +
1
λp11
∫
R2
|x|p1Q2(x)dx
)
≥
2
a∗
(p1
2
∫
R2
|x|p1Q2(x)dx
) 2
p1+2
,
(3.46)
and the last equality holds if and only if
λ1 = λ0 :=
(p1
2
∫
R2
|x|p1Q2(x)dx
) 1
p1+2
.
On the other hand, it follows from (3.20) in [6] that
lim inf
(a1,a2)ր(a∗,a∗)
e1(a1)
εp11
=
2
a∗
(p1
2
∫
R2
|x|p1Q2(x)dx
) 2
p1+2
, (3.47)
Therefore, we can deduce from (3.46) and (3.47) that λ1 ≡ λ0, which gives (3.19). Moreover, we
also see that (3.45) is indeed an equality, and thus z1 = (0, 0) follows, which implies (3.18).
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Furthermore, if the limit L in (3.3) satisfies L = 0, we then obtain from (3.6) that
E2a2(ua2) = e2(a2) + o(1)e2(a2) as (a1, a2)ր (a
∗, a∗). (3.48)
Then, similar to the proof of (3.18) and (3.19), one can obtain the estimates (3.21) and (3.22).
We finally remark that the above arguments can be proceeded for any subsequence of {(a1, a2)}
satisfying (a1, a2)ր (a
∗, a∗), i.e., Theorem 3.1 holds essentially for the whole sequence {(a1, a2)},
and the proof of Theorem 3.1 is therefore complete.
In order to complete the proof of Theorem 1.2, in view of Theorem 3.1 it next suffices to
prove the following result for the case where the limit L in (3.3) is infinite.
Theorem 3.2. Suppose that (3.1) holds, ε1 ≥ ε2 > 0, and the limit L in (3.3) satisfies L =∞.
Then, all conclusions about {ua1} in Theorem 3.1 still hold, and {ua2} satisfies
lim
(a1,a2)ր(a∗,a∗)
ε˜2ua2(ε˜2x+ xa2) =
λ2
‖Q‖2
Q(λ2x) (3.49)
strongly in H1(R2) for some λ2 > 0, where
ε˜2 :=
(∫
R2
u4a2dx
)− 1
2
→ 0 as (a1, a2)ր (a
∗, a∗). (3.50)
Moreover, the unique maximum point xa2 of ua2 approaches x2 as (a1, a2)ր (a
∗, a∗).
Proof. Since the proof of this theorem is similar to that of Theorem 3.1, we shall only sketch
the main differences. Because L =∞, we first note from (3.6) that∫
R2
V2(x)|ua2(x)|
2dx ≤ e2(a2) + C2e
−δ0
ε
p1
1 ≤ Ce
−δ0
ε
p1
1 → 0 as (a1, a2)ր (a
∗, a∗).
Set
ε˜−22 (a1, a2) :=
∫
R2
|ua2(x)|
4dx.
It then yields from (3.13) that ε˜2(a1, a2)→ 0 as (a1, a2)ր (a
∗, a∗). Moreover, since
0 ≤
∫
R2
|∇ua2(x)|
2dx −
a2
2
∫
R2
|ua2(x)|
4dx =
∫
R2
|∇ua2(x)|
2dx−
a2
2
ε˜−22 (a2) ≤ e(a1, a2),
there exists a constant m > 0, independent of a1 and a2, such that
0 < mε˜−22 (a1, a2) ≤
∫
R2
|∇ua2 |
2dx ≤
1
m
ε˜−22 (a1, a2) as (a1, a2)ր (a
∗, a∗).
On the other hand, the estimates of (3.23)-(3.25) still hold for ua1 . In view of above facts,
replacing ε2 by ε˜2 and repeating Steps 1-3 in the proof of Theorem 3.1, one can obtain (3.49)
and all conclusions about {ua1} in Theorem 3.1 still holds, which then completes the proof of
Theorem 3.2.
Remark 3.1. Since here L =∞, we cannot get the estimate as (3.48) for ua2 . Actually, we know
only that xa2 → x2 as a2 ր a
∗, and the explicit convergence rate for (3.50) remains unknown in
our Theorem 3.2.
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4. Mass Concentration: Case of x1 = x2
This section is devoted to the proof of Theorem 1.3. We always denote (ua1 , ua2) a non-
negative minimizer of (1.2), and our first result is concerned with the following energy estimates:
Lemma 4.1. For β > 0, let (1.19) be satisfied and let (a∗−a1) ∼ (a
∗−a2) as (a1, a2)ր (a
∗, a∗).
Then there exists a positive constant C, independent of a1 and a2, such that as (a1, a2)ր (a
∗, a∗),
β
∫
R2
u2a1u
2
a2
dx+ e1(a1) + e2(a2) ≤ e(a1, a2)
≤ C(a∗ − a1)
p
p+2
(
ln
1
a∗ − a1
) 2p
p+2
(4.1)
and for i = 1, 2,
C(a∗ − ai)
p
p+2 ≤ ei(ai) ≤ E
i
ai
(uai) ≤ C(a
∗ − ai)
p
p+2
(
ln
1
a∗ − ai
) 2p
p+2
. (4.2)
Proof. The lower bound of (4.1) follows directly from (3.8). Inspired by the proof of Theorem
1.1, we next prove the upper bound of (4.1) as follows: consider the trial function (φ1, φ2) of the
form (2.2) with x¯1 = x¯2 = x0, where C0 > 1 is sufficiently large. By the exponential decay of
Q(x), we have∫
R2
Vi(x)φ
2
i (x)dx =
1
a∗
∣∣ ln τ
τ
∣∣p ∫
R2
∣∣∣ x
ln τ
− (−1)iC0~n
∣∣∣pQ2(x)dx + O((Rτ)−∞)
≤ 2Cp0
∣∣ ln τ
τ
∣∣p as Rτ →∞, i = 1, 2.
Together with (2.4) and (2.8), this implies that for C0 >
p+3
2 ,
E(φ1, φ2) ≤
2∑
i=1
(a∗ − ai
a∗
τ2 + 2Cp0
∣∣ ln τ
τ
∣∣p)+ 2βτ2−2C0
≤
2∑
i=1
(a∗ − ai
a∗
τ2 + 3Cp0
∣∣ ln τ
τ
∣∣p) as τ →∞.
(4.3)
Since a∗ − a1 ∼ a
∗ − a2 as (a1, a2) ր (a
∗, a∗), setting τ =
(
1
a∗−a1
) 1
p+2
(
ln 1
a∗−a1
) p
p+2 into (4.3)
yields that
e(a1, a2) ≤ E(φ1, φ2) ≤ C(a
∗ − a1)
p
p+2
(
ln
1
a∗ − a1
) 2p
p+2
as (a1, a2)ր (a
∗, a∗). This gives the upper bound of (4.1).
Finally, since
E1a1(ua1) + E
2
a2
(ua2) ≤ e(a1, a2) and C(a
∗ − ai)
p
p+2 ≤ ei(ai) ≤ E
i
ai
(uai), i = 1, 2,
we conclude (4.2) by applying (4.1).
Based on Lemma 4.1, a similar proof of Lemma 3.2 gives the following L4(R2) estimates of
minimizers, and we omit the details for simplicity.
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Lemma 4.2. Under the assumptions of Lemma 4.1, we have
C(a∗ − ai)
− 2
p+2
(
ln
1
a∗ − ai
)− 4
p+2
≤
∫
R2
u4aidx
≤
1
C
(a∗ − ai)
− 2
p+2
(
ln
1
a∗ − ai
) 2p
p+2
(4.4)
as (a1, a2)ր (a
∗, a∗), where i = 1, 2.
Applying the above estimates, we are now ready to establish Theorem 1.3 as follows.
Proof of Theorem 1.3. We establish this theorem by three steps:
Step 1: Scaling and limit behavior of minimizers (ua1 , ua2). We first note from (4.2) that∫
R2
Vi(x)|uai(x)|
2dx ≤ Eiai(uai) ≤ C(a
∗ − ai)
p
p+2
(
ln
1
a∗ − ai
) 2p
p+2
(4.5)
as (a1, a2)ր (a
∗, a∗), where i = 1, 2. Set
ǫ−2i (a1, a2) :=
∫
R2
|uai(x)|
4dx, i = 1, 2. (4.6)
It then yields from (4.4) that ǫi(a1, a2)→ 0 as (a1, a2)ր (a
∗, a∗). Moreover, since
0 ≤
∫
R2
|∇uai(x)|
2dx−
ai
2
∫
R2
|uai(x)|
4dx
=
∫
R2
|∇uai(x)|
2dx−
ai
2
ǫ−2i (a1, a2) ≤ e(a1, a2) as (a1, a2)ր (a
∗, a∗),
there exists a constant m > 0, independent of a1 and a2, such that
0 < mǫ−2i (a1, a2) ≤
∫
R2
|∇uai |
2dx ≤
1
m
ǫ−2i (a1, a2) as (a1, a2)ր (a
∗, a∗), (4.7)
where i = 1, 2. We next denote ǫi(a1, a2) by ǫi for convenience. Using (4.5)-(4.7), similar to Step
1 in the proof of Theorem 3.1, one can prove that, if xai is a global maximum point of uai , then
xai → x0 as (a1, a2)ր (a
∗, a∗). Define
w¯ai = ǫiuai(ǫix+ xai), i = 1, 2. (4.8)
Then a proof similar to that of Theorem 3.1 yields that w¯a1 and w¯a2 satisfy the elliptic system{
−∆w¯a1 + ǫ
2
1V1(ǫ1x+ xa1)w¯a1 = µa1ǫ
2
1w¯a1 + a1w¯
3
a1
− β( ǫ1
ǫ2
)2w¯2a2(
ǫ1x+xa1−xa2
ε2
)w¯a1 ,
−∆w¯a2 + ǫ
2
2V2(ǫ2x+ xa2)w¯a2 = µa2ǫ
2
2w¯a2 + a2w¯
3
a2
− β( ǫ2
ǫ1
)2w¯2a1(
ǫ2x+xa2−xa1
ε1
)w¯a2 ,
where (µa1 , µa2) is a suitable Lagrange multiplier and satisfies
lim
ǫi→0
w¯ai(x) = lim
ǫi→0
ǫiuai(ǫix+ xai) =
λi
‖Q‖2
Q(λix) (4.9)
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strongly in H1(R2) for some λi > 0, where i = 1, 2. Moreover, by employing the comparison
principle, we have
w¯ai(x) ≤ Ce
−
λi
2
|x| for large |x|, (4.10)
and
‖w¯ai(x)‖L∞(R2) ≤ C <∞ as (a1, a2)ր (a
∗, a∗), (4.11)
where C > 0 is independent of a1 and a2.
Step 2: Uniqueness of global maximum points xai for uai . Stimulated by the proof of Theorem
3.1, the key of establishing the uniqueness of maximum points is to prove that for any Ω ⊂⊂ R2,
there exists a positive constant C(Ω) such that for any γ ≥ 2( ǫ1
ǫ2
)γ
w¯2a2
(ǫ1x+ xa1 − xa2
ǫ2
)
≤ C(Ω) uniformly in Ω as (a1, a2)ր (a
∗, a∗), (4.12)
and ( ǫ2
ǫ1
)γ
w¯2a1
(ǫ2x+ xa2 − xa1
ǫ1
)
≤ C(Ω) uniformly in Ω as (a1, a2)ր (a
∗, a∗). (4.13)
Indeed, if (4.12) and (4.13) hold, by the proof of Claim 2 of Theorem 3.1, we know that w¯ai → w¯i
in C2,αloc (R
2) for some α > 0, which then gives the uniqueness of global maximum points xai for
i = 1, 2.
We next prove the estimates (4.12) and (4.13). We may assume that ǫ1 ≥ ǫ2 > 0 (passing
to a subsequence if necessary). Then, (4.13) directly follows from the L∞-boundedness (4.11) of
w¯a1 . As for (4.12), it follows from (4.14) below, whose proof does not depend on the uniqueness
of xa2 , that for any C > 0,
|ǫ1x+ xa1 − xa2 |
ǫ2
> C
ǫ1
ǫ2
uniformly in Ω as (a1, a2)ր (a
∗, a∗).
By the exponential decay (4.10) of w¯a2 , we then derive that( ǫ1
ǫ2
)γ
w¯2a2
(ǫ1x+ xa1 − xa2
ǫ2
)
≤
(ǫ1
ǫ2
)γ
e−2C
ǫ1
ǫ2 < C uniformly in Ω as (a1, a2)ր (a
∗, a∗),
which therefore implies (4.12).
Step 3: Proof of (1.21). We first prove that
lim
(a1,a2)ր(a∗,a∗)
|xa1 − xa2 |
ǫi
=∞, where i = 1, 2. (4.14)
Without loss of generality, as before we may assume ǫ1 ≥ ǫ2 (passing to a subsequence if neces-
sary), and it hence suffices to prove that
lim
(a1,a2)ր(a∗,a∗)
|xa1 − xa2 |
ǫ1
=∞.
On the contrary, suppose there exists a constant R > 0 such that
lim
(a1,a2)ր(a∗,a∗)
|xa1 − xa2 |
ǫ1
≤ R <∞.
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We then have∣∣∣ ǫ2
ǫ1
x−
xa1 − xa2
ǫ1
∣∣∣ ≤ ǫ2
ǫ1
R+R ≤ 2R for x ∈ BR(0) =
{
x ∈ R2 : |x| ≤ R
}
. (4.15)
Since (4.9) gives that
w¯a1(x)→
λ1
‖Q‖2
Q(λ1x) a.e. in R
2 as (a1, a2)ր (a
∗, a∗),
we derive from (4.15) that
lim
(a1,a2)ր(a∗,a∗)
w¯a1
(ǫ2
ǫ1
x−
xa1 − xa2
ǫ1
)
≥ inf
x∈B2R(0)
λ1
‖Q‖2
Q(λ1x) ≥ α > 0 in BR(0).
By Fatou’s Lemma, it then follows from (4.8) that∫
R2
u2a1u
2
a2
dx =
1
ǫ21ǫ
2
2
∫
R2
w¯2a1
(x− xa1
ǫ1
)
w¯2a2
(x− xa2
ǫ2
)
dx
=
1
ǫ21
∫
R2
w¯2a1
(ǫ2
ǫ1
x−
xa1 − xa2
ǫ1
)
w¯2a2(x)dx
≥
α2
ǫ21
∫
BR(0)
w¯2a2(x) >
C
ǫ21
→∞,
which implies that
∫
R2
u2a1u
2
a2
dx→∞ as (a1, a2)ր (a
∗, a∗), which leads to a contradiction since
the estimate (4.1) implies that∫
R2
u2a1u
2
a2
dx ≤
1
β
e(a1, a2)→ 0 as (a1, a2)ր (a
∗, a∗).
This completes the proof of (4.14).
We finally prove the estimate
lim sup
(a1,a2)ր(a∗,a∗)
|xai − x0|
ǫi ln
1
ǫi
<∞, where i = 1, 2. (4.16)
On the contrary, without loss of generality, we assume that (4.16) is false for i = 1. Then there
exists a subsequence of {(a1, a2)}, still denoted by {(a1, a2)}, such that
lim
(a1,a2)ր(a∗,a∗)
|xa1 − x0|
ǫ1 ln
1
ǫ1
=∞.
By Fatou’s Lemma, we deduce that for any m > 0,∫
R2
V1(x)u
2
a1
(x)dx =
∫
R2
|ǫ1x+ xa1 − x0|
pw¯2a1(x)dx
=
∣∣∣ǫ1 ln 1
ǫ1
∣∣∣p ∫
R2
∣∣∣ x
ln 1
ǫ1
+
xa1 − x0
ǫ1 ln
1
ǫ1
∣∣∣pw2a1(x)dx ≥ m∣∣∣ǫ1 ln 1ǫ1
∣∣∣p, (4.17)
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and hence
E1a1(ua1) =
∫
R2
(
|∇ua1 |
2 + V1(x)u
2
a1
)
dx−
a1
2
∫
R2
u4a1dx
≥
a∗ − a1
2
∫
R2
u4a1dx+
∫
R2
V1(x)u
2
a1
dx
≥
a∗ − a1
2
1
ǫ21
+m
∣∣ǫ1 ln 1
ǫ1
∣∣p for any m > 0.
(4.18)
Applying Lemma A in the appendix, we conclude from (4.18) that
E1a1(ua1) ≥ C(m, p)
(
a∗ − a1
) p
p+2
(
ln
1
a∗ − a1
) 2p
p+2
,
where C(m, p) → ∞ as m → ∞. This however contradicts (4.2), and the proof of (4.16) is
therefore complete.
Since the arguments hold for any subsequence of {(a1, a2)} satisfying (a1, a2) ր (a
∗, a∗),
Theorem 1.3 holds for the whole sequence {(a1, a2)}, and the proof of Theorem 1.3 is therefore
complete.
5. Appendix: Some Proofs
In this appendix, we give the proof of Proposition A stated in the Introduction and establish a lemma
which leads to the important estimate (1.21) of Theorem 1.3.
Proof of Proposition A. The energy estimate of (1.14) follows directly from Lemma 3 of [6]. The
uniqueness of maximum points of u¯i(x) is proved in Theorem 1.1 of [8] for the case where Vi(x) is ring-
shaped, i.e., Vi(x) = ||x| − A|
2, where A > 0. One can however check that the argument in [8] is also
applicable for the case where Vi(x) takes the form of (1.12). It therefore remains to prove the estimate
(1.15).
For convenience, we now consider the case of i = 1, for which we set w1(x) = ε1u¯(ε1x + x1). Note
then from [6] that w1(x) satisfies
−∆w1(x) + ε
2
1V1(ε1x+ x1)w1(x) = µ1ε
2
1w1(x) + a1w
3
1(x) in R
2
, (5.1)
where µ1 := µ1(a1) < 0 is a suitable Lagrange multiplier, and
λ
2
1 := − lim
a1րa∗
µ1ε
2
1 =
(
p1
2
∫
R2
|x|p1Q2(x)dx
) 2
p1+2 .
Moreover, it follows from [6] that w1(x) → w0 strongly in H
1(R2) as a1 ր a
∗, where w0 > 0 is the
unique radially symmetric solution of
−∆w0(x) = −λ
2
1w0(x) + a
∗
w
3
0(x) in R
2
.
Hence, for any number α > 2,
∫
|x|>R0
|w1|
α
dx→ 0 as R0 →∞ uniformly for a1 ր a
∗
. (5.2)
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Note from (5.1) that −∆w1− c(x)w1 ≤ 0 in R
2, where c(x) = a1w
2
1 . By applying De Giorgi-Nash-Moser
theory, we then deduce from (5.2) that
w1(x)→ 0 as |x| → ∞ uniformly for a1 ր a
∗
.
Since w1 satisfies (5.1), one can use the comparison principle as in [11] to compare w1 with e
−
λ1
2
|x|,
which then shows that there exists a large constant R1 > 0, independent of a1, such that
w1(x) ≤ e
−
λ1
2
|x| for |x| > R1 as a1 ր a
∗
. (5.3)
For any R > 0 and x ∈ BcR(x1),
|x−x1|
ε1
≥ R
ε1
→ ∞ as a1 ր a
∗. We thus obtain from (5.3) that for any
R > 0,
u¯1(x) =
1
ε1
w1(
x− x1
ε1
) ≤
1
ε1
e
−
λ1|x−x1|
2ε1 ≤ e
−
λ1|x−x1|
4ε1 in BcR(x1) as a1 ր a
∗
. (5.4)
Similarly, the above argument also yields that for any R > 0,
u¯2(x) ≤ e
−
λ2|x−x2|
4ε2 in BcR(x2) as a2 ր a
∗
, (5.5)
where λ2 =
(
p2
2
∫
R2
|x|p2Q2(x)dx
) 1
p2+2 . We therefore obtain the estimate (1.15) from (5.4) and (5.5) by
setting δ = min{λ1, λ2} > 0.
The following lemma is used in the proof of Theorem 1.3.
Lemma A. Consider positive constants κ,m and p, and 0 < a < a∗. Then for the function
f(s) :=
a∗ − a
κ
s
2 +m
∣∣ ln s
s
∣∣p, where s ∈ (e3,∞),
there exists a positive constant C := C(κ,m, p), where C(κ,m, p)→∞ as m→∞, such that
f(s) ≥ C
(
a
∗ − a
) p
p+2
(
ln
1
a∗ − a
) 2p
p+2
as aր a∗ .
Proof. A direct calculation shows that if a∗ − a > 0 is sufficiently small, then f(s) with s ∈ (e3,∞) is
strictly convex and f(s) has a unique global minimum point, denoted by s1. Since f
′(s1) = 0, we have
2(a∗ − a)
κ
s1 = mp
(ln s1)
p
s
p+1
1
(
1−
1
ln s1
)
.
Note that 1
ln s1
< 1
3
for s1 > e
3. Thus, one can derive from the above equality that
2mp
3
(ln s1)
p
s
p+1
1
≤
2(a∗ − a)
κ
s1 ≤ mp
(ln s1)
p
s
p+1
1
,
which is equivalent to
( mpκ
3(a∗ − a)
) 1
p+2
(ln s1)
p
p+2 ≤ s1 ≤
( mpκ
2(a∗ − a)
) 1
p+2
(ln s1)
p
p+2 . (5.6)
This implies that
a∗ − a
κ
s
2
1 ≥
a∗ − a
κ
(
mpκ
3(a∗ − a)
) 2
p+2 (
ln s1
) 2p
p+2 =
(
a∗ − a
κ
) p
p+2
(
mp
3
) 2
p+2 (
ln s1
) 2p
p+2 ,
25
and
m
∣∣∣ ln s1
s1
∣∣∣p ≥ m
(a∗ − a
κ
) p
p+2
( 2
mp
) p
p+2 (
ln s1
) 2p
p+2 .
Thus, there exists a positive constant C(κ, p), independent of a, such that
f(s1) =
a∗ − a
κ
s
2
1 +m
∣∣∣ ln s1
s1
∣∣∣p ≥ C(κ, p)m 2p+2 (a∗ − a) pp+2 (ln s1) 2pp+2 . (5.7)
Note also from (5.6) that
s1 ≥
( mpκ
3(a∗ − a)
) 1
p+2
and ln s1 ≥
1
p+ 2
(
ln
mpκ
3
+ ln
1
a∗ − a
)
.
We therefore conclude from these estimates and (5.7) that for sufficiently large m > 0,
f(s1) ≥ C(κ, p)m
2
p+2
(
a
∗ − a
) p
p+2
(
ln
mpκ
3
+ ln
1
a∗ − a
) 2p
p+2
≥
C(κ, p)
2
m
2
p+2
(
a
∗ − a
) p
p+2
(
ln
1
a∗ − a
) 2p
p+2
,
which completes the proof of Lemma A.
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