We assume that a set S ∈ Sub R of real numbers is given and consider the set Fun S of all real valued functions with domain S. Instead of sequences of real numbers, we now consider sequences of functions in Fun S, i,e, elements u ∈ (Fun S) N × . As for sequences of numbers, we can consider subsequences, sum-sequences, and difference-sequences, defined in the same way as for real sequences.
Convergence and Summabillity
We assume that a set S ∈ Sub R of real numbers is given and consider the set Fun S of all real valued functions with domain S. Instead of sequences of real numbers, we now consider sequences of functions in Fun S, i,e, elements u ∈ (Fun S) N × . As for sequences of numbers, we can consider subsequences, sum-sequences, and difference-sequences, defined in the same way as for real sequences.
We say that a sequence of functions u ∈ (Fun S) N × converges [is summable] if (u n (s) | n ∈ N × ) converges [is summable] for all s ∈ S. We say that u coverges [is summable] on T ∈ Sub S if u| T := (u n | T | n ∈ N × ) ∈ (Fun T )
If u converges, we define lim u ∈ Fun S by (lim u)(s) := lim
Examples:
Definition 1: We say that u ∈ (Fun S) N × converges uniformly to f ∈ Fun S if, for every ε ∈ P × , there is n ∈ N × such that |u k (s) − f (s)| < ε for all s ∈ S and all k ∈ n + N.
(1.3)
We say that u converges uniformly on T ∈ Sub S if u T := (u n | T | n ∈ N × .) converges uniformly. We say that u converges locally uniformly if for every t ∈ S, there is δ ∈ P × such that u converges uniformly on ]t − δ, t + δ[ ∩S.
Proposition 1.1. The sequence u ∈ (Fun S) N × converges uniformly to f ∈ Fun S if and only if, sup Rng(|u n − f |) < ∞ for all n ∈ N and (sup Rng |u n − f | | n ∈ N × ) converges to zero.
Proposition 1.2. The sequence u ∈ (Fun S) N × converges uniformly if and only if for every ε ∈ P × there is n ∈ N × such that
Proof. to be supplied 
Example:
Let r ∈]0, 1] be given and consider the sequence
Then u converges uniformly and
lim u = log(1 + r).
On the other hand, we have
Hence, by Theorem 1.2, we find that
Counterexample:
u converges to the constant 0, but not uniformly. It is easily seen that [0, 1] u n = 1 for all n ∈ N × and hence
Power Series
Definition 2: Let a ∈ R N be given. Then the power series with coefficientsequence a is defined by
Theorem 2.1. (Radius of Convergence) Let a ∈ R N be given. Then there is exactly one r ∈ P with the following properties.
(ii) psc (a)(s) fails to converge for every s ∈ R\ [−r, r].
The number r is called the radius of convergence of psc (a). We have
If there is an m ∈ N such that |a k | = 0 for all k ∈ m + N and if | a k+1 a k | k ∈ m + N converges, we also have
Proof. Let r be defined by (2.2) and let ρ ∈ ]0, r[ be given, so that
is finite. We conclude that we can chose m ∈ N such that k |a k | 1 σ and hence σ k |a k | ≤ 1 for all k ∈ m + N.. It follows that 
is infinite and hence |a k s k | = |a n ||s| k > 1 for k in an infinite subset of N. This shows that (a k s k | k ∈ N) cannot converge to zero and hence ssq(a k s k | k ∈ N) = psc (a)(s) cannot converge. The last statement of the theorem is an immediate consequence of the following Lemma: Let a ∈ (P × ) N × be given. If
converges so does k √ a k | k ∈ N × and they have the same limit.
Proposition 2.1. Let a ∈ R N be given, let r be the radius of convergence of the power-series psc(a) and assume that r > 0. Put
Then f is of class C ∞ , and all of its derivatives are limits of power-series with radius of convergence r. The coefficient-sequences of these power-series are obtained from a by "termwise differentiation". In particular,
and hence, by (2.2), that psc (k + 1)a k+1 ι k | k ∈ N and psc(a) have the same radius of convergence. Let g ∈ Fun ] − r, r[ be defined by the right side of (2.4). Let s ∈] − r, r[ be given and put ρ := |s|. Since 
Since s ∈] − r, r[ was arbitrary, it follows from the Fundamental Theorem of Calculus that f is differentiable and f • = g. Using induction, we conclude that f has derivatives of all orders and hence is of class C ∞ .
Example: Consider the sequence a :=
. Hence the radius of convergence of psc(
is of class C ∞ and we have
and exp(0) = 1 Proposition 2.2. Let a ∈ R N be given, assume that the power series psc(a) has radius of convergence r ∈ P × , and put f :
Let I be a genuine open interval with 0 ∈ I. If f ∈ Fun I is of class C ∞ , then the power-series psc(
is called the Taylor-series of f centered at 0.
Prop.2.6 can be expressed in the following way: If f is the limit of powerseries then this power-series is the Taylor-series of f centerd at 0..
Pitfall:
It can happen that the radius of convergence of the Taylor-series of a C ∞ -function is zero. Even if this radius is not zero, the sum of the Taylor-series need not agree with the function on the intersection of their domains.
Counterexamples:
(1) Consider the function f ∈ Fun R defined by
Considering the fact that
it is easy to prove that
where p n is a polynomial function of degree 2(n − 1). Since f (n) (0) = 0 for all n ∈ N, the Taylor-series of f is the zero-sequence and hence its limit is the constant 0 on R, which is not the same as f .
(2) One can construct f ∈ C ∞ (R) such that 1 n! f (n) (0) = n! for all n ∈ N. The radius of convergence of psc(n! | k ∈ N) is zero even though the domain of f is R.
Let I be an open interval. We say that f ∈ C ∞ (I) is analytic if, for every t ∈ I, the Taylor-series of f • (ι − t) : I − t → R has a strictly positive radius r of convergence and if the sum of this series agrees with f • (ι − t) on (I −t)∩]t−r, t+r[. The elementary functions (with appropriate domains) are all analytic. The function f ∈ C ∞ (R) of counterexample (1) is not analytic, although f | I is analytic for every open interval I not containing 0.
