A simple alternating rank-1 update procedure is considered for CP tensor decomposition. Local convergence guarantees are established for third order tensors of rank k in d dimensions, when k = o(d 1.5 ) and the tensor components are incoherent. We strengthen the results to global convergence guarantees when k = O(d) through a simple initialization procedure based on rank-1 singular value decomposition of random tensor slices. Our tight perturbation analysis leads to efficient sample guarantees for unsupervised learning of discrete multi-view mixtures when k = O(d), where k is the number of mixture components and d is the observed dimension. For learning overcomplete decompositions (k = ω(d)), we prove that having an extremely small number of labeled samples, scaling as polylog(k), under the semi-supervised setting (where the label corresponds to the choice variable in the mixture model) leads to global convergence guarantees for learning mixture models.
Introduction
Tensor decompositions have been recently popular for unsupervised learning of a wide range of latent variable models such as independent component analysis (De Lathauwer et al., 2007) , topic models, Gaussian mixtures, hidden Markov models (Anandkumar et al., 2012a) , network community models (Anandkumar et al., 2013b) , and so on. The decomposition of a certain low order multivariate moment tensor (typically up to fourth order) in these models are guaranteed to provide a consistent estimate of the model parameters. Moreover, the sample and computational requirements are only a low order polynomial in the latent dimensionality for the tensor method (Anandkumar et al., 2012a; Song et al., 2013) . In practice, the tensor decomposition techniques have been shown to be effective in a number of applications such as blind source separation (Comon, 2002), computer vision (Vasilescu and Terzopoulos, 2003) , contrastive topic modeling (Zou et al., 2013) , and community detection (Huang et al., 2013) , where the tensor approach is shown to be orders of magnitude faster than existing techniques such as the stochastic variational approach.
The current state of art for guaranteed tensor decomposition involves two steps, viz., converting the input tensor to an orthogonal symmetric form, and then solving the orthogonal decomposition through tensor eigen decomposition (Comon, 1994; Kolda and Mayo, 2011; Zhang and Golub, 2001; Anandkumar et al., 2012a) . The first step of converting the input tensor to an orthogonal symmetric form is known as whitening. For the second step, the tensor eigen pairs can be found through a simple tensor power iteration procedure.
While having efficient guarantees, the above procedure suffers from a number of theoretical and practical limitations. For instance, in practice, the learning performance is especially sensitive to whitening (Le et al., 2011) . Moreover, whitening is computationally the most expensive step in deployments (Huang et al., 2013) , and it can suffer from numerical instability in high-dimensions due to ill-conditioning. Lastly, the above approach is unable to learn overcomplete representations due to the orthogonality constraint, which is especially limiting, given the recent popularity of overcomplete feature learning in many domains (Bengio et al., 2012; Lewicki and Sejnowski, 2000) .
The current practice for tensor decomposition is the alternating least squares (ALS) procedure, which has been described as the "workhorse" of tensor decomposition (Kolda and Bader, 2009 ). This involves solving the least squares problem on a mode of the tensor, while keeping the other modes fixed, and alternating between the tensor modes. The method is extremely fast since it involves calculating linear updates, but is not guaranteed to converge to the global optimum in general (Kolda and Bader, 2009) .
In this paper, we provide local and global convergence guarantees for a modified alternating method, which involves making rank-1 updates along different modes of the tensor. This method is extremely fast to deploy, trivially parallelizable, and does not suffer from ill-conditioning issues faced by both ALS (Kolda and Bader, 2009 ) and whitening approaches (Le et al., 2011) . Our analysis assumes the presence of incoherent tensor components, which can be viewed as a soft orthogonality constraint. Incoherent representations have been extensively considered in literature in a number of contexts, e.g. compressed sensing (Donoho, 2006) and sparse coding (Arora et al., 2013; Agarwal et al., 2013) . Incoherent representations provide flexible modeling, can handle overcomplete signals, and are robust to noise (Lewicki and Sejnowski, 2000) . Moreover, when the latent variable model parameters are generic or when we have randomly constructed (multiview) features (McWilliams et al., 2013) , the moment tensors have incoherent components, as assumed here. In this work, we establish that incoherence leads to efficient guarantees for tensor decomposition.
Summary of Results
In this paper, we analyze alternating rank-1 updates for CP tensor decomposition. This involves maintaining a rank-1 estimate of the tensor. In each iteration, one of the tensor modes is updated by projecting the other modes along their estimated directions, and the process is alternated between all the modes of the tensor.
We provide local convergence guarantees under incoherent tensor components for a rank-k third order tensor in d dimensions. We prove a linear rate of convergence under appropriate initialization when k = o(d 3/2 ). Due to incoherence, the actual tensor components are not the stationary points of the update (even in the noiseless setting), and thus, there is an approximation error in the final estimate. The approximation error depends on the extent of overcompleteness, and scales as 1 1Õ is O up to polylog factors.
Õ (
√ k/d), which is small since k = o(d 3/2 ). In the undercomplete or mildly overcomplete settings (k = O(d)), a simple initialization procedure based on rank-1 SVD of random tensor slices is provided. This initialization procedure lands the estimate in the basin of attraction for the alternating update procedure in polynomial number of trials (in k). This leads to global convergence guarantees for tensor decomposition: the algorithm returns a tensor whose components areÕ( √ k/d) close to the correct tensor. To the best of our knowledge, these are first guarantees for tensor decomposition under incoherent tensor components.
We then extend the global convergence guarantees to settings where two modes of the tensor are (sufficiently) undercomplete, and the third tensor mode is (highly) overcomplete. For instance, consider tensors arising from multi-view mixture models such as E[x 1 ⊗ x 2 ⊗ y], where x i are multi-view high dimensional features and y is a low dimensional label. Previous procedures in Anandkumar et al. (2012a) which rely on transforming the input tensor to an orthogonal symmetric form cannot handle this setting. We prove global convergence guarantees by considering rank-1 SVD of random tensor slices along the y-mode as initialization for the x i -modes of the tensor, and then running the alternating update procedure.
Our convergence results for alternating update under perturbation can be translated into sample complexity bounds for different latent variable models. For convenience, we consider the discrete multi-view model with generic model parameters, and employ third order moment tensors for unsupervised learning. In this case, the sample complexity scales as O(polylog(d, k)/w 2 min ), where w min is the minimum weight of any tensor component. This is an improvement over existing results in (Song et al., 2013; Anandkumar et al., 2013a Anandkumar et al., , 2012b ), since we do not have dependence on the condition number of the factor matrices. This is especially relevant since generic factor matrices can be ill-conditioned, when k ≈ d. Specifically, for a random d × d matrix, the condition number scales as O(d) (Tao and Vu, 2010) . On the other hand, the previous tensor approaches in (Song et al., 2013; Anandkumar et al., 2013a ) have a sample complexity of
, where σ k (·) is the k th singular value and A is the factor matrix. The earlier work by Anandkumar et al. (2012b) considers a simultaneous diagonalization approach on two slices of the tensor. The sample bound in Anandkumar et al. (2012b) is even worse since it relies on the random tensor slices being well conditioned, which scales poorly in the tensor rank. For a detailed discussion on this aspect, see (Anandkumar et al., 2012a, Appendix D) . Thus, we provide the best known sample bounds for unsupervised learning of discrete multiview mixtures assuming incoherent factor matrices.
For highly overcomplete tensors (up to k = o(d 3/2 )), we consider constructing a rough initial estimate using labeled samples under the semi-supervised setting. Here, the labels correspond to the choice variable of the discrete multi-view mixture model, and enables us to construct a rough estimate of the tensor components. We prove that having an extremely small number of labeled samples, scaling as O (polylog(d, k)), is sufficient to provide global convergence guarantees for overcomplete tensors. Note that in most applications, labeled samples are expensive/hard to obtain, while many more unlabeled samples are easily available, e.g., see Le et al. (2011); Coates et al. (2011) . To the best of our knowledge, we give the first guarantees for overcomplete tensor decomposition of third order tensors under mild incoherence conditions. Overview of techniques: Greedy or rank-1 updates are perhaps the most natural procedure for CP tensor decomposition. For orthogonal tensors, they lead to guaranteed recovery (Zhang and Golub, 2001) . However, when the tensor is non-orthogonal, greedy procedure is not optimal in gen-eral (Kolda, 2001) . Finding tensor decomposition in general is NP-hard (Hillar and Lim, 2009 ). We circumvent this obstacle by limiting ourselves to tensors with incoherence components. We exploit incoherence to prove error contraction under each step of the alternating update procedure with an approximation error, which is decaying, when k = o(d 1.5 ). To this end, we require tools from random matrix theory, bounds on 2-p norm for random matrices (Guédon and Rudelson, 2007; Adamczak et al., 2011) and matrix perturbation results to provide tight bounds on error contraction.
Related Work
CP tensor decomposition (Carroll and Chang, 1970) , also known as PARAFAC decomposition (Harshman, 1970; Harshman and Lundy, 1994 ) is a classical notion. The most commonly used algorithm for CP decomposition is Alternating Least Squares (ALS) (Comon et al., 2009) , which has no convergence guarantees in general. A guaranteed approach for CP decomposition consists of two steps, viz., whitening the input tensor to obtain an orthogonal symmetric form, and then employing the tensor power update procedure to find the orthogonal decomposition. Kolda (2001) and Zhang and Golub (2001) analyze the greedy or the rank-1 updates in the orthogonal setting. In the noisy setting, Anandkumar et al. (2012a) analyze deflation procedure for orthogonal decomposition, and Song et al. (2013) extend analysis to the nonparametric setting. As discussed earlier, the whitening procedure can lead to poor performance and bad sample complexity. Moreover, it requires the tensor factors to have full column rank, which rules out overcomplete tensors.
Learning overcomplete tensors is challenging, and they may not even be identifiable in general. Kruskal (1976 Kruskal ( , 1977 provided an identifiability result based on the Kruskal rank of the factor matrices of the tensor. However, this result is limiting since it requires k = O(d), where k is the tensor rank and d is the dimension. The FOOBI procedure by De Lathauwer et al. (2007) overcomes this limitation by assuming generic factors, and shows that a polynomial-time procedure can recover the tensor components when k = O(d 2 ), and the tensor is fourth order. However, the procedure does not work for third-order overcomplete tensors. Simple procedures can recover overcomplete tensors for higher order tensors (five or higher). For instance, for the fifth order tensor, when k = O(d 2 ), we can utilize random slices along a mode of the tensor, and perform simultaneous diagonalization on the matricized versions. While this procedure is correct, it entails careful perturbation analysis (Bhaskara et al., 2013) . Goyal et al. (2013) also consider simultaneous diagonalization for learning overcomplete tensors, but operate in the Fourier domain, provide guarantees to correctly recover the independent components (ICA) model. However, the method is not applicable for general tensor decomposition (without the ICA assumption).
There are other recent works which can learn overcomplete models, but under different settings, than the one considered in this paper. For instance, Arora et al. (2013) ; Agarwal et al. (2013) provide guarantees for the sparse coding problem. Anandkumar et al. (2013c) learn overcomplete sparse topic models, and provide guarantees for Tucker tensor decomposition under sparsity constraints. Specifically, the model is identifiable using (2n) th order moments when the latent dimension k = O(d n ) and the sparsity level of the factor matrix is O(d 1/n ), where d is the observed dimension. The Tucker decomposition is more general than the CP decomposition considered here, and the techniques in (Anandkumar et al., 2013c) differ significantly from the ones considered here.
The algorithm employed here falls under the general framework of alternating minimization. There are many recent works which provide guarantees on local/global convergence for alternating minimization, e.g. for matrix completion Hardt, 2013) , phase retrieval (Netrapalli et al., 
2013
) and sparse coding (Agarwal et al., 2013) . However, the techniques in this paper are significantly different, since they involve tensors, while the previous works only required matrix analysis.
Learning Mixture Models via Tensor Decomposition
As discussed in the introduction, the general tensor decomposition guarantees provided in this paper can be applied to unsupervised (and semi-supervised) learning problems. In this section, we briefly introduce the multi-view mixture model and discuss its connection with tensor decomposition problem.
Consider a multiview mixture model in Figure 1 with k components and p ≥ 3 views. Here, the variables (views) x i ∈ R d are conditionally independent given the k-dimensional latent variable h ∈ R k . Let the conditional expectation of views x l , denoted by E[x l |h] be a linear map of hidden state h. Suppose the hidden variable h is a discrete k-dimensional random variable, with 2 h = e j ∈ R k if it takes the j-th value, then, the third order moment has the form (See Anandkumar et al. (2012a) 
Denote matrix A := [a 1 |a 2 | . . . |a k ], and similarly B and C. These matrices correspond to the linear maps for each of the observed views in the model. Without loss of generality, we assume that the matrices have normalized columns (in 2-norm), since we can always rescale them, and adjust the weights w i appropriately. The decomposition in (3) is referred to as the CP decomposition, and k denotes the CP tensor rank. Therefore, given third order moment of observed variables (views), the unsupervised learning problem reduces to computing a tensor decomposition in (3). Moreover, this framework can be extended to a number of other latent variable models by considering modified moment tensors. This includes Latent Dirichlet Allocation (LDA), Independent component analysis (ICA) and Gaussian mixtures (Anandkumar et al., 2012a) . Thus, an efficient tensor decomposition procedure leads to efficient learning procedure for a wide range of latent variable models.
The tensor-based approach can also be extended to supervised learning with latent variable modeling. For instance, consider the multi-view mixture model with x 1 , x 2 ∈ R du as high-dimensional features and x 3 = y ∈ R do as a low dimensional label (d o ≪ d u ), and the views and the label are conditionally independent given the hidden variable h. The moment tensor E[x 1 ⊗ x 2 ⊗ y] satisfies the form in (3), but this is a more challenging setting, since the label dimension is typically d o ≪ k, where k is the dimension of the hidden variable h. In other words, E[x 1 ⊗ x 2 ⊗ y] tensor is overcomplete along the y-mode. We provide a guaranteed procedure for learning overcomplete tensors, and thus, we can learn the above model efficiently.
Notation
A real p-th order tensor T ∈ p i=1 R d i is a member of the tensor product of Euclidean spaces
. We generally restrict to the case where We view a tensor T ∈ R d×d×d as a multilinear form. Consider matrices
In particular, if θ is a vector and T is a third order tensor, then T (θ, θ, θ) is a number, T (θ, θ, I) is a vector and T (θ, I, I) is a matrix. Throughout, v = ( i v 2 i ) 1/2 denotes the Euclidean norm of a vector v, and M denotes the spectral (operator) norm of a matrix. Also, T and T F denotes the operator norm and the Frobenius norm of a tensor, respectively. In particular, for a symmetric order-3 tensor,
A third order tensor T is said to be rank-1 if it can be written in the form,
where notation ⊗ represents the outer product and a, b, c are unit vectors (without loss of generality). A tensor T is said to have a CP rank k ≥ 1 if it can be written as the sum of k rank-1 tensors
This decomposition is closely related to the multilinear form. In particular, for vectorsâ,b,ĉ, we
, and similarly B and C. Without loss of generality, we assume that the matrices have normalized columns (in 2-norm), since we can always rescale them, and adjust the weights w i appropriately.
Fibers are higher order analogues of matrix rows and columns. A fiber is obtained by fixing all but one of the indices (and is arranged as a column vector). For instance, for a matrix, its mode 1 fiber is any matrix column while a mode 2 fiber is any row. For a third order tensor T ∈ R d×d×d , the mode-1 fiber is given by T (:, j, k), mode-2 by T (i, :, k) and so on. The mode-r matricization of a third order tensor T ∈ R d×d×d , denoted by mat(T, r) ∈ R d×d 2 , consists of all mode-r fibers arranged as column vectors.
Finally, we use the asymptotic notation
, O hides polylog factors.
Algorithm 1 Tensor decomposition via alternating asymmetric power method
. Option 1: SVD-based initialization in Algorithm 2 for undercomplete regime. Option 2: random initialization.
Updates:
end for end for Cluster set ŵ
return the center member of these k clusters as estimations (
Algorithm 2 SVD-based initialization in the undercomplete setting
Compute u 1 and v 1 as top left and right singular vectors of T (I, I, θ).
Alternating Tensor Decomposition Algorithm
The rank-1 alternating update procedure is given in Algorithm 1. Given an initial estimate of the vectors, denoted by â (0) ,b (0) ,ĉ (0) , the algorithm performs an asymmetric power update on the given tensor T in each iteration, by alternating between different modes of the tensor. The asymmetric power update procedure is then run for N iterations. We now provide a simple intuition behind the power update procedure: consider a rank-k tensor T , as in (3), and initializationâ = a j andb = b j , for some j ∈ [k]. Then, we have
where the first term is along c j and the second term is arising due to non-orthogonality. For orthogonal decomposition, the second term is zero, leading to the result that the true vectors a j , b j and c j are stationary points for the power update procedure, for j ∈ [k]. However, since we consider non-orthogonal tensors, this procedure cannot recover the decomposition exactly. Under incoherence, we establish that the second term in (5) is small, which leads to approximate recovery results. For generating initialization vectors â (0) ,b (0) ,ĉ (0) , we introduce two possibilities. The first one is the simple random initializations, whereâ (0) andb (0) are uniformly drawn from unit sphere S d−1 . The second option is SVD-based Algorithm 2 where top left and right singular vectors of T (I, I, θ) (for some random θ ∈ R d ) are respectively introduced asâ (0) andb (0) . Under both initialization procedures, vectorĉ (0) is generated through update formula in (4). We establish in Section 3.2 that the SVD procedure leads to global convergence guarantees when k = O(d) under polynomial trials. As a final note, in order to identify which initializations are successful, we need a "clustering" procedure to obtain the final estimates of the vectors, and this is described in Appendix G.
Comparison with symmetric tensor power method: This algorithm is similar to the symmetric tensor power method analyzed by Anandkumar et al. (2012a) with the following main differences, viz.,
• Symmetric and non-symmetric tensors: Our algorithm can be applied to both symmetric and non-symmetric tensors, while tensor symmetric power method in (Anandkumar et al., 2012a) is only for symmetric tensors.
• Linearity: The updates in Algorithm 1 are linear in each variable, while the tensor power update is a quadratic operator given a third order tensor.
• Guarantees: In (Anandkumar et al., 2012a) , guarantees for the symmetric tensor power update under orthogonality are obtained, while here, we consider non-orthogonal tensors under the alternating updates.
Comparison with Alternating Least Square(ALS):
The updates in Algorithm 1 can be viewed as a rank-1 form of the standard alternating least squares (ALS) procedure. This is because the unnormalized update for c in (4) can be rewritten as
On the other hand, the ALS update has the form
where k vectors (all columns ofC) are simultaneously updated. In contrast, our procedure updates only one vector (with the target of recovering a column of C) in each iteration. In our update, we do not require finding matrix inverses. This leads to efficient computational complexity, and we also show that our update procedure is more robust to perturbations. Efficient implementation given samples: In Algorithm 1, a given tensor T is input, and we then perform the updates. However, in many settings (especially machine learning applications), the tensor is not available before hand, and needs to be computed from samples. Computing and storing the tensor can be enormously expensive for high-dimensional problems. Here, we provide a simple observation on how we can manipulate the samples directly to carry out the update procedure in Algorithm 1 as multi-linear operations, leading to efficient computational complexity.
Consider the setting, where the goal is to decompose the empirical moment tensorT of the form
where x (l)
i are the l th samples from views i ∈ [3]. Applying the update in (4) in Algorithm 1 toT ,
where * corresponds to the Hadamard product. Here,
∈ R d×n . Thus, the update can be computed efficiently using simple matrix and vector operations. It is easy to see that the above update in (8) is easily parallelizable, and moreover, the different initializations can be parallelized, making the algorithm scalable for large problems.
Analysis
Throughout the paper, we assume tensorT ∈ R d×d×d is of the formT = T + Ψ, where Ψ is the error or perturbation tensor, and
, are unit vectors. Without loss of generality we assume
, and B and C are similarly defined. Also, for simplicity we assume a i , b i , c i , i ∈ [k], are generated uniformly at random from the unit sphere S d−1 . We state the deterministic assumptions in Appendix B, and show that random matrices satisfy these assumptions. Notice that it is also reasonable to assume these assumptions hold for some non-random matrices.
Local Convergence Guarantee
The local convergence guarantee is provided in terms of distance between the estimated and the true vectors, defined below. Definition 1. For any two vectors u, v ∈ R d , the distance between them is defined as
Note that distance function dist(u, v) is invariant w.r.t. norm of input vectors u and v. Distance also provides an upper bound on the error between unit vectors u and v as (See Lemma A.1 of Agarwal et al. (2013) 
Incorporating distance notion resolves the sign ambiguity issue in recovering the components: a third order tensor is unchanged if the sign of a vector along one of the modes is fixed and the signs of the corresponding vectors in the other two modes are flipped.
Let ψ := Ψ F denote the Frobenius norm of error tensor Ψ, and
denote the target error where γ := wmax w min
. The estimation error after t iterations is bounded in the following theorem.
Theorem 1 (Local convergence guarantee of Algorithm 1). ConsiderT = T + Ψ as the input to Algorithm 1, where
Suppose the following initialization bound holds w.r.t. some j ∈ [k] as
is also calculated by the update formula in (4).
the iterations of Algorithm 1 satisfy the following bound with high probability (whp)
Here q < 1 is a contraction factor and ǫ T is defined in (10).
Thus, we provide efficient recovery guarantees for alternating rank-1 updates under incoherent factors. Our recovery is in terms of distance between any true vector a j (or b j , c j ) and the estimatê a (t) (orb (t) ,ĉ (t) ).
Note that the second term in (11) is decaying linearly with the number of iterations. The first term in (11) is fixed (even as t → ∞), and arises due to perturbation tensor Ψ (given by ψ w min ) and non-orthogonality (given byÕ γ √ k d ). Thus, there is an approximation error in recovery of the tensor components. As t → ∞, (11) can be interpreted as an approximate local identifiability result for tensor decomposition under incoherent factors.
The result in (11) can be stated in the non-asymptotic form, and the contraction factor q < 1 can be characterized explicitly. See Appendix B for details.
Global convergence guarantee when k = O(d)
Theorem 1 provides local convergence guarantee given good initialization vectors for different components. In this section, we exploit SVD-based initialization method in Algorithm 2 to provide good initialization vectors when k = O(d). Combining the theoretical guarantees of this initialization method (provided in Appendix D) with the local convergence guarantee in Theorem 1, we provide the following global convergence result. 
where γ := wmax w min . Then, for any j ∈ [k], the output of Algorithm 1 satisfies the following whp,
Thus, we can efficiently recover the tensor decomposition up to an approximation error ǫ T , when the tensor is undercomplete or mildly overcomplete (i.e. k = O(d)), using a simple SVDbased initialization and then running alternating rank-1 updates. The number of initialization trials L is polynomial when γ is a constant, and k = O(d).
Two undercomplete, and one overcomplete component
Here, we apply the global convergence result to the regime of two undercomplete and one overcomplete components. Recall that this arises in supervised learning problems under a multiview mixture model and employing moment tensor E[x 1 ⊗ x 2 ⊗ y], where x i ∈ R du are high-dimensional features and y ∈ R do is a low-dimensional label.
Since in the SVD initialization in Algorithm 2, two componentsâ (0) andb (0) are initialized through SVD, and the third componentĉ (0) is initialized through update formula (4), we can generalize the global convergence result in Theorem 2 to the setting where A, B are undercomplete, and C is relatively overcomplete. Corollary 1. Consider the same setting as in Theorem 2. In addition, suppose the regime of undercomplete components A ∈ R du×k and B ∈ R du×k , and overcomplete component C ∈ R do×k such that d u ≥ k ≥ d o . In addition, in this case the bound on γ := wmax w min
, the same convergence guarantee as in Theorem 2 holds.
We observe that given undercomplete modes A and B, mode C can be relatively overcomplete, and we can still provide global recovery of A, B and C by employing SVD initialization procedure along A and B modes. 
Applications to learning of multiview mixture models
Recall that the tensor decomposition can be directly applied for learning multiview mixture models, introduced in Section 1.3, and the third order moment has the following form,
We now apply the tensor recovery results in Theorems 1 and 2 to obtain sample complexity bounds for learning multiview mixture models. We consider two settings, viz., unsupervised setting where the information about label h is not available, and semi-supervised setting, where a small amount of label information is available. We see that in the former setting, we can handle mixtures with number of components k = O(d), where d is the observed dimension, while in the latter case, we can go up to k = o(d 1.5 ).
Unsupervised learning, k = O(d)
In this section, we apply the global convergence guarantee to the multiview mixture model introduced in Section 1.3. The empirical tensorT is computed from samples, as given by (7). Then, the norm of error tensor Ψ :=T − T can be bounded, given n samples. We have with probability at least 1 − δ ( See Lemma 7 of Song et al. (2013) )
for some constant C 1 > 0. We now provide sample complexity guarantees, under the assumption that the conditional probability tables for the three views of the mixture model are generically drawn.
Corollary 2 (Unsupervised learning of multiview mixture model). Under the assumptions of Theorem 2, for a discrete multiview mixture model, given n samples such that
Thus, the simple alternating updates in Algorithm 1 efficiently learns the multiview mixture model with sample complexity given by (13). Note that the sample complexity (up to polylog factors) only has dependence on w min , the minimum weight among the tensor components. For the mixture model, under equal weights, we have w min = Θ(k −1 d −1.5 ), due to our convention of rescaling the columns of the conditional probability table to have unit 2-norm. Thus, in this scenario, the sample complexity scales as n ≥Õ (k 2 d 3 ) .
We now compare the sample complexity in (13) with the previous result by Song et al. (2013) , which employs whitening procedure followed by tensor power updates. The sample complexity in (Song et al., 2013 ) is given by
where σ min := min(σ k (A), σ k (B), σ k (C)). For generic matrices A, B and C, when k ≈ d, the lowest singular value has poor scaling, and is given by Θ(1/d). In this case, (14) simplifies asÕ(
). Further, if we assume the equal weights setting, we can substitute for w min , and we have the sample complexity for the whitening + power method scaling asÕ(k 3.5 d 5.25 ). In comparison, the sample complexity for our method scales asÕ(k 2 d 3 ), which is better. This is especially relevant in the high dimensional regime, where k and d are large, and our method requires fewer samples for learning than the previous approaches.
We can similarly provide global recovery guarantees when two views of the multiview mixture are high-dimensional and the third view is low-dimensional, by considering the relationship between perturbation error and number of samples in (12) and substituting it in Corollary 1. Again, we obtain the sample bound asÕ(1/w 2 min ). Under the equal weights setting, this scales as
and in Corollary 1, we require
to obtain global recovery guarantees. Thus, we establish guaranteed learning for a wide range of multiview mixture models with (a low order) polynomial sample complexity.
Semi-supervised learning in the overcomplete setting
In the previous section, we provided efficient guarantees for unsupervised learning of multi-view mixtures when the number of mixture components k = O(d). However, for overcomplete mixtures, these guarantees are not applicable, and we only have local convergence result in Theorem 1. To circumvent this problem, we consider the semi-supervised setting, where we access to a small number of labeled samples, where the labels correspond to the choice variable h for each sample. We now exploit the labeled samples to obtain an efficient initialization for the alternating procedure.
Let
2,j ∈ R d , and
, denote m = j m j samples of vectors corresponding to different labels where in the semi-supervised setting, the samples with subscript j have label j. Then, for any j ∈ [k], we have the empirical estimate of each column of A aŝ
for which we have the deviation bound that with probability at least 1 − δ as
for some C 1 > 0. Similar empirical estimates and deviation bounds hold for b j , c j , j ∈ [k]. Applying the initialization deviation bounds to the local convergence result in Theorem 1, we have the following result.
Corollary 3 (Recovery in overcomplete semi-supervised setting). Consider the same setting as in Theorem 1 with k = o d 1.5 . Suppose the number of labeled samples with label j, denoted by m j , and the number of unlabeled samples n, satisfy
By employing the empirical estimates in (15) as initializations, the output of Algorithm 1 satisfies the following bound with high probability
where ǫ T is defined in (10) and the Algorithm 1 is run for N iterations such that N = Θ(log(γ/ǫ T )).
Thus, we provide guaranteed learning of overcomplete mixture models in the semi-supervised setting. Note that in (16), the requirement for number of labeled samples is far lower than that for the number of unlabeled samples: m j ≪ n, for j ∈ [k]. Specifically, when the ratio of weights γ is a constant, we require m j = O (polylog(d, k) ), while the requirement for n = poly(d, k), since we have w min = poly(d, k). Thus, we provide efficient guarantees for overcomplete models under an extremely small number of labeled samples.
Proof outline
The global convergence guarantee in Theorem 2 is established by combining the local convergence result in Theorem 1 and the SVD initialization result in Appendix D.
The local convergence result is derived by establishing error contraction in each iteration of Algorithm 1. Since we assume generic factor matrices A, B and C, we utilize many useful properties such as incoherence, bounded spectral norm of the matrices A, B and C, bounded tensor spectral norm and so on. We list the precise set of deterministic conditions required to establish the local convergence result in Appendix B. Under these conditions, with a good initialization (i.e. small enough dist(â, a j ) and dist(b, b j )), we show that the iterative update in (4) provides an estimatê c with dist(ĉ, c j ) < O(ǫ T ) + qǫ 0 , for some contraction factor q < 1. The incoherence condition is crucial for establishing this result. See Appendix C for the complete proof.
The initialization argument for SVD-based technique in Algorithm 2 has two parts. The first part claims that by performing enough number of initializations (large enough L), a gap condition is satisfied, meaning that we obtain a vector θ which is relatively close to c j compared to any c i , i = j. This is a standard result for Gaussian vectors, e.g., see Lemma B.1 of Anandkumar et al. (2012a) . In the second part of the argument, we analyze the dominant singular vectors of T (I, I, θ), for a vector θ with a good relative gap, to obtain an error bound on the initialization vectors. This is obtained through standard matrix perturbation results (Weyl and Wedin's theorems). See Appendix D for the complete proof.
Experiments
In this section, we provide some synthetic experiments to evaluate the performance of Algorithm 1. A random true tensor T is generated as follows. First, three components A ∈ R d×k , B ∈ R d×k , and C ∈ R d×k are randomly generated with i.i.d standard Gaussian entries. Then, the columns of these matrices are normalized where the normalization factors are aggregated as coefficients w j , j ∈ [k]. From decomposition form in (19), tensor T is built through these random components. For each new initialization,â (0) andb (0) are randomly generated with i.i.d standard Gaussian entries, and then normalized 3 . Initialization vectorĉ (0) is generated through update formula in (4). For each initialization τ ∈ [L], we run the algorithm with a fixed number of iterations N based on following stopping criterion max â
where t S is the stopping threshold. According to the bound in Theorem 1, we set
for some constant t 1 > 0.
Effect of size d and k
Algorithm 1 is applied to random tensors with d = 1000 and k = {10, 50, 100, 200, 500, 1000, 2000}. The number of initializations is L = 2000. The parameter in t 1 (17) is fixed as t 1 = 1e − 08. Figure  2 and Table 1 illustrate the outputs of running experiments which is the average of 10 random runs. Figure 2 depicts the ratio of recovered columns versus the number of initializations. Both horizontal and vertical axes are plotted in log-scale. We observe that it is much easier to recover the columns in the undercomplete settings (k ≤ d), while it becomes harder when k increases. Linear start in Figure 2 suggests that recovering the first bunch of columns only needs polynomial number of initializations. For highly undercomplete settings like d = 1000 and k = 10, almost all columns are recovered in this linear phase. After this start, the concave part means that it needs many more initializations for recovering the next bunch of columns. As we go ahead, it becomes harder to recover true columns, which is intuitive. Table 1 has the results from the experiments. Parameters k, stopping threshold t S , and the average square error of the output, the average weight error and the average number of iterations are stated. The output averages are over several initializations and random runs. The square error is given by
for the corresponding recovered j. The error in estimating the weights is defined as |ŵ − w j | 2 /w 2 j which is the square relative error of weight estimation. The number of iterations performed before stopping the algorithm is mentioned in the last column. We observe that by increasing k, all of these outputs are increased which means we get less accurate estimates with higher computation. This shows that recovering the overcomplete components is much harder. Similar results and observations as above are seen when k is fixed and d is changed. Running experiments with SVD initialization instead of random initialization yields nearly the same recovery rates, but with slightly smaller number of iterations. But, since the SVD computation is more expensive, in practice, it is desirable to initialize with random vectors. Our theoretical results for random initialization appear to be highly pessimistic compared to the efficient recovery results in our experiments. This suggests additional room for improving our theoretical guarantees under random initialization.
For A ∈ R p×q and B ∈ R m×n , the Kronecker product 4 A⊗B ∈ R pm×qn is defined as (Golub and Van Loan, 2012 )
For two matrices A ∈ R d×k and B ∈ R d×k , the Khatri-Rao product is denoted by A ⊙ B, and its (i, j) th entry is given by
In other words, we have
where a i , b i are the i th columns of A and B. For two matrices A ∈ R d×k and B ∈ R d×k , the Hadamard product is defines as the entry-wise multiplication of the matrices,
For any A ∈ R p×k , B ∈ R q×k , C ∈ R p×n , and D ∈ R q×n , we have the following property
Let A ∞ denote the ℓ ∞ element-wise norm of matrix A, and
Aθ p .
B Deterministic Assumptions
In the main text, we assume matrices A, B, and C are randomly generated. However, we are not using all the properties of randomness. In particular, we only need the following assumptions.
(A1) Rank-k decomposition: The third order tensor T has a CP rank of k ≥ 1 with decomposition
where S d−1 denotes the unit d-dimensional sphere, i.e. all the vectors have unit 5 2-norm as
. Furthermore, define w min := min i∈[k] w i and w max := max i∈[k] w i .
(A2) Incoherence: The components are incoherent, and let (A4) Bounds on tensor norms: Tensor T satisfies the bound 
Suppose ψ is bounded as
where α = polylog(d).
(A7) Weights ratio: The maximum ratio of weights γ := wmax w min satisfies the bound
(A8) Contraction factor: Define contraction factor q as
for some constants α 0 , β ′ > 0, and α = polylog(d). Suppose parameters β ′ , d, and k are such that q < 1.
(A9) Initialization: Let
denote the initialization error w.r.t. to some j ∈ [k]. Suppose it is bounded as
for some constants α 0 , β ′ > 0, α = polylog(d), and 0 < q < 1 which is defined in (22).
(A10) 2 → p norm: For some fixed constant p < 3, max{
Remark 2. Most of the Assumptions are actually parameter choices. The only properties of random matrices are (A2), (A3), (A4), (A10), and (A10) is only used in the unsupervised learning setting. See Appendix B.1 for detailed discussion.
Let us provide a brief discussion about the above assumptions. Condition (A1) requires the presence of a rank-k decomposition for tensor T . We normalize the component vectors for convenience, and this removes the scaling indeterminacy issues which can lead to problems in convergence. Additionally, we impose incoherence constraint in (A2), which allows us to provide convergence guarantee in the overcomplete setting. Assumptions (A3) and (A4) impose bounds on the spectral norm of tensor T and its decomposition components. Note that assumptions (A2)-(A4) are satisfied whp when the columns of A, B, and C are generically drawn from unit sphere S d−1 (see Lemma 1 and Guédon and Rudelson (2007) ). Assumption (A5) limits the overcompleteness of problem which is required for providing convergence guarantees. The bound on perturbation in (A6) is required for local convergence analysis and arguing initialization bound for Algorithm 2. Assumption (A7) is required to ensure contraction happens in each iteration. Assumption (A8) defines contraction ratio q in each iteration, and Assumption (A9) is the initialization condition required for local convergence guarantee.
B.1 Random matrices satisfy the deterministic assumptions
Here, we provide arguments that random matrices satisfy conditions (A2), (A3), (A4), and (A10). It is well known that random matrices are incoherent, and have small spectral norm (bound on spectral norm dates back to Wigner (1955) ). See the following lemma. Lemma 1. Consider random matrix X ∈ R d×k where its columns are uniformly drawn at random from unit d-dimensional sphere S d−1 . Then, it satisfies the following incoherence and spectral bounds with high probability as
The spectral norm of the tensor is less well-understood. However, it can be bounded by the 2 − 3 norm of matrices. Using tools from Guédon and Rudelson (2007) ; Adamczak et al. (2011), we have the following:
Lemma 2. Consider a random matrix A ∈ R d×k whose columns are drawn uniformly at random from unit sphere.
This directly implies Assumption (A10). In particular, since we only apply Assumption (A10) in unsupervised setting (k ≤ O(d)), for randomly generated tensor, Assumption (A10) holds for all p > 2 (notice that we only need it to hold for some p < 3).
The 2 → 3 norm implies a bound on the tensor spectral norm by Hölder's inequality.
Fact 1 (Hölder's Inequality). When 1/p + 1/q = 1, for two sequence of numbers {a i }, {b i }, we have
As a corollary
Corollary 4. For vectors f, g, h, and weights
Proof: The proof applies Hölder's inequality twice. In the first application p = 3 and q = 3/2, in the second application p = q = 2 (which is the special case known as Cauchy-Schwartz)
In the following lemma, it is shown that the first bound in Assumption (A4) holds for random matrices whp.
Lemma 3. Let A, B, and C be random matrices in R d×k whose columns are drawn uniformly at random from unit sphere. If k < d 3/2 / poly log d, and
Proof: For any unit vectorsâ,b,ĉ, consider T (â,b,ĉ). It is equal to i∈ [k] (and similarly for b, c) .
Finally, in the following lemma we prove for random matrices that
. This is the second bound in Assumption (A4).
Lemma 4. If A, B, and C ∈ R d×k are independent, normalized Gaussian matrices, then for all i, we have with high probability,
Proof: We rewrite the vector
is independent of C j . Since A and B are random, in particular they are incoherent. Hence, for j = i, we have |δ j | ≤Õ(w max /d). Now since C j 's are independent, mean 0 vectors, the sum k j=1 δ j C j is a sum with mean 0 and variance bounded byÕ(w 2 max k/d 2 ). From vector Bernstein's bound we know C \i (J A * J B ) \i i =Õ(w max √ k/d) with high probability. Then, we can apply union bound for all i.
C Proof of Convergence Results in Theorems 1 and 2
The main part of the proof is to show that error contraction happens in each iteration of Algorithm 1. Then, the contraction result after t iterations is directly argued. In the following two lemmata, we provide a local contraction result for one update (iteration) of Algorithm 1 given perturbed tensorT .
Define function f (ǫ; k, d) as
where α = polylog(d) and α 0 = O(1).
Lemma 5 (Contraction result of Algorithm 1 in one update). ConsiderT = T + Ψ as the input to Algorithm 1, where T is a rank-k tensor, and Ψ is a perturbation tensor. Let Assumptions (A1)-(A5) hold. Let estimatesâ andb satisfy distance bounds
for some j ∈ [k], and ǫ a , ǫ b > 0. Suppose ǫ := max{ǫ a , ǫ b }, and ψ defined in (21) be small enough such that 6
where f (ǫ; k, d) is defined in (23). Then, updateĉ in (4) satisfies the following distance bound with high probability (whp)
Remark 3. In the asymptotic regime,
Note that the last term is the only effective contracting term. The other terms include a constant term, and the term involving ǫ disappears in only one iteration as long as k, d → ∞, andÕ
Remark 4 (Rate of convergence). The local convergence result provided in Theorem 1 has a linear convergence rate. But, Algorithm 1 actually provides an almost-quadratic convergence rate in the beginning, and linear convergence rate later on. It can be seen by referring to one-step contraction argument provided in Lemma 5 where the quadratic term α 0 ǫ 2 exists. In the beginning, this term is dominant over linear term involving ǫ, and we have almost-quadratic convergence. Writing α 0 ǫ 2 = α 0 ǫ ζ ǫ 2−ζ , we observe that we get rate of convergence equal to 2 − ζ as long as we have initialization error bounded as ǫ ζ 0 = O(1). Therefore, we can get arbitrarily close to quadratic convergence with appropriate initialization error. Note that when the model is more overcomplete, the algorithm more rapidly reaches to the linear convergence phase. For the sake of clarity, in proposing Theorem 1, we approximated the almost-quadratic convergence rate in the beginning with linear convergence.
Lemma 5 is proposed in the general form. In Lemma 6, we provide explicit contraction result by imposing additional perturbation, contraction and initialization Assumptions (A6), (A8) and (A9). We observe that under reasonable size, perturbation and initialization conditions, the denominator can be lower bounded by a constant, and the numerator is explicitly bounded by a term involving ǫ, and a constant non-contracting term.
Lemma 6 (Contraction result of Algorithm 1 in one update). ConsiderT = T + Ψ as the input to Algorithm 1, where T is a rank-k tensor, and Ψ is a perturbation tensor. Let Assumptions (A1)-(A9) hold. Note that initialization bound in (A9) is satisfied for some j ∈ [k]. Then, updatê c in (4) satisfies the following distance bound with high probability (whp) dist(ĉ, c j ) ≤ Const.
non-contracting term
and contraction ratio q < 1 is defined in (22). Note that α = polylog(d).
Proof of Theorem 1: We incorporate condition (A7) to show that q < 1 in assumption (A8) is satisfied. In addition, (A7) implies that the bound on ǫ 0 in assumption (A9) holds where it can be shown that the bound in (A9) is bounded as O(1/γ). Then, the result is directly proved by iteratively applying the result of Lemma 6. Proof of Theorem 2: The result is proved by combining the local convergence result in Theorem 1, and initialization result in Theorem 3.
C.1 Proof of auxiliary lemmata
Before providing the proofs, we remind a few definitions and notations.
In Assumption (A2), matrices J A , J B , and J C , are defined as incoherence matrices with zero diagonal entries such that A ⊤ A = I + J A , B ⊤ B = I + J B , and
Given matrix A ∈ R d×k , the following notations are defined to refer to its sub-matrices. A j denotes the j-th column and A j denotes the j-th row of A. Hence, we have A j = a j , j ∈ [k]. In addition, A \j ∈ R d×(k−1) is A with its j-th column removed, and A \j ∈ R (d−1)×k is A with its j-th row removed. Proof of Lemma 5: Let z * a ⊥ a j and z * b ⊥ b j denote the vectors that achieve supremum value in (9) corresponding to dist(â, a j ) and dist(b, b j ), respectively. Furthermore, without loss of generality, assume z * a = z * b = 1. Then,â andb are decomposed aŝ
Let C := C Diag(w) denote the unnormalized matrix C, andc :=T (â,b, I) denote the unnormalized update in (4). The goal is to bound dist c, C j . Consider any z c ⊥ C j such that z c = 1. Then, we have
Substitutingâ andb from (26a) and (26b), we have
In the following derivations, we repeatedly use the equality that for any u, v ∈ R d , we have
where equalities A ⊤ A = I + J A and B ⊤ B = I + J B are exploited in the second equality, and the assumption that z c ⊥ C j is used in the last equality. The last inequality is from Assumption (A4), where it is shown in Lemma 4 that this condition holds for random matrices. For S 2 , we have
and Assumptions (A2) and (A3) are exploited in the last inequality. Similarly, for S 3 , we have
Finally, for S 4 , we have
for some α 0 = O(1). The bound on T is from Assumption (A4). Note that for random components, this bound holds whp from Assumption (A5) and Guédon and Rudelson (2007) . For Ψ(â,b, z c ), we have
where equality b ⊙â = b · â = 1 is exploited in the last equality, and definition of ψ in (21) is used in the last inequality. Let ǫ := max{ǫ a , ǫ b }. Then, we have whp
Forc, we havec
and therefore,
where inequality a j ,â b j ,b ≥ 1 − ǫ 2 , is exploited in the last inequality. Hence, as long as this lower bound on c is positive (small enough ǫ and ψ), we have
Theorem 3 (SVD initialization when k = O(d)). Consider tensorT = T + Ψ where T is a rank-k tensor, and Ψ is a perturbation tensor. Let Assumptions (A1)-(A3) hold and
1 be the top left and right singular vectors ofT (I, I, θ (j) ). This is L random runs of Algorithm 2. Suppose L satisfies the bound
4 log k,
wmaxρ − 1, for µ R and µ min defined in (31), and some 0 <μ < 1. Then, whp, at least one of the pairs (u
From Lemmata 7 and 8, there exists a j * ∈ [L] such that whp, we have
From (29), with probability at least 1 − 2k −1 , we have
From (30), with probability at least 1 − k −7 , we have
where in the last inequality, we also applied upper bound onλ
1 . Combining all above bounds and Lemma 12 finishes the proof.
D.1 Auxiliary lemmata
In the following Lemma, we show that the gap condition between the maximum and the second maximum of vector λ required in Lemma 8 is satisfied under some number of random draws.
Lemma 7 (Gap condition). Consider an arbitrary matrix C ∈ R d×k with unit-norm columns which also satisfies incoherence condition max i =j | c i , c j | ≤ ρ for some ρ > 0. Let
denote the vector that captures correlation of θ ∈ R d with columns of C. Without loss of generality, assume that λ 1 = max i |λ i |, and let λ (2) :
, for some 0 < µ < w min wmaxρ − 1. Then, with probability at least 1 − 2k −1 − k −7 , we have the following gap condition for at least one draw, say j * ,
1 , is a 1-Lipschitz function of L independent N (0, 1) random variables, similar to the analysis in Lemma B.1 of Anandkumar et al. (2012a) , we have
Any vector c i , i = 1, can be decomposed to two components parallel and perpendicular to c 1 as c i = c i , c 1 c 1 + P ⊥c 1 (c i ). Then, for anyλ i , i = 1, we havẽ
Since P ⊥c 1 (c i ) ⊥ c 1 , i = 1, we haveλ i,⊥ , i = 1, are independent ofλ 1 := θ ⊤ c 1 , and therefore, the following bound can be argued independent of bound in (29). From Lemma 10, we have
Forλ i, , we haveλ
where we also assumed thatλ 1 := θ ⊤ c 1 > 0 which is true for large enough L, concluded from (29). By combining above two bounds, with probability at least 1 − k −7 , we havẽ
From the given bound on L in the lemma and inequalities (29) and (30), with probability at least 1 − 2k −1 − k −7 , we haveλ
Simple calculations imply that
.
Incorporating inequalities λ 1 ≥ w minλ1 and λ (2) ≤ w maxλ(2) finishes the proof saying that the result of lemma is valid for the j * -th draw.
In the following lemma, we show that if a vector θ ∈ R d is relatively more correlated with c 1 (comparing to c i , i = 1), then dominant singular vectors ofT (I, I, θ) provide good initialization vectors for a 1 and b 1 .
Before proposing the lemma, we define where P a 1 = a 1 a ⊤ 1 is the projection operator on the subspace in R d spanned by a 1 , and similarly Looking at M , it becomes more clear why we proposed the above decomposition for R. Since the column and row space of P ⊥ (R) are orthogonal to a 1 and b 1 , respectively, the SVD of M has a 1 and b 1 as its left and right singular vectors, respectively. Hence, M has the SVD form
where P ⊥ (R) =Ũ 2Σ2Ṽ ⊤ 2 is the SVD of P ⊥ (R). Letσ 2 := max i (Σ 2 ) ii . From gap condition (32) assumed in the lemma and inequality (33), we have λ 1 ≥σ 2 , and therefore, a 1 and b 1 are the top left and right singular vectors of M . On the other hand,T (I, I, θ) has the corresponding SVD form
where u 1 and v 1 are its top left and right singular vectors. We havẽ
where the sub-multiplicative property of spectral norm is used in the second inequality, and the last inequality is from Assumption (A3). From Weyl's theorem, we have
where (35) is used in the second inequality. Therefore, we have σ 1 −σ 2 = σ 1 − λ 1 + λ 1 −σ 2 ≥ −µ E λ (2) − Ψ(I, I, θ) + λ 1 − µ R λ (2) ≥ 1 − µ E + µ R 1 + µ λ 1 − Ψ(I, I, θ) , =:μ 1 λ 1 − Ψ(I, I, θ) =: ν, where bounds (33) and (34) are used in the first inequality, and the second inequality is concluded from the gap condition (32) assumed in the lemma. Therefore, since σ 1 ≥ β + ν andσ 2 ≤ β for some β > 0, Wedin's theorem is applied to the equalityT (I, I, θ) = M + E + Ψ(I, I, θ), which implies that max 1 − u 1 , a 1 2 , 1 − v 1 , b 1 2 ≤ E + Ψ(I, I, θ) ν ≤ µ E λ (2) + Ψ(I, I, θ) μ 1 λ 1 − Ψ(I, I, θ) ≤ µ min λ (2) + Ψ(I, I, θ) μλ 1 − Ψ(I, I, θ) ,
where we used µ min = µ E andμ 1 >μ in the last inequality when µ E < µ R . Since dist 2 (u 1 , a 1 ) + u 1 , a 1 2 = 1, the proof is complete for this case.
Bounding the spectral norm of E: For any i = j, let ρ 
Where the first equality is concluded from Lemma 11, and Assumptions (A2) and (A3) are exploited in the last inequality. Similarly, for E 2 and E 3 , we have
Lemma 11. Given h ∈ R m and v ∈ R n , let H = [h|h| · · · |h] Diag(v) ∈ R m×n . Then, H = h v .
Proof: By definition
Hx .
We have Hx = v, x h, and therefore, Hx = | v, x | h . This is maximized by x = v/ v , and this finishes the proof.
F Norm of Noise tensor
In the following lemma, we show that noise matrix Ψ(I, I, θ) has bounded norm with high probability which is useful for initialization.
Lemma 12. Let θ ∈ R d be standard multivariate Gaussian. Then, with probability at least 1 − δ, we have Ψ(I, I, θ) ≤ C 1 Ψ F log 1 δ ,
for some constant C 1 > 0. 
Finally, the result is proved by applying Lemma 13. For Gaussian random vectors, we know the following fact.
Lemma 13. If x ∈ R d is standard multivariate Gaussian, M be an arbitrary matrix, and Σ = M ⊤ M , then Pr[ Ax 
G The Clustering Process
In the main algorithm, we need to cluster the 4-tuples into k clusters. Theoretically we only have convergence guarantees when the initialization vectors are good, and the failed initializations can potentially generate arbitrary 4-tuples. In the worst case these arbitrary 4-tuples can make the clustering hard, so we need to use a specifically designed algorithm. 
Proof:
We again separate the tensor T as T 1 = w t (a t ⊗ b t ⊗ c t ) and T 2 = T − T 1 . Since the initialization is good, by the local convergence result we know dist(â, a t ) <Õ(w max √ k/w min d) ≪ δ. Therefore, |T 2 (â,b,ĉ)| ≥ w t (1 − δ/2).
On the other hand, using Corollary 4 we know |T 2 (â,b,ĉ)| ≤ w t δ/2, so |T (â,b,ĉ)| ≥ |T 1 (â,b,ĉ)|− |T 2 (â,b,ĉ)| ≥ w t (1 − δ).
The last part of the Lemma is trivial because dist(â, a t ) is small and a i , a t is small by incoherence.
Finally we prove the clustering process succeeds.
