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Abstract—Lack of training data hinders automatic recognition
and prediction of surgical activities necessary for situation-
aware operating rooms. We propose using knowledge transfer to
compensate for data deficit and improve prediction. We used two
approaches to extract and transfer surgical process knowledge.
First, we encoded semantic information about surgical terms
using word embedding which boosted learning process. Secondly,
we passed knowledge between different clinical datasets of neu-
rosurgical procedures using transfer learning. Transfer learning
was shown to be more effective than a simple combination of data,
especially for less similar procedures. The combination of two
methods provided 22% improvement of activity prediction. We
also made several pertinent observations about surgical practices.
Index Terms—Knowledge transfer, word embedding, transfer
learning, surgical activity prediction, Long Short-Term Memory
I. INTRODUCTION
Automatic situation-awareness in the operating room (OR),
including recognition and prediction of surgical workflow, is
crucial for optimization of surgical process and OR manage-
ment, decision support, intra-operative assistance, training and
objective assessment of surgeons. Realization of these appli-
cations require extensive amounts of data. Meanwhile, lack
of training data is a well-known problem in surgical domain.
Multiple constraints impede data acquisition: ethical approvals,
patient’s and medical staff’s consents, limited amount of
cases, expensive installation of acquisition equipment and
tedious time-consuming manual annotations requiring medical
experience. Surgical activities, describing an action performed
by the surgeon at the moment, used surgical instrument, and
operated anatomical structure, represent a particular difficulty.
These activities have short duration, high diversity in terms of
number and sequencing. Very few works studying automatic
recognition and prediction of such surgical activities exist [1–
3].
Today, deep learning greatly overcomes classical machine
learning methods in many fields. Unfortunately for surgical
domain, quantity of training data becomes a major factor.
Massive datasets used by deep learning approaches, such as
famous ImageNet, recently released Google’s Open Images
and YouTube-8M, contain millions of samples representing
thousands of categories. These datasets constantly continue to
grow and new ones keep appearing regularly.
In machine learning, an approach called knowledge transfer
exist to overcome the problem of small training datasets. It
involves methods that use resources from other domains of
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interest (generally having more training samples) to improve
learning of a targeted task. Transfer learning, a technique of
knowledge transfer, is now widely used together with Convo-
lutional Neural Networks (CNN) for tasks related to visual
content (e.g., image/video recognition, captioning, segmen-
tation and detection) benefiting from freely available image
datasets [4, 5]. It is also broadly applied to tasks of sequence
analysis as speech and language processing [6] and document
classification [7]. In surgical domain, transfer learning within
CNN has been already used by Shin et al. [8] for classification
of lung diseases, and by Twinanda et al. [9] for classification
of surgical phases in laparoscopic surgeries. These studies
transfered visual information only. Up until now, no research
on transfer of surgical process knowledge (i.e., knowledge
about how a procedure is performed in terms of its workflow)
has yet been published. Transfer of surgical process knowledge
has several difficulties comparing to classic visual or text-
based transfer. First of all, any image can easily be brought
to a needed format (size, color channels, etc.), any text can
be represented as a sequence of individual words. Surgical
procedures, however, have their own vocabularies of surgical
terms with different sizes and content describing the workflow.
Secondly, available data both for visual and text-related tasks
exist in abundance. Yet, the absence of comprehensive datasets
describing complex processes as surgery limits transfer into
the domain of surgical process.
This paper exposes two contributions. First of all, we
performed transfer of surgical process knowledge using two
methods in order to overcome the lack of data and we
demonstrated their efficiency for surgical activity prediction.
The first transfer method of word embedding served to extract
semantic knowledge about surgical terms from medical texts.
The second consisted of transfer learning that enabled cap-
turing important information about the surgical process and
transferring it from one surgery to another. We conducted
multiple experiments on different transfer sources and types to
find best configurations. To the best of our knowledge, this is
the first time when the transfer of surgical process knowledge
was performed. Our findings can serve as a guidance for
dataset enlargement for multiple recognition and analysis tasks
involving surgical workflow. The second contribution consists
in pertinent observations concerning surgical practices that
help better understand the surgical process.
II. METHODS
A. Predicting next surgical activity
Automatic prediction of following surgical activities from
already performed ones requires the system to deeply under-
stand the surgical process of a given procedure. That is why
this task represents a great challenge and at the same time
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2TABLE I
GENERAL INFORMATION ABOUT THE DATASETS. L AND R STAND FOR LEIPZIG AND RENNES
Dataset ACDF.L ACDF.R LDH.L LDH.R PA.L PA.R
N
um
be
r
of
interventions 16 48 25 20 15 11
activ. per inter-n 367±149 244±76 242±72 148±49 266±77 213±46
unique activities 377 379 413 243 282 255
verbs 11 11 11 10 14 14
instruments 24 31 26 22 30 29
structures 10 6 9 7 6 8
TABLE II
PROPORTION OF ACTIVITIES AND ACTIVITY ELEMENTS SHARED BETWEEN SURGICAL SITES AND PROCEDURES, IN %
inter-site inter-procedure
ACDF LDH PA ACDF x LDH ACDF x PA LDH x PA
Activities 31.5 37.8 35.0 30.3 1.5 2.7
Verbs 100 95.2 100 100 78.6 78.6
Instruments 68.8 65.1 73.5 65.7 60.5 57.9
Structures 60 77.8 100 50 15 15
a good example to demonstrate the efficiency of knowledge
transfer. In this work, a surgical activity A was defined as a
6-tuple < L(V, I, S), R(V, I, S) > containing a verb V de-
scribing the movement performed by the surgeon, instrument
I used for its execution, and operated anatomical structure S,
separately specified for both left and right surgeon’s hands.
Let P = {α,S} describe the surgical process with a set of
m possible surgical activities α = {A1, A2, ..., Am} and a set
S containing recorded surgical interventions represented as an
ordered sequence of activity tuples Seq = (a1, a2, ..., al) ∈ S,
where ai ∈ α, and the sequence length l is different for
each intervention. Let Seq∗t = (at−n+1, at−n, ..., at) define
the workflow of an on-going intervention at current activity
t < l with a partial sequence of n past activities. The learning
task τ = {α, f(·)} consists in learning from training data an
objective predictive function f(Seq∗t ) = P (at+1 = Aj |Seq∗t )
which predicts the next surgical activity for a sequence of
already known performed activities.
B. Clinical data
We studied the effect of knowledge transfer on three
different neurosurgical procedures performed by junior and
senior surgeons and acquired at university hospitals of Leipzig
(Germany) and Rennes (France): anterior cervical discectomy
and fusion (ACDF) [10], lumbar disc herniation (LDH) [11],
and pituitary adenoma (PA) [12]. For each acquired inter-
vention surgical workflow was annotated in terms of surgical
activities defined as in Section II-A consisting of three activity
elements (i.e., verb, instrument and structure) for each hand.
An example of an ACDF activity could be (hold, forceps,
disc, cut, scalpel, ligament). A total of 135 interventions
were studied representing intra- and inter-procedure diversity,
variety of practices, and a range of skill levels. Table I contains
additional information about each of the six datasets, and table
II shows the proportion of common activities and activity
elements between both sites within one procedure and between
two procedures from both sites.
C. Word embedding
Usually, in deep learning approaches, words in a text-
based dataset are represented as indices in a vocabulary. With
such a representation, the words lose their semantics (i.e., no
matter their meaning, they all become equally different from
each other). To overcome this problem researchers in natural
language processing (NLP) domain often use word embedding
technique that seeks to map semantic meaning of the words
into a geometric space. This is done by associating a vector
of real numbers to every word in the vocabulary so that the
distance between the vectors captures semantic relationships
between the corresponding words. In this work, we applied
word embedding to extract, encode and re-inject into the
model, the knowledge about the surgical domain and semantic
meaning of surgical terms used to describe procedural work-
flow. We used two different methods of embedding: word2vec
(continuous bag-of-words configuration) [13] and GloVe [14].
Word2vec is a model training word embeddings via neural
networks. It efficiently learns embedding vectors in order to
improve the ability of predicting a target word from context
words. The GloVe method learns embeddings by performing
dimensionality reduction on the words co-occurrence matrix.
1) Word corpora: In order to obtain representative word
embeddings, a word corpus is necessary. It represents a col-
lection of texts on a subject brought to the form of a plain se-
quence of words separated by single spaces. Various large cor-
pora on general subjects are available on the Internet, as well
as their pre-trained embeddings, yet there are very few corpora
for medical or surgical fields. Therefore, we created three word
corpora suitable for our purpose. Our first corpus Medical
Transcription (MT), containing post-operative reports dictated
by neurosurgeons, was downloaded from iDASH repository
(https://idash-data.ucsd.edu) which gathers the transcriptions
from www.medicaltranscriptionsamples.com site. This corpus
consisted of 103 transcriptions and contained 58975 in total
and 4469 unique words. We composed the second corpus by
automatically collecting the abstracts referenced by PubMed
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concerning three chosen neurosurgical procedures. The 62489
downloaded abstracts contained >57M words in total and
188K unique ones. We created the last corpus by collecting
freely available full-text articles from PubMed Central (PMC)
mentioning the same three procedures. The 32271 articles
contained 118M words in total including 638K unique words.
Jointly, these three corpora contained 708K unique words and
175M in total. Common vocabulary of clinical procedures
studied in this work contains 79 unique words. Only 66 of
them can be found in the MT corpus and all in PubMed and
PMC corpora.
D. Long Sort-Term Memory model for prediction
Long Short-Time Memory (LSTM) is a type of recurrent
neural network usually applied for sequence-based problems
where the items in an analyzed sequence have complex de-
pendences. It has been shown to be very effective in many
learning tasks. In this study, we performed the prediction of
next surgical activity using LSTM to analyze the workflow
of the procedure. A variant of classic LSTM including three
gates (i.e., input, forget, output), an output activation function,
no peephole connections, dropouts, and a full gradient training
was used [15]. We also integrated word embeddings into the
model to enable on-the-fly transformation of activity descrip-
tions into meaningful representations. An embedding layer was
put just after the input and before recurrent layers (Figure 1).
The values of this embedding layer are initialized from pre-
trained embeddings importing only the words from the ana-
lyzed procedure. We tested different sets of LSTM parameters,
each time varying the number of layers, number of hidden
neurons, batch size, learning rate, optimizer, activation and loss
functions, sequence size and different data representations. The
best configuration had the following parameters. It contained
two stacked recurrent layers with dropouts of 0.2, each having
256 hidden neurons. It was trained during 50 epochs with a
learning rate of 0.001 by 128-size batches. Categorical cross
entropy was used as the loss propagation function, together
with Adam optimizer. The best results were also obtained by
analyzing a period of 75 past activities for ACDF.L and LDH.L
and 50 for all other datasets. Each input activity meaning its
elements were transformed into a sequence of words that were
then normalized (padded or truncated if needed) to have a
common size of 15. Each analyzed period thus consisted of a
concatenation of the word sequences of contained activities.
E. Transfer learning
In surgical process modeling, the problem of lack of training
samples can be interpreted as a lack of knowledge about
a surgical procedure and its execution. We applied transfer
learning approach to this problem motivated by the following
hypothesis. Sequences of activities representing a surgical
process encode some form of abstract knowledge about a
given procedure, surgical practice and the process in general.
This knowledge can be extracted and exploited to improve all
sorts of operations on surgical process data, including analysis,
recognition and prediction. It was particularly assumed that
the knowledge obtained from one procedure might improve
prediction of surgical activities for another procedures. In view
of the implicit nature of the knowledge that can hardly be
formalized, deep recurrent neural networks are a good tool
able to extract and transfer it.
In this work we performed transfer learning to transfer
surgical process knowledge between different clinical datasets.
We called the dataset containing knowledge extracted for
transfer source dataset Dsrc, and the model extracting knowl-
edge by training of the network on the source dataset source
model Msrc. Analogically, the dataset that benefited from
transferred knowledge was called destination dataset Ddist,
and the model that was initialized with the weights of the
source model was called destination model Mdist. The transfer
between the source and destination models of this type is made
as follows. For the source model Msrc, the embedding layer
is set from pre-trained embeddings, the recurrent and dense
layers are initialized randomly. Then, the model (all layers)
is trained on the source dataset Dsrc. In deep models, the
knowledge learned from the data is encoded in the weight
matrices representing the layers’ internal parameters. The
weight matrices from the embedding and both recurrent layers
are exported and saved for further transfer. For the destination
model Mdist, the embedding and both recurrent layers are first
set with the weights from corresponding source layers. The
dense layer is randomly initialized. The Mdist model is then
trained on the destination dataset Ddist updating the weights of
all layers. The weights of the dense layer can not be transfered
as the number of its internal parameters is tied up with the
number and content of activities in the source dataset. Despite
a large fraction of common elements, the procedures still have
small number of common activities. Put all possible activities
from both source and destination procedures into the dense
layer would be suboptimal. Withal, the main knowledge is
supposed to be encoded in the recurrent layers, while the dense
4layer only serves to connect observations to the activities.
F. Study design
We performed several experiments to assess the effect of
two methods of knowledge transfer on surgical activity pre-
diction. The main factor observed trough the entire study was
∆ - the amount of prediction improvement between different
configurations that is the difference in prediction accuracy.
Prediction accuracy score was computed as the total amount
of correctly predicted activities to the number of test samples.
An activity was assumed to be correctly predicted if all its
elements of both hands were correctly predicted. For each
dataset we performed cross-validation, each time averaging
the results of three training runs for every fold. The statistical
significance of the results compared to base line values was
measured using two-tailed Wilcoxon rank-sum test (** for
p≤0.01, * for p≤0.05, no star for p>0.05).
1) Word embedding: First of all, a base line was defined
as the prediction accuracy of a model with parameters from
Section II-D but without any form of transfer. Then, the impact
of pre-trained embeddings containing semantic information
was estimated. This time, we added an embedding layer
to the model and tried different configurations: embeddings
integration (“set” - simple initialization of the layer with pre-
trained weights or “set + train” - initialization and additional
training on clinical data along with other layers), embedding
method (word2vec vs. GloVe), word corpus (MT, PubMed,
PMC or all combined), and embedding vector size (100, 300
or 500).
2) Transfer learning: To be able to transfer knowledge
from one dataset to another, the networks used for training
must have the same number of internal parameters in trans-
ferred layers, meaning that the length of analyzed sequences
(i.e., number of past activities taken into consideration when
making prediction) have to be equal. Thus, we also computed
a new embedding base line for all datasets using the same
network hyper-parameters and the best embedding configura-
tion to objectively measure the improvements in prediction
obtained by transfer learning. Besides that, in this part of the
study, two types of experiments were made as described below.
a) Mix.: This experiment was performed to found out
how simply putting different datasets together changes the pre-
diction accuracy compared to application of transfer learning
technique. It is different from transfer learning, as the model
training is made on all the data at once. The data was mixed in
two different ways: 1) all interventions from both sites within
one procedure (i.e., L + R in ACDF, LDH and PA), and 2)
different pairs of procedures including interventions from both
sites (i.e., ACDF (L+R) + LDH (L+R), ACDF (L+R) + PA
(L+R) and LDH (L+R) + PA (L+R)).
b) Transfer.: We conducted this experiment to measure
the improvement provided by the actual transfer learning. The
learning was performed as described in Section II-E. We per-
formed two types of transfer using different combinations of
source and destination datasets: inter-site and inter-procedure
transfers. The inter-site transfer, which can also be considered
as intra-procedure transfer, was performed to estimate the
ACDF.L ACDF.R LDH.L LDH.R PA.L PA.R
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Fig. 2. Prediction accuracy (in %) for different datasets for the base line (in
blue) and best embedding configuration (red color indicates the improvement)
effectiveness of transfer between the interventions performed
in different hospitals belonging to the same procedure. It
involved the following dataset pairs: L → R and R → L for
ACDF, LDH and PA (the source dataset is on the left of the
arrow sign, and destination on its right). The inter-procedure
transfer was performed to estimate the effectiveness of transfer
between different procedures belonging to the same surgical
specialty. It involved the pairs as ACDF ↔ LDH, ACDF
↔ PA, LDH ↔ PA (the double-side arrow means that the
transfer was made from the left (source) dataset to the right
(destination), and the other way around).
G. Results
1) Word embedding: The base line configuration (no em-
bedding, no transfer learning) produced 67.4±12.5% accuracy
on average for all datasets. The “set” configuration (simple ini-
tialization of the embedding layer with pre-trained vectors) at
best reached 75.7±9.1%∗ (∆ = 8.3%). These results were ob-
tained with word2vec method by training of a 500-dimensional
vector on conjunction of all corpora. The best results for
“set + train” configuration, accuracy of 79.1±7.5%∗∗ (∆ =
11.7%), were achieved with the same parameters but using
GloVe method. Figure 2 displays this improvement separately
for all datasets.
The PA activities were predicted the best and those be-
longing to LDH the worst. Better predictions were also made
for the procedures performed in Rennes than Leipzig. We
also observed that the accuracy of prediction generally went
up with the growth of the corpus size. The same happened
with the increase of the embedding vector size, except for
the MT corpus (it seems to be too small for higher vector
sizes). The word2vec method performed better than GloVe
with smaller corpora, but both provided similar results for
larger corpora. The pre-trained embeddings were made for
a learning objective quite different form activity prediction.
The additional training for the current objective adjusted the
embeddings to reflect more the semantics of the surgical
process and fairly improved the results.
2) Transfer learning: The new embedding base-line model
on average generated the accuracy of 78.9±7.5%. This result
is slightly lower than in the previous experiment because the
chosen common sequence length of 50 activities provides the
best results for only four of six datasets.
a) Mix.: Figure 3 shows the results of mix of datasets.
Mixing the interventions belonging to the same procedure but
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Fig. 3. Mix of datasets. The mix of sites within one procedure is on the left in green and the mix of different procedures from both sites on the right in blue
performed at different surgical sites provided 81.4%∗ accuracy
(∆ = 2.5% compared to the base line standard). LDH had
the biggest increase in accuracy, while ACDF the lowest.
Mixing different procedures from both sites generated 79.3%
accuracy (∆ = 0.4% compared to the base line standard). The
combination ACDF + LDH had 4.98%∗ gain over the base
line, while the ACDF + PA lost 2.16%∗, and LDH + PA
lost 0.30%. However, compared to the mix of sites within
a procedure, the mix of procedures actually lost in accuracy
with average ∆ = -1.46% (only the ACDF + LDH combination
improved prediction performance of 3.62%∗).
b) Transfer.: The results of the inter-site transfer are
shown in Figure 4. On average for all procedures and source-
destination combinations, the prediction performance of the
model achieved ≈86%∗ (∆ = 7.1% comparing to the base
line). LDH benefited from the knowledge transfer the most,
ACDF less but had a more important increase than PA. It
shows that even if two sets of data are less similar, one can still
have some form of knowledge (common or not) that enhances
the learning process of the second one. The results of the inter-
procedure transfer are exposed in Figure 5. On average for
all tested combinations of source and destination datasets, the
prediction accuracy reached 86.5%∗ (∆ = 7.6% compared to
the baseline). However, 2.5% of this improvement came from
the mix of both sites in the source and destination datasets.
Thus, the actual increase in accuracy equaled 5.1%. On the
other hand, if we choose only the most appropriate procedures
for transfer (e.g., ACDF for LDH, LDH for ACDF and ACDF
for PA), the average accuracy can be recomputed to 89.1%∗
with the ∆ of 10.2% for the base line and 7.7% for the mix
of sites. The highest improvement was made for LDH when
transferring knowledge from ACDF, and the lowest for ACDF
when transferring from PA. This experiment demonstrates,
that even if the source and destination procedures are quite
different from each other, both still encode some fundamental
knowledge about the surgical process in general that can help
in training.
III. DISCUSSION
The goal of our work was to achieve a significant im-
provement in activity prediction using knowledge transfer.
The combination of both suggested for transfer methods
increased the activity prediction ability of a basic LSTM
model by almost 22%. The best training configuration reached
an accuracy of 89% on average for all used datasets. This
prediction performance was generated by a very basic LSTM
architecture. Finding the best suitable architecture and hyper
parameters was out of the scope of this work. However, a
more elaborated model would probably provide better results.
Moreover, the presented approaches of knowledge transfer can
easily be applied to any surgical workflow related problem
(e.g., recognition and analysis).
We demonstrated that the word embeddings trained on
corpora constructed from medical and scientific texts, indeed,
contained certain semantic information that boosted learning
process and played an important role in knowledge transfer.
Relatively small word corpora were used for creating embed-
ding vectors. Computed representation can be further improved
with bigger corpora. Our corpora were based on neurosurgical
post-operative reports and scientific articles. It would also
be interesting to create and test a word corpus specifically
dedicated to describe a surgical process.
For transfer learning, the two-step training process “mix
of sites + inter-procedure transfer” produced the best im-
provement. The most effective transfer happened between the
procedures that resembled the most: ACDF and LDH. How-
ever, the transfer between less related procedures, as ACDF
↔ PA or LDH ↔ PA, was also helpful. This showed that
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7even having very few activities in common, two procedures
can still contain certain fundamental knowledge or common
information about the surgical process which can turn out to be
very useful. In the future, a multi-step transfer has to be tested
meaning learning by subsequently transferring information
between more than two datasets. It is also possible to try
importing the weights of different recurrent layers separately.
The study results also allow us to think that the surgeries from
other specialties or even non-surgical process-based sequences
can be used for transfer as well. This opens the doors to
many opportunities, as the acquisition of non-surgical process
models is less constrained and may be used to create massive
datasets to learn from.
a) Knowledge.: The knowledge extracted by LSTM
networks probably contained both procedure-dependent (i.e.,
specific terms and concepts) and independent features (i.e.,
sequential information inherent to any surgical process). Un-
fortunately, a neural network, especially a recurrent, remains a
black box. It is difficult to see what happens inside and to know
how, why and what exactly it learns. Understanding of the
learning process is an important research direction. Moreover,
the extracted knowledge is also encoded a human-unreadable
way; its is not formalized and, for now, can only be used
within deep network architectures. Combining it with formal
representations (e.g., ontology) would be highly relevant.
b) Surgical practice.: During our study, we also made
several observations about surgical practices. The obtained
results suggested that the same procedures from different
hospitals were more alike than different neurosurgical pro-
cedures from one hospital. However, the difference between
two sites depended on the procedure. The LDH procedure was
performed more similarly in Rennes and Leipzig than PA or
ACDF. Another discovery demonstrated that the procedures in
Rennes resembled more to each other than those in Leipzig, as
probably the surgical process in Rennes was more standard-
ized.
IV. CONCLUSION
In this work, focused on the problem of data deficiency,
we proposed to use knowledge transfer methods in order to
compensate small amounts of training data. To demonstrate
their effect, the task of next surgical activity prediction was
chosen as example. We proposed two transfer methods im-
proving the prediction accuracy by almost 22% in total. The
first method was the word embedding technique vastly applied
in natural language processing. It was used to extract semantic
knowledge describing the relationships between surgical terms
from specially created medical word corpora. The second
transfer learning method passed the knowledge about the
surgical process from one dataset of annotated interventions
to another. The best results were obtained when transferring
information from one procedure to another. Several pertinent
observations about surgical practices were also made. This
work is the first study in the literature applying knowledge
transfer to surgical processes.
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