Abstract-In this paper, we consider blind adaptive multiuser detection in correlated waveform multiple-access-based cellular radio networks. A common stochastic approximation (SA)-based framework is proposed from which three blind adaptive algorithms for linear minimum mean squared error detection are obtained. Two of them coincide with previously proposed algorithms and the third is shown to be best suited for implementation at a base station. The work here also improves these SA-based adaptation algorithms in the context of cellular radio networks, in terms of convergence properties by using the more recent results on the SA technique with averaging. Convergence issues of the different adaptations are investigated and numerical examples are presented to demonstrate the performance improvement due to averaging.
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I. INTRODUCTION
C ELLULAR systems, which have received much attention in recent years in the wireless communications literature, provide a natural application for multiuser detection. It is well known that multiuser detectors yield significant improvements in performance over single-user detectors in correlated waveform multiple access (CWMA) systems (cf. [1] ). Since optimum multiuser detection is generally exponentially complex in the number of users, subsequent research has yielded several suboptimal detectors, including the two well known linear detectors-the decorrelating [2] and the minimum mean-squarederror (MMSE) [3] detectors. When all system parameters are known, these detectors, in a -user system, would require the inversion of a matrix. The study of adaptive multiuser detection schemes is motivated mainly by incomplete knowledge of the system parameters. Such schemes generate estimates of the multiuser detectors stochastically from the received data. They can be designed to use computationally simple recursions based on only the available system parameters and, additionally, to proceed without the use of training sequences. Among several other schemes, a blind adaptive algorithm based on the minimization of the output energy was proposed in [4] (and was shown to adapt to the MMSE detector), and blind adaptive algorithms for decorrelation and MMSE detection were presented in [5] . These algorithms are guided by only the signal of the user of interest and we refer to them as the single-signal (SS) adaptations in this work. They are, hence, suitablefor fully distributed implementation as atamobile.
In this paper, we focus on the up-link and consider a common framework for stochastic approximation (SA)-based blind adaptive multiuser detectors at the base station. The SS blind adaptive detectors of [4] and [5] can be easily obtained from our common framework. In general, however, a base station will likely have more system information (such as the signal and the timing information of users in its own cell) and computational capacity than an individual user. Hence, we propose a new algorithm that takes particular advantage of this additional knowledge. This algorithm, therefore, converges more quickly to the MMSE solution than its SS counterparts. In the case where the base station has the required information for only a subset of all its in-cell users, the rest of this discussion can be equivalently done in terms of known and unknown users.
Although several existing adaptive multiuser detection algorithms are applicable to up-link detection (cf. [6] - [9] ), we have limited a comparison of our algorithms with only those that use the subspace tracking technique [10] . Specifically, [11] and [12] have recently proposed adaptive detection schemes that are suitable for implementation at base stations. These papers present a hybrid multiuser detection scheme that combines a decorrelative projection out of the known signal space of the in-cell users, and blind adaptive MMSE detection to combat the unknown out-of-cell multiple-access interference (MAI). This hybrid solution is however constrained by the dimensional requirements that make the decorrelating projection feasible, and also by the computational complexity of subspace tracking. Of course, exploiting the knowledge of the entire in-cell signal space helps these blind multiuser detectors to show improved convergence properties. However, it is to be noted that the linear MMSE detector that accounts for all the users (both in-cell and out-of-cell) is most suitable for a cellular system because it achieves the maximum signal-to-interference ratio (SIR) among linear detectors (cf. [3] ), and with a large number of in-cell users in a typical cellular network, even a partial decorrelation strategy may be dimensionally infeasible.
The rate of convergence of SA methods has for a long time been of great interest both from a theoretical and a practical point of view, and has been largely addressed in terms of adaptively optimizing the step-size sequence used. In a couple of fundamental papers on the SA technique, Ruppert [13] and Polyak [14] showed under certain assumptions that with a decreasing step-size sequence that decays slower than the usual RobbinsMonro step-size sequence, significant improvement in convergence can be achieved if the output of the conventional SA algorithm is averaged. In this paper, we further improve the efficiency of blind adaptive multiuser detection on the up-link in a cellular radio network by using the concept of averaging. We analytically show the convergence of the "averaged" adaptive schemes, and numerically demonstrate the resulting improvement in performance.
II. SYSTEM MODEL
We consider a cellular network model of [16] in which there are base stations and active users with users assigned to base . For simplicity of presentation, we assume that each base employs a common set of matched filters matched to orthonormal basis functions that span the entire signal space. The discussion in this paper remains valid for the case where any base station, say , uses a different set of matched filters matched to the orthonormal basis of some possibly "reduced" signal space that includes the signals received from the users within its cell. While the transmissions of the mobile users of a particular cell arrive at the bases of other cells symbol-asynchronously, it is assumed, for the sake of simplicity, that they arrive at their own base symbol-synchronously. It is also assumed that while the receiver at base has knowledge of the common timing of the received signals of its own cell, it does not have the timing information associated with signals of other cells.
The discrete-time model for the matched filter outputs at base can be expressed as (1) where and denote the transmit power and the transmitted symbol (binary antipodal signalling, i.e., ), respectively, of user of base . The channel gain of the th user of base to base is denoted by . The vectors denote the vector representations (the "signature sequence") of the signal of user of base . The vectors and denote the vector representations of the segments of the signals associated with the two symbols of user of base and , respectively, that overlap with the symbol interval of interest at base .
is an -dimensional zero-mean Gaussian random vector with a covariance matrix equal to . Let us define the signal matrix whose columns are, therefore, the signature sequences of the users of base . Also, for , define the signal matrix and . Let the diagonal matrix of all the received user energies be defined as .
III. LINEAR MULTIUSER DETECTION
Without loss of generality, we will consider detection at base 1. Let us denote the diagonal matrix of in-cell user energies as and the diagonal matrix of the out-of-cell interfering user energies (as received at base 1) as . A linear detector for user in cell , can be represented by the vector, , such that the decision for user is given by (2) where denotes the usual inner product of vectors and . Let denote the "Expectation" operator. Noting that (3) the solution over all linear detectors of the minimization of the mean squared error, i.e., , is the linear MMSE multiuser detector. This is given with scaling as the unique solution to the equation (cf. [1] ) (4) where we note that positive scaling does not affect the decision rule in (2).
IV. BLIND ADAPTIVE MULTIUSER DETECTION
In this section, we will present a common framework for obtaining different blind adaptation rules to estimate . From the theory of iterative methods to solve linear equations [17] , we can form the following general deterministic iteration: (5) that converges to the desired solution of (4), where is a nonsingular matrix, whose inverse is called the splitting matrix. A stochastic version of (5) is obtained by replacing by its instantaneous stochastic estimate , i.e.
Replacing by the identity matrix leads to the following simple SA-based algorithm [5] : (7) where is a suitably chosen fixed or decreasing step-size sequence, and the computation involved is . The choice of step-size will be dictated by the convergence analysis in Section VI.
Let denote the projection operator onto the column space of matrix and the projection operator onto the orthogonal subspace. Using the canonical representation for the (scaled) MMSE linear detector where (8) we next ask whether there is any in our common framework (6) that will help us form an adaptation rule to estimate just (since the base station already knows ). We find that is the right choice and this yields the following algorithm:
where, of course, the second term in the right-hand side (r.h.s.) of (9),
. Further, we require that and note that satisfies this condition. The adaptation rule in (9) derived quite naturally from (6) can be shown to be identical to the one in [4] , where it was derived differently by minimizing the output energy. An alternative derivation of this rule as a stochastic gradient algorithm to estimate the solution of an unconstrained optimization problem can be found in [20] . Expanding in (9), we can verify that the recursion in (9) involves computation. Both the recursions in (7) and (9) are based on the knowledge of only each user's own signal, i.e., . We will refer to these SS-based adaptation algorithms as the SS algorithms. The "simpler" recursion in (7) will be referred to as the 'S-SS' rule and the "canonical" decomposition based recursion in (9) as the 'C-SS' rule.
We next ask the question whether our common iterative framework does in fact suggest new algorithms to estimate the linear MMSE receiver that uses more of the information available at the base stations. The answer is "yes." One way would be to decompose the desired solution in terms of what is known and what is unknown (an extension of the canonical decomposition idea) and apply the common framework by finding a suitable to estimate only the unknown part. We explore a different approach by first noting from the least mean square (LMS) adaptation literature [18] that the more disparate the eigenvalues of the matrix , the slower the rate of convergence for the recursion in (7) with a fixed step-size . The goal, therefore, is to effectively "cancel" the correlatedness of . This is typically accomplished by what is called "orthogonalization" [19] , which could be achieved, for instance, by replacing by some approximation of in (6) . This approximation could be a fixed one or an estimate that is stochastically updated (and improved) as the adaptation proceeds. To obtain a candidate for a fixed approximation, we first note that with , we can write . In a cellular system where the out-of-cell interferers are typically weak, is the dominant part of , and can be considered as a course approximation of . In this case, can be replaced by in the stochastic version of (5), and as we will show later in this paper, this could considerably improve the rate of convergence over the SS algorithms, albeit, with some increase in computational overhead. More precisely, with the knowledge of the signals of the in-cell users, their energies, and the noise variance, we formulate the following stochastic adaptive rule for the estimation of :
where the matrix is known at the base station and, therefore, the vector can be precomputed and stored. Note that can be viewed as the "single-cell" MMSE receiver that ignores the out-of-cell interference. The multiplication by in the correction term in (11) makes the overall computational complexity of the recursion , which in a bandwidth efficient system with low processing gain, may be an acceptable burden. In any case, we can rewrite as in (11) , to obtain an order of computation of . We will refer to the "Orthogonalization"-based SA algorithm as the O-SA algorithm. Issues such as signal mismatch and imperfect noise variance estimate in the computation of can be investigated along the lines of [4] and [5] , respectively, and will not be discussed in this work.
The following example compares the performance of the low-complexity SA-based techniques with the higher-complexity subspace-based techniques.
Example 1: We consider a synchronous seven-cell (12 users per cell) system as shown in Fig. 1 , where the cell of interest is the cell in the center. The gains to every base station for each user is calculated using a path-loss law, where is the distance to the base station of interest. The transmitted powers of all users are the same. The user of interest in cell 1 is received at the base station with a SNR of 28 dB. The randomly chosen unit-energy signals have processing gain of 31. The in-cell users are linearly independent. The starting vector for each recursion is chosen to be the zero vector. In Fig. 2 we have plotted (as horizontal lines) the SIR achieved by three deterministic receivers-the optimum SIR achieving MMSE receiver in (4), the single-cell MMSE receiver discussed in the preceding paragraph and the "hybrid" or "group" MMSE receiver of [11] that applies (to the receive signal) a decorrelative projection out of the known in-cell signal subspace and MMSE interference cancellation for out-of-cell interference. The figure also plots the SIR performance of the SA-based adaptations S-SS, C-SS and O-SA with fixed step-sizes, and of two "subspace"-based adaptations denoted as "full" or F-subspace and "hybrid" or H-subspace, respectively. The F-subspace algorithm is based on estimating the signal subspace that the received signal lies in and adapting blindly to the subspace version of the MMSE receiver in (4) . A formulation of this is not included here and the reader is encouraged to refer to [10] . The H-subspace algorithm, described in [11] , is also a subspace estimation-based adaptation that is designed to converge to the "hybrid" MMSE receiver. The subspace adaptations in this example have been "idealized" in the sense that the eigen-decomposition of the estimate of the correlation matrix (which is given by a running average of the term ) is done at each iteration by the Matlab routine "eig." For a stationary environment as in this example, this sets an upper bound on the performance achievable with subspace tracking techniques such as projection approximation subspace tracing algorithm (PASTd), etc.
Note that subspace-based techniques perform better than the S-SS and C-SS rules. In fact, even though the F-subspace is the only adaptation here that is guaranteed to aymptotically reach the maximum SIR (in this simulation, convergence is not achieved even for 20 000 iterations), it converges slower than the hybrid technique which benefits noticeably from the added use of in-cell user information. The other in-cell information based algorithm O-SA also benefits significantly (in this case using the knowledge of ) and shows the best rate of convergence and out-performs both the subspace-based techniques in this example.
V. BLIND ADAPTATION WITH AVERAGING
A recent fundamental development in stochastic approximation is the idea of averaging as introduced in [13] and [14] . In the former work, a linear algorithm for the one-dimensional case was considered, and asymptotic normality of the procedure was proved. Multidimensional problems were considered in [14] and under certain assumptions, mean square convergence for decreasing step-size adaptive algorithms followed by averaging was demonstrated. The improvement in convergence is essentially a result of averaging a SA algorithm that uses a step-size sequence that decays more slowly (or, is relatively "larger") than the step-size that was used in the original Robbins-Monro formulation. It was further shown in [15] , that almost sure (a.s.) convergence is achieved even for a suitable fixed step-size SA strategy with averaging, and this was "optimal" in terms of the convergence rate and the asymptotic error covariance matrix. A lot of work has since followed in stochastic approximation using the new ideas on averaging, (cf. [22] and [23] ). Applying the averaging technique to the general SA rule in (6), i.e., including an averaging step after the "basic" recursion, we get (12) (13) where is a suitably chosen fixed step-size. In a slowly changing nonstationary environment one should implement the averaging over a finite window of past estimates for improved "tracking" properties. For the purpose of convergence analysis, however, it is more convenient to consider the averaging over all past estimates as in (13) above.
The three rules in the previous section combined with averaging will be referred to, respectively, as S-SS-AV, C-SS-AV, and O-SA-AV. Note that the system requirements and the computational complexity for the recursions with averaging remain the same as for the nonaveraged ones in (7), (9), and (11). In each of the rules above, the "smoothing" effect due to the averaging allows the basic recursion step to use relatively "larger" step-sizes than would be feasible for the nonaveraged adaptive rules. This is essentially the basis for the improvement in convergence that our numerical examples will later demonstrate.
Although our work was done independently, the authors have since discovered that the technique of averaging has been applied to blind multiuser detection in [20] . This paper investigates the averaged version of the minimum output energy (MOE)-based rule in a single-cell synchronous system and shows, using a result from [21] , that the technique of averaging ensures performance comparable to the recursive least squares (RLS) method with only complexity. We note that this work addresses multiuser detection strategies for the more general, typically asynchronous, cellular system and, consequently, our proof techniques account for this (we also do not require the approximation of fourth-order statistics in terms of second-order statistics as in [20] ). Moreover, the averaged MOE-based adaptation rule (derived differently in this paper than in [20] ) is only one of three blind detection rules that we investigate.
The averaged adaptation rules discussed in this section can also be implemented with a suitable decreasing step size sequence (of the form , where , see [20] , [15] ), but we will consider only the fixed step size versions that are more suitable for tracking a time-varying environment. The tracking ability of the averaged adaptation rules can be improved by suitably changing the averaging step, and one such method using a "forgetting" factor has been suggested for the C-SS-AV rule in [20] .
VI. CONVERGENCE ANALYSIS
In our convergence analysis, we will primarily focus on the O-SA and O-SA-AV algorithms, the new algorithms in this paper that are suitable for up-link detection. First, we investigate the convergence of these algorithms for the general cellular network model of Section II where out-of-cell users are asynchronous. Note that in this case the received signal vector at a base station cannot be assumed to form an independent, identically distributed (i.i.d.) sequence. The i.i.d. assumption is sometimes made for simplicity of analysis and in certain cases, as we point out later, it is indeed valid. In Section VI-A, we do not make any such assumption and discuss the convergence of the O-SA algorithm by invoking the key result in [26] . Next, we assert the a.s. convergence of the O-SA-AV rule in Section VI-B using the main theorem on averaging in [23] .
A special case of the asynchronous cellular model is the one where the received vector at a base station can be assumed to be i.i.d. We will refer to this as the "independence" assumption. This case is of interest in the single-cell (synchronous) model considered in [4] , [5] , or in a meulticell model where both the in-cell as well as the out-of-cell users are received synchronously at the base station. The independence assumption sometimes leads to stronger results than in the general asynchronous case. In the latter part of our convergence analysis, we will focus on this independence assumption case. We briefly outline in Section VI-C a proof of convergence for the fixed step-size C-SS algorithm that is different from that in [4] . Our analysis follows naturally from the derivation of the C-SS algorithm from the common framework of Section II. This analysis does not make the simplifying assumptions of [4] (the convergence analysis in [4] does, however, have the implementational advantage in that it enables the estimation of a suitable step size in terms of information available at a user). Next, in Section VI-D, we show the mean square convergence of the O-SA-AV rule.
A. Convergence of the O-SA Rule
For the sake of analysis, it is convenient to work with an equivalent symmetrized version of the O-SA rule. Based on the Cholesky factorization of ( lower triangular), this is obtained as (14) where we are trying to estimate . The estimate of the MMSE solution is obtained as . The symmetrization of the algorithm makes a direct application of the result in [24] possible, thereby enabling a more compact presentation here. With suitable modification, one can show a.s. convergence for the O-SA algorithm as stated in (11) .
Due to asynchronocity of out-of-cell users, we cannot make the i.i.d. assumption. The received vector is, however, stationary and ergodic. Now, let the step size be chosen to be a decreasing sequence of the form and let (15) Since is an ergodic sequence and , by Proposition 4.3 [25, Ch. 1], we know that is also an ergodic sequence. The matrix with as defined in (3) is clearly positive definite. By Theorem 1 in [24] (since all the conditions are satisfied a.s.) we can then say that a.s. (the proof can be found in [26] ). The last result implies that a.s.
B. Convergence of the O-SA-AV Rule
Once again, we find it convenient to work with a symmetrized version of the fixed step-size O-SA-AV rule presented in Section V so that we can easily apply the result in [23] . The symmetrized algorithm can be written as (16) (17) where as . This result implies that there is a tradeoff between the rate of convergence and asymptotic bias. So although, one might employ larger step-sizes to benefit from the smoothing effect of averaging in pursuit of faster convergence, it comes at the price of larger asymptotic bias. As pointed out earlier it is sometimes possible to arrive at stronger results with the independence assumption, i.e., when the received vector sequence can be assumed to be i.i.d. In this case, the problem of asymptotic bias disappears as shown (without proof here) by [23, Thm. 3 
.1]:
Theorem 2: There exists a with , s.t. a.s. Often in the adaptive literature, algorithms are analyzed for convergence in the mean square sense, i.e., the asymptotic behavior as of the mean value of the error norm squared. In the following sections, we will investigate mean square convergence of the averaged and nonaveraged algorithms with the independence assumption.
C. Mean Square Convergence of the C-SS Rule With the Independence Assumption
In this and the following sections, we consider the case where the independence assumption is valid. We first investigate the mean square convergence of the nonaveraged algorithms with fixed step-size. The analysis for the S-SS rule is detailed in [5] based on earlier analyzes in [27] and [28] . A similar analysis can be done to show the mean square convergence of the symmetrized (as in Section VI-A) fixed step-size O-SA algorithm. We choose to outline the details of the analysis for the fixed step-size C-SS algorithm mainly to contrast it to the analysis in [4] . The proof of convergence here differs from that in [4] in the following ways: fourth-order statistics are not approximated in terms of second-order statistics and the signal vectors are not assumed to be approximately orthogonal. For notational simplicity, we shall omit the iteration index on the received vector .
We first define the zero mean vector as (19) where . After some manipulation, we obtain the following from (9): (20) Taking the norm squared of both sides of (20) and the conditional expectation, conditioned on , and noting from (19) and the independence assumption that we obtain that (21) In order to develop bounds on the various terms in (21), we note, first, that will a.s. have a nonzero projection on [24] , [29] . It follows that will also a.s. have a nonzero projection on , i. , we obtain the upper and lower bounds for as (22) By defining and , we can rewrite (22) as . It is easily shown that we can always choose small enough so that and , in which case the limiting MSE, i.e., , has finite lower and upper bounds. If the step-size is chosen to be arbitrarily small, the MSE is seen to converge to zero as the number of iterations grows to infinity. This comes at a price though, since implies that the rate of convergence goes to zero. In other words, a large step-size will guarantee faster convergence but higher limiting MSE, whereas a small step-size will bring down the limiting MSE but adversely affect the convergence rate.
We note that a finite asymptotic MSE for a nonzero fixed step size would also be true for the O-SA algorithm. In the next section we show that with averaging, the O-SA-AV algorithm converges with zero asymptotic MSE.
D. Mean Square Convergence of the O-SA-AV Rule With the Independence Assumption
In this section, we show the mean square convergence with zero asymptotic MSE for the O-SA-AV algorithm (23) (24) when the received vector sequence can be assumed to be i.i.d. Define , where is as given in (15) and . We first concentrate on the basic recursion (23) to show that (25) To this end, we start by rewriting (23) in terms of the error , as
where . Using the diagonalization , and defining and , we obtain, from (26) , that (27) Note that using the Rayleigh-Ritz ratio for the positive definite matrix (28) Taking the expectation of the norm squared on both sides of (27) , conditioned on , and since , we obtain (29) In order to bound the second term on the r.h.s. we note that (30) where we have used the fact that (parallelogram inequality). Further, using the Rayleigh-Ritz ratio and the fact that , we take the expected value with respect to of (29) to get
where by [30, Thm. 7.6.3] . We note that and is negative. This implies that for sufficiently small . In the special case when , i.e., when we are stochastically estimating the solution of the equation , and this implies, from (28) , that (32) We now rewrite the error recursion in (26) as (33) where . Note that the recursion in (33) estimates the solution of the equation , which, since is nonsingular, we know to be the vector. From (33), we also observe that if , then , and
From (32) and (34), we obtain that, for sufficiently small . For any finite initial estimate for , and in the the special case of being -dimensional unit vectors, (25) is true, i.e., . At this point we need to consider the effect of the "averaging" step (24) . To do this we find that we can apply the analysis in [23, Thm. 5.3, ] in a straightforward way. For the sake of completeness, an outline of the rest of the proof has been included here.
We first note that by definition, is the vector, and in view of (25) 
Therefore, after some manipulation (41) In the same way one obtains (42) From (38), (41), and (42), therefore, we obtain that (43) is finite. This implies that or, , i.e., the MSE is zero.
VII. NUMERICAL EXAMPLES
For the following examples, we consider the seven-cell cellular system in Fig. 1 with 12 users in each cell. The cell of interest is the center cell, which we call cell 1. Once again, we use path-loss law and equal transmit powers. We consider detection on the up-link at base station 1. The users employ randomly chosen unit norm signature sequences, which once chosen, remain fixed throughout the adaptation. We demonstrate the convergence improvement due to averaging of the SS and the orthogonalization-based adaptation rules and provide comparison with the subspace-based methods.
Example 2: We consider first the simple model where all the users are received synchronously at base station 1 which has the knowledge of the common timing. The signalling is bandwidth-efficient in that the processing gain is only 12. The received SNR for in-cell users at base station 1 varies from 37 dB to 15 dB. Fig. 3 plots the averaged SIR (relative to the deterministic MMSE) for the highest SNR user. The initial guess for the vector being estimated by each recursion is chosen to be the zero vector. The fixed step-sizes have been chosen by trial and error to ensure good convergence for each recursion. The optimum SIR (corresponding to the MMSE detector) is significantly larger than those for the conventional and the single-cell MMSE detectors. The SIR performance for C-SS is marginally better than that for S-SS, and they are both bettered by the O-SA rule in terms of rate of convergence. If the eigen-spread of and (where eigen-spread is the ratio of the maximum to the minimum eigenvalue) is taken as an indicator of the rate of convergence for the S-SS and the O-SA rules, respectively, (where the rate of convergence is inversely proportional to the eigen-spread), then we note for this example that with the out-of-cell users being sufficiently weaker than the in-cell users, the eigen-spread for is as compared with for . There is also a clear performance improvement for all three adaptive rules due to averaging. Fig. 4 plots the SIR perfromance for the lowest SNR user. This plot shows the same trends, although the O-SA, S-S-AV, C-SS-AV, and O-SA-AV algorithms are much closer to each other in their performance.
Example 3: We consider the same system as in the previous example, but allow symbol asynchronism at base station 1 as in (1) . Fig. 5 plots the averaged SIR for the highest SNR user, for a random set of time lags assigned to out-of-cell users. The step-size sequence chosen for the S-SS, C-SS, and O-SA rules are of the form where the constants have been adjusted separately for each of the adaptation rules by trial and error to ensure good convergence performance. Even with symbol asynchronism, the eigen-spread for remains significantly higher than that for . Consequently, the almost identical SIR performance for the C-SS and S-SS is once again bettered by the O-SA rule in terms of rate of convergence. There is again a clear performance improvement for all three adaptive rules when using relatively larger fixed step-sizes followed by averaging.
Example 4: We consider the same model as in the previous example, with variable number of users. More specifically, we start with ten users in a cell, run the adaptation for several iterations, at which point we switch on two more users in each cell. Fig. 6 shows the change in the desired maximum SIR for the user of interest and the effect this has on the trajectories for the S-SS, S-SS-AV, and the O-SA-AV rules. The S-SS algorithm and the basic recursions for both the S-SS-AV and O-SA-AV [see (12) [, use fixed step sizes. Note that for this example the new users were comparatively weak and we did not re-initialize the averaging for the O-SA-AV rule or use any special modification for tracking. Even so, the averaging algorithms show reasonable tracking capability (compare with the nonaveraged algorithm). One simple way to improve the tracking capability of the averaging algorithms would be to use a finite window of iterates in the averaging step of (13) .
Example 5: We return again to the synchronous model in Example 1. Fig. 7 plots the SIRs achieved by the SA-based adaptations S-SS, C-SS, S-SS-AV, C-SS-AV, O-SA, and O-SA-AV, and the subspace-based adaptations, F-subspace and H-subspace. The performance of the nonaveraged S-SS and C-SS rules can be seen to be comparable, with averaging, to the computationally more intensive subspace-based methods. Note that the H-subspace technique can, of course, at best achieve its deterministic performance and, therefore, asymptotically all the averaged rules are guaranteed to outperform it. The cell-based algorithm O-SA performs slightly better with averaging and in this example outperforms all the other rules.
VIII. CONCLUSION
Blind adaptive MMSE detection at the base station in a cellular system is studied in this paper. A cell-based adaptation strategy that outperforms the previously known SS-based blind adaptation rules in a typical cellular environment has been presented. The technique of averaging to improve the convergence of single-signal as well as cell-based blind adaptive detectors has been introduced and analyzed. It has been shown that the averaged version of the cell-based adaptive scheme converges a.s., and (with the independence assumption for the received vectors) in mean square with zero asymptotic bias. The superiority in terms of convergence of the averaged adaptations has been explored numerically.
