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Abstract
We study the application of random linear network coding (RLNC) for cooperative coverage
extension in land mobile satellite (LMS) vehicular networks. We perform an analytical assessment of
the limits of cooperation in the presence of both a satellite and a terrestrial repeater using the Max-flow
Min-cut theorem and derive exact expressions for the general case as well as closed form lower bounds
on the coverage in a setup of practical interest. Furthermore, we propose a practical implementation
of the RLNC cooperative approach for the Digital Video Broadcasting - Satellite services to Handheld
(DVB-SH) standard. We evaluate numerically the performance of the proposed protocol using a simulator
based on physical layer abstraction and widely adopted propagation channel models for both the satellite
and the terrestrial segment. Our simulation results show that the proposed scheme extends the coverage
with respect to that of a system where simple relaying is used, making a more efficient use of the
terrestrial channel resources, and can help to keep a relatively low outage probability while limiting the
number of required terrestrial repeaters.
I. INTRODUCTION
In the last decade several proprietary solutions as well as open standards such as the DVB-
SH [1] have been developed to enable data broadcasting via satellite to mobile users. Satellite
broadcast and relaying capabilities give rise to the possibility of creating mobile broadcast
systems over wide geographical areas, which opens large market opportunities for both handheld
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2and vehicular user terminals. Mobile broadcasting is of paramount importance for services such
as digital TV or M2M communication, a new communication paradigm which will bring about
a tremendous increase in the number of deployed wireless terminals [2].
Coverage, intended as the possibility for all nodes to correctly receive the data transmitted
by a central node (e.g., a satellite or a base station), is a main issue for networks with a
large number of terminals. As an example, such system could be used for navigation maps
update in vehicle-mounted positioning systems or for terminal software and firmware update
in M2M networks, where reliable broadcast transmission is of primary importance. Protocols
such as ARQ, although very effective in point-to-point communication (see, e.g., [3, section
7.1.5]), may not be applicable in multicast contexts, since there may be many retransmission
requests by the terminals in case of packets losses, which would saturate the return channel and
overwhelm the source [4]. A cooperative approach may be applied in heterogeneous networks
[2], in which terminals are equipped with both a long range (i.e., satellite reception) and a short
range communication air interfaces.
A lot of work has been done on the use of cooperation [5] in multicast and broadcast communi-
cations in both terrestrial [6][7] and satellite networks [8][9][10]. Many of the proposed solutions
[4][11][12], mainly regarding terrestrial networks, are based on network coding [13], that can
achieve the Max-flow Min-cut capacity in ad-hoc networks. Cooperative content dissemination
from road side units to vehicular networks based on rateless codes has also been studied in [14]
and [15]. Lately the performance of different physical layer strategies for cooperative relaying
in land mobile satellite (LMS) networks has been studied in [16], [17] and [18].
In the present paper we study the application of network coding for cooperative satellite
coverage extension in LMS systems. Unlike in in [16], [17] and [18] we propose a solution
that does not require any modification to the the physical and the data link layers of existing
standards for LMS and vehicle-to-vehicle (V2V) communications and study the advantages of the
proposed approach at system level. In the solution we present, the LMS and the V2V terminals,
co-located in the vehicles, exchange information at an intermediate level between the data link
and the network layer.
The present work extends and consolidates the preliminary results we presented in [19] and
[20] by including the presence of terrestrial repeaters, also called gap-fillers, in both the analytical
and the numerical study. In particular, we extend the results in [19] by building up a model which
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3is inspired by the Digital Video Broadcasting - Satellite services to Handheld (DVB-SH) [1]
standard, where the same information is transmitted by the satellite and the terrestrial repeaters,
constituting the complementary ground component (CGC), and combined at the physical layer
by the user satellite terminal. The CGC is a system of fixed repeaters meant to provide coverage
in those areas in which the satellite signals suffers deep shadowing caused by, e.g., tall buildings.
Note that the combination of the signals from satellite and CGC is already foreseen in DVB-SH.
We model the network as a directed graph in which the joint effect of the satellite and the
gap-filler are taken into account through the statistics of the link between the source and the
terminal. By applying the Max-flow Min-cut theorem and assuming Gaussian signalling under
the hypothesis of block fading channels, we derive an exact expression for the outage probability
as well as a closed-form lower bound for the case in which either the link from the satellite or
that from the gap-filler suffers strong fading.
We support and complement the theoretical study with a numerical analysis based on the cus-
tom MATLAB/C++ - based simulator we developed. The enhancements with respect to [20] are
the inclusion of a gap-filler, the implementation of the physical layer of IEEE 802.11p standard
[21] (modulation, channel code and a simplified version of the channel access mechanism), the
use of widely adopted channel models for the time series generation in the terrestrial channels
[22] (both vehicle-to-vehicle and gap-filler-to-vehicle) and two key features of the DVB-SH-B
standard, namely the physical layer combining of the signals received from the satellite and the
CGC at the terminal nodes and the DVB-SH Raptor encoder/decoder [23]. All these features
were not taken into account in [20]. The simulator interface between the physical channel and the
protocol stack at higher layers leverages on Physical Layer Abstraction (PLA) [24] [25], which
has been adopted in the standardization process of the IEEE 802.16 standard [26]. Several
works [27] [28] showed that PLA allows to evaluate the link level performance of a system
in a computationally affordable and with a good accuracy in different communication contexts.
Our simulation results show that the proposed scheme extends the coverage with respect to a
system where cooperation among vehicular terminals is implemented through simple relaying.
The results also suggest that the cooperative approach can help to decrease the system outage
probability while limiting the number of required terrestrial repeaters in areas characterized by
challenging propagation conditions such as urban environments.
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4The rest of the paper is organized as follows. In Section II the system model is described.
In Section III we study the non cooperative case, while in Section IV the proposed cooperative
scheme is presented and analytical expressions for the coverage are derived. In Section V we
introduce the DVB-SH standard, which is used as reference standard in Section VI, where
a practical implementation of the cooperative approach is described. The proposed scheme
implements the cooperative approach described in Section IV within the limits of existing
standards. In Section VIII we describe the adopted simulation approach and the simulation
setup, while in Section IX we present the numerical results. Finally, Section X contains the
conclusions.
II. SYSTEM MODEL
A network is considered in which a source (S) has a set of K source messages w1, . . . ,wK of
k bits each, to broadcast to a population of M terminal nodes, each of which has both satellite
reception (one-way communication) as well as short range communication (two-way, half duplex)
capabilities. S delivers the data to the terminals through two relay nodes S1 and S2, i.e., there
is no direct link between S and any of the terminals. The links between S and Si, i = 1, 2,
are assumed to be lossless 1. S1 and S2 relay the data to the terminal nodes through orthogonal
lossy wireless channels. With reference to DVB-SH-B, S1 models a transparent satellite while
S2 models the fixed terrestrial repeater. In the rest of the paper we will use interchangeably the
terms terrestrial repeater and gap-filler. The orthogonality is achieved in the frequency domain
by allocating two disjoint frequency bands for the satellite and the gap-fillers. No feedback from
the terminals or channel state information at the transmitter (CSIT) is assumed to S, S1 and
S2, which implies a non-zero probability of packet loss. S1 and S2 protect each message using
the same channel code (i.e., they transmit exactly the same signal) in order to decrease the
probability of packet loss on the channel. A second level of protection is also applied by S at
packet level in order to compensate for packet losses. The encoding at packet level takes place
before the channel encoding. N ≥ K coded packets are created by S applying a random linear
network code (RLNC) to the K source messages. We define R = K/N as the rate of the NC
1in DVB-SH data is transmitted to the satellite through a high-throughput and highly reliable feeder link, while the distribution
to the CGC network can take place either through a highly reliable satellite link or a terrestrial distribution network. Due to
their high reliability such links are assumed as ideal, i.e., no packet loss occurs in the distribution network
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5encoder at S. Network coding operates in a finite field of size q (GF (q)), so that each message
is treated as a vector of k/ log2(q) symbols. Source messages are linearly combined to produce
encoded packets. An encoded packet x is generated as follows:
x =
K∑
i=1
iwi,
where i, i = 1, . . . , K are random coefficients drawn according to a uniform distribution in
GF (q). The coefficients i, i = 1, . . . , K, are appended to each message x before its transmission.
The set of appended coefficients represents the coordinates of the encoded message x in GF (q)
with respect to the basis {wi}, i = 1, . . . , K, and is called global encoding vector.
The encoding at the physical layer is applied by S1 and S2 to network-encoded packets, each
consisting of of k bits. S1 and S2 encode each packet using the same Gaussian codebook of
size 2nr, with r = k
n
bits per channel use (bpcu), associating a codeword cm of n i.i.d. symbols
drawn according to a Gaussian distribution to each xm, m = 1 . . . , N [3]. The time needed for
S1 and S2 to transmit a packet is called transmission slot (TS). Transmissions are synchronized
in time such that symbols from the two orthogonal channels are aligned at the receiver 2.
The signals from S1 and S2 are combined at the physical layer using maximal-ratio combining.
Terminals cooperate in order to recover the packets that are lost in the link from the transmitters.
We assume terminals with high mobility, which is the case of, e.g., vehicular networks. Nodes
have little time to set up connections with each other. For this, and in order to exploit the
broadcast nature of the wireless medium, nodes act in promiscuous mode, broadcasting packets
to all terminals within reach. Similarly as in the broadcast mode of IEEE 802.11p standard, no
request to send (RTS)/clear to send (CTS) mechanism is assumed [29]. No CSIT is assumed at
the transmitting terminal in the terrestrial communication, so that there is a non zero probability
of packet loss. Unlike in 802.11p, each terminal uses two levels of encoding, one at the packet
level and one at the physical level. The encoding procedure is detailed in the following.
Let L be the number of packets correctly decoded at the physical level by a terminal, received
either through the satellite or the short range communication interface. The terminal selects the
2this is actually the case in DVB-SH-B, where synchronization can be kept between the satellite and the CGC such that
symbol-level alignment can be achieved at the user terminals in case the same code rates and puncturing patterns are used in
the two channels [1]. The different propagation delays from the CGC to terminals at different distances are compensated by the
guard interval (GI) of the OFDM modulation in the terrestrial segment.
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basis wi, i = 1, . . . , K. Without loss of generality we assume that such set be x1, . . . ,xL′ . Linear
independence can be verified through the global encoding vectors of the packets. The L′ selected
packets are re-encoded together using RLNC, and then re-encoded at the physical layer. RLNC
encoding at the terminals works as follows. Given the set of received packets x1, . . . ,xL′ , the
message y =
∑L′
m=1 σmxm is generated, σm, m = 1, . . . , L′, being coefficients drawn at random
according to a uniform distribution in GF (q). Each time a new encoded message is created,
it is appended its global encoding vector. The overhead this incurs is negligible if messages
are sufficiently long [30]. The new global encoding vector η can be easily calculated by the
transmitting node as follows:
η = σΨ,
where σ = [σ1 · · · σL′ ] is the local encoding vector, i.e., the vector of random coefficients
chosen by the transmitting node, while Ψ is an L′ × K matrix that has the global encoding
vector of xm, m = 1, . . . , L′, as row m. We assume that the transmission of a message by a
terminal is completed within one TS. The physical layer encoding at a mobile node takes place
in the same way as at the source, and using the same average transmission rate r.
A. Source-to-Node Channel Model
A Urban environment is assumed. We assume that channels from S1 and S2 to a given terminal
Ni (Sj −N channel, j = 1, 2) are affected by both Rayleigh fading and log-normal shadowing.
The two channels are assumed to be statistically independent. The power of the signal received
at the terminal from Sj , j = 1, 2 is modeled as the product of a unit-mean exponential random
variable (r.v.) γj and a log-normal r.v. ΓSj which accounts for large scale fading. This model has
been largely used to model propagation in urban scenarios [31] and, with some modifications,
in LMS systems [32]. The fading coefficient γj takes into account the fast channel variations
due to the terminal motion and is assumed to remain constant within a TS, while changing
in an i.i.d. fashion at the end of each channel block. The shadowing coefficient ΓSj includes
the transmitted power at Sj and accounts for path loss and obstruction caused by buildings in
the line of sight and changes much slowly with respect to γj . For mathematical tractability we
assume that ΓSj remains constant for N channel blocks, i.e., until all encoded packets relative
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7to the K source messages have been transmitted by S. In the following we will use the terms
channel block and transmission slot interchangeably. We call the time needed to transmit N
messages a generation period (GP). The fading and shadowing processes of two different nodes
and between the two different channels are assumed to be independent. We further assume that
shadowing and fading statistics on each of the channels are the same for all nodes. We study
the case of groups of terminals close enough to each other so that short-range communication
can be used. We also assume that nodes are relatively far away from the gap-filler. Under these
assumptions, the hypothesis of equal channel statistics across nodes can be regarded as a good
approximation. The case of nodes close to the gap-filler is not relevant to our study and thus
not explicitly considered. However, the mathematical results we derive implicitly take this case
into account.
Due to the lack of CSIT there is a non zero probability that a message is not correctly decoded
at each of the terminal nodes. This happens if the instantaneous channel capacity, assuming
maximal-ratio combining, is lower than the transmission rate at the physical layer r. For ease
of exposition we will refer to such channel as the S-N channel. Assuming the same channel
statistics for all nodes, the packet loss probability in the S-N channel for any given node is:
PSN = Pr {log2(1 + γ1ΓS1 + γ2ΓS2) < r} , (1)
where γj ∼ exp(1) while ΓSj = e
Xj
10 , for j = 1, 2, with Xj ∼ N (μj, σ2j ). ΓSj is constant within
a GP, while γj changes independently at the end of each channel block. Fixing the values of
ΓS1 and ΓS2 , the two random variables γ′1 = γ1ΓS1 and γ′2 = γ2ΓS2 are exponentially distributed
with parameters 1/ΓS1 and 1/ΓS2 , respectively. Using the fact that the sum γ′1 + γ′2 in 1 has a
hypoexponential distribution with parameters 1/ΓS1 and 1/ΓS2 , we find the expression for the
packet loss probability PSN in the S-N channel:
PSN = 1−
ΓS1
ΓS1 − ΓS2
e
− 2r−1
ΓS1 +
ΓS2
ΓS1 − ΓS2
e
− 2r−1
ΓS2 . (2)
In the rest of the paper we will use the expressions “packet loss rate” and “probability of packet
loss” interchangeably. Due to shadowing, ΓS1 and ΓS2 change randomly and independently at
each generation period and, within a generation, from one node to the other. Thus the packet
loss rate PSN is also a r.v. that remains constant within a generation and changes in an i.i.d.
fashion across generations and terminals.
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We model the channels between the transmitting terminal and each of the receiving terminals
(N-N channel) as independent block fading channels, i.e., the fading coefficient of each channel
changes in an i.i.d. fashion at the end of each channel block. The probability of packet loss in
the N-N channel PNN is:
PNN = Pr {log2(1 + γΓN ) < r} = 1− e
1−2
r
ΓN , (3)
where ΓN accounts for path loss and transmitted power, and is assumed to remain constant for
a whole generation period and across terminals. In order not to saturate the terrestrial channel,
we assume that a node can transmit at most one packet within one TS.
Note that expression (2) has been derived assuming that the same information is transmitted
over both the satellite (S1) and the gap-filler (S2) links and the two signals are combined by the
terminal nodes at the physical level. Since (3) grasps the effect of both links it allows to simplify
the equivalent network topology by removing the intermediate nodes S1 and S2 as shown in the
example of Fig. 1.
?
?? ??
?? ??
?
Fig. 1. Example of physical network (left) and the corresponding graph representation (right). The effect of the links from S1
and S2 in the physical network is taken into account in the SN link in the graph model by means of the packet loss rate given
by Eqn. (2).
III. NON-COOPERATIVE COVERAGE
Let us consider a network with a source S and M terminals. We define the coverage (Ω)
as the probability that all M terminals correctly decode the whole set of K source messages.
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N can decode all the K source messages of a given generation in case of no cooperation is:
Pr {PSN < 1− R} , (4)
R = K/N being the rate of the NC encoder at S. We recall that, due to the shadowing, the
packet loss rate PSN is a r.v. which changes in an i.i.d. fashion across generations and terminals.
The coverage is the probability that each of the nodes decodes all source messages, that is:
Ω = Pr {PSN1 < 1− R, . . . , PSNM < 1− R} , (5)
where PSNi is the packet loss rate in the S-N link of nodeNi, i = 1, . . . ,M . Under the assumption
of i.i.d. channels we have FPSNi = FPSN , ∀i ∈ {1, . . . ,M}. Thus, (5) can be written as:
Ω = (Pr {PSN < 1− R})
M
=
(
Pr
{
1−
ΓS1
ΓS1 − ΓS2
e
− 2r−1
ΓS1 +
ΓS2
ΓS1 − ΓS2
e
− 2r−1
ΓS2 < 1− R
})M
=
(
Pr
{
ΓS1
ΓS1 − ΓS2
e
− 2r−1
ΓS1 −
ΓS2
ΓS1 − ΓS2
e
− 2r−1
ΓS2 > R
})M
. (6)
Finding a closed form expression for Eqn. (6) for the general case is a challenging task since
ΓS1 and ΓS2 are lognormal random variables with parameters (μ1, σ1) and (μ2, σ2), respectively.
However, in Theorem 1 we derive a closed form expression in case either μ1 → ∞ or μ2 → ∞.
Note that these are cases of practical interest since they correspond to a situation in which either
the signal from the satellite or that from the gap-filler are faintly weak, which is the case of
rural areas and dense urban areas, respectively.
Theorem 1: For any nonzero μ, σi and σj if 0 < μ < μi < ∞, 0 < σi < σi < ∞,
0 < σj < σj < ∞, i 
= j, then
lim
μj→−∞
Pr
{
ΓS1
ΓS1 − ΓS2
e
− 2r−1
ΓS1 −
ΓS2
ΓS1 − ΓS2
e
− 2r−1
ΓS2 > R
}
=
1
2
−
1
2
erf
⎛
⎝10 ln
[
1−2r
ln(R)
]
− μi
2σ2i
⎞
⎠
(7)
Proof See the Appendix.
Note that, fixing R and M , the expression in Eqn. (7) goes to 0 as the rate at physical level
r goes to infinity. This confirms the intuition according to which in the non-cooperative case
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the coverage decreases as the transmission rate increases. As said previously, this result holds
for any value of q as long as K is large enough. Thus, Eqn. (7) can also be interpreted as the
coverage in a network of M nodes in presence of fading and shadowing that can be achieved
for a rate couple (r, R) by a fountain code such as, e.g., a Raptor code.
IV. COOPERATIVE COVERAGE
The wireless network is modeled as a directed hypergraph H = (N ,A), N being a set of
nodes and A a set of hyperarcs. A hyperarc is a pair (i, J), where i is the head node of the
hyperarc while J is the subset of N connected to the head through the hyperarc. J is also called
tail. A hyperarc (i, J) can be used to model a broadcast transmission from node i to nodes
in J . Packet losses can also be taken into account. We want to study the relationship between
the coverage and the rate at which the information is transferred to mobile terminals, which
depends on both the rate at physical level r and the rate at which new messages are injected in
the network, which is the rate at packet level R. In [4] (Theorem 2) it is shown that, if K is large,
random linear network coding achieves the network capacity in wireless multicast connections,
even in case of lossy links, if the number of innovative packets transmitted by the source per
unit of time is lower than or equal to the flow across the minimum flow cut between the source
and each of the sink nodes, i.e.:
R ≤ min
Q∈Q(S,t)
⎧⎨
⎩
∑
(i,J)∈Γ+(Q)
∑
TQ
ziJT
⎫⎬
⎭ (8)
where ziJT is the average injection rate of packets in the arcs departing from i to the tail subset
T ⊂ J , Q(S, t) is the set of all cuts between S and t, and Γ+(Q) denotes the set of forward
hyperarcs of the cut Q, i.e.:
Γ+(Q) = {(i, J) ∈ A|i ∈ Q, J \Q 
= 0} . (9)
In other words, Γ+(Q) denotes the set of arcs of Q for which the head node is on the same side
as the source, while at least one of the tail nodes of the relative hyperarc belongs to the other
side of the cut. The rate ziJT is defined as:
ziJT = lim
τ→∞
AiJT (τ)
τ
, (10)
where AiJT (τ) is the counting process of the packets sent by i that arrive in T ⊂ J in the temporal
interval [0, τ). The existence of an average rate is a necessary condition for the applicability of
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the results in [4]. In the following we derive ziJT for the considered network setup as a function
of both physical layer and MAC layer parameters such as transmission rate, transmission power
and medium access probability.
A. Medium Access in the Terrestrial Channel
Let us consider a network withM nodes. We assume that all nodes have independent S-N and
N-N channels. We further assume that channel statistics are the same for all terminals, which is
the case if the distances from node Ni to node Nj change little ∀i, j ∈ {1, . . . ,M}, i 
= j and
with respect to each node’s distance to the source.
In our setup the terminals are set in promiscuous mode so that each node can receive the
broadcast transmissions of any other node within communication range [29]. The terminals
share the wireless medium, i.e., they transmit in the same frequency band. We assume that a
CSMA/CA protocol is adopted by the nodes and that all nodes hear each other, so that the
medium is shared among the terminals willing to transmit but no collision happens.
The communication rate ziJT has been derived in [19] and has the following expression:
ziJT =
1− (1− pa)
M
M
[
1− (PNN )
|T |] , (11)
where |T | is the cardinality of T , and the term
[
1− (PNN)
|T |] is the probability that at least
one of the |T | nodes whose S-link belongs to the cut receives correctly a transmission from a
node that is in the other side of the cut. We do not report here the derivation for a matter of
space. Note that Eqn. (11) is the rate at which packet are received by the set T considered as
a single node, that is, the counting process AiJT (τ) increases of one unit when at least one of
the terminals in T receives one packet, independently from how many terminals receive it.
B. Coverage Analysis
In the following we derive the conditions that maximize the coverage as a function of relevant
network parameters by applying the Max-flow Min-cut theorem. We recall that such maximum
coverage can be attained by using the random coding scheme described in Section II.
Let us consider Eqn. (8). For each of the M nodes we must consider all the possible cuts of
the network such that the considered node and the satellite are on different sides of the cut. Let
us fix a receiving node Nt. We recall that a cut is a set of edges that, if removed from a graph,
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separates the source from the destination. Fig. 2 gives an example of a network with four nodes
where the cut QSN4 (i.e., the cut such that N4 and S are on the same side) is put into evidence.
In the example, the destination node is Nt = N1. The dashed black lines represent the edges
which are to be removed to get the cut. Note that the set of nodes that receive from S (only
node N4 in the figure) are isolated by the cut from the nodes with satellite cut (nodes N1, N2
and N3 in Fig. 2). We define an S-edge as an edge of the kind (S,Nj), j 
= t. We further define
a T-edge as one of the kind: (Nj , Nt), j 
= t. Unlike in [19], here each S-edge incorporates the
effect of the availability of two different paths for the signal transmitted by S through S1 and
S2 and the fact that the signals are combined at the physical level. This is reflected by the lower
packet loss rate within each generation which is given by Eqn. (2). As mentioned in Section II
this does not change the equivalent graph representation of the network. Hence the derivation
of the coverage carried out in [19] is still valid, although only formally. Thus the expression of
the coverage is given by equation (12) [19], where Yj = PSNj is a r.v. representing the packet
?
?? ??
?? ??
????
Fig. 2. Graph model for a network with four terminals. There are 2M−1 = 8 possible cuts for each of the M nodes. The set
of nodes that receive from S (only node N4 in the figure) are isolated by the cut from the nodes with satellite cut.
loss rate within a generation for node Nj , Qns is one of the cuts with ns satellite links relative
to the node Nt,
α(ns) = 1− R + (M − ns)
1− (1− pa)M
M
[1− (PNN)
ns ] , (13)
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while S(ns, N t) is the set of subsets of N\Nt with ns elements. Although formally equivalent,
Eqn. (12) differs from that in [19] in the Y variables, that in this case are given by Eqn. (2).
C. Lower Bound on Achievable Coverage
Although Eqn. (12) might be used to evaluate Ω numerically, a closed-form expression would
give more insight into the impact of cooperation on the considered setup. Finding a simple closed
form expression for Eqn. (12) is a challenging task. Thus in the following we derive a lower
bound ΩLB on Ω. Ω can be lower bounded by substituting in Eqn. (12) the packet loss rate Yj
for each cut with the largest packet loss rate among all the S-links in the network, i.e.:
Ω = Pr
⎧⎨
⎩
⋂
Nt∈N
⋂
ns∈{1,...,M}
⋂
Qns∈S(ns,Nt)
⎡
⎣ ∏
j∈Qns
Yj < α(ns)
⎤
⎦
⎫⎬
⎭
≥ Pr
⎧⎨
⎩
⋂
Nt∈N
⋂
ns∈{1,...,M}
[
ns∏
j=1
Y(j) < α(ns)
]⎫⎬
⎭ (14)
≥ Pr
⎧⎨
⎩
⋂
Nt∈N
⋂
ns∈{1,...,M}
[
Y ns(1) < α(ns)
]⎫⎬
⎭ (15)
= Pr
⎧⎨
⎩
⋂
Nt∈N
⋂
ns∈{1,...,M}
[
Y(1) <
ns
√
α(ns)
]⎫⎬
⎭
= Pr
{
Y(1) < min
ns∈{1,...,M}
ns
√
α(ns)
}
=
(
Pr
{
ΓS1
ΓS1 − ΓS2
e
− 2r−1
ΓS1 −
ΓS2
ΓS1 − ΓS2
e
− 2r−1
ΓS2 > β
})M
(16)
where Y(i) is the i-th largest packet loss rate across all S-edges of the network, i.e., Y(i) ≥ Y(j)
if i < j, ∀i, j ∈ N , and we defined
β = min
ns∈{1,...,M}
ns
√
α(ns). (17)
Ω = Pr
⎧⎨
⎩
⋂
Nt∈N
⋂
ns∈{1,...,M−1}
⋂
Qns∈S(ns,Nt)
⎡
⎣ ∏
j∈Qns
Yj < 1−R+ (M − ns)
1− (1 − pa)M
M
[1− (PNN )
ns ]
⎤
⎦
⎫⎬
⎭ .
(12)
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Inequality (14) derives from the fact that:
∏
j∈S
Yj ≤
ns∏
j=1
Y(j), for S ∈ S(ns, t), ∀ ns, t, (18)
i.e., we substitute the product of ns random variables, chosen within a set of M variables, with
the product of the ns largest variables of the same set. Inequality (15) follows from the fact that
ns∏
j=1
Y(j) ≤ Y
ns
(1) , ∀ ns, t. (19)
Expression (14) can be further simplified in case one between the satellite link and the terrestrial
link is strongly degraded. Using the result of Theorem 1 we find:
lim
μj→−∞
ΩLB =
1
2M
⎡
⎣1− erf
⎛
⎝10 ln
[
1−2r
ln(1−β)
]
− μi
2σ2i
⎞
⎠
⎤
⎦
M
(20)
where j = 1 or j = 2 if the degraded link is the one from the satellite or from the gap-filler,
respectively.
V. COOPERATIVE COVERAGE EXTENSION IN DVB-SH
In the following we propose a practical scheme that implements the cooperative approach
described in the previous section in heterogeneous satellite vehicular networks.
A. Space Segment
1) Satellite Channel: The considered setup is an LMS system with a GEO satellite in L band
(or low S band) broadcasting a DVB-SH-B (time-division multiplexing (TDM) waveform from
satellite and OFDM from the gap-fillers) signal to a population of mobile terminals. Propagation
conditions change due mainly to the shadowing effect of building and trees and are classified
in urban, suburban and rural. The main cause of channel impairment in urban and suburban
environments is the long-lasting shadowing of the buildings that causes an intermittent satellite
connectivity, while in the rural propagation scenarios the main source of impairment is tree
shadowing. Signal reception in LMS systems is limited by three phenomena, namely path loss
at large scale, shadowing at mid-scale and multipath fading at small scale. We adopt the Perez-
Fontan (LMS) channel model [33], based on a three-state Markov chain in which the possible
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states represent line of sight reception, moderate shadowing reception and deep shadowing
reception. In each of the states the signal amplitude is modeled as a Loo process (sum of a
Log-normal and a Rayleigh random variables) with different parameters.
2) Channel Impairment Countermeasures in DVB-SH: In this section we recall the channel
impairment countermeasures foreseen in the DVB-SH standard.
a) Physical Layer: The physical layer error protection scheme of the DVB-SH standard are
the duobinary turbo code, with different rates/word lengths, the bit interleaver, which works at
bit level within a turbo codeword, and the time interleaver, the depth of which spans more than
one codeword and uses interleaving blocks of 126 bits each. This last element is particularly
important to counteract long blockage periods, as it can span time intervals of up to about 10
seconds. The drawbacks in using a long time interleaver are the large decoding delay and the
memory requirements at mobile terminals, which can be met only by high class nodes.
b) MPE-IFEC in DVB-SH: The MPE-IFEC is a process section between the IP and the
transport layers introduced in DVB-SH in order to counteract the disturbances in reception and
transmission. This is achieved by applying a packet level FEC over multiple datagram bursts,
i.e., groups of datagrams. The long high-layer interleaver used in IFEC allows for significant
performance enhancements with respect to FEC [1], as it can better counteract long lasting
shadowing which is typical of the LMS channel. The encoding is made over several datagram
bursts. Let us consider a datagram burst entering the MPE-IFEC process. The burst is reshaped
in a matrix of T by C bytes called Application Data Sub-Table (ADST). The columns of the
ADST are then distributed in a round robin fashion among B matrices called Application Data
Tables (ADT). An ADT is a T by K matrix. The FEC, always systematic, is applied on the ADT
producing a T by Nr parity matrix, called IFEC Data Table (iFDT). An ADT is filled up and the
encoding takes place every EP bursts, EP being the Encoding Period, which determines the
number of datagram bursts over which the parity is calculated. The ADT and the iFDT together
form an encoding matrix. It takes B ×EP bursts to fill up a single ADT. Once an ADT is full
(this happens to B ADT at the same time) the iFDT is calculated. As soon as the B iFDTs
are calculated an IFEC burst is generated by taking groups of columns from S different iFDTs.
An IFEC burst is made up of several IFEC sections. Each section is comprised of a header,
a payload containing g columns from the same iFDT and a cyclic redundancy check (CRC).
The k-th IFEC burst is merged with the (k − D)-th datagram burst (and eventual MPE-FEC
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redundancy) to form a time-slice burst. The time slice burst is then multiplexed on MPEG2-TS
frames and passed down to lower layers.
Depending on the FEC technique applied, different values of EP , B and S are adopted. In
case a Raptor code is used EP is generally greater than 1, while B = S = 1. This is because
Raptor codes, unlike other FEC codes such as Reed-Solomon codes [34], are capable of handling
large source matrices (i.e., ADT), that can span several datagram bursts.
The Raptor code adopted for the DVB-SH is the same as in the 3GPP standard, which has
also been adopted in the DVB-Handheld (DVB-H) standard [1]. Its description can be found
in [35]. A source block in [35] corresponds to an ADT and a source symbol is a column of
the ADT. Thus a source block has K symbols of T bytes each. The Raptor encoder is applied
independently to each source block, each of which is identified by a Source Block Number
(SBN). The encoder produces K systematic symbols (the ADT matrix) and Nr repair (parity)
symbols. In Fig.3 the ADT matrix is shown (on the left) together with the parity matrix (on the
right). The reshaped datagrams composing the ADT are also shown for sake of clarity.
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Fig. 3. Reshaping of datagram bursts in an ADT (left) and parity matrix (right) in case a Raptor code is used.
Systematic and repair symbols are called encoding symbols. Each symbol is identified by
an Encoding Symbol Identifier (ESI). Values from 0 to K − 1 are assigned to the systematic
symbols, while values from K to Nr +K − 1 identify repair symbols. The encoding procedure
consists of two parts. In the first part L intermediate symbols are produced starting from the K
source symbols, while in the second part K +Nr encoding symbols are generated starting from
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the L intermediate symbols.
The intermediate symbols from 0 to K − 1 are systematic (i.e., are the source symbols). The
S intermediate symbols from K to K + S − 1 are generated using an LDPC encoder while the
last H symbols from K + S to L are called Half Symbols and are generated using a binary
reflected Gray encoder [1].
The encoding symbols are generated applying a Luby Transform (LT) encoder to the L
intermediate symbols. The LT encoder operates a bit-wise XOR of intermediate symbols chosen
according to a certain degree distribution. Each of the encoding symbols is transmitted together
with its ESI and a triple (d, a, b) where d is the symbol degree and a and b are integers from
the sets 1, . . . , L′′ − 1 and 0, . . . , L′′ − 1 respectively, L′′ − 1 being the smallest prime integer
greater than or equal to L. At the end of the encoding process, K systematic symbols plus Nr
parity symbols are produced. The parity symbols are linear combinations of systematic symbols
in GF (2). The encoding symbol triple together with the ESI and the value K allows the decoder
to determine which intermediate symbols (and thus which source symbols) were combined to
form each of the encoding symbols.
B. Ground Segment
1) Terminal Types: We consider high class terminals as defined in [23]. High class terminals
are not energy constrained and have relatively good computation capabilities and memory [23].
This is the case of vehicular terminals, which are powered by rechargeable batteries and can
host computation units of high speed, thanks to the relative low impact in terms of cost, space
and weight. We assume that each terminal has both satellite and short-range communication
capabilities, which give rise to the possibility of implementing a vehicular capillary network.
2) Terrestrial Channel: A possible classification of the VtoV communication channel is based
on roadside environments such as buildings, trees and bridges. In this case the propagation
scenarios are categorized as urban canyon, suburban street and expressway. Signal propagation
in VtoV systems has been studied in [36], [37] and [38].
In [39] a measurements campaign made on the 5.9 GHz frequency is presented. The mea-
surements presented in [39] have been made using a Dedicated Short Range Communication
(DSRC)/IEEE 802.11p prototype radio. In the paper a dual slope model for the path loss in
urban VtoV scenarios is derived based on real measurements. We adopt the model of [39] for
DRAFT
18
the path loss together with the TU6 multi-tap channel model [40]. An OFDM signal with 52
carriers (48 information carriers) and a rate 1/2 convolutional encoder are assumed. All physical
layer parameters are taken from the 802.11p standard. As usual practice in VtoV simulations,
we assume a finite communication range which is fixed for all vehicles. Furthermore, we take
into account collisions as they constitute an important throughput-limiting and delay-increasing
factors in ad-hoc wireless networks [41].
VI. NETWORK-CODED COOPERATION FOR DVB-SH
The analysis carried out in Section IV gives hints about the advantages and the limits of
cooperation in providing missing coverage in mobile satellite networks. Although useful to
understand the effect of relevant system parameters such as the number of nodes, the prob-
ability of accessing the terrestrial channel and the physical layer channel statistics, many other
interacting factors are present in a real system, that can not be accurately taken into account in
a mathematical way without incurring in a model which is overwhelmingly complex. Among
these factors are the specific communication standard involved in the system, that may show
a gap with respect to the theoretical performance derived in Section III and IV. What actually
makes the difference is not the performance of the physical layers per se, since in DVB-SH
highly efficient codes are adopted that can get close to the information theoretical bounds, but
the interaction between the physical layer of the standard and the propagation channel, that
can have complex and unpredictable behaviors. Such interaction determines certain packet loss
patterns at the higher layers, where the throughput of the system is measured. Apart from this,
the changing terrestrial network topology and connectivity together with the imperfections in
the medium access mechanism further complicate the picture. A possible implementation of
the cooperative approach described in the previous sections has been presented in [20]. Such
scheme has been designed in order to be able to live together with existing communication
standards without the need of modifying them. The main novelty with respect to [20] is the
enhancement in the MATLAB/C++ - based simulator used to evaluate the performance of the
NCCCE protocol. The main differences are the inclusion of a gap-filler, the implementation of
the physical layer of 802.11p standard (modulation, channel code and a simplified version of
the channel access mechanism), the use of widely adopted channel models to generate the time
series in the terrestrial channels (both vehicle-to-vehicle and gap-filler-to-vehicle) and two key
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features of the DVB-SH-B standard, namely the physical layer combining of the signals received
from the satellite and the CGC at the terminal nodes and the DVB-SH Raptor encoder. All these
features were not taken into account in the preliminary simulation results presented in [20]. In
the following we present the proposed cooperation protocol named Network-Coded Cooperative
Coverage Extension (NCCCE).
Let us consider a satellite broadcasting a DVB-SH-B signal with MPE-IFEC protection to
a population of vehicular terminals with both DVB-SH-B and IEEE 802.11p radio interfaces.
During a time window (0, t) the satellite transmits K + Nr IFEC symbols obtained from an
ADT. Terrestrial and satellite communications take place in orthogonal frequency bands. Due
to long-lasting shadowing caused by urban propagation conditions, it can happen that a user
decodes a number of symbols equal to M < K during the interval (0, t). In this case the
user cannot decode the entire source data block. In order to enhance satellite coverage each
node re-encodes the received packets (either received directly from the satellite or from other
terminals) and broadcasts them to nodes within its transmission range. In Fig. 4 a block diagram
of the proposed cooperative method is shown. In the following sections we describe the encoding
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Fig. 4. Block diagram of the proposed cooperative scheme for two cooperating nodes. Red lines represent IFEC blocks flowing
from the satellite to the terminal nodes while blue lines represent network coded packets exchanged between nodes on the short
range communication channel.
procedure at land mobile nodes.
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A. Encoding at Land Mobile Nodes
Let us assume that a node is able to decode some of the encoding symbols directly from the
satellite. Each symbol carries an ESI and a triple (d, a, b). As described in Section V-A2b the
node can use this information to find out which of the source symbols were combined together
to form that encoding symbol. We propose to apply a network encoding scheme at land mobile
nodes using the source symbols of iFEC as source symbols of the network code. In other words,
nodes exchange linear combinations of encoding symbols in some finite field, with the aim of
recovering all the source symbols.
B. Terrestrial Channel Usage
Each received encoding symbol is interpreted by a node as a linear combination of source
symbols with coefficients 0 or 1 in GF (q). The node, then, applies the network encoding
procedure described in Section II. The encoding vector of the received encoding symbol can be
derived from symbol’s ESI and triple (d, a, b).
The probability to access the channel in each slot is determined by the parameter cooperation
level, fixed for all nodes, which we indicate with ζ , 0 ≤ ζ ≤ 2. If ζ ≤ 1, in each slot, if
a node stored a number of linearly independent packets which is larger than the number of
transmitted packets in the current generation, it creates a linear combination of all the stored
packets as described in Section IV and tries to access the channel with probability ζ . If ζ > 1
two cases must be considered. In case the number of transmissions made by the node is lower
than the number of linearly independent packets received, the node tries to access the channel
with probability pa = 1. If the node has a number of stored packets which is lower than or
equal to the number of those transmitted, instead, it tries to access the channel with probability
pa = ζ − 1.
When a node receives a packet from another node, it checks whether the packet is linearly
independent with the stored packets and, if this is the case, the new packet is stored. If the
received packet is not linearly independent with the stored ones, it is discarded.
Another possible relaying choice is to have the nodes simply forwarding the received symbols
without combining them. We call this scheme simple relaying (SR) and use it as a benchmark.
SR is described more in detail in Section VIII.
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C. Implementation Aspects
According to the DVB-SH standard we consider a source symbol size of 1024 Bytes each.
Each source symbol is divided into nss subsymbols, each of which containing 1024nss bytes. Each
of these subsymbols is multiplied by a randomly chosen coefficient in a field with q = 1024
nss
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elements. The coefficient is the same for all subsymbols within a symbol. In this way the
complexity of the network encoder/decoder can be kept at a reasonable level [12]. A field size
of 28 or 216 (one or two bytes) may constitute a valid choice. The NC is applied as in [12],
adding the encoding vector at the end of each packet. Thus, for a K symbols generation, a header
with K × q bits is appended to each symbol. The loss in spectral efficiency is then (Kq)/8192.
Assuming coefficients of 1 byte are used, the loss becomes K/1024. In order to keep the loss
at a reasonable value we should limit the size of the generation. For instance, if generations of
K = 100 symbols are used, the loss is below 10%. The adoption of small generation sizes has
the drawback that the code efficiency is reduced. For example, it is known that the efficiency
of the Raptor code increases with the source block. There is, however, advantages in using
small blocks. Actually, if a short interleaver is used together with blocks of small size, the data
is readily available to the upper layer sooner than in the case of large blocks, i.e., the delay
decreases. In Section IX we show the gap between the asymptotic results obtained in Section
IV and the simulation results obtained in the same setup but with the 3GPP Raptor code, having
finite block-length.
VII. INTERACTION OF PHYSICAL LAYER AND UPPER LAYERS
In order to evaluate numerically the performance of the proposed methods at system level, the
simulator must be capable of taking into account the channel impairments of the physical layer.
In order to do this, physical layer simulations should be run for each of the nodes, taking into
account the channel characteristics and the error correction capabilities of the considered PHY
layer standard as done in [42]. Such approach is, however, extremely time consuming, which
makes it unfit for a system level simulation. A valid alternative is given by the PLA [24] [25]
The use of PLA allows to take into account the effects of physical layer elements such as coding,
modulation and the presence of an interleaver, at system level in a computationally manageable
way. This is particularly useful in case of time-selective channels, in which the channel gain
changes within the duration of a codeword. The PLA has been widely studied in the last decade
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achieving a growing accuracy for a wide range of transmission setups. A method used in the
past to obtain instantaneous link performances is the average signal to interference plus noise
ratio (SINR) mapping, which consists in calculating the arithmetic (or geometric) average SINR
experienced by the channel symbols of a codeword and map such average on the FER curve in
AWGN for the considered code and modulation. This technique shows in general an optimistic
behavior of the channel, as high SINR experienced in some parts of the codeword would distort
the results.
In more recent types of PLA the instantaneous symbol SINR vector is compressed in a single
SINR value, the effective SINR (SINReff ). Such approach is called effective SINR mapping
(ESM). Several ESM PHY abstraction methods have been proposed in the literature based
on mean instantaneous capacity, exponential-effective SINR mapping and Mutual Information
Effective SINR Mapping (MIESM). A more detailed description as well as more references for
these methods can be found in [26]. The SINReff in the ESM methods is obtained as follows:
SINReff = Φ
−1
(
1
n
n∑
i=1
Φ(SINRi)
)
, (21)
where Φ(x) is an invertible function that depends on the specific ESM method and n is the
codeword length. In MIESM such function can be related to the mutual information per received
coded bit. This approach is referred to as RBIR. The function Φ(x) is provided by the so
called modulation-channel model through a function obtained by normalizing the modulation-
constrained symbol mutual information (SI) vs SNR function. Once SINReff is obtained, it is
used to determine the FER using curves for the considered channel code in AWGN. Note that
SINReff is referred to the coded symbol, which means that modulation order and coding rate
must be taken into account before using it in the FER curves. If, for instance, Eb/No FER curves
are used, the SINReff must be multiplied by a factor 1log2(Mo)r , Mo and r being the modulation
order and the coding rate, respectively.
We implemented a simulator that uses the RBIR approach and validated it by comparing the
obtained FER curve with that resulting from the simulation of the whole transmission chain.
The results of the RBIR validation are not reported here for a matter of space but can be found
in [20].
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VIII. SIMULATION SETUP
We evaluated the performance of the proposed scheme by developing a simulator that models
a satellite to land mobile broadcast transmission over DVB-SH-B. 150 nodes were randomly
placed on a Manhattan grid of one square kilometer with 10 intersecting roads. The distance
between two parallel roads is 110 m. Each node moves at a speed of 50 km/h along one of
the roads, keeping a constant direction of motion during the whole simulation. The direction of
motion is chosen at random for each node. When a node reaches the border of the map it enters
back into the map from the opposite side, as is common practice in this kind of simulations.
Nodes can communicate with each other and have network coding capabilities. Communication
can take place between two nodes only if they are within a radius of 300 m. A combination of
the path loss model derived in [39] and the TU6 multi-tap propagation model is used. The coding
and modulation considered are the ones of 802.11p, namely OFDM modulation and rate 1/2
convolutional code at 5.9 GHz. The correctness of the reception is evaluated through PLA. One
IFEC block of K = 150 IFEC symbols is transmitted at each trial. In the following we will use
interchangeably the terms “IFEC block” and “generation”. Each block containsK source symbols
of 1024 bytes each. The total number of coded symbols transmitted for a single generation is
K/RIFEC, where RIFEC is the rate of the Raptor encoder and x is the smallest integer larger
than or equal to x. We use the 3GPP Raptor encoder described in [35]. Each IFEC symbol is
encapsulated within an MPEG2 TS packet and sent to the channel encoder. The channel encoder
is the 3GPP2 turbo encoder specified in [43]. Each source message of the channel encoder has
a fixed length of 12288 bits, which means that about one and a half IFEC symbols fit within
one Turbo codeword. Once encoded with a rate Rturbo the IFEC symbols are first interleaved
with the bit interleaver and successively with the time interleaver, which provides time diversity
to the signal. In the simulator we implemented two of the time interleavers described in [23],
namely the short uniform interleaver and the long uniform interleaver. The former has a depth
on the order of 200 milliseconds while the latter has a depth on the order of 10 seconds. After
time interleaving, the bits are QPSK modulated and transmitted with a roll off factor equal to
0.35. For each of the mobile nodes we generate a channel series using a generator implementing
the three state Perez-Fontan LMS channel model. The correctness of the reception of each turbo
codeword is evaluated using PLA as described in Section VII, taking into account data rate,
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channel interleaver, channel code rate, and other relevant parameters. In the setup in which the
gap-filler is present, an OFDM modulation with 6048 carriers and a guard interval GI of 224
microseconds is used by the gap-filler. All parameters conform to the DVB-SH-B standard. The
propagation model from the gap-filler to each of the nodes is a combination of the modified
COST 231 Hata path loss model with the classical TU6 channel model, as suggested in [1]. The
signals from the satellite and the gap-filler are combined at the physical level by the receiver
using maximal-ratio combining. The same channel code and interleaver are used in both the
satellite and the gap-filler. The gap-filler is located at a distance dgap fill < GI · c from the
center of the map, where c = 3 · 108 m/sec is the speed of light. The link budget adopted for
the satellite network is the one in [1], Table 11.28. The table I below summarizes the main
simulation parameters. Depending on the sequence of correctly decoded codewords, the decoded
IFEC symbols can be determined. Nodes exchange IFEC messages using DSRC/IEEE 802.11p
interfaces. The transmission rate in the ground segment is set high enough so that an IFEC
symbol can be transmitted before the next one is received on the satellite channel. The MAC
mechanism in the terrestrial segment is CSMA as in 802.11p. Nodes are set in promiscuous
mode so that each node can receive the transmissions of any other node.
We compare two different relay methods. One is the NCCCE scheme described in Section VI,
which is based on network coding. The other relay scheme is the simple relaying (SR) scheme,
also introduced in Section VI. Unlike in the NCCCE scheme, in SR nodes do not combine
IFEC symbols, they just transmit the oldest non transmitted packet. In SR, if all the received
packets have already been transmitted, then, if ζ > 1, a node transmits (with probability 1− ζ)
a randomly chosen packet.
The amount of received data is measured at the interface between the IFEC and the upper
layers, as indicated in Fig. 5, considering the IFEC block as a fundamental data unit. The reason
for this choice is that data coming from the upper layers are reshaped in the ADST’s. Thus,
receiving one or more IFEC symbols, even if systematic, may not be useful, as they are part of a
larger bunch of data like, e.g., firmware or road map updates, or may be parts of incomplete IP
datagrams. Thus when we refer to decoded data we mean decoded IFEC blocks. The decoding
is possible if and only if a number of linearly independent IFEC coded symbols equal to the
number of IFEC source symbols is correctly received. The decoding is possible since each of
the IFEC coded symbols, as well as each of the NC packets, embeds information about which
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TABLE I
SIMULATION PARAMETERS.
Environment Urban
Satellite carrier frequency 2.2 GHz
Satellite SNR (LOS) 12 dB
Time interleaver depth 200 ms - 10 s
Modulation QPSK
Roll-off factor 0.35
Bandwidth 5 MHz
LL-FEC symbol size 1024 bytes
Size of LL-FEC blok (K) 150 (∼ 150 kB)
Rate Turbo Code 1/2
Rate Raptor Code 1/4
Gap-filler distance (dgap fill) 3 km
Gap-filler carrier frequency 2.12 GHz
EIRP gap-filler 25 dBW
Number of gap-filler OFDM carriers 6048
Subcarrier spacing gap-filler 0.69754 kHz
Scenario surface 1 sq. km
Number of terminals 150
Terminal type Vehicular
Terminal speed 50 km/h
V2V carrier frequency 5.9 GHz
V2V transmission power 20 dBm
Number of IEEE 802.11p OFDM carriers 52
Subcarrier spacing IEEE 802.11p 0.15625 MHz
Conv. code rate IEEE 802.11p 1/2
source symbols were combined to form it, and thus common matrix manipulation techniques
can be used to retrieve the source symbols.
IX. NUMERICAL RESULTS
Fig. 6 shows the coverage Ω, obtained by evaluating numerically Eqn. (12), plotted against
the rate at physical level r for a fixed message rate R and different network sizes. The relative
lower bounds and the coverage curve in case of no cooperation are also shown. In the simulation
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Fig. 5. The amount of received data is measured at the interface between the IFEC and the upper layers.
we assumed that one between the satellite and the gap-filler links is affected by severe fading
and set R = 2/3, pa = 0.2, ΓN = 10 dB in the N-N channel, μ = 3 and σ = 1 in the S-N
channel for the available link. It is interesting to note how increasing the number of nodes also
increases the achievable rate r for a given Ω. This is because the higher is the number of nodes,
the higher is the probability that all the information broadcasted by S reaches at least one node
of the network, i.e., it has not been lost. Once the information has reached the network, it can be
efficiently distributed among the terminals using RLNC. An important gain in the transmission
rate can be observed, with an increase of about 0.4 bpcu when passing from no cooperation to
cooperation in a network with 2 nodes, and about 1 bpcu in case of a network with 4 nodes.
The lower bound is fairly tight for M = 2 and M = 4. We point out that this result is achieved
without any feedback to the source or any packet request among nodes, as the decision on
whether to encode and transmit or not is taken autonomously by each terminal depending on
the probability of media contention pa. As mentioned in the previous sections such performance
curves are achievable, which implies infinite code lengths must be used. In order to evaluate
the loss in performance due to finite code lengths and real coding schemes implementation,
we also show in Fig. 6 the curves obtained for the same setup but with a finite block-length
Raptor code. The Raptor encoder is the one used in DVB-SH and introduced in Section VIII3.
A block length of K = 150 source symbols was chosen. We see that, although an important
gain in terms of physical layer rate is achieved thanks to cooperation and such gain increases
3Note that, although in principle a Raptor decoder is meant to be decodable through iterative cancellation, in DVB-SH, as
well as in other practical standards, the iterative algorithm is only the first decoding step, since, in case of blocking, Gaussian
elimination is applied. This decoding process has been implemented in our simulator.
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with the number of terminals as in the asymptotic case, a gap between theoretical and numerical
results is present. This is due to the finite and relatively small block length. Such gap can be
reduced by applying NC directly in the space segment [44]. However, such approach has the
drawback that the decoder complexity is higher also in case no cooperation is used, which is not
the case when a Raptor code is adopted. Moreover, it would imply a modification in the satellite
segment, which, in our proposed scheme, remains unaltered. In Fig. 7 the coverage is plotted
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Fig. 6. Coverage Ω plotted against rate at physical layer r in the cooperative case for different values of M . The lower bound
and the non cooperative case are also shown. In the simulation we set R = 2/3 messages/slot, pa = 0.2, ΓN = 10 dB in the
N-N channels, μ = 3 and σ = 1 in the S-N channel.
against the per-node probability of transmission attempt pa for M = 4, ΓN = 10 dB, r = 1
bpcu and R = 2/3. It is interesting to note that relatively small values of pa (lower than 0.15
for the asymptotic case) are sufficient to achieve full coverage for values of r and R which are
of practical interest. We further observe that the lower bound tightly approximates the simulated
theoretical curve. In the figure we also plotted the curve for the case of a practical cooperative
scheme using the 3GPP Raptor code with source block length K = 150. As in Fig. 6, the loss
with respect to the theoretical curve is due to the finite block length. The coverage for the non
cooperative case in the setup considered in Fig. 7 is 0, coherently with Fig. 6.
In the rest of the section we compare the performance of the three practical schemes described
in previous sections. One is the NCCCE system described in Section VI, one is the SR system
described in Section VIII while the last system we consider is a non cooperative system in
which the nodes can receive only from the satellite (or from the satellite + gap-filler, when
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Fig. 7. Coverage Ω plotted against the probability of media contention pa in the cooperative case for a network with M = 4
and ΓN = 10 dB. The lower bound ΩLB curve and the curve of a practical scheme with finite block length Raptor code are
also shown. In the simulation we set R = 2/3 messages/slot, r = 1 bpcu, μ = 3 and σ = 1 in the S-N channel.
considered). We consider as performance metric the average percentage of nodes that receive all
the transmitted data. The metric is evaluated for different values of the cooperation level ζ in
the range [0, 2]. Note that the system with satellite only reception corresponds to a cooperative
system with ζ = 0. Considering different values of ζ we can evaluate the performance gain
of the cooperative methods with respect to the non cooperative system as a function of the
terrestrial channel utilization. Fig. 8 shows the average percentage of nodes that receive all data
plotted against ζ . In the simulations we set the rate at physical level to 1/2 while the rate of
the Raptor encoder has been set to RIFEC = 1/4. The short interleaver has been used. We also
evaluated the case of long interleaver with and without gap-filler and with no IFEC protection
(which corresponds to a Raptor rate of RIFEC = 1). We did not consider the case of long
interleaver with forward error correction because, according in the DVB-SH-B standard, the
IFEC protection is meant to be applied only in combination with the short interleaver. In case
the long interleaver is used together with a gap-filler (not shown in the figure) 100% of the nodes
are covered. The NCCCE scheme achieves the best performance among all others setups, with
a gain of about 25% with respect to the non cooperative scheme and a gain of about 29% with
respect to the SR scheme in case no gap-fillers are user (w.o. gf). A notable fact that emerges
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Fig. 8. Average percentage of nodes that decode all data plotted against the cooperation level ζ for NCCCE, SR and the non
cooperative scheme. The rate couple (r,R) = (1/2, 1/4) has been set in the simulation and the DVB-SH short interleaver has
been considered. The non cooperative case with long interleaver and R = 1 is also shown for comparison.
from the plots is that full coverage is achieved by the NCCCE scheme with little use of the
terrestrial channel for ζ = 0.05 either in case a gap-filler is used or not. The performance of
the scheme worsens as ζ approaches 2. This is due to the fact that the terrestrial channel load
increases with ζ , determining an increase in the number of collisions and thus diminishing the
spectral efficiency of the capillary network. We further notice that this is similar to what shown
in Fig. 7, in that the maximum advantage of the network-coded cooperative scheme is achieved
for small values (smaller than 0.15) of the channel access probability pa. From Fig. 8 we also
notice that the NCCCE scheme with short interleaver achieves a higher percentage of covered
nodes with respect to the non cooperative configuration with long interleaver. On the one hand
this result suggests that a short interleaver can be used instead of a long one, with a huge memory
saving in the physical layer architecture of the receiver. Of course this comes at the expense of
larger memory resources at higher levels (IFEC), which are likely to have, however, an overall
cost which is lower than the memory at lower levels. On the other hand, for a fair comparison
we must take into account that the long interleaver scheme does not use IFEC protection, which
implies a gain in terms of spectral efficiency of 1/RIFEC = 4, i.e., there is a tradeoff between
complexity and transmission rate.
DRAFT
30
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
ζ
tr
a
n
sm
is
si
o
n
s/
d
ec
o
d
ed
m
es
sa
g
es
NCCCE w.o. gf
SR w.o. gf
NCCCE w. gf
SR w. gf
Fig. 9. Average number of transmissions needed to decode one IFEC symbol plotted against the cooperation level for the
NCCCE and the SR schemes. The NCCCE scheme makes a much more efficient use of terrestrial channel resources.
The gain in terms of percentage of covered nodes of the cooperative schemes with respect to
the non cooperative case derives from the use of the terrestrial channel bandwidth. In order to
evaluate which between the NCCCE scheme and SR scheme uses such resources more efficiently,
we plot the average number of retransmissions needed to decode a message (IFEC symbol)
against ζ in Fig. 9. From the figure we see how the NCCCE needs on average less transmissions
per decoded message with respect to the SR scheme in the whole range of ζ considered. From
Fig. 8 and Fig. 9 emerges that the NCCCE scheme achieves a larger gain in terms of percentage
of covered nodes with respect to the SR scheme using the resources of the terrestrial channel in
a more efficient way.
X. CONCLUSIONS
We investigated the performance of a cooperative approach in providing missing coverage for
heterogeneous LMS networks in the presence of both a direct satellite link and a link from a
terrestrial repeater. We carried out an analytical study considering a mathematically tractable
and yet practically interesting network model assuming a combination of the signals from the
two links if performed by the receivers at the physical level. Fading and shadowing effects in
both links as well as the medium access mechanism in the V2V network have been taken into
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account. By applying the Max-flow Min-cut theorem we derived an exact expression for the
coverage as a function of both the information rate at physical layer and the rate of innovative
packets injected in the network per unit-time as well as a closed form expression of a lower
bound in case one of the two physical links is severely degraded. Our results give a tradeoff
between the coverage and the rate at which the information can be injected in the network,
and at the same time quantify the gain derived from node cooperation through the short range
interface. We showed that the diversity gain grows with the number of terminals, opening up
the possibility of increasing the transmission rate at the source source while still guaranteeing a
good coverage.
Based on the considered theoretical model we proposed a practical cooperative scheme which
leverages on network coding for enhancing coverage in heterogeneous satellite vehicular LMS
systems over DVB-SH, which does not require any modifications at the lower layers. Our
numerical results, based on physical layer abstraction, showed that a cooperative relaying system
based on random linear network coding can bring important benefits in terms of both coverage
and terminal complexity with respect to a system in which nodes receive from satellite only,
as well as with respect to a relaying scheme in which network coding is not used. As a final
remark we point out that the delay induced by the NC decoding as well as the relative memory
requirements are essentially the same in the proposed scheme an in DVB-SH LL-FEC, since
the NC encoding is done only within an LL-FEC block. This is because the terminals need to
buffer only network coded packets relative to the same LL-FEC block, which would also be the
case if LL-FEC was applied without NC.
APPENDIX
Proof of Theorem 1
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The first term of the sum in Eqn. (22) can be written as:
Pr
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where the equality follows from the fact that ΓSi > 0 and ΓSj > 0, hence the left side term of
the inequality in the expression within brackets is always non negative. Let us now consider the
second term of the sum in Eqn. (22). We show that it goes to zero in the limit of μj going to
infinity. Let us rewrite Eqn. (22) as follows:
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where δi = R−e
− 2r−1
ΓSi is a r.v. that takes values in the interval [0,+∞). The first term of the sum
in Eqn. (24) is the product of three probabilities. Recalling that γj ∼ exp(1) while ΓSj = e
Xj
10 ,
for j = 1, 2, with Xj ∼ N (μj, σ2j ), we have:
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where erf(x) is the error function, defined as 2√
π
∫ x
0
e−t
2
dt. Eqn. (25), under the hypotheses in
the theorem statement, goes to 0 as μj → −∞.
Let us now consider the second term of the sum in Eqn. (24). It can be easily shown that
the first of the three probabilities that multiplied together compose such term goes to zero as
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μj → −∞. Let us call such term P1. Then we have:
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It can be shown in a similar way as in Eqn. (25) that (26) goes to zero asymptotically as μj
goes to −∞. Using equations (23)-(26) in Eqn. (7) we finally have:
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