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This paper is concerned with the estimating problem of the partially linear regression
models where the linear covariates are measured with additive errors. A difference
based estimation is proposed to estimate the parametric component. We show that the
resulting estimator is asymptotically unbiased and achieves the semiparametric efficiency
bound if the order of the difference tends to infinity. The asymptotic normality of the
resulting estimator is established aswell. Comparedwith the corrected profile least squares
estimation, the proposed procedure avoids the bandwidth selection. In addition, the
difference based estimation of the error variance is also considered. For the nonparametric
component, the local polynomial technique is implemented. The finite sample properties
of the developed methodology is investigated through simulation studies. An example of
application is also illustrated.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that parametric regression models are powerful tools to analyze the practical data if the models are
correctly specified. However, they may suffer from large modeling biases when the structures of models are misspecified.
As an alternative, nonparametric smoothing technique can ease the concerns on modeling biases. However, when the
multivariate settings are involved the nonparametricmethod is hampered by the so-called ‘‘curse of dimensionality’’. See, for
example, [26,10,11] and so on. One of the methods for attenuating this difficulty is to model covariate effects via a partially
linear structure, which is a combination of the linear and nonparametric parts. This results in the partially linear regression
models [8]. Generally, a partially linear regression model can be written as
Yi = Xτi β+ f (Ti)+ εi, i = 1, . . . , n, (1)
where Yi is the response, Xi = (Xi1, . . . , Xip)τ and Ti are design points, β = (β1, . . . , βp)τ is an unknown parameter vector,
f (·) is an unknown function and εi is the random error with mean 0 and variance σ 2. In addition, ‘‘τ ’’ denotes the transpose
of a vector or matrix.
Model (1) was introduced by Engle et al. [8] to study the effect of weather on electricity demand and further studied by
Speckman [28], Robinson [25], Chen and Shiau [3,4], Hamilton and Truong [16], Cuzick [5,6], Severini and Staniswalis [27]
and so on. More recently, it still has received increasing interest and activity in statistics. For example, Li and Stengos [17]
proposed an estimation of the parameter of the linear part based on projection pursuit methods; You [31] discussed the
estimation problem in partially linear regression models with serially correlated errors; Gao and Yee [13] considered the
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estimation problem of model (1) when the errors being a linear time series; Chang and Qu [2] presented a new wavelet
approach for estimating a partially linear model; Liang et al. [21] considered the estimation problem of partially linear
models when the response variable Y is missing with a known probability; Pacuteerez and Fernacuteandeza [24] proposed
a new local polynomial type estimator for the nonparametric component of model (1).
In practice, there are many cases under which the covariates are unobservable, or say that they are observed with
measurement error. For instance, it has been well documented in the literature that the covariates such as blood pressure,
urinary sodium chloride level and exposure to pollutants are often subject to measurement errors. Some work has been
done in estimating model (1) in the presence of additive measurement errors in the covariates. For example, Cui and
Li [7] and Liang et al. [19] discussed the estimating problem of model (1) when the covariates are measured with additive
errors by the nearest neighbor estimation and general kernel smoothing for the nonparametric component, respectively.
[18] discussed estimation of model (1) with measurement errors in the nonparametric part. You et al. [32] and Liang and
Li [20] independently investigated the variable selection problem of model (1).
In this paper, we propose a new estimation for model (1) in which the parametric covariates are measured with additive
errors, namely Wi = Xi + Ui where the measurement errors Ui are i.i.d., independent of (Yi,Xi, Ti), with mean zero
and covariance matrix 6uu. Our method is based on the difference technique (see [30,12,29]). Compared the estimation
mentioned above, our method avoids the bandwidth choice. Selecting bandwidths for semiparametric models, particularly
for estimating the parametric component, was posed by Bickel and Kwon [1] as an important and unsolved problem. We
here get around this and show that the resulting estimator is asymptotically unbiased and achieves the semiparametric
efficiency bound if the order of the difference tends to infinity. The asymptotic normality of the resulting estimator is
established as well. The idea of difference based estimation was introduced by Hall et al. [15] and Muller and Zhao [22]. The
fundamental idea is to use the difference technique to remove the nonlinear and nonparametric component from themodel.
Once the nonlinear and nonparametric component is removed, the parameter of the linear component can be efficiently
estimated by using the classical linear regression technique. This yields a simple and robust procedure. Yatchew [30], Fan and
Huang [12] andWang et al. [29] used this idea to study the estimating problem of partially linear regressionmodels without
measurement errors. Especially, Wang et al. [29] proved that the difference based estimator of the parametric component
achieves the semiparametric efficiency bound if the order of the difference tends to infinity. Although the difference based
estimation is not new, to the best of our knowledge, this paper is the first one to apply the difference based estimation to
the regression models with measurement errors. In addition, the difference based estimation of the error variance in model
(1) with measurement errors is also considered in this paper. For the nonparametric component of model (1), the local
polynomial technique is implemented.
The layout for the remainder of this paper is as follows. In Section 2, we present the difference based estimation. The
asymptotic properties of the resulting estimators are established in Section 3. In Section 3, we investigate the case that
6uu is unknown. The estimation of the nonparametric component is presented in Section 4. In Section 5, we conduct some
simulation studies.We apply the developedmethodology to analyze a real data set and draw some conclusions in Sections 6
and 7, respectively. The technical details are relegated to the Appendix.
2. Corrected difference based least squares estimation
We will assume that 6uu is known, taking up the case that it is estimated in Section 4. Let T(1) ≤ T(2) ≤ · · · ≤ T(n) are
the order statistics of the Ti’s and (X(1), Y(1)), . . . , (X(n), Y(n)) are the corresponding (Xi, Yi)’s. Note that (X(i), Y(i))’s are not
the order statistics of (Xi, Yi)’s, but the (Xi, Yi) associated with T(i). Then model (1) can be written as
Y(i) = Xτ(i)β+ f (T(i))+ ε(i), i = 1, . . . , n. (2)
Let d1, . . . , dm+1 be a difference sequence satisfying
m+1−
i=1
di = 0,
m+1−
i=1
d2i = 1.
Applying this difference sequence to (2) we have that
m+1−
r=1
drY(i+r−1) =
m+1−
r=1
drXτ(i+r−1)β +
m+1−
r=1
dr f

T(i+r−1)
+ m+1−
r=1
drε(i+r−1), i = 1, . . . , n−m− 1. (3)
According to Assumptions 3.2 and 3.3 which will be described in detail in Section 3, it is easy to see
∑m+1
r=1 dr f

T(i+r−1)
 =
op(1). Therefore, (3) can be reduced to
m+1−
r=1
drY(i+r−1) ≈
m+1−
r=1
drXτ(i+r−1)β +
m+1−
r=1
drε(i+r−1), i = 1, . . . , n−m− 1. (4)
Let YDi =
∑m+1
r=1 drY(i+r−1), X
D
i =
∑m+1
r=1 drX(i+r−1) and ε
D
i =
∑m+1
r=1 drε(i+r−1). Then (4) becomes
YDi ≈ XDτi β+ εDi , i = 1, . . . , n−m− 1. (5)
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(5) is the version of linear regression. IfXi are known, same as [29]we can estimate β by the traditional least squaresmethod,
namely
β˜
D
n = (XDτXD)−1XDτYD
with XD = (XD1 , . . . ,XDn−m−1)τ and YD = (YD1 , . . . , YDn−m−1)τ .
However, in our situation Xi’s are unknown and we just haveWi’s. A corrected difference based estimator of β is
βˆ
D
n =

WDτWD − (n−m− 1)6uu
−1 WDτYD
withWD = (WD1 , . . . ,WDn−m−1)τ .
Sometimes it is also necessary to estimate the error variance σ 2 = E(ε2i ) for such tasks as the construction of confidence
regions, model based tests, model selection procedures, signal -to-noise ratio determination and so on. In this event, since
E(YDi − XDτi β)2 ≈ σ 2 and E(YDi −WDτi β)2 ≈ σ 2 + βτ6uuβ, we define an estimator of the error variance σ 2 as
σˆ D2n = max

(n−m− 1)−1
n−m−1
i=1
(YDi −WDτi βˆ
D
n )
2 − βˆDτn 6uuβˆ
D
n , 0

.
It is easy to see that βˆ
D
n and σˆ
D2
n do not involve any smoothing bandwidth. In the following section, we will investigate the
asymptotic properties of βˆ
D
n and σˆ
D2
n .
3. Asymptotic results
In order to establish the asymptotic properties of βˆ
D
n and σˆ
D2
n and other estimators proposed in the following sections,
we first introduce some notations and technical assumptions.
Let h(t) = E(Xi|Ti = t), S(t) = E(Xτi Xi|Ti = t) andΛα(M) is the Lipschitz ball defined in the usual way:
Λα(M) = {g : |g(k)(x)| ≤ M, |g [α](x)− g [α](y)| ≤ M|x− y|α−[α] for all 0 ≤ x, y ≤ 1, k = 0, . . . , [α] − 1},
where [α] is the round-off number of α and g [α](x)means the derivative of order [α] of function g(x).
The following assumptions are also needed.
Assumption 3.1. (Xτi , Ti,U
τ
i , εi)
τ ’s are independent and identically distributed (i.i.d.) randomvectors. (Xτi , Ti)
τ and (Uτi , εi)
τ
are independent. In addition, there is an s > 2 such that E‖Xi‖2s <∞, E‖Ui‖2s <∞ and E(|εi|2s) <∞.
Assumption 3.2. The random variable Ti has a bounded support T . Its density function p(·) is Lipschitz continuous and
bounded away from 0 on its support.
Assumption 3.3. f (t) ∈ Λα(Mf ) and hj(t) ∈ Λγ (Mh) for some α > 0, γ > 0 and j = 1, . . . , p, where h(·) = (h1(·), . . . ,
hp(·))τ .
Assumption 3.4. m →∞,m/n → 0. In addition,∑m+1k=1 c2k = O(m−1)where ck =∑m+1−ki=1 didi+k.
Remark 1. According to Wang et al. [29], one example of a sequence that satisfies Assumption 3.4 is
d1 =

m
m+ 1 , d2 = d3 = · · · = dm+1 = −

1
m2 +m .
Let 6Xi|Ti = E {(Xi − E(Xi|Ti))(Xi − E(Xi|Ti))τ }. The following theorems give the asymptotic normality of βˆ
D
n and σˆ
D2
n ,
respectively.
Theorem 1. Suppose that Assumptions 3.1–3.4 hold. If α + γ > 1/2 and 6Xi|Ti > 0, then βˆ
D
n is asymptotically normal, namely
√
n(βˆ
D
n − β) D→N(0,6∗),
where
6∗ = 6−1Xi|Ti

σ 2(6uu + 6Xi|Ti)+ E(Uτi ββτUi)6Xi|Ti + E(UiUτi ββτUiUτi )− 6uuββτ6uu

6−1Xi|Ti .
Theorem 2. Suppose that Assumptions 3.1–3.4 hold. If α + γ > 1/2, √n(mn )αΛ1
n→∞→ 0 and S(t) > 0 for any t, then σˆ D2n is
asymptotically normal, namely
√
n−m− 1 σ D2n − σ 2 D→N 0, σ ∗2 ,
where
σ ∗2 = βτE UiUτi  ββτ UiUτi  β− βτ6uuββτ6uuβ+ Eε4i − σ 4 + 4σ 2βτ6uuβ.
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Remark 2. From Theorems 1 and 2, we can see that the difference based least squares estimator βˆ
D
n andσ D2n have the same
asymptotic covariance matrix as the corrected profile least squares estimators proposed by Liang et al. [19]. Therefore, they
achieve the semiparametric efficiency bound.
Define6Xi|Ti = WDτW/(n−m− 1)− 6uu
and
6∗n = 1n−m− 16−1Xi|Ti ·
n−m−1
i=1

WDi

YDi −WDτi βDn+ 6uuβDn · WDi YDi −WDτi βDn+ 6uuβDnτ 6−1Xi|Ti .
The following theorem shows that6∗n is a consistent estimator of 6∗.
Theorem 3. Suppose that Assumptions 3.1–3.4 hold. If α + γ > 1/2 and 6Xi|Ti > 0, then6∗n is a consistent estimator of 6∗,
namely6∗n − 6∗ = op(1).
4. Situation of unknown 6uu
In Section 3, the estimators for the parameters are presented and the asymptotical properties are discussed when the
measurement error covariance matrixΣuu is known. But in many cases, the true value ofΣuu cannot be obtained and must
be estimated. To estimateΣuu, we suppose there are the replicated observation observationsWis = Xi + Uis, s = 1, . . . , κi.
The following work is totally similar to Liang et al. [19]’s work. We next introduce our estimators in a brief way. Same as
Liang et al. [19], we also consider here the usual case that κi ≤ 2, and assume that a fraction ι of the data has such replicates.
LetWi be the samplemean of the replicates. Then, as Liang et al. [19] pointed out, a consistent, unbiasedmethod ofmoments
estimate for 6uu is
6uu =
n∑
i=1
κi∑
s=1

Wis −Wi
 
Wis −Wi
τ
n∑
i=1
(κi − 1)
.
Based on the consistent estimator for 6uu, a suitable estimator for β isβDn = WDτWD − (n−m− 1)(1− ι/2)6uu−1 WDτYD,
where W
D = (WD1 , . . . ,WDn−m−1)τ with WDi =
∑m+1
r=1 drW(i+r−1). Same as Theorem 1, one can show that the limit
distribution of
√
n−m− 1(βDn − β) is N(0,6−1Xi|Ti6∗∗Xi|Ti6−1Xi|Ti)with
6∗∗Xi|Ti = (1− ι)E

(εi − Uτi β)2{Xi − E(Xi|Ti)}{Xi − E(Xi|Ti)}τ

+ιE

(εi − Uτi β)2{Xi − E(Xi|Ti)}{Xi − E(Xi|Ti)}τ

+(1− ι)E {UiUτi − (1− ι/2)6uu}ββτ {UiUτi − (1− ι/2)6uu} + UiUτi ε2i 
+ιE

{UiUiτ − (1− ι/2)6uu}ββτ {UiUiτ − (1− ι/2)6uu} + UiUiτ ε2i

.
Here Ui refers to the mean of two Uis’s.
5. Estimation of the nonparametric component
It is easy to see that E(Yi − Wτi β|Ti) = f (Ti). Therefore, combining the root-n consistency ofβDn we can estimate the
unknown function f (·) based on the data {Yi −Wτi βˆ
D
n , Ti}ni=1. We will apply the local polynomial estimation developed by
Fan [9] to estimate f (·). According to Fan [9], the local polynomial smoother has better properties than the kernel estimation.
For example, it reduces the bias of the Nadaraya–Watson estimators and the variance of the Gasser–Muller [14] estimator,
it adapts automatically to the boundary of design points with no boundary modification required, and it is design adaptive.
The detail of the local polynomial estimation is as follows. For Ti in a small neighborhood of t , f (Ti) can be approximated by
f (Ti) ≈ f (t)+D f (t)(Ti − t) ≡ a+ b(Ti − t),
whereD f (t) = ∂ f (t)/∂t . This leads to the following local least squares problem: find {(a, b)} to minimize
n−
i=1

(Yi −Wτi βˆ
D
n )− {a+ b(Ti − t)}
2
Kh(Ti − t), (6)
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where K(·) is a kernel function, h is a bandwidth and Kh(·) = h−1K(·/h). Then simple algebra leads to the solution to (6):
(aˆ, bˆ)τ = (Dτt WtDt)−1DtWt(Y−Wβˆ
D
n ),
where Dt =
1 T1 − t..
.
.
.
.
1 Tn − t
andWt = diag(Kh(T1 − u), . . . , Kh(Tn − t)). The unknown function f (t) is estimated by
fˆn(t) = 1nh
n−
i=1
K ∗n

Ti − t
h
, t

(Yi −Wτi βˆ
D
n ).
where
K ∗n (t1, t2) = (1, 0)Sn(t2)−1(1, t1)τK(t1).
In the above expression, Sn(t) is a 2× 2 matrix with sj,i1+i2−2 as its (i1, i2)th element, and
sk(t) = 1n
n−
i=1

Ti − t
h
k
Kh(Ti − t).
In order to present the asymptotic property of fˆn(·), the following assumptions are needed as well.
Assumption 5.1. The function K(·) is a density function with a compact support.
Assumption 5.2. The bandwidth h satisfies nh8/(log log n)1/2 → 0 and nh2/(log n)2 →∞ as n →∞.
To facilitate the notation, we denote
ςj =
∫ ∞
−∞
t jK(t)dt, ϱj =
∫ ∞
−∞
t jK 2(t)dt.
Under the above assumptions and those in Section 2, we can state the asymptotic property of (fˆn(t), fˆ ′n(t)).
Theorem 4. Suppose that the conditions of Theorem 1 and Assumption 5.1 to 5.2 hold. Then we have that
√
nh
[
H−1

fˆn(t)
fˆ ′n(t)

−

f (t)
f ′(t)

− h
2
2
ℑ1f ′′(t)
ℑ2f ′′(t)

+ o(h2)
]
D→N 0,Σ(f ,f ′)
as n →∞, where H = diag(1, h), f ′′(t) = ∂2f (t)/∂t2,
Σ(f ,f ′) = {p(t)}−1

σ 2 + βτ6uuβ
 ℑ11 ℑ12
ℑ21 ℑ22

, ℑ1 = ς2 − ς1ς3
ς2 − ς21
, ℑ2 = ς3 − ς1ς2
ς2 − ς21
,
ℑ11 = ς22ϱ0 − 2ς1ς2ϱ1 + ς21ϱ2,ℑ12 = (ς21 + ς2)ϱ1 − ς1ς2ϱ0 − ς1ϱ2,
ℑ21 = (ς21 + ς2)ϱ1 − ς1ς2ϱ0 − ς1ϱ2,ℑ22 = ϱ2 − ς1(2ϱ1 + ς1ϱ0).
Corollary 1. Suppose that the conditions of Theorem 1 and Assumption 5.1 to 5.2 hold. Then we have that
√
nh

fˆn(t)− f (t)− h
2
2
ς22 − ς1ς3
ς2 − ς21
f ′′(t)+ o(h2)

D→N(0, σ 2f ) as n →∞
where
σ 2f = {p(t)}−1

σ 2 + βτ6uuβ

(ℑ23ϱ0 + 2ℑ3ℑ4ρ1 + ℑ24ϱ2)
with ℑ3 = ς2/(ς2 − ς21 ) and ℑ4 = −ς1/(ς2 − ς21 ).
6. Some simulation studies
In this section we carry out some simulation studies to demonstrate the finite sample performance of the proposed
procedure. The data are generated from the following partially linear regression model with measurement errors
Yi = Xi1β1 + Xi2β2 + f (Ti)+ εi, i = 1, . . . , n
and
Wis = Xis + Uis, s = 1, 2
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Table 1
The finite sample performance of the estimators of the parametric component.
n σ 2uu m βˆ
D
n1 βˆ
D
n2 βˆnLHC1 βˆnLHC2 βˆnNaive1 βˆnNaive2
200 0.75 2 sm 1.0277 1.5483 1.1018 1.6567 0.5705 0.8596
std 0.2266 0.2349 0.2355 0.2394 0.0913 0.0927
mse 0.0521 0.0575 0.0658 0.0819 0.1928 0.4187
1 sm 1.0514 1.5672 1.1515 1.7169 0.4998 0.7498
std 0.2998 0.3106 0.3250 0.3462 0.0954 0.0872
mse 0.0925 0.1010 0.1286 0.1669 0.2593 0.5704
1.25 sm 1.0567 1.5743 1.1950 1.7783 0.4419 0.6639
std 0.3526 0.3753 0.4122 0.4564 0.0934 0.0881
mse 0.1275 0.1464 0.2079 0.2858 0.3202 0.7068
300 0.75 3 sm 1.0186 1.5161 1.0643 1.5833 0.5749 0.8538
std 0.1670 0.1726 0.1695 0.1786 0.0753 0.0734
mse 0.0282 0.0300 0.0329 0.0388 0.1864 0.4230
1 sm 1.0223 1.5420 1.0858 1.6325 0.5016 0.7498
std 0.2131 0.2419 0.2191 0.2498 0.0727 0.0757
mse 0.0459 0.0603 0.0554 0.0800 0.2537 0.5685
1.25 sm 1.0338 1.5521 1.1123 1.6682 0.4431 0.6630
std 0.2630 0.3022 0.2809 0.3208 0.0720 0.0714
mse 0.0703 0.0940 0.091 0.1312 0.3153 0.7056
400 0.75 4 sm 1.0044 1.5095 1.0385 1.5608 0.5695 0.8528
std 0.1418 0.1502 0.1411 0.1512 0.0628 0.0642
mse 0.0201 0.0226 0.0213 0.0265 0.1892 0.4229
1 sm 1.0255 1.5287 1.0714 1.5980 0.5034 0.7479
std 0.1718 0.1883 0.1754 0.1951 0.0595 0.0634
mse 0.0301 0.0362 0.0358 0.0476 0.2501 0.5696
1.25 sm 1.0298 1.5282 1.0861 1.6141 0.4456 0.6656
std 0.2198 0.2324 0.2329 0.2405 0.0584 0.0611
mse 0.0492 0.0548 0.0616 0.0708 0.3107 0.6999
where Ti ∼ i.i.d. U(0, 1), Xi1 = 1 + Ti + ξi1 with ξi1 ∼ i.i.d. N(0, 1), Xi2 = 1 + Ti + ξi2 with ξi2 ∼ i.i.d. N(0, 1), β1 = 1,
β2 = 1.5,
f (Ti) = 3

0.1 sin(2πTi)+ 0.2 cos(2πTi)+ 0.3(sin(2πTi))2 + 0.4(cos(2πTi))4 + 0.5(sin(2πTi))3

and (Ui1,Ui2)τ ∼ i.i.d. N(0,6uu)with 6uu = σ 2uuI2. We take σ 2uu = 0.75, 1 and 1.25.
In each combination the number of simulated samples is 1,000. For the parametric component, we compare three
estimators. The first one is the proposed difference based least square estimator βˆ
D
n , the second one is the corrected profile
least square estimator βˆnLHC proposedby Liang et al. [19] and the third one is the naive difference based least square estimator
βˆnNaive which ignores the measurement errors. We calculate the sample mean (sm), the standard deviation (std) and the
mean squared error (mse). The results are shown in the following Table 1. From Table 1, we can see that the proposed
difference based least square estimator βˆ
D
n outperforms the corrected profile least square estimator βˆnLHC when the sample
size ismoderate (for example n = 200, 300) or the variance of themeasurement error is big. Both of themare asymptotically
unbiased. Although the naive difference based least square estimator βˆnNaive has the smallest std, it is biased severely. The
bias results it has the largest mse.
For the nonparametric component, we also compare three estimators. The first one is the proposed local polynomial
estimator. The second one is the local polynomial estimator in which the parametric component is estimated by the
corrected profile least squares estimator. And the third one is the local polynomial estimator in which the parametric
component is estimated by the naive difference based least squares estimator. The results are shown in the following
Figs. 1–3 where the RASE is defined as
RASE(fˇ ) =

n−1
n−
i=1
{fˇ (Ti)− f (Ti)}2
1/2
.
From Figs. 1–3, we can see that when the sample size is moderate or the variance of the measurement error is big the
proposed local polynomial estimator outperforms the local polynomial estimator in which the parametric component
is estimated by the corrected profile least squares estimator. In addition, the local polynomial estimator in which the
parametric component is estimated by the naive difference based least squares estimator is biased. The bias dose not
decrease with the increasing of the sample size.
7. An application
We apply the proposed methods to analyze a data set which is from the Framingham Heart Study consists of a series of
exams taken two years apart. We use Exam #3 as the baseline. There are 1,600 men aged 31–65 in this data set. We want
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Fig. 1. Solid cure: true curve f (·); Dashed curve: proposed local polynomial estimator; Dash-dotted cure: local polynomial estimator in which the
parametric component is estimated by the corrected profile least squares estimator [19]; Dotted curve: local polynomial estimator inwhich the parametric
component is estimated by the naive difference based least squares estimator. In the boxplot, 1 is the RASE of the proposed local polynomial estimator, 2
is the RASE of the local polynomial estimator in which the parametric component is estimated by the corrected profile least squares estimator and 3 is the
RASE of the local polynomial estimator in which the parametric component is estimated by the naive difference based least squares estimator.
to check the effects of serum cholesterol level and smoking status on the blood pressure. Y is the average blood pressure
in a fixed two-year period, T is the age, X1 is the true cholesterol level and X2 is the smoking status. We have no the true
cholesterol level and just have the observed cholesterol level W , for which there are two replicates. The age is scaled into
[0, 1] and we fit the following partially linear regression model
Yi = X1iβ1 + X2iβ2 + f (Ti)+ εi, i = 1, . . . , 1600, Wij = X1i + ζij, j = 1, 2.
We use the technique developed in previous sections to estimate the parametric and nonparametric components. The
proposed difference based least squares estimator of (β1, β2) is (0.0928 − 0.0065) and the naive difference based least
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Fig. 2. The curves and boxplots have the same meaning as those in Fig. 1.
squares estimator of (β1, β2) is (0.0673,−0.0064). The estimator of the nonparametric components is shown in Fig. 4.
Accounting for measurement errors, the estimate of β1 increases about 50%. The patterns of the nonparametric curves in
Fig. 4 are similar, and show a slight difference.
8. Concluding remarks
Covariate with measurement errors is very common in practical application. In this paper, we have placed the emphasis
on the partially linear regression models in which the covariates of the parametric part are measured with additive errors.
We applied a difference based method to estimate the parametric component and error variance. It was shown that the
resulting estimators are asymptotically unbiased and achieves the semiparametric efficiency bound if the order of the
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Fig. 3. The curves and boxplots have the same meaning as those in Fig. 1.
difference tends to infinity. The asymptotic normality was established as well. Compared with the corrected profile least
squares estimation, the proposed estimation avoids the bandwidth selection. For the nonparametric component, the local
polynomial technique was used.
Like traditional parametric regressionmodels, covariate selection is important in themodel (1)withmeasurement errors.
To reduce possible modeling biases the nonlinear terms and interactions between covariates are often introduced into
the models. This makes the number of covariates in the parametric part of model (1) can easily be large. It is essential to
include only important variables in themodel to enhance predictability and to give a parsimonious description between the
response and the covariates. Although, You et al. [32] and Liang and Li [20] have investigated the variable selection problem
of model (1), their method involves the selection of the bandwidth. Therefore, how to apply the difference based technique
to variable selection of model (1) is an interesting problem. The work of this direction is ongoing.
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Fig. 4. The Framingham Heart Study data. Dashed curve: the local polynomial estimator of f (·) where the parametric component is estimated by the
proposed difference based least squares estimator. Dotted curve: the local polynomial estimator of f (·) where the parametric component is estimated by
the naive difference based least squares estimator.
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Appendix
In order to prove the main results we first present several lemmas. In addition, for convenience we let n0 = n− m− 1,
δi =∑m+1r=1 dr f (T(i+r−1)) and Ψ is (n−m− 1)× (n−m− 1)matrix with elements
Ψij =
1 for i = j,
c|i−j| for 0 < |i− j| < m+ 1,
0 otherwise.
Since f (t) ∈ Λα(Mf ), it is easy to see that |δi| < Mf (m/n)α∧1.
Lemma 1. Let (X1, Y1), . . . , (Xn, Yn) be i.i.d random vectors, where the Yi’s are scalar random variables. Further assume that
E|Yi|4 < ∞ and supx
 |y|4f (x, y)dy < ∞, where f denotes the joint density of (X, Y ). Let K be a bounded positive function
with a bounded support, and satisfies the Lipschitz condition. If nh8 → 0 and nh2/(log n)2 →∞, then
sup
X
1n
n−
i=1
[Kh(Xi − X)Yi − E{Kh(Xi − X)Yi}]
 = Op

log(1/h)
nh
1/2
.
The proof of Lemma 1 follows immediately from the result of Mack and Silverman [23].
Lemma 2. Suppose that Assumptions 3.1–3.4 hold. If α + γ > 1/2 and S(t) > 0 for any t, then
Var

1
n
n−1
i=1
W(i)Wτ(i+1)

→ 0 as n →∞.
Here the variance of a matrix means the variance of each entry and the limitation is also entry-wise.
Proof. Note that
1
n
n−1
i=1
W(i)Wτ(i+1) =
1
n
n−1
i=1
X(i)Xτ(i+1) +
1
n
n−1
i=1
(X(i)Uτ(i+1) + U(i)Xτ(i+1))+
1
n
n−1
i=1
U(i)Uτ(i+1).
Then it holds that
Var

1
n
n−1
i=1
W(i)Wτ(i+1)

= Var

1
n
n−1
i=1
X(i)Xτ(i+1)

+ Cov

n−1
i=1
X(i)Xτ(i+1),
n−1
i=1
(X(i)Uτ(i+1) + U(i)Xτ(i+1))

+Var

1
n
n−1
i=1
(X(i)Uτ(i+1) + U(i)Xτ(i+1))

+ Var

1
n
n−1
i=1
U(i)Uτ(i+1)

.
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First, Lemma 4 in [29] tells us that
Var

1
n
n−1
i=1
X(i)Xτ(i+1)

→ 0 as n →∞.
Second, it is easy to see that
Cov

n−1
i=1
X(i)Xτ(i+1),
n−1
i=1
(X(i)Uτ(i+1) + U(i)Xτ(i+1))

= 0, Cov

n−1
i=1
X(i)Xτ(i+1),
n−1
i=1
U(i)Uτ(i+1)

= 0
and
Cov

n−1
i=1
U(i)Uτ(i+1),
n−1
i=1
(X(i)Uτ(i+1) + U(i)Xτ(i+1))

= 0.
Denote X(i)Uτ(i+1) + U(i)Xτ(i+1) byXUi, then we have that
Var

1
n
n−1
i=1
(X(i)Uτ(i+1) + U(i)Xτ(i+1))

= 1
n2
E

n−1
i=1
(X(i)Uτ(i+1) + U(i)Xτ(i+1))
⊗2
= 1
n2
E

n−1
i=1
XUi⊗2 = 1n2
n−1
i=1
E
XUi⊗2 + 2n2
n−1
i=1
−
j>i
E
XUiXUτj 
= 1
n2
n−1
i=1
E

X(i)Uτ(i+1)
⊗2 + 1
n2
n−1
i=1
E

U(i)Xτ(i+1)
⊗2 + 2
n2
n−2
i=1
E

X(i)Xτ(i+2)

E

Uτ(i+1)U(i+1)
→ 0 as n →∞.
In addition, it is easy to see that Var

n−1
∑n−1
i=1 U(i)U
τ
(i+1)

→ 0 as n → ∞. Therefore, the proof of Lemma 2 is
completed. 
Proof of Theorem 1. Denote△n,m = (WDτWD − n06uu)/n. According to the proof for Lemma 2 in [29], we get that
1
n
WDτWD a.s.→6Xi|Ti + 6uu.
By the fact n0/n6uu → 6uu as n →∞, there is△n,m → 6Xi|Ti as n →∞.
√
n(βDn − β) = 1√n (△−1n,mWDτYD −△−1n,mWDτXDβ+△−1n,mWDτXDβ− n△−1n,m△n,mβ)
= 1√
n
△−1n,m(WDτYD −WDτXDβ+WDτXDβ− n△n,mβ)
= 1√
n
△−1n,m(WDτYD −WDτXDβ)+△−1n,m
√
n(WDτXDβ/n−△n,mβ).
Since
1√
n
(WDτYD −WDτXDβ+WDτXDβ− n△n,mβ)
= 1√
n
{WτΨε+WτΨXβ− (WτΨW− n06uu)β} + op(1)
following Liang et al. [19], 1/
√
n(WτΨε+WτΨXβ− (WτΨW− n06uu)β) is asymptotically normal as n →∞. In addition,
the covariance matrix of
√
n(βDn − β) is equal to
1
n
Var
△−1n,m WDτYD −WDτXDβ+ 1nVar △−1n,m WDτXD − (WDτWD − n06uu) β
+ 1
n
Cov
△−1n,m WDτYD −WDτXDβ ,△−1n,m WDτXD − (WDτWD − n06uu) β
= J1 + J2 + J3 say.
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Following the same as proof for their Theorem 3 in [29], we have that
J1 =

1+ O

1
m

σ 2(6−1Xi|Ti6uu6
−1
Xi|Ti + 6−1Xi|Ti)+ o(1).
In addition, combining the fact |δi| < Mf (m/n)α∧1 it is easy to see that J3 = o(1). Therefore, in order to complete the proof,
we just need to calculate J2. 
J2 = 6−1Xi|TiVar
−WDτUD − UDτU+ n06uu β6−1Xi|Ti/n+ o(1)
= 6−1Xi|TiE

(XDτUD + UDτUD − n06uu)ββτ (UDτXD + UDτUD − n06uu)τ

6−1Xi|Ti/n+ o(1)
= 1/n · 6−1Xi|TiE

XDτUDββτUDτXD + XDτUDββτ (UDτUD − n06uu)+ (UDτUD − n06uu)ββτUDτXD
+ (UDτUD − n06uu)ββτ (UDτUD − n06uu)
 · 6−1Xi|Ti/n+ o(1).
Wewill calculate the expectation of each term in the braces in the last equation. Denote them by V1,V2,V3,V4 in sequence.
Then
V1 = E

XDτUDββτUDτXD
 = E  n0−
i=1
XDi U
Dτ
i

ββτ

n0−
i=1
UDi X
Dτ
i

= E

n0−
i=1
XDi U
Dτ
i ββ
τUDi X
Dτ
i

+ E

m−
k=1
n0−k−
i=1
XDi U
Dτ
i ββ
τUDi+kX
Dτ
i+k

+ E

m−
k=1
n0−k−
i=1
XDi+kU
Dτ
i+kββ
τUDi X
Dτ
i

= J11 + J12 + J13 say.
For J11 we have that
J11 = E

n0−
i=1
XDi

m+1−
r=1
drUτ(i+r−1)

ββτ

m+1−
r=1
drU(i+r−1)

XDτi

=
n0−
i=1
E

XDi
m+1−
r=1
d2rU
τ
(i+r−1)ββ
τU(i+r−1)XDτi

.
For J12 we have that
J12 = E

m−
k=1
n0−k−
i=1

XDi

m+1−
r=1
drUτ(i+r−1)

ββτ

m+1−
r=1
drU(i+r+k−1)

XDτi+k

=
m−
k=1
n0−k−
i=1
E

XDi
m+1−k−
r=1
drdr+kUτ(i+k+r−1)ββ
τU(i+k+r−1)XDτi+k

.
By the same argument, we have that
J13 =
m−
k=1
n0−k−
i=1
E

XDi+k
m+1−k−
r=1
drdr+kUτ(i+k+r−1)ββ
τU(i+k+r−1)XDτi

.
So limn→∞ V1/n = (1+ 2∑mk=1 c2k )6Xi|Tiσuu,where σuu = E(Uτi ββτUi). For V2 we have that
V2 = E

XDτUDββτ

UDτUD − n06uu

=
n0−
i=1
E

XDi
m+1−
r=1
drUDτi+r−1ββ
τ

m+1−
r=1
m+1−
r ′=1
drU(i+r−1)dr ′UDτ(i+r ′−1) − 6uu

+
m+1−
k=1
n0−k−
i=1
E

XDi
m+1−
r=1
drUDτi+r−1ββ
τ

m+1−
r=1
m+1−
r ′=1
drU(i+r+k−1)dr ′UDτ(i+r ′+k−1) − 6uu

+
m−
k=1
n0−k−
i=1
E

XDi+k
m+1−
r=1
drUDτi+r+k−1ββ
τ

m+1−
r=1
m+1−
r ′=1
drU(i+r−1)dr ′UDτ(i+r ′−1) − 6uu

= J21 + J22 + J23 say.
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For J21 we have that
J21 =
n0−
i=1
E

XDi
m+1−
r=1
d3rU
Dτ
i+r−1ββ
τU(i+r−1)Uτ(i+r−1)

=
n0−
i=1

E

m+1−
r=1
drE

X(i+r−1)|T(i+r−1)
 m+1−
r=1
E(d3rU
τ
(i+r−1)ββ
τU(i+r−1)Uτ(i+r−1))

=
n0−
i=1
E

m+1−
r=1
drE(X(i)|T(i))+
m+1−
r=1
drE

X(i+r−1) − X(i)|T(i+r−1), T(i)

=
n0−
i=1

m+1−
r=1
drE

h(T(i+r−1))− h(T(i))
 m+1−
r=1
E(d3rU
τ
(i+r−1)ββ
τU(i+r−1)Uτ(i+r−1))

.
By the same argument, it holds that
J22 =
m−
k=1
n0−k−
i=1
m+1−
r=1
drE

h(T(i+r−1))− h(T(i))
 · m+1−k−
r=1
dr+kd2r E(U
τ
(i+r+k−1)ββ
τU(i+r+k−1)Uτ(i+r+k−1))
and
J23 =
m−
k=1
n0−k−
i=1
m+1−
r=1
drE

h(T(i+r+k−1))− h(T(i+k))
 · m+1−k−
r=1
dr+kd2r E(U
τ
(i+r+k−1)ββ
τU(i+r+k−1)Uτ(i+r+k−1)).
So limn→∞ V2/n = 0. Note that V3 = (UDτUD − n06uu)ββτUDτXD. Then limn→∞ V3/n = 0. To calculate the asymptotic
value of V4, we first note that
V4 = E

n0−
i=1
UDτi U
D
i − n06uu

ββτ

n0−
i=1
UDτi Ui − n06uu

= n0ϱ00 + 2n0
m−
k=1
ϱ0k − 2
m−
k=1
kϱ0k,
where
ϱ00 = E

m+1−
r=1
drU(i+r−1)
m+1−
r ′=1
dr ′Uτ(i+r ′−1) − 6uu

ββτ

m+1−
r=1
drU(i+r−1)
m+1−
r ′=1
dr ′Uτ(i+r ′−1) − 6uu
τ
=
m+1−
r=1
m+1−
r ′=1
m+1−
q=1
m+1−
q′=1
E

(drU(i+r−1)dr ′Uτ(i+r ′−1))ββ
τ (dqU(i+q−1)dq′Uτ(i+q′−1))
τ

− 6uuββτ6uu
=
m+1−
r=1
d4r E

(U(i+r−1)Uτ(i+r−1))ββ
τ (U(i+r−1)Uτ(i+r−1))

+
m+1−
r=1
m+1−
r ′=1,r ′≠r
d2r d
2
r ′E

(U(i+r−1)Uτ(i+r ′−1))ββ
τ (U(i+r ′−1)Uτ(i+r−1))

+
m+1−
r=1
m+1−
q=1,q≠r
d2r d
2
qE

(U(i+r−1)Uτ(i+r−1))ββ
τ (U(i+q−1)Uτ(i+q−1))
− 6uuββτ6uu
=
m+1−
r=1
d4r E

(UiUτi )ββ
τ (UiUτi )
− m+1−
r=1
d4r E

(UiUτi+1)ββ
τ (Ui+1Uτi )
− m+1−
r=1
d4r E

(UiUτi )ββ
τ (Ui+1Uτi+1)

+ E (UiUτi+1)ββτ (Ui+1Uτi )+ E (UiUτi )ββτ (Ui+1Uτi+1)− 6uuββτ6uu,
and
ϱ0k = E

m+1−
r=1
m+1−
r ′=1
drU(i+r−1)dr ′Uτ(i+r ′−1) − 6uu

ββτ

m+1−
r=1
m+1−
r ′=1
drU(i+k+r−1)dr ′Uτ(i+k+r ′−1) − 6uu
τ
=
m+1−
r=1
m+1−
r ′=1
m+1−
q=1
m+1−
q′=1
E

(drUi+r−1dt ′Uτi+r ′−1)ββ
τ (dqUi+k+q−1dq′Uτi+k+q′−1)
τ

−ΣuuββτΣuu
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=
m+1−k−
q=1
d2qd
2
k+qE

U(i+k+q−1)Uτ(i+k+q−1)

ββτ

U(i+k+q−1)Uτ(i+k+q−1)

+
m+1−k−
q=1
m+1−k−
q′=1,q′≠q
dqdq′dk+qdk+q′E

U(i+k+q−1)Uτ(i+k+q′−1)

ββτ

U(i+k+q′−1)Uτ(i+k+q−1)

+
m+1−
q=1
m+1−
t=1,t≠q+k
d2t d
2
qE

U(i+r−1)Uτ(i+r−1)

ββτ

U(i+k+q−1)Uτ(i+k+q−1)
− 6uuββτ6uu
=
m+1−k−
q=1
d2qd
2
k+qE

UiUτi

ββτ (UiUτi )
− m+1−k−
q=1
d2qd
2
k+qE

(U1Uτ2)ββ
τ (Ui+1Uτi )

−
m+1−k−
q=1
d2qd
2
k+qE

(UiUτi )ββ
τ (Ui+1Uτi+1)
+ m+1−k−
q=1
dqdk+q
2
E

(UiUτi+1)ββ
τ (Ui+1Uτi )

+ E (UiUτi )ββτ (Ui+1Uτi+1)− 6uuββτ6uu.
Let
M4 = E

(UiUτi )ββ
τ (UiUτi )

, M12 = E

(UiUτi+1)ββ
τ (Ui+1Uτi )
 = σuu6uu
M11 = E

(UiUτi )ββ
τ (Ui+1Uτi+1)
 = 6uuββτ6uu.
Then
ϱ00 + 2
m−
k=1
ϱ0k = M4
m+1−
r=1
d4r −M12
m+1−
r=1
d4r −M11
m+1−
r=1
d4r +M12 + 2M4
m−
k=1
m+1−k−
q=1
d2qd
2
k+q
− 2M12
m−
k=1
m+1−k−
q=1
d2qd
2
k+q − 2M11
m−
k=1
m+1−k−
q=1
d2qd
2
k+q + 2M12
m−
k=1

m+1−k−
q=1
dqdk+q
2
= M4 −M12 −M11 +M12 + 2M12
m−
k=1

m+1−k−
q=1
dqdk+q
2
= M4 −M11 + 2M12
m−
k=1
c2k .
So
lim
n→∞
1
n
V4 = E

(UiUτi )ββ
τ (UiUτi )
− 6uuββτ6uu.
Combine all above results together, we get the asymptotical variance of
√
n(βDn − β) is
6∗ = 6−1Xi|Ti

σ 2(6uu + 6Xi|Ti)+ E(Uτi ββτUi)6Xi|Ti + E(UiUτi ββτUiUτi )− 6uuββτ6uu

6−1Xi|Ti .
The proof of Theorem 1 is completed. 
Proof of Theorem 2. It is easy to see that when n is large enough, we have
σˆ D2n = max

(n−m− 1)−1
n−m−1
i=1
(YDi −WDτi βˆ
D
n )
2 − βˆDτn 6uuβˆ
D
n , 0

= (n−m− 1)−1
n−m−1
i=1
(YDi −WDτi βˆ
D
n )
2 − βˆDτn 6uuβˆ
D
n .
Therefore, we just need to focus on the case
σˆ D2n = (n−m− 1)−1
n−m−1
i=1
(YDi −WDτi βˆ
D
n )
2 − βˆDτn 6uuβˆ
D
n .
According to the definition ofσ D2n , it holds that
√
n0(σ D2n − σ 2) = √n0

1
n0
n0−
i=1
(YDi −WDτi βDn )2 −βDτn 6uuβDn − σ 2

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= √n0

1
n0
n0−
i=1
(YDi − XDτi β−WDτi βDn + XDτi β)2 −βDτn 6uuβDn − σ 2

= 1√
n0

n0−
i=1
(YDi − XDτi β)2 − 2
n0−
i=1
(YDi − XDτi β)(WDτi βDn − XDτi β)
+
n0−
i=1
(WDτi βDn − XDτi β)2

−√n0(βDτn 6uuβDn + σ 2).
By the fact thatβDn − β = Op(1/√n) and |δi| < M(m/n)αΛ1 we have that
√
n0(σ D2n − σ 2) = 1√n0

n0−
i=1
(δi + εDi )2 + 2
n0−
i=1
(δi + εDi )(XDτi βDn − XDτi β+ UDτi βDn )
+
n0−
i=1
(XDτi βDn − XDτi β+ UDτi βDn )2

−√n0(βDτn 6uuβDn + σ 2)+ op(1)
= 1√
n0
n0−
i=1
δ2i +
1√
n0
n0−
i=1
εD2i +
2√
n0
n0−
i=1
εDi U
Dτ
i
βDn
+ 1√
n0
n0−
i=1
(UDτi βDn )2 −√n0(βDτn 6uuβDn + σ 2)+ op(1)
= 1√
n0
n0−
i=1
εD2i +
2√
n0
n0−
i=1
εDi U
Dτ
i β+
1√
n0
n0−
i=1
(UDτi βDn )2 −√n0(βDτn 6uuβDn + σ 2)+ op(1)
= 1√
n0
n0−
i=1
(εD2i − σ 2)+
2√
n0
n0−
i=1
εDi U
Dτ
i β+
βτ
n0∑
i=1
(UDi U
Dτ
i − 6uu)β
√
n0
+ op(1).
The last equation is true because of
1√
n0
n0−
i=1
βDτn (UDi UDτi − 6uu)β = 1√n0
n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β+ Op

1√
n

and
1√
n0
n0−
i=1
βDτn (UDi UDτi − 6uu)βDn − 1√n0
n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β
= 1√
n0
n0−
i=1
(βDn − β)(UDi UDτi − 6uu)(βDn − β)
− 1√
n0
n0−
i=1
βDτn (UDi UDτi − 6uu)β− 1√n0
n0−
i=1
βτ (UDi U
Dτ
i − 6uu)βDn
= 1√
n0
n0−
i=1
(βDn − β)(UDi UDτi − 6uu)(βDn − β)+ Op  1√n

.
Therefore,
√
n0(σ D2n − σ 2) = 1√n0

n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β− 2
n0−
i=1
εDi U
Dτ
i β+
n0−
i=1
(εD2i − σ 2)

+ op(1)
= 1√
n0
n0−
i=1

βτ (UDi U
Dτ
i − 6uu)β− 2εDi UDτi β+ (εD2i − σ 2)
+ op(1)
= 1√
n0
n0−
i=1
ζi + op(1) say.
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Since {ζi}n0i=1 is am-dependent processwithmean 0 and finite error variance,we can see that
√
n0(σ D2n −σ 2) is asymptotically
normal with zero mean. Its asymptotical variance, denoted by σ 2∗ , calculated as follows.
σ 2∗ = Var

1√
n0

n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β− 2
n0−
i=1
εDi U
Dτ
i β+
n0−
i=1
(εD2i − σ 2)

= 1
n0

Var

n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β

+ Var

−2
n0−
i=1
εDi U
Dτ
i β+
n0−
i=1
(εD2i − σ 2)

+ Cov

n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β,−2
n0−
i=1
εDi U
Dτ
i β+
n0−
i=1
(εD2i − σ 2)

.
Easy to see the last part in the braces is zero. So we only need to calculate the first and second part in the braces. First note
that
Var

n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β

= βτV4β.
where V4 is defined in the proof of Theorem 1. So
lim
n→∞
1
n
Var

n0−
i=1
βτ (UDi U
Dτ
i − 6uu)β

= βτ E (UiUτi )ββτ (UiUτi )− 6uuββτ6uu βτ .
Next we calculate the second part in the braces. It is easy to see that the expectation of−2∑n0i=1 εiUDτiβ+∑n0i=1(ε2i − σ 2)
is zero. Then there is
Var

−2
n0−
i=1
εDi U
Dτiβ+
n0−
i=1
(εD2i − σ 2)

= E

−2
n0−
i=1
εDi U
Dτiβ+
n0−
i=1
(εD2i − σ 2)
2
= E

−2
n0−
i=1
εDi U
Dτ
i β
2
− 4E

n0−
i=1
εDi U
Dτ
i β

n0−
i=1
(εD2i − σ 2)

+ E

n0−
i=1
(εD2i − σ 2)
2
= E

−2
n0−
i=1
εDi U
Dτ
i β
2
+ E

n0−
i=1
(εD2i − σ 2)
2
= 4E
n0−
i=1
E(εDi U
Dτ
i β)
2 + 8
m+1−
k=1
n0−k−
i=1
E

εDi U
Dτ
i βε
D
i+kU
Dτ
i+kβ
+ E  n0−
i=1
(εD2i − σ 2)
2
= 4
n0−
i=1
βτE

m+1−
r=1
drε(i+r−1)
m+1−
r=1
drU(i+r−1)

m+1−
r=1
drUτ(i+r−1)
m+1−
r=1
drε(i+r−1)

β
+ 8
m+1−
k=1
n0−k−
i=1
E(εDi U
Dτ
i βε
D
i+kU
Dτ
i+kβ)+ E

n0−
i=1
(εD2i − σ 2)
2
.
Note that
E

m+1−
r=1
drε(i+r−1)
m+1−
r=1
drU(i+r−1)

m+1−
r=1
drUτ(i+r−1)
m+1−
r=1
drε(i+r−1)

= E

m+1−
r=1
drε(i+r−1)
2
E

m+1−
r=1
drU(i+r−1)

m+1−
r=1
drUτ(i+r−1)

= σ 26uu,
and
m+1−
k=1
n0−k−
i=1
E(εDi U
Dτ
i βε
D
i+kU
Dτ
i+kβ) = βτ
m+1−
k=1
n0−k−
i=1
E

m+1−k−
r=1
drdt+kε2(i+k+r−1)
m+1−k−
r=1
drdt+kU(i+k+r−1)Uτ(i+k+r−1)

β
= βτ
m+1−
k=1
n0−k−
i=1

m+1−k−
r=1
drdt+kσ 2
m+1−k−
r=1
drdt+k6uu

β
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=
m+1−
k=1
n0−k−
i=1
c2kσ
2βτ6uuβ =
m+1−
k=1
(n0 − k)c2kσ 2βτ6uuβ
=
m+1−
k=1
n0c2kσ
2βτ6uuβ−
m+1−
k=1
kc2kσ
2βτ6uuβ = O(n) · O

1
m

−
m+1−
k=1
kc2kσ
2βτ6uuβ.
Similar to the calculation of limn→∞ V4/n, immediately we get
lim
n→∞
1
n0
E

n0−
i=1
(εD2i − σ 2)
2
= Eε4i − σ 4.
Divided by n0, the variance of−2∑n0i=1 εDi UDτi β+∑n0i=1(εD2i −σ 2) goes to Eε4i −σ 4+4βτ6uuβσ 2. Combining all the results
above together, we get that
σ 2∗ = βτE

(UiUτi )ββ
τ (UiUτi )

β− βτ6uuββτ6uuβ+ Eε4i − σ 4 + 4σ 2βτ6uuβ.
The proof of Theorem 2 is completed. 
Proof of Theorem 3. It is easy to see that6Xi|Ti is a consistent estimator of6Xi|Ti . In addition, note that 1/(n0)∑n0i=1WDi (YDi
− WDτi βDn ) + 6uuβDn WDi (YDi −WDτi βDn )+ 6uuβDnτ is the sum of three parts: 1/(n0)∑n0i=1 WDi (YDi − WDτi βDn )WDτi ,
1/(n0)
∑n0
i=1 W
D
i (Y
D
i −WDτi βDn )βDτn 6uu, and 1/(n0)∑n0i=1 6uuβDnβDτn 6uu. For the first part, we have that
1
n0
n0−
i=1
WDi (Y
D
i −WDτi βDn )WDτi = 1n0
n0−
i=1
WDi (ε
D
i − UDτi β+ δi)2WDτi + Op(n−1)
= 1
n0
n0−
i=1
(XDi + UDi )(εD2i − 2εDi UDτi β+ UDτi ββτ − UDi )(XDi + UDi )τ + Op
m
n
α
= 1
n0
n0−
i=1
XDi (ε
D2
i − 2εDi UDτi β+ UDτi ββτ − UDi )XDτi
+ 1
n0
n0−
i=1
UDi (ε
D2
i − 2εDi UDτi β+ UDτi ββτ − UDi )XDτi
+ 1
n0
n0−
i=1
XDi (ε
D2
i − 2εDi UDτi β+ UDτi ββτ − UDi )UDτi
+ 1
n0
n0−
i=1
UDi (ε
D2
i − 2εDi UDτi β+ UDτi ββτ − UDi )UDτi + Op
m
n
α
= E (εi − Uτi β)2(Xi − EXi|Ti)(Xi − EXi|Ti)τ+ E(UiUτi ε2i )+ E UiUτi ββτUiUτi + op(1).
For the second and third parts, we have that
1
n0
n0−
i=1
WDi (Y
D
i −WDτi βDn )βDτn 6uu = 1n0
n0−
i=1
WDi (Y
D
i −WDτi βDn )βτ6uu + Op(n−1)
= 1
n0
n0−
i=1
(XDi + UDi )(εDi − UDτi β)βτ6uu + Op
m
n
α = 6uuββτ6uu + op(1),
and
1
n0
n0−
i=1
6uuβDnβDτn 6uu = 6uuββτ6uu + op(1).
Combine these three equations together, we get the conclusion. 
Proof of Theorem 4. Applying Lemma 1 and the root-n consistency of βˆ
D
n we have
fˆn(t)
fˆ ′n(t)

−

f (t)
f ′(t)

= (Dτt WtDt)−1DtWt(Y−Wβ)+ op

h2 +

log(1/h)
nh
1/2
.
By the standard local polynomial result (e.g. [10]), Theorem 4 holds. 
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