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Abstract
We develop a class of nonlocal delay Reaction-Diffusion (RD) models in a circular do-
main. Previous modeling efforts include RD population models with respect to one-
dimensional unbounded domain, unbounded strip and rectangular spatial domain. How-
ever, the importance of an RD model in a symmetrical domain lies in the increasing
number of empirical studies conducted with respect to symmetrical natural habitats of
single species. Assuming that the single species has no directional preference to spread
in the symmetrical domain, the RD model is reduced to an equation with no angular
dependance. The model can be further reduced by considering the birth function in the
form of the Bessel function of the first kind. We numerically simulate the reduced forms
of the nonlocal delay RD model to study the dispersal and growth of behaviors of the
single species in a circular domain. Although spatial patterns of population densities
are gradually developed, it is numerically shown that the single species population goes
extinct in the absence of the birth function or it may converge to a positive equilibrium
in the presence of the birth function.
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1 Introduction
Mathematical modeling of population dynamics has proven to be useful in discovering
the relationships between species and their surrounding environment. This includes the
study and assessment of spatio-temporal changes in population density and estimation
of speed of population dispersal. While various continuous and discrete models have
been employed for over a century, recently developed nonlocal delay Reaction-Diffusion
(RD) models have drawn special attention [22, 24, 25]. Namely, spatially homogeneous
models are equipped with delay, diffusion and integral terms to take into account the
maturation, dispersal and nonlocality of individuals, respectively [4, 5, 21]. The local
and global analysis of these models are the current focus of many mathematicians. The
present work further develops the age-structured nonlocal delay RD model of single
species proposed by So et al. [22]. To have a better understanding of the nonlocal delay
RD model, in the following we briefly explain the modeling procedure initiated by So
et. al.
Let u(t, a, x, y) denote the density of the single species at time t > 0, the age a ≥ 0
and the spatial position (x, y) ∈ Ω ⊆ R2. As described in [18], dynamics of the age-
structured single species can be formulated by
∂u
∂t
+
∂u
∂a
= D(a)
(
∂2u
∂x2
+
∂2u
∂y2
)
− d(a)u, (1)
where D(a) and d(a) are respectively, diffusion and death rates at age a. Equation (1)
describes the spatio-temporal dynamics of single species with respect to age a. When
there is no age dependence (i.e., when ∂u/∂a = 0, D(a) = D and d(a) = d with
D, d > 0), equation (1) becomes a linear RD equation that can be directly solved with
the method of separation of variables. Let τ ≥ 0 be the maturation time for the single
species. Then the total mature population at time t and position (x, y) is given by,
w(t, x, y) =
∫ ∞
τ
u(t, a, x, y)da. (2)
Integrating both sides of (1) from τ to∞, using the assumption u(t,∞, x, y) = 0, setting
the reproduction density equal to the birth rate (i.e., u(t, 0, x, y)) = b(w(t, x, y))) and
considering the diffusion and death rates to be age independent (i.e., D(a) = Dm and
d(a) = dm for a ∈ [τ,∞) with Dm, dm > 0) we get
∂w
∂t
= Dm
(
∂2w
∂x2
+
∂2w
∂y2
)
− dmw + u(t, τ, x, y). (3)
Using the procedure outlined in [16, 22, 25], u(t, τ, x, y) can be replaced with an integral
term or an infinite series which represents the nonlocality of individuals. When the
spatial domain is one-dimensional and unbounded (i.e. Ω = R), So et. al [22] derived
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the following population model
∂w
∂t
= Dm
∂2w
∂x2
− dmw + ǫ
∫ ∞
−∞
b(w(t− τ, y))fα(x− y)dy, (4)
where x ∈ R and 0 < ǫ ≤ 1. The delay term τ > 0 reflects the time required for
offspring to become sexually mature. The function b(w) is known as the birth function
and reflects reproduction by mature individuals at time t − τ and any location y ∈ R.
The terms Dm, DI and dm, dI are respectively the dispersal and death rates, where the
subscripts m and I respectively correspond to mature and immature population. The
kernel function is given by fα(x) =
1√
4piα
e−x
2/4α, where α = DIτ . Here, ǫ indicates the
total impact of the death rate dI of the immature population which is given by
ǫ = exp
{
−
∫ τ
0
dI(a)da
}
. (5)
The integral term in (4) is a weighted spatial average over the entire spatial domain.
Particularly, the integral term is due to the fact that individuals, who are currently at
position x, could have been at any location y ∈ R at a previous time t−τ . In the present
work we will show that the form of the integral term (or equivalently the infinite series
for bounded spatial domains) is highly dependent on the the boundary conditions and
the shape of the spatial domain.
Considering a specific birth function, the traveling wave solution of (4) was itera-
tively constructed in [22]. Later Liang and Wu [17] extended the model by adding the
advection term Bm∂w/∂x to the right-hand side of (4). Using certain parameter values
and birth functions they numerically studied the behavior of traveling wave solutions.
Namely, they demonstrated the formation of single and multi-hump wave solutions when
the monotonicity condition is violated. Bani-Yaghoub and Amundsen [2] showed that
a monotonic traveling wavefront of model (4) may become oscillatory when the imma-
ture over mature diffusion ratio DI/Dm is greater than a critical value and the slope
of the birth function b(w) at the nontrivial equilibrium is negative (see proposition 2
and section 4 of [2]). Moreover, Bani-Yaghoub et al. [1] numerically investigated the
stability and convergence of solutions associated with model (4). They showed that
the solution of the initial value problem corresponding to model (4) may converge to
the corresponding stationary pulse and stationary front. Ou and Wu [19] developed a
general system of RD equations in an m-dimensional domain which embodies a large
number of models including (4). They showed that for τ > 0 sufficiently small, the trav-
eling wavefront exists only if it exists for τ = 0. Hence, small maturation time delays τ
are harmless and the traveling wavefronts of the reduced system persist when time lag
τ is increased from zero. A few other works such as [24] include advection and lift the
constraint τ ≥ 0 being sufficiently small. Nevertheless, they impose other constraints
on the kernel function.
Although model (4) is realistic in many aspects, it is constructed with respect to one-
dimensional spatial domain, which makes it less appealing. Recent efforts to overcome
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the issue of single dimension have resulted in models with rectangular spatial domain [25]
or unbounded strip [16]. Nevertheless, dispersal of many single species is radial [7, 8, 12]
and there is a need to develop models according to symmetrical spatial domains. The
present work is an attempt to fill this gap and to capture the spatio-temporal dynamics
of single species in circular domains. To have a better understanding of the impact of
the spatial domain on the model formulation, in the following we briefly describe two
nonlocal delay RD models with different two-dimensional spatial domains.
(a) Rectangular spatial domain: The work by Liang et al. [16] considers Ω ⊂ R2 as
the rectangle [0, Lx]× [0, Ly] and zero flux boundary conditions for u(t, τ, x, y) in time
frames t ∈ [s, s+ τ ]. Calculating u(t, τ, x, y) as a function of w, equation (3) is changed
to
∂w
∂t
= Dm
(
∂2w
∂x2
+
∂2w
∂y2
)
− dmw + F (w(t− τ, ·), x, y), (6)
where the function F is given by
F (x, y, w(t− r, ·)) =
ǫ
LxLy
∫ Lx
0
∫ Ly
0
b(w(t− r, zx, zy)).
(
1 +
∞∑
n=1
[
cos
nπ(x− zx)
Lx
+ cos
nπ(x+ zx)
Lx
]
e−α(
npi
Lx
)2
+
∞∑
m=1
[
cos
mπ(y − zy)
Ly
+ cos
mπ(y + zy)
Ly
]
e
−α(mpi
Ly
)2
+
∞∑
n=1
∞∑
m=1
[
cos
nπ(x− zx)
Lx
+ cos
nπ(x+ zx)
Lx
]
×
[
cos
mπ(y − zy)
Ly
+ cos
mπ(y + zy)
Ly
]
e
−α[( npi
Lx
)2+(mpi
Ly
)2]
)
dzxdzy.
(7)
Furthermore, the work by Liang et al. [16] derives similar RD models with respect to
zero Dirichlet and zero mixed boundary conditions. With certain birth functions, they
studied the numerical solutions of the model, where asymptotically stable steady states
and periodic wave solutions were numerically observed.
(b) Unbounded strip: The work by Weng et al. [25] considers a spatial domain Ω ⊂ R2
that is a strip in the form of Ω = (−∞,∞)× [0, L] with L > 0. Then following the same
procedure as outlined in [16] they obtain equation (6) with the function F defined by
F (w(t− τ, ·), x, y) =
∫
R
∫ L
0
Γ(α, x, zx, y, zy)b(w(t− τ, zx, zy))dzxdzy, (8)
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where Γ(t, x, zx, y, zy) = Γ1(t, x, zx)Γ2(t, y, zy), Γ2 =
1√
4pit
e−
(y−zy)
2
4t and Γ1(t, x, zx) is the
Green’s function of the boundary value problem,
{
∂W
∂t
= ∂
2W
∂x2
t > 0, x ∈ (0, L)
WB(t, x) = 0 t ≥ 0, x = 0, L.
(9)
The term WB(t, x) denotes zero flux or zero mixed boundary conditions. Using the
theory of asymptotic speed of spread and monotone traveling waves, the nonexistence
of traveling waves with wave speed 0 < c < c∗ and the existence with c ≥ c∗ are
established in [25], where c∗ is known as the minimal speed.
In the present paper we will develop a class of nonlocal delay RD models in a
two-dimensional bounded symmetrical domain. The importance of an RD model with
symmetrical domain lies in the increasing number of empirical studies conducted with
respect to symmetrical natural habitats of single species. Particularly, these studies are
conducted by placing the immature population at the center of two-dimensional disks
and observing the spread of population over time. For instance, Gomes and Zuben
[8] employed a circular arena for radial dispersion of larvae of the blowfly Chrysomya
albiceps. It is known that after exhaustion of food sources, larvae begin spreading in
search of additional food sources. Then the natural environment can be simulated under
experimental conditions by employing circular arenas with sufficiently large diameters
(e.g. 50 cm). Also, Roux et al. [20] investigated the behavior of the larval dispersal
of Calliphoridae flies prior to pupation. The study includes statistical results of the
shape of the larval dispersal in southwest France in outdoor experimental conditions.
The authors found that the shape of the dispersal is circular and has a concentric
distribution around the feeding zone. Moreover, the study finds that the larvae had
no preference for dispersal in any direction. Although these studies are conducted for
dispersal of the larval population, the use of a circular domain and circular dispersal of
larvae indicate the need for developing age-structured nonlocal delay RD models with
respect to circular domains.
The rest of this paper is organized as follows. In section 2 we develop a class of
age-structured nonlocal delay RD models in circular domains. In section 3 possible
model reductions and the impact of initial heterogeneity are investigated. In section 4
the numerical simulations of the reduced models are presented. Finally, in Section 5 a
discussion of the main outcomes of this study is provided.
2 Model Development
Focusing on the population of blowflies, the morphological aspects of the larval Chrysomya
albiceps have been investigated in a number of studies (see [6] for a review). In partic-
ular, there are three stages (i.e. instars) during the larval development of Chrysomya
albiceps flies. The cephalopharyngeal skeleton of larva develops during the instars and
the full development of the skeleton takes place in the third instar. In our study we
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consider two age classes, where the first two instars are considered as the first age class
and the third instar represents the second age class. In addition, the larva displacement
takes place always in the landscape and individuals cannot fly. Thus, it is reasonable to
consider the two rather than three-dimensional spatial domain. On the other hand we
will show that the choice of circular domain can bring valuable insights into the study
of symmetric spatial dispersal of individuals.
Following the same procedure outlined in section 1, assume that equation (3) cap-
tures the dynamics of blowflies and the spatial domain Ω ⊂ R2 is a two-dimensional disk
centered at the origin with radius R > 0. Since the domain Ω is a disk, it is suitable to
rewrite equation (3) in polar coordinates.
∂w
∂t
= Dm
(
∂2w
∂r2
+
1
r
∂w
∂r
+
1
r2
∂2w
∂θ2
)
− dmw + u(t, τ, r, θ). (10)
Similar to [16, 22, 25], we need to replace u(t, τ, r, θ) with an explicit function of
w(t, x, y). For s ≥ 0 fixed, define the functional
V s(t, r, θ) = u(t, t− s, r, θ) with s < t ≤ s+ τ.
Considering (1) in polar coordinates, it follows that for s ≤ t ≤ s+ τ ,
∂V s
∂t
(t, r, θ) =
∂u
∂t
(t, a, r, θ)
∣∣∣∣
a=t−s
+
∂u
∂a
(t, a, r, θ)
∣∣∣∣
a=t−s
,
= D(t− s)
(
∂2V s
∂r2
+
1
r
∂V s
∂r
+
1
r2
∂2V s
∂θ2
)
− d(t− s)V s.
(11)
But note that (11) is a linear RD equation that can be solved using the method of sep-
aration of variables. Moreover, in the case that the domain is unbounded, the standard
theory of Fourier transforms can be used to obtain the general solution of (11) (see [11]
for example). Since u(t, 0, r, θ) = b(w(t, r, θ)), we have
V s(s, r, θ) = b(w(s, r, θ)). (12)
Before solving the initial boundary value problem (IBVP) related to equation (11), it
would be beneficial to discuss the possible boundary conditions and their biological
meanings. Particularly, the choice of the boundary conditions sets certain biological
assumptions and it has a major impact on the model development as follows. The zero
Dirichlet boundary condition represents the case in which the region outside the domain
is uninhabitable. In other words, individuals die once they diffuse out of the domain
(see for example [13, 15]). This makes sense when for instance, individuals are certain
aquatic species in a lake or a pond. Nevertheless, zero Dirichlet boundary condition is
not suitable for studying species such as amphibians. The book by Kot [13] considers
such a boundary condition as an extremely crude way of capturing spatial heterogeneity.
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Instead, Gurney and Nisbet [9] consider that the spatial domain is unbounded and
intrinsic rate of growth decreases with the square of the distance from the center of the
range. Their approach results in a type of Schro¨dinger equation (see pages 289-291 of
[13]). The zero-flux boundary condition is another approach that takes away the in-and-
out privileges of the individuals. Namely the individuals never cross the boundaries,
although they can live and freely move on the boundaries. This has been used in
several studies (see for example [3, 13, 15]). Combining the zero-flux and Dirichlet
boundary conditions gives rise to mixed boundary conditions, where the flux at each
boundary is proportional to the population density. Specifically, the individuals may
cross the boundary as long as rate exchange with the outer domain at each location
remains proportional to the population density at that location. If a boundary is highly
populated then we may expect high-population exchange between the inner and outer
domains.
Considering zero Dirichlet boundary condition and initial condition described in (12),
we have


∂2V s
∂t
= D(t− s)
(
∂2V s
∂r2
+
1
r
∂V s
∂r
+
1
r2
∂2V s
∂θ2
)
− d(t− s)V s,
V s(t, R, θ) = 0,
V s(s, r, θ) = b(w(s, r, θ)).
(13)
The IBVP (13) can be solved by the method of separation of variables. Specifically, let
V s(t, r, θ) = h(s, r, θ)T (t); substituting this into (13) and separating terms with h from
terms with T we find two ordinary differential equations
T
′
+ d(t− s)T
D(t− s)T
= λ, (14)
hrr +
1
r
hr +
1
r2
hθθ = λh, (15)
where λ is the separation constant and (′) denotes the derivation of T with respect to
t; hrr, hr and hθθ are the partial derivatives of h with respect to r and θ.
By letting λ = −k2 and solving (14) we get to
T (t) = exp
(
−
∫ t
s
(k2D(t− σ) + d(t− σ))dσ
)
. (16)
Letting h(r, θ) = ρ(r)Φ(θ) and separating ρ and Φ in (15), we get that the angular part
must satisfy
Φ
′′
n = −n
2Φn, (17)
which has the solution
Φn(θ) = An cosnθ +Bn sin nθ, (18)
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where n is an integer. The radial equation is
r2ρ
′′
n + rρ
′
n + (k
2r2 − n2)ρn = 0, (19)
which is the well-studied parametric Bessel equation with solution
ρn(r) = CnJn(kr) +DnNn(kr), (20)
where Jn(kr) and Nn(kr) are respectively Bessel and Neumann functions of order n and
Cn and Dn are constants. Nevertheless Nn(kr) goes to −∞ as r → 0 and we are only
interested in bounded solutions. Hence, we set Dn = 0 and h(r, θ) is written as a linear
combination of hn(r, θ), where
hn(r, θ) = Jn(kr)(An cos nθ +Bn sinnθ). (21)
In order to satisfy the boundary condition in (13), we must have h(R, θ) = 0. This
means that k cannot be an arbitrary constant and must satisfy
Jn(kR) = 0. (22)
Let knjR be the j-th zero of n-th order Bessel function Jn(x). Then in equations (16),
(21) and (22) k must be equal to one of the knjs and the general solution of (13) is a
linear combination of all these terms, which is given by
V s(t, R, θ) =
∞∑
n=0
∞∑
j=1
Jn(knjr)(anj cosnθ + bnj sinnθ) exp
(
−
∫ t
s
k2njD(t− σ) + d(t− σ)dσ
)
.
(23)
The coefficients anj and bnj can be determined with the initial condition in (13). Let DI
and dI denote respectively, the diffusion and death rates of the immature population.
Define
ǫ = exp
(
−
∫ τ
0
dI(a)da
)
, (24)
α =
∫ τ
0
DI(a)da. (25)
Note that equation (16) can be rewritten as
T (t) = exp
(
−
∫ t−s
0
(k2D(γ) + d(γ))dγ
)
. (26)
When s = t− τ , substituting (24)-(26) into (23) we have
V t−τ (t, R, θ) = ǫ
∞∑
n=0
∞∑
j=1
Jn(knjr)(anj cosnθ + bnj sin nθ) exp(−k
2
njα). (27)
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Define
Fn(r) =
∞∑
j=1
anjJ(knjr), (28)
and
Gn(r) =
∞∑
j=1
bnjJn(knjr). (29)
Then for s = t− τ , using the initial condition in (13) we have
∞∑
n=0
Fn(r) cosnθ +Gn(r) sinnθ = b(w(t− τ, r, θ)). (30)
Equation (30) is in the form of Fourier series and therefore Fn(r) and Gn(r) are given
by,
Fn(r) =
1
π
∫ 2pi
0
b(w(t− τ, r, θ)) cosnθdθ, n = 1, 2, . . . , (31)
F0(r) =
1
2π
∫ 2pi
0
b(w(t− τ, r, θ))dθ, n = 0, (32)
Gn(r) =
1
2π
∫ 2pi
0
b(w(t− τ, r, θ)) sinnθdθ, n = 1, 2, . . . . (33)
Substituting (31) and (32) into (28), we have
∞∑
j=1
anjJn(knjr) =
1
π
∫ 2pi
0
b(w(t− τ, r, θ)) cosnθdθ, n = 1, 2, . . . , (34)
∞∑
j=1
anjJn(knjr) =
1
2π
∫ 2pi
0
b(w(t− τ, r, θ))dθ, n = 0. (35)
Similarly, substituting (33) into (29), we get
∞∑
j=1
bnjJn(knjr) =
1
π
∫ 2pi
0
b(w(t− τ, r, θ)) sinnθdθ, n = 1, 2, . . . . (36)
For n fixed, each of the series (34)-(36), is recognized as Fourier-Bessel series. To find
the coefficients anj and bnj , we need to multiply both sides by rJn(knir) and integrate
from zero to R. Thus, from equation (34), we have
∫ R
0
rJn(knir)
∞∑
j=1
anjJn(knjr)dr =
∫ R
0
rJn(knir)
1
π
∫ 2pi
0
b(w(t− τ, r, θ)) cosnθdθ, (37)
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with n = 1, 2, . . . .
But note that the Bessel functions are orthogonal with respect to weight function r, i.e.,
∫ R
0
rJn(knir)Jn(knjr)dr = 0 if kni 6= knj. (38)
Thus, all terms on the left-hand side of (37) are zero except the term with i = j. We
get that
ani
∫ R
0
rJ2n(knir)dr =
1
π
∫ R
0
∫ 2pi
0
rJn(knir)b(w(t− τ, r, θ)) cosnθdθdr. (39)
From properties of the Bessel function we have that
∫ R
0
rJ2n(knir)dr =
1
2
r2J2n+1(kniR). (40)
Therefore,
ani =
2
πR2J2n+1(kniR)
∫ R
0
∫ 2pi
0
rJn(knir)b(w(t− τ, r, θ)) cosnθdθdr, n = 1, 2, . . . . (41)
Similarly, applying the same steps to (35) and (36), we get that
a0i =
2
2πR2J21 (k0iR)
∫ R
0
∫ 2pi
0
rJ0(k0ir)b(w(t− τ, r, θ))dθdr, (42)
bni =
2
πR2J2n+1(kniR)
∫ R
0
∫ 2pi
0
rJn(knir)b(w(t− τ, r, θ)) sinnθdθdr, n = 0, 1, 2, . . . .
(43)
Hence all required elements of the model are determined. Considering that u(t, τ, r, θ) =
V t−τ (t, r, θ), from (27) and (10) we obtain the following nonlocal delay RD model with
initial history function w0 and zero Dirichlet boundary condition as follows

∂w(t, r, θ)
∂t
= Dm
(
∂2w(t, r, θ)
∂r2
+
1
r
∂w(t, r, θ)
∂r
+
1
r2
∂2w(t, r, θ)
∂θ2
)
− dmw(t, r, θ)+
ǫ
∞∑
n=0
∞∑
i=1
Jn(knir)(ani(w(t− τ, r, θ)) cos nθ + bni(w(t− τ, r, θ)) sin nθ)e
−k2niα,
w(t, R, θ) = 0
w(t, r, θ) = w0(t, r, θ) for (r, θ) ∈ Ω, t ∈ [−τ, 0].
(44)
where ani(w(t − τ, r, θ)) and bni(w(t − τ, r, θ))) are given in (41)-(43), α is defined in
(25) and kniR is the i-th zero of n-th order Bessel function Jn(x). The parameter ǫ
relates to the surviving portion of individuals from birth until they are fully matured.
Namely, 0 ≤ ǫ < 1 and the portion 1 − ǫ of the immature population did not survive
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and therefore removed from the double sum series in (44).
Following the same procedure, we may consider the problem with zero-flux boundary
condition and derive a model similar to (44). Specifically, in problem (13), the boundary
condition must be replaced with
∂V s
∂r
(t, R, θ) = 0. (45)
Consequently, equation (22) is replaced with
dJn(kR)
dr
= 0. (46)
Then knjR is the j-th zero of nth order of derivative of the Bessel function (i.e.,
dJn(x)/dx) and k must be equal to knj (16) and (21). Again, the set of eigenfunc-
tions {Jn(knjr)} form a complete set and they are orthogonal to each other with respect
to the weight function in (37). Hence the main difference in the model is that in ex-
pression (41)-(43), the {kni} is the set of eigenvalues corresponding to the zero-flux
boundary condition (45). In particular, the model with zero-flux boundary condition is
given by


∂w(t, r, θ)
∂t
= Dm
(
∂2w(t, r, θ)
∂r2
+
1
r
∂w(t, r, θ)
∂r
+
1
r2
∂2w(t, r, θ)
∂θ2
)
− dmw(t, r, θ)+
ǫ
∞∑
n=0
∞∑
i=1
Jn(knir)(ani(w(t− τ, r, θ)) cos nθ + bni(w(t − τ, r, θ)) sin nθ)e
−k2niα,
∂w(t, R, θ)
∂r
= 0
w(t, r, θ) = w0(t, r, θ) for (r, θ) ∈ Ω, t ∈ [−τ, 0].
(47)
where kniR is the i-th zero of the derivative of n-th order Bessel function Jn(x). Similarly,
a model with nonlocality and delay can be derived with respect to zero mixed boundary
condition
A
∂V s
∂r
(t, R, θ) +BV s(t, R, θ) = 0, (48)
where A and B are constants.
Models (44) and (47) take into account the angular dependence of w(t, r, θ) at any
location r and time t. This means that the population concentrated at origin may have
spatial preference in its displacement for search of food or other necessities. However,
this is not the case for certain species. As described before, Roux et al. [20], found that
there is no preferred direction in spatial movement of the blowfly larvae. Hence we may
consider radial symmetry and certain initial conditions to reduce the model into simpler
forms. These are discussed in the following section.
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3 Model Reduction
In the following we assume that population dispersion takes place with radial symmetry
but there is no preference at any direction. It follows that the initial condition in
(13) is independent of θ. Then the solution V s of (13) can also be independent on θ.
The ecological interpretation of the initial condition being independent of θ is that the
reproduction of individuals takes place without any angular preference. Specifically, the
IBVP (13) is reduced to


∂V s
∂t
= D(t− s)
(
∂2V s
∂r2
+
1
r
∂V s
∂r
)
− d(t− s)V s,
V s(t, R) = 0,
V s(s, r) = b(w(s, r)).
(49)
The zero Dirichlet boundary condition in (49) is equivalent to the assumption that the
habitat is inhospitable beyond r = R. The substitution
V s(t, r) = T (t)h(r), (50)
reduces equation (49) to equation (14) and
hrr +
1
r
hr = λh, (51)
which is a reduced form of equation (15). Let λ = −k2; then (51) is rewritten as
r2hrr + rhr + r
2k2h = 0. (52)
But this is the parametric Bessel equation (19) with n = 0. The solution is given by
h(r) = C0J0(kr) +D0N0(kr), (53)
where J0 and N0 are respectively Bessel and Neumann functions of order zero. Moreover,
C0 and D0 are arbitrary constants. As indicated before, the Neumann function blows
up as r → 0. Specifically,
N0(r) ∼
2
π
ln(
r
2
) as r → 0. (54)
Hence, we let D0 = 0 to obtain a bounded solution for (49). It can be shown that
J0(r) =
∞∑
q=0
(−1)q
(q!)2
(r
2
)2q
. (55)
Thus,
h(r) = C0
∞∑
q=0
(−1)q
(q!)2
(
kr
2
)2q
. (56)
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In order to satisfy the boundary condition in (49), we must have h(R) = 0, then similar
to (22) we must have
J0(kR) = 0. (57)
Let kjR be the j-th zero of the Bessel function of order zero; then k must be equal to
one of kjs. Using (16), (50) and (53) the solution of the IBV (49) is given by
V s(t, r) =
∞∑
j=1
cjJ0(kjr) exp
(
−
∫ t
s
k2jD(t− σ) + d(t− σ)dσ
)
. (58)
Set s = t− τ ; using (24)-(26) we get to
V t−τ (t, r) = ǫ
∞∑
j=1
cjJ0(kjr) exp(−k
2
jα). (59)
The constant α is defined in (25) and the coefficients cj are determined by the initial
condition in (49). Namely,
b(w(t− τ, r)) = V t−τ (t, r). (60)
Using the fact that (59) represents a Fourier-Bessel series, by orthogonality of the Bessel
functions and (40) we get that,
cj =
2
R2J21 (kjR)
∫ R
0
rJ0(kjr)b(w(t− τ, r))dr, j = 1, 2, . . . . (61)
Hence, the population model of individuals with no directional preference in their spatial
dispersal is given by
∂w
∂t
= Dm
(
∂2w
∂r2
+
1
r
∂w
∂r
)
− dmw + ǫ
∞∑
j=1
cjw(t− τ, r)J0(kjr) exp(−k
2
jα), (62)
with 0 ≤ r ≤ R, t ≥ 0 and cjw(t − τ, r) is given in (61). The reduced model (62) is
subject to the initial condition
w(t, r) = w0(t, r), t ∈ [−τ, 0], (63)
and the zero Dirichlet boundary condition
w(t, R) = 0. (64)
In comparison with model (44), equation (62) represents a simpler form of population
dynamics. Model (47) can also be reduced in the same manner. But in what follows,
we can see that under some conditions these models can be substantially simplified.
Namely, the final form of the model can be strongly influenced by the choice of the
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Figure 1: Using equation (65) spatially dependent forms of the logistic birth function
can be simulated. (a) for θ0 = 0 and f(s) = 1 the initial condition given in equation
(65) is quite similar to the birth function b(w) = pw(1 − w/k). The values of p and k
are indicated in the figure. (b) for 0 ≤ θ ≤ π/2 the logistic curve preserves its shape
while its magnitudes reaches to zero at θ = π/2.
initial condition. It is known that if the initial condition happens to be in the shape of a
particular mode, then the system will vibrate that mode. Let, for instance, b(w(r, θ, s))
in (13) be in the form of
b(w(s, r, θ)) = f(s)J1(k2r) cos θ, (65)
where R = 1, k2 = 3.83 is the second root of J0(kR) and f(s) is an arbitrary function
of s. Considering that s = t− τ is a fixed value, equation (27) is reduced to
V t−τ (t, R, θ) = ǫf(s)J1(k2r) cos θ exp(−k2α). (66)
Hence, model (62) is reduced to
∂w
∂t
= Dm
(
∂2w
∂r2
+
1
r
∂w
∂r
+
1
r2
∂2w
∂θ2
)
− dmw + ǫe
−k2αf(t− τ)J1(k2r) cos θ. (67)
The reason for considering the birth function in the form of (65) is that for fixed θ
and s, the form of the Bessel function J1(x) for x ∈ [0, k2R] is quite similar to logistic
birth function used in several studies [13, 14]. Figure 1 (a) represents a comparison
between the logistic birth function b(w) = pw(1− w/k) and the initial condition given
in equation (65) for θ = 0, f(s) = 1, R = 1 and k = k2. Note that r and w are considered
of the same scale. Specifically, the population density increases as we move away from
the center of the disk. As shown in Figure 1 (b), by letting θ change from 0 to π/2
different birth rates are considered in the spatial domain [0, R]× [0, π/2].
Although model (67) has a much simpler form, it can be argued that the general
model (44) has been oversimplified and the reduced model (67) does not fully capture
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(a) t = 1 (b) t = 20
(c) t = 60 (d) t = 80
Figure 2: Numerical simulation of the reduced model (67). In the absence of a density
dependent birth function b(w), the population goes extinct. Panels (a)-(d) are snapshots
of the spatio-temporal variations of the population densities in the xy-plane. Click here
and here to see the transition from (a) to (d) in xy-plane and three dimensional cases,
respectively.
the single species dynamics in a symmetrical domain. Specifically, the reproduction is
limited to certain regions of the spatial domain and it is not density dependent. To
overcome these issues we may include the general density dependent birth function b(w)
and therefore model (67) is rewritten
∂w
∂t
= Dm
(
∂2w
∂r2
+
1
r
∂w
∂r
+
1
r2
∂2w
∂θ2
)
− dmw + ǫe
−k2αf(t− τ)J1(k2r) cos θ + b(w). (68)
In the next section we will numerically solve the reduced models (67) and (68) for
different sets of parameter values.
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(a) t=1 (b) t =25
(c) t=30 (d) t= 60
Figure 3: Numerical simulation of the reduced model (68). By considering the birth
function b(w) = .25w2exp(−0.1w) the single species will gradually establish at the posi-
tive constant equilibrium. Panels (a)-(d) are snapshots of the spatio-temporal variations
of the population densities at specific times. Click here and here to see the transition
from (a) to (d) in xy-plane and three dimensional cases, respectively.
4 Numerical Simulations
We used the COMSOL 4.4 software to solve the reduced models (67) and (68). Model
(67) is a non-homogenous linear RD equation. Due to the presence of the reaction
term −dmw, it is expected that all solutions w(r, θ, t) uniformly converge to the trivial
solution. Figure 2 illustrates the solution of model (67) for t = 0 to t = 80. Click here
and here to see the transition from (a) to (d) in xy-plane and three dimensional cases,
respectively. The specific parameter values are Dm = 5, ǫ = 0.1, dm = 0.01, α = 0.1, R =
1, k2 = 3.83. We considered zero-flux boundary condition and and the initial condition
w0 = 0.2 + 0.02 sin(3x) cos(2y). The color bars in each panel of Figure 2, show that the
population densities are eventually reaching zero. It can be shown that the maximum
density is 5.3 × 10−6 when t > 400. Hence, as expected, the population goes extinct
due to insufficient reproduction and significant mortality of mature population. Model
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(68) is a non-homogenous nonlinear RD equation, which can be numerically solved. We
considered the birth function b(w) = .25w2exp(−0.1w) and used the same parameter
values as above. Figure 2 shows model (68) yields the population establishment at the
positive constant equilibrium. Click here and here to see the transition from (a) to (d)
in xy-plane and three dimensional cases, respectively. Using different sets of parameter
values, the solutions of model (67) converges to the trivial solution. Whereas, the
solution of model (68) has different asymptotic behaviors including the convergence to
the positive or trivial equalibria.
5 Discussion
The present work demonstrates that the spatial domain has a great impact in the final
form of the derived model. While considering a two-dimensional spatial domain seems
to be more realistic, the shape of the spatial domain and the applicable boundary con-
ditions are also important factors that must be carefully dealt with. The work by Weng
et al. [25] considers an unbounded strip whereas the work by Liang et al. [16] considers
a rectangular domain. We believe that model (6) with function F specified in (8) can
also be derived by employing the Smith-Thieme approach [21] for a patchy environment.
In particular, the work by So et al. [23] demonstrates how the lattice delay differential
equations, representing a population distributed in a line of infinitely many patches,
can be extended to the continuous model (4) with delay and nonlocality. Replacing the
line of infinitely many patches with an unbounded strip allows us to take into account
the spatial movement of individuals within each patch. Then the following the same
approach as in ([10], pages 5122-5125) the corresponding continuous model is derived.
Despite the modeling efforts with respect to unbounded strip and rectangular do-
mains, there is a special need to focus on the symmetrical spacial domains. The present
work is the first step towards developing nonlocal delay RD models with respect to
symmetrical domains. It should be noted that the choice of the spatial domain comes
from the fact that a number of experimental studies [7, 8, 12, 20] have been conducted
in various circular domains. In general we can see that the model derivation is highly
dependent on the linear RD equation (11), the spatial domain and the boundary con-
ditions. By letting the radius R of the circular domain going to infinity, the spacial
domain will be the entire xy− plane. In this case, the same approach outlined in [22]
can be used to derive the following nonlocal delay RD model.
∂w
∂t
= Dm
(
∂2w
∂x2
+
∂2w
∂y2
)
−dmw+ ǫ
∫ ∞
−∞
∫ ∞
−∞
b(w(zx, zy, t− τ))fα(x− zx, y− zy)dzxdzy,
(69)
where (x, y) ∈ R2, 0 < ǫ ≤ 1, and w(x, y, t) represents the total mature population. The
kernel function is given by fα(x, y) =
1√
4piα
e−
x2+y2
4α with α = τDI > 0 and τ > 0 is the
maturation time.
We numerically solved the reduced models (67) and (68) for different sets of pa-
17
rameter values and initial conditions. We showed that the solutions related to model
(67) converges to the trivial solution. Whereas the density dependent birth function
b(w) considered in model (68) results in convergence of the solutions to the positive
equilibrium. Future studies might include numerical simulations of the general models
(44) and (47). Furthermore, the traveling and stationary wave solutions of these models
might bring valuable insights in the studies of single species population dynamics.
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