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RÉSUMÉ 
Présentation d’un test d’ajustement, valable pour des échantillons de petites tailles, établi d’une façon expérimentale 
en dlisant les observations rangées et en faisant référence ir la méthode du maximrcm de vraisemblance pour la déter- 
minati,on des valeurs numériques des paramètres. 
ABSTRACT 
Exposirzg a test of ht (composite hypothesis) available with short samples, experimentaly establishecl, using the 
orcler - stati.stics (observations ordered) and referi.ng to qatimum likelihood estimators for parameters. 
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1. INTRODUCTION : CONDITIONS PROPOSÉES 
1.1. Le motif de cette recherche est de proposer un test d’ajustement à but essentiellement pratique qui, 
pour un échantillon de petite taille de variables aléatoires absolument continues, permette de choisir parmi les 
multiples fonctions de répartition utilisables, celle qui semble le moins mal représenter l’échantillon : les fonctions 
de répartition étant de formulations mathématiques choisies a priori, mais les valeurs numériques des parametres 
étant calculées d’après l’échantillon. 
1.1.1. Une qualité exigée du test est de retrouver, en cherchant sa valeur minimale par variation des valeurs 
numériques des paramètres, les mêmes valeurs de ces paramètres que celle que donnerait leur estimation par une 
autre méthode que l’on sait par ailleurs être la meilleure. La meilleure méthode de calcul des paramètres doit 
alors conduire à la valeur minimale du test. 
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1 .1.2. Une autre qualite est de pouvoir ne tester la valeur de l’ajustement que sur une partie de l’échant.illon, 
vers les valeurs les plus fortes ou les plus faibles, pour mieux s’assurer de la consistance de l’extrapolation vers les 
valeurs les plus fortes ou les plus faibles. 
1.1.3. Une condition nécessaire à remplir pour que l’utilisation du test soit facile? est qu’il soit non para- 
metrique : c’est-à-dire que sa signification soit indépendante tant de la formulation mathbmatique de la fonction 
de répartition que des valeurs numériques des parametres. 
2. ESTIMATIOl\T DES PAR-4MÈTRES 
La première question qui se pose est celle de « la meilleure » estimation des paramètres. 
2.1. DÉFINITION CLASSIQUE DE L'ESTMATEUR SANS BIAIS 
2.1.1. Soient un échantillon de n variables aléatoires et independantes x1 . . . xn et une fonction de répartition 
choisie a priori (continue) F (x, 8,, . . . 8,) dont les paramètres 0i . . . ek n’ont pas des valeurs connues ou choisies a 
priori mais à estimer d’après l’échantillon. 
L¶estimateur de 0i est : ti = gr (x1 .. . x,, n). 
La forme mathématique de la fonction gt dépend d’une part de celle de la fonction de rkpartition F, d’autre 
part de la méthode d’estimation : maximum de vraisemblance, moments... 
La valeur numérique de l’estimation dépend des valeurs numériques des variables de l’bchantillon et de la 
taille de ce dernier. 
2.1.2. En supposant l’estimateur convergent (correct) et en considérant qu’on pourrait tirer, d’une façon 
aléatoire, tous les échantillons possibles de taille n de la population mere, l’estimateur tt doit être considéré comme 
une variable aléatoire qui suit une fonction de répartition Hi et possédant une moyenne E (ti). 
D’après la définition classique l’estimateur est sans biais lorsque, quel que soit n 
* 
E (ti) = Oi veritable valeur du paramètre dans la population m&re 
La définition s’etend à tout estimateur, par exemple à celui de la valeur de la variable associée à une probabilité 
choisie à l’avance. 
2.2. C;RITIQUE DE LA DÉFINITION 
2.2.1. Le mieux est de citer KENDALL (t. II, chap. 17, p. 4). 
« Considérons la distribution d’échantillonnage d’un estimateur t. Si l’estimateur est correct, cette distribution 
aura, pour des échantillons de grande taille n, une valeur centr,ale dans le voisinage de la valeur 0 du paramètre 
de la population mère. On peut choisir parmi les estimateurs consistants celui qui répond à la condition que 0 soit 
égal à la valeur centrale ci-dessus non seulement pour n grand, mais quel que soit n. Et on définit ce qu’on appelle 
l’estimateur non biaisé par la relation E (t) = 8. 
L’expression « non biaisé » est malheureusement employée comme beaucoup d’autres en statistique. II n’y a 
pas d’autre motif que celui de commodité, pour privilégier la moyenne arithmétique parmi les autres mesures de 
valeurs centrales comme critère de biais. On aurait pu aussi bien choisir la médiane de la distribution de t, ou son 
mode, comme déterminant l’estimateur non biaisé. La moyenne est utilisée, comme toujours, pour sa commodité 
mathématique. C’est légitime, mais il est nécessaire de spkcifier que le terme’« non biaisé» ne doit pas être pris 
comme impliquant des propriétés d’une nature autre qu’arithmétique ». 
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2.2.2. La définition de I’estimateur sans biais fait référence à la valeur, inconnue, du paramètre dans la 
population mère. De plus E (t) d evrait être calculé connaissant tous les échantillons possibles de taille n pouvant- 
être tirés de la population m&re. Or, nous n’avons à notre disposition qu’un seul échantillon. 
2.3. CHOIX DE L'ESTIMATEUR DU CC MAXIMUM DE VRAISEMBLANCE>) 
2.3.1. Soient un échantillon de n variables aléatoires et indépendantes et une fonction de répartition choisie 
a priori (continue) F (x, 0r . . . 0,) dont les paramètres OI . . . @k n’ont pas de valeurs connues ou choisies a priori, 
mais à estimer d’après l’échantillon. 
En considérant les paramètres comme variables aléatoires (continues, dans leurs domaines de définition) on 
peut associer à des valeurs Or . . . T]r choisies pour ces paramètres une densité de probabilité qui est celle d’observer 
l’tchantillon donné x1 . . . x, par tirage au hasard dans la population mère définie par F (x, 7I . . . 7~) : on définit la 
vraisemblance de l’échantillon comme proportionnelle au produit des densités de probabilit& dF (xi)/dx. 
2.3.2. Il semble logique, étant donné qu’on fait un «pari» sur un seul tirage, de choisir l’estimateur qui conduit 
à l’estimation la plus probable d’après l’échantillon (et la fonction de répartition choisie). 
L’emploi de la méthode du maximum de vraisemblance calcule les valeurs r1 . . . tk qui maximisent leur densité 
de probabilité : valeurs modales de leur distribution conjointe (et non valeurs modales des distributions marginales 
des paramètres). 
C’est pourquoi nous considérons que les valeurs des paramètres calculées par le maximum de vraisemblance 
sont « les meilleures» (1.2). 
2.4. AVANTAGES DE LA MÉTHODE DU MAXIMUM DE VRAISEMBLANCE 
Outre les avantages de cette méthode, nous pouvons ajouter : 
2.4.1. La valeur xp correspondant à une probabilité, fixée a priori, P dans la fonction de distribution F (x, xo, 
8, a, P . ..) est la valeur la plus vraisemblable (modale) si les paramètres x0 de position, s d’échelle, c( /3 . . . de forme 
sont calculés par la méthode du maximum de vraisemblance 
,I 
- % 
P = f (x, x0, s, CI, p . ..) dx = 
-30 s 
UP 
f (u, cc, p . ..) du 
--cc 
x - xg 
avec u = ~ S xp = SUD + xg 
un n’étant fonction ni de xo ni de s, mais étant fonction des paramètres de forme (et de la valeur de la probabilité P 
fixée) : up = @ (cc, p . ..). 
E n prenant xp comme paramètre de position, les équations du maximum de vraisemblance s’écrivent : 
a£ -=O as 
E = 0 etc aM . 
as 
La première équation se réduit à - = 0 et on retrouve le système d’équations de calcul des paramètres xo, ax, 
s, u, p . . . par le maximum de vraisemblance. 
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Par contre l’utilisation d’estimateurs classiquement « sans biais » ne conduit pas à une estimation« sans biais » 
de xp : sauf cas tres particulier 
E (uo) n’est pas égal à Q (E.[u], E [p] . ..) 
E (xo) n’est pas égal à E (x0) + E (s) . E (un), 
car les distributions des parametres ne sont pas indépendantes (sauf dans le cas de la loi normale). 
2.4.2. La valeur P de la probabilité correspondant à une valeur xp fixée a priori est la valeur la plus vraisem- 
blable (modale) si les paramêtres de la distribution sont calculés par le maximum de vraisemblance. 
En partant de P = F (xp, x,,, s, CC, p . ..) 
a32 -= aP 
F' ag x0 ax, + F’, g + F’, 2 + .., 
as 
d’où ap = 0. 
Par contre, sauf cas très particulier : 
E (P) n’est pas égal à F (xn, E (x0), E (s), E (a) . ..) 
3. RAPPEL AU SUJET DES TESTS EXISTANTS 
3.1. CAS D'UTILISATION 
Il est nécessaire d’insister tout d’abord sur les deux façons d’utiliser les tests d’ajustement : 
3.1.1. Cas A : 
Hypothèse simple. La loi de distribution de la population mère .est parfaitement connue a priori (par sa for- 
mulation mathématique et les valeurs numériques des paramètres). On teste la probabilité de l’échantillon comme 
représentation de la population mère, ou, dit autrement, la probabilité. du tirage au hasard de cet échantillon 
dans la population mère parfaitement connue. 
On est aussi dans ce cas lorsque la distribution de la population mère n’est pas connue, mais entièrement 
choisie à l’avance : formulation mathématique et valeurs numériques des paramètres. 
3.1.2. Cas B : 
Hypothèse complexe. La formulation mathématique de la loi de distribution de la population mère est choisie 
à l’avance (ou connue a priori), mais les valeurs numériques de tous ou certains paramètres (au moins un) sont 
calculées d’après l’échantillon disponible. On teste la valeur de la loi de distribution choisie (avec ses paramètres 
calculés) comme représentation de l’échantillon, ou, dit autrement, la probabilité du tirage au hasard de cet échan- 
tillon dans la distribution de la population mère qui en est déduite compte tenu du choix de la formulation mathé- 
matique et du mode de calcul des valeurs numériques des paramètres. 
3.2. TESTS EXISTANTS 
3.2.1. Pour le cas A, dans lequel à la vérité on ne cherche pas à vérifier la validité d’un ajustement, il existe 
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un certain nombre de tests de bonne puissance : Cramer, Anderson, Kolmogorov... qui sont « non paramétriques », 
c’est-à-dire que leur puissance et leur signifloation sont indépendantes de la formulation mathématique de la loi 
de distribution de la population mère comme des valeurs numériques, connues, des paramètres entrant dans cette 
distribution. 
Pour mémoire, on peut signaler les tests paramétriques bien connus, 
suit une loi normale, de Student et de Fisher. 
applicables lorsque la population mère 
Le test du x2 a éte tout d’abord conçu pour ce cas A. Il n’est valable qu’avec un échantillon de taille assez 
grande et sa puissance est bien inférieure aux puissances des tests cités en premier lieu : par exemple si N est 
l’effectif nécessaire pour garantir une certaine puissance du test de Cramer, l’effectif nécessaire pour garantir la 
même puissance au même seuil de signification du test du x2 sera de l’ordre de N5/* (N = 120, NV* = 400). 
3.2.2. Pour le cas B, il n’existe que le test du x2 qui ne vaut pas grand chose. Entre autres défauts : même 
dans le cas d’échantillons assez grands, la valeur du test du x2 renseigne seulement sur la possibilité qu’a la loi 
choisie (avec ses paramètres calculés) de représenter la distribution de l’échantillon observé dans sa zone de forte 
densité de probabilité. 
Le test que nous avons recherché correspond à ce cas B, est utilisable pour de petits échantillons, et semble 
être quasi non-paramétrique. 
3.3. NIVEAU DE SIGIVIFICATION ET PUISSANCE D'UN TEST 
3.3.1. L’hypothèse testée peut être vraie ou fausse, qu’elle soit simple ou qu’elle soit complexe. Il y a deux 
erreurs possibles : 
A : on peut rejeter à tort l’hypothèse si elle est vraie 
B : on peut l’accepter à tort si elle est fausse. 
La probabilité de A est le niveau de signification « a », probabilité au dépassement définie par la valeur numé- 
rique du test. 
La probabilité de B est « p» et la puissance du test est l-p, qui dépend de la formulation du test, de la taille 
de l’échantillon et du niveau de signification a. 
3.3.2. L’habitude semble prise de rejeter l’hypothèse si le niveau de signification est < lys, de l’accepter 
si ce niveau est > 5%. 
Il faut bien voir qu’en moyenne des échantillons tirés d’une population mère de formulation mathématique 
connue a priori (que les valeurs numériques des paramètres soient connues a priori ou qu’elles soient calculées 
d’après chaque échantillon, indépendamment les uns des autres) fourniront, pour le niveau de signification, une 
valeur moyenne de 0,5. En effet, dans les conditions ci-dessus, la distribution de ce niveau est continue et uniforme 
entre 0 et 1. 
Cette remarque doit être utilisée chaque fois qu’on pense que toute une série de phénomènes suit la même 
loi de distribution avec des valeurs numériques des paramêtres différentes pour chaque terme : on suppose que 
chaque terme de la série est représenté par un échantillon, les échantillons étant indépendants entre eux (sans 
corrélation) et constitués de variables aléatoires et indépendantes entre elles. Ces conditions théoriques sont três 
restrictives : mais dans la pratique on peut admettre des échantillons corrélés entre eux et autocorrélés à condition 
que les coefficients de corrélation et d’autocorrélation ne soient pas trop élevés (en valeurs absolues). 
4. PRINCIPE DU TEST PROPOSE 
4.1. Une des idées directrices pour l’etablissement du test étant qu’il soit non paramétrique, il semble néces- 
saire de passer (comme pour le test de ~2) par l’intermédiaire des fréquences calculées d’après les valeurs de l’échan- 
tillon, la formulation mathématique de la loi de distribution choisie, et les valeurs numériques estimées pour les 
paramêtres. 
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A chaque variable de l’échantillon de taille n rangé en ordre croissant correspond une fréquence (au non 
dépassement) Fi et par inversion de la loi normale centrée réduite, une valeur vi 
4.2. On peut concevoir un échantillon idéal de taille n, de valeurs ui rangées en ordre croissant et suivant 
cc exactement » une loi normale, en obéissant aux conditions C ui = 0, C uf = n (détermination de la moyenne 
et de la variante par la méthode du maximum de vraisemblance). 
Les quantités (vi-ut) sont une mesure de la divergence entre 1”échantillon des v et l’échantillon idéal des U. 
Plutôt que de prendre g (vi-tri) comme valeur du test? il a semblé préférable de prendre une somme de carrés de 
surfaces comprises entre un axe d’abscisses équidistantes et la ligne brisée définie par les points Zi d’abscisses 2 i 
et d’ordonnées (vi-ui). 
0 2 4 6 8 
2 (n-3) 2(n-2) 2 (n-i) 2n 2(n+l 
Figure 1 
La figure 1 ci-dessus explicite les surfaces élémentaires prises en compte et élevées au carré : 
pour le premier point : A, Z, A2 
deuxième A Z, As -1 
troisième A, Z, 13 
(n - 2)ieme An-, Zn-, C 
(n - 1 )teme C L-1 D 
nieme D Za A,+i 
On voit que lorsque la ligne brisée joignant les Zi coupe l’axe des abscisses, les surfaces élémentaires prises 
en compte sont bien diminuées par rapport à celles prises en compte lorsque la ligne brisée ne coupe pas l’axe des 
abscisses. 
4.3. Des essais de simulation montrent que les variantes des quantités (vi-ut) sont minimales au rang n/2 et 
croissent fortement vers chaque extrémité (par exemple pour n = 39 les variantes correspondant aux rangs 1 et n 
sont dix fois plus fortes que les variantes correspondant aux rangs 14 à 26). A mêmes probabilités d’apparition de 
quantités (V-U) 1 es carrés des surfaces élémentaires correspondantes sont dans le rapport des variances. Il s’ensuit 
que, dans le calcul de la valeur du test, le poids des valeurs extrêmes est bien supérieur au poids des valeurs centrales. 
5. L’ÉCHANTILLON « IDÉAL» 
L’échantillon cc idéal» de valeurs U de réference ne semble pas facile à definir d’une façon mathématique 
stricte. C’est le point délicat de la construction du test, il n’a pu être résolu que d’une faç.on expérimentale. 
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5.1. Il a été effectué des tirages au hasard d’échantillons de taille n dans une distribution normale. Chaque 
échantillon a été rangé et recalculé en variables X, centrees réduites. 
Le domaine de variation de chaque variable xi est défini entre les limites suivantes : 




limite inférieure - 2/ n - 1 limite supérieure - - 
dll-1 




et les variables xi sont liées entre elles par les conditions 
CXi=O Cxf =n 
Xl < x2 . . . < xn - 1 < x, dont au moins une inégalité. 
5.1.1. Pour l’ensemble des échantillons de taille n, il a été calculé pour chaque rang : 
la valeur moyenne Xi (parce que c’est la seule valeur centrale facile à calculer), la variante wj et le coefficient 
d’asymétrie yi. 
On vérifie expérimentalement (compte tenu des écarts dus aux tirages au hasard) 
Xi=-F7n+l-i wi = TV, + 1- i Yi = - Yn + 1- i 
n 
n = Z Xi! + .Z Wi 
.l 1 
n 2n ‘+m 
C 1 xi 1 semble bien être - . . 
-Fdt Itl 
1 1/2, bo1t n -no &G e 
La somme 5 “i peut s’écrire avec une bonne approximation de n = 2 à n = 200 (fig. 2) 
1 
' "i = 'Y204 - l,g(n + 1,8)1,5 1 )Log(F) 
5.1.2. D’autre part la variante est minimale pour i = q( 1 ou es valeurs entières les plus voisines si n est 
pair) et de valeur approximative wo = 0,5642 & et elle est maximale pour i = 1 ou n, de valeur approximative : 
n-2 
WI = TV, = - WC). 
4 
Cette variante pour le-rang 2 est presque indépendante de n, d’une valeur voisine de 0,06. 
Du rang immédiatement supérieur à n+ au rang immédiatement inférieur à (n + 1) - (n + 1)/4, c’est-à-dire 
pour la moitié, les valeurs centrales, de l’échantillon rangé, la variante est très voisine de wo (fig. 3, 4 5 et 6). 
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: haque point reprès~ 
;érie d’échantillons tirés au 
>qsard 
Somme des variantes fwi 
1 
Figure 2 
5.2. Nous admettons que l’échantillon des valeurs Xi est en rapport étroit, inconnu, avec l’échantillon idéal 
de valeurs u. 
5.2.1. Les Xi n’étant pas faciles à calculer, il a été choisi de les remplacer par les valeurs yi définies par 
i - 0,3 “Yi 1 
-- 
n + 0,4 -1 
- e-:& 
, -ccl\ / 2x 
Les Yi sont liés aux Xi par un facteur multiplicateur quasi constant quel que soit i pour une taille n donnée : 
ai yi = Xi, ai > 1 (fig. 3, 4, 5 et 6). 
5.22. Nous admettons que l’échantillon idéal des valeurs u s’obtient, avec une approximation suffisante, en 
multipliant les valeurs yi par une quantité c : 
4 
n + 2l Wi 
CC x2 ’ Ui = C yi 
Y1 
La somme des carrés des valeurs u est alors égale à n + somme des variantes des Xi. 
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2 
Figure 3 Figure 4 
- 
Figure 5 Figure 6 
6. ESSAIS DU TEST 
Il a été vérifié par quelques tirages au hasard que les qualités exigées en 1 .l.l et 1.1.3 étaient convenablement 
obtenues du test (qui par construction possède la qualité 1.12). 
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6.1. ESSAIS EN DISTRIBUTION ORMALE 
Population mère distribuée normalement, paramètres de position nul, d’échelle égal à 1. 
Nous appelons xo et so les valeurs des paramètres de position et d’échelle déterminés sur un échantillon de 
taille n par la méthode du maximum de vraisemblance, xim et sm les valeurs des paramètres déterminés en mini- 
misant la valeur du test, X,, et So, Xm et sm les valeurs moyennes de ces paramètres sur e échantillons de taille n. 
1 
Les écarts-types (approchés par défaut) sont pour SI,-, .
6.1.1. 8 = 100 échantillons de taille n = 5 
xx* est a - 0,0415 écart-type de X,-, 
Srn est à - 1,022 écart-type de so 
6.1.2. 8 = 100 échantillons de taille n = 10 
srn est à + 0,0058 écart-type de X0 
Srn est à - 0,6644 écart-type de S, 
6.1.3. 8 = 100 échantillons de taille n = 25 
x, est à + 0,0463 écart-type de X0 
Sm est à - 0,1616 écart-type de So 
6.1.4. J’ = 100 échantillons de taille n = 50 
Xrn est à + 0,0258 écart-type de X0 
3, est à + 0,021l écart-type de So 
6.1.5. / = 100 échantillons de taille n = 100 
Y Xrn est à - 0,0061 écart-type de X0 
Sm est à + 0,0476 écart-type de 5,. 
6.2. Essais en distribution exponentielle généralisée de types Goodrich et Frechet. 
Les valeurs des paramètres d’échelle et de position des populations mères ont toujours été prises égales à 1 
et 0, mais différentes valeurs du paramètre de forme fi ont été choisies. 
X0, SO, 5, et sm ont la même signification qu’en 6.1. 
k, et k, étant les deux premiers cumulants de la population mère, y1 et ys étant les coefficients d’asymétrie et 
d’aplatissement, pour 8 échantillons de taille n les variantes et covariances de X0 et So sont (approchées par défaut) 
variante Xo = - n'f i k2 -k1 GYl + 7 (Y2 + 2) i 
variante “a = & (Ya + 2) 
covariance (X0, 8,) = & (2 Y1 dz-k1 (Y2 + 2)). 
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6.2.1. Paramètre de forme, connu à l’avance, B = 0,28 
d’où y1 = 0,00744 y2 = - 0,28459 coef. de cor (%a, s,-,) p = - 0,90298 
G = 100 échantillons de taille n = 10 
rc, e.st a - 0,0472 écart-type de 5, 
sm est à - 0,0703 écart-type de &, 
I = 100 échantillons de taille n = 25 
xrn est à - 0,5889 écart-type de Z,, 
Sm est à + 0,4973 écart-type de Se 
6.2.2. Paramètre de forme, connu à l’avance, Ei = 0,175 
d’où y1 = - 0,34279 Y2 = - 0,00915 p = 0,9677 
&’ = 100 échantillons de taille n = 16 
zm est à - 0,1532 écart-type de X0 
Srn est à + 0,1213 écart-type de SO 
8 = 100 échantillons de taille n =, 63 
xrn est à - 0,3766 ecart-type de X0 
zrn est à + 0,3542 écart-type de Sa. 
6.2.3. Paramètre de forme connu à l’avance B = 0,44 
d’où y1 = 0,46907 y2 = - 0,00044 p = - 0,782 
8 = 100 échantillons de taille n = 16 
2, est à - 1,3031 écart-type de F,, 
srn est à + 0,9312 écart-type de SO 
& = 100 échantillons de taille n = 63 
Xrn est à - 1,5839 écart-type de X0 
Srn est à + 1,2591 écart-type de 5, 
6.2.4. Paramètre de forme connu à l’avance B = 0,90 
d’où y1 = 1,70804 y2 = 4,21409. P= - 0,692 
. 
8 = 100 échantillons de taille n = 10 
Xrn est à - 1,334 écart-type de X0 
Pm est à + 1,1181 écart-type de &, 
8 = 100 échantillons de taille n = 25 
Xrn est à - 1,7285 écart-type de X,, 
Em est à + 1,198O écart-type de S,. 
6.2.5. Paramèt.re de forme connu à l’avance 6 = 0,lO 
d’où y1 = 1,91034 y2 = 7,97857 p = -0,99725 
8 = 100 échantillons de taille n = 10 
Xrn est à + 0,0598 écart-type de SO 
Srll est à - 0,0459 écart-type de su 
/ = 100 échantillons de taille n = 25 
Xrn est à - 0,1999 écart-type de X,, 
Sm est à + 0,215O écart-type de s,,. 
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6.3. REMARQUES UR LES ESSAIS EN EXPONENTIELLE GÉNÉRALISÉE 
6.3.1. Le coefficient de corrélation (approximatif) entre les paramètres de position et d’échelle est toujours 
négatif et assez élevé en valeur absolue, ce qui explique que lorsque la différence entre Xo et P, est assez grande, 
la différence entre 8o et 5, est du même ordre de grandeur mais de signe contraire. 
Si on élimine les determinations correspondant aux plus fortes valeurs observées du test, les écarts diminuent 
sensiblement : par exemple pour 6 = 0,90 en ne conservant que &’ = 90 échantillons de taille n = 25 
xm est à - 1,3106 écart-type de X0 
Sm est à + 0,9866 écart-type de 0, 
6.3.2. Les cinq séries d’essai ci-dessus montrent que xm est systématiquement inferieur à xo et sm supérieur 
à so. Les différences restent cependant faibles lorsque l’ordre du point de contact de la fonction de densité avec 
l’axe des abscisses à la borne (inférieure) de l’intervalle de définition de la variable est élevé, et les différences 
augmentent lorsque cet ordre diminue ; par exemple pour 6 = 0,44 dérivée première de la fonction de densité en 
x = x,, nulle mais dérivée seconde infinie, pour 6 = 0,90 (courbe en toboggan) dérivées première et d’ordre supé- 
rieur : infinies. 
6.4. VALEURS MOYENNES DU TEST DANS LES ESSAIS PRÉCÉDENTS 
6.4.1. La valeur moyenne de la valeur du test (non minimisé) a été calculée pour chaque série de 100 échan- 
tillons de 6.2 et cette valeur moyenne comparée à celle de la distribution du test (cf. zkzfiu). ’ 
S = 0,28 échantillons de taille n = 10 
valeur moyenne du test 2,63783 à + 0,428 écart-type de E (distribution) 
échantillons de taille n = 25 
valeur moyenne du test 3,78963 à + 0,313 écart-type 
S = 0,175 échantillons de taille n = 16 
valeur moyenne du test 3,53193 à + 1 ,019 écart-type 
échantillons de taille n = 63 
valeur moyenne du test 4,95774 à + 0,599 écart-type 
6 = 0,44 échantillons de taille n = 16 
valeur moyenne du test 3,38031 à + 0,655 kart-type 
échantillons de taille n = 63 
valeur moyenne du test 4,48132 à - 0,128 écart-type 
6 = 0,90 échantillons de taille n = 10 
valeur moyenne du test 5,09695 à + 8,598 écart-type 
echantillons de taille n = 25 
valeur moyenne du test 6,95814 à + 6,371 écart-type 
6 = -0,lO échantillons de taille n = 10 
valeur moyenne du test 2,68072 à + 0,571 élart-type 
échantillons de taille n = 25 
valeur moyenne du test 4,03871 à + 0,789 écart-type 
;1 
6.4.2. La distribution de la valeur du test est fortement asymétrique, avec un coefficient de variation élevé. 
s’ensuit, car le nombre d’échantillons par série est assez petit, que les probabilités au dépassement des valeurs 
des écarts positifs donnés ci-dessus sont supérieures aux probabilités qu’on lirait sur une table de la distribution 
normale. 
Hors le cas S = 0,90, aucun écart n’est. significatif. Cependant la répétition du signe + montre que la condi- 
tion 1.2.4 n’est pas parfaitement tenue. 
Le cas 6 = 0,90 confirme ce qui a été constaté en 6.3.2. 
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6.5. D’autres séries d’essais ont été effectuées : loi de distribution choisie pour la population mère et l’ajus- 
tement : exponentielle généralisée avec paramètre de position connu à l’avance, paramètres de forme et d’échelle 
calculés par la méthode du maximum de vraisemblance. 
6.5.1. La valeur moyenne de la valeur du test (non minimisé) a été calculée pour chaque série de 100 échan- 
tillons et cette valeur moyenne comparée à celle de la distribution du test (cf. ir+u) 
population mère 6 = 0,28 échantillons de taille n = 10 
valeur moyenne du test 2,4663 à - 0,246 écart-type de E (distribution) 
échantillons de taille n = 63 
valeur moyenne du test 4,1163 à - 1,752 écart-type 
population mère 6 = 0,175 échantillons de taille n = 10 
valeur moyenne du test 2,7816 à + 1,572 écart-type 
échantillons de taille n = 63 
valeur moyenne du test 4,6239 à + 0,230 écart-type 
population mère 6 = 0,44 échantillons de taille n = 10 
valeur moyenne du test 2,6216 à + 0,649 écart-type 
échantillons de taille n = 63 
valeur moyenne du test 4,6631 ‘à + 0,383 écart-type 
population mère 6 = 0,90 échantillons de taille n = 10 
valeur moyenne du test 2,2555 à - 1,462 écart-type 
échantillons de taille n = 63 
valeur moyenne du test 4,4638 à - 0,395 écart-type 
population mère 6 = -0,lO échantillons de taille n = 10 
valeur moyenne du test 2,5639 à + 0,317 écart-type 
échantillons de taille n = 63 
valeur moyenne du test 4,7929 à + 0,890 écart-type. 
6.5.2. Aucune des différences ci-dessus n’est significative et nous admettrons que la distribution de la valeur 
du test est indépendante du rôle des deux paramètres ajustés (sauf lorsque la fonction de densité est en J, en U 
ou en toboggan). 
7. DISTRIBUTION DU TEST 
7.1. Les connaissances qu’on peut avoir, a priori, sur la distribution du test pour une taille d’échantillon 
connue sont très succinctes : la valeur du test, d’après sa construction, est toujours positive dans un domaine de 
variation limité inférieurement par une valeur peu différente de zéro et supérieurement par une valeur élevée par 
rapport à sa valeur moyenne. 
7.2. Pour déterminer la distribution du test nous avons effectué des tirages au hasard dans une distribution 
1 
normale. Chaque Echantillon a été rangé, ses paramètres de position x,, = - n E xi et d’échelle se = i X (xi - 1~~)~ 
xi - X0 calculés, et la valeur du test calculée avec les variables réduites p. 
SO 
Pour chaque série d’échantillons de même taille il a été calculé les moments naturels d’ordre 1 (moyenne) à 4 
et les coefficients d’asymétrie et d’aplatissement de la distribution d’échantillonnage du test. Les valeurs du test 
ont été réparties en tranches de valeurs 0,5 entre 0 et 20. 
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7.3. Le nombre d’échantillons tirés dans chaque série n’a Pas été très grand (compris entre 10 000 pour n = 8 
et 2 000 pour n = 200) si bien que les variances des moments naturels calculés par séries sont très grandes. 
Cependant le graphique du coefficient d’aplatissement en fonction du coefficient d’asymétrie conduit à essayer 
une loi gamma incomplète généralisée, car les repartitions en tranches montrent que la distribution est unimodale 
et en cloche. 
7.4. A priori la valeur du paramètre de position a été choisie nulle, et la fonction de densité de cette distri- 
bution s’bcrit : 
r et y étant des paramètres de forme 
s étant un paramètre d’échelle. 
Le mode de la distribution est s (y - a)” et les moments par rapport à l’origine sont sk r (Y + ka) 
r‘ (Y) * 
D’après les séries de tirages au hasard, nous avons choisi pour représenter le moment d’ordre 1 : 
m,, = 32,31 (log (n + 1?5)011051 - 32,YY = s ’ r ,$ a) (n de 8 à 200). 
Pour chercher les déterminations de rx et de y? nous sommes partis d’une part, du fait que la variante de 
mz- r (Y + 2 4 r (Y) 
mf - [r (Y + 412 
n’est pas exagérément grande et d’autre part en cherchant à minimiser les x2 calculés d’après les repartitions 
observées par tranches et 1 es repartitions déduites de valeurs de y et de M choisies. 
7.5. En fin de compte il semble que la probabilité liée à la valeur du test puisse être représentée, pour des 
tailles d’échantillons de n = 8 à n = 200, avec une erreur possible de l’ordre de & 0,0005, par une distribution 
gamma incomplète de paramètre de position nul, de paramètres de forme : 
y = 400 
c 
1 - (n - 1)“~s75 exp [- dF),j 
ct = 10 (1 - (2,4 n - 3,8)0,7g;~” exp (- 4 n - 2)) 
et d’echelle : s = m r (Y) 
l r (Y + 4’ 
8. UTILISATON DU TEST, CONCLUSION 
8.1. Tel qu’il a été bâti le test semblerait ne devoir être utilisé que lorsque les valeurs de deux paramètres 
ont été ajustées. II est certain que la distribution de la valeur du test change avec le nombre des paramètres ajustés. 
Mais la principale utilisation d’un test d’ajustement est d’abord de permettre le choix entre dif?Grentes for- 
mulations mathématiques, certaines demandant l’ajustement d’un seul paramètre, d’autres de deux paramètres, 
d’autres encore de trois ou plus. Il suffit dans ce cas de comparer les différentes valeurs du test : la plus faible est 
considérée comme celle du meilleur ajustement : moindre divergence entre l’échantillon observé et l’échantillon 
« idéal ». 
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8.2. Dans cette dernière optique on peut utiliser les probabilités au dépassement de la distribution du test 
lorsqu’on a plusieurs échantillons de tailles différentes pour lesquels on suppose a priori que la même formulation 
mathématique de la loi de distribution est valable, mais avec des valeurs numériques différentes suivant les échan- 
tillons des paramètres d’ajustement. Parmi les diverses formulations essayées, la meilleure est probablement celle 
pour laquelle la somme des probabilités au dépassement est la plus forte. 
8.3. CONCLUSION 
Le test d’ajustement proposé peut être considéré comme non paramétrique (si@ication indépendante de 
la formulation mathématique de la loi de distribution continue choisie) lorsque la fonction de densité et sa dérivée 
première sont nulles aux bornes de l’intervalle de variation de la variate. 
Sa valeur est quasi minimale lorsque les paramètres d’ajustement sont calculés par la méthode du maximum 
de vraisemblance. 

































































Son mode de calcul donne plus de poids aux valeurs extrêmes (inférieures et supérieures) de l’échantillon 
rangé et permet de tester l’ajustement sur une moitié seulement (inférieure ou supérieure) de l’échantillon rangé. 
Mais il n’est utilisable que pour des échantillons de taille comprise entre 8 et ZOO. 
Comme explique en annexe, on peut l’appliquer sur une moiti& - inférieure ou supérieure - de l’échantillon. 
9. ANNEXES 
9.1. SOITS ROUTINE XTEST3 (UT, F, N) PIÈCE JOINTE 
Calcule la valeur du test UT. 
Fournir en entrées la taille N de l’échantillon et les N probabilités F déduites des valeurs observées, rangées 
en ordre croissant, par la formulation mathématique choisie et les valeurs numériques des paramètres ajustés. 
9.2. FONCTION QTESTS (UT, M) PIÈCE JOINTE 
Calcule la probabilité au non dépassement de la valeur UT provenant de XTESTS ou de XTESMS. 
Fournir UT et la taille M de l’échantillon. 
-----Apstement a une distribution de GUMBEL. Moitié superieure seule 
-Ajustement b une distribution de GUMBEL.Twt l’6chantillon 
-t 
Fig. 7. - Dbbits instantanés (US/~) maximaux d’années hydrologiques à Mjara (Ouergha, Maroc) 
1932-33 à 1974-75 moins 1947-48 et 1948-49. Echantillon de 41 valeurs 
. 
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9.3. SOUS ROUTINE XTESMS (UT; F, N, KA) PIÈCE JOINTE 
Calcule la valeur du test UT sur une moitié de l’échantillon. 
Fournir en entrées la taille N de l’échantillon (total), les N probabilités F déduites des valeurs observées, ran- 
gées en ordre croissant, par la formulation mathématique choisie et les valeurs numériques des paramètres ajustés, 
et la valeur KA = 0 si on teste sur la moitié inférieure, ou KA = 1 si on teste sur la moitié supérieure. 
9.4. EXEMPLE D'UTILISATION 
Etude des débits instantanés maximaux d’années hydrologiques à la station de M’Jara (Ouergha, affluent du 
Sébou, Maroc) en distribution de Gumbel (fig. 7). I 
9.4.1. Le programme principal ci-joint entre les 41 valeurs X de l’échantillon rangées en ordre croissant, 
calcule par la sous routine PGUMMS les valeurs des paramètres d’ajustement X0 et S sur la moitié supérieure de 
l’échantillon [de X(21) à X(41) avec poids 1/2 pour X(21) et poids 1 pour les 20 autres valeurs], calcule les 41 valeurs 
F de la probabilité au non dépassement des valeurs X, X0 et S étant connus, calcule par la sous routine XTESMJ 
la valeur UT du test pour la moitié supérieure de l’échantillon (KA = 1) et par QTEST3 la probabilité au dépas- 
sement de la valeur UT. 
9.4.2. Un autre programme, non fourni, mais dont les sorties ont été jointes à celles du précédent, calcule 
par la sous routine PGUMB les valeurs des paramètres d’ajustement X0’ et S’ sur la totalité de l’échantillon, 
calcule les 41 valeurs F’ de la probabilité au non dépassement des valeurs X, calcule par la sous routine XTEST3 
la valeur UT’ du test pour la totalité de l’échantillon, la probabilité de UT’ puis par la sous routine XTESMS 
la valeur VT du test pour la moitié supérieure de l’échantillon (d’après les F’) et la probabilité de VT. 
Remarque : Test de x2, 8 classes d’égales probabilités : 
10 classes d’égales probabilités : 
5,244 probabilités (5 degrés de liberté) : 0,39 
7,049 probabilité (7 degrés de liberté) : 0,42. 





[Jo 3 k=1*2 
DO 3 I=l.N 




I 1 T=FRF~V~K*Il/1.~16?1~S~l-G 
V(K.T)=V(K,I)-T~EXFIVOaV(K,T)/3.)9.PR62?~~~5 
IF(AT~T(T~l.E~l.~E.O.)GO TO 1 
IF(K.EQ.2)GO TC 2 







DO 4 I=lrN 
4 t~T*l)=V(2rI)-V(l.TlaC 
UT=O. 
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IF(N.LE.OlGG TO 3 
Gt (l-SIl/2ÇGC+ ~]+sTl/2*Ab’AXl (l.F-7atiC-h1 
Sü=l.DO 
DO 1 I=lrN 
SU=SIIW/(G+I-1 -1 
1 ss=ss+su 









Nl=ï-nb+ (N/z+ll *KA 
c=n. 
DO 2 k=l l 2 













DO 6 I=l.NN 
4 Z(I+1l=V(2,Il-V(l~Tl~C 
UT=n. 
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RELFASE ?.O MA TN CPTE = 7Pflilr; 17/1?/EÇ 
1 FOAicATt’l DEDTTS.ThSTAtvTAkES M3/S t’L\xIt’AUX 0 ANFtEFS HYDRCLOGTCUES, 
7 /g A .f’.JARA .(GLERCb4.îvPFiCC) .1’037-3 A lY74-c; MOINS 1347-P ET 4k-4, 
3 /l FCPAhTILLCK OF 41 VA1 EU!+S* ) 
? FORtiAT(~OPJtJSTE~EkT A UbiF DISTRIPLTIClb DF G~JVRFL,MOLTTF SUFFRIEIJHF 
? SFlllt*//l PAFA,UETGES DF FOSITION~.FI~.~.~ fl FCkELLE’.F 10..7/) 
3 FORMAT(1 ChSEHVE RECL’hRFtvCE Ai& CBSERVFt -1 
4 FOR’.‘AT(F7.O,F14.3.Fll.D) 
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UtbITS IhSTAhTbNE5 M3/S h~AXTYBL;X U GhfcEES bYIlk~l f!UI~Uk-S 
A F?JA&A ~G~J&HGHA.P~AROC! lqq?-3 G 1974-5 t'C7hS 1447-H ET bti-9 
ECHANTILLCh Ut 41 Vu1 EURS 
OBSERVE RECURRENCE. ANS OHSFRVE 
bon. 82.000 hRilfl. 
bhS.- 27.333 hÇ?Jl. 
717. lh.400 *FInfI. 
817. 11.714 544n. 
1aoll. 9.111 544n. 
1040. 7.455 43nn. 
1070. 6.308 41FIl-l. 
lOBO. 5.467 aoîn. 
1140. 4.H24 360i-I. 
1200. 4.316 37Rtl. 
1200. 3.905 32an. 
1250. 39.565 3?10. 
1350. 3.280 3100. 
1400. 3.037 3040. 
1830. 2.H2R 2950. 
1830. 2.h4S 27Qfl. 
1850. 2.485 2650. 
1940. 2.343 2540. 
2050. 2.216 2465. 
2200. 2.103 2440. 
2250. 2.000 22so. 
AJUSTEYEAT A UNE DPSTRIAUTICN DE GUW3EL.MOTTIF SIIPERIEURF SEULE 
PAWAMETGEE CE POSITION 1749iR31 D FCPELLF 1364.8343 
CALCULE RECLJHGENCE ANS CALCULE 
-335. 100.000 f302a. 
-112. so.noo 7075. 
253. tn.noo seo4. 
612. 1o.noo 4821. 
11on. s-no.0 3797. 
1304. 4.000 3450. 
1496. 3.733 3157. 
lElb9. 2.500 2667. 
225n. 2.noo 2250. 
VALEü4 TEST 1.546 PROR AU OEPASSEMENT 0.931 
AJUSTFHFRT A UNE DISTRIRUTION DE GUMREL.TOIJT L Ec~+A~TILLO~~ 
PARAPESGES CE POSITION 1868.540 D ECHELLE 1176m 123 




























VAL‘EUR TEST 5,1R7 PPOR 4U nEPASSEpENT n-as1 
MOITIE SUPERIEURE ~EIJLE. VALELJR TEST 5 .hïll FHOB O.PU 
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