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We propose that bilayer graphene can provide an experimental realization of deconfined criticality. Current
experiments indicate the presence of Ne´el order in the presence of a moderate magnetic field. The Ne´el order can
be destabilized by application of a transverse electric field. The resulting electric field induced state is likely to
have valence bond solid order, and the transition can acquire the emergent fractionalized and gauge excitations
of deconfined criticality.
PACS numbers:
I. INTRODUCTION
Undoped graphene, in both its monolayer and bilayer
forms, is nominally a semi-metal. However, upon applica-
tion of a moderate magnetic field it turns into an insulator1
(in the quantum Hall terminology, this state has filling frac-
tion ⌫ = 0). Evidence has been accumulating from recent
experiments2–8 that the insulator has symmetry breaking due
to the appearance of antiferromagnetic long-range order. Be-
cause of the applied magnetic field, the antiferromagnetic or-
der is expected to lie in the plane orthogonal to the magnetic
field, along with a ferromagnetic ‘canting’ of the spins along
the direction of the magnetic field: this state is therefore re-
ferred to as a canted antiferromagnet (CAF). For the case of
bilayer graphene, experiments2–4,6,7 have also induced what
appears to be a quantum phase transition out of the CAF state.
This is done by applying an electric field transverse to the lay-
ers, leading to states with layer polarization of electric charge,
but presumably without antiferromagnetic order.
Theoretically, the CAF is expected to be stable in bilayer
graphene over a range of microscopic parameters9–11. Study-
ing the instability of the CAF in a Hartree-Fock analysis,
Kharitonov12–15 proposed phase diagrams which apply to the
experimental configurations: he found that upon application
of an electric field, the CAF state undergoes a quantum phase
transition into a state with partial-layer-polarization (PLP) and
a distinct broken symmetry: the PLP state preserves spin ro-
tation invariance, but breaks lattice symmetries in the Kekule´
pattern (see Fig. 1c). The insulating CAF and PLP states, and
the transition between them, will be the focus of our present
study. There is no direct experimental evidence yet for the
Kekule´ broken symmetry in the PLP state, but we hope this
will be the focus of future experiments.
From the perspective of symmetry, we are therefore in-
vestigating the quantum phase transition between two insu-
lating states in an electronic model which has spin rotation
symmetry and the space group symmetries of the honeycomb
lattice. One insulator breaks spin rotation symmetry by the
appearance of antiferromagnetic long-range order in the two-
sublattice pattern shown in Fig. 1b: we will henceforth re-
fer to this insulator as the Ne´el state. The second insulator
(a) (b) (c)
FIG. 1: (Color online) (a) Top view of AB stacked bilayer graphene.
⇤a and ⇤b are the sublattice of layer A of graphene which is the
dashed red line in the figure; the sites of ⇤b are colored blue. And ⇤c
and ⇤d are the sublattice of layer B which is the dashed blue line; the
sites of ⇤c are colored red. The sites of ⇤a and ⇤d are present at the
same r in the plane of graphene. ⇤b and ⇤c also makes a honeycomb
lattice, which is depicted as the thick black line. This is the e↵ective
honeycomb lattice where the Ne´el and VBS order reside. (b) Ne´el
order in the e↵ective honeycomb lattice. (c) One of the three VBS
states in the e↵ective lattice. The black oval depicts the singlet bonds.
Note that 1/3 of the hexagons in the VBS state have no valence bonds,
and so this state can also be viewed as having ‘plaquette’ order on
these hexagons.
breaks the space group symmetry alone in the Kekule´ pat-
tern of Fig. 1c. A direct quantum phase transition between
two insulators with precisely the same symmetries was first
discussed some time ago in Ref. 16 in the very di↵erent con-
text of correlated electron models inspired by the cuprate high
temperature superconductors. In these models, the Kekule´
state is referred to as a valence bond solid (VBS), as the space
group symmetry is broken by singlet valence bonds between
spins on the sites of the honeycomb lattice; we include the
‘plaquette’ resonating state within the class of VBS states, and
it breaks the honeycomb lattice symmetry in the same pattern.
More recently, the Ne´el-VBS transition has been
identified17,18 as a likely candidate for ‘deconfined criti-
cality’. In this theory, the low energy excitations in the
vicinity of the transition are described by neutral excitations
carrying spin S = 1/2 (‘spinons’) coupled to each other by
the ‘photon’ of an emergent U(1) gauge field. The quantum
transition itself is either second order or weakly first order; in
either case, there is evidence for the presence of the emergent
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In the present paper, we will apply a strong coupling per-
spective to models on the bilayer honeycomb lattice linked
to the physics of bilayer graphene. Our analysis therefore
complements that of Kharitonov, who perturbatively exam-
ined the e↵ect of interactions after projecting to the lowest
Landau level. We also note other theoretical studies by Roy
and collaborators21–23 which do not project to the lowest Lan-
dau level. Our perspective is more suited to addressing the
nature of quantum fluctuations near the quantum phase transi-
tion, and for describing the possible emergence of exotic vari-
eties of fractionalization. We will discuss some of the experi-
mental consequences of this new perspective in Section VII.
We will introduce our lattice model on the bilayer honey-
comb lattice in Section II. We assume that the strongest cou-
pling in the model is the on-site Hubbard repulsion U, and
perform a traditional 1/U expansion to obtain an e↵ective spin
model on the same lattice. In Section III, we examine this
spin model in a spin-wave expansion, and determine regimes
where the Ne´el order is suppressed. An alternative e↵ective
spin model, related to those examined in recent numerical
work, is studied in Section IV. We study the geometric phases
between the Ne´el and VBS orders in Section V, and comment
on the structure of vortices in the VBS order in Section VI.
II. THE STRONG COUPLING MODEL
We start our analysis from the extended Hubbard model
for AB stacked bilayer graphene in the strong coupling limit.
A top view of AB stacked bilayer graphene is shown in
Fig. 1a. In our coordinate system, we set the lattice con-
stant to 1 and define s1 = (1, 0), s2 = ( 1/2,
p
3/2), and
s3 = ( 1/2, 
p
3/2).
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Here c† (c) is the fermion creation (annihilation) operator and
n = c†c is the number operator. tk and Vk are the tight bind-
ing hopping parameter and the nearest neighbor interaction
within the plane, t? and V? are those between the planes, and
U is the on-site interaction. We label each layer of graphene
as A and B: layer A consists of sublattice ⇤a and ⇤b, and
layer B consists of sublattice ⇤c and ⇤d. Only one of the sub-
lattice in each layer has common in-plane coordinate in AB
stacked bilayer graphene, and we set those to be ⇤a and ⇤d.
Elsewhere in the literature, the site labels a, b, c, and d are
often referred to as A1, B1, A2, and B2 respectively, mean-
ing sublattice A(B) or layer 1(2). However, we find it more
convenient to use the compact notation a, b, c, d. Hopping
and interaction between the layers only occur between these
sublattices. We also include an electric field transverse to the
plane of graphene, pointing from layer A to layer B. The elec-
tric field is minimally coupled to the density of the fermions
with coupling E. We assume that E is also smaller than U,
and so both layers will be half-filled at leading order in 1/U,
and the e↵ective Hamiltonian can be expressed only in terms
of spin operators on the sites. The subleading 1/U corrections
will induce terms in the e↵ective Hamiltonian, but also induce
a polarization in the layer density when computed in terms of
the bare electron operators.
Our Hamiltonian does not explicitly include the influence
of an applied magnetic field. Such a field will modify H in
two ways, via a Peierls phase factor on the hopping terms tk,?,
and a Zeeman coupling. In the context of our strong coupling
expansion, the influence of the Peierls phases will only be to
modify the coe cients of ring-exchange terms in the e↵ective
spin Hamiltonian. However, such ring-exchange terms only
appear at sixth order in tk, and this is higher order than our
present analysis; so we can safely drop the Peierls phases. The
Zeeman term commutes with all other terms in H, and so does
not modify the analysis below, and can be included as needed
in the final e↵ective Hamiltonian.
From this Hamiltonian we work on the strong coupling
limit, where tk, t? ⌧ U,V , and perform the t/U expansion
up to O(t4/U3) order. In this expansion we assume both tk and
t? are much smaller than U, although this is not well satisfied
in the experiment (also, there is a significant di↵erence in the
values of the hopping parameters,24 tk ⇠ 3.0 eV, t? ⇠ 0.40
eV). There are numerous works on the t/U expansion of Hub-
bard model in various lattices, including the classic work of
Ref.s 25,26 in square lattice. Extra care is needed while deal-
ing the similar procedure with the above model since we have
included nearest neighbor interaction and the lattice structure
is more complicated.
First we organize the Hamiltonian in Eq. 1 as H = HU +Ht,
where HU is the interaction terms and Ht is the kinetic terms.
We consider Ht as the perturbation and rearrange it by the
change of interaction energy through the hopping process.
Ht =
X
 
[T  + T  ] (2)
T  is the sum of all hopping terms that increases the interac-
tion energy by  U. For notational convenience, we restrict  
to be positive and collect the decreasing energy processes to
T   with an explicit negative sign.
By systematically performing the unitary transformation,
we may obtain the e↵ective Hamiltonian H(n) which contains
terms up to the order of tn+1/Un for arbitrary n25,26. We
present the result of H(3) for the system in the ground state
3manifold at half filling without long derivation.
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The above expression is a general result for Hubbard type
Hamiltonian and will hold for any bipartite lattice regardless
of the dimension.
Applying Eq. 3 to our specific case of bilayer graphene we
obtain a spin Hamiltonian which contains every terms up to
the order of t4/U3,
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with the exchange couplings as,
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(5)
and,
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4 t2k t
2?⇣
(U   V2k )2   V2?
⌘2 ⇣
(U   V?)2   E2
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⌘
 E2 ⇣2U5   (4Vk + 5V?)U4 + (2V2k + 13VkV? + 8V2?)U3   V?(Vk + V?)(11Vk + 2V?)U2
+V?(Vk + V?)(3Vk   V?)(Vk + 2V?)U   V2?(V3k + 3V2k V?   VkV2? + V3?)
⌘
+ E4(U   V?)((U   Vk)2 + V2?)
⌘
(6)
We have additionally defined t1 = s2   s3, t2 = s3   s1, and
t3 = s1   s2. Without the electric field, the lattice symmetry
guarantees the J⇥ coupling in ~S (a)r · ~S (c)r si and ~S (d)r · ~S (b)r+si to be
the same. However, when the field is turned on, the layer sym-
metry breaks and the two J⇥ value becomes di↵erent. Here we
take the average value for simplicity. This will not change the
qualitative behavior unless E is very large. Di↵erent exchange
couplings defined in Eq. 4 are shown schematically in Fig. 2.
We work in the parameter range where all four exchange cou-
plings are antiferromagnetic. This can be made compatible
with experimental data of hopping parameters24. Moreover, in
most of the parameter regime where Jk and J? are antiferro-
magnetic, we find J2 and J⇥ to be positive as well. Therefore,
we have enough parameter space to explore with this model
and do not have to fine-tune the parameters.
III. SPIN-WAVE EXPANSION
Previous studies of the bilayer antiferromagnet have fo-
cused on the square lattice27–31 where the sites are stacked di-
rectly on top of each other. In these models, as the interlayer
coupling is increased there is eventually a transition from the
Ne´el state to a ‘trivial’ paramagnet in which the ground state
is approximately the product of interlayer valence bonds be-
tween superposed spins. However, here we are considering a
staggered stacking, in which no such trivial one-to-one iden-
tification of spins between the two layers is possible. Any
4FIG. 2: (Color online) Top and side view of the AB stacked bilayer
graphene. Exchange couplings Jk, J?, J2, and J⇥ are shown in the fig-
ure. The top view can be considered as the same as Fig. 1a, without
the e↵ective honeycomb lattice depicted in thick black line. Layer A
and B are the red and is the blue lattices as in Fig. 1. In the side view,
the black lines depict the lattice sites connected by the t? hopping
parameter in Eq. 1. The dashed lines are guide to the eye showing
that the horizontal coordinates are the same for the two views. As
we can see from the figure, Jk is between nearest neighbors within
one layer, J? is between nearest neighbors of di↵erent layers, J2 is
between next nearest neighbors within one layer, and J⇥ is between
next nearest neighbors of di↵erent layers.
pairing of spins must break a lattice symmetry, and this is a
simple argument for the appearance of a VBS state. Never-
theless, it is useful to apply the spin wave expansion used for
the square lattice27,29, and study how the intra- and inter-layer
couplings modify the staggered magnetization. This will help
us determine the parameter regime over which the Ne´el order
decreases, and a possible VBS state can appear. However, a
description of the transition to, and structure of, the VBS state
is beyond the regime of applicability of the spin-wave expan-
sion.
Among the four exchange couplings listed in Eq. 5 and 6,
only J? and J⇥ depend on the electric field strength, E. The
electric field breaks the layer symmetry, so it is reasonable
that E is only included in the exchange coupling between dif-
ferent layers. We start from the Ne´el phase and calculate the
staggered magnetization of the bilayer graphene as a function
of either J?, J⇥, or E. Since our starting point is an SU(2)
symmetry broken state, we use the Holstein-Primako↵ repre-
sentation.
Starting from the e↵ective spin Hamiltonian derived in
Eq. 4, we perform the 1/S expansion (where S is the mag-
nitude of the spin, and we are interested in S = 1/2) about
the antiferromagnetically ordered state by expressing the spin
operators in terms of bosons, a, b, c, d:
S (a)z = S   a†a ; S (a)+ =
p
2S (1   a†a/(2S ))1/2a
S (b)z =  S + b†b ; S (b)+ =
p
2S b†(1   b†b/(2S ))1/2
S (c)z = S   c†c ; S (c)+ =
p
2S (1   c†c/(2S ))1/2c
S (d)z =  S + d†d ; S (d)+ =
p
2S d†(1   d†d/(2S ))1/2
(7)
Then, to the needed order, the Hamiltonian is,
H = Jk
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(8)
We write this in momentum space as,
H =  3NS (S +1)(2Jk+ J?/3 4J2 2J⇥)+S
X
k
 †kM(k) k,
(9)
where N is the number of sites in ⇤a,  k is the boson spinor
 k = (ak, ck, b† k, d
†
 k), and
M(k) =
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J? Jk ( k) J⇥ (k) J˜(k) + J?
1CCCCCCCCCCCCA ,
with
J˜(k) = Jk + J2 (k)   3J⇥,
 (k) =
3X
i=1
eik·si ,
 (k) =  6 + 2
3X
i=1
cos (k · ti) .
5FIG. 3: (Color online) Magnetization of each sublattice in bilayer
graphene as a function of J? (left) and J⇥ (right). We used Jk/U =
0.089, J2/U = 0.0095 for both plots, J⇥/U = 0.0018 for the left plot,
and J?/U = 0.028 for the right plot.
The Hamiltonian can be diagonalized by a bosonic version of
the Bogoliubov transformation (which is not a unitary trans-
formation) as described in Ref. 32.
Now the staggered magnetization of the bilayer graphene
can be obtained from the diagonalized Hamiltonian. The ex-
pression for the magnetization is very complicated with all
four exchange couplings, and hard to write down in a closed
form. Therefore we present numerical values for a selected
set of parameters. Fig. 3 shows the calculated magnetization
as a function of J? and J⇥ for parameters Jk/U = 0.089,
J2/U = 0.0095, J⇥/U = 0.0018, and J?/U = 0.028 (un-
less one is the variable for the graph). These correspond to
tk/U = 0.1, t?/U = 0.07, Vk/U = 0.4, and V?/U = 0.3 for
the parameters in the extended Hubbard model. Since the sub-
lattice ⇤a(⇤d) and ⇤b(⇤c) are not symmetric in AB-stacked
bilayer graphene, they will in general have di↵erent magneti-
zation, and therefore are plotted separately (for example, sites
in ⇤a(⇤d) has coordination number of 4, whereas the sites in
⇤b(⇤c) has 3). As depicted in Fig. 1, the Ne´el and VBS states
of interest reside in ⇤b and ⇤c. We are therefore more inter-
ested in the magnetization of ⇤b than ⇤a.
We observe that the magnetization in each sublattice de-
creases as J⇥ increases. This is reasonable in the sense that
antiferromagnetic J⇥ increases frustration of the Ne´el phase.
FIG. 4: (Color online) Magnetization as a function of electric field
coupling, E. Parameters used are tk/U = 0.1, t?/U = 0.07, Vk/U =
0.4, and V?/U = 0.3. According to Eq. 5 and 6, these parameters
match the exchange coupling values used in Fig. 3.
However when J? increases, magnetization of ⇤b increases
while that of ⇤a decreases. This is mainly because J⇥ frus-
trates all four sublattices, but J? only gives frustration to ⇤a
and ⇤d. That is, the Ne´el phase in ⇤b and ⇤c are not directly
e↵ected by J?. We will explore again, in the next section,
the influence of J? to ⇤b and ⇤c in the subleading order in a
perturbation theory in large J?. The result is an antiferromag-
netic coupling between spins in ⇤b and ⇤c, and a ferromag-
netic coupling between spins within ⇤b or ⇤c. This suggests
a ‘layer-polarized antiferromagnet’ state where, for example,
every spin in ⇤b is polarized up, and every spin on ⇤c is po-
larized down. So the increased magnetization of ⇤b can be
explained in this manner. This is not the scenario we expect
in the Ne´el to VBS phase transition, because the Ne´el order is
becoming stronger with an increase of J?. However, there will
not be a case where J? increases alone because J⇥ coupling
will also increase as we increase the electric field. This J⇥
gives frustration to the layer-polarized order which will result
in the decrease of the staggered magnetization. Note that, in
any case, the magnetization is smaller for ⇤a than ⇤b, which
contradicts our usual intuition that larger coordination number
agrees better with mean field result. However, this result is in
accordance with Ref. 33, where they find the same behavior
by quantum Monte Carlo simulation for a Heisenberg model
with only Jk and J? couplings, but in a wide range of J?.
To obtain the staggered magnetization for more realistic
states, including the ones in experiments, we need to con-
sider the change of J? and J⇥ in a consistent manner. This
is done by tuning a single parameter E, the coupling of elec-
tric field. Using the expressions in Eq. 5 and 6, we can find
the magnetizations for each sublattice as a function of E. As
for the previous results, we only show numerical results for
selected parameters. Fig. 4 shows the result for the same pa-
rameters as in Fig. 3, tk/U = 0.1, t?/U = 0.07, Vk/U = 0.4,
and V?/U = 0.3. We observe the magnetization of ⇤a de-
crease drastically from E ⇠ 0.50U and that of ⇤b starts to de-
crease from E ⇠ 0.55U, although we cannot see a significant
6decrease in ⇤b before the Holstein-Primako↵ theory breaks
down. However from the two plots in Fig. 3 where the mag-
netization of ⇤b saturates as increasing J? and vanishes as in-
creasing J⇥, we can argue that when both J?, J⇥ are increasing
the magnetization will decrease eventually, and Fig 4 is show-
ing the onset of the decrease. This result shows explicitly how
the Ne´el order decreases as the electric field increases.
IV. J1-J2 MODEL
The fact that the magnetization of ⇤a and ⇤d decreases
faster than that of ⇤b and ⇤c in the previous section can be
taken as evidence that, in the phase transition we are con-
cerned with, it is su cient to consider sublattices⇤b and⇤c in
the e↵ective theory, i.e. the e↵ective single layer honeycomb
depicted in Fig. 1. The spins in ⇤a and ⇤d will form singlets,
while ⇤b and ⇤c still remain in the Ne´el phase and remain the
important degrees of freedom.
So now we want to directly study an e↵ective model for
only the sites in sublattices ⇤b and ⇤c. Following again the
strong coupling limit, the resulting theory will also become a
spin model. We write the J1-J2 spin model for the e↵ective
honeycomb lattice. That is,
H = J1
3X
i=1
X
r2⇤b
~S (b)r · ~S (c)r+si
+ J2
3X
i=1
26666664X
r2⇤b
~S (b)r · ~S (b)r+ti +
X
r2⇤c
~S (c)r · ~S (c)r+ti
37777775 . (10)
The J2 coupling is t4/U3 order in the perturbation in Sec. II,
and is calculated in Eq. 5. However, from the lattice struc-
ture in Fig. 1, one can see that J1 is in t6/U5 order in the
same perturbation theory. Calculating perturbation in two ex-
tra orders is a straightforward but tedious task, so we seek
an alternative way to compute J1. We do this by assuming
J?   Jk, and perform the perturbation expansion in Jk/J?.
Admittedly, because tk is actually significantly smaller than t?
in graphene, this is perturbation expansion is rather far from
the experimental situation; however, the regime Jk   J? of-
fers a tractable limit for studying the phase transition using
existing results so seems worthwhile to explore. In the oppo-
site limit of J? ⌧ Jk, qualitatively the magnetization of ⇤a
and ⇤b will be the same although they may be small. There-
fore our assumption of J?   Jk will be true in regions where
hS (b)z i   hS (a)z i. In Fig. 4, this is the case when E/U > 0.55.
This means that the large J? limit is more valid near the phase
transition, and thus suits our purpose of studying the vicinity
of the transition point.
The Jk/J? expansion has two contributions to the e↵ective
honeycomb lattice in the order of J2k /J?, one to the J1 term
and the other to the J2 term. The contributions from the Jk/J?
expansion follows from the e↵ective Hamiltonian method34,
J1 =
J2k
J?
=
4 t4k
t2?
U   V?  
⇣
E2
U V?
⌘
✓
U   Vk  
✓
V2?
U Vk
◆◆2 ,
J2 =  
J2k
2J?
=  2 t
4
k
t2?
U   V?  
⇣
E2
U V?
⌘
✓
U   Vk  
✓
V2?
U Vk
◆◆2 . (11)
From our assumption that Jk and J? are antiferromagnetic, it
follows that the contribution to J1 is antiferromagnetic and J2
is ferromagnetic. For a complete description for the J1   J2
model in the e↵ective honeycomb lattice up to the desired or-
der, we need to add the J2 contributions from the t/U expan-
sion and Jk/J? expansion. The final J1   J2 model will be
Eq. 10 with exchange couplings of,
J1 =
4 t4k
t2?
U   V?  
⇣
E2
U V?
⌘
✓
U   Vk  
✓
V2?
U Vk
◆◆2 ,
J2 =
4 t4k
(U   Vk)2   V2?
0BBBBBBBB@2(U   Vk)
⇣
(U   Vk)2 + V2?
⌘
⇣
(U   Vk)2   V2?
⌘2   1U
1CCCCCCCCA
  2 t
4
k
t2?
U   V?  
⇣
E2
U V?
⌘
✓
U   Vk  
✓
V2?
U Vk
◆◆2 . (12)
The ground state of the above J1-J2 model can only be
solved numerically. However, qualitative behaviors can be
studied from the E dependence of J1 and J2. Directly from
Eq. 12, one can see that J1 decreases and J2 increases as E
increases. Since the first term of J2 in Eq. 12 is positive, we
always have a window of E where both J1 and J2 are positive.
Inside that window, the ratio of J2/J1 will increase as E in-
creases, until J1 decreases to 0. We know that for J2/J1 ⌧ 1
the ground state will be a Ne´el state, including when J2 < 0
where J2 supports the Ne´el state. However a positive J2 starts
to frustrate the Ne´el phase as J2/J1 increases. This will even-
tually destroy the Ne´el state at a critical value of J2/J1, and a
phase transition will occur.
Numerically, the J1-J2 model in a honeycomb lattice has
recently been investigated via a variety of methods35–39, and
related models have been studied in Refs. 40,41. These stud-
ies all find a transition out of the Ne´el state to a Kekule´
VBS state (or the closely related plaquette state which has
the same pattern on symmetry breaking on the honeycomb
lattice). Refs. 37–39 tune J2/J1, and find evidence for an ap-
parent second order phase transition from Ne´el state at small
J2/J1 to VBS state at larger J2/J1, where the critical value
J2/J1 ⇠ 0.22—0.26. The studies can be therefore considered
as the numerical analysis of our J1-J2 model in the window of
E where J1, J2 > 0. Since the critical value of J2/J1 in the
DMRG study can be always reached in our model through a
certain value of E, we may argue that the same phase transi-
tion from Ne´el to VBS happens in the bilayer graphene system
as well, when tuning the electric field. So the J1-J2 model in
7the e↵ective honeycomb lattice not only supports the Ne´el to
VBS phase transition in the bilayer graphene, but also pro-
vides indirect evidence that the transition is in the deconfined
category.
V. GEOMETRIC PHASES
Our analysis so far has examined the potential instability
of the Ne´el phase to a ‘quantum disordered’ phase which pre-
serves spin rotation invariance. General arguments were made
in Ref. 16 that any such phase in a model with the symmetry of
the honeycomb lattice must have VBS order: these arguments
relied on Berry phases of ‘hedgehog’ tunneling events in the
Ne´el order. In Ref. 42 (see also Ref. 43) these arguments were
recast in terms of geometric phases associated with skyrmion
textures, which led to a coupling in the action between the
temporal derivative of the VBS order and the skyrmion den-
sity in the Ne´el order. This section will obtain a similar term
for the case of the bilayer antiferromagnet. This term will be
obtained in a weak coupling model, and we will comment on
the relationship to the strong coupling results at the end of the
present section.
Since we already know the ground states around the criti-
cal point are Ne´el and VBS state, we write a weak coupling
Hamiltonian and later include interaction e↵ects and the elec-
tric field as a Ne´el and VBS mean field order parameter. The
weak coupling Hamiltonian in a bilayer honeycomb lattice is
merely a tight-binding model. Using the parameters and op-
erators defined as in Sec. II, this is,
Hw =   tk
X
r2⇤a
3X
i=1
c(a)†r c
(b)
r+si   tk
X
r2⇤d
3X
i=1
c(d)†r c
(c)
r si
  t?
X
r2⇤a
c(a)†r c
(d)
r   t2
X
r2⇤b
3X
i=1
c(b)†r c
(c)
r+si + h.c.. (13)
One extra term is added to Eq. 1, which is the t2 term describ-
ing the direct hopping between sublattice ⇤b and sublattice
⇤c. Although t2 is very small compared to tk and t? in real-
istic systems as we ignored in the previous calculations, we
keep the t2 term in the current section to use it as a parameter
interpolating between bilayer and monolayer graphene44.
The band structure of this Hamiltonian consists of four
bands where two of them quadratically touches at the two K
points which we label them as K± = ±(0, 4⇡3p3 ). At half filling
the Fermi level is right at the touching points, and the low en-
ergy physics are govern by the K± points of the quadratically
touching bands. Also at the K± points, the band gap between
the quadratically touching bands and the remaining bands are
t?. Therefore by considering energies much smaller than t?
near the K± points, we write an low energy e↵ective theory,
He↵w =
X
p
 †(p)
"
v2
t?
⇣⇣
p2x   p2y
⌘
sx +
⇣
2pxpy
⌘
⇢z sy
⌘
+ v2
⇣
pxsy + py⇢z sx
⌘ 
 (p), (14)
where v = 3tk/2 and v2 = 3t2/2. Here, px and py are the mo-
mentum measured from the K± points, ⇢ and s are the Pauli
matrices in valley and layer space, respectively. Only sublat-
tice ⇤b and ⇤c remain in the e↵ective theory, and  (p) is a
four component spinor with each component from two sublat-
tices and two K± points. ⇤b and ⇤c also forms a honeycomb
lattice and we again see that the e↵ective low energy theory
of a bilayer honeycomb lattice lives in a single honeycomb
lattice.
Now we impose the system is in Ne´el phase. In the ordered
state, we may choose the Ne´el order parameter to be in z-
direction, and we can simply add HNz = m z sz to the e↵ective
Hamiltonian, where   are the spin Pauli matrices. The Ne´el
order opens up a gap of size 2m at the K± points. H0 = He↵w +
HNz is the final e↵ective Hamiltonian for the system in the
Ne´el phase and will serve as the unperturbed Hamiltonian.
As the system approaches the critical point, Ne´el order
and VBS order fluctuation becomes larger. Therefore, as in
Ref. 42, both fluctuations should be taken into account for a
proper study of the system near the critical point. We treat
these two as a perturbation. Let us write the fluctuating Ne´el
order parameter as ~m = m(nx, ny, 1) and the complex VBS
order parameter as V = Vx + ıVy. The Hamiltonian of nx, ny
is HNxy = msz
⇣
nx x + ny y
⌘
. Recalling that Kekule´ type of
bond order can be written as a modulation on the tight bind-
ing hopping parameter,45,46
HV =  
X
r2⇤b
3X
i=1
 tr,i c(b)†r c
(c)
r+si + h.c., (15)
 tr,i = V eıK+·sieı(K+ K )·r/3 + c.c.,
we find HV =  sx
⇣
Vx⇢x   Vy⇢y
⌘
as the Hamiltonian for the
VBS order parameter. So the perturbation H1 is H1 = HNxy +
HV and now we can write the full Hamiltonian,
H = H0 + H1
=
 
v2
t?
⇣⇣
p2x   p2y
⌘
sx +
⇣
2pxpy
⌘
⇢z sy
⌘
+ v2
⇣
pxsy + py⇢z sx
⌘
+ m z sz
!
+
⇣
m
⇣
nx x + ny y
⌘
sz  
⇣
Vx⇢x   Vy⇢y
⌘
sx
⌘
.
(16)
Note that the terms proportional to the antiferromagnetic or-
der, m, anti-commute with all the terms in Eq. (14), indicat-
ing they will open up a gap in the electronic spectrum. On
the other hand, the terms proportional to the VBS order anti-
commute only with the v2 term, but not with the v2/t? term,
indicating that VBS order alone does not open a gap in the
purely quadratic-band-touching spectrum.
Writing in a specific basis,  †(p) = (c(b)†p+ , c
(b)†
p  , c
(c)†
p+ , c
(c)†
p  ),
where ± corresponds to the K± points the momentum is mea-
8sured from,
H =0BBBBBBBBBBBBBBBB@
~m · ~  0   v2t? ⇡2 + v2⇡†  Vx   ıVy
0 ~m · ~   Vx + ıVy   v2t? ⇡† 2   v2⇡
  v2t? ⇡† 2 + v2⇡  Vx   ıVy  ~m · ~  0
 Vx + ıVy   v2t? ⇡2   v2⇡† 0  ~m · ~ 
1CCCCCCCCCCCCCCCCA .
(17)
Here, ⇡ = ıpx + py is defined for notational convenience. Now
it is more apparent that v2 = 0 gives the Hamiltonian for bi-
layer graphene and v = 0 gives that of the monolayer graphene
with opposite chirality. Therefore, we may tune v2/v to inter-
polate between monolayer and bilayer graphene.
Note that the electric field E in Eq. 1 is not included in
this final form of the Hamiltonian. However, it is encoded in
the order parameters as we have seen in the previous sections
how electric field tunes the Ne´el to VBS transition. The elec-
tric field has other e↵ects as well, as changing the energy gap
of the VBS phase for example, but this will have only quan-
titative e↵ects in the calculation. The result of the calculation
with explicit electric field will be presented in Appendix A.
From Eq. 16, we integrate out the fermions to get an ef-
fective theory for the fluctuating order parameters. The cou-
pling between the Ne´el and VBS order parameters appears
at fourth order of one-loop expansion. For notational sim-
plicity, we follow Ref. 42 and combine the four real order
parameter to a multicomponent bosonic field, Aµ(x, y, ⌧) =
(Vx/m, Vy/m, nx, ny). µ = 0, 1, 2, 3 labels the di↵erent fields
in Aµ and are not Lorentz indices. In momentum space, the
four point coupling between the bosonic fields are,
S 1 =
X
µ,⌫, , 
Z 3Y
i=1
dpiK
µ⌫ ; 
p1p2p3Aµ(p1)A⌫(p2)A (p3)
⇥A ( p1   p2   p3). (18)
Among this bosonic coupling, we are most interested in the
topological term,
S top = ı
Z
dxdyd⌧
⇣
K jN⌧ j
V
⌧ + K
0 jNx j
V
x + K
0 jNy j
V
y
⌘
, (19)
which is the coupling term between the skyrmion current, jN↵ ,
and VBS current, jV  .
jN↵ ⌘ ✏↵  ✏abcna@ nb@ nc
jV  ⌘ Vx@ Vy   Vy@ Vx (20)
This topological term is of interest to us because it provides
an argument that the system is in VBS phase in the disordered
side; as mentioned in the beginning of this section, this is anal-
ogous to arguments in Refs. 16 and 42.
As explained in detail in Ref. 42, we can extract the cou-
plings K and K0 from Kµ⌫ ; p1p2p3 in Eq. 18. The final expression
FIG. 5: The box diagram needed for the calculation of K and K0.
The p↵1 p
 
2p
 
3 coe cient of this box diagram gives K
µ⌫ ; 
↵   which K,
K0 consist of. The exact relations between K and Kµ⌫ ; ↵   is given
in Eq. 21. Note that every momentum dependence comes from the
propagator.
for K is as follow,
8K = K234;1⌧xy + K
243;1
⌧yx + K
342;1
xy⌧ + K
324;1
x⌧y + K
423;1
y⌧x + K
432;1
yx⌧
  ⇣K243;1⌧xy + K234;1⌧yx + K432;1xy⌧ + K423;1x⌧y + K324;1y⌧x + K342;1yx⌧ ⌘
  ⇣K134;2⌧xy + K143;2⌧yx + K341;2xy⌧ + K314;2x⌧y + K413;2y⌧x + K431;2yx⌧ ⌘
+ K143;2⌧xy + K
134;2
⌧yx + K
431;2
xy⌧ + K
413;2
x⌧y + K
314;2
y⌧x + K
341;2
yx⌧ ,
(21)
where K0 can also be written in a similar way. Here, Kµ⌫ ; ↵   are
defined as the coe cient of the term linear in p1p2p3.
Kµ⌫ ; p1p2p3 = · · · + Kµ⌫ ; ↵   p↵1 p 2p 3 + · · · (22)
The lowest order contribution to S 1 arises from the one-loop
expansion, when we integrate out the fermion loop. There-
fore, the calculation of Kµ⌫ ; ↵   eventually boils down to cal-
culating box diagrams, as in Fig. 5. Note that in Eq. 16, the
vertex functions between bosonic fields and fermions have no
momentum dependence and therefore the p↵1 , p
 
2, p
 
3 depen-
dence comes from the propagator.
After evaluating a number of diagrams and substituting
Kµ⌫ ; ↵   ’s to Eq. 21 and its K
0 analog, we obtain the topolog-
ical couplings K and K0 of the system. First, we consider the
bilayer limit of v2/v = 0. The integral expressions for K and
K0 are,
9K =
1
8⇡3
Z
dk0dkxdky
8m5t6?v4
⇣
k2x + k2y
⌘
⇣
(k20 + m2)t
2? + (k2x + k2y )2v4
⌘4 ,
K0 =
1
8⇡3
Z
dk0dkxdky
4m5t6?v4
⇣
3(k2x   k2y )(k20 + m2)t2?   (k2x + k2y )2(13k2x + 3k2y )v4
⌘
⇣
(k20 + m2)t
2? + (k2x + k2y )2v4
⌘5
=
1
8⇡3
Z
dk0dkxdky
4m5t6?v4
⇣
3( k2x + k2y )(k20 + m2)t2?   (k2x + k2y )2(3k2x + 13k2y )v4
⌘
⇣
(k20 + m2)t
2? + (k2x + k2y )2v4
⌘5 . (23)
The first expression for K0 is the coupling of jNx jVx and the sec-
ond is of jNy jVy . They map to each other by the transformation
kx $ ky and gives the same value when integrated on a region
which has kx $ ky symmetry as well. We can obtain the K
and K0 of the e↵ective theory by integrating kx and ky in whole
space47. In zero temperature, performing the k0, kx, and ky in-
tegral gives K =  1/16⇡ and K0 = 1/16⇡. This is a quantized
value which does not depend on microscopic parameters m,
t?, or v.
Next we consider the monolayer limit of v2/v   1. This
can be integrated analytically and gives K = K0 = 3/32⇡.
They are quantized as well as in the bilayer limit, and the
values are consistent with the result from Ref. 48. We also
compute K and K0 as a function of v2/v and observe how it
changes in the intermediate regime of monolayer and bilayer.
The result in Fig. 6 shows the aforementioned limiting values
of K = K0 = 3/32⇡ for monolayer and K =  K0 =  1/16⇡
for bilayer, and a continuous interpolation in-between. K and
K0 of the intermediate regime does not remain quantized, and
thus depends on the parameters of the theory. Through a num-
ber of numerical calculations, we observe that the intermedi-
ate values at a given v2/v depends on a single parameter m/t?.
Starting from the bilayer (v2/v = 0), the convergence to the
single layer limit occurs more rapidly for smaller values of
m/t?.
The presence of these non-zero terms supports the proposal
that the general structure of the coupling between the Ne´el and
VBS orders is the same as that in the single layer honeycomb
lattice. But the values of the geometric phases di↵er in the
weak coupling theory, although we expect them to coincide in
the strong coupling theory (by the arguments of Ref. 16). This
di↵erence suggests that the weak coupling analysis points to
a first-order Ne´el-VBS transition, while deconfined criticality
is preferred at strong coupling.
VI. ZERO MODE IN VBS VORTEX
Another approach to the theory of deconfined criticality is
via the structure of vortices in the VBS order parameter. Levin
and Senthil49 presented general arguments that each such vor-
tex must carry spin S = 1/2. In some case, this fact is al-
ready apparent by the presence of zero modes in a weak cou-
pling theory of the VBS state: this is the case in monolayer
graphene45,46. We present a corresponding computation for
the bilayer case, and do not find such zero modes. We view
this as a feature of the weak coupling approach, rather than
the inapplicability of the general strong coupling arguments
of Ref. 16.
We start in the deep VBS phase and may ignore the Ne´el
order for now. Therefore we adapt the Hamiltonian Eq. 16
with m = 0. In this section we return to t2 = 0, and set the
Fermi velocity v = 3tk/2 equal to one. VBS order parameter,
V(r) = Vx(r) + ıVy(r), now has a nonzero expectation value,
and let us allow it to fluctuate over space. We will assume
the fluctuation is in a much longer length scale than the lattice
constant, which is set to 1, so we can treat the order parameter
as a constant during Fourier transform. Moreover, we include
the electric field explicitly as this will open up an energy gap
of the system. The Hamiltonian in the VBS phase is,
H =
1
t?
⇣
p2x   p2y
⌘
sx +
1
t?
⇣
2pxpy
⌘
⇢z sy
  ⇣Vx(r)⇢x   Vy(r)⇢y⌘ sx   Esz, (24)
where ⇢ and s are the Pauli matrices in valley and layer space,
FIG. 6: (Color online) The topological couplings K and K0 as a func-
tion of v2/v. We assume tk = t? = m, and the y-axis is in the unit of
1/16⇡. In the bilayer limit of v2/v = 0, the couplings are K =  1/16⇡
and K0 = 1/16⇡. Both K and K0 approaches 3/32⇡ in the monolayer
limit of v2/v   0.
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respectively. Note that in the bilayer graphene, the Kekule´
VBS order does not open up a gap but create nodal lines which
form a circle in the Brillouin zone. The nodal line is protected
by the layer symmetry of the system. Discussing zero modes
in a gapless system is meaningless, however, the transition is
at a nonzero electric field. Electric field couples di↵erently
with the density of the electrons in di↵erent layers and breaks
the layer symmetry. This opens up a gap at the nodal line and
it is now legitimate to discuss zero modes of the system.
As in Sec. V, choosing a specific basis,  †(p) =
(c(b)†p+ , c
(b)†
p  , c
(c)†
p+ , c
(c)†
p  ), we can represent the Hamiltonian as
a four by four matrix.
H =
0BBBBBBBBBBBBBBBBBBB@
 E 0   1t? ⇡2   V(r)
0   E   V(r)   1t? ⇡† 2
  1t? ⇡† 2   V(r) E 0
 V(r)   1t? ⇡2 0 E
1CCCCCCCCCCCCCCCCCCCA (25)
Changing to the real basis,  †(r) = (u†b(r), v
†
b(r), u
†
c(r), v†c(r)),
where for example, ub(r) = 1pN
P
p eıp·rbp+ and vb(r) =
1p
N
P
p eıp·rbp ,
H =   1
t?
0BBBBBBBBBBBBBBBB@
E 0 4@2z V(r)
0 E V(r) 4@2z¯
4@2z¯ V(r)   E 0
V(r) 4@2z 0   E
1CCCCCCCCCCCCCCCCA . (26)
Here, we included t? into the definition of V(r) and E for
notational convenience and used complex coordinate z = x+ıy
for 2@z = e ı✓(@r   ır@✓).
Now we assume the VBS order parameter contains a vor-
tex, V(r) = V0(r)eı✓. Ref. 50 provides an analytical method of
obtaining the zero modes when the Fermions are Dirac-like.
They count the number of zero modes by matching the two
asymptotic behaviors of the solutions of H (r) = 0. The
quadratic dispersion of Fermions can be easily implemented
into this scheme, however, including the electric field ruins
the argument and we cannot follow the same step. Alterna-
tively, we have solved the problem numerically. We consider
a bilayer honeycomb lattice with 3600 sites with the corre-
sponding lattice Hamiltonian of Eq. 24, and introduce a vor-
tex at the center of the lattice. Open boundary condition is
imposed to deal with the vortex without including any Dirac
strings. Introducing a vortex and anti-vortex pair will also re-
solve the issue, but it will also e↵ectively decrease the system
size. With the open boundary condition, we turn on a small
potential at the boundary to eliminate zero energy states aris-
ing from boundary e↵ects. We then numerically diagonalize
the system and search for zero energy eigenvalues. We also
check the eigenfunctions of the states while moving the vortex
center around to confirm whether the wavefunctions are actu-
ally localized at the vortex. The result clearly showed no zero
modes in the presence of a vortex. As we noted earlier, we be-
lieve this result is a feature of the weak coupling method, and
that the needed zero mode will appear in the strong coupling
limit as argued in Ref. 49.
We also mention previous reports about zero modes in vor-
tices of bilayer graphene51,52. In these works, the authors
claim there are two zero modes for a single vortex of valley
ferromagnet order. Note that this order breaks time rever-
sal symmetry and is di↵erent from the Kekule´ VBS phase
we have considered above. In the notation of Eq. 24, the
valley ferromagnet order will be written as (Vx⇢y + Vy⇢x)sy,
which anti-commutes with the kinetic energy terms. Ref. 52
concentrates in regions near the vortex and uses the method
of Ref. 50 in momentum space. However, this is potentially
dangerous because, as mentioned before, the number of zero
modes are determined by the matching of the asymptotic be-
havior of near-vortex and far-vortex regions. Indeed, without
the matching procedure, and only looking in the near-vortex
region one can find an infinite number of zero modes. How-
ever by numerically diagonalizing the lattice Hamiltonian as
above, we indeed find two zero modes for their system with
valley ferromagnet order.
VII. CONCLUSIONS
Our paper has examined the strong coupling limit of an
extended Hubbard model appropriate for undoped bilayer
graphene. The results of our analyses are that the applica-
tion of a transverse electric field does indeed destabilize the
Ne´el insulator, and that resulting ‘quantum disordered’ state is
likely to have VBS order which breaks the space group sym-
metry of the lattice. These results are in accord with the weak
coupling analysis13, and our strong coupling arguments indi-
cate that the Ne´el-VBS quantum phase transition in bilayer
graphene can be in the deconfined universality class17,18.
On the experimental side, there is now good evidence for
the Ne´el state in bilayer graphene6,7, and also for a quantum
transition out of this state upon application of a transverse
electric field2–4. It would be of great interest to devise ex-
periments to measure the translational symmetry breaking as-
sociated with the VBS order. The transition to the VBS state
should exhibit quantum-critical scaling, and this may be de-
tected by a careful study of the temperature dependence of the
influence of the transverse electric field on conductance across
the transition, and looking for a “quantum-critical fan”53 in the
electric-field/temperature plane.
For experimental applications, the fundamental new idea
that a ‘deconfined-critical’ perspective brings is that the tran-
sition out of the Ne´el state occurs as a consequence of conden-
sation of low energy skyrmions in the Ne´el order;17,18 so such
low energy skyrmions should be present in bilayer graphene
near the transition. In the presence of ferromagnetic order,
a crucial feature of skyrmions in the quantum Hall regime
is that they carry electric charge.54,55 In the present bilayer
case, each layer has intra-layer ferromagnetism in the Ne´el
state, with opposite orientation in the two layers, and so we
can expect that the layers carry opposite charges in the pres-
ence of a skyrmion. With the application of an electric field,
the layer-exchange symmetry is broken, and then a skyrmion
current will carry a net electrical current. It is notable that
the experiments show enhanced conductivity in the region of
11
the transition,2 and this could be explained by the presence of
low-energy skyrmions in the deconfined-critical theory. In our
present strong-coupling analysis, the orbital magnetic field ef-
fects have been suppressed, and so we have not accounted for
the electrical nature of the skyrmions: an extension of our
analysis to include the physics of Landau levels is required,
and is being undertaken. On the experimental side, the oppo-
site layers charges carried by the skyrmion could be studied by
driving currents in opposite directions in the two layers. Also,
optical experiments can detect the spin-chirality fluctuations56
linked to the collective gauge excitations of deconfined criti-
cality; however, it will be necessary for the light to couple
selectively to one layer (i.e. one sublattice of the antiferro-
magnet).
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Appendix A: Geometric phases in electric field
We revisit the geometric phase calculation in Sec. V includ-
ing the electric field to the Hamiltonian. As in Eq. 24, electric
field couples to the layer space as an extra  Esz term. The
modified Hamiltonian is,
H =
 
v2
t?
⇣⇣
p2x   p2y
⌘
sx +
⇣
2pxpy
⌘
⇢z sy
⌘
+ v2
⇣
pxsy + py⇢z sx
⌘
+ m z sz
◆
+
⇣
m
⇣
nx x + ny y
⌘
sz  
⇣
Vx⇢x   Vy⇢y
⌘
sx
⌘   Esz.
(A1)
The details of the calculation are the same as in Sec. V, where
the only di↵erence comes from the new Hamiltonian. The
couplings K and K0 as a function of v2/v in the presence of
electric fields E = 0.3m and E = 0.4m are shown in Fig. 7a,
together with the E = 0 case already in Fig. 6.
K and K0 in electric field both shows qualitatively simi-
lar behavior to the zero electric field situation. However, one
should notice the quantitative values are di↵erent not only the
intermediate region, but also at the v2/v = 0 and v2/v   0 lim-
its, where we found that the values at E = 0 were quantized.
The reason for this deviation is that the coupling matrices of
the Ne´el order parameter ( i sz) and of the electric field (sz)
commute, and as a result, the Ne´el state and the electric field
induce gapped states that can mix with each other. Although
they have similar dispersion in the weak coupling theory, the
FIG. 7: (Color online) (a) A plot of K and K0 with di↵erent values of
electric field, as a function of v2/v. We assume tk = t? = m and thus
the graph with E = 0 is identical to Fig. 6. With the nonzero electric
field values, the graph shows similar behavior but di↵erences in the
exact values. (b) The value of K0 in the bilayer limit (v2/v = 0) as
we increase the electric field. The value monotonically increases as
we increase the electric field. The gap closes at E = m and K0, K
diverges at this point.
two states have very di↵erent topological features. For exam-
ple, the gapped state by electric field does not have topological
defects as skyrmions, whose geometric phase leads to nonzero
K and K0 coupling terms. Explicit calculation also confirms
K = K0 = 0 when there is only electric field and no Ne´el order
parameter in the theory.
We also calculate K and K0 in the bilayer (v2/v = 0) and
monolayer (v2/v   1) limit for various values of E. In Fig. 7b,
we see that K0 of the bilayer limit increases as electric field
increase up to E/m = 1. E = m is the fine tuned value of
E where the energy gap vanishes. Both K and K0 diverges at
this gapless point. Also, the ratios of K and K0 can be written
in a simple formula. Let us write K(v2/v) and K0(v2/v) as a
function of v2/v for notational convenience. First, the K(0)
and K0(0) are related as,
K(0)
K0(0)
=  1   2
✓E
m
◆2
, (A2)
when E < m. This gives the correct limiting value for E = 0
case, where K(0) =  K0(0) =  1/16⇡. Also, as one can check
12
roughly in Fig. 7a, K(1) = K0(1) = 1.5K0(0) strictly holds as in the E = 0 limit.
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