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Abstract
We present a Matrix theory action and Matrix configurations for
spherical 4-branes. The dimension of the representations is given by
N = 2(2j + 1) (j = 1/2, 1, 3/2, ...). The algebra which defines these
configurations is not invariant under SO(5) rotations but under SO(3)⊗
SO(2). We also construct a non-commutative product ⋆ for field the-
ories on S4 in terms of that on S2. An explicit formula of the non-
commutative product which corresponds to the N = 4 dim represen-
tation of the non-commutative S4 algebra is worked out. Because we
use S2 ⊗ S2 parametrization of S4, our S4 is doubled and the non-
commutative product and functions on S4 are indeterminate on a great
circle (S1) on S4. We will however, show that despite this mild sin-
gularity it is possible to write down a finite action integral of the non-
commutative field thoery on S4. NS-NS B field background on S4 which
is associated with our Matrix S4 configurations is also constructed.
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1
1 Introduction
The fuzzy 4-sphere (S4) was considered in [1] to describe spherical Lon-
gitudinal 5-branes (L5-branes) in the context of the Matrix Theory [2][3]
and to construct an example of finite 4d field theory[4][5]. By using the
n-fold symmetric tensor product representation of the 4d gamma matrices,
N = (n + 1)(n + 2)(n + 3)/6 dimensional Matrix L5-brane configuration was
constructed. There is, however, a problem in describing the fluctuating L5-
branes. Later it was concluded that ‘fuzzy S4’ is 6 dimensional, i.e., a fuzzy
S2 fibre bundle over a non-associative S4.[6][7]
In the above works the assumption of the SO(5) invariance of the fuzzy S4
algebra was crucial. What underlies the non-commutativity is, however, the
symplectic form or the NS-NS B field background and there are no rotationally
invariant symplectic forms on Sm except for S2. Actually, to construct SO(5)
invariant B field background it is necessary to introduce an extra internal space
and SU(2) gauge symmetry.[8][9]
In this paper we will propose a new non-commutative S4 algebra. We do not
assume SO(5) invariance of the algebra and do not introduce an extra internal
space. Our S4 algebra has SO(3)⊗ SO(2) symmetry, the subgroup of SO(5).
It is not a Lie algebra. This algebra has N = 2(2j+1) dimensional irreducible
representations (j = 1/2, 1, 3/2, ...) and can be derived from a Matrix theory
action as equations of motion. These representations are given in the form
of a tensor product of two representations of SO(3). Because SO(3) is the
defining algebra of the non-commutative S2 [10] and the matrix ↔ function
correspondence for S2 is well known[11][12], the non-commutative geometry of
S4 can be realized in terms of the non-commutative structures on two S2’s. We
can define the functions and the non-commutative product ⋆ on S4 in terms
of those on S2. The formula for the special case of N = 4 dim representation
will be worked out explicitly. Actually, the topologies of S4 and S2 ⊗ S2 are
different and there appears mild singularity (indeterminateness) on a circle on
S4. We will, however, show that this singularity is mild enough such that a
finite action integral can be written down. This situation is reasonable from the
matrix↔ function correspondence: in the Matrix theory there is no singularity
in a finite-size matrix. We will also show that S4 constructed in the S2 ⊗ S2
parametrization has a twofold structure.
The structure of this paper is as follows. In sec.2 we will define a Matrix
theory action for spherical 4-brane and derive the non-commutative S4 alge-
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bra. We will show that the SO(5) symmetry of S4 cannot be kept intact in
the algebra. We find Matrix configurations with dimension N = 2(2j + 1)
(j = 1/2, 1, 3/2, ...). The corresponding non-commutative S4 will be called
(S4)j . In sec.3 a non-commutative product ⋆ for non-commutative field theo-
ries on (S4)j will be constructed in terms of the non-commutative product ∗ on
S2. We point out that our S4 has a twofold structure. Functions on (S4)j will
be also identified. In sec.4 the non-commutative product for (S4)1/2 will be
presented explicitly and in sec.5 we present the NS-NS B field background cor-
responding to the Matrix configurations obtained in sec.2. In sec.6 discussions
are presented. In appendix A we give the multiplication rule of the functions
on (S4)1/2. In appendix B the coefficient functions L
(n) which appear in the
expression of the non-commutative product ⋆ on (S4)1/2 are presented.
Throughout this paper we will let the initial lowercase romans a, b, c, ...
to take values 1, 2, 3 and the middle romans i, j, .. = 4, 5, while the capitals
A,B, .. will run from 1 to 5.
2 The Algebra for Non-commutative S4
In this section we will propose the algebra of the coordinates of the non-
commutative S4. At the beginning we will assume SO(5) invariance of the
algebra. We will, however, shortly find this is not the case. Because the
invariant tensors are δAB and ǫABCDE , the algebra of the coordinates will be
given, up to a multiplicative constant, by
[XˆA, XˆB] = ǫABCDE Xˆ
C XˆD XˆE . (A,B, .. = 1, 2, .., 5) (1)
Here XˆA’s are finite-dimensional hermitian matrices and ǫABCDE is the Levi-
Civita symbol. One can show that the condition
(XˆA)2 − C2 1 = 0 (2)
commutes with XˆA’s, where C is a scalar and 1 an identity matrix.
The algebra (1) can be derived as equations of motion from the following
action.∫
dt Tr
{
1
2RM
(D0 Xˆ
A)2 +
1
4
(
[XˆA, XˆB]− ǫABCDE Xˆ
C XˆD XˆE
)2}
(3)
Here D0 is the covariant derivative ∂t + i [Aˆ0, ] and RM the radius of the M
circle. This may be regarded as the bosonic part of the M-atrix theory in some
3
background.1 Here we omit other bosonic coordinates, Xˆ6, ..., Xˆ9. The po-
tential is positive semi-definite and takes the minimal value when XˆA satisfies
the algebra (1). The time-independent solution to (1) solves the equation of
motion for the action (3).
A representation of (1) in terms of 4 × 4 matrices is given by tensor prod-
ucts of Pauli matrices.2
Xˆ10 =
1
3
σ3 ⊗ σ1, Xˆ
2
0 =
1
3
σ3 ⊗ σ2,
Xˆ30 =
1
3
σ3 ⊗ σ3, Xˆ
4
0 =
1
3
σ1 ⊗ 12,
Xˆ50 =
1
3
σ2 ⊗ 12 (4)
12 stands for 2 × 2 identity matrix. These are four dimensional gamma ma-
trices. It is then natural to try N = 2(2j + 1) dimensional representation by
replacing one of the two Pauli matrices by a spin-j representation of SO(3),
T a(j):
(
[T a(j), T
b
(j)] = i ǫabc T
c
(j)
)
.
Xˆ10 =
2
3
σ3 ⊗ T
1
(j), Xˆ
2
0 =
2
3
σ3 ⊗ T
2
(j),
Xˆ30 =
2
3
σ3 ⊗ T
3
(j), Xˆ
4
0 =
1
3
σ1 ⊗ 12j+1,
Xˆ50 =
1
3
σ2 ⊗ 12j+1 (5)
Indeed, these XˆA0 ’s satisfy (1) except for the following commutator.
[Xˆ4, Xˆ5] =
3
4j(j + 1)
ǫ45CDE Xˆ
C XˆD XˆE (6)
Although this equation breaks the symmetry SO(5) down to SO(3)⊗ SO(2),
this algebra is a natural modification of (1). To recover the SO(5) symmetry
we may try rescaling Xˆa0 (a = 1, 2, 3) by a constant α and Xˆ
i
0 (i = 4, 5) by
β, respectively:
Xˆ10 =
2
3
α σ3 ⊗ T
1
(j), Xˆ
2
0 =
2
3
α σ3 ⊗ T
2
(j),
Xˆ30 =
2
3
α σ3 ⊗ T
3
(j), Xˆ
4
0 =
1
3
β σ1 ⊗ 12j+1,
Xˆ50 =
1
3
β σ2 ⊗ 12j+1 (7)
1The bosonic part of the action for Matrix theory in the pp-wave background has this
form.[13]
2We attached a subscript 0 to XˆA’s to show that these are particular matrices that satisfy
algebra (1).
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We then obtain the algebra
[Xˆa, Xˆb] =
α
β2
ǫabcij
(
Xˆc Xˆ i Xˆj − Xˆ i Xˆc Xˆj + Xˆ i Xˆj Xˆc
)
,
[Xˆa, Xˆ i] =
1
α
ǫaibcj
(
Xˆb Xˆc Xˆj − Xˆb Xˆj Xˆc + Xˆj Xˆb Xˆc
)
,
[Xˆ4, Xˆ5] =
3β2
4j(j + 1)α3
ǫ45abc Xˆ
a Xˆb Xˆc. (8)
(Throughout this paper a, b, .. = 1, 2, 3 and i, j, .. = 4, 5, while A,B, .. =
1, 2, .., 5. ) When we try to equate the prefactors on the RHS, we find that
the equations α/β2 = 1/α = 3β2/(4j(j + 1)α3) for α, β do not have a solu-
tion except for the case j = 1/2. Hence rescaling of XˆA0 ’s does not save the
symmetry; we conclude that we must abandon SO(5) symmetry.
Although α−2 (Xˆa)2+β−2 (Xˆ i)2 does not commute with XˆA in the algebra
(8), the configuration (7) does satisfy the following equation.
α−2 (Xˆa0 )
2 + β−2 (Xˆ i0)
2 =
2
9
(2j + 1)2 1 (9)
Since (8) is not a Lie algebra, this is possible. These matrices do not commute
with each other and are not decoupled; the matrices (7) may be called a Matrix
S4 configuration.3 We will denote this configuration as (S4)j. Its dimension
N = 2(2j + 1) is extending to infinity. The structures of Xˆ4,50 in (7) are quite
simple compared to those of Xˆ1,2,30 . Especially, the eigenvalues of Xˆ
4,5
0 are
±β, while those of Xˆ1,2,30 are randomly distributed over the range between
−(2j/3)α and (2j/3)α. In sec.6 we will consider more general matrices. For
these the eigenvalues of Xˆ1,2,3,4,50 are all randomly distributed.
We expect that when the size of the matrices becomes large, the matrices
XˆA0 will commute and the classical geometry of S
4 will be recovered as in the
case of fuzzy S2. To show that this is really the case we must replace the Pauli
marices in the tensor products in (7) to matrices of an arbitrary representation
(spin j′). In sec.6 we will discuss the commutative limit.
Finally, the Matrix theory action for spherical 4-branes is given by
S =
∫
dt Tr
{
1
2RM
(D0 Xˆ
A)2
+
1
4
(
[Xˆa, Xˆb]−
α
β2
ǫabCDE Xˆ
C XˆD XˆE
)2
+
1
2
(
[Xˆa, Xˆ i]−
1
α
ǫaiCDE Xˆ
C XˆD XˆE
)2
3For α 6= β it may be more pertinent to call this an ellipsoid. See footnote 4.
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+
1
2
(
[Xˆ4, Xˆ5]−
3β2
4j(j + 1)α3
ǫ45CDE Xˆ
C XˆD XˆE
)2}
. (10)
By shifting XˆA → XˆA0 + Aˆ
A in this action, where XˆA0 is the Matrix S
4 con-
figuration (7), we obtain a matrix form of the action of the non-commutative
gauge theory on S4.
3 Non-commutative Product on (S4)j
In this section we will construct a non-commutative product on S4 corre-
sponding to the Matrix configuration (7) in terms of the product on S2.
3.1 Non-commutative S2
Two dimensional fuzzy sphere is defined by the SO(3) algebra[10]
[Xˆa, Xˆb] = iǫabc Xˆ
c (a, b, .. = 1, 2, 3). (11)
This algebra can be realized in the space of functions on the sphere, where Xˆa
is represented by a variable xa and the multiplication rule for the functions on
the sphere is defined by a noncommutative product ∗. 4
f(x) ∗ g(x) = f(x) g(x) +
∞∑
m=1
λm Cm(λ)Ja1b1(x) · · ·Jambm(x)
×∂a1 · · ·∂am f(x) ∂b1 · · ·∂bm g(x) (12)
Here f(x) and g(x) are functions of xa/r. (r =
√
(xa)2) Cm(λ) and Jab(x) are
defined by
Cm(λ) =
λm
m!(1− λ)(1− 2λ) · · · (1− (m− 1)λ)
, (13)
Jab(x) = r
2δab − x
a xb + i rǫabc x
c. (14)
By using this product we obtain the star-commutator.
[xa, xb]∗ ≡ x
a ∗ xb − xb ∗ xa = 2i λ r ǫabc x
c (15)
By comparing (11) and (15) we find the correspondence Xˆa ↔ x
a
2λr
. For spin-j
representation of SO(3) the quadratic Casimir operator takes a value j(j + 1)
(j = 1/2, 1, 3/2, ...). By using
xa ∗ xa = (1 + 2λ)r2 (16)
4We will use a symbol ∗ for the non-commutative product on S2 and ⋆ for that on S4.
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we obtain two values λ = 1/(2j) and λ = −1/(2j + 2).
The first value λ = 1/(2j) corresponds to a finite set of functions on the
sphere. The set of the polynomials of xa/r, spherical harmonics, up to order 2j
are closed under the multiplication defined by (12) and the number of spherical
harmonics is given by
∑2j
ℓ=0 (2ℓ+ 1) = (2j + 1)
2. This is equal to the number
of independent components of (2j + 1) × (2j + 1) hermitian matrix. In this
case the summation over m in (12) must be terminated at m = 2j.
For the second value λ = −1/(2j + 2) the spherical harmonics to arbi-
trary orders are produced under multiplication of xa/r’s and the number of
independent functions is infinite.
In this paper we will restrict our attention to a finite set of functions on the
non-commutative S4 and henceforth concentrate on the first value λ = 1/(2j).
In this case we find the matrix↔ function correspondence, the correspondence
between the generator in the spin j representation, Xˆa = T a(j), and x
a.
T a(j) ↔ j
xa
r
(17)
Both sides satisfy the same SO(3) algebra.
3.2 S2 ⊗ S2 parametrization of S4
We will now apply the correspondence (17) to the S4 configuration (7).
These matrices are written as tensor products of two matrices, whose dimen-
sions are 2 and 2j + 1, respectively. 2 × 2 matrices are spanned by 1 and
σa, while (2j + 1) × (2j + 1) matrices are spanned by 1 and the products of
T a(j)’s. By matrix ↔ function correspondence these matrices are realized by
polynomials on S2. Then we have to introduce two S2’s. The coordinates of
each S2 are denoted by (x1, x2, x3) and (y1, y2, y3), respectively. The radii of
the two S2’s are r =
√
(xa)2 and ρ =
√
(ya)2. Then in (7) we replace 1
2
σa by
xa/2r and T a(j) by j y
a/ρ.
Xˆ10 ↔ X
1 = R
x3
r
y1
ρ
, Xˆ20 ↔ X
2 = R
x3
r
y2
ρ
,
Xˆ30 ↔ X
3 = R
x3
r
y3
ρ
, Xˆ40 ↔ X
4 = R
x1
r
,
Xˆ50 ↔ X
5 = R
x2
r
(18)
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Here we set α = 3R/2j and β = 3R. These relations give a transformation
from
(
xa
r
, y
b
ρ
)
to
(
XA
R
)
. Because we can check that5
5∑
A=1
(XA)2 = R2, (ordinary product) (19)
(18) yields a map from S2⊗S2 to S4. In fact this map gives a double cover of
S4. Actually, two points on S2 ⊗ S2,
P = ((x1, x2, x3)/r, (y1, y2, y3)/ρ) and P ′ = ((x1, x2,−x3)/r, (−y1,−y2,−y3)/ρ)
map onto a same point on S4. Therefore we can divide the first S2 into
the upper and lower hemispheres, S2+ ( x
3 ≥ 0) and S2
−
( x3 ≤ 0), each
corresponding to a single S4. The boundary points (x3 = 0), which constitute
S1 ⊗ S2, will be mapped onto a great circle (S1),
C = {(X1, X2, X3, X4, X5)| X1 = X2 = X3 = 0, (X4)2 + (X5)2 = R2}. (20)
Consequently, the inverse map S4 → S2+ ⊗ S
2,
x1(X) = r X4/R, x2(X) = r X5/R, x3(X) = r D(X)/R,
ya(X) = ρ Xa/D(X), (21)
is multi-valued (indeterminate) on the circle. The image of each point on C is
S2. Here D(X) is defined by
D(X) ≡
√
(X1)2 + (X2)2 + (X3)2. (22)
The other inverse map S4 → S2
−
⊗ S2, which is obtained from (21) by the
replacement D(X)→ −D(X), is also indeterminate on C.
The above analysis shows that in the S2⊗S2 parametrization the manifold
S4 which corresponds to the Matrix configuration (7) is doubled. The two S4’s
are attached on C. The non-commutative structures on each S4 are related by
D(X) ↔ −D(X). This fact suggests us to assign distinct signs to D(X) on
each sheet of the doubled S4:
D(X) ≡
{
+
√
(Xa)2 on the first S4
−
√
(Xa)2 on the second S4
(23)
5In this case (9) will represent an ellipsoid for j 6= 1/2. If we made a different choice for
α and β, the manifold described by the coordinate XA would in turn be deformed into an
ellipsoid. For the discussion of this paper this choice of α and β is just for convenience.
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3.3 Non-commutative Product
Let us now construct the noncommutative product on (S4)j . Because a
function on S2⊗S2 does not depend on r and ρ, this function does not depend
on R, either, and this can also be regarded as that on S4. To write down the
non-commutative product on S4 we must regard R as a function of xa and ya.
To keep SO(3) symmetry of S2’s intact we will take R = R(r, ρ). Then (21)
can also be regarded as a transformation of six variables (xa, yb) → (XA, R).
By combining the non-commutative products (12) for the two S2’s we define
the noncommutative product of functions, F (X) and G(X), on (S4)j .
F (X) ⋆ G(X)
= F (X)G(X) + (r2δab − x
axb + i r ǫabcx
c)
∂F (X)
∂xa
∂G(X)
∂xb
+λ(ρ2δab − y
ayb + i ρ ǫabcy
c)
∂F (X)
∂ya
∂G(X)
∂yb
+λ(r2δab − x
axb + i r ǫabcx
c)(ρ2δde − y
dye + i ρ ǫdefy
f)
∂2F (X)
∂xa∂yd
∂2G(X)
∂xb∂ye
+ · · · (24)
Here λ = 1/2j and terms with higher orders of λ are not written explicitly.
This is still expressed in terms of xa, ya, not by XA, and implicit. Later we
will write down the product for the j = 1/2 case more explicitly.
3.4 Functions on Non-commutative (S4)j
The functions on (S4)j are given by the products of the functions on the
two S2’s. Functions on the first S2 are spanned by 1 and {xa/r, (a = 1, 2, 3)}.
Those on the second S2 are spanned by 1 and {ya1 · · · yan/ρn, (1 ≤ n ≤
2j, a1, .., an = 1, 2, 3)}. Then those on (S4)j are given by linear combinations
of
1, xa/r, ya1 · · · yan/ρn, xaya1 · · · yan/rρn. (25)
These functions can be expressed in terms of XA’s by the transformation (21).
1, X i/R, D(X)/R, Xa1 · · ·Xan/D(X)n,
X iXa1 · · ·Xan/RD(X)n, X iXa1 · · ·Xan/RD(X)n,
Xa1 · · ·Xan/RD(X)n−1 (26)
The number of independent functions is 4 · (2j+1)2 = {2(2j+1)}2, which is a
square of an integer. This is the reason why the functions on (S4)j correspond
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to 2(2j + 1) × 2(2j + 1) hermitian matrices. All the functions are, however,
not polynomials.
The spherical harmonics Yℓ1ℓ2ℓ3m on S
4 are labeled by integers ℓ1(= 0, 1, ..),
ℓ2(= 0, 1, .., ℓ1), ℓ3(= 0, 1, .., ℓ2), m(= 0,±1, ..,±ℓ3). These are ℓ1-th order
polynomials and the total number of polynomials up to order ℓ is given by
ℓ∑
ℓ1=0
ℓ1∑
ℓ2=0
ℓ2∑
ℓ3=0
(2ℓ3 + 1) =
1
12
(ℓ+ 1) (ℓ+ 2)2 (ℓ+ 3). (27)
This is not a square of an integer. With any choice of ℓ (27) cannot be made
equal to {2(2j + 1)}2, the number of independent functions on S4. Indeed
this fact makes it difficult to establish an isomorphism between matrices and
polynomials on S4 equipped with an associative multiplication rule. [6][7]
Our construction avoids this problem by introducing non-polynomial func-
tions in (26). These functions are, however, not well-defined at all points on
S4. The map S4 → S2+ ⊗ S
2 (21) is multi-valued on the circle (20) and the
functions (26) are also indeterminate. Actually these functions are defined
on S2 ⊗ S2 and such a singularity is anticipated. In ordinary commutative
field theory such a singularity of the fields is not allowed. Derivatives of the
fields will become more singular. On the other hand in non-commutative field
theory this singulatity is, however, not serious. First of all this discontinuity
is finite and the functions (26) are integrable on S4. In addition, in non-
commutative field theories the derivative of a function F (X) is given by the
commutator ∇A F (X) =
i
R
[XA, F (X)]⋆ =
i
R
(XA ⋆F (X)−F (X)⋆XA), which
can be expressed as a linear combination of the functions (26). Because the
non-commutative product contains the derivatives of functions, each term in
the product may be singular on the circle. Let us, however, define the non-
commutative product of the functions on the circle by a limit from outside the
circle. In this case, when the product ⋆ is properly constructed, it is arranged
such that those singularities cancel out completely to leave only the indetermi-
nateness on C. Therefore in spite of the indeterminateness of the functions on
the circle (20) the product and derivatives of functions are ‘well-defined’ and
we can write down a finite action integral. This is sufficient for our purpose.
This point is also evident from the matrix ↔ function correspondence:
the Matrix configuration (7) does not have any singurality. The trace of a
finite-size matrix is finite.
We conclude that we can construct non-commutative field theories on S4
at the expense of the indeterminateness of functions on the circle (20). It still,
10
however, remains a possibility that a different method other than our S2⊗ S2
parametrization might lead to non-singular, non-commutative product and
functions.
To complete the matrix-function correspondence we need to define the in-
tegration measure over S4. This is again induced by the integration measures
over the two S2’s, which are given by
∫
dx1 dx2/rx3 and
∫
dy1 dy2/ρy3, re-
spectively. By using (21) we define the integration measure over S4 by∫
S4
d4X ≡
∫
dx1 dx2
r x3
dy1 dy2
ρ y3
=
∫
dX1 dX2 dX4 dX5
R X3 D(X)2
. (28)
This does not coincide with the ordinary SO(5) invariant measure.
4 Non-Commutative Product On (S4)j=1/2
We will work out the explicit form of the non-commutative product for
the j = 1/2 case. Although it is in principle possible to change variables
from (xa, ya) to XA in (24), we found it easier to construct the product which
reproduces the multiplication rule of the functions (26). In the j = 1/2 case
we have the following functions.
1, X i/R = xi−3/r, D(X)/R = x3/r, Xa/D(X) = ya/ρ,
Xa/R = x3ya/rρ, X iXa/RD(X) = xi−3ya/rρ (29)
By using the multiplication rule of functions on S2,
1 ∗ 1 = 1, 1 ∗
xa
r
=
xa
r
∗ 1 =
xa
r
,
xa
r
∗
xb
r
= δab + iǫabc
xc
r
(30)
and the similar equations for ya/ρ, we obtain the multiplication rule of the
functions (29). This is presented in Appendix A.
Because the non-commutative product for S2 in the j = 1/2 representation
contains at most first order derivatives of functions, we find that the product
for (S4)j contains at most second order derivatives of functions. So we can
assume the following form for the product.
F (X) ⋆ G(X) = FG
+ L
(1)
a,b
∂F
∂Xa
∂G
∂Xb
+ L
(2)
i,j
∂F
∂X i
∂G
∂Xj
11
+ L
(3)
a,i
∂F
∂Xa
∂G
∂X i
+ L
(4)
i,a
∂F
∂X i
∂G
∂Xa
+ L
(5)
ab,c
∂2F
∂Xa∂Xb
∂G
∂Xc
+ L
(6)
a,bc
∂F
∂Xa
∂2G
∂Xb∂Xc
+ L
(7)
ab,i
∂2F
∂Xa∂Xb
∂G
∂X i
+ L
(8)
a,bi
∂F
∂Xa
∂2G
∂Xb∂X i
+ L
(9)
ai,b
∂2F
∂Xa∂X i
∂G
∂Xb
+ L
(10)
i,ab
∂F
∂X i
∂2G
∂Xa∂Xb
+ L
(11)
ai,j
∂2F
∂Xa∂X i
∂G
∂Xj
+ L
(12)
a,ij
∂F
∂Xa
∂2G
∂X i∂Xj
+ L
(13)
i,aj
∂F
∂X i
∂G
∂Xa∂Xj
+ L
(14)
ij,a
∂2F
∂X i∂Xj
∂G
∂Xa
+ L
(15)
ij,k
∂2F
∂X i∂Xj
∂G
∂Xk
+ L
(16)
i,jk
∂F
∂X i
∂2G
∂Xj∂Xk
+ L
(17)
ab,cd
∂2F
∂Xa∂Xb
∂2G
∂Xc∂Xd
+ L
(18)
ij,kl
∂2F
∂X i∂Xj
∂2G
∂Xk∂X l
+ L
(19)
ab,ci
∂2F
∂Xa∂Xb
∂2G
∂Xc∂X i
+ L
(20)
ai,bc
∂2F
∂Xa∂X i
∂2G
∂Xb∂Xc
+ L
(21)
ab,ij
∂2F
∂Xa∂Xb
∂2G
∂X i∂Xj
+ L
(22)
ij,ab
∂2F
∂X i∂Xj
∂2G
∂Xa∂Xb
+ L
(23)
ai,bj
∂2F
∂Xa∂X i
∂2G
∂Xb∂Xj
+ L
(24)
ai,jk
∂2F
∂Xa∂X i
∂2G
∂Xj∂Xk
+ L
(25)
ij,ak
∂2F
∂X i∂Xj
∂2G
∂Xa∂Xk
(31)
Here F (X) and G(X) are arbitrary linear combinations of (29). L(n) are
suitable functions of XA. These functions L(n) must be determined in such a
way that (51) is reproduced. In addition we must also require that
√
(XA)2 =
R is a constant.
f
(√
(XA)2
)
⋆ G(X) = G(X) ⋆ f
(√
(XA)2
)
= f
(√
(XA)2
)
G(X), (32)
where f(R) is an arbitrary function of R, and G(X) a linear combination of
(29). Because the non-commutative product of functions contains up to second
order derivatives, it is sufficient to take f(R) = R, R2.
There is ambiguity in the structure of L(n). The origin of this ambiguity
lies in the arbitrariness of the r, ρ dependence of R(r, ρ). One of the simplest
solutions is presented in Appendix B.
In the non-commutative space the derivatives of the fields are defined in
terms of the star commutator with XA.
∇AG(X) ≡
i
R
[XA, G(X)]⋆ (33)
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Explicitly for (S4)1/2, by using (31), (52) we obtain
∇aG(X) ≡ −2
R
D(X)
ǫabcX
c ∂G
∂Xb
− 2
1
D(X)
ǫijX
jXa
∂G
∂X i
−
R2 −D(X)2
RD(X)
(ǫacdX
b + ǫbcdX
a)Xd
∂2G
∂Xb∂Xc
+
2
R
D(X)ǫabcX
cX i
∂2G
∂Xb∂X i
−2iǫijǫabcX
jXc
∂2G
∂Xb∂X i
+
1
D(X)
(ǫikX
j + ǫjkX
i)XkXa
∂2G
∂X i∂Xj
, (34)
∇iG(X) ≡ −2D(X)ǫij
∂G
∂Xj
− 2
1
D(X)
ǫijX
jXa
∂G
∂Xa
−2
1
D(X)
ǫijX
jXaXb
∂2G
∂Xa∂Xb
− 2D(X)Xaǫij
∂2G
∂Xa∂Xj
−i
D(X)2
2R
(ǫijǫkl + ǫikǫjl)X
l ∂
2G
∂Xj∂Xk
(35)
The field strength FAB(X) of the non-commutative gauge field AA(X) is
defined by replacing the matrix XˆA in
i
R2
(
[XˆA, XˆB]−
1
3R
ǫABCDE Xˆ
C XˆD XˆE
)
, (36)
which appears in the action (10), by XA+R AA, and the matrix multiplication
by ⋆. Here we write down only the expression for the j = 1/2 case. We obtain,
by setting α = β = 3R,
FAB(X) = ∇A AB −∇B AA + i [AA, AB]⋆ −
i
3
ǫABCDE AC ⋆ AD ⋆ AE
−
i
3R2
ǫABCDE (X
C ⋆ XD ⋆ AE +X
C ⋆ AD ⋆ X
E + AC ⋆ X
D ⋆ XE)
−
i
3R
ǫABCDE (X
C ⋆ AD ⋆ AE + A
C ⋆ XD ⋆ A
E + AC ⋆ A
D ⋆ XE).
(37)
The action integral is given by the usual form.
Sgauge theory =
∫
dt
∫
S4
d4X
(
R2
2RM
D0 AA ⋆ D0 AA −
R4
4
FAB ⋆ FAB
)
(38)
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5 B Field Background
Although non-commutative geometry is not always related to the NS-
NS B field background[14], the relation between the B field and the non-
commutativity is well established.[15] When the B field two-form is closed,
dB = 0, then the inverse matrix αAB (BAB α
BC = δA
C) defines a Pois-
son bracket, {F,G}PB =
1
2
αAB ∂AF ∂BG, and one can construct an asso-
ciative, non-commutative product F ⋆ G by means of perturbation in α and
its derivatives.[16] In what follows we will construct a B field background (or
symplectic form) on S4.
Let us introduce an S2 ⊗ S2 parametrization (18) of S4.
X1 = R cos θ1 sin θ2 cosϕ2, X
2 = R cos θ1 sin θ2 sinϕ2,
X3 = R cos θ1 cos θ2, X
4 = R sin θ1 cosϕ1,
X5 = R sin θ1 sinϕ1 (39)
Here (θ1, ϕ1) and (θ2, ϕ2) are polar coordinates of two unit spheres (0 ≤ θi ≤
π, 0 ≤ ϕi ≤ 2π) corresponding to xa and ya, respectively. We can check that
XA’s satisfy (XA)2 = R2.
This parametrization gives a double cover of S4. The points P = (θ1, ϕ1, θ2, ϕ2)
and P ′ = (π−θ1, ϕ1, π−θ2, ϕ2+π) are mapped onto a same point on S4. Hence
we must divide the first S2 into an upper hemisphere, S2+ (0 ≤ θ1 ≤ π/2) and
a lower one, S2
−
(π/2 ≤ θ1 ≤ π). We must also be careful with the boundary
of the hemispheres (θ1 = π/2, 0 ≤ ϕ1 ≤ 2π). For any values of θ2, ϕ2 this is
mapped onto a circle (20).
The B field background which has the maximal symmetry of the two
spheres is given by
B ≡
n1
2
sin θ1 dθ1 ∧ dϕ1 +
n2
2
sin θ2 dθ2 ∧ dϕ2. (40)
Here the fluxes are quantized as usual and n1, n2 are integers. This two-form
is closed. Now let us remember that for θ1 = π/2 the coordinates θ2 and ϕ2
become redundant in (39). Therefore actually, the B field (40) is not defined
at all points on S4. In terms of XA we obtain
B =
n2
4D(X)3
ǫabcX
a dXb ∧ dXc +
n1
4 R D(X)
ǫij dX
i ∧ dXj
≡
1
2
BAB dX
A ∧ dXB. (41)
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This has SO(3)⊗SO(2) symmetry. The components subject to the condition
of tangential projection BAB X
A = 0 are
Bab =
n2
2D(X)3
ǫabc X
c, Bij =
n1
2RD(X)
ǫij ,
Bai = −Bia =
n1
2RD(X)3
ǫij X
j Xa. (42)
These components are singular on C.
The inverse matrix αAB which satisfies αAB BBC = δAC − X
AXC/R2 is
then given by
αab = −
2D(X)
n2
ǫabc X
c, αij = −
2D(X)3
n1 R
ǫij ,
αai = −αia = −
2D(X)
n1R
ǫij X
j Xa. (43)
Now αAB defines the Poisson bracket.
{F (X), G(X)}PB ≡
1
2
αAB ∂A F (X) ∂B G(X) (44)
We can easily show that αAB satisfies the condition of associativity.
αAB ∂B (α
CD/R2) + (cyclic permutations in A,C,D) = 0 (45)
This is also valid on the circle (20), because αAB = ∂A α
BC = 0 on C. In terms
of αAB we can define the non-commutative product.[16]
F (X) ⋆′ G(X)
= F (X)G(X) + i αAB ∂AF (X) ∂BG(X)
−
1
2
αAB αCD ∂A∂CF (X) ∂B∂DG(X)
−
1
3
αAB
(
∂B α
CD
)
{∂A∂CF (X) ∂DG(X)− ∂CF (X) ∂A∂DG(X) }
+ · · · (46)
The drawback of this approach is that it is difficult to obtain an explicit ex-
pression of the non-commutative product in a closed form. From higher order
terms symmetric terms like SAB ∂AF ∂BG (S
BA = SAB) will appear and even
the coefficient function of the anti-symmetric term, αAB(X) ∂AF (X) ∂BG(X),
will be modified. In view of the symmetry of B we, however, expect this
product to be related to the Matrix configuration (7) and the product (12)
obtained in sec.3. To establish this connection more investigation will be nec-
essary. Because there are two integers, n1, n2, in (41), we suspect there will be
more representations other than (7). Matrix configuration (7) will correspond
to n1 = 1 and n2 = 2j.
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6 Discussions
In this paper we have explicitly constructed Matrix 4-brane configurations
(7) and then defined the non-commutative S4 algebra (8) and Matrix theory
action (10). It turned out that the algebra is not invariant under SO(5) but
only under SO(3) ⊗ SO(2) and that the algebra is not even a Lie algebra.
These Matrix configurations take the forms of tensor products of 2× 2 matrix
and (2j + 1)× (2j + 1) one. (j = 1/2, 1, 3/2, . . .) Then it is natural to expect
more representations which depend on a parameter other than j. Actually, by
simply replacing the Pauli matrices σa in (7) by 2 T
a
(j′) we obtain
Xˆa0 =
α
j′(j′ + 1)
T 3(j′) ⊗ T
a
(j), Xˆ
i
0 =
β
2j′(j′ + 1)
T i−3(j′) ⊗ 12j+1, (47)
(a = 1, 2, 3, i = 4, 5). While we still have SO(3) ⊗ SO(2) symmetry, it
turns out that the algebra must be modified and the RHS of the algebra is not
polynomials.
[Xˆa, Xˆb] =
2α
β2
j′(j′ + 1) ǫabc
(
Xˆc [Xˆ4, Xˆ5] + [Xˆ4, Xˆ5] Xˆc
)
,
[Xˆa, Xˆ i] =
j′(j′ + 1)
α
ǫabc ǫij
(
Xˆb [Xˆc, Xˆj]− [Xˆb, Xˆj] Xˆc
)
,
[Xˆ4, Xˆ5] =
iβ2
4α j′(j′ + 1)
(
−i
j(j + 1)
ǫabc Xˆ
a Xˆb Xˆc
)1/3
(48)
Here the cubic root of a hermitian matrix is defined such that the resultant
matrix is also hermitian. Although apparently there is no problem in the exis-
tence of the cubic root itself, more elaborate extension of (7) may be needed.
Nonetheless, the construction of the non-commutative product ⋆ in sec.3 can
also be carried out for the configurations (47) straightforwardly. Moreover we
expect that the corresponding values of integers in the B field (41) are given
by n1 = 2j
′ and n2 = 2j.
We also constructed a non-commutative product on S4 which corresponds
to the Matrix configuration (7). Because this configuration has the form of
the tensor product of two matrices, we made these matrices to correspond to
two S2’s, and then directly constructed the non-commutative product ⋆ on
S4 in terms of that on S2. We found that the manifold corresponding to the
configuration (7) is a twofold S4.
Here we should stress that to obtain a non-commutative product on S4 we
can neglect this doubling structure. The product (24) restricted to one of the
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doubled S4 provides a full-fledged non-commutative product on S4. In this
case, however, the connection to the Matrix theory may be lost.
We also noticed that the product and the functions on S4 have singularity
(indeterninateness) on the circle (20). The image of a point on this circle is
S2. In spite of this singularity we can construct a non-commutative product
and a finte action integral. We then worked out an explicit expression for the
non-commutative product for the representation j = 1/2.
Let us now consider the commutative limit of the algebra of (47). We
expect that in the suitable large j, j′ limit the comutative geometry of S4
is recovered. We will show this. When the constants α, β are related by
β = 2α
√
j(j + 1), the matrices XˆA0 satisfy the constraint.
(XˆA0 )
2 = Rˆ2, Rˆ = α
√
j(j + 1)
j′(j′ + 1)
(49)
To make the radius Rˆ finite we will keep α and the ratio j/j′ fixed. The
commutators of XˆA0 are given by
[Xˆa0 , Xˆ
b
0] = i
α2
j ′2(j′ + 1)2
ǫabc (T
3
(j′))
2 ⊗ T c(j),
[Xˆa0 , Xˆ
i
0] = i
αβ
2j ′2(j′ + 1)2
ǫij T
j−3
(j′) ⊗ T
a
(j),
[Xˆ40 , Xˆ
5
0 ] = i
β2
4j ′2(j′ + 1)2
T 3(j′) ⊗ 12j+1 (50)
(a, b, c = 1, 2, 3, i, j = 4, 5) Since the matrix elements of T a(j) and T
a
(j′) are
at most order O(j) and O(j′), respectively, all the commutators vanish like
1/j in the above mentioned j, j′ → ∞ limit. Therefore this limit yields a
commutative S4 with a finite radius Rˆ.
As for the next investigation we are planning to study the following sub-
jects. Our Matrix configuration (7) turned out to correspond to a twofold S4.
We will study this structure in more details and seek for the possibility to con-
struct new Matrix configurations which do not lead to a doubling structure.
We are also planning to extend our construction of Matrix theory configura-
tion to higher dimensional even sphere S2m. Finally, we have not discussed a
supersymmetric extension of our Matrix theory action (10). For this purpose
we will need to introduce extra coordinates X6, . . . , X9 in addition to fermions.
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Appendix A: Multiplication Rule of functions
on (S4)1/2
Xa
R
⋆
Xb
R
= δab + iǫabc
Xc
D(X)
,
X i
R
⋆
Xj
R
= δij + iǫij
D(X)
R
,
Xa
R
⋆
X i
R
= iǫij
XjXa
RD(X)
,
X i
R
⋆
Xa
R
= −iǫij
XjXa
RD(X)
,
Xa
D(X)
⋆
D(X)
R
=
Xa
R
,
D(X)
R
⋆
Xa
D(X)
=
Xa
R
,
X i
R
⋆
D(X)
R
= −iǫij
Xj
R
,
D(X)
R
⋆
X i
R
= iǫij
Xj
R
,
X i
R
⋆
XjXa
RD(X)
= δij
Xa
D(X)
+ iǫij
Xa
R
,
X iXa
RD(X)
⋆
Xj
R
= δij
Xa
D(X)
+ iǫij
Xa
R
,
Xa
D(X)
⋆
Xb
D(X)
= δab + iǫabc
Xc
D(X)
,
X iXa
RD(X)
⋆
Xb
D(X)
= δab
X i
R
+ iǫabc
X iXc
RD(X)
,
Xa
D(X)
⋆
X iXb
RD(X)
= δab
X i
R
+ iǫabc
X iXc
RD(X)
,
Xa
R
⋆
Xb
D(X)
= δab
D(X)
R
+ iǫabc
Xc
R
,
Xa
D(X)
⋆
Xb
R
= δab
D(X)
R
+ iǫabc
Xc
R
,
X iXa
RD(X)
⋆
D(X)
R
= −iǫij
XjXa
RD(X)
,
D(X)
R
⋆
X iXa
RD(X)
= iǫij
XjXa
RD(X)
,
Xa
R
⋆
D(X)
R
=
Xa
D(X)
,
D(X)
R
⋆
Xa
R
=
Xa
D(X)
,
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Xa
R
⋆
X iXb
RD(X)
= iǫijδab
Xj
R
− ǫijǫabc
XjXc
RD(X)
,
X iXa
RD(X)
⋆
Xb
R
= −iǫijδab
Xj
R
+ ǫijǫabc
XjXc
RD(X)
,
X iXa
RD(X)
⋆
XjXb
RD(X)
= δijδab + iδijǫabc
Xc
D(X)
+iǫijδab
D(X)
R
− ǫijǫabc
Xc
R
,
D(X)
R
⋆
D(X)
R
= 1 (51)
Here ǫabc and ǫij are Levi-Civita symbols with ǫ123 = ǫ45 = +1.
Appendix B: Coefficient Functions L(n)
L
(1)
a,b = R
2δab −X
aXb + iR2ǫabc
Xc
D(X)
,
L
(2)
i,j = R
2δij −X
iXj + iR2ǫij
D(X)
R
,
L
(3)
a,i = −X
aX i + iR2ǫij
XjXa
RD(X)
,
L
(4)
i,a = −X
aX i − iR2ǫij
XjXa
RD(X)
,
L
(5)
ab,c =
R2 −D(X)2
2
(Xaδbc +X
bδac)−
R2 −D(X)2
D(X)2
XaXbXc
+i
R2 −D(X)2
2
(Xbǫacd +X
aǫbcd)
Xd
D(X)
,
L
(6)
a,bc =
R2 −D(X)2
2
(Xcδab +X
bδac)−
R2 −D(X)2
D(X)2
XaXbXc
+i
R2 −D(X)2
2
(Xcǫabd +X
bǫacd)
Xd
D(X)
,
L
(7)
ab,i = −
1
2
XaXbX i + i
R
D(X)
ǫijX
jXaXb,
L
(8)
a,bi = −D(X)
2X iδab +X
aXbX i − iD(X)ǫabcX
cX i + iRD(X)δabǫijX
j
−i
R
D(X)
ǫijX
jXaXb − RǫijǫabcX
jXc,
L
(9)
ai,b = −D(X)
2X iδab +X
aXbX i − iD(X)ǫabcX
cX i − iRD(X)δabǫijX
j
+i
R
D(X)
ǫijX
jXaXb +RǫijǫabcX
jXc,
L
(10)
i,ab = −
1
2
XaXbX i − i
R
D(X)
ǫijX
jXaXb,
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L
(11)
ai,j =
D(X)2
2
Xaδij + iR
2Xaǫij
D(X)
R
,
L
(12)
a,ij = −i
R
2
Xa(ǫikX
j + ǫjkX
i)
Xk
D(X)
,
L
(13)
i,aj =
D(X)2
2
Xaδij + iR
2Xaǫij
D(X)
R
,
L
(14)
ij,a = i
R
2
Xa(ǫikX
j + ǫjkX
i)
Xk
D(X)
,
L
(15)
ij,k = −i
RD(X)
2
(δikǫjl + δjkǫil)X
l +
D(X)2
4
(ǫikǫjl + ǫilǫjk)X
l,
L
(16)
i,jk = i
RD(X)
2
(δijǫkl + δikǫjl)X
l −
D(X)2
4
(ǫijǫkl + ǫikǫjl)X
l,
L
(17)
ab,cd =
D(X)2
4
(R2 −D(X)2)(δacδbd + δadδbc) +
R2 −D(X)2
2D(X)2
XaXbXcXd
+i
R2 −D(X)2
4
(XaXcǫbde +X
aXdǫbce +X
bXdǫace +X
bXcǫade)
Xe
D(X)
−
R2 −D(X)2
4
(ǫaceǫbdf + ǫadeǫbcf )X
eXf ,
L
(18)
ij,kl = −
D(X)4
4
(δikδjl + δilδjk) +
D(X)4
4
(ǫikǫjl + ǫilǫjk),
L
(19)
ab,ci = −
D(X)2
2
X i(Xbδac +X
aδbc)− i
D(X)
2
X i(Xbǫacd +X
aǫbcd)X
d
+i
RD(X)
2
(Xbδac +X
aδbc)ǫijX
j −
R
2
(Xbǫacd +X
aǫbcd)ǫijX
jXd,
L
(20)
ai,bc = −
D(X)2
2
X i(Xcδab +X
bδac)− i
D(X)
2
X i(Xcǫabd +X
bǫacd)X
d
−i
RD(X)
2
(Xcδab +X
bδac)ǫijX
j +
R
2
(Xcǫabd +X
bǫacd)ǫijX
jXd,
L
(21)
ab,ij = −
1
2
ǫikǫjlX
kX lXaXb,
L
(22)
ij,ab = −
1
2
ǫikǫjlX
kX lXaXb,
L
(23)
ai,bj = R
2D(X)2δijδab −D(X)
2X iXjδab −
R2 −D(X)2
2
XaXbδij
+iR2D(X)δijǫabcX
c − iD(X)X iXjǫabcX
c
+iR2D(X)2δabǫij
D(X)
R
−RD(X)2εijǫabcX
c,
L
(24)
ai,jk =
D(X)2
4
Xa(Xkδij +X
jδik),
L
(25)
ij,ak =
D(X)2
4
Xa(Xjδik +X
iδjk) (52)
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