Abstract: Sparse climatic observations represent a major challenge for hydrological modeling of mountain catchments with implications for decision-making in water resources management. Employing elevation bands in the Soil and Water Assessment Tool-Sequential Uncertainty Fitting (SWAT2012-SUFI2) model enabled representation of precipitation and temperature variation with altitude in the Daning river catchment (Three Gorges Reservoir Region, China) where meteorological inputs are limited in spatial extent and are derived from observations from relatively low lying locations. Inclusion of elevation bands produced better model performance for 1987-1993 with the Nash-Sutcliffe efficiency (NSE) increasing by at least 0.11 prior to calibration. During calibration prediction uncertainty was greatly reduced. With similar R-factors from the earlier calibration iterations, a further 11% of observations were included within the 95% prediction uncertainty (95PPU) compared to the model without elevation bands. For behavioral simulations defined in SWAT calibration using a NSE threshold of 0.3, an additional 3.9% of observations were within the 95PPU while the uncertainty reduced by 7.6% in the model with elevation bands. The calibrated model with elevation bands reproduced observed river discharges with the performance in the calibration period changing to "very good" from "poor" without elevation bands. The output uncertainty of calibrated model with elevation bands was satisfactory, having 85% of flow observations included within the 95PPU. These results clearly demonstrate the requirement to account for orographic effects on precipitation and temperature in hydrological models of mountainous catchments.
Introduction
Understanding the hydrological responses of mountainous catchments to changing natural or anthropogenic pressures is crucial for water resources management. Changes in the hydrology of mountainous regions due to, for example, climate change, will have major implications for many major rivers that they sustain [1] . Physically-based, distributed hydrological models have been applied to investigate the impacts of climate and land use change and management practices on water quantity and quality [2] [3] [4] [5] . The reliability of this approach depends on the accurate representation of physical processes in the hydrological model setup [6, 7] .
Large-scale hydrological modeling in mountainous areas presents major challenges linked to data availability and quality. These in turn are due to the often remote and inaccessible nature of these environments, extreme altitude gradients and limited financial resources [8] . Orographic effects on precipitation and temperature are variable, depending on the local interactions between terrain characteristics and meteorological processes [9] . However, long-term meteorological records at high altitudes are relatively rare in comparison to lower-lying regions. For example, approximately 77.3% of meteorological stations in China are located at altitudes below 1000 m so that the 65% of the country's area with higher altitudes is under-represented within the station network. Precipitation at higher altitudes may fall in the form of snow as temperatures decrease with elevation. This water is then stored in the snowpack until it is released during the seasonal melt in spring and summer [8, 10] . Limitations in altitude dependent climate observation may therefore prevent accurate representation of these important hydrological processes.
For large, remote, and heterogeneous mountain basins, hydrological models often rely on relatively small quantities of data and require substantial calibration efforts before they can be employed as water resource management tools. To reflect the spatial variability in climate, traditional techniques, such as the Thiessen polygons or nearest distance, have been employed within hydrological models [11] . The accuracy of these approaches and resulting model performance may be limited in river basins with more variable terrain [12] . Many studies have employed precipitation inputs from different sources, including station-based records, gridded (e.g., Climatic Research Unit Time-Series 3.0 (CRU-TS 3.0)), radar (e.g., Next-Generation Radar (NEXRAD), 4 km grid), and satellite data (e.g., Tropical Rainfall Measuring Mission (TRMM)), to evaluate the impacts of climate inputs on streamflow simulation [13] [14] [15] [16] [17] . Many of these investigations were conducted in large-scale plain areas in which spatial variations in precipitation are relatively small, and where there are relatively evenly-distributed meteorological stations and coverage by weather radars; for example, North Fork Ninnescah watershed, Kansas, USA (2400 km 2 ) [13] ; Iowa and Cedar River basins, Iowa, USA (>7230 km 2 ) [14] ; and Ft. Cobb Basin, Oklahoma, USA (elevation: 379-564 m, 342 km 2 ) [17] . For mountainous basins, where precipitation may vary over small distances and short time periods, the utility of radar or satellite rainfall products as inputs to hydrological models depends on a number of factors. For example, good representation of rainfall spatial variability (high-density, high resolution records) is required to accurately reproduce hydrological processes [9] . Radar data suffer from large uncertainties due to ground clutter and beam shielding by complex terrain [18] . Interpretation of climate data obtained through both radar and remote sensing requires validation using station-based records. The use of gridded, radar or satellite climatic data without validation of spatial and temporal patterns using data from local ground stations ultimately leads to uncertainties in hydrological simulations [15, 16] .
In many mountain areas, particularly in developing countries, high-density meteorological station networks are often lacking and radar weather data are absent. Alternative approaches to characterize the highly variable, spatial patterns of precipitation in hydrological modeling of these regions are required. This is often based on optimizing geo-spatial parameters through inverse modeling based on hydrological observations, such as river discharge. In particular the introduction of algorithms with tunable parameters to hydrological models that can simulate altitudinal climatic gradients has been adopted as an appropriate means to represent spatial heterogeneity in climate. These approaches include precipitation correction factor in rainfall-runoff models [19] , and precipitation and temperature lapse rates in both the Soil and Water Assessment Tool (SWAT) [10] and MIKE SHE [20] models. These parameters are used to calculate new precipitation and temperature time series according to the elevation of each modeling unit and have the potential to address the difficulties associated with sparse climate observations concentrated at lower elevations in regions where orographic precipitation and altitudinal variations in temperature are significant phenomena. Since in many cases hydrological modeling studies have been undertaken with sufficient coverage of input meteorological data and/or where orographic effects on climate are relatively small, use of this approach in model calibration has been limited. Few studies have revealed the impact of spatial climatic representation on model calibration and output uncertainty [21] .
This study focuses on a mountainous catchment of the Three Gorges Reservoir Region (TGRR) on the Upper Yangtze River, south-central China. The catchment has an uneven and sparse distribution of meteorological stations (mean density of stations is approximately 1 per 1000 km 2 [22] ). Frequent floods within the Yangtze, such as disasters in 1998 and 2002, have been attributed to rapid runoff in the upper basin [23] , and therefore underpin the need to develop robust hydrological models of catchments in the region. The widely used SWAT model [10] is employed. The aim of the study is to explore the impact of representing orographic effects on precipitation and temperature in hydrological simulations of such mountainous catchments where climate data are limited in spatial extent. Two model setups, retaining the same inputs but using different areal expressions of climate, were formulated. We hypothesize that climate data corrected for orographic effects provide a more accurate representation of spatial and temporal rainfall and temperature patterns and that in turn this improves hydrological simulation results. The specific objectives are: (1) to compare the SWAT model performance using areal climate inputs obtained through different methods: assigning climatic records of the nearest station to the centroid of a sub-basin, or applying elevation bands to account for orographic effects on precipitation and temperature; and (2) to examine hydrological modeling performance and prediction uncertainty after calibration under two climatic input scenarios.
Materials and Methods

Study Area
The Daning River catchment has an area of 4400 km 2 and is located towards the downstream end of the TGRR, China (Figure 1 ). The river flows in a southeasterly direction passing through Wuxi and Wushan counties before discharging into the reservoir of the Three Gorges Dam approximately 125 km upstream of the dam site. The river is approximately 250 km long and has five major branches: the Xixi, Dongxi, Houxi, Yangxi and Madu tributaries. The catchment is characterized by variable relief with elevation ranging between 40 m and 2749 m (mean: 1071 m). Slopes are steep and on approximately 53% of the area exceed 25˝. Catchment soils are predominantly sandy loams and clays. Forest is the dominant land use, followed by grassland, agricultural land, shrubs, water and urban areas. The catchment has a subtropical monsoon climate with mean annual temperature and precipitation of 15-16˝C and 1000-1300 mm, respectively. Mean discharge at the Wuxi gauging station in the middle reaches of the catchment (Figure 1 22 .4%. Land use was specified as 4-letter SWAT land cover/plant, urban or water land type codes [10] : FRST (forest), AGRL (agricultural land), RNGB (shrub), PAST (grassland), URMD (urban land) and WATR (water cover). There are 34 soil types within the catchment, with the dominant types according to the Chinese genetic soil classification system including yellow soil (27.4%), yellow-brown soil (17.2%), yellow calcareous soil (15%), and brown soil (8.5%). The digital soil map was linked to a user-defined soil database containing soil physical attributes by utilizing a common "Name" field in a look-up table. Some of these soil properties were based on information from the literature [25, 26] . The soil-water characteristics that were not available from these sources were initially estimated using pedotransfer functions [27] based on soil texture and organic matter content. 22 .4%. Land use was specified as 4-letter SWAT land cover/plant, urban or water land type codes [10] : FRST (forest), AGRL (agricultural land), RNGB (shrub), PAST (grassland), URMD (urban land) and WATR (water cover). There are 34 soil types within the catchment, with the dominant types according to the Chinese genetic soil classification system including yellow soil (27.4%), yellow-brown soil (17.2%), yellow calcareous soil (15%), and brown soil (8.5%). The digital soil map was linked to a user-defined soil database containing soil physical attributes by utilizing a common "Name" field in a look-up table. Some of these soil properties were based on information from the literature [25, 26] . The soil-water characteristics that were not available from these sources were initially estimated using pedotransfer functions [27] based on soil texture and organic matter content. 
Data Acquisition
Model Setup and Formulation of Meteorological Inputs
Hydrological models of the Daning were developed using SWAT2012. Different descriptions of spatial geometric properties within SWAT models resulted in variations in hydraulic characteristics. The impacts of catchment configuration on hydrological model calibration were investigated using 13 alternative thresholds of sub-basin drainage area in the range 17-65 km 2 and 12 HRU definitions of area percentage between 0 and 20%. A review of the relative sensitivity of flow parameters in response to these different catchment configurations led to a selection. A threshold drainage area of 30 km 2 and HRU percentage cover of 5% were established as the most appropriate spatial resolutions to represent the catchment and avoid model over-parameterization. The Daning catchment was accordingly delineated into 64 sub-basins, with 21 sub-basins above the Wuxi gauging station. Estimations of potential evapotranspiration and surface runoff employed the Hargreaves method [28] and the Soil Conservation Service curve number method [29] , respectively.
The Daning catchment typifies the issues associated with the availability of representative meteorological data over mountainous catchments. Data were available from six meteorological stations distributed around the margins of the catchment at distances from the catchment boundary that varied between 20.9 km and 113.6 km ( Figure 2a ). No long-term records were available from within the catchment (although eight rain gauges within the catchment are operated by county authorities, records are of short duration and are not freely available). As demonstrated in Figure 2b , the six stations from which data are available are at altitudes of 200-800 m, a zone that accounts for only 27% of the total Daning catchment area. Two alternative model setups were defined which reflected varying representation of spatial variations in meteorological inputs. Both employed the same input data and model structure but differed only in the approach used to vary (or not) climate with altitude. The first assigned climate data for the period 1984-2007 directly based on the closest stations to each sub-basin defined within the SWAT2012 model. This, the standard setup of SWAT, is referred to as "without elevation bands". In this way, precipitation and temperature records for the Fengjie and Badong stations were employed on the basis of the Thiessen polygons shown in Figure 2a with the very small part of the catchment falling in the polygon of the Wanyuan station being assigned records from the first of these two stations. Orographic effects on meteorological inputs were taken into account in the second model setup ("with elevation bands"). Areal climatic inputs were produced from the same meteorological stations but the elevation band approach was employed to simulate orographic effects on precipitation and temperature. Considering a balance between computing efficiency and orographic influence, five elevation bands were defined for which precipitation and temperature were calculated as a function of the respective lapse rate (Plaps and Tlaps, defined as annual adjustments to total precipitation and daily adjustments to maximum and minimum temperatures, respectively) and the difference between the meteorological station's elevation and the mid-point elevation of each elevation band [10] . The mid-point elevation of the five elevation bands for each sub-basin was calculated using Equation (1):
where b is the total number of elevation bands defined (b > 1); i is the sequence number of each elevation band (i ď b); Elev max and Elev min is the maximum and minimum elevation of each sub-basin, respectively (m); and E i is the mid-point elevation of the i elevation band (m). 
Model Calibration and Uncertainty Analysis
A global sensitivity analysis [30] was firstly performed to determine the most sensitive parameters impacting simulated river discharge at Wuxi. Details of the parameters included in this analysis and their initial ranges are shown in Table 2 . For parameters with moderate sensitivity and relatively low significance, we applied the one-at-a-time sensitivity method to determine if they were selected as calibration terms. Performance of the two model setups (including and excluding elevation bands) were compared prior to calibration since over calibration of parameters to optimize the fit with observations would mask the input data and model structure effects and so would not enable the discrimination of initial model setups [6] . Subsequently the two hydrological models were calibrated independently with the Sequential Uncertainty Fitting program (SUFI2) being used for model calibration and uncertainty analysis. SUFI2, which is available within the SWAT Calibration and Uncertainty Program (SWAT-CUP) [30] , employs the concept of inverse modeling and adopts the gradient approach but with modifications to enable a global search with Latin hypercube sampling. It overcomes the weaknesses of the gradient procedure and the global search algorithm that are respectively applied in Generalized Likelihood Uncertainty Estimation (GLUE) and Parameter Solution (ParaSol) [31] . These issues include the sensitivity of the gradient method to the initial parameter values that can lead to local minima, problems associated with including a large number of parameters, and computational inefficiency in global procedures, such as shuffled complex and genetic algorithms [32] .
The model calibration process consisted of four iterations, each of which was performed with 480 Latin Hypercube samples for the period 1987-1993 (with 1984-1986 used as a model warm-up period). Land use data from 1990 were used for this simulation period. In the first iteration, an appropriate range for each parameter was provided to prevent model over calibration, being physically meaningful to catchment conditions. In the case of the "with elevation bands" model setup, the initial ranges of Plaps and Tlaps were determined by plotting mean annual precipitation and mean annual temperature against elevation using data from stations in the wider region (156 stations, the furthest station at distance of 354 km from the catchment boundary). Parameter ranges for subsequent iterations were narrowed following results from the previous iteration. This process 
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The model calibration process consisted of four iterations, each of which was performed with 480 Latin Hypercube samples for the period 1987-1993 (with 1984-1986 used as a model warm-up period). Land use data from 1990 were used for this simulation period. In the first iteration, an appropriate range for each parameter was provided to prevent model over calibration, being physically meaningful to catchment conditions. In the case of the "with elevation bands" model setup, the initial ranges of Plaps and Tlaps were determined by plotting mean annual precipitation and mean annual temperature against elevation using data from stations in the wider region (156 stations, the furthest station at distance of 354 km from the catchment boundary). Parameter ranges for subsequent iterations were narrowed following results from the previous iteration. This process produced a best-range for each parameter and aimed at obtaining the smallest parameter uncertainty. Calibrated models were validated using the period 2001-2007 (warm up: 1998-2000) with the 2004 land use, but keeping all other inputs the same. The use of the more recent land use for this period was justified due to the potential effects of land use changes on hydrological processes. Given the temporal changes in land cover experienced in the Daning, this approach was designed to limit the influence of incorrectly specified land use upon model performance in the validation period. Simulated discharges for the validation period were obtained by performing 480 model runs for each model setup drawing parameter values from the final ranges obtained at the end of the calibration process. Comparisons were made between the simulated discharges from the calibrated models with and without elevation bands, and observations from the Wuxi gauging station.
The Nash-Sutcliffe efficiency index (NSE) [33] was employed as the objective function in calibrations. When calculating the NSE value, the model also generates the P-factor and R-factor to quantify model prediction uncertainty. These two indices are effective measures for model goodness-of-fit testing. The P-factor, which expresses the proportion of observations covered by the 95% prediction uncertainty (95PPU) band, can vary between 0 and 100%. Bracketing most of the observed data within the 95PPU band indicates that a model has been well calibrated [34] . The R-factor describes the relative width of 95% probability level. The ideal value is 0, which would indicate that there is no uncertainty in model outputs. However, it implies that fewer flow observations were included in the 95PPU band. Therefore a compromise between the P-factor and R-factor was made with an R-factor value closer to 1 being desirable when the P-factor was no less than 75% [34] . One further performance measure was considered to evaluate the robustness of the calibration. F d was calculated as the differences between the simulated and observed annual discharges. Based on the values of NSE and F d , model performance was classified using the scheme of Henriksen et al. [35] into five levels ranging between excellent and very poor (Table 3) . Table 3 . Differences between simulated and observed annual discharges and model performance. Note: * underestimate of simulated annual discharge comparing with the observation.
Results
The sensitivity analyses undertaken for the model incorporating elevation bands showed that the most sensitive parameters were Plaps, Tlaps and CH_K1 at the subbasin level, and SURLAG, SMFMX, TIMP and SNO50COV at the basin level. At the HRU level the following parameters were most sensitive: Canmx, ESCO, OV_N, HRU_SLP and SLSUBBSN. Other sensitive parameters were Sol_K(1) and Sol_AWC(1) (soil parameters), CH_K2 and CH_N2 (channel parameters), GWQMN, GW_Delay and GW_REVAP (groundwater parameters) and CN2, a management parameter. The physical meanings and relative sensitivity of these parameters are summarized in Table 2 . The model without elevation band was sensitive to the same parameters with the exclusion of Plaps and Tlaps, which were not included in the model setup, with an additional parameter, Alpha_bf (baseflow alpha factor), being identified as the second most sensitive parameter. The large sensitivity of the model that included elevation band to the Plaps parameter demonstrates the range of uncertainty associated with altitudinal variations in precipitation. This is illustrated in Figure 3 that presents the impact of variations in Plaps within the calibrated model upon simulated discharge. An increase of 100 H 2 O¨mm¨km´1¨year´1 in the Plaps value resulted in a monthly mean discharge increase of 15.2% and 15.9% on average in the calibration and validation periods, respectively. Deviation of simulated discharges from the observations ranged between´54.3% and 68.2% in calibration period, and between´47.4% and 93.6% in validation period. Application of small Plaps value causes the model to reproduce the observed low flows, but the peak flows are underestimated. Conversely, larger Plaps values enable the model to capture the observed peaks but results in the overestimation of low flows. The final calibrated value of 278 H 2 O¨mm¨km´1¨year´1 was selected to reproduction of both peaks and low flows. Note: * underestimate of simulated annual discharge comparing with the observation.
The sensitivity analyses undertaken for the model incorporating elevation bands showed that the most sensitive parameters were Plaps, Tlaps and CH_K1 at the subbasin level, and SURLAG, SMFMX, TIMP and SNO50COV at the basin level. At the HRU level the following parameters were most sensitive: Canmx, ESCO, OV_N, HRU_SLP and SLSUBBSN. Other sensitive parameters were Sol_K(1) and Sol_AWC(1) (soil parameters), CH_K2 and CH_N2 (channel parameters), GWQMN, GW_Delay and GW_REVAP (groundwater parameters) and CN2, a management parameter. The physical meanings and relative sensitivity of these parameters are summarized in Table 2 . The model without elevation band was sensitive to the same parameters with the exclusion of Plaps and Tlaps, which were not included in the model setup, with an additional parameter, Alpha_bf (baseflow alpha factor), being identified as the second most sensitive parameter. The large sensitivity of the model that included elevation band to the Plaps parameter demonstrates the range of uncertainty associated with altitudinal variations in precipitation. This is illustrated in Figure 3 that presents the impact of variations in Plaps within the calibrated model upon simulated discharge. An increase of 100 H2O·mm·km −1 ·year −1 in the Plaps value resulted in a monthly mean discharge increase of 15.2% and 15.9% on average in the calibration and validation periods, respectively. Deviation of simulated discharges from the observations ranged between −54.3% and 68.2% in calibration period, and between −47.4% and 93.6% in validation period. Application of small Plaps value causes the model to reproduce the observed low flows, but the peak flows are underestimated. Conversely, larger Plaps values enable the model to capture the observed peaks but results in the overestimation of low flows. The final calibrated value of 278 H2O·mm·km −1 ·year −1 was selected to reproduction of both peaks and low flows. Employing elevation bands to adjust precipitation and temperature with altitude and providing initial ranges of lapse rates produced better model performance for the period 1987-1993 compared to the model without elevation bands ( Table 4 ). The value of NSE increased by at least 0.11 for daily simulation of river flow prior to calibration. The 1st and 2nd calibration iterations produced similar R-factors and the P-factor values were comparable for the model without elevation bands. An additional 11% of daily observations were included in the 95PPU. For behavioral simulations (defined within SWAT-CUP using a NSE threshold of 0.3) with elevation bands, an additional 3.9% of observations were within the 95PPU while the uncertainty reduced by 7.6%. Although the P-factors are not directly comparable after calibration for the two model setups since the R-factors are different, the higher NSE values illustrates that the hydrological model which includes elevation bands improves the simulation accuracy. This superior performance is quantified in Table 4 . The NSE value of the "without elevation bands" model setup is classified as indicative of "poor" performance. This improves to "very good" once altitudinal variations are included. Model validation using the period 2001-2007 also shows that the inclusion of elevation bands results in performance that is classified as "fair" compared to "poor" if altitudinal variations in meteorological inputs are excluded. The calibrated ranges and best-fit values of the parameters for the model with elevation bands are shown in Table 2 Figure 5 shows the observed river regime (the mean monthly river flow) of the Daning River at Wuxi for both the calibration and validation periods as well as the corresponding simulated regimes. Although the model that excludes elevation bands reproduces the observed seasonality in river discharge, considerable underestimation of as much as 49% (mean: 29%) is evident throughout the year. In particular, a substantial error occurs in the simulation of seasonal peak discharge. The introduction of elevation bands to the hydrological model leads to an overall increase in simulated discharges. The mean difference between observed and simulated discharges declines to 12.6%, although peak July discharges are underestimated by 16.8%. 
Discussion
Focusing efforts on sensitive parameters improves the efficiency of model calibration. The specification of precipitation and temperature lapse rates with elevation bands enables orographic effects upon precipitation (increases with altitude per km) and temperature (decreases with altitude per km), and in turn, evapotranspiration (declines with altitude) to be represented. This approach adjusts the potential underestimation of precipitation into the Daning catchment which results from the altitude of the meteorological stations at elevations which are not representative of the wider catchment while also correcting water removal by evapotranspiration and influencing simulated snow accumulation, sublimation and melting processes at higher altitudes. These two lapse rate parameters together with the other sensitive parameters (Table 2) determined the water allocation between infiltration or snow pack, surface runoff and evapotranspiration. The importance of CN2, Canmx, ESCO, Sol_AWC, Sol_K, and GWQMN parameters in the Daning SWAT hydrological model was also demonstrated by Shen et al. [36] who applied the one-factor-at-a-time parameter sensitivity analysis method. However, this earlier study did not differentiate the CN2 parameter of one land use from another while within the Daning model of the current study the CN2 parameter was distributed according to land over. They also did not consider snow-related processes, which are crucial to the hydrology of many mountain areas including the Daning catchment as confirmed by this study. This was the result of the exclusion of altitude dependent climate inputs. The time series of temperature they used was normally above zero and since temperature did not change with altitude there was never any snow simulated by their model.
Employing elevation bands to vary precipitation and temperature with altitude led to large improvements in the simulation of river discharge, with NSE increasing by 0.22 in 1987-1993 and 
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Employing elevation bands to vary precipitation and temperature with altitude led to large improvements in the simulation of river discharge, with NSE increasing by 0. (Figure 4 ) may have resulted from the spatial variability of precipitation, which has a particular impact on peak flow simulations in mountain area as confirmed through rainfall gradient experiments [9] . Spatial representation of precipitation based on sparse ground observations and an unvarying precipitation lapse rate across the catchment may be one cause of the streamflow underestimation. Precipitation lapse rates may vary over relatively short-distances and over time [37] . In addition, differences between observed and simulated peak discharges could be attributed to the simulation of snowmelt processes. The actual snowmelt water volume depends on the potential meltwater rate and the extent of snow coverage [8] . Altitudinally varying temperature determines the potential snowmelt rate which changes in response to snowpack conditions, such as snowpack temperature and free water content [38] . The most influential variables include snowpack density, solar radiation intensity, and snow surface albedo [8, 10] . SMFMX and TIMP, which were identified as sensitive parameters in the model of the Daning catchment, account for the impacts of these factors on snowmelt. During the melt season, snow coverage and hence the contribution of meltwater was progressively reduced. This was determined by a snow cover depletion curve [10] , which was ultimately determined by the parameter SNO50COV. It is possible that a uniform temperature lapse rate across the catchment combined with these snowmelt related parameters impacted the simulation of snowmelt runoff.
Although it is inappropriate to directly compare P-factor values when R-factors are different, the calibrated model with elevation bands explicitly reduced the prediction uncertainty compared to earlier model iterations. Parameter sets within the calibrated ranges produced similar overall performance, demonstrating the phenomenon of equifinality in inverse model optimization [39] , being larger than the NSE behavioral threshold (0.3) for daily streamflow modeling. The defined behavioral threshold of NSE helped to eliminate unsatisfactory simulations, and thus reduced the parameter uncertainty. Adjusting climatic inputs with elevation using SWAT's elevation band procedure integrated the uncertainty of observational climate with parameter uncertainty of the Plaps and Tlaps terms. It transferred the input uncertainty to parameter uncertainty. The calibrated Plaps and Tlaps parameters to some extent reduced the uncertainty associated with climatic inputs. The prediction uncertainty produced by SUFI2 reflects a combination of uncertainties derived from the description of natural processes, model inputs and estimation of parameter values. It differs from the uncertainty assessment gained by the first-order error analysis or Monte Carlo method undertaken by Shen et al. [36] , which only generated parameter uncertainty of a model of the Daning catchment. As a tool for water resources planning and management, the available combined uncertainty is required to explicitly understand the reliability of model outputs.
Efforts to reduce uncertainty in Daning River flow prediction should be focused on the problems related to spare climatological observations in a region with large variations in elevation and where a large proportion of the modeled catchment has elevations which are higher than the existing meteorological stations. Totally error-free observations are difficult to obtain, but increasing the spatial resolution and data quality are technically possible. Increasing the density of ground observation within the Daning catchment, and indeed the wider TGRR, including the collection of data from higher altitudes would enhance the ability of station records to represent spatial variability in meteorological condition although it would not be without logistical challenges. Use of elevation bands may address some deficiencies in data availability. However, results from this study do demonstrate that systematic differences between observed and simulated discharges remain (e.g., Figure 4 ). Approximate expressions of precipitation and temperature even with the elevation bands mainly depend on the meteorological observations. Improvements in the meteorological observation network across the Daning River catchment are likely to provide a better approximation of variations in meteorological conditions across the catchment.
Conclusions
Application of the SWAT2012-SUFI2 with the inclusion of elevation bands as a calibration term addressed some of the deficiencies associated with uncertainty in meteorological inputs when modeling data-sparse mountainous catchments. It led to an improved performance of the Daning model in simulating daily river discharge, with the NSE increasing by >0.11 prior to calibration. The prediction uncertainty was reduced compared to earlier calibration iterations. An additional 11% of the daily observations were included in the 95PPU compared to the model without elevation bands. For behavioral simulations, an additional 3.9% of observations were within the 95PPU while the uncertainty reduced by 7.6% in the model with elevation bands. The calibrated model with elevation bands resulted in the performance being classified as "very good" compared to "poor" for the model in which altitudinal variations in meteorological conditions were excluded. Prediction uncertainty was acceptable (P-factor = 85%, R-factor = 0.87).
For mountainous catchments, such as those within the TGRR, where meteorological inputs are limited in spatial extent and derived from climate stations in relatively low lying locations, the application of elevation bands provides one means of representing altitudinal variations in meteorological conditions within hydrological models. Although systematic differences between simulated discharges and the observations remain, improved model performance and the quantification of prediction uncertainty would support water resources planning and management in poorly observed mountainous areas. Improvements in the density of ground observation, including the collection of data from higher altitudes, would be necessary to improve model performance and guide selection of the lapse rates employed within the hydrological models of these catchments.
