ABSTRACT
INTRODUCTION
ontologies (i.e., machine-processable formal models) that support data description, discovery Built upon the huge quantities of live and and integration. archived sensor data available in the Web, the The inclusion of ontologies into Sensor so-called Sensor Web (Botts, Percivall, Reed, Web infrastructures has led these infrastructures & Davidson, 2006) , the Semantic Sensor Web to evolve into Semantic Sensor Web ones, i.e., is a framework for providing enhanced mean-software infrastructures capable of processing ing for sensor observations so as to increase sensor data that are modeled with ontologies interoperability (Sheth, Henson, & Sahoo, and distributed on the Web. (e.g., the Observations and Measurements (Cox et al., 2010) and the Sensor Model Language (Botts & Robin, 2007) ) are frequently used in sensing infrastructures and have sometimes been transformed into ontological models. Furthermore, the recent development of the W3C Semantic SensorNetwork(SSN) ontology (Lefort et al., 2011) will push forward the use ofcommonontologicalmodelsforrepresenting sensor networks.
However, current Semantic Sensor Web infrastructures have furtherrepresentational requirements thanjustmodellingsensornetworks. This is because sensor data are distributed, which requires being aware of the different sensor datasets available; are heterogeneous, which requires knowing the schemas used in these datasets; and are web-accessible, which requires having descriptions of the web services that provide dataset access.
Nevertheless, none of the data models proposed fully covers these requirements; they are partially covered in some models but some requirements have not been dealt with yet (i.e., dataset schema descriptions).
Furthermore, in addition to the types of data just mentioned, Semantic Sensor Web infrastructures need to manage further data (e.g., geographical, organizational, or domainspecific data); thus, one of the dilemmas that developers face is to know which is the most appropriate way to model domain-specific features of interest and their properties, so that they can link domain data with sensor data.
The main contribution of this paper is the definition of a core ontological model for Semantic Sensor Web infrastructures that allows describing sensor networks (by extending the SSN ontology), sensor data sources with their underlying schemas, and the web services that these sources expose. This core ontological model provides a shared vocabulary to discover, access, and integrate information within the infrastructure and to interoperate both across the internal infrastructure services and between an infrastructure and the external sources that adopt alternative approaches (e.g., the OGC Sensor Web Enablement ones) (Botts et al., 2006) .
Asecond contribution is a set of guidelines to model domain-specific features of interest and properties; these guidelines are based on frequent requirements and, in contrast to the current practice, they encourage to take advantage of the expressiveness of the underlying logical formalism and to add logical constraints to the model.
As an example of application, the core ontological model is currently being used in a Semantic Sensor Web infrastructure that is being applied to a use case in the domain of coastal flood emergency planning (Gray et al., 2011) . This development required us to define a set of ontologies to represent those data that are specific to that domain, and to this end the mentioned guidelines have been applied.
As any other engineered product, ontologies may have defects; some of these defects may appear duringtheirdevelopment, butothers only emerge once they have been deployed. The ontologies described in this paper have been evaluated through different aspects (i.e., vocabulary, syntax, structure, semantics, representation, and context) to ensure their suitability for their intended use scenario; in this paper we present the details of such an evaluation to guide future evaluation efforts. This paper is structured as follows. First, it presents the use case in the coastal flood emergency planning domain where the ontologies have been used. Second, it gives an overview of the ontological model and introduces the different modules that compose it. Then it describes the ontology modules that deal with infrastructure data, that is, an extension of the SSN ontology and modules for representing web services, datasets, and dataset schemas. The following section presents the guidelines to model domain specific features of interest and properties along with the domain-specific ontology modules. Then, it describes the evaluationperformed overthe ontological model and compares our model with other models used in sensing infrastructures. Finally, itprovides some conclusions derived from this work.
Coastal Flood Emergency Planning Use Case
This section describes a use case in the coastal flood emergency planning domain that has been resulted in a web application (http ://www. semsorgrid4env.eu/services/dynamic-demo) built on top of a Semantic Sensor Web infrastructure (Gray etal., 2011) . This application, on the one hand, integrates data from a wide variety of sources and supports their consumption and, on the other hand, requires modelling and processing heterogeneous data from different domains. Therefore, it can be considered as an exemplar of mash-up that can be developed on top of Semantic Sensor Web infrastructures.
The use case scenario takes place in the Solent region in the south coast of England, which has a complex tidal and wave pattern that generates a demand for sea-state forecasts from different types of users (e.g., emergency response planners, harbour masters, members of the public).
Once logged into the emergency planning web application, the application provides an initial characterization of the data that is relevant to the user, depending on his/her role. Besides, the user can discover other relevant data sources based on their content. Once the user selects which data sources to show, the application juxtaposes such sources as layers on a map that the user can dynamically browse.
The representational requirements of the application mainly involve modelling domainspecific information (concrete features of interest and properties in the coastal flood domain, relevant regions of the south coast of England, and the different user roles) and relating this information to observations coming from sensor networks.
The underlying Semantic Sensor Web infrastructure has to manage and integrate data coining from different heterogeneous data sources witha diverse typology: relational data, streaming data, and data produced by environmental models.
Streaming data consist on wave, tide and meteorological information coining from two different sensor networks (each covering the three data categories) that have been deployed by the Associated British Ports authority (http://www.abports.co.uk/) and by the Channel Coastal Observatory (CCO) (http://www. channelcoast.org/).
Relational data consist on information related to the CCO sensor network, on the archive of the CCO sensor observations, and on information about flood defences coming from the UK Environment Agency's National Flood and Coastal Defences database (http:// www.scisys.co.uk/casestudies/).
Three environmental models, using the previous data, provide forecasts about the sea condition (wave height and sea level), defence over-topping (probability of defences being over-topped), and flood levels (water depth on flood plains in the event of over-topping).
Furthermore, the application uses other data sources external to the infrastructure: weather forecasts from public meteorological web services, details of shipping in the region obtainedfromthe RDF (Klyne & Carroll, 2004) data published by the Automatic Identification System network (United States Department of Homeland Security, n.d.), and public traffic reports from an RSS feed (RSS Advisory Board, 2009).
The infrastructure also allows creating virtual data sources by integrating data from heterogeneous sources, both in terms of the modality of data (i.e., streaming and relational) and of the representation of data (i.e., the schema used); this integration requires to have information about the different types of data and their corresponding schemas.
All the data sources used in the infrastructure are published in the Web through web services, some of them internal to the infrastructure and some external; therefore, the infrastructure has to store the semantic descriptions of these services.
Figure 1. Overview of the ontological model
Upper Infrastructure infrastructures as well as the ontologies developed to support the use case described in the previous section. All the ontologies that compose this model have been implemented in OWL (McGuiness & van Harmelen, 2004) and are publicly available (Gomez-Perez, Martinez. Fernandes, & Ibarrola, 2008) . Figure 1 illustrates how the ontologies in the ontological model can be classified in different layers according to whether the ontology represents domain-specific information, information required for the infrastructure or upper-level information to facilitate interoperability among the other ontologies.
These ontologies satisfy different knowledge representation requirements extracted during the development of the infrastructure and the use case prototype. These requirements are To represent sensor networks and their observed information about properties of certain features of interest. This requirement is covered by the SSN ontology, developed by the W3C Semantic Sensor Network Incubator Group (Lefort, Sheth. & Taylor, 2008) , and by the SSN Extension ontology. These ontologies reuse the DOLCE+DnS UltraLite upper ontology (OGC, ad.). To represent schemas of relational databases and relational streams. This requirement is covered by the Schema module that extends and corrects an ontology for relational data and schema components (Perez de Laborda & Conrad, 2005) . To represent the web services provided by the infrastructure and the datasets they give access to. This requirement is covered by the Service module that reuses the SWEET upper ontologies (Raskin&Pan, 2005) (Lefort et al, 2011) (© 2011, W3C, MIT, ERCIM, Keio The following sections describe each of these ontologies. When naming classes or properties, the namespace of the class or property will be used if they belong to an external ontology (e.g., sw:Dataset).
INFRASTRUCTURE ONTOLOGIES
This section describes those ontology modules that deal with Semantic Sensor Web infrastructure data, that is, sensor observations and descriptions of datasets, dataset schemas, and web services.
Extending the Semantic Sensor Network Ontology
The Semantic Sensor Network ontology (SSN) (http://purl.oclc.org/NET/ssnx/ssn) (Lefort et al., 2011) revolves around several conceptual modules that encompass key sensor concepts. The relationships between these ontology modules appear in Figure 2 , which contains an overview of the main classes and properties inside these modules.
The modules can be used to represent particular aspects of a sensor orits observations, for example, sensors, observations, features of interest, the process of sensing (i.e., how a sensor operates and observes), the deployment of sensors or their attachment to platforms, the measuring capabilities of sensors, as well as their environmental and survival properties in specific environments. The main classes of the S SN ontology have been aligned with classes in the DOLCE+DnS Ultra Lite foundational ontology to facilitate reuse and interoperability.
The S SN ontology is intended to be refined and extended in specific use scenarios, such as ours. In our case, we required to model some information about sensor networks not covered by the SSN ontology. Such information, shown in Figure 3 , is the following:
• Observation collections (i.e., sets of observations sharing some characteristic) that, even if they are defined in the OGC Observations and Measurements specification (Cox et al., 2010) , were not included in the SSN ontologies.
• Property summaries for observation collections that contain, for a certain property, relevantpiecesofinformation(e.g., the first observation, the temporal interval covered, or the maximum measured value).
• Units of measurement for observation values since the SSN ontology imposes no restrictions to represent them.
• Measurement property values in a way similar to that proposed in the examples of the SSN Incubator Group report (Lefort etal.,2011) .
For extending the SSN ontology we chose to reuse the DOLCE+DnS Ultra Lite ontology because it is the ontology reused by SSN, even if there may be other alternatives to represent some of the concepts needed (e.g., the Measurement Units Ontology for measurement units) (Berrueta & Polo, 2008) .
Schema Ontology
The Schema ontology is used to represent schemas of relational databases and relational streams. For the development of this ontology, an ontology for relational data and schema components (Perez de Laborda & Conrad, 2005) was taken as a starting point and adapted to our case.
The mainconcepts of the Schema ontology, whichisdepictedinFigure4, are schemas, their extents, and extent attributes. These schema descriptions and their relationships with observed properties allow exploiting schema information in data integration tasks. Next, we present in detail how these concepts can be described. A schema, which can be either a database schema or a data stream schema, is described with its extent that, in turn, can be a relation or a stream. Extents can have primary keys and both the extents and the primary keys can have attributes.
Attributes are defined by means of their SQL type (we use the SQL-92 datatypes) (Digital Equipment Corporation, 1992) and of the WebRowSet metadata attributes (Oracle, 2011) . Besides, in order to facilitate the mapping of attributes, attributes are related to the property they are equivalent to.
Finally, streams have atimestamp attribute, which is a special type of attribute that has a Timestamp SQL type.
Service Ontology
The Service ontology is used to represent the web services provided by the sensinginfrastructure and the datasets they provide access to.
The main concepts of the Service ontology, depicted in Figure 5 , are web services, their interfaces, and the datasets that the web services expose. Next, we provide details of how these concepts can be described. A web service is described according to the endpoint reference used to access it, its interface, the dataset that it exposes, and its service type. Service types define, on the one hand, the different service types that are part of the infrastructure and, on the other hand, a classification of services according to the representation format returnedby the service, e.g., XML, RDF, RSS, GeoJSON, or some OGC specification (SOS, SPS, SAS, WNS, CSW, WFS, and WMS). The ontology also allows specifying whether a web service is a stateful web service.
A web service interface is described by the operations that it contains and by the parameters of these operations; these three concepts have been extracted from the ISO 19119 standard on geographic information services (ISO/TEC, 2005b). The ontology allows distinguishing between different types of interfaces, i.e., data access, integration, notification, pull point, query, service, subscription, and subscription manager interfaces.
A dataset is described according to the temporal extent and the region (and, correspondingly, the spatial extent of such region) that it covers; all these classes are reused from the SWEET ontologies (Raskin & Pan, 2005) . A dataset is also described by the features of interest and properties forwhichitincludes data (reusing the respective classes from the SSN ontology), by the schema that is has (reusing the Schema ontology), and by the URLs that contain information about the visualisation styles to be used with the dataset.
DOMAIN ONTOLOGIES
This section starts by presenting some guidelines to model domain-specific features of interest and properties. Then, it describes the ontology modules that deal with data in the domain of our use case (i.e., coastal flood emergency planning) that have been developed following those guidelines.
Modelling Domain Features and Properties
The two main types of infrastructure data that require to be linked to domain-specific features of interest and properties are dataset descriptions, in which a dataset and the attributes of its underlying schema are related to certain features and properties, and observation data, in which observationvalues (regardless of their source) are related to the features and properties observed.
Next, we provide some guidelines to satisfy a common set of requirements related to modelling domain-specific features of interest and properties so they bothcanbe used in these data. It shouldbe added that the two first requirements always appear, while the other two may appear or not depending on the specific use case.
Modelling features of interest and feature
categories. The common approach for modelling features of interest and feature categories is to create a class or a class hierarchy of feature categories (e.g., Room). A concrete feature of interest will be an instance of one of the classes (e.g., room 102). This is the notionfollowed in the Observations andMeasurements specification (Cox et al., 2010 ) and adopted in those developments derived from it (McCarthy, Graniero, & Rozic, 2008; Bartha et al., 2009; Moodley, 2009; Lefort et al., 2011) .
Modelling properties and property categories.
Similarly to the previous case, and also widely adopted, the approach for modelling properties and property categories is to create a class or a class hierarchy of property categories (e.g., RoomProperty). A concrete property will be an instance of one of the classes (e.g., temperature). Care must be taken to avoid problems in the use of properties and their categories; for example, inMoodley (2009) To create the classes and individuals mentioned, existing entities should be reused as muchas possible, eitherfromdomainontologies or from upper ontologies (e.g., DOLCE or SWEET). In addition, it is not advisable to directly use classes in the data instead of their instances (e.g.,Room hasProperty temperature) because those classes thenbecome metaclasses (i.e., classes that are both a class and an instance) and may cause reasoning problems.
Coastal Defences Ontology
The Coastal Defences ontology, depicted in Figure 6 , is used to represent those features of interest and their properties that are specific to the coastal flood emergency planning use case.
As it can be observed, features of interest are located in a certain region, and the ontology defines a hierarchy with the categories of features of interest that are relevant to our use case (e.g., ocean regions). This modelling approach is the one proposed in the ISO 19109 General Feature Model (ISO/IEC, 2005a) .
For each feature category, as established in the General Feature Model, the ontology defines the properties it can have by means of a property category (e.g., ocean region properties) and one individualforeachproperty in that category (e.g., tide height or wave height). In our case we also add one generic feature related to all the properties in that category (e.g., a generic ocean).
The current version of the Coastal Defences ontology contains properties for the following features of interest: physical atmosphere, asset, 
Additional Regions Ontology
The Additional Regions ontology is used to represent those regions of the south coast of England that are relevant to the use case but that are not covered by the Ordnance Survey ontologies.
The need for additional regions occurs eitherbecause specific regions are not included in the Ordnance Survey ontologies (e.g., the Coastal Defence Partnership, which is composed of Gosport, Havant and Portsmouth) or because different services provide different boundaries forthe same region (e.g., theboundaries of South East England for the Channel Coastal Observatory are different from those for the BRANCH)/
Role Ontology
The Role ontology is used to represent the different roles involved in a coastal flood emergency planning scenario and enables a role-based customization of user interfaces and data.
The main concepts of the Role ontology, depicted in Figure 7 , are duties, organizations and roles. Next, we provide details of how these concepts can be described.
A main concept in the ontology is that of duty (e.g., the Flood and Water Management Act, 2010). A duty applies to a certain region, is assigned to an organization and defines the set of responsibilities for such organization (e.g., flood coastal erosion risk management). These responsibilities are fulfilled by a set of tasks, which are related to certain features of interest and properties.
Furthermore, an organization has some regions of responsibility and can have suborganizations, each with different regions of responsibility. Additionally, anorganizationhas a number of positions that operate within the corresponding region and different members that occupy those positions. Each position in the organization assumes a specific role that defines the different tasks to be undertaken by that role.
EVALUATION OF THE ONTOLOGIES
This section presents how we have evaluated the ontologies and the results obtained. Our use case imposed no ontology quality requirements other than conformance to the Semantic Web standards and to the Linked Data principles (Berners-Lee, 2006) since the Semantic Sensor Web infrastructure is intended to publish sensor data on the Web, in the form of linked sensor data (Page, De Roure, Martinez, Sadler, & Kit, 2009) .
In order to evaluate any ontology, we need to know the different aspects of the ontology to be evaluated, the techniques to be used to evaluate these aspects, and the reference frame to compare to and draw conclusions.
Multiple ontology evaluation aspects and perspectives have been identified in different ontology evaluation frameworks based on the description of ontology quality characteristics (Gangemi, Catenacci, Ciaramita, & Lehmann, 2005) , onliterature reviews (Brank, Grobelnik, &Mladenic, 2005) , on existing evaluation studies (Obrst et al., 2007) , or on a holistic view of evaluation (Pak & Zhou, 2010) . However, these frameworks are mostly theoretical and do neither include a set of concrete evaluation techniques to be used, even if they include references to existing work, nor any comparison reference or baseline.
In this work, we have followed the ontology evaluation framework proposed by Vrandecic (2010) . This framework establishes the different aspects of an ontology that can be evaluated, comprehensively subsuming previous work. Besides, it proposes different evaluation methods that can be applied for each aspect; these methods either consist of checks to be performed over the ontology or of metrics that can be compared against a set of constraints or against reference values extracted from an ontology corpus.
These reference values allow us to compare our ontology with other ontologies published in the Web that cover different domains. This is useful in our case since we cannot check whether the ontology satisfies concrete ontology quality requirements, which do not exist in our case, or perform a quantitative comparison with other ontologies or models, which cannot be performedbothbecause their schema definitions are not available andbecause models have different modelling requirements and, therefore, different domain coverage.
The ontology aspects taken into account in the evaluation framework are the following:
Vocabulary. Evaluating the vocabulary aspect of an ontology means to evaluate the names used in the ontology. Names can be URI references or literals, and this aspect deals with the different choices available regarding naming entities or leaving entities unnamed (i.e., blank nodes). Syntax. This aspect deals with evaluating the syntax in which the ontology is serialised. Ontologies can be described in a number of different surface syntaxes; often syntactic descriptions within a certain syntax can differ widely. Structure. Since an ontology can be described by an RDF graph, this aspect deals with the evaluation of the structure of such graph. The structure can vary highly even describing semantically the same ontology. Semantics. This aspect deals with the evaluation of the formal meaning of an ontology through different metrics that go beyond the structure of the ontology and exploit its semantics. Representation. This aspect captures the relation between the structure and the semantics. Representational aspects are usually evaluated by comparing metrics calculated on the RDF graph with features of the possible models as specified by the ontology.
Context. This aspect is about the features of the ontology when compared with other artefacts in its environment; e.g., a data source that the ontology describes, a different representation of the data within the ontology, or formalised requirements for the ontology inform of competency questions or additional semantic constraints.
The next sections present how the ontologies were evaluated according to each of the aspects.
Vocabulary Evaluation
The evaluation methods proposed for this aspect mainly consisted in checking certain characteristics related to the URI syntax (correctness and protocols used), the HTTPprotocol (response codes and content types), naming and annotation (conventions, labels, comments, and language tags), and entity definition (declarations, datatypes, and superfluous blank nodes).
We did not expect to find major issues in this aspect because we used a common naming and annotation scheme during the ontology development, and added labels, comments and language tags (i.e., "en") where needed. The only defects found were the following.
While checking the HTTP status codes of the URIs used inthe ontologies (by making GET calls to them), we noticed that two URIs from the Ordnance Survey (OS) ontologies returned a 404 (Not Found) error; this error was caused because the OS ontologies had changed, and the references to the URIs of the old ontology versions could not be resolved anymore. Once the ontologies were updated to the last version of the OS ontologies, the problems with these two URIs disappeared.
While checking whether the type of every URI was declared (as an OWL class, individual, datatype, object or annotation property), we found that in two ontologies not every URI was declared; inthe Coastal Defences ontology, the three individuals that are reused from the SWEET units of measurement ontology and in the Schema ontology, all the individuals that define the SQLType enumerated class. Even though it is straightforward to identify these URIs as individuals (either by a person or by a reasoner), we added the declarations for those URIs so as to avoidhavingOWLFull ontologies.
Besides these checks, different ontology reuse metricsareproposedinVrandecic (2010) Table 1 shows the reuse metrics obtained from the ontologies. It does not include those names and namespaces that are part of the RDF(S) or OWL vocabularies.
Compared to the results obtained in Vrandecic (2010) for the ontologies in the Watson EA corpus (a subset of the Watson corpus that is part of the Billion Triple Challenge data) (Maynard & Harth, 2012) , it can be observed that the values of R^ are consistent with those of the ontologies in the corpus (lower than 0.5), whereas the values of R VNS and N NS are not consistent since they are expected to be lower than 5 and greater than 10, respectively.
With regard to the ratio of unique URIs to namespaces, to expect less than five unique URIs per namespace is to expect that ontologies have a low number of entities (five for an ontology with one namespace, ten for an ontology with two namespaces, and so on). Taking into account the numberof namespaces, to expect that ontologies include more than ten namespaces is to expect a significant reuse in ontologies.
One issue here can be the way in which the expected values were calculated; this is not clear in Vrandecic (2010) and could significantly affect the values of the metrics. For example, if we create an empty ontology with the Protege ontology editor, the editor already creates five namespaces in the RDF/XML serialisation(i.e., rdf, rdfs, owl, xsd, and owl2xml). As mentioned, we did not count these namespaces in our metrics, but if we added five more namespaces to each ontology the values would be similar to the expected ones.
Syntax Evaluation
The evaluations regarding the syntax aspect were performed over the RDF/XML serialisations of the ontologies. These evaluations were intended to check out problems with the serialisations with the RDF Validator (Prud'hommeaux, 2007) and the OWL Validator (Bechhofer & Volz, 2003) and to verify if the character encoding of the serialisations is UTF-8. No problems in this aspect were found, as expected, since an ontology editor was used during the ontology development (i.e., Protege).
Structure Evaluation
The evaluationmethodsproposedforthis aspect consisted in checking the ontology complexity and searching for problems in the ontology using anti-patterns and the OntoClean method.
Ontology Complexity Metrics
We counted how many times each ontology language feature appeared in the ontologies. This feature analysis allowed us to calculate the complexity of the language fragment used in each ontology by means of anonline complexity calculation tool (Zolin, 2011) . Table 2 shows the structural metrics obtained (only those features that appear at least in one ontology are shown), the DL expressiveness, the OWL species, and the reasoning complexity for each ontology 1 . As can be seen, most of the ontologies have Pspace complexity except the SSN Extension ontology that has ExpTime complexity.
Anti-Patterns
We executed two SPARQL queries over the ontologies to discover potentially problematic patterns. The two queries executed were those proposed in Vrandecic (2010) for detecting the anti-pattern of subsuming nothing and for detecting the anti-pattern of skewed partitions. None of these anti-patterns were found in the ontologies.
OntoClean
We used the OntoClean method (Guarino & Welty, 2002) to detect subsumption misuses in the ontologies. For the detection, we tagged every class in an ontology with certain metaproperties (i.e., rigidity, unity, dependence, and identity) and then checked whether a set of subsumption constraints held. We applied the OntoClean method manually to the ontologies, since their number is low and there are few subsumptions in them. While applying the method, no problem was found in the ontologies.
Semantics Evaluation
The evaluation performed consisted in comparing the normalised class depth measure of the ontologies (i.e., the length of the longest subsumption path of the normalised version of the ontology) with the stable minimal depth of the ontology (which takes the open world assumption into account) (Vrandecic, 2010) .
If these two values are the same there is no problem with the ontology, which is the case of our ontologies that include class hierarchies.
Representation Evaluation
The evaluationmethodsproposedforthis aspect consist in calculating a set of ontological metrics and checking whether a set of constraints hold for them. These metrics are the following: (0)), which is the ratio between the maximum depth of the taxonomy of an ontology and the maximum subsumption path length of the normalised version of the ontology.
• Ratio of classes and class names (R c (0)),
which is the ratio between the number of classes in the normalised version of the ontology and the number of classes in the ontology.
• Ratio of properties and property names {R p (0)), which is the ratio between the number of properties in the normalised version of the ontology and the number of properties in the ontology.
The expected result for these three metrics is that their values are 1 (i.e., that the counts in the ontology and in its normalised version are the same) and this is the case for all the ontologies except in one case, as can be seen in Table  3 (in those ontologies without hierarchies the value of ET(0) cannot be calculated).
In our case most of the values are 1 because almost every normalised ontology is identical to the original one. The only exception appears in the Schema ontology where one of the constraints from Vrandecic (2010) is not satisfied (R c (0)>\), which indicated "that not all interesting classes or properties have been given a name, i.e., the coverage of classes and properties with names may not be sufficient."
The constraint was not satisfied because the Schema ontology includes a complex class description (i.e., union) as domain of aproperty that, after normalisation, produces a new class name. It was a design decision not to include that artificial class name in the ontology, and to increase clarity we defined the domain as a union of classes. Therefore, this constraint violation entails no defect in the ontology.
Context Evaluation
For evaluating the context aspect we did not follow any of the methods proposed in Vrandecic (2010), since they rely on having a set of artefacts that we had not produced during ontology development (i.e., competency questions, test ontologies, highly-axiomatised versions of the ontology, or translation of the ontology to a logic program with rules); we thought that explicitly preparing any new artefact from the ontology to be used for the evaluation may produce biased results.
In their survey, Brank, Grobelnik, and Mladenic (2005) classify ontology evaluation approaches into comparison with a golden standard, use of the ontology in an application, comparison with a source of data, and performance of human-based evaluations.
Even if no formal evaluation has been performed in this sense, the ontologies can be considered, to acertainextent, as validated; they are being successfully used in the coastal flood emergency planning web application and have been manually inspectedby the domain experts and developers that worked in the development of the prototype.
In addition, in our case we did not have a golden standard onwhichto base the evaluation; however, we had the data used in the prototype mentioned so we performed a data-driven analysis to calculate the completeness between an ontology andadomainofknowledge (Brewster, Alani, Dasmahapatra, & Wilks, 2004) .
In the analysis we found that all those ontologies that are part of the Semantic Sensor Web infrastructure (Schema, Service and SSN Extension) were developed with the aim of their being generic and, therefore, their coverage is not high. On the other hand, those domain ontologies explicitly developed for the prototype (Additional Regions and Coastal Defences) have a high coverage because we prioritised applicability in the prototype over reusability and we modelled only all those entities that were expected to be used. Finally, the coverage of the Role ontology was somewhat low since the aim during its development was to capture all the possible concepts and their different relationships even if they were not going to be directly used in the prototype.
Related Work
Different proposals have been made for designing sensor network infrastructures to integrate data coining from different sources. Sensor network infrastructures follow different approaches to represent data 2 ; some of them use database models, e.g., SenseWeb (Kansal, Nath, Liu, & Zhao, 2007) ; others use XML schemas IrisNet (Gibbons, Karp, Ke, Nath, & Seshan, 2003) , Hourglass (Shneidman et al., 2004) , SemSOS (Henson, Pschorr, Sheth, & Thirunarayan, 2009), and SANY (Klopfer & Simonis, 2010) ; and some others use ontological models REASON (Jabeur, McCarthy, Xing, & Graniero, 2009 ) and SWAP (Moodley, 2009) .
Knowing the concrete schemas that these infrastructures use to represent their data is not apparent in the literature because scarce details on these schemas are provided and because their definitions are not available. Even if this lack of information may be due to the fact that these models are considered as implementationspecific information, our viewpoint is that having details about such models can facilitate data reuse and interoperability.
Similarly to our approach, other existing sensor network infrastructures manage data to represent sensor networks and their spatio-temporal characteristics, including information to support the discovery and integration of sensor information (mainly through registries). However, no data model has been proposed yet for representing every type of data required by the current Semantic Sensor Web infrastructures.
Depending on the intended use of the infrastructures, some types of data are covered or not; for example, dataset descriptions are only used in SANY, SemSOS, SenseWeb, and SWAP, whereas service descriptions are only used in Hourglass SANY, and SWAP.
One type of data that we have not found in these infrastructures, and that we take into account in our model, is that about the schemas used in the different data sources to represent their underlying data, which are needed for integrating data from heterogeneous data sources (e.g., sensor data streams, relational databases or XML data). In the infrastructures mentioned, this integrationis performedby different components responsible for converting data to a common model. However, in our case integration is managedby a specific integration service that requires information about the underlying data schemas (Calbimonte, Corcho, & Gray, 2010) .
Sensor network infrastructures have been extensively applied to environmental monitoring (Hart & Martinez, 2006) , mainly in the field of risk monitoring and management; these infrastructures have been used in different domains such as volcanic eruptions (WernerAllen, Johnson, Ruiz, Lees, & Welsh, 2005) , forest fires (Terhorst et al., 2006) , agricultural risks (Panchard, Rao, Prabhakar, Hubaux, & Jamadagni, 2007) , or flood events (Baptista, 2006; Chang & Guo, 2006; Zhou & De Roure, 2007; Smith et al., 2009; Sunkpho & Ootamakorn, 2011) , which is our case.
The use of ontologies to model domain data in these infrastructures is quite recent (Asuncion et al., 2005; Tanasescu et al., 2006; Terhorst et al., 2006; McCarthy et al., 2008; Klopfer & Simonis, 2010) , and the models defined in each infrastructure are different and difficult to reuse. This is mainly so because the use cases implemented overthese sensing infrastructures are quite heterogeneous and their end users work under a set of specific regulations (e.g., the Flood and Water Management Act 2010 in the UK, which is our case, or the Andalusian Regional Ministry of Environment in Spain) (Asuncion et al., 2005) that are completely different from one scenario to another.
Nevertheless, the principles for modelling domain-specific features of interest and properties in these infrastructures are similar and, since the appearance of the Observations and Measurements model (Cox et al., 2010) , all the approaches are based on it. All these models usually include feature and property categories (i.e., hierarchies), and the only noticeable features in them are the absence of the rich expressivity that the ontology language permits and of the representation of links between feature categories and properties. These absences canbe justified by the lack of requirements that demand them in the corresponding use scenarios; however, we have also included recommendations for them in the guidelines presented.
Another remarkable fact is that only one of these infrastructures has reused existing ontologies during development (the AFIS system reuses the SWEET ontologies) (Terhorst et al., 2006) . In our opinion, the development of models for Semantic Sensor Network infrastructures should be guided by reuse, which has been our approach while developing the ontologies presented in this paper. We think that the Semantic Sensor Network ontology proposed in the W3C (Lefort et al., 2011) will fill an important gap here by allowing the interchange of cross-domainsensordatabetween infrastructures.
CONCLUSION
This paper presents an ontological model that can be fully or partially reused in Semantic Sensor Web infrastructures; by reusing upper ontologies, we aim to facilitate interoperability between such infrastructures. Additionally, the separation between the infrastructure and the domain ontologies contributes to making the ontological model modular and extensible.
The use of the ontological model in a different domain or use case should not entail major problems, since our design principles have been to reuse ontologies and data models as much as possible and to modularize the ontologies developed so as to facilitate the reuse or replacement of ontology modules.
While some of the ontologies are specific to the coastal flood warning scenario (e.g., Role), those related to the infrastructure are generic. Thus, the ontological model can be adapted to other situations by replacing the domain ontologies. Note that if an ontology exists for the new application domain, then to replace the domainontologies with anontologyforthe new domainis a straightforward process. Otherwise, a new ontology would have to be developed. This development requires adomainexpertwho knows the terminology and relationships of the concepts in the domainwho in turn should work with an ontology engineer.
In the paper we present a static evaluation of the ontologies developed. Clearly, a complete evaluation would also require performing dynamic evaluations over a running system using the ontologies (e.g., to analyze the effect of the ontology structure in query complexity or efficiency).
The evaluation results unveiled some problems (or potential ones) in the ontologies that were later fixed. It is also important to remark the important role of evaluation in the ontology developmentprocess since sometimes problems in the ontologies may not arise from the same process but from other factors, such as changes in the ontologies reused, as it occurred in our case.
However, ontology evaluation is not a straightforward task. Even if different ontology evaluation methods are proposed in the literature, applying them requires manual intervention minimally supported by software tools. Therefore, we would like to remark the need for automation of ontology evaluation activities by means of software ontology evaluation frameworks that facilitate evaluation and enable advanced evaluation scenarios (e.g., regression evaluations).
Furthermore, existing ontology evaluation techniques are domain independent; however, it would also be desirable to have domainspecific ontology evaluation techniques and guidelines. An example of such a technique in the domain of sensor networks would be one that allows evaluating whether the SSN ontology is properly being used in those ontologies that reuse or extend it. 
Raul Garcia-Castro is a postdoctoral researcher at the Ontology Engineering

