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El concepto de eficiencia es usado para describir un mercado en el cual toda la información
disponible se encuentra reflejada en los precios de los activos financieros. Bajo la hipótesis
de eficiencia débil, se dice que con base en los precios históricos es imposible predecir los
movimientos futuros de los precios, y por tanto poder crear estrategias exitosas de nego-
ciación. El objetivo principal de este trabajo gira alrededor de probar la hipótesis débil de
eficiencia en el mercado accionario colombiano con base en el Índice General de la Bolsa de
Valores de Colombia, a partir de un modelo que captura todos los hechos estilizados encontra-
dos en la investigación emṕırica, el modelo ARFIMA-HYAPARCH. Además, se consideran
posibles efectos calendario tanto en el proceso de media, como en el proceso de volatilidad
condicional. Los resultados muestran que el proceso generador de los retornos parece obe-
decer a un modelo ARFI-HYAGARCH, rechazando aśı la hipótesis de eficiencia débil. El
periodo de análisis es del 3 de junio de 2001 hasta el 3 de marzo de 2011, con un total de
2360 observaciones diarias.
Palabras clave: IGBC, Eficiencia, Volatilidad, Distribución GED, GARCH, HYA-
GARCH, ARFIMA, HYAPARCH.
Abstract
The concept of efficiency is used to describe a market in which all available information
is reflected in the prices of financial assets. The weak-form efficiency states that based on
historical prices is impossible to predict future movements in prices, and therefore creating
successful strategies for negotiation. The main objective of this work revolves around weak
test the hypothesis of efficiency in the stock market based on the Colombian Stock Ex-
change General Index of Colombia, from a model that captures all the stylized facts found
in empirical research , the ARFIMA-HYAPARCH model. Furthermore calendar effects are
considered both in the process mean, as in the conditional volatility. The results show that
the generating process of returns seems to follow a ARFI-HYAGARCH model, rejecting the
weak efficiency hypothesis. The analysis period is from June 3, 2001 until March 3, 2011,
with a total of 2360 daily observations.
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De acuerdo con Dimson y Mussavian (2000), el concepto de eficiencia es clave en finanzas.
Principalmente, el término de eficiencia es usado para describir un mercado en el cual toda
la información relevante y disponible se encuentra reflejada en los precios de los activos fi-
nancieros (Fama, 1970). Roberts (1967) distingue tres conjuntos de información relevante:
la historia de los precios de los activos, la información pública disponible y la información
privada. A partir de estos tres conjuntos, se establece tres formas de eficiencias: la débil, la
semifuerte y la fuerte. Bajo la forma débil de eficiencia, se dice que los precios actuales de
los activos reflejan totalmente toda la información contenida en los movimientos previos de
los precios, es decir, con base en los precios históricos es imposible predecir los movimientos
futuros de los precios y por tanto crear estrategias exitosas de especulación.
La idea de falta de predictibilidad en los precios de los activos financieros ha sido comúnmente
referida como la hipótesis de caminata aleatoria (Escanciano y Lobato, 2009). Campbell et al.
(1997) distinguen tres tipos de caminatas aleatorias de acuerdo con la estructura de depen-
dencia de los incrementos en las series. La caminata aleatoria 1 corresponde a incrementos
independientes, la caminata aleatoria 2 corresponde a incrementos media-independientes, y
la caminata aleatoria 3 corresponde a incrementos incorrelacionados. De estás tres nociones,
las más relevantes en la econometŕıa financiera son 2 y 3. La noción de la caminata aleatoria
1 es claramente rechazada en los datos financieros por muchas razones, entre las cuales la
más importante es la dependencia temporal de su volatilidad (Engle, 1982). Una martingala
podŕıa corresponder a la caminata aleatoria 2, lo que significa que el mejor pronóstico del
precio de mañana del activo financiero es el precio de hoy, por lo que el modelo de martingala
captura la “esencia” del modelo de caminata aleatoria (LeRoy, 1989).
Ya que los precios de los activos no son estacionarios, desde un punto de vista técnico, es
más simple manejar los retornos del activo, y en lugar de probar que los precios siguen una
martingala, es más común probar que los retornos siguen una sucesión de martingala en di-
ferencias. Una sucesión de martingala en diferencias no tiene ninguna dependencia en media,
condicionada a su propio pasado, implicando que sea simplemente impredecible a partir de
su propio pasado. Al respecto, LeRoy (1989) menciona que “. . . la martingala en diferencias
descarta cualquier dependencia de la esperanza condicional de los retornos sobre su propio
pasado, mientras que la caminata aleatoria 1 descarta, además de esto, la dependencia que
implica los momentos condicionales de orden mayor. La importancia de esta distinción entre
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la martingala y la caminata aleatoria 1 es evidente: se sabe que los precios de los activos
pasan por periodos prolongados de calma, y de igual manera, por prolongados periodos de
turbulencia. Formalmente, se podŕıa representar este comportamiento usando un modelo en
el cual sucesivas varianzas condicionales de los retornos (pero no niveles sucesivos) estén
positivamente correlacionados. Tal especificación es consistente con una martingala, pero no
con la caminata aleatoria 1, la cual es más restrictiva”.
Este trabajo busca probar la hipótesis de eficiencia débil en el mercado accionario colombiano
a través de probar la hipótesis de martingala en diferencias para los retornos del IGBC, bajo
supuestos como la inexistencia de costos de transacción, neutralidad ante el riesgo por parte
de los participantes del mercado, y toda la información disponible se puede obtener sin costo
por todos los participantes del mercado (ver Fama, 1970). Además se consideran posibles
efectos estacionales conocidos comúnmente como efectos calendario, los cuales contradicen
la hipótesis débil de eficiencia de mercado.
Para esto, Andreou, et al. (2001) mencionan que “la prueba emṕırica más directa sobre
la idoneidad de la hipótesis de martingala en diferencias asciende a determinar si existen
efectos medios condicionales significantes”. El objetivo principal en este trabajo consiste en
verificar la existencia de efectos medios condicionales significantes en los retornos del IGBC,
considerando la posible existencia de una estructura de dependencia de mayor orden.
De acuerdo con Maya y Torres (2005), a pesar de su importancia, la eficiencia en el mercado
accionario colombiano no ha sido un tema abordado activamente, y son pocos los trabajos
publicados al respecto. No obstante, los existentes coinciden en identificar la presencia de
altas correlaciones en el mercado colombiano, aunque existe una clara evolución hacia una
menor dependencia serial, conforme se analizan datos más recientes (Maya y Torres, 2004).
Sin embargo, cabe aclarar que la mayor parte de estos trabajos enfocan la eficiencia débil
desde el punto de vista de la caminata aleatoria 1, y aśı usan pruebas de ráıces unitarias,
pruebas de rachas, pruebas de razón de varianzas, entre otras (ver Worthington y Higgs,
2003; Méndez, 2009).
En términos de la hipótesis de martingala en diferencias para los retornos del IGBC, los
trabajos existentes (ver por ejemplo Pérez y Fernández, 2006; Montenegro, 2007, Rivera,
2009) se enfocan en modelos autorregresivos condicionalmente heterocedásticos generaliza-
dos (GARCH), los cuales son usados para encontrar estructuras de dependencia en el proceso
de media condicional, y aśı valorar dicha hipótesis. Aunque estos trabajos encuentran algu-
nas estructuras de dependencia significativas, los autores mencionan que es probable que
utilizando metodoloǵıas posteriores a los GARCH, se encuentren valores más ajustados a la
realidad del mercado. Pérez (2009) profundiza en este aspecto y utiliza modelos ARFIMA
en la media condicional y modelos FIGARCH para la volatilidad condicional con el objetivo
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de evaluar la existencia de memoria larga como una prueba de la eficiencia débil. El autor
menciona que la existencia de memoria larga en cualquiera de estos dos modelos va en contra
de dicha hipótesis. Los resultados muestran que existe un grado de persistencia en las series
indicando que el mercado accionario colombiano no es eficiente.
En este trabajo se emplea el modelo ARFIMA-HYAPARCH de Schoffer (2003), el cual per-
mite capturar un conjunto mayor de posibles dinámicas en los retornos del IGBC en compara-
ción con los modelos anteriormente mencionados. Espećıficamente, este modelo contempla
todas las caracteŕısticas (hechos estilizados) encontradas en las investigaciones emṕıricas para
los retornos de mercados financieros: volatilidad por agrupamiento, leptocurtosis, asimetŕıa y
memoria a largo plazo. La especificación y la adecuación de este modelo se realiza v́ıa méto-
do Spanos (1995), el cual propone un enfoque metodológico para probar teoŕıas mediante la
modelación econométrica considerando la naturaleza no experimental de las observaciones,
ya que los datos disponibles son a menudo el resultado de un proceso en curso no controlado.
Para la realización de este trabajo se cuenta con los retornos diarios del IGBC desde el 3 de
junio de 2001 (fecha de inicio de actividades para la bolsa de valores) hasta el 3 de marzo
de 2011, obteniéndose un total de 2360 observaciones. Estos datos fueron suministrados por
la Bolsa de Valores de Colombia (regional Medelĺın).

2. Hipótesis de Eficiencia de Mercado
La hipótesis de mercados eficientes, popularmente conocida por sus siglas en inglés EMH,
relaciona los precios de activos con la información que disponen los inversionistas. Jensen
(1978) menciona: “creo que no hay otro problema en economı́a que tenga emṕıricamente más
evidencia sólida, que la hipótesis de eficiencia de mercado”. De acuerdo con Sewell (2011),
los oŕıgenes de la EMH se remonta, por lo menos, hasta la contribución teórica del francés
Bachelier (1900), quien usa la matemática del movimiento browniano para estudiar el precio
de los activos. Bachelier (1900) deduce que la esperanza matemática de las ganancias de un
especulador financiero es cero.
El estudio de Bachelier (1900) encuentra emṕıricamente validez en trabajos como el de
Cowles (1933) y Working (1934). Cowles (1933) analiza el esfuerzo de pronóstico realizado
por 45 agencias profesionales y encuentra que éstas fallan en la demostración de habilidades
para este fin, debido a que sus resultados son más probablemente consecuencia del azar.
Por otro lado, Working (1934) concluye que los retornos accionarios se comportan como los
números de una loteŕıa.
Más adelante, Samuelson (1965) muestra que en un mercado eficiente, desde el punto de vista
del proceso de información, los precios tienen que ser impredecibles y deduce que las tasas de
retorno de activos rt deben ser un juego justo, esto es, la predicción del proceso estocástico
rt es igual a cero para cualquier posible conjunto de información Ωt (E[rt+1 |Ωt] = 0). Esta
definición dice que los retornos rt son un juego justo cuando los precios de los activos con-
forman una martingala, es decir, E[Pt+1 |Ωt] = Pt. El modelo del juego justo no presenta
diferencia sistemática entre el rendimiento actual del juego y el rendimiento esperado antes
del juego (Susmel, 2010). Fama (1970), desarrolla esta idea definiendo que “un mercado en
el que los precios reflejan plenamente la información disponible es eficiente”. Además, él
indica que el proceso de formación de precios debe ser especificado con más detalle, ya que
una prueba de eficiencia de mercado requiere definir cuáles retornos son normales y cuáles
son extraordinarios, definición que viene dada por un modelo de equilibrio (por ejemplo el
modelo de fijación de precios de activos de capital, CAPM por sus siglas en ingles, desarro-
llado por Lintner, 1965; Mossin, 1966; Sharpe, 1964). Siguiendo a Samuelson (1965), Fama
expresa las condiciones de equilibrio de mercado en términos de tasas de retorno esperadas,
las cuales son calculadas con base en el conjunto de información disponible Ωt. Fama iden-
tifica un mercado eficiente con el supuesto de que las tasas de retorno de activos rt sean un
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juego justo, y propone varios modelos para los precios de activos incluyendo los modelos de
martingala y el modelo de camino aleatorio.
Malkiel (1989), formaliza una definición más explicita de la EMH:
“Un mercado es completamente eficiente si refleja toda la información para deter-
minar los precios de los activos financieros. Formalmente, se dice que un mer-
cado es eficiente con respecto a un conjunto de información. . . si la revelación
de información a todos los participantes no afecta a los precios de los activos.
Más aún, la eficiencia con respecto a un conjunto de información. . . conlleva a
que sea imposible obtener beneficios económicos con base en dicho conjunto de
información”.
Malkiel (1989) inicialmente reitera la definición de Fama (1970). El segundo párrafo sugie-
re que la eficiencia de mercado puede ser probada, tal vez en condiciones de laboratorio,
revelando información a los participantes del mercado y midiendo la reacción de esta (la
información) en los precios de los activos. Śı los precios no se alteran cuando la información
es revelada, entonces el mercado es eficiente con respecto a esa información. El tercer párrafo
sugiere una forma alternativa de probar la eficiencia de mercado, midiendo los beneficios que
se pueden obtener negociando con dicha información. Esta idea es la base de casi todos los
trabajos emṕıricos de eficiencia de mercado (Campbell et al., 1997); se ha usado en dos prin-
cipales formas: primero, muchos investigadores han tratado de medir los beneficios ganados
por los profesionales del mercado tales como los administradores de fondos de inversión. Si
estos administradores logran retornos superiores (después del ajuste por riesgo), entonces el
mercado no es eficiente con respecto a la información que poseen los administradores. Esta
aproximación tiene la ventaja de concentrarse en negociaciones reales de participantes del
mercado reales, pero tiene la desventaja que no se puede observar directamente la informa-
ción usada por los administradores en sus estrategias de negociación (Fama, 1970, 1991).
Como una alternativa, se puede investigar si negociaciones hipotéticas basadas sobre una
información expĺıcitamente espećıfica podŕıa generar retornos superiores. Para implemen-
tar esta aproximación, se debe primero elegir un conjunto de información (Campbell et al.,
1997). La taxonomı́a clásica de conjuntos de información, debido a Roberts (1967), distingue
entre:
Eficiencia en su forma débil: El conjunto de información incluye solamente la histo-
ria de los precios o los retornos. Bajo esta forma, se dice que los precios actuales de los
activos financieros reflejan totalmente toda la información contenida en los movimien-
tos previos de precios. Es decir, usando los precios históricos es imposible construir
una estrategia exitosa de especulación. También se puede decir que es imposible usar
precios históricos para predecir los futuros movimientos de precios.
Eficiencia en su forma semifuerte: El conjunto de información incluye toda la
información conocida por todos los participantes del mercado (información pública
9
disponible). Esta información no sólo incluyen los movimientos previos de precios,
sino también cualquier otra información como balances contables, análisis públicos de
las empresas, predicciones públicas de precios futuros, anuncios de dividendos, etc.
Por tanto, usando cualquier información pública es imposible construir una estrategia
exitosa de especulación y predecir los futuros movimientos de los precios.
Eficiencia en su forma fuerte: El conjunto de información incluye toda la informa-
ción conocida por algunos participantes del mercado (información privada). Esta forma
fuerte tiene una implicación muy clara: ningún inversor pude superar regularmente el
comportamiento del mercado.
De acuerdo a la definición de Fama (1970), los precios deben incorporar toda la informa-
ción disponible en un mercado eficiente. Más espećıficamente, eficiencia con respecto a un
conjunto de información, implica que no es posible obtener ganancias extraordinarias al ne-
gociar activos financieros con base a dicha información. Por ello las pruebas de eficiencia de
mercado se enfocan hacia buscar si los participantes en el mercado logran obtener ganan-
cias extraordinarias regularmente con la información disponible. Sin embargo, Grossman and
Stiglitz (1980) señalan que los precios de activos no pueden incorporar toda la información
disponible, en el sentido de la EMH. Ellos mencionan que tiene que haber ineficiencias para
compensar a los inversores por el costo de compra-venta de activos y de obtención de infor-
mación. Solamente en el caso extremo donde estos costos sean cero, los precios de activos
incorporaŕıan toda la información. Jensen (1978) dice: “la hipótesis de mercado eficiente
es, en esencia, una extensión de cero beneficios en condiciones de equilibrio competitivo
en el mundo de la certeza, de la teoŕıa clásica de precios, al comportamiento dinámico de
los precios en mercados especulativos, bajo condiciones de incertidumbre”. Él propone una
definición en la cual los precios reflejan toda la información hasta el punto en el que los
beneficios marginales de actuar sobre ella no excedan a los costos marginales.
Según Fama (1970), las siguientes seŕıan condiciones suficientes para un mercado eficiente:
(i) inexistencia de costos de transacción, (ii) toda la información disponible se puede obtener
sin costo por todos los participantes del mercado, (iii) todos los participantes están de acuer-
do con las implicaciones que la información actual existente tiene sobre los precios actuales
y las distribuciones de los precios futuros de cada activo. Por consiguiente, si un mercado
reúne estas condiciones, el precio de cada activo relejaŕıa plenamente toda la información
disponible.
Para Malkiel (1989), la hipótesis de eficiencia de mercado esta asociada con la idea de ca-
minata aleatoria, término que se usa en finanzas para caracterizar una serie de precios en el
que todos los cambios de precios futuros representan desviaciones aleatorias de los precios
pasados. La lógica de la idea de caminata aleatoria es que si el flujo de información no se
obstruye y se refleja inmediatamente en el precio del activo, entonces el cambio en el precio
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de mañana reflejará solamente las noticias de mañana y seŕıa independiente del cambio en el
precio de hoy. Sin embargo las noticias, por definición son impredecibles, por lo que el cambio
en los precios deben ser impredecibles y aleatorios. Si se cumple la hipótesis de caminata
aleatoria, se debe cumplir la EMH con respecto a los rendimientos pasados (pero no al revés).
De acuerdo con Timmermann and Granger (2004), a pesar de que muchos estudios igualan la
eficiencia de mercado con el modelo de caminata aleatoria para los precios accionarios, esto
claramente no es generalmente cierto. Si la hipótesis de caminata aleatoria es interpretada
en su forma estricta que implica el incremento en los precios son independientes e idéntica-
mente distribuidos, entonces el modelo de caminata aleatoria es rechazado por la presencia
de heterocedasticidad condicional en los retornos (ver Engle, 1982). Las pruebas de la validez
del modelo de caminata aleatoria son, por lo tanto, insuficientes para demostrar ineficiencia
de mercado, ya que están solo impĺıcitas por la EMH bajo un conjunto de circunstancias
muy especiales, es decir, en la ausencia de dividendos e ignorando los efectos de la tasa de
interés y los costos de transacción.
De acuerdo con Milionis (2007), un mercado es llamado eficiente si el estimador que el mer-
cado usa para pronosticar el retorno del periodo siguiente (de un activo) es el valor esperado
condicional sobre toda la información disponible hasta, e incluyendo, el periodo presente.
El hecho de que una función de cualquier clase no pueda ser usada para los pronósticos un
paso adelante del proceso de martingala en diferencias, no indica que los momentos de or-
den mayor no puedan depender de valores pasados o generalmente de la información pasada.
Un ejemplo bien conocido de tales dependencias es el caso de heterocedasticidad condicional.
Según Escanciano and Lobato (2009) en los precios de los activos la idea de la falta de
predictibilidad ha sido comúnmente referida como la hipótesis de caminata aleatoria. Camp-
bell et al. (1997) distinguen tres tipos de caminatas aleatorias de acuerdo a la estructura
de dependencia de los incrementos de las series. La caminata aleatoria 1, corresponde a
incrementos independientes, la caminata aleatoria 2, a incrementos media-independientes,
y la caminata aleatoria 3 a incrementos incorrelacionados. De estas tres nociones, las más
relevantes en la econometŕıa financiera son la segunda y la tercera. La noción de la camina-
ta aleatoria 1 es claramente rechazada en los datos financieros por muchas razones, la más
importante su volatilidad: la falta de constancia de la varianza del activo financiero actual
condicionado a sus retornos rezagados. Una martingala podŕıa corresponder a la caminata
aleatoria 2, lo que significa que el mejor pronóstico del precio de mañana del activo es el
precio de hoy. Los retornos de activos financieros que son impredecibles, a menudo se dice
que forman una sucesión de martingala en diferencias. Ya que los precios de los activos no
son estacionarios, desde un punto de vista técnico es más simple manejar los retornos del
activo, y en lugar de probar que los precios siguen una martingala, es más común probar
que los retornos siguen una sucesión de martingala en diferencias.
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De acuerdo con Lo (2008), el concepto de la EMH puede percibirse como: entre mayor efi-
ciencia en el mercado, mayor aleatoriedad debe haber en la secuencia de cambios en los
precios, por lo que el mercado más eficiente es uno en el cual, el cambio en los precios sea
completamente aleatorio e impredecible. Esto no es naturalmente accidental, sino que es el
resultado directo de muchos participantes activos del mercado que tratan de sacar provecho
de su información.
2.1. La hipótesis débil de mercado
Según Aragonés and Mascareñas (1994), los primeros trabajos de eficiencia se centraron es-
pecialmente en la hipótesis débil, donde el conjunto de información considerado se reduce
a la serie histórica de los precios o retornos. De las diversas técnicas empleadas para este
análisis, quizá la más frecuente sea el estudio de la autocorrelación serial de los precios o
rendimientos de las acciones, utilizando como modelo de equilibrio la fijación de los precios
de tal forma que los rendimientos esperados sean constantes.
Entre los autores que realizan esta clase de contrastación cabe destacar algunos como Fama
(1965); Kendall (1953); Moore (1962a) que analizan las primeras diferencias logaŕıtmicas de
los precios diarios de las treinta acciones del DowJones Industrial. En los tres casos coin-
ciden en su conclusión de no observar correlación serial significativa como para apoyar la
existencia de dependencia lineal sustancial entre los cambios sucesivos de los precios de los
t́ıtulos analizados.
Otro tipo de pruebas utilizadas para comprobar la independencia de los cambios sucesivos
en los precios son las pruebas de corridas o rachas. Se entiende por una corrida una sucesión
de cotizaciones que tienen el mismo signo (aumento “ + ” o disminución “ − ”); bajo el
supuesto de independencia, el número de corridas observado en una serie no debeŕıa diferir
significativamente del de una serie de números aleatorios. Con base en estas pruebas, Fama
(1965) no observa indicios de dependencia. Fama (1970) señala que la versión débil tiene
considerable soporte emṕırico; comentando que las desviaciones encontradas en la literatura
de la época no son económicamente significativas.
Por otro lado, Cowles (1960); Kendall (1953); Osborne (1959, 1962), entre otros, han propor-
cionado evidencia estad́ıstica sobre la naturaleza aleatoria del cambio en los precios accio-
narios (Pesaran, 2005). Aunque varios estudios encontraron evidencia contra la hipótesis de
caminata aleatoria, estos fueron descartados como económicamente importantes (no genera-
ban reglas de negociación rentables a la presencia de costos de transacción) y estad́ısticamente
sospechosos (debido de la mineŕıa de datos). Por ejemplo, Fama (1965), concluye que “. . .no
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hay evidencia de una importante dependencia para una inversión o desde un punto de vista
estad́ıstico”.
Según Clarke et al. (2001), otra ĺınea de la literatura prueba la forma débil de eficiencia
de mercado examinando las ganancias del análisis técnico. Mientras que muchos estudios
iniciales consideran el análisis técnico inútil. Brock et al. (1992) encuentran evidencias por el
contrario. Ellos muestran que reglas de negociación relativamente simples han logrado éxito
en la predicción de los cambios en el promedio del Dow Jones Industrial. Sin embargo, las
investigaciones posteriores han encontrado que las ganancias de estas estrategias son insufi-
cientes para cubrir los costos de transacción. Por consiguiente, los hallazgos son consistentes
con la forma débil de eficiencia de mercado.
Una de las herramientas más utilizadas dentro del análisis técnico son las reglas de los filtros.
Estas reglas son usadas para desarrollar otro tipo de pruebas que parten de un modelo de
equilibrio en el que los precios se determinan de forma que los rendimientos esperados sean
positivos. La prueba consiste en comparar el beneficio obtenido durante el periodo de análi-
sis mediante la aplicación de la técnica de los filtros con la alternativa de comprar el t́ıtulo
al principio del peŕıodo y venderlo al final (estrategia de comprar y mantener). Alexander
(1961) considera distintos filtros que oscilan entre un 1% y un 50%, mientras que Fama
and Blume (1966) abarcan desde un 0.5% hasta un 50%. Los resultados iniciales reflejaron
la posibilidad de batir al mercado mediante el empleo sistemático de ésta técnica para fil-
tros pequeños (1.0 para Alexander, 1961; 0.5, 1.0 y 1.5 para Fama and Blume, 1966). Sin
embargo, estos dos autores demuestran que debido al gran número de operaciones que aca-
rrea la utilización de filtros pequeños, al considerar los costos de transacción, los beneficios
quedaŕıan totalmente absorbidos.
2.2. La hipótesis semifuerte de mercado
La forma semifuerte de la EMH soporta que toda la información pública está ya introducida
en el valor del activo y, por ello, no se puede usar el análisis fundamental1 para determinar
si un t́ıtulo está infra o supra valorado. Básicamente, la forma semifuerte de la EMH soporta
el razonamiento de que hay retraso en la distribución de la información pública. Cuando
una sociedad anuncia algo, los inversionistas de todo el páıs valoran la información con igual
velocidad.
1Mientras el análisis fundamental se relaciona con el análisis financiero y con los determinantes de la
valoración, el análisis técnico se basa en el estudio del precio del pasado y en el volumen de datos,
aśı como en las tendencias asociadas al mercado para predecir los movimientos futuros del precio. El
análisis técnico se basa ampliamente en el chartismo y en el uso de indicadores clave del mercado para
hacer previsiones.
2.3 La hipótesis fuerte de mercado 13
Según Aragonés and Mascareñas (1994), Ball and Brown (1968) examinan el comportamien-
to del mercado ante el anuncio de los beneficios anuales de 261 empresas importantes, en
EE.UU., entre 1946 y 1966; Fama et al. (1969), estudian la reacción ante el anuncio de un
desdoblamiento de acciones o split para 622 empresas que realizaron 940 splits a lo largo del
periodo de consideración y Scholes (1972) analiza la evolución de las cotizaciones bursátiles
ante el anuncio de la venta de un total de 345 grandes paquetes de acciones. En todos los
casos los resultados llevan a los autores a conclusiones favorables para la definición interme-
dia de eficiencia, aunque del estudio de Scholes, además, se desprende la posibilidad de que
el modelo no sea adecuado en cuanto a la hipótesis fuerte. Por otro lado, Fama (1991) revisa
numerosos estudios sobre la EMH que muestran cómo algunas variables macroeconómicas,
financieras y de finanzas corporativas tiene poder para predecir los retornos de acciones,
evidenciando el no cumplimiento de la EMH.
2.3. La hipótesis fuerte de mercado
La forma fuerte de la EMH va más allá de la forma semifuerte para afirmar que los precios
reflejan no sólo toda la información pública sino toda la información disponible. Aśı pues,
partimos de la hipótesis de que la información privilegiada se incrusta en el valor de un
activo. La hipótesis es que ningún grupo de participantes del mercado o inversionistas tienen
acceso monopolista a la información. Si este es el caso, entonces ningún grupo de inversio-
nistas puede demostrar rendimientos (ajustados al riesgo) superiores.
De acuerdo con Aragonés and Mascareñas (1994), Jensen (1969) analiza 115 fondos de in-
versión para el peŕıodo 1955-1964 y observa que hay un rendimiento medio superior en un
8.9% al esperado; al incluir gastos de gestión y comisiones esa diferencia se ve reducida a
prácticamente cero favoreciendo la hipótesis conjunta de eficiencia. Jaffe (1974) analiza la
compra y venta por parte de los directivos y grandes accionista de t́ıtulos de renta variable
de sus propias empresas y concluye que hay personas con acceso a información privilegiada,
que todav́ıa no ha sido divulgada y que les asegura beneficios excepcionales, hecho clara-
mente contrario a la hipótesis fuerte de eficiencia, en donde los precios deben reflejar toda
la información existente; el resultado tampoco favorece la hipótesis intermedia, porque esos
posibles beneficios extraordinarios se prolongaban aún más allá de la fecha en la que esa
información se haćıa pública.
Dimson and Marsh (1984) analizaron 4.000 previsiones de rendimientos de las acciones de
200 de las principales empresas británicas, realizadas por 35 analistas diferentes. Los datos
fueron reunidos en un gran fondo y se pidió a los intermediarios financieros que previeran el
exceso de rendimiento del mismo sobre el mercado (al de éste se le dio un valor nulo). Los
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dos autores correlacionaron el rendimiento actual con el previsto encontrando un coeficiente
de correlación medio del 0.08. A pesar de la pequeña cantidad de información contenida en
las previsiones, los resultados del fondo superaron en un 2.2% al rendimiento del mercado.
Las pruebas mostraron que más de la mitad de la información contenida en las previsiones
era incorporada en el precio de las acciones en el primer mes siguiente a las mismas. De esta
manera era necesaria una rápida reacción a las previsiones de los analistas.
Elton et al. (1986) emplearon una base de datos del Bankers Trust que jerarquizaba los
t́ıtulos en cinco categoŕıas: mejores compras, compras, mantener, y dos clases de ventas. Los
datos conteńıan 10.000 clasificaciones mensuales preparadas por 720 analistas de 34 empresas
de intermediación financiera. Un análisis de las previsiones preparadas en la forma de clasifi-
caciones discretas es interesante debido a que esta es la manera en la que los directivos de la
comunidad financiera reciben la información. Los autores encontraron que tanto un cambio
en la clasificación, como la clasificación en śı misma conteńıan información. Un rendimiento
superior se pod́ıa conseguir comprando los t́ıtulos mejor clasificados y vendiendo los peor
situados. Los rendimientos superiores se encontraron no sólo en el mes de la previsión sino
también en los dos siguientes. Actuando sobre los cambios en la clasificación se pod́ıa con-
seguir un mayor rendimiento que actuando sobre las recomendaciones en śı mismas. Es decir,
era mejor seguir el consejo del promedio que el de unos pocos analistas por muy buenos que
estos fuesen sobre un peŕıodo determinado. En resumen, estos dos últimos estudios no pare-
cen encontrar información adicional en el consejo de un intermediario financiero individual,
pero śı parece encontrarse si agregamos los consejos de una gran parte de dichos intermedia-
rios, al menos durante cortos peŕıodos de tiempo dicha información existe.
Bogle (1991) muestra como el rendimiento conseguido por el ı́ndice Standard & Poor 500
(SP500) durante los años setenta y ochenta fue del 11.5% anual, mientras que la media de
los fondos de inversión alcanzó el 9.4%. La diferencia puede ser atribuida a los costes de
transacción y a los costes de gestión de los fondos. También en el mercado de renta fija
los gerentes de las carteras se ven incapaces de mejorar al ı́ndice elegido para el estudio (el
Salomon Brothers Broad Investment Grade -BIG-).
2.3.1. Caracteŕısticas de la hipótesis de eficiencia de mercado
Según Beechey et al. (2000), la hipótesis de eficiencia de mercado es seguramente el lugar ideal
para comenzar cuando se piensa en la formación de precios de activos. La evidencia sugiere,
sin embargo, que esta no puede explicar algunas importantes y preocupantes caracteŕısticas
del comportamiento de los mercados de activos. Lo más importante para el objetivo general
de eficiencia es la asignación de los recursos; los precios de los mercados financieros parecen
a veces estar sujetos a desajustes considerables, que pueden persistir durante largos periodos
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de tiempo. En resumen se pueden considerar las siguientes caracteŕısticas:
Tabla 2-1.: Caracteŕısticas de la hipótesis de mercados eficientes.
Caracteŕısticas Evidencia emṕırica
Los movimientos de los precios de
los activos son caminatas aleato-
rias en el tiempo
“casi” cierto. Sin embargo, existe evidencia de auto-
correlaciones positivas pequeñas a corto plazo para
los retornos accionarios (diarios, semanales y men-
suales). Frágil evidencia de reversión a la media en
los precios accionarios a largo plazo (de 3 a 5 años).
La nueva información es rápida-
mente incorporada dentro de los
precios de los activos, y la in-
formación actualmente disponible
no puede ser usada para predecir
los excesos de retornos futuros.
La nueva información es usualmente incorporada
rápidamente dentro de los precios de los activos,
aunque existen algunas excepciones. Sobre la actual
información: en el mercado accionario, las acciones
con retornos altos continúan produciendo altos re-
tornos a corto plazo (efecto de momento). En el largo
plazo, las acciones con razones de precio-beneficio ba-
jos, producen altas razones de valor de mercado (valor
contable), y otras medidas de valor de superar el mer-
cado (efectos de valor). En el mercado de divisas, la
tasa de interés actual ayuda a predecir el exceso de
retorno debido a que es un predictor sesgado de la
tasa de cambio futuro.
El análisis técnico no debeŕıa pro-
porcionar ninguna información
útil.
El análisis técnico es de amplio uso en los mercados
financieros. Existe una evidencia contradictoria sobre
si genera o no exceso en los retornos.
Los administradores de fondos no
pueden superar sistemáticamente
el mercado
Casi cierto. Existe evidencia de que los administra-
dores de fondos de manera sistemática obtienen una
rentabilidad inferior a la del mercado.
Los precios de activos se
mantienen en niveles consis-
tentes con los fundamentales
económicos; esto es, no están
desalineados.
A veces, los precios de activos parecen estar signi-
ficativamente desalineados, durante periodos prolon-
gados.
2.4. Anomaĺıas en los activos financieros
De acuerdo con Lo (2008), quizás el reto más común para la EMH es la anomaĺıa, defini-
da como un patrón regular en los retornos de un activo, el cual es confiable, ampliamente
conocido e inexplicable. El hecho de que los patrones son regulares y confiables implica un
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grado de predictibilidad, y el hecho de que la regularidad es ampliamente conocida implica
que muchos inversionistas pueden tomar ventaja de ella.
Por un lado, la persistencia de estas anomaĺıas frente al examen público parece ser una clara
violación de la EMH. Después de todo, la mayoŕıa de estas anomaĺıas pueden ser explotadas
por relativamente simples estrategias de negociación, y mientras que las ganancias resul-
tantes no pueden ser libres de riesgo, ellas parecen ser inusualmente rentables relativo a su
riesgo (Lehmann, 1990).
Por otro lado, los simpatizantes de la EMH podŕıan argumentar que tales persistencias son
de hecho evidencia a favor de la EMH, o más concretamente, que estás anomaĺıas no pueden
ser explotadas a cualquier grado de significancia debido a factores tales como el riesgo o los
costos de transacción.
Según Malkiel (2003), el problema general con estos patrones predecibles o anomaĺıas, sin
embargo, es que no son confiables de periodo a periodo; estos efectos no aleatorios (aún si
fueran confiables) son relativamente muy pequeños para los costos de transacción involucra-
dos en el intento de explotarlos. No parece que ofrecieran oportunidades de arbitraje que
permitan a los inversionistas generar retornos altos ajustados al riesgo.
2.4.1. Efectos calendario en el proceso de media
French (1980) propone su investigación principalmente alrededor de la siguiente pregunta:
¿el proceso opera continuamente o sólo durante la negociación activa?. De acuerdo a esto, él
plantea:
. . . ya que la mayoŕıa de las acciones son negociadas solamente de lunes a viernes, si los
retornos son generados continuamente en tiempo de calendario, la distribución de los re-
tornos de los lunes podŕıa ser diferente de la distribución de los retornos en otros d́ıas de la
semana. Por otro lado, si los retornos accionarios son generados en tiempo de negociación,
la distribución de los retornos podŕıa ser la misma para todos los cinco d́ıas de la semana.
Los resultados de las pruebas usando los retornos del S&P 500 de 1953 a 1977 son sor-
prendentes. Inconsistentes con ambos modelos (tiempo calendario y tiempo negociación), el
retorno medio para el d́ıa lunes eran significativamente negativo en cada uno de los cinco
subperiodos de cinco años analizados, como también en el periodo completo.
De esta manera, él obtiene las siguientes conclusiones:
Si los retornos negativos reflejan algún efecto de “cierre de mercado”, el retorno espe-
rado podŕıa ser bajo después de los d́ıas festivos y fin de semana.
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Los retornos persistentemente negativos para los lunes son causados por algunos efectos
de fin de semana en lugar de un efecto de cierre de mercado en general. Esto sugiere
que los retornos esperados negativos pueden presentarse si el mercado es cerrado regu-
larmente.
Tal vez la explicación más obvia para estos resultados es que la información publicada
el fin de semana tiende a ser desfavorable.
La persistencia de retornos negativos los lunes parece ser evidencia de ineficiencia de
mercado. Aunque una activa estrategia de negociación basada sobre estos retornos
negativos esperados podŕıa no ser rentable debido a los costos de transacción.
Efecto fin de semana
Thaler (1987) define el retorno diario (esto es, el cambio en el precio más dividendos) para un
d́ıa particular de la semana como el retorno a partir del cierre del d́ıa previo de negociación
al cierre de la negociación de ese d́ıa. Usando esta definición, ¿cómo debeŕıamos esperar
que sean los retornos esperados del lunes con respecto a los retornos de los otros d́ıas de la
semana? La hipótesis más lógica –conocida como “la hipótesis de tiempo de calendario” por
French (1980)– es que los precios debeŕıan aumentar un poco más los lunes que en cualquier
otro d́ıa puesto que el tiempo entre el cierre de la negociación del viernes y el cierre de la
negociación los lunes es de tres d́ıas, en lugar de un d́ıa como normalmente se presenta para
los otros d́ıas. Por consiguiente, los retornos los lunes debeŕıan ser tres veces mayor que
los retornos de los otros d́ıas de la semana. French (1980) da una hipótesis alternativa, la
“la hipótesis de tiempo de negociación”, la cual afirma que los retornos son generados sólo
durante la activa negociación e implica que los retornos debeŕıan ser los mismos para todos
los d́ıas de negociación.
French (1980) encontró retornos negativos para los d́ıas lunes y se preguntó si estos podŕıan
deberse a “efectos de cierre de mercado” sin identificar. Si es aśı, el retorno esperado debeŕıa
ser inferior después de los d́ıas festivos, aśı como los fin de semana. Él encontró en lugar de
esto que los retornos promedio fueron mayores que los normales para los lunes, miércoles,
jueves y viernes después de los d́ıas festivos. Los martes después de los lunes festivos, los
retornos fueron negativos, tal vez una muestra tard́ıa de los retornos usualmente negativos
del fin de semana. Él interpretó estos resultados sugiriendo que existe algo especial alrededor
de los fin de semana, a diferencia de los cierres de mercado en general.
Estudios como el de French (1980) miden los retornos del lunes como la diferencia entre el
precio de cierre de los viernes y el precio de cierre de los lunes. Esto deja abierta la posi-
bilidad de que los precios caigan durante el d́ıa los lunes o entre el cierre de los viernes y
la apertura de los lunes. Este tema fue investigado por Rogalski (1984). Él encontró que los
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precios aumentan los lunes desde la apertura al cierre. Los retornos negativos estaban todos
entre el cierre de la negociación de los viernes y la apertura de los lunes. Aśı, el efecto lunes
se convirtió en el efecto fin de semana.
Efecto d́ıa festivo
Según Thaler (1987) en la investigación de French (1980) de efectos de fin de semana, no se
encontró nada especial en el comportamiento del precio después de los d́ıas festivos. Ariel
(1985) revisó los retornos de 160 d́ıas que preceden d́ıas festivos entre 1963–1982. Para un
ı́ndice igualmente ponderado de acciones, él encuentra que el retorno medio de d́ıas antes
de los festivos era 0.529 por ciento, comparado con 0.056 por ciento en otros d́ıas. Para un
ı́ndice ponderado los retornos previos a los festivos eran en promedio de 0.365 por ciento
comparado con 0.026 por ciento de otros d́ıas.
Según Taylor (2005), hay evidencia del efecto pre-d́ıa-festivo en Japón (Ziemba, 1991). Por
otro lado, Kim and Park. (1994) estiman los retornos medios para el ı́ndice UK FT-30 de
1972 a 1987 en 0.22% para el d́ıa antes de un festivo, -0.14% para el d́ıa festivo y el siguien-
te d́ıa, y 0.04% para los otros d́ıas. Además, realizan estimaciones medias para el ı́ndice
Japones Nikkei-Dow durante los mismos años encontrando un 0.19% antes del d́ıa festivo y
un 0.04% en otros d́ıas. Las estimaciones comparables del efecto US, del ı́ndice de S&P 500,
están en 0.30% (pre-d́ıa-festivo) y 0.02% (otros). Los efectos d́ıa festivo para UK y Japón
no son los mismos que los de US debido a que cuando el mercado de US está abierto, los
otros mercados están cerrados. Cabe aclarar que todas éstas estimaciones ignoran dividendos.
Efecto fin del mes
Según Taylor (2005), Ariel (1987) encuentra que los retornos promedio eran sólo positivos
para los últimos d́ıas de negociación del mes y para d́ıas de negociación de la primera mitad
del mes entre 1963 y 1981. Estos resultados ocurren aún cuando grandes retornos alrededor
del comienzo del año son excluidos. Nuevamente, Lakonishok and Smidt (1988) encuen-
tran evidencia para la anomaĺıa de calendario desde 1897. Ellos también muestran retornos
promedios positivos particularmente altos para cuatro d́ıas de negociación que comienzan
en el último d́ıa de negociación del mes. Esta anomaĺıa de cambio de mes también ha sido
encontrada en los retornos del ı́ndice de Japón (Ziemba, 1991) y para otros páıses (Jaffe and
Westerfield, 1985), pero ha desaparecido para el ı́ndice S& P 500 después de 1990 (Maberly
and Waggoner, 2000).
La evidencia emṕırica podŕıa ser consistente con la presión de compra tras el pago de los
salarios mensuales (Ogden, 1990). También Penman (1987) muestra que las compañ́ıas US
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han sido más propensas a publicar sus informaciones de ganancias en las dos primeras se-
manas del trimestre calendario, si las noticias de las ganancias son buenas. Este resultado
se mantiene para cada uno de los cuatro trimestres y los retornos promedio son mayores
en estos periodos de buenas noticias. Las noticias de ganancias pueden, por consiguiente,
explicar algunas de estas anomaĺıas del d́ıa de mes (como también los retornos bajos los
lunes), pero sólo si los inversionistas irracionalmente ignoran la mala señal impĺıcita en un
anuncio rezagado de ganancias.
Efecto mes del año
Rozeff and Kinney (1976) muestran que los retornos de los ı́ndices accionarios de US con
igual ponderación fueron significativamente altos en el comienzo del nuevo año fiscal (enero)
en comparación con otros meses, durante el periodo de 1904 a 1974. Praetz (1973) y Officer
(1975) muestran en una investigación anterior que la distribución de los retornos de Australia
depende del mes. El estudio internacional de Gultekin and Gultekin (1983) documenta que
los retornos medios mensuales entre 1959 y 1979 eran significativamente mayores en enero
que en otros meses para trece de diecisiete páıses.
2.4.2. Efectos calendario en el proceso de volatilidad
Según Taylor (2005) aunque es dif́ıcil explicar por qué los retornos esperados dependen del
calendario, es fácil producir una explicación plausible de las variaciones calendario de la
desviación estándar (volatilidad) de los retornos. Las desviación estándar es una medida de
la variabilidad del precio, y los cambios en los precios son más frecuentes cuando hay más
noticias. En particular, los retornos del lunes reflejan noticias de tres d́ıas calendario y puede
esperarse que sean más variables que los otros retornos. Los retornos del lunes podŕıan tener
una varianza tres veces mayor que la varianza de otros d́ıas de la semana. Del mismo modo,
los retornos de d́ıas festivos pueden esperarse que sean más variables.
El efecto lunes para la desviación estándar es considerado por French (1980). La desviación
estándar de los retornos el lunes es 0.84%, comparado con 0.71% para los otros d́ıas. La
variación adicional del lunes es alrededor del 18%, el cual es mucho menor que el esperado
73% cuando las noticias llegan a la misma velocidad en todos los d́ıas, incluyendo sábados
y domingos. No es de extrañar, que la desviación estándar de los retornos implica, primero,
que menos información relevante es producida durante el fin de semana que en los d́ıas de
semana, y, segundo, que menos información es producida durante las horas cuando los mer-
cados accionarios están cerrados (French and Roll, 1986).
Según French and Roll (1986) los precios de los activos son mucho más volátiles durante las
horas de intercambio en las negociaciones (exchange trading hours) que durante las horas
de no negociación. Este fenómeno ha sido señalado por varios autores incluyendo Christie
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(1981); Fama (1965); Granger and Morgenstern (1970); Oldfield and Rogalski (1980). Los
autores consideran tres posibles explicaciones para el patrón observado de la varianza. La
primera posibilidad es que más información pública llega durante las horas normales de ne-
gociación. Bajo esta hipótesis, la mayor parte de la volatilidad en los retornos es causada por
factores como decisiones judiciales y ofertas públicas, y estos anuncios se concentran durante
el d́ıa de negociación. La segunda explicación asume que la mayor parte de la volatilidad en
los retornos es causada por la información privada y que esta información solamente afecta
los precios a través de la negociación de inversionistas informados. Si los inversionistas infor-
mados están más propensos a la negociación cuando el mercado está abierto, las varianzas
de los retornos podŕıan ser mayores durante este periodo. La tercera posibilidad que se con-
sidera es que el proceso de negociación introduce ruido dentro de los retornos accionarios,
por ejemplo, los inversionistas sobre-reaccionan a cada una de las otras operaciones. Este
ruido de negociación podŕıa incrementar las varianzas de los retornos cuando los mercados
estén abiertos.
Para determinar la importancia relativa de estas tres explicaciones, los autores examinan el
comportamiento de los retornos alrededor de los d́ıas de negociación cuando las bolsas de
Nueva York y la Americana estuvieron cerradas. Si las altas variaciones en tiempos de ne-
gociación son causadas por la llegada de información pública durante el d́ıa de negociación,
las varianzas de los retornos no debeŕıa disminuir simplemente porque los mercados están
cerrados. Por otro lado, la hipótesis de ruido en la negociación y la hipótesis de información
privada predicen que las varianzas en los retornos podŕıan ser inusualmente bajas alrededor
de los d́ıas festivos del mercado. Los resultados muestran que la varianza de los retornos de
dos d́ıas alrededor de los d́ıas festivos del mercado es ligeramente mayor que la varianza de
los retornos en un d́ıa normal.
Los resultados para los d́ıas festivos en los mercados son consistentes con las hipótesis de
información privada y el ruido en la negociación. Por otro lado, para discriminar entre estas
hipótesis se compara las varianzas de los retornos diarios con las varianzas de largos periodos
de posesión. Si los retornos diarios son independientes, la varianza para un largo periodo de
posesión podŕıa ser igual a las varianzas diarias acumuladas dentro del periodo. Sin embar-
go, si los retornos diarios son afectados por el ruido de negociación, la varianza de periodos
largos de posesión pod́ıa ser más pequeña que la varianza diaria acumulada.
De acuerdo con las pruebas realizadas por los autores, en promedio, entre el 4% y el 12%
de la varianza de los retornos diarios es causada por la mala valoración. Sin embargo, si se
asume que todas las malas valoraciones ocurren durante los d́ıas de negociación, estas ten-
dŕıan un pequeño impacto en la relación entre las varianzas de negociación y no negociación.
Parece que las grandes diferencias entre estas varianzas es causada por diferencias en la lle-
gada e incorporación de la información durante los periodos de negociación y no negociación.
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Los autores también mencionan que si las varianzas de los retornos horarios fueran cons-
tantes a través de los periodos de negociación y no negociación, la varianza de los retornos
del fin de semana (por ejemplo, del cierre del viernes al cierre de los lunes) seŕıan tres veces
la varianza de los retornos de los d́ıas laborales (por ejemplo, del cierre del martes al cierre
del miércoles). De acuerdo con lo anterior, se concluye que aunque una fracción significativa
de la varianza diaria es causada por la mala valoración, el comportamiento de los retornos
alrededor de los d́ıas festivos en el mercado sugiere que la información privada es el principal
factor detrás de las altas variaciones del las negociaciones en el tiempo.
Por otro lado, Fama (1965) en su intento de explicar las distribuciones de colas pesadas que
presentan los cambios en los precios accionarios, plantea una mezcla de varias distribuciones
normales con posiblemente la misma media, pero con varianzas considerablemente diferentes.
Él presenta una posible explicación para la hipótesis de varianzas diferentes, la cual es suge-
rida por Lawrence Fisher. Esta menciona que es posible que la unidad de tiempo relevante
para la generación de la información que lleva los precios accionarios es el d́ıa cronológico
en lugar de el d́ıa de negociación. Las noticias económicas y poĺıticas, después de todo, se
presentan continuamente, y si éstas son asimiladas continuamente por los inversionistas, la
varianza de la distribución de los cambios en los precios entre dos puntos en el tiempo podŕıan
ser posiblemente proporcional al número actual de d́ıas transcurridos en vez del número de
d́ıas de negociación.
Posibles explicaciones para las anomaĺıas
De acuerdo con Thaler (1987) varios factores que podŕıan explicar estos efectos son:
1. El movimiento de los precios puede estar relacionado a las costumbres que influyen el
flujo de los fondos dentro y fuera del mercado. Por ejemplo, los fondos de pensiones
o fondos mutuos pueden recibir sus pagos (y realizar sus correspondientes cambios en
sus portafolios) en fechas que coinciden con los cambios en el calendario ya que las
empresas y las personas habitualmente realizan sus pagos en intervalos regulares.
2. Otra razón por la cual los inversionistas institucionales puede hacer cambios esta-
cionales relacionados en sus portafolios es la practica curiosamente conocida como
“window dressing”. La solicitud de Wall Street es que los administradores de fon-
dos saneen sus portafolios antes de las fechas notificadas, para librarse de participa-
ciones vergonzosas. Ya que las fechas de notificación presuntamente coinciden con las
fechas naturales del calendario, tales acciones pueden estar relacionadas con algunos
movimientos de los precios, particularmente los efectos de fin de año y fin de mes.
3. Un tipo de explicación diferente de los movimientos estacionales en los precios es que
estos están relacionados con la sincronización sistemática de la llegada de buenas y
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malas noticias. Esta hipótesis parece verośımil para el efecto de fin de semana, si los
anuncios de malas noticias son sistemáticamente pospuestos hasta después del cierre
de la negociación de los viernes.
2.5. Hechos estilizados
De acuerdo con Cont (2011), estudios emṕıricos de más de medio siglo sobre series de tiempo
financieras han demostrado propiedades (desde el punto de vista estad́ıstico) muy similares;
lo que parećıa variación aleatoria en estas series, se convirtió en propiedades estad́ısticas
comunes no triviales. Tales propiedades comunes a lo largo de una amplia variedad de ins-
trumentos, mercados y periodos de tiempo son llamados hechos estilizados. Estos hechos son
obtenidos al tomar un común denominador entre las propiedades observadas en diferentes
estudios de mercado e instrumentos. De acuerdo con Sewell (2011), un hecho estilizado es
un término en economı́a usado para referirse a hallazgos emṕıricos que son consistentes a lo
largo de los mercados y que son aceptados como ciertos. A continuación se presentan estos
hechos:
Ausencia de autocorrelación: las autocorrelaciones de los activos financieros son a
menudo insignificantes, excepto para escalas de tiempo intra-diarias muy pequeñas
(aproximadamente 20 minutos), en donde los efectos de micro-estructura entran en
juego.
Colas pesadas: la distribución (incondicional) de los retornos parece mostrar colas tipo
ley de potencias o Pareto, con un ı́ndice de cola finito mayor a dos y menor a cinco
para la mayoŕıa estudios realizados. En particular, esto excluye las leyes estables con
varianza infinita y la distribución normal. Sin embargo, la forma precisa de las colas
es dif́ıcil de determinar.
Asimetŕıa ganacia/pérdida: se observa una gran reducción en los precios accionarios y
en los ı́ndices accionarios, pero no movimientos al alza igualmente grandes.
Gaussianidad agregacional: cuando se incrementa la escala de tiempo △t sobre el cual
los retornos son calculados, su distribución se parece cada vez más a la de una distribu-
ción normal. En particular, la forma de la distribución no es la misma en diferentes
escalas de tiempo.
Intermitencia: los retornos presentan, en cualquier escala de tiempo, un alto grado de
variabilidad. Esto es cuantificado, de acuerdo a la presencia de explosiones irregulares
en las series de tiempo, por una amplia gama de estimadores de volatilidad.
Agrupamiento de volatilidad: diferentes medidas de volatilidad presentan una autoco-
rrelación positiva en varios d́ıas, los cuales cuantifican el hecho de que eventos de alta
volatilidad tienden a estar agrupados en el tiempo.
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Colas pesadas condicionales: aún después de corregir los retornos por la volatilidad de
agrupamiento (por ejemplo, v́ıa modelos tipo GARCH), los residuales de las series de
tiempo aún exhiben colas pesadas. Sin embargo, las colas son menos pesadas que en
la distribución incondicional de los retornos.
Decrecimiento lento de las autocorrelación en los retornos absolutos: la función de
autocorrelación de retornos absolutos decrece lentamente como función del tiempo,
casi como una ley de potencias con un exponente β ∈ [0.2, 0.4]. Esto es algunas veces
interpretado como signos de dependencia a largo plazo.
Efectos de apalancamiento: la mayoŕıa de las medidas de volatilidad de un activo están
negativamente correlacionados con los retornos de tal activo.
Correlación volumen/volatilidad: el volumen de transacciones está correlacionado con
todas las medidas de volatilidad.
2.6. La eficiencia en el mercado de valores colombiano
A pesar de su importancia, la eficiencia en el mercado de valores de Colombia, no ha sido un
tema abordado activamente, y son pocos los trabajos publicados (Maya and Torres, 2005).
No obstante, los existentes coinciden en identificar la presencia de altas correlaciones en el
mercado colombiano, aunque existe una clara evolución hacia una menor dependencia serial,
conforme se analizan datos más recientes (Maya and Torres, 2004).
Worthington and Higgs (2003) examinan la eficiencia en su forma débil en mercados latinoa-
mericanos similares mediante coeficientes de autocorrelación y prueba de rachas, pruebas de
ráıces unitarias como la aumentada de Dickey and Fuller (1979); Kwiatkowski et al. (1992);
Phillips and Perron (1988), y Pruebas de razón de varianzas múltiples (Chow and Dening,
1993). Ellos hacen uso de los retornos diarios para Argentina, Brazil, Chile, Colombia, Méji-
co, Perú y Venezuela. Los resultados indican que ninguno de los mercados son caracterizados
por caminatas aleatorias y por tanto no son eficientes en su forma débil.
Maya and Torres (2004) aplican pruebas de correlación serial y normalidad a las series de re-
tornos de los ı́ndices históricos de la Bolsa de Valores de Medelĺın (IBOMED) y Bogotá (IBB)
en los últimos años de funcionamiento (junio 30 de 1991 a junio 30 de 2001), aśı como a la
serie de retornos del Índice General de la Bolsa de Valores de Colombia (IGBC). La evidencia
emṕırica presentada en este estudio, muestra que realmente operó un cambio estructural en
el mercado accionario colombiano a partir de julio del 2001, debido a la fusión de las Bolsas
regionales en la Bolsa de Valores de Colombia. Este cambio, según los autores, se ha reflejado
en un mayor nivel de eficiencia, pues a pesar de que todav́ıa se presenta un cierto grado de
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dependencia serial, su magnitud es menor en el periodo posterior a la fusión.
Pérez and Fernández (2006) utilizan el modelo autorregresivo condicionalmente heterocedásti-
co (ARCH) para aplicarlo al Índice General de la Bolsa de Valores de Colombia (IGBC) en el
periodo del 2004 al 2006. En su aplicación, encuentran adecuado un modelo AR(1) en media
y un ARCH (2) en varianza. En términos de estos resultados, encuentran que la rentabilidad
diaria de corto plazo es del 0.29%, equivalente a un 5.8% mensual (suponiendo 20 d́ıas)
y a un 70.76% anual (suponiendo 244 d́ıas). Además, la rentabilidad media incondicional
o de largo plazo es del 0.40234% diario. La rentabilidad diaria del IGBC tiene una vari-
anza no condicional o de largo plazo de 0.022% diaria, lo que equivale a una volatilidad
diaria de 1.48% y anual de 23.17% (suponiendo 244 d́ıas). La rentabilidad diaria del IGBC
tiene una varianza condicional que oscila alrededor del 0.055% diario, lo que equivale a una
volatilidad condicional diaria del 2.35% y anual de 36.71% (suponiendo 244 d́ıas). A manera
de recomendación, el autor menciona que a pesar de que los valores obtenidos aplicando el
modelo ARCH son significativos, es probable que utilizando metodoloǵıas posteriores a los
ARCH, se encuentren valores más ajustados a la realidad del mercado.
Montenegro (2007) menciona que en lo mercados bursátiles mundiales es frecuente encontrar
algún grado de correlación entre los movimientos diarios en los precios de las acciones y el
d́ıa de la semana en que ocurre dicho movimiento. En este trabajo se explora la posibilidad
del efecto d́ıa en el IGBC, tanto en el movimiento de precios como en su volatilidad y se
encuentra que en general, las estimaciones indican que existe un efecto de d́ıa de la semana
significativo tanto en el retorno promedio como en la varianza del retorno; los inicios de
semana están asociados con un menor retorno y una mayor volatilidad, y los viernes con
un mayor retorno y una menor volatilidad. Ellos implementan para los retornos diarios un
modelo lineal utilizando variables dummy para representar los efectos de los d́ıas de la se-
mana e incluyen como variables explicativas suficientes rezagos de la variable dependiente
con el fin de capturar efectos dinámicos y asegurar que el error estimado sea ruido. Además
del efecto del d́ıa de la semana sobre los retornos, también exploraron si hay efecto sobre
la varianza de los retornos, esto es, si la volatilidad del mercado es diferente dependiendo
del d́ıa de la semana. En ese trabajo, se modela la varianza condicional por medio de un
modelo GARCH, en el cual, también consideran la posibilidad de efecto asimétrico de las
innovaciones que llegan al mercado. Estos dos modelos se estimaron simultáneamente por
métodos de cuasimáxima verosimilitud.
Pérez (2009) evalúa la existencia de memoria larga en el precio, también en el nivel (media) y
en la volatilidad de los retornos de los ı́ndices del mercado accionario colombiano y en cinco
acciones individuales, las cuales presentan una mayor liquidez. Este art́ıculo evalúa la exis-
tencia de memoria larga en los retornos accionarios como una prueba de la eficiencia en su
forma débil. La metodoloǵıa es la estimación de modelos ARFIMA para la media condicional
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de los retornos, y de modelos FIGARCH para la volatilidad condicional. El autor menciona
que la existencia de memoria larga en cualquiera de estos dos modelos va en contra de la
hipótesis débil de eficiencia. Los resultados muestran que existe un grado de persistencia
en las series, particularmente para los ı́ndices y en algunas series individuales. También, el
autor encuentra evidencia de dependencia a largo plazo en la volatilidad condicional. Estos
resultados implican, de acuerdo con el autor, que el mercado accionario colombiano no es
eficiente en su forma débil.
Agudelo and Uribe (2009) ponen a prueba el análisis técnico en las acciones colombianas y
mencionan que tal como lo predice la hipótesis de eficiencia débil de mercado, la evidencia en
la investigación respalda el supuesto de que no es posible obtener beneficios económicos signi-
ficativos y estad́ısticamente robustos al implementar estrategias de inversión basadas en diez
reglas de análisis técnico como las de medias móviles, filtros optimizados y ocho estrategias
de velas japonesas en 19 acciones colombianas. A diferencia de otras investigaciones simi-
lares, este estudio implementa pruebas de estrategias de inversión y no de autocorrelaciones.
Además mencionan que en torno a la eficiencia débil, los estudios iniciales se enfocaron en
pruebas estad́ısticas sobre la existencia de relaciones lineales de los rendimientos a través del
tiempo. Estas pruebas no permiten descartar estrategias de inversión como las de análisis
técnico, ya que éstas se basan en complejas funciones no lineales de precios y otras variables
transaccionales.
Rivera (2009) estudia el comportamiento de los retornos de los tres principales ı́ndices
bursátiles de Colombia: el IBB de la Bolsa de Bogotá, el IBOMED del a Bolsa de Medelĺın,
y el IGBC de la Bolsa de Valores de Colombia2, a través de un modelo STAR-GARCH. Él
aborda el tema de la eficiencia analizando los patrones ćıclicos (d́ıas de la semana) de los pre-
cios para el mercado bursátil colombiano, encontrando evidencia en contra de esta hipótesis.
Además, argumenta que los modelos STAR-GARCH estimados indican que la hipótesis de
linealidad es fuertemente rechazada tanto en los retornos de los ı́ndices de las Bolsas de
Bogotá y Medelĺın, como en los de la actual Bolsa de Valores. Los resultados indican que los
martes han sido, estad́ısticamente, los d́ıas más perjudiciales para los rendimientos, tanto
para el periodo de existencia de las Bolsas de Bogotá y Medelĺın como en la de la Bolsa de
Valores de Colombia. Por otro lado, el efecto del d́ıa de la semana sobre la volatilidad se
presentó en la Bolsa de Bogotá y en la Bolsa de Valores de Colombia, pero no en la Bolsa de
Medelĺın. Para el IBB la mayor volatilidad se presentaba los martes, mientras que los lunes y
miércoles fueron de más baja varibilidad, con respecto a los viernes. El miércoles es el único
d́ıa en que el IGBC tiene una menor variabilidad.
Chaves (2009) realiza una comprobación de la hipótesis de eficiencia débil en el mercado
2La Bolsa de Valores de Colombia resulta de la integración de las tres plazas bursátiles que exist́ıan en el
páıs en el año 2001: La Bolsa de Bogotá, La Bolsa de Medelĺın y la Bolsa de Occidente.
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de capitales colombiano, tanto en el intermediado como en el de instrumentos. Para el caso
del mercado intermediado o bancario, el autor utiliza como base diferentes tipos de interés
tales como la DTF a 90 d́ıas, la tasa interbancaria y el Indicador Bancario de Referencia
(IBR). Por otro lado, para el caso del mercado de instrumentos, el autor toma como base
el Índice General de la Bolsa de Valores de Colombia, el cual evalúa el mercado bursátil en
su totalidad. En términos metodológicos para la comprobación de la hipótesis usa pruebas
de ráıces unitarias y pruebas de razón de varianzas. En general, concluye que el mercado
colombiano no es eficiente al no mostrar un comportamiento aleatorio.
2.7. Hechos estilizados en Colombia
Existe pocos trabajos que trate sobre los hechos estilizados en Colombia, y casi ninguno
aplicado al IGBC. Entre los pocos trabajos, Alonso and Arcos (2005), emplean las series de
la Tasa de Cambio Representativa de Mercado y el Índice General de la Bolsa de Valores de
Colombia para ilustrar cuatro hechos estilizados. Estos son:
las series de precios siguen un camino aleatorio,
la distribución de los rendimientos es leptocúrtica y exhibe colas pesadas,
a medida que se calculan los rendimientos para periodos de tiempo más amplios su
distribución se acerca más a la distribución normal, y
los rendimientos presentan volatilidad agrupada.
De acuerdo con los autores, el primer hecho estilizado implica la ausencia de correlación en
los retornos, la no existencia de predictibilidad del desempeño de los precios y la formación
eficiente de los precios. Para la comprobación de este hecho, utilizaron diferentes pruebas de
ráıces unitarias, donde la hipótesis nula consiste en que el proceso sigue un camino aleatorio,
mientras que la hipótesis alterna corresponde a un proceso ARMA estacionario. El segundo
hecho implica que existe mayor probabilidad de obtener valores extremos en comparación
con la distribución normal; además, en su análisis encuentran evidencia de asimetŕıa. El
tercer hecho, implica que la forma de la distribución de los rendimientos no es la misma para
diferentes escalas de tiempo, lo que se conoce como normalidad agregada. El cuarto hecho
implica que variaciones grandes en los precios tienen mayor probabilidad de ser seguidos
por variaciones grandes en el precio; aśı, existe la necesidad de modelar la volatilidad de los
rendimientos con métodos estad́ısticos que permitan capturar la variabilidad de la volatili-
dad al momento de considerar el riesgo asociado en las series de rendimientos.
3. Modelación de los precios
especulativos
Esta sección es tomada de Andreou et al. (2001), quienes realizan una revisión histórica
sobre el modelamiento de los precios especulativos.
Las teoŕıas financieras se basan comúnmente en supuestos expĺıcitos o impĺıcitos sobre la
estructura probabiĺıstica del proceso estocástico detrás de los precios especulativos (por ejem-
plo, retornos accionarios, tasas de cambio, tasas de interés, etc.); supuestos probabiĺısticos
tales como normalidad, incorrelación y estacionariedad relacionados a los retornos (cambios
en los logaritmos de los precios). A pesar de ello, la evidencia emṕırica a largo de las últi-
mas décadas indica un alejamiento de estos supuestos probabiĺısticos. Los datos de precios
especulativos a menudo exhiben una forma de campana simétrica, leptocurtica, dependen-
cia temporal no lineal y un comportamiento errático de los segundos momentos muestrales
(Bollerslev et al., 1994; Kendall, 1953; Mandelbrot, 1963; Pagan, 1996).
En este contexto, un modelo estad́ıstico es considerado a ser simplemente consistente con
un conjunto de supuestos probabiĺısticos. Una taxonomı́a básica de estos supuestos proba-
biĺısticos puede ser clasificada en: distribución, dependencia y heterogeneidad.
En relación al modelamiento de los precios especulativos, se puede identificar tres distintos
periodos desde principios del siglo veinte. La era Bachelier-Kendall (1900-1960), la era Man-
delbrot (1960-1980) y la era de la volatilidad dinámica, la cual comenzó en los años ochenta
con la introducción de los modelos autorregresivos condicionalmente heterocedasticos (En-
gle, 1982) y se concentró principalmente en el modelamiento de la dinámica de la volatilidad.
En este sentido, varias formas funcionales alternativas de varianza condicional fueron pro-
puestas, dando aśı lugar a una nueva familia de modelos de series de tiempo (Bollerslev and
Mikkelsen, 1996; Bollerslev et al., 1994).
3.1. La Era Bachelier-Kendall (1900-1960)
El primer periodo de investigación lo inicia el matemático francés Bachelier (1900), quien
contribuyó teóricamente con el modelo de caminata aleatoria para el análisis de los precios
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especulativos. El modelamiento emṕırico de los precios comenzó a mediados de 1930 con un
estudio de Working, el cual concluye que los retornos accionarios se comportan como los
números de la loteŕıa. La impredecibilidad de los retornos accionarios fue retomada en la
década de 1950 (ver por ejemplo Cowles, 1960; Granger and Morgenstern, 1970; Kendall,
1953; Moore, 1962b; Roberts, 1959; Working, 1960).
Sea {pt = ln Pt , t ∈ T} y {rt, t ∈ T} el proceso de los precios accionarios y de los retornos
respectivamente, donde los cambios en los precios logaŕıtmicos,△pt son por definición iguales
a los retornos:
rt ≡ △pt = pt − pt−1, t ∈ T.
Los primeros estudios (Kendall, 1953; Roberts, 1959) ven la formulación de caminata aleato-
ria como un sistema, el cual genera el proceso de los precios accionarios v́ıa:




, t ∈ T, (3-1)
donde rt es un proceso independiente e idénticamente distribuido (IID) con media cero y
varianza constante σ2. Esta relación implica que los precios pueden ser vistos como sumas





rk, t ∈ T, p0 = 0.
Cabe señalar que inicialmente no se haćıan supuestos distribucionales expĺıcitos en este
modelo, sin embargo, a menudo impĺıcitamente se supońıa que la distribución detrás de los
retornos era normal. Por tanto, el modelo estad́ıstico era la caminata aleatoria normal:
pt = pt−1 + rt, rt ∼ NIID(0, σ2), t ∈ T,
Kendall (1953) relaciona los supuestos de IID a la falta de patrones en la sucesión de los
retornos de la siguiente manera:
“. . . los cambios en los precios de activos se comportaron como si hubieran sido genera-
dos por una ruleta adecuadamente diseñada, de tal forma que, cada resultado fuera
estad́ısticamente independiente de la historia y las frecuencias relativas fueran razona-
blemente estables en el tiempo.”
En la década de 1950, la literatura emṕırica sobre los precios especulativos enfrentan el
modelo de caminata aleatoria (3-1) con los datos de los precios especulativos obteniendo tres
importantes inconsistencias:
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Distribuciones no idénticas: La primera inconsistencia fue “aparentemente” el no cum-
plimiento del supuesto de distribuciones idénticas debido a que “aparentemente” la va-
rianza de los retornos accionarios cambia con el tiempo. En particular, Kendall (1953)
divide la muestra de la serie de trigo de Chicago en dos submuestras para examinar
la homogeneidad en el tiempo. La comparación de la varianza de las dos submuestras
sugiere que existe un incremento en la variabilidad desde la primera guerra mundial y
que los retornos son un caso bastante inusual de una serie de tiempo para el cual la
media permanece constante pero la varianza parece aumentar. Esto implica que la me-
dia muestral es t-invariante mientras que la varianza es t-dependiente (Kendall, 1953).
Esta observación condujo al rechazo del modelo de caminata aleatoria a favor del
modelo de caminata aleatoria heterogénea:
pt = pt−1 + rt, rt ∼ NI(0, σ2t ), t ∈ T,
donde rt es independiente pero no idénticamente distribuido.
La dependencia en el tiempo de la varianza fue inicialmente notado por Kendall (1953)
y posteriormente por Mandelbrot (1963). Más recientemente, Campbell et al. (1997);
Phillips and Loretan (1994); Schwert (1989) argumentan que el supuesto de incremen-
tos ID no es aceptable para los precios de activos financieros en largos periodos de
tiempo, ya que estos pueden ser atribuidos a los innumerables cambios en la economı́a,
la tecnoloǵıa y al ambiente institucional de los precios accionarios.
Dependencia temporal: El supuesto básico de los modelos estad́ısticos durante este
periodo es la independencia temporal del proceso de los retornos. Pruebas de inde-
pendencia fueron llevados a cabo en un marco Gaussiano, haciendo equivalente la
independencia con la incorrelación. En efecto, Cowles (1960); Granger and Morgen-
stern (1970); Kendall (1953); Moore (1962a) prueban el supuesto de independencia
centrándose en correlaciones seriales.
Kendall (1953) encuentra que los retornos accionarios en la serie semanal de trigo
de Chicago eran incorrelacionados serialmente. Sin embargo, él encuentra que los re-
tornos del ı́ndice de precios accionario industrial británico semanal estaban serialmente
correlacionados y que los retornos de los precios mensuales del algodón en New York
parećıa seguir un proceso de Markov. Esta evidencia de correlación serial se descartaŕıa
argumentando que:
“. . . en algunos casos, el cuadro general de independencia fue presentado, pero en
otros hab́ıan signos de dependencia como se reflejan en las correlaciones seriales”.
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Sin embargo, “tales correlaciones seriales presentes en las series son muy débiles
como para disponer de cualquier posibilidad de poder utilizarlas para predicción”.
(Kendall, 1953).
Todas estas caracteŕısticas (hechos estilizados) de los retornos accionarios fueron tam-
bién revisadas sistemáticamente por Moore (1962b), quien encuentra que los coefi-
cientes de autocorrelación eran uniformemente pequeños y usualmente muy insignifi-
cantes. De este modo, Moore (1962b) argumenta que:
“. . . sucesivos cambios en el logaritmo del ı́ndice de precios accionarios S&P eviden-
cian una ligera dependencia positiva.” (Moore, 1962b).
Similarmente, Cowles and Jones (1937) encuentran evidencia significativa de correlación
serial en los retornos de varios ı́ndices promedios accionarios. La presencia de esta cor-
relación serial hab́ıa sido ya explicada por Slutsky (1937), el cual muestra que este
promedio pod́ıa producir correlación espúrea. De hecho, este punto, también lo for-
muló Alexander (1961), quien muestra que los hallazgos de Kendall (1953) acerca de
la correlación serial eran en realidad espúreas, debido a que cada observación mensu-
al de la serie de precios de algodón era un promedio de cuatro o cinco observaciones
semanales del mes correspondiente. Él también señaló otro factor, el cual puede intro-
ducir correlación espúrea en los cambios de los precios; particularmente, el hecho de
que la probabilidad de un incremento no es necesariamente igual a 1/2. Él sugiere que
cualquier diferencia entre el modelo de caminata aleatoria y el comportamiento de los
precios accionarios es totalmente espúrea:
“. . . debe concluirse que el movimiento mes a mes de los precios accionarios, al menos
en dirección, es consistente con la hipótesis de caminata aleatoria. . . evidencia de
lo contrario es espúrea, resultante de las correlaciones introducidas por los prome-
dios mensuales o la diferencia entre la probabilidad de aumentar y la probabilidad
de descender.” (Alexander, 1961).
Similarmente,Working (1960) muestra que la correlación serial en los retornos mensu-
ales, podŕıa ser explicada por promediar las observaciones de las series de semanas a
meses, y de acciones individuales a ı́ndices. Por consiguiente, Cowles (1960) revisa los
resultados previos (Cowles and Jones, 1937) usando los ı́ndices semanales basados en
los precios de cierre de los d́ıas miércoles para cada semana y el ı́ndice mensual de los
precios de la mitad del mes o de comienzos del mes. Usando las pruebas de secuencias
y reversiones, él todav́ıa encuentra resultados de dependencia temporal. Por lo tanto,
Cootner (1964) concluye que:
“. . . parte de la evidencia apoya la aleatoriedad en los cambios de los precios acciona-
rios, mientras que otra evidencia indica correlaciones que sugieren que el mercado
no es tan perfecto.”
El problema de la presencia o ausencia de correlación en los retornos de los precios
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especulativos segúıa sin resolverse hasta comienzos de 1980 cuando la presencia de de-
pendencia temporal de mayor orden también fue detectada. Una cŕıtica retrospectiva
de las estrategias para probar dependencia temporal durante este periodo, fue que la
dependencia y la correlación eran vistas como equivalentes, ignorando la posibilidad de
dependencia temporal de mayor orden. Sin embargo, Alexander (1961) impĺıcitamente
reconoce que la no correlación no necesariamente implica independencia y prueba la
hipótesis nula de aleatoriedad usando un prueba de corridas. Al no poder rechazar
la nula, él concluye que el modelo de caminata aleatoria encaja mejor en los datos.
Retrospectivamente, podemos interpretar los diversos intentos de racionalizar la pres-
encia o ausencia de correlación serial como la teoŕıa de la racionalización ex post de la
evidencia estad́ıstica imprecisa.
Distribuciones leptocúrticas: La tercera inconsistencia trata la distribución de los re-
tornos. Kendall (1953) encuentra que la distribución de frecuencias bivariada de los
cambios de precios semanales de la serie de trigo de Chicago se describe por:
“. . . una simetŕıa casi perfecta y muy parecida a la normal”, ya que “las distribuciones
son leptocúrticas . . . ” (Kendall, 1953).
Como evidencia usó los coeficientes de asimetŕıa, α̂3 = 0.219, y de curtosis, α̂4 =
8.506; los cuales son comparados con los de una distribución normal (α3 = 0 y α4 =
3, respectivamente). Esta aparente diferencia con respecto a la distribución normal
fue ignorada por la literatura inicial, debido a una mala interpretación del efecto del
teorema del ĺımite central. Por ejemplo, Kendall (1953) encuentra que la distribución de
frecuencias de los retornos de la serie de Trigo de Chicago promediadas mensualmente,
eran también simétricas y leptocúrticas (dado que α̂3 = 0.002 y α̂4 = 5.701). Sin
embargo, afirma que:
“. . . la distribución está más cerca a la normalidad que lo que se podŕıa esperar bajo el
efecto del ĺımite central”. Por consiguiente, infiere que “no se gana nada al tomar
promedios de las figuras mensuales para obtener la figura anual. Bajo el efecto
del ĺımite central la serie resultante seŕıa casi normal; y valores sucesivos serán
independientes casi seguramente” (Kendall, 1953).
Considerar el teorema del ĺımite central, para justificar el uso de la normalidad, al pasar
de los datos semanales a los mensuales y a los anuales es inapropiado debido a que la
suma implica solo un número finito de términos, (Spanos, 1999). Además, este promedio
es inapropiado ya que, como se indicó anteriormente, esto crea correlación espúrea
(Slutsky, 1937; Working, 1960). De hecho, durante la última parte del periodo de
Bachelier-Kendall se enfatizó en el problema de la presencia o ausencia de dependencia
temporal.
En conclusión, el periodo de Bachelier-Kendall terminó dejando sin resolver tres asuntos
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emṕıricos relativos a los procesos de los retornos accionarios: ¿es la distribución normal
apropiada para representar la distribución del proceso?, ¿es la independencia temporal
un supuesto válido?, y ¿es la distribución idéntica un supuesto justificado?. La evidencia
disponible apunta hacia lo inadecuado del modelo de caminata aleatoria normal. La presen-
cia de leptocurtosis pone en duda el supuesto de normalidad. El cuadro borroso relativo a
la presencia de correlación temporal, cuando se observa en conjunto con la no normalidad,
pone en duda el supuesto de independencia temporal. La aparente no estacionariedad de
la varianza de los retornos implica que el supuesto de retornos idénticamente distribuidos
parece también inapropiado.
3.2. La Era Mandelbrot (1960-1980)
En la década de 1960, Mandelbrot publica varios art́ıculos influyentes sobre precios especu-
lativos cambiando el interés lejos de la dependencia temporal a las caracteŕısticas distribu-
cionales de tales series. Mandelbrot (1963) muestra que el modelo de movimiento Browniano
de Bachelier era incompatible con los hechos estilizados encontrados en los precios especu-
lativos.
No normalidad: En primer lugar, los histogramas de los retornos muestran una simetŕıa
en forma de campana, pero relativamente un mayor apuntamiento en comparación con
la distribución Gausiana:
“. . . las distribuciones emṕıricas de los cambios en los precios son generalmente más
puntiagudas que las distribuciones de muestras provenientes de poblaciones nor-
males . . . los histogramas de los cambios en los precios son de hecho unimodales
y sus campanas centradas son similares a la campana Gausiana”. . . pero existen
frecuentemente más “outliers”, en comparación con la distribución normal, de
modo que la distribución de los cambios en precios, en las colas, son más bajas y
planas.”, (Mandelbrot, 1963).
Varianza infinita y agrupamiento de volatilidad: El segundo hecho estilizado observado
por Mandelbrot (1963, 1969), se refiere al śındrome de varianza infinita en los retornos
accionarios, el cual fue llamado el efecto Noe (Mandelbrot, 1969), sugiriendo que:
“. . . las colas de las distribuciones de los cambios en los precios son de hecho extraor-
dinariamente largas, de modo que los segundos momentos muestrales t́ıpicamente
vaŕıan de una manera errática.”, (Mandelbrot, 1963).






(ri − r̄)2, k = 2, 3, . . . , T.
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Basándose en el comportamiento de la vairanza recursiva muestral, Mandelbrot (1963)
defiende que:
“. . . el segundo momento. . .no tiende a ningún ĺımite aunque el tamaño muestral sea
enorme y aunque las series que se aplican sean supuestamente estacionarias”,
(Mandelbrot, 1963).
Mandelbrot (1963, 1964) propone la familia de distribuciones de Pareto-Levy Esta-
bles, Levy (1925), por ser más apropiadas en capturar las regularidades emṕıricas de
simetŕıa, leptocurtosis y varianza infinita, pero el uso de las distribuciones de la familia
Pareto-Levy en el modelamiento de los retornos fue puesto en duda por varios motivos,
entre otros está la violación de la propiedad de invarianza del exponente caracteŕıstico,
el desconocimiento de las funciones de distribución en gran parte de la familia y lo
insatisfactorio de los métodos de estimación (Andreou et al., 2001).
Impĺıcito en las observaciones de Mandelbrot en relación con los hechos estilizados, y
expĺıcito en su modelo Stable Paretian, está el supuesto de independencia temporal
de los retornos. El autor a menudo nota que “. . . cambios diarios sucesivos de los
logaritmos de los precios son independientes.” (Mandelbrot, 1964), y en la especificación
de su modelo sustituye la distribución Gausiana (en el modelo de Bachelier) con la
distribución Stable Paretian. Al final de su art́ıculo, sin embargo, (Mandelbrot, 1963)
observa que su modelo no captura la alteración observada de pequeños y grandes
cambios en las fluctuaciones:
“. . . grandes cambios en los precios no están aislados de periodos de bajos cambios;
más bien tienden a ser el resultado de varias fluctuaciones, algunas de las cuales
“rebasan” la variación global. Similarmente, los movimientos de los precios en
periodos de tranquilidad parecen ser más suaves que los que predice el proce-
so propuesto. En otras palabras, grandes cambios tienden a estar seguidos por
grandes cambios–de cualquier signo–y pequeños cambios tienden a estar seguidos
de pequeños cambios”.
En el mismo sentido, Fama (1970) muestra que:
“. . . grandes cambios en los precios son seguidos por grandes cambios en los precios,
pero de un signo impredecible. Esto sugiere que la información importante no
puede ser evaluada inmediatamente”.
Esto fue diagnosticado más tarde como dependencia temporal de segundo orden (Brock
et al., 1991; Engle, 1982) o volatilidad agrupada del proceso de retornos. Esta eviden-
cia implica que los modelos de caminata aleatoria y caminata aleatoria heterogénea
especificados en los años de 1950 fueran inapropiados. La evidencia de dependencia de
segundo orden en los retornos tuvo también importantes implicaciones para la varianza
infinita deducida por Mandelbrot (1963). La dependencia con el tiempo o lo divergente
de la varianza recursiva incondicional, no necesariamente implica que este momento
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sea infinito. Este comportamiento podŕıa ser debido a la dependencia temporal de or-
den mayor y/o heterogeneidad temporal. La presencia de tales caracteŕısticas es bien
documentada en la literatura sobre precios especulativos (Bollerslev et al., 1994).
La literatura de la década de 1970 intenta tratar con la presencia de leptocurtosis y la
divergencia del segundo momento, ignorando en gran parte la dependencia temporal
no lineal. La era Mandelbrot finaliza en la década de 1980 con el supuesto de normali-
dad del modelo de caminata aleatoria reemplazado por una variedad de distribuciones
leptocúrticas. Aunque la presencia de dependencia de segundo orden era inconsistente
con el modelo de caminata aleatoria heterogénea, este tema quedaŕıa sin resolver.
La hipótesis de mercados eficientes desde la modelación
En la década de 1970, la literatura enfrentó el reto de reespecificar el modelo teórico de
caminata aleatoria, el cual era consistente con la noción de eficiencia de mercado. A mediados
de 1960, Fama (1970); Mandelbrot (1967); Samuelson (1965) reconocieron el hecho de que un
mercado en donde los retornos no fueran procesos IID, aún pod́ıa ser eficiente. Al respecto,
LeRoy (1989) menciona que:
“. . . requiriendo independencia probabiĺıstica entre incrementos de precios sucesivos, el mo-
delo de caminata aleatoria es simplemente muy restrictivo. . . sin embargo, una restric-
ción más débil en los precios de los activos que aún captura la “esencia” de la caminata
aleatoria (el modelo martingala), resultó ser más manejable.”
En este punto, en realidad, lo que se necesitaba para la eficiencia era la falta de cualquier
regla de compra y venta que tuviera retornos esperados mayores que el retorno promedio del
mercado. En otras palabras, el juego de especulación debeŕıa ser justo o los retornos (exceso)
debeŕıa seguir un proceso martingala1 en diferencias. La definición estad́ıstica de un juego
justo implica que la esperanza condicional de los retornos en el tiempo t, basada en toda la
información de los retornos pasados, debeŕıa ser cero:
E(rt | σ(rt−1, . . . , r1)) = 0, t ∈ T.
Equivalentemente, en un mercado eficiente el mejor pronóstico para el precio de hoy, es el
precio de ayer:
E(pt | σ(pt−1, . . . , p1)) = pt−1, t ∈ T. (3-2)
Desde el punto de vista de la teoŕıa económica, el cambio del modelo de caminata aleatoria
al modelo menos restrictivo de martingala intentaba relacionar el comportamiento de los
1Según LeRoy (1989), la palabra “martingale” (martingala), se refiere en francés a un sistema de apuestas
diseñado para asegurar un franco. . . la palabra Francesa “martingale” se refiere a Martigues, una ciudad
en la Provincia. Los habitantes de Martigues teńıan la reputación de favorecer una estrategia de apuestas,
doblando la apuesta después de cada pérdida, con el fin de asegurar, con una probabilidad arbitrariamente
alta, un resultado favorable.
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precios con más cantidades económicas fundamentales como el rol de la anticipación y la
utilidad esperada, y el concepto de un mercado eficiente. Según LeRoy (1989), el modelo de
caminata aleatoria implica que los precios accionarios estaban exentos de las leyes de oferta y
demanda, y por tanto, el modelo de caminata aleatoria era inconsistente con la teoŕıa tradi-
cional de competición. Además, la independencia probabilistica entre incrementos de precios
sucesivos, como supone el modelo de caminata aleatoria, es muy restrictivo si se analiza a
partir de una amplia clase de problemas de optimización.
De acuerdo con Doob (1953), el proceso de martingala se ha convertido en una poderosa
herramienta en probabilidad y en estad́ıstica, y según LeRoy (1989), este constituye un
auténtico modelo económico para los precios de activos. Por ejemplo, una vez que los pre-
cios sean adecuadamente ajustados por el riego, la propiedad de martingala se debe cumplir
(Harrison and Kreps, 1979; Lucas, 1978); además la combinación de este ajuste al riesgo y la
propiedad de martingala ha dado lugar a la valoración de complejos instrumentos financieros
tales como opciones, swaps, y otros derivado (Merton, 1990).
La formulación de martingala (3-2) tiene también cierta ventaja desde el punto de vista
estad́ıstico, ya que en la literatura de la era Bachelier-Kendall, el modelo (3-1) era visto
como un sistema conducido por procesos IID para {rt, t ∈ T}. La estructura probabilistica
del proceso {pt, t ∈ T} era indirectamente determinada contemplando (3-1) de derecha a
izquierda. La formulación de martingala (3-2) invierte el papel y considera {pt, t ∈ T} como
el proceso principal, contemplando (3-1) de izquierda a derecha como una descomposición
ortogonal de la forma:
pt = E(pt | σ(pt−1, . . . , p1)) + rt, t ∈ T.
El proceso {rt, t ∈ T} constituye el componente sin modelar definido por:
rt = pt − E(pt | σ(pt−1, . . . , p1)), t ∈ T,
el cual es por ‘diseño’ un proceso de martingala en diferencias, denotado por rt ∼ MD(0),
con propiedades:
(i) E( |rt| ) <∞,
(ii) E(rt | σ(rt−1, . . . , r1)) = 0,
}
t ∈ T. (3-3)
La estructura probabiĺıstica de un proceso de martingala en diferencias es mucho más débil
que la de un proceso IID (con momentos hasta de orden 2) o la de un proceso indepen-
diente pero no idénticamente distribuido con varianza t-dependiente. El supuesto IID puede
alternativamente ser expresado como:
D(rt | rt−1, . . . , r1; θ) = D(rt; θ), para todo t ∈ T. (3-4)
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En términos de los momentos condicionales (asumiendo que existen), (3-4) puede ser expre-
sada en la forma de:
E(rkt | σ(rt−1, . . . , r1)) = E(rkt ), k = 1, 2, . . . , para todo t ∈ T. (3-5)
En contraste, un proceso martingala en diferencias asume la existencia de los primeros mo-
mentos solamente (es decir, para k = 1 en (3-5)). Este punto fue formulado por Mandelbrot
(1966), cuando introduce por primera vez el modelo de martingala para los precios acciona-
rios. El afirma expĺıcitamente que:
“. . . sea t, t + T , y t0i el instante de tiempo presente, el instante futuro, y un conjun-
to de futuros instantes arbitrarios, respectivamente. Z(t) es martingala si E[Z(t +
T ), dado los valores de Z(t) y para todo Z(t0i )] = Z(t). . . cabe destacar que la distribu-
ción de Z(t + T ), condicionado por valores conocidos de Z(t) y de Z(t0i ), pueden de-
pender de los valores pasados de Z(t0i ); solo la esperanza es la que es afectada por
Z(t0i )”.
De acuerdo con Samuelson (1965), para que el modelo de martingala se cumpla es nece-
sario que que los agentes (participantes del mercado) tengan unas preferencias comunes y
constantes a lo largo del tiempo; además de tener probabilidades comunes y ser neutrales
al riesgo. La neutralidad hacia el riesgo implica la martingala (3-2), pero no la caminata
aleatoria (3-1), la cual es más restrictiva. En este sentido, Lucas (1978) y LeRoy (1989)
mencionan que:
“. . . la eficiencia de mercado necesariamente implica el modelo de martingala. . . por otro
lado, la neutralidad hacia el riesgo por parte de los agentes es necesaria para que el
modelo de martingala se cumpla”.
Según LeRoy (1989), a mediados de 1975 se comprendió que el modelo de martingala implica-
ba que los precios de los activos debeŕıan ser menos volátiles que lo que eran aparentemente.
Un extenso debate, que no concluye aún, comenzó en cuanto si la volatilidad observada en
los precios, de hecho exceden lo que implicaba la eficiencia de mercado de capitales, o por el
contrario la aparente violación reflejaba simplemente problemas estad́ısticos en la (supuesta)
demostración de exceso de volatilidad. Si a los agentes no les interesa lo que son los momentos
de orden mayor de las distribuciones de sus retornos, como lo implica la neutralidad hacia
el riesgo, estos no haŕıan nada para afectar la dependencia serial en los momentos condi-
cionales de orden mayor de los retornos. Por consiguiente, la neutralidad haćıa el riesgo es
consistente con la correlación serial diferente de cero en las varianzas condicionales: el hecho
de que las varianzas futuras condicionales sean parcialmente pronosticables es irrelevante,
ya que teniendo en cuenta la neutralidad hacia el riesgo, a nadie le interesaŕıa estas varianzas.
Por otro lado, LeRoy (1989) menciona que:
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“. . . la derivación del modelo de martingala de Samuelson (1965) asume una neutralidad
frente al riesgo, mientras que de hecho las personas son adversas al riesgo. . . los re-
tornos de activos financieros generalmente no serán un juego justo si los agentes son
adversos al riesgo”.
Pero LeRoy más adelante reconoce que:
“. . . consecuentemente, no se pierde mucho emṕıricamente si se ignora la aversión al ries-
go”.
Teniendo en cuenta el concepto de neutralidad al riesgo y de acuerdo con gran parte de
la literatura emṕırica, la eficiencia de mercado es, en la práctica, equivalente a expectativas
racionales junto con el modelo de martingala. El supuesto de expectativas racionales significa
que los inversionistas usan su información para hacer las inferencias sobre futuros eventos que
son justificadas por correlaciones objetivas entre la información de las variables y los even-
tos futuros. En otras palabras, los modelos de expectativas racionales tratan los agentes que
están modelando como si conocieran la estructura del modelo y los valores de sus parámetros.
Como mencionan Franke et al. (2008), en general se habla de expectativas racionales cuan-
do es usada “óptimamente” toda la información relativa y disponible Ωt para pronosticar
un proceso estocástico {pt, t ∈ T}. Aqúı óptimo significa que el error cuadrático medio del
pronóstico es minimizado, lo cual se logra cuando la esperanza condicional E[pt+1 | Ωt] es
usada como pronóstico.
Si se asume que el precio en el tiempo t es una función del estado de la economı́a (la función
del precio pt(w), w ∈ F), se puede definir un equilibrio en t con expectativas racionales
como un equilibrio en el cual todo agente i optimiza su función objetivo dado el conjunto
de información Ωi,t y la función de precio pt(w). Esta definición, asume en particular que
todo agente incluye la información de la función de los precios correctamente en su función
objetivo (Jarrow, 1988). También se ha usado para describir una situación en la cual los
operadores pronostican correctamente (en algún sentido) la distribución de probabilidad de
los precios futuros (Jordan and Radner, 1982).
El concepto de eficiencia de mercados está estrechamente relacionada con el concepto de
expectativas racionales (RE). De acuerdo con la definición original y general, un mercado es
eficiente si para cualquier punto en el tiempo, toda la información relevante es reflejada en el
precio. Esto significa, por ejemplo, que la nueva información es inmediatamente incorporada
dentro del precio.
Mercados eficientes: un mercado es eficiente con respecto a G = (Gt), t ∈ N, Gt ⊂ Ωt, si
para todo tiempo t el mercado está en RE-equilibrium con la función de precios pt(w)
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y si para cualquier agente i y en cualquier tiempo t se cumple que:
Gt ⊂ {Ωi,t ∪ pt(w)}.
Frecuentemente, tres casos son identificados: eficiencia débil, semi-fuerte y fuerte.
1. El mercado es eficientemente débil cuando la eficiencia se refiere sólo a los precios
históricos, es decir, al conjunto G = (Gt), en donde Gt = {pt, pt−1, pt−2, . . .}. Esto es,
por ejemplo, logrado cuando para todo i se cumple que {pt, pt−1, pt−2, . . .} ⊂ Ωi,t, esto
es cuando los precios históricos están contenidos en todos los conjuntos de información
privada.
2. El mercado es eficientemente semi-fuerte, cuando la eficiencia se refiere al conjunto G =
(Gt), (∩iΩi,t) ⊂ Gt ⊂ (∪iΩi,t), la cual incluye toda la información pública disponible.
3. El mercado es eficientemente fuerte, cuando la eficiencia se refiere al conjunto G = (Gt),
Gt = ∪iΩi,t, es decir, cuando toda la información (pública y privada) está reflejada en
la función de precios. En este caso se habla de una completa revelación RE-equilibrium.
Martingala en diferencias de orden mayor
Se puede extender un proceso de martingala en diferencias incluyendo momentos condi-
cionales de mayor orden (Spanos, 1999). En particular, una dependencia de mayor orden se
puede dar a través de momentos condicionales de orden mayor (asumiendo que existen):
E(rt | rt−1, . . . , r1) = 0,
E(rkt | rt−1, . . . , r1) = gk(rt−1, rt−2, . . . , r1), para k = 2, 3, . . . ,
}
t ∈ T. (3-6)
Un proceso de martingala en diferencias de segundo orden es definido por (3-3) y por la
varianza condicional:
E(r2t | σ(rt−1, . . . , r1)) = ξ(rt−1, . . . , r1). (3-7)
Sobre este punto, Mandelbrot (1964, 1969) menciona que:
“. . .P (t) es el precio en el tiempo t, tal que P (t+s)−P (t) es el cambio aleatorio en el precio
entre el tiempo presente t y el tiempo futuro t + s. . . el modelo de caminata aleatoria
afirma que la distribución de probabilidad de P (t + s) − P (t) es independiente del
precio actual P (t) y de todos los precios pasados. . . el modelo de martingala es menos
exigente, asumiendo solo que el valor esperado condicional de P (t + s) − P (t), sobre
el precio presente y/o varios precios pasados, se anula. Esto simplemente expresa que
no existe una poĺıtica de compra y venta que tenga un retorno esperado mayor que el
retorno promedio del mercado. Por otra parte, el modelo de martingala permite que la
distribución actual de P (t + s) − P (t) dependa de los precios pasados y presentes, y
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por tanto no niega que los precios pasados o presentes puedan servir en la selección
de portafolios de diferentes niveles deseados de riesgos”, representado por el segundo
momento condicional (Mandelbrot, 1971).
Espećıficamente, en el caso de varianza condicional homocedástica:
E(r2t | rt−1, . . . , r1) = σ2, t > 2,
un proceso de martingala en diferencias de segundo orden se convierte en un proceso de
innovación.
Por otro lado, LeRoy (1989) menciona que:
“. . . la martingala descarta cualquier dependencia de la esperanza condicional de xt−1 −
xt sobre la información disponible en t, mientras que la caminata aleatoria descarta
además de esto, la dependencia que implica los momentos condicionales de orden mayor
de xt+1. La importancia de esta distinción entre la martingala y la caminata aleatoria
es evidente: se sabe que los precios de los activos pasan por periodos prolongados de
calma, y de igual manera, por prolongados periodos de turbulencia. Formalmente, se
podŕıa representar este comportamiento usando un modelo en el cual sucesivas va-
rianzas condicionales de los precios accionarios (pero no sus niveles sucesivos) sean
positivamente correlacionados. Tal especificación es consistente con una martingala,
pero no con la caminata aleatoria, la cual es más restrictiva”.
La prueba emṕırica más directa sobre la idoneidad de (3-6) asciende a determinar si existen
efectos medios condicionales significantes LeRoy (1989). Como se señaló anteriormente, sin
embargo, el modelo de martingala en diferencias no se opone a cualquier efecto significante
en los momentos condicionales de orden mayor (es decir, la varianza condicional). De hecho,
el enigma de la dependencia temporal, observada por Mandelbrot (1963) y Fama (1970), es
consistente con el modelo de martingala en diferencias ya que este último puede adaptarse a
cualquier efecto dinámico no lineal v́ıa momentos condicionales de orden mayor. Un modelo
de martingala en diferencias de orden alto también puede ser considerado como un marco
útil para la especificación de un modelo con asimetŕıa o curtosis condicionales (por ejemplo,
k = 3, 4), donde hay una función del conjunto de información condicional (Hansen, 1994).
3.3. La Era de la volatilidad dinámica
La dependencia de segundo orden puede ser modelada mediante una función cuadrática
dinámica heterocedástica. El primer intento en dirección a modelar la varianza condicional
fue hecho por Engle (1982), quien propone el modelo Autoregresivo Condicionalmente He-
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terocedástico (ARCH) expresado en términos de los primeros dos momentos condicionales:
E(rt | Ft−1) = µt, (3-8)
Var(rt | Ft−1) = E{[rt − E(rt | Ft−1)]2 | Ft−1} = σ2t . (3-9)
donde Ft−1 es el conjunto de información disponible en el tiempo t − 1. Este modelo es
equivalente a un proceso extendido de martingala en diferencias si E(rt | Ft−1) = 0. Dado
esto, la estacionariedad de segundo orden se cumple si:
Var(rt) = E{Var(rt | Ft−1)} = σ2
at = rt − µt es referido como el shock, perturbación o innovación del retorno del activo en el
tiempo t y σt es la ráız cuadrada de σ
2
t . El modelo de µt es conocido como la ecuación de la
media para rt y el modelo σ
2
t es la ecuación de la volatilidad para rt.
Varios modelos con heterocedasticidad dinámica han sido propuestos en la literatura usan-
do parametrizaciones alternativas de Var(rt | Ft−1). Inicialmente, Engle (1982) expreso la
varianza condicional en el modelo ARCH como una suma ponderada de orden m de pertur-
baciones pasadas al cuadrado:
Var(rt | Ft−1) = α0 + α1a2t−1 + · · ·+ αma2t−m,
donde at = σtεt, {εt} son i.i.d (0, 1) , α0 > 0, αi ≥ 0, i = 1, . . . , m. (3-10)
Los primeros estudios emṕıricos que usan el modelo ARCH encontraron que el número de
rezagos en (3-10) era bastante grande, y motivado por este problema, Bollerslev (1986)
propone una parametrización alternativa de la varianza condicional dinámica conocida como
ARCH Generalizado (GARCH). Usando la analoǵıa con los modelos ARMA(p, q), Bollerslev
especifica la varianza condicional como:













α0 > 0, 0 ≤ αi < 1, i = 1, . . .m, 0 ≤ βj < 1, j = 1, . . . , s, (3-11)
conocido como el modelo GARCH(m, s). Estos modelos proporcionan una representación
más parsimoniosa que un modelo ARCH de un alto orden, y aśı son más fáciles de identificar
y estimar.
En el modelo ARCH, para que exista el segundo momento incondicional, es necesario impon-
er restricciones adicionales: (1−
∑m
i=1 αi) > 0, (Engle, 1982). Para la existencia de momentos
mayores, tales como el coeficiente de curtosis, restricciones más estrictas son a menudo nece-
sarias (Engle, 1982). El modelo GARCH impone restricciones similares para que la varianza
3.3 La Era de la volatilidad dinámica 41




j=1 βj) < 1. Cuando la suma de los coeficientes de varianza es




j=1 βj) = 1, se obtiene lo que se conoce como el modelo GARCH
integrado (IGARCH) (Engle and Bollerslev, 1986a,b). La volatilidad en tales procesos es
altamente persistente. Aunque los procesos IGARCH (1,1) son a menudo vistos como análo-
gos a un tipo de caminatas aleatorias de varianza condicional, Nelson (1990) muestra que
esta analoǵıa es errónea. Una caminata aleatoria lineal es no estacionaria en dos aspectos. El
primero, no tiene distribución estacionaria implicando que el proceso sea estrictamente no
estacionario. Segundo, los momentos incondicionales de segundo orden depende de t, es decir,
es no estacionario de segundo orden. Por otro lado, el modelo IGARCH(1,1) es paradójico
en el sentido de que el proceso implicado es estrictamente estacionario aún cuando su dis-
tribución no tengan los segundos momentos (incondicionales) necesarios.
Según Andreou et al. (2001), el proceso estocástico para los retornos que satisface ciertos
requerimientos teóricos y captura los hechos estilizados exhibidos por los datos en los retornos
accionarios, puede ser adecuadamente descrito por un proceso de martingala en diferencias
extendido con efectos de heterocedasticidad dinámica. Claramente, tal proceso no puede ser
Gausiano, y en vista de esto, varias distribuciones condicionales alternativas, D(rt | Ft−1),
han sido propuestas. Inicialmente, Engle (1982) asume normalidad condicional, con una
distribución incondicional leptocúrtica. Bajo este supuesto de normalidad para εt, la función














donde T es el tamaño muestral, at son los residuales y σ
2
t es la varianza condicional.
En estudios emṕıricos posteriores (Bollerslev, 1987), se mostró que la distribución incondi-
cional resultante no tenia en cuenta toda la leptocurtosis observada en los datos. Bollerslev
reemplaza la distribución normal del error con una distribución t-Student. Por consiguiente,
si εt se distribuye t-Student con ν > 2 grados de libertad, el criterio a maximizar se define
como


















Nelson (1991) propone el uso de la Distribución de Error General o equivalentemente la
distribución de potencia exponencial (GED). Por tanto, si εt tiene una distribución de error
general (GED) con parámetro υ > 0, entonces el criterio a maximizar es:



























donde Γ es la función Gamma. Cabe señalar que la distribución GED corresponde al caso
Gaussiano cuando υ = 2, y es leptocurtica cuando υ < 2.
Otro supuesto distribucional, propuesto por Nelson (1991), resulta en el modelo GARCH
Exponencial (EGARCH) el cual explica la evidencia emṕırica de que los retornos accionarios
están correlacionados negativamente con cambios en la volatilidad de los retornos (Black,
1976). Este efecto sugiere que la volatilidad tiende a subir en respuesta a ‘malas noticias’
(cuando el exceso de los retornos son inferiores a los esperados) y bajan en respuesta a
‘buenas noticias’ (cuando el exceso de los retornos son mayores a los esperados). La razón
para este comportamiento de los retornos es el apalancamiento financiero y operativo (Nelson,
1991). Los modelos GARCH ignoran esta regularidad, ya que asumen que sólo el tamaño y
no el signo del exceso en los retornos determina la varianza condicional. Por otro lado, el
modelo EGARCH responde asimétricamente a efectos positivos y negativos en la varianza
condicional:














en este modelo un valor positivo de at−i contribuye en αi(1+γi)|εt−i| al logaritmo de la vola-
tilidad. Sin embargo si at−i es negativo, contribuye en αi(1−γi)|εt−i|, donde εt−i = at−i/σt−i.
Aśı, el parámetro γi significa el efecto “leverage” de at−i (Tsay, 2005).
A diferencia del modelo GARCH(m, s), el modelo EGARCH no impone ninguna restricción
de no negatividad sobre los parámetros βj y αi de la varianza condicional, ya que este último,
trata con los logaritmos de la varianza.
Ding et al. (1993) han demostrado la presencia de memoria larga en momentos de alto orden
de las series de retornos. Esto ha llevado al desarrollo de modelos GARCH y EGARCH frac-
cionalmente integrados, (Baille, 1996; Bollerslev and Mikkelsen, 1996), respectivamente, para
capturar memoria larga en la volatilidad. Se encuentra que el modelo FIEGARCH que per-
mite asimetŕıa de los shocks provee una buena representación de la volatilidad del SP&500.
Ding and Granger (1996) extienden el concepto de procesos de memoria larga y definen los
modelos generalizados fraccionalmente integrados que pueden derivarse de la agregación de
modelos de coeficientes que cambian con el tiempo y modelos no lineales. Ellos muestran
que ciertas transformaciones útiles de un proceso de retornos puede producir memoria larga,
aunque las series de retornos actuales no tengan dicha propiedad. Estas transformaciones
se refieren al valor absoluto de los retornos y transformaciones de potencias de los retornos
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diarios del mercado accionario SP&500.
En resumen, desde comienzos de 1980, la literatura ha tratado con hechos estilizados de
dinámica no lineal y leptocurtosis de los precios especulativos postulando formas funcionales
para la varianza condicional y asociando esto con distribuciones leptocúrticas condicionales.
Las formas funcionales particulares han sido justificadas en términos de aparentes analoǵıas
con los correspondientes modelos tipo ARMA para la media condicional. Aunque plausibles,
estas formas funcionales son ad hoc y su justificación radica en su validez emṕırica. La ade-
cuación estad́ıstica es una justificación necesaria para un modelo estad́ıstico; sin embargo la
justificación teórica para las formas funcionales de la varianza condicional es todav́ıa una
cuestión sin resolver.
En términos generales, la literatura emṕırica ha postulado diferentes modelos estad́ısticos
para tratar con algunas regularidades emṕıricas, enfatizando en unas más que en otras. Du-
rante la era de Bachelier, el énfasis fue puesto en el modelamiento de la dependencia temporal
de primer orden. La era Mandelbrot enfatizó los aspectos distribucionales del modelamiento,
interpretando el comportamiento errático de la varianza recursiva muestral como un śıntoma
de una varianza incondicional infinita. La era de la volatilidad dinámica se enfatiza en el
modelamiento de la heterocedasticidad condicional como una forma de capturar la depen-
dencia temporal de mayor orden. Los otros aspectos del modelamiento emṕırico, tales como
la distribución, sólo se ven a través del “prisma” de la heterocedasticidad dinámica (Andreou
et al., 2001). No obstante, los tres aspectos probab́ıĺısticos (la distribución, la dependencia y
la heterogeneidad) son igualmente importantes para la especificación del modelo estad́ıstico
relevante.
La revisión del modelamiento emṕırico de los precios especulativos desde principios del siglo
20 sugiere que la elección de modelos estad́ısticos pueden describirse mejor como un proceso
dialéctico2 entre regularidades emṕıricas y supuestos probabiĺısticos apropiados. Esta nueva
visión requiere una metodoloǵıa que permita establecer el v́ınculo entre la teoŕıa y la infor-
mación que brinda los datos.
2De acuerdo con la definición de dialéctica de Wikipedia se tiene que:
Dialéctica . . .Hegel pensaba que la evolución de la idea se produce a través de un proceso dialéctico, es decir,
un concepto se enfrenta a su opuesto y como resultado de este conflicto, se alza un tercero, la śıntesis.
La śıntesis se encuentra más cargada de verdad que los dos anteriores opuestos.
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3.4. Modelación con datos no experimentales
De acuerdo con Navarro (2005), la economı́a presenta problemas epistemológicos y metodológi-
cos diferentes a los de las ciencias naturales. Esto dificulta la aplicación de enfoques tradi-
cionales, en donde se acepta la idea de que la teoŕıa debe preceder a la investigación emṕırica,
ya que se entiende que la comunicación entre la teoŕıa y los datos no es un camino de doble
v́ıa. En ellos se persigue la falsificación de un modelo teórico y no la verificación o compro-
bación del mismo. Este enfoque tradicional cuenta con una gran aceptación hasta el final
de la década de los años sesenta; luego comienza una nueva reacción con metodoloǵıas más
recientes, las cuales se caracterizan por el ánimo de incorporar al modelo elementos que
provienen de la muestra, no quedando totalmente atado a lo prescrito por la teoŕıa previa-
mente, sino que tendrán en cuenta el proceso que genera los datos que se observan y sus
desviaciones temporales.
3.4.1. El método Hendry (1995)
Según Navarro (2005), el método Hendry (1995) es una forma de unir en el modelo econométri-
co, la teoŕıa económica y la evidencia que surge de la muestra:
“modelación significa igualar la teoŕıa y los datos en un marco cuantitativo formal, por lo
que se considera los roles o teoŕıas económicas y la evidencia emṕırica, aśı como sus
v́ınculos”.
Por v́ıa de la teoŕıa económica determinamos los regresores que forman el modelo en el
equilibrio a largo plazo y se deja hablar a los datos, pero sólo para establecer el camino
hacia el equilibrio en la forma más libre posible, limitando el modelo solamente en cuan-
to a la linealidad y al número de rezagos. Luego, mediante la técnica de reducción se van
progresivamente eliminando los regresores superfluos hasta lograr un modelo parsimonioso,
consistente con la teoŕıa y admisible para los datos, cuyos regresores deben ser exógenos
débilmente, sus parámetros constantes, además debe ser capaz de superar a los modelos ri-
vales y los términos de error deben ser ruido blanco. Para lograrlo, se sugiere testear, testear
y testear, sometiendo los modelos estimados a una bateŕıa de tests para comprobar que las
propiedades enumeradas están realmente presentes.
Esta metodoloǵıa trae aparejada una nueva forma de ver la relación entre la teoŕıa y los
datos:
“enfoques basados en la teoŕıa, en los cuales un modelo es derivado de una teoŕıa a priori y
calibrado desde la evidencia de los datos se encuentran en un extremo. Estas padecen
dependencia de la teoŕıa ya que su credibilidad depende de la credibilidad de la teoŕıa
de la que surgieron. Enfoques basados en los datos, se encuentran en el otro extremo.
3.4 Modelación con datos no experimentales 45
Estos padecen dependencia muestral, en el que los datos accidentales y transitorios
están incorporados estrechamente en el modelo como aspectos permanentes. . . ”
El objetivo de los modelos no es descubrir la verdad, sino encontrar el mecanismo que subyace
en la realidad y genera los datos que observamos:
‘‘. . . la evidencia emṕırica es la autoridad final de la validez de las teoŕıas. La objetividad
del planteamiento, el refutamiento potencial de las afirmaciones, la progresividad de
los conocimientos y entenderlos son todos elementos clave. La cŕıtica es un elemento
vital de la ciencia. . . ”
3.4.2. El método Spanos (1995)
Spanos (1995) propone un enfoque metodológico para probar teoŕıas mediante la modelación
econométrica considerando la naturaleza no experimental de las observaciones, ya que los
datos disponibles son a menudo el resultado de un proceso en curso no controlado. El hecho
de que los datos observacionales (no experimentales) sean analizados usando un enfoque
idealmente adecuado para datos experimentales genera varios problemas importantes como:
la brecha entre modelos teóricos y la información en los datos disponibles, y
los problemas de la especificación del modelo estad́ıstico y su adecuación estad́ısti-
ca, garantizando que los supuestos probabiĺısticos son apropiados para los datos en
cuestión.
El principal argumento de este enfoque es proponer un cuidadoso puente para la brecha
existente entre la teoŕıa y los datos, combinado con una estructura estad́ıstica donde la
naturaleza no experimental de los datos es explićıtamente reconocida, conduciendo a una
evaluación confiable de las teoŕıas sobre la base de los datos observacionales. Este enfoque es
denominado de reducción probabiĺıstica. El objetivo de este enfoque es especificar modelos
estad́ısticos adecuados (en vista de la teoŕıa y la estructura probabiĺıstica de los datos) en
términos de varios (informados) supuestos probabiĺısticos (acerca de las variables aleatorias
observables). Los supuestos probabiĺısticos (relacionados a las variables observables) pueden
ser informados y confiables por utilizar varios gráficos, como también probando su validez
directamente (pruebas de mala especificación). La idea es especificar modelos estad́ısticos
que capturen las caracteŕısticas probabiĺısticas de los datos y aśı proveer un resumen con-
fiable de la información probabiĺıstica en los datos. La adecuación estad́ıstica garantizará la
confiabilidad, y la especificidad de los supuestos probabiĺısticos mejorando la firmeza de la
evidencia emṕırica.
El enfoque de reducción probabiĺıstica distingue entre el actual mecanismo que genera los
datos observados (modelo teórico), y el modelo estad́ıstico. El primero es visto como la “reali-
dad” que se trata de aproximar, en donde el modelo teórico es visto como una aproximación,
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y el modelo estad́ıstico es visto como un conjunto (consistente) de supuestos probabiĺısticos
relativo a las variables aleatorias observables tras los datos elegidos. El enfoque de reducción
probabiĺıstica puede ser resumido en cuatro etapas inter-relacionadas:
1. Especificación: la elección del modelo estad́ıstico apropiado, en vista de la información
disponible al inicio.
2. Pruebas de mala especificación: pruebas de los supuestos que hay detrás del modelo
estad́ıstico.
3. Re-especificación: elegir un modelo estad́ıstico alternativo cuando el modelo original
resulta ser mal especificado.
4. Identificación: relacionar un modelo estad́ıstico adecuado al modelo teórico de interés
mediante la re-parametrización/restricción del primero (Spanos, 1990).
3.5. Procesos de memoria larga
Según Brockwell and Davis (2006), existe evidencia de que los procesos de memoria larga
ocurren frecuentemente en campos tan diversos como la hidroloǵıa y la economı́a (Granger,
1980; Granger and Joyeux, 1980; Hurst, 1951; Lawrance and Kottegoda, 1977). Beran (1994)
presenta una revisión teórica y metodológica de estos procesos aplicados al campo de la
econometŕıa.
De acuerdo con Castaño et al. (2008), el concepto de memoria larga generalmente se rela-
ciona, desde el punto de vista emṕırico, con la persistencia que muestran las autocorrela-
ciones muestrales de ciertas series de tiempo estacionarias, las cuales decrecen a un ritmo
muy lento, pero finalmente convergen hacia cero. Este comportamiento no es compatible con
la función de autocorrelación (ACF) de los modelos estacionarios autorregresivos y de me-
dias móviles (ARMA), que imponen un decrecimiento exponencial en las autocorrelaciones,
ni con el grado extremo de persistencia de los modelos integrados no estacionarios (ARIMA).
Según Fan and Yao (2005), la ACF de un proceso ARMA estacionario satisface la desigualdad
|ρ(k)| ≤ Crk, k = 1, 2, . . . ,
donde C > 0 y r ∈ (0, 1) son constantes. Esta forma implica que
∑∞
k=0 |ρ(k)| < ∞. Un
proceso con ACF absolutamente sumable es conocido comúnmente como proceso de memoria
corta.
Los procesos de memoria larga, son procesos estacionarios para los cuales la ACF decae a
cero a un ritmo mucho más lento. Formalmente, el comportamiento asintótico es de la forma
ρ(k) ∼ C k2d−1 cuando k → ∞, (3-13)
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donde C 6= 0 y d < 0.5. Aśı, la ACF de un proceso de memoria larga decae a cero a una
tasa de k2d−1, y
∑∞
k=0 |ρ(k)| = ∞ cuando d ∈ (0, 0.5). Algunos autores consideran procesos
de “memoria intermedia” para los cuales d < 0 y por tanto
∑∞
k=0 |ρ(k)| <∞.
3.5.1. Ruido blanco fraccionalmente integrado
De acuerdo con Jan y Fao (2005), para cualquier número real d > −1, se define el operador







donde ϕ0 = 1, para j ≥ 1
ϕj =
Γ(j − d)
Γ(j + 1)Γ(−d) =
∏
0<k≤j
k − 1− d
k
, j = 1, 2, . . . ,













tx−1e−tdt, x > 0,
∞, x = 0,
x−1Γ(1 + x), −1 < x < 0.
Definición: un proceso estacionario de media cero {Xt, t = 0,±1,±2, . . .} se dice ser un
proceso ruido blanco fraccionalmente integrado, ARIMA(0,d,0), con d ∈ (−0.5, 0.5) y
d 6= 0 si
(1− L)dXt = at, {at} ∼ RB(0, σ2). (3-14)
Para d ∈ (−0.5, 0.5),
∑
ϕ2j < ∞. Esto garantiza que (1 − L)dXt =
∑∞
j=0 ϕjXt−j converge
en media cuadrática. Fan and Yao (2005) presentan el siguiente teorema (teorema 2.15, pag.
65), el cual garantiza la existencia del proceso de ruido blanco fraccionalmente integrado:
Teorema: para d ∈ (−0.5, 0.5) y d 6= 0, existe un único proceso estacionario no determińısti-
co, de media cero




ψjat−j , t = 0,±1,±2, . . . ,







k − 1 + d
k
, j = 1, 2, . . . .
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Adicionalmente, Var(Xt) = γx(0) = σ
2Γ(1 − 2d)/Γ2(1 − d), la ACF de {Xt} es de la
forma
ρ(k) =
Γ(k + d)Γ(1− d)
Γ(k − d+ 1)Γ(d) =
∏
0<j≤k
j − 1 + d
j − d , k = 1, 2, . . . ,





|1− e−iw|−2d = σ
2
2π
|2 sin (w/2)|−2d, −π ≤ w ≤ π.
Mediante la formula de Stirling, Γ(x) ∼
√
2πe−x+1(x−1)x−1/2 (x→ ∞), se puede ver que la
ACF de un proceso de ruido blanco fraccionalmente integrado admite la expresión asintótica
ρ(k) ∼ k2d−1Γ(1− d)/Γ(d) cuando k → ∞.
Aśı, el ruido blanco fraccionalmente integrado con d 6= 0 es un proceso de memoria larga en
el sentido de (3-13). Este comportamiento en la cola de la ACF puede verse reflejada en su




w−2d cuando w → 0,
mostrando que g(0) es finito si y sólo si d ≤ 0. Los procesos de ruido blanco fraccionalmente
integrados, como tal, son muy limitados para la modelación de datos de memoria larga ya
que los dos parámetros d y σ2 permiten solo una clase muy limitada de posibles funciones de
autocovarianzas. Sin embargo, estos procesos sirven como bloques para la construcción de
una clase mucho más general de procesos de memoria larga cuyas covarianzas en pequeños
rezagos son capaces de asumir una gran variedad de formas. Estos procesos fueron intro-
ducidos de forma independiente por Granger and Joyeux (1980), y Hosking (1981), y son
conocidos como procesos ARMA fraccionalmante integrados.
3.5.2. Procesos ARMA fraccionalmente integrados
Fan y Yao (2005) presentan la siguiente definición de estos procesos:
Definición: un proceso estacionario de media cero {Xt, t = 0,±1,±2, . . .}, se dice ser un
proceso ARFIMA(p,d,q) con d ∈ (−0.5, 0.5) y d 6= 0 si
(1− L)dXt ∼ ARMA(p, q).
{Xt} se le llama un proceso ARMA fraccionalmente integrado.
3Note que sin (x) ∼ x cuando x → 0.
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Sea {Xt} ∼ ARFIMA(p, d, q). De acuerdo con Hosking (1981), {Xt} es estacionario si d <
0.5, y es invertible si d > −0.5. Además, la definición anterior implica que
φ(L)(1− L)dXt = θ(L)at, {at} ∼ RB(0, σ2), (3-15)
donde φ(L) = 1 − φ1L − · · · − φpLp, θ(L) = 1 − θ1L − · · · − θqLq. Dado que θ−1(L), φ(L),
y (1− L)d son polinomios en L, y que los términos en un producto de estos polinomios son
intercambiables, entonces
(1− L)dθ−1(L)φ(L)Xt = at.
Sea Yt = θ
−1(L)φ(L)Xt, entonces (1 − L)dYt = at (es decir, {Yt} es un ruido blanco frac-
cionalmente integrado). Aśı
φ(L)Xt = θ(L)Yt
y, un proceso ARFIMA(p,d,q) puede ser visto como un proceso ARMA(p,q) conducido por un
ruido blanco fraccionamente integrado ARFIMA(0,d,0). El teorema a continuación (teorema
2.16 de Fan and Yao, 2005) garantiza la existencia de un proceso fraccionalmente integrado
ARMA.
Teorema: sea d ∈ (−0.5, 0.5) y d 6= 0, y θ(L) = 0 y φ(L) = 0 no tienen ráıces en común. Si










j = θ(L)/φ(L). Adicionalmente, la ACF y la función de den-
sidad espectral de {Xt} exhiben las siguientes propiedades asintóticas:
ρ(k) ∼ Ck2d−1 cuando k → ∞,









[θ(1)/β(1)]2w−2d cuando w → 0.
de esta manera, un proceso de memoria larga ARFIMA(p,d,q) es un proceso ARMA conduci-
do por un ruido blanco fraccionalmente integrado ARFIMA(0,d,0), como se señaló anterior-
mente. El teorema anterior indica que el ARFIMA(p,d,q) exhibe el mismo comportamiento
de memoria larga que el ARFIMA(0,d,0), reflejado por las propiedades asintóticas de la ACF
(cuando k → ∞) y la densidad espectral (cuando w → 0).
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Según Castaño et al. (2008), otra de las propiedades que distingue los modelos ARFIMA de
los modelos ARMA de memoria corta y de los modelos integrados ARIMA es la forma en
que el proceso responde a un cambio unitario en la perturbación del modelo. En un modelo
ARIMA, el efecto de una innovación sobre el nivel futuro de la serie es persistente y no hay
reversión a la media, mientras que en un modelo ARFIMA, el efecto acaba desapareciendo,
aunque a un ritmo más lento que el exponencial presente en los procesos ARMA.
3.5.3. Modelo ARFIMA - HYAPARCH
Schoffer (2003) generaliza los modelos ARCH existentes introducidos por Engle (1982) y
Bollerslev (1986), permitiendo memoria larga en los segundos momentos condicionales. Este
nuevo modelo combina el modelo asimétrico fraccionalmente integrado y potencialmente
hiperbólico -FIAPARCH- de Tse (1998) y el modelo GARCH hiperbólico -HYGARCH- de
Davidson (2003) para considerar todas las caracteŕısticas encontradas en la investigación
emṕırica de los retornos en los mercados financieros: volatilidad por agrupamiento, leptocur-
tosis, asimetŕıa y memoria larga. Sea Yt para t = 1, . . . , T la serie de tiempo que se desea mo-
delar. De acuerdo con Davidson (2011), el modelo ARFIMA(p, d1, q)-HYAPARCH(m, d2, s)
se define como:
φ(L)(1− L)d1(Yt − γ01 − π′1x1t) = θ(L)at
at = σtεt (3-16)
β(L)((σ2t )
η/2 − ω − π′4x4t) = [β(L)− δ(L)(1 + α((1− L)d2 − 1))](1 + µst)|at|η
donde εt ∼ iid(0, 1), st = I(at < 0), y xjt para j = 1, 4 son vectores de variables explorato-
rias4 con coeficientes πj . γ01 y ω son los interceptos de la media condicional y de la volatilidad
condicional, respectivamente. φ(L) y θ(L) son los polinomios de la parte autorregresiva y de
medias móviles respectivamente de la media condicional, tal que φ(L) = 1t−φ1L−· · ·−φpLp
y θ(L) = 1t − θL − · · · − θqLq con todas sus ráıces fuera del ćırculo de unidad y sin fac-
tores comunes. δ(L) y β(L) son polinomios del proceso de volatilidad condicional análogos
a φ(L) y θ(L), con todas sus ráıces fuera del ćırculo de unidad y sin factores comunes. d1
es el parámetro de diferenciación fraccional en el proceso de media condicional y d2 es el
parámetro de memoria hiperbólica del proceso de volatilidad condicional. η, α y µ son los
parámetros de potencia, amplitud y asimetŕıa respectivamente. El parémetro de amplitud
determina qué tan grandes pueden ser las variaciones en la varianza condicional, mientras
que el parámetro de memoria cuánto persisten o tardan en dispersarse los shock’s sobre la
volatilidad condicional. En cuanto al parámetro de potencia, éste permite capturar patrones
de autocorrelación más generales en el proceso de volatilidad.
4Estas variables exploratorias pueden ser variables indicadoras que consideran efectos tales como los tipo
calendario.
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En la ecuación (3-16), st = 1 si at < 0 y 0 en otro caso. µ es el parámetro de asimetŕıa, el
cual permite que shock’s positivos y negativos contribuyan de diferente forma a la volatilidad
condicional. Si µ > 0, existe una mayor contribución cuando at < 0.
Además, cuando η = 2 en la ecuación (3-16), el modelo se convierte en uno de sus variantes,
el GARCH por umbrales o modelo GJR de Glosten et al. (1993). Cuando η > 0, la ecuación
es equivalente al modelo ARCH potencialmente asimétrico -APARCH- de Ding et al. (1993).
Por otro lado, considerando el parámetro de amplitud, cuando α = 1, el modelo obtenido es
el FIGARCH, donde d2 seŕıa el parámetro de memoria hiperbólica. De acuerdo con David-
son (2011), cuando 0 < α < 1, el proceso de la volatilidad condicional es estacionario,
mientras que cuando α ≥ 1 (incluyendo al FIGARCH) es no estacionario. Si d2 = 1, α se
reduce a ser una ráız autorregresiva adicional, y aśı se obtiene el modelo IGARCH con α = 1.
De acuerdo con Castaño et al. (2008), una de las particularidades del modelo HYAPARCH es
que anida un gran conjunto de especificaciones, entre los cuales están los modelos GARCH,
GARCH asimétrico -AGARCH-. AGARCH de potencias -APGARCH-, el GARCH inte-
grado -IGARCH-, IGARCH asimétrico -AIGARCH-, AIGARCH integrado de potencias
-PAIGARCH-, el GARCH fraccionalmente integrado -FIGARCH-, FIGARCH asimétrico
-AFIGARCH-, AFIGARCH de potencias -PAFIGARCH-, y el HYGARCH bajo las restric-
ciones sobre los parámetros η, d2, α y µ resumidas en la Tabla 3-1.
Restricción
Modelo α d2 η µ
GARCH 0 — 2 0
AGARCH 0 — 2 —
APGARCH 0 — — —
IGARCH 1 1 2 0
AIGARCH 1 1 2 —
PAIGARCH 1 1 — —
FIGARCH 1 — 2 0
AFIGARCH 1 — 2 —
PAFIGARCH 1 — — —
HYGARCH — — 2 0
HYAPARCH — — — —
Tabla 3-1.: Resumen de modelos anidados por el HYAPARCH.
Adicionalmente, dado que el modelo APARCH de Ding et al. (1993) anida a los modelos
ARCH de Engle (1982), GARCH de Bollerslev (1986), GARCH de Taylor (1986) y Schwert
(1990), GJR de Glosten et al. (1993), TARCH de Zakoian (1994), NARCH de Higgins and
52 3 Modelación de los precios especulativos
Bera (1992) y el log -ARCH de Geweke (1986) y de Pantula (1986) como casos especiales del
mismo, entonces dichas especificaciones también están incluidas en el modelo HYAPARCH
permitiendo de esta forma, estudiar la presencia de larga memoria en los modelos menciona-
dos anteriormente.
4. Pruebas de memoria larga
Según Lo (1991), la importancia de la dependencia de largo plazo en los mercados de activos
fue inicialmente considerado por Mandelbrot (1971). Posteriormente, la evidencia encontra-
da por Fama and French (1988); Lo and MacKinlay (1988); Poterba and Summers (1988)
pueden considerarse como un śıntoma de un componente de dependencia de largo plazo en
los precios de los mercados accionarios. En particular, Lo and MacKinlay (1988) muestran
que la razón de varianzas para los retornos k-semanas con respecto a k veces la varianza de
los retornos de una semana generalmente exceden la unidad cuando k es pequeño (2 a 32).
En contraste, Poterba and Summers (1988) encuentran que esta misma razón de varianzas
se encuentra por debajo de uno cuando k es mucho mayor (de 96 en adelante).
Según Lobato and Robinson (1998), hay que resaltar que, en principio, existen muchas prue-
bas para I(0), es decir memoria corta, las cuales difieren en sus propiedades para muestras
finitas, y también en sus propiedades de potencia asintótica contra varias alternativas. Esto,
nos indica que no se espera que una prueba domine totalmente a las demás.
En términos generales, no es recomendable sustituir la estimación máximo verośımil del
parámetro de diferenciación fraccional de un modelo ARFIMA(p, d, q) si se sabe, de ante-
mano, que las componentes ARMA están correctamente especificadas. Claro está que conocer
de antemano la componente de corto plazo del proceso no suele suceder comúnmente en la
práctica. Esto conlleva al uso de estimadores semi-paramétricos y no-paramétricos que im-
ponen pocos supuestos acerca de este componente. Inicialmente se supone que el espectro
del proceso toma la forma:
f(λ) = |1− e−iλ|−2df ∗(λ)
donde f ∗ representa el componente de corto plazo de la dependencia. Esta es asumida a ser
suave en una vecindad alrededor del origen, con f ∗(0)′ = 0. Una representación alternativa
es dada por:
f(λ) = λ−2dg(λ)
donde g es igualmente asumido suave alrededor del origen con g(0)′ = 0. A continuación se
presentan algunas de estas pruebas:
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4.1. Prueba de Geweke and Porter-Hudak (1983)
Geweke and Porter-Hudak (1983) sugieren un estimador semi-paramétrico del parámetro
de diferenciación fraccional d, GPH, el cual se basa en una regresión de las ordenadas del
logaritmo de la densidad espectral sobre una función trigonométrica. El procedimiento se
enfatiza en el logaritmo de la densidad espectral de los procesos ARFIMA y equivale a
estimar la siguiente regresión de mı́nimos cuadrados:
ln{Ix(wj)} = c− d ln{4 sin2 (wj/2)}+ ηj para j = 1, . . . , m. (4-1)
donde Ix(wj) es el periodograma de {Xt} en la frecuencia wj, para wj = 2πj/T (j =
1, . . . , T − 1) y m = g(T ) << T ; tipicamente m = T 1/2 (Diebold and Rudebusch, 1989).
Existe evidencia de integración fraccional si la estimación de mı́nimos cuadrados d̂ es sig-
nificativamente diferente de cero. Según Castaño et al. (2008), Geweke and Porter-Hudak

















con Rj = ln(4 sin
2 (wj/2)).
Según Cheung (1991), con una adecuada elección de m, la distribución asintótica de d̂ no
depende ni de el orden de la parte ARMA del proceso, ni de la distribución del término
del error. Esto sugiere elegir m = T 1/2 y usar la varianza conocida de ηj igual a π
2/6, para
calcular la varianza muestral de d̂.
4.2. El estad́ıstico del rango re-escalado modificado de Lo
(1991)
Mandelbrot (1971), propuso usar el rango sobre la desviación estándar, o el estad́ıstico R/S,
llamado rango re-escalado, para detectar dependencia de largo plazo en las series de tiempo
económicas. El estad́ıstico R/S fue originalmente desarrollado por el hidrólogo ingles Hurst
(1951) en sus estudios sobre caudales de ŕıos. El estad́ıstico R/S es el rango de las sumas
parciales de las desviaciones de una serie de tiempo con respecto a su media, re-escalado por
su desviación estándar. Si se considera una muestra de retornos continuamente compuestos
de un activo financiero {r1, r2, . . . , rn}, r̄n seŕıa la media muestral 1n
∑
j rj. Entonces, el
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El primer término entre corchetes en (4-3) es el máximo (sobre k) de las sumas parciales de
las primeras k desviaciones de rj a la media muestral. Ya que la suma de todas las n desvia-
ciones de los rj a su media es cero, este máximo es siempre positivo. El segundo término
en (4-3) es el mı́nimo (sobre k) de esta misma secuencia de sumas parciales, y por tanto es
siempre positivo. La diferencia de las dos cantidades, llamada rango, es siempre positiva y
por tanto Q̃n ≥ 0.
Un importante, y tal vez el mayor defecto del rango re-escalado es su sensibilidad a la
dependencia a coto plazo, implicando que cualquier incompatibilidad entre los datos y el
comportamiento pronosticado del estad́ıstico R/S, bajo la hipótesis nula, no necesariamente
proviene de dependencia de largo plazo sino que puede ser un śıntoma de memora corta.
En particular, Lo (1991) muestra que bajo RW1, ver (3-1), la distribución asintótica de
(1/
√
n)Q̃n es dada por la variable aleatoria ν, que se define como el rango de un puente
Browniano. Sin embargo, bajo una especificación estacionaria AR(1) con coeficiente autorre-
gresivo φ, el estad́ıstico R/S normalizado converge a ξν donde ξ ≡
√
(1 + φ)/(1− φ). Para
retornos semanales de algunos portafolios de acciones comunes, φ̂ es tan grande como 50%,
implicando que la media de Q̃n/
√
n puede ser altamente sesgada (¡hasta un 73%!).
Para distinguir entre dependencia de corto y largo plazo, el autor propone que el estad́ıstico
R/S debe ser modificado de tal manera que su comportamiento sea invariante ante una gran
clase de procesos de memoria corta y sea robusto a muchas formas de heterogeneidad. Él




































(ri − r̄n)(ri−j − r̄n)
}
(4-6)




wj(q)γ̂j, wj(q) ≡ 1−
j
q + 1
, q < n, (4-7)
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donde σ̂2r y γ̂j son los estimadores usuales de la varianza y las autocovarianzas muestrales de
{rt}. Valores extremos de Qn se considera indicativo de posible existencia de memoria larga
en la serie.
Qn difiere de Q̃n solamente en el denominador, el cual es la ráız cuadrada de un estimador
consistente de la varianza. Si {rt} está sujeto a dependencia de corto plazo, la varianza de la
suma parcial no es simplemente la suma de las varianzas de los términos individuales, sino
que también incluyen las autocovarianzas. Por tanto, el estimador σ̂n(q) involucra no sólo
la sumas de desviaciones al cuadrado de rj, sino que también sus autocovarianzas ponder-
adas hasta el rezago q. Los pesos wj(q) son los propuestos por Newey and West (1987), los
cuales siempre producen σ̂2n(q) > 0, siendo el mismo estimador de 2π veces la función de den-
sidad espectral (sin normalizar) de rt en la frecuencia cero usando una ventana tipo Bartlett.
Estudios de Monte Carlo tales como Andrews (1991); Lo and MacKinlay (1989) muestran
que cuando q es muy grande, en comparación con el tamaño de muestra n, la distribución
muestral del estimador puede ser radicalmente diferente de su ĺımite asintótico (el rango re-
escalado converge débilmente a el rango de un puente Browniano bajo formas muy generales
de dependencia débil). Sin embargo, q no puede ser muy pequeño ya que las autocovarianzas
mas allá del rezago q pueden ser considerables y debeŕıan incluirse en la suma ponderada.
Por consiguiente, el truncamiento del rezago debe ser elegido considerando los datos que
se están trabajando. Cheung (1991) propone que q puede ser igual a la parte entera de
(3T/2)1/3{2ρ̂/(1 − ρ̂2)}2/3, donde ρ̂ es el coeficiente de autocorrelación muestral de primer
orden.
Para probar memoria a largo plazo en los retornos diarios y mensuales de los ı́ndices CRSP
ponderados y no ponderados, Lo (1991) emplea el estad́ıstico del rango re-escalado modifi-
cado, el cual parece ser insignificante en la mayoŕıa de los casos, indicando que los datos son
consistentes con la hipótesis nula de memoria a corto plazo I(0), es decir, existe poca evi-
dencia a favor de memoria a largo plazo para los retornos accionarios de U.S. En particular,
lo que la literatura históricamente hab́ıa asumido como evidencia de dependencia de largo
plazo en retornos de U.S., puede ser muy bien el resultado de un componente de dependencia
de corto plazo (ver por ejemplo Baille, 1996).
4.3. Prueba de Kwiatkowski et al. (1992)
Este contraste, también conocido como KPSS, prueba la hipótesis nula de estacionariedad
contra la alternativa de ráız unitaria. De acuerdo con los autores, las pruebas de ráıces uni-
tarias convencionales (Dickey, 1976; Dickey and Fuller, 1979; Fuller, 1976; Phillips, 1987;
Phillips and Perron, 1988; Said and Dickey, 1984) fallan al rechazar la hipótesis nula de una
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ráız unitaria en varias series de tiempo económicas (ver por ejemplo DeJong et al., 1989;
Nelson and Plosser, 1982).
Una explicación para esta falla común es que las pruebas de ráıces unitarias no son muy
potentes contra algunas alternativas como la existencia de ráıces cercanas a la unidad en
procesos autorregresivos (DeJong et al., 1989), o con contra alternativas como procesos in-
tegrados fraccionalmente (ver Diebold and Rudebusch, 1991).
KPSS plantea una parametrización que brinda una representación de variables estacionarias
y no estacionarias. Espećıficamente, se elige una representación en la cual las series bajo estu-
dio son establecidas como la suma de una tendencia determińıstica, una caminata aleatoria,
y un error estacionario. La hipótesis nula de tendencia estacionaria corresponde a la hipótesis
de que la varianza del componente de error de la caminata aleatoria es cero.
Se propone un estad́ıstico de prueba tipo multiplicadores de Lagrange (LM) el cual, bajo
condiciones muy generales, tiene una distribución asintóticamente no estándar que implica
ordenes altos de puentes Brownianos.
Sea yt, para t = 1, 2, . . . , T , la serie observada para la cual se desea probar la estacionariedad.
Se asume que se puede descomponer la serie en la suma de una tendencia determińıstica,
una caminata aleatoria, y un error estacionario:
yt = ξt+ rt + εt,
donde rt es una caminata aleatoria definida como rt = rt−1+ut, donde ut son iid(0, σ
2
u), y εt
se asume estacionario. El valor inicial r0 es considerado como fijo y funciona como intercepto.
La hipótesis de estacionariedad (memoria corta) es σ2u = 0, contra la alternativa σ
2
u > 0. Ya
que εt se asume como estacionario, bajo la hipótesis nula yt seŕıa estacionario en tendencia.
El caso especial en que yt, bajo la hipótesis nula, es estacionario alrededor de un nivel (r0)
y no alrededor de una tendencia se obtiene cuando consideramos ξ = 0.
Para definir el estad́ıstico, sea et, t = 1, 2, . . . , T , los residuales de la regresión de y sobre un
intercepto y una tendencia temporal. Sea σ̂2ε la estimación de la varianza del error en esta
regresión (suma de los residuales al cuadrado, dividido por T ). Defina la suma parcial del





ei, t = 1, 2, . . . , T.
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Adicionalmente, en el caso en que se desea probar la hipótesis nula de estacionariedad en
nivel en lugar de estacionariedad en tendencia, simplemente et se define como el residual de
la regresión de y sobre un intercepto solamente (esto es, et = yt− ȳ), y lo demás se establece
como lo expuesto anteriormente.
Para la distribución asintótica del estad́ıstico LM, KPSS proponen como supuestos formas
muy generales de dependencia temporal para εt, tales como la de mezcla fuerte (Phillips and
Perron, 1988) o la de procesos lineales (Phillips and Solo, 1989). Estas condiciones permiten
considerar una muy amplia gama de procesos, entre ellos los modelos ARMA con innova-
ciones homogéneas (homocedásticos) o heterogéneas (heterocedásticos).
KPSS utilizan un estimador consistente de la varianza a largo plazo, σ2 = ĺımT→∞ T
−1E(S2t ),
la cual es una cantidad útil cuando los errores no son iid. En este caso, σ2ε es reemplazado
por una estimación consistente heterocedástica y autocorrelacionada de σ2, llamada HAC,















donde w(s, l) es una función de ponderación opcional que corresponde a la elección de una
ventana espectral. Los autores usan el kernel tipo Bartlett (Newey and West, 1987), el cual
es definido posteriormente.
KPSS muestran como el numerador del estad́ıstico de prueba η = T−2
∑
S2t converge dis-
tribucionalmente a σ2 veces un funcional de un puente Browniano. Este funcional depende de
si se considera el caso de estacionariedad en nivel o en tendencia. Dado esto, η se divide por
un estimador consistente de σ2 para obtener el estad́ıstico. Los valores cŕıticos de la prueba
son presentados en Kwiatkowski et al. (1992). Bajo estudios de simulación, KPSS consideran
valores de l como una función de T : l0 = 0, l4 = ⌊ 4(T/100)1/4⌋, y l12 = ⌊ 12(T/100)1/4⌋,
(ver Schwert, 1989)1. Ellos observan cómo para T ≥ 200 se encuentra una potencia aceptable
sin el riesgo de una distorsión substancial en el tamaño.
Por otro lado, para emplear la prueba de I(0) contra I(d > 0), Gil-Alana (2003) recomienda
el uso del kernel espectral cuadrático (QS) junto con un procedimiento de selección de ancho
de banda automático, ya que bajo estudios de Monte Carlo, produce los mejores resultados.
En este art́ıculo también se menciona que el kernel QS tiene propiedades asintóticas óptimas
en términos del error cuadrático medio y estudios de Monte Carlo para muestras pequeñas,
documentadas por Andrews (1991); Newey and West (1994), indican que este obtiene esti-
maciones más exactas de la varianza que otros kernels en muestras finitas.
1⌊⌋ se define como la parte entera del argumento.
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En su estudio, Hobjin et al. (1998) propone para la estimación del ancho de banda l, en
el caso del kernel Bartlett, lB(x) = ⌊ x(T/100)1/4⌋, y en el caso del kernel QS, lQS(x) =
⌊ 2/3x(T/100)2/9⌋. Sin embargo, si yt es fuertemente autorregresivo con correlación serial
positiva, σ̂2 depende fuertemente de la elección de x, es decir, en el caso en que x sea
elegido muy grande, entonces σ̂2 es relativamente grande, LM seŕıa relativamente pequeño, y
consecuentemente la prueba KPSS tendŕıa baja potencia en muestras pequeñas si se usa los
niveles de significancia nominales convencionales. En el caso en que x sea elegido pequeño
entonces, en muestras pequeñas, σ̂2 subestima σ2 de tal forma que el estad́ıstico de prueba
KPSS estaŕıa sobredimensionado. Por este motivo, Hobjin et al. (1998) recomiendan el uso de
procedimientos dato-dependientes para estimar l̂T . Los autores proponen el procedimiento de
Andrews (1991), y el procedimiento posteriormente modificado por Newey and West (1994).
Estos procedimientos pueden resumirse de la siguiente forma:
1. Elegir a priori un parámetro de ancho de banda no estocástico n
2. Calcular ŝ(0) = γ̂0 + 2
∑n
i=1 γ̂i











5. Elegir un parámetro de ancho de banda l̂T = mı́n
{
T, ⌊ γ̂ T 1/3⌋
}
Para el kernel QS, el procedimiento es:
1. Elegir a priori un parámetro de ancho de banda no estocástico n
2. Calcular ŝ(0) = γ̂0 + 2
∑n
i=1 γ̂i











5. Elegir un parámetro de ancho de banda l̂T = mı́n
{
T, ⌊ γ̂ T 1/5⌋
}
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donde γ̂j = T
−1
∑T
t=j+1 etet−j es la estimación de la autocovarianza de orden j-ésimo de εt.
De esta manera el resultado del ancho de banda final, l̂T , sólo depende indirectamente de n y
aśı, σ̂2 depende en menor grado de n. Por lo tanto, cuando la selección automática del ancho
de banda es usado el estad́ıstico de prueba, y aśı su conclusión, depende en menor grado
de esta elección a priori. Finalmente, Hobjin et al. (1998), como resultado de un estudio
v́ıa Monte Carlo, muestra que en la mayoria de los casos relevantes los mejores resultados
para muestras pequeñas para LM son obtenidos usando una selección del ancho de banda
automático mediante el kernel QS.
Por último, Lee and Schmidt (1996), muestran como el contraste KPSS puede también
emplearse para probar memoria larga en el proceso yt. Además, bajo simulación, encuentran
que la potencia de la prueba, bajo este escenario, es comparable con la de la prueba del
rango re-escalado modificado de Lo (1991), y es necesario muestras lo suficientemente grandes
(T > 1000) como para distinguir de manera fiable un proceso de memoria larga de un proceso
de memoria corta con autocorrelaciones a corto plazo comparables.
4.4. Prueba de Geweke y Porter-Hudak modificada de
Robinson (1995a)
Para un proceso estacionario en covarianza Xt, t = 1,±1, . . ., se asume la continuidad ab-
soluta de la función de distribución espectral para que exista una densidad espectral f(λ),
−π < λ ≤ π, tal que la autocovarianza sea




Varios modelos de series de tiempo implican que 0 < f(0) <∞, pero la observación emṕırica
es, algunas veces, consistente con la posibilidad de que f(0) = ∞ o f(0) = 0. Esto puede ser
examinado por medio de un modelo de la forma
f(λ) ∼ Cλ−2d cuando λ→ 0+, (4-8)
donde “∼” significa que la razón entre la cantidad del lado izquierdo y la del lado derecho
tienda a 1. C es positivo y finito, y −1
2
< d < 1
2
debido a que para d ≥ 1
2
, una función
como λ−2d cuando λ→ 0+ podŕıa no ser integrable y aśı no se tendŕıa la estacionariedad en
covarianza, mientras que para d > −1
2
corresponde a una condición de invertibilidad en los
modelos parámetricos con la propiedad de la función espectral dada anteriormente. Cuando
d > 0, Xt se dice que tiene dependencia a largo plazo.
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Robinson (1995a) inicialmente presenta un estimador semi-paramétrico. Para esto introduce






itλ, I(λ) = |w(λ)|2,
y también
λj = 2πj/n, aj = − log (4 sin2 (λj/2)),














(aj − ā) log I(λj)/Sl, 0 ≤ l < m < n,
el cual es la estimación de mı́nimos cuadrados de d en el modelo de regresión dado por
log I(λj) = c+ daj + Uj , j = l + 1, . . . , m,
donde c = logC − η, η es la constante Euler, y Uj = log {(4 sin2 (λj/2))dI(λj)/C} + η. El
estimador propuesto por Geweke and Porter-Hudak (1983) se obtiene mediante d̄(0). Ellos
asumen, como en (4-8), que f(λ) puede ser aproximado por C(4 sin2 (λ/2))−d en solo una
vecindad alrededor de la frecuencia cero, de modo que se requiere que m tienda a infinito
más lentamente que n para que la teoŕıa asintótica pueda ser aplicada.
Robinson (1995a) menciona que dado el interés teórico y práctico que se ha demostrado
en d̄(l), este no dispone de una teoŕıa de distribución asintótica satisfactoria para cualquier
valor de d. Por ejemplo, él indica que para −1
2
< d < 0 y 0 < d < 1
2
, los periodogramas nor-
malizados I(λj)/f(λj), y por lo tanto Uj , no son asintóticamente independientes, ni tampoco
idénticamente distribuidos cuando n → ∞ y j es fijo. De esta manera, Robinson presenta
una clase más general de estimadores para C y d tratando simultaneamente los casos de




< d < 0 (y d = 0). De acuerdo con él, está clase de estimadores poseen una
superior eficiencia asintótica que d̄(0).
El estimador es obtenido mediante la regresión:
Y Jk = c
(J) − dXk + U (J)k , k = l + J, l + 2J, . . . , m,
donde c(J) = logCj + ψ(J), Xk = −2 log sin (λk/2) y ψ es la función digamma, ψ(z) =










, k = l + J, l + 2J, . . . , m.
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donde I(λj) es el punto j-ésimo del periodograma, y λj = 2πj/T .

















donde Z(J) = (Zl+J , Zl+2J , . . . , Zm)
′, Zk = (1,−2 log λk)′ y Y (J) = (Y (J)l+J , Y
(J)
l+2J , . . . , Y
(J)
m )′.
Robinson menciona que debido a simplicidad computacional y de notación, usa −2 log λk co-
mo regresor en lugar de − log (4 sin2 λk/2), señalando que se obtienen los mismos resultados.




k − c̃(J)+d̃(J)(2 log λk), para k = l+J, l+2J, . . . , m




k , donde Σ
′
k
es la suma para k = l + J, l + 2J, . . . , m. Robinson (1995a) demuestra que cuando n → ∞,


























donde la matriz de covarianza es una estimación consistente. Además, c̃(J) converge en forma
más lenta que d̃(J).
Según Davidson (2011); Hurvich et al. (1998) el ancho de banda óptimo en términos del MSE
es de la forma m = CT 4/5, aunque el C óptimo depende de las componentes de corto plazo
desconocidas del espectro, y puede ser necesario que sea pequeño. Davidson and Sibbertsen
(2009) encuentran evidencia de una relativo sesgo y la varianza en estos casos.
4.5. Prueba de máxima verosimilitud local de Whittle
Robinson (1995b)
Sea xt, t = 0,±1, . . ., un proceso dependiente a largo plazo, estacionario en covarianza, el
cual es observado en los tiempos t = 1, . . . , n. Sea γj la autocovarianza de rezago j de xt y





f(λ) ∼ Gλ1−2H cuando λ→ 0+,
para G ∈ (0,∞) y H ∈ (0, 1). El parámetro H es el coeficiente de Hurst (1951), H = d+ 1
2
,
o equivalentemente el parámetro de diferenciación fraccional d = H − 1
2
. Cuando H = 1
2
,
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f(λ) tiende a una constante positiva finita en la frecuencia cero, mientras que si H ∈ (1
2
, 1),
f(λ) tiende a infinito y si H ∈ (0, 1
2
), f(λ) tiende a cero.
De acuerdo con Robinson (1995b) este estimador no se establece en forma expĺıcita. Él men-
ciona que se han considerado varios modelos para estimar la densidad espectral f(λ) en
modelos ARFIMA considerando toda la banda de frecuencia (−π, π], además de diferentes
métodos de estimación del coeficiente H y de otros parámetros adicionales. En particular,
las propiedades distribucionales asintóticas de las estimaciones paramétricas Gaussianas han
sido derivadas por Dahlhaus (1989); Fox and Taqqu (1986); Giraitis and Surgailis (1990)
cuando H ∈ (1/2, 1), es decir, en el caso en que el parámetro de diferenciación fraccional
d se encuentre entre d ∈ (0, 1/2). Estás propiedades (asintóticas) son muy deseables: con-
sistentes (n1/2), normales, y cuando el proceso es Gaussiano, eficientes. Sin embargo, estas
propiedades dependen de la correcta especificación de f(λ) en (−π, π], ya que de no ser aśı,
puede conducir a estimaciones inconsistentes.
Para sobrellevar esto, se han propuesto varios estimadores semi-paramétricos de H que
pueden justificarse como consistentes en ausencia de la forma paramétrica de otros supuestos
generales sobre f(λ).
Robinson (1995b) propone un estimador Gaussiano semi-paramétrico de H , el cual, a difer-
encia de las estimaciones de Geweke and Porter-Hudak (1983) y Robinson (1995a), no es
definida en forma expĺıcita, pero supera estás estimaciones en vario aspectos tales como:
mayor eficiencia asintótica y más flexible a la Gaussianidad.
Debido a que la estimación no es definida en forma expĺıcita, es conveniente denotar G0 y
H0 como los parámetros, y a G y H cualquier valor admisible, respectivamente. Se define la














donde Ij = I(λj) y I(λj) es el periodograma de xt, evaluado en las frecuencias λj = 2πj/n
para j = 1, . . . , m, donde m es un entero menor que 1
2
n.
Según Robinson (1995b), la estimación
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donde












donde m = 1
2
n para n par o m = 1
2
(n− 1) para n impar. Este mismo estimador en términos
de d, de acuerdo con Davidson (2011), seŕıa maximizar la función:















donde λj = 2πj/T .
En comparación con las estimaciones Gaussianas, Ĥ es solo m1/2-consistente y, por tanto
menos eficiente cuando se supone que modelo paramétrico es correcto. Sin embargo, bajo
algunos supuestos (ver Robinson, 1995b) Ĥ
p→ Ho cuando n→ ∞. Además, se tiene que
m1/2(Ĥ −H0) d−→ N(0, 1/4).
La varianza en la distribución ĺımite es, por tanto constante para H0 y de hecho no depende
de parámetros desconocidos.
En su estudio de simulación, Robinson (1995b) compara el comportamiento en muestras
finitas de Ĥ con el estimador de Geweke and Porter-Hudak (1983) ligeramente modificado.
Para esto, utiliza los siguientes valores de m: n/16, n/8 y n/4. Él encuentra que para valores
centrales de H , los dos estimadores muestran comportamientos similares, mientras que para
valores de H = 0.9 y H = 0.1, por ejemplo, el comportamiento de su estimador es mucho
mejor.
Por otro lado, Robinson and Henry (1999) muestran como las estimaciones semi-paramétricas
de memoria larga son útiles en el análisis de series de tiempo financieras con gran cantidad
de datos, debido a que son consistentes bajo muy amplias condiciones en comparación con
las estimaciones paramétricas. Ellos muestran que estimaciones semi-paramétricas como la
Gaussiana o la local de Whittle pueden ser consistentes y tener la misma distribución ĺımite
bajo heterocedasticidad condicional que bajo homocedasticidad condicional asumido por
Robinson (1995b).
4.6. Prueba de Lobato and Robinson (1998)
Lobato and Robinson (1998) presentan una prueba multivariada no paramétrica basada en el
periodograma. Para esto, inicialmente definen un proceso p-dimensional xt, 0,±1, . . . como
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I(0) si este es estacionario en covarianza y tiene una función espectral f(λ) (definida por la
relación Γj = E{(x0 − Ex0)(xj − Ex0)′} =
∫ π
−π
f(λ) cos jλdλ, j = 0, 1, . . .)2 que es definida
positiva y continua en la frecuencia λ = 0.
Considerando la especificación3:
f(λ) ∼ g(λ;C,D), cuando λ→ 0+, (4-9)
donde g(λ;C,D) = Λ(λ;D)−1CΛ(λ;D)−1; D = diag{d1, . . . , dp}; |dj| < 1/2, j = 1, . . . , p ;
Λ(λ;D) = diag{λd1 , . . . , λdp}; y “∼” en la relación matricial (4-9) se explica re-escribiendo
(4-9) como ĺımλ→0+ Λ(λ;D)f(λ)Λ(λ;D) = C, si:
dj = 0, j = 1, . . . , p, (4-10)
entonces se cumple que f(λ) → C cuando λ → 0+, indicando que el proceso es I(0). Por
otro lado, si:
dj 6= 0, para algún j = 1, . . . , p, (4-11)
entonces como mı́nimo un elemento de f(λ) tiende a infinito o a cero cuando λ → 0+, de
tal forma que xt no podŕıa ser un proceso I(0). Un valor de d mayor que cero a menudo se
interpreta como memoria larga, mientras que uno menor a cero es asociado con el término
de anti-persistencia. En el caso escalar de p = 1, (4-9) se reduce a la especificación semi-
paramétrica de memoria larga, f(λ) ∼ Cλ−2d, cuando λ→ 0+ y D = d.







itλ)′, cuya evaluación se realiza en las frecuencias λj = 2πj/n,
para j = 1, . . . , m entero, y donde 1 < m < n/2 es un valor de ancho de banda.
El estad́ıstico de prueba se define como4:
LM = mê′Ê−1ê
donde vj = log j − m−1
∑m





j ⌊I(λj)⌋, ê = υ(Ĉ1Ĉ−1 + Ĉ−1Ĉ1),
Ê = 2(Ip + Ĉ ◦ Ĉ−1), estableciendo Ĉ = Ĉ0. Por tanto, se rechaza la hipótesis nula (4-10)
2La prima denota transpuesta.
3diag{x1, . . . , xp} se define como una matriz diagonal p×p cuyos elementos son x1, . . . , xp; C es una matriz
definida positiva.
4Se define Ip como la matriz identidad de p filas; X ◦Y como el producto Hadamard de las matrices X y Y
de iguales dimensiones (el (i, j)-ésimo elemento seŕıa igual a el producto de los (i, j)-ésimos elementos de
X y Y , respectivamente); υ(X) el vector columna cuyo i-ésimo elemento es el i-ésimo elemento diagonal
de la matriz cuadrada X ; ⌊x⌋ como la parte entera de x.
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en favor de (4-11) cuando LM es significativamente mayor bajo una distribución χ2p. Para el
caso en que p = 1, entonces Ê = 4 y LM = t2, donde:
t = m1/2Ĉ1/Ĉ,
y rechazamos (4-10) contra la alternativa d1 > 0 si t cae en la cola superior de la distribución
normal estándar, o contra la alternativa d1 < 0 si t cae en la cola inferior.
Bajo algunos supuestos, estos autores demuestran que este estimador LM es consistente
cuando n → ∞, para todo d tal que 0 < |dj| < 1/2, para j = 1, . . . , p. Esto demuestra que
el procedimiento es consistente contra alternativas fraccionales en (4-9).
Por otro lado, en términos de estudios de simulación, los autores sugieren el uso de proce-
dimientos basados en los datos para la selección de m. Ellos presentan un ancho de banda
óptimo para el caso de la estimación semi-paramétrica Gaussiana (Henry and Robinson,







donde E2 se relaciona con el nivel de suavidad para la función de densidad espectral en una
vecindad alrededor de la frecuencia cero. Cabe resaltar que para un tamaño de muestra finito,
no existen garant́ıas de que mopt pertenezca al intervalo (1, n/2). Para esto, se introduce una













)4/5 |E2|−2/5 si m < mopt < m,
⌊m ⌋ si m < mopt.
donde m = 0.06n4/5 y m = 1.2n4/5.
4.7. Prueba de Moulines and Soulier (2000)
A diferencia de los estimadores de “banda estrecha” del parámetro de memoria tales co-
mo el de Geweke and Porter-Hudak (1983) o el estimador semiparametrico Gaussiano de
Robinson (1995b), los cuales usan sólo las ordenadas del periodograma que pertenecen a
un intervalo que se degenera hasta cero cuando el tamaño de muestra n incrementa, este
estimador construye un modelo de la densidad espectral del proceso sobre todo el rango de la
frecuencia, por lo que se denomina de “banda ancha”. Esto se logra mediante la estimación
del componente de memoria corta de la densidad espectral, f ∗(x) = |1 − eix|2df(x), donde
d ∈ (−1/2, 1/2) es el parámetro de memoria y f(x) es la densidad espectral, por medio de
4.8 Prueba de Harris et al. (2006) 67
un estimador de series de Fourier truncada de log f ∗.
Este método trabaja, bajo ciertas condiciones de regularidad, expandiendo el logaritmo del





2π y hj(x) = cos (jx)/
√
π. Esta expansión tiene, en general, un número infinito
de coeficientes diferentes de cero. Un estimador no paramétrico de f ∗(x) es obtenido por
estimar solo un número finito de coeficientes de Fourier. La estimación de estos coeficientes
de Fourier se realiza mediante la regresión lineal de las ordenadas del log-periodograma so-
bre log-frecuencias. Para la elección del número de truncado, se consideran usualmente dos
enfoques: el criterio CL de Mallow’s y la estimación adaptativa. Moulines and Soulier (2000)
muestran, bajo un estudio de simulación, que el punto de truncado óptimo, el cual minimiza
el MASE, es pn = 8.
Siguiendo el procedimiento propuesto por Robinson (1995a), el eje de frecuencias es dividido
en segmentos no sobrepuestos de tamaño m, y el periodograma es promediado en cada









donde ψ denota la función digamma, esto es, ψ(m) = Γ′(m)/Γ(m), donde Γ denota la función
gamma (Ver Johnson and Kotz, 1970). Los autores mencionan que si χ22m denota un variable
distribuida chi-cuadrado con 2m grados de libertad, entonces E(log (χ22m)) = log (2) + ψ(m)
y var(log (χ22m)) = ψ
′(m). Por ejemplo, ψ(1) = −γ (constante de Euler) y ψ′(1) = π2/6.
Sea d̂p,n el estimador de mı́nimos cuadrados de d cuando sólo (p+ 1) coeficientes de Fourier
son estimados,













donde yk = (2k − 1)π/2Kn y g(x) := −2 log |1− eix|. Debido a que no existe ninguna
restricción para d̄, entonces d̂p,n podŕıa estar fuera de [−1/2, 1/2].
4.8. Prueba de Harris et al. (2006)
Esta prueba se basa en las autocovarianzas muestrales de largo plazo, excluyendo las de
menor orden con el fin de eliminar los efectos de parámetros de ruido inducidos por la pre-
sencia de autocorrelación de memoria corta bajo la hipótesis nula de I(0).
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donde x′t son vectores de variables explicativas y las perturbaciones satisfacen el proceso I(d)
(1− L)dzt = ut,
y donde ut es un proceso de memoria corta estacionario de media cero, las hipótesis a probar
son H0 : d = 0 contra la alternativa H1 : d > 0, es decir, probar la hipótesis nula de que zt es
de memoria corta contra la alternativa de que es de memoria larga. El estad́ıstico de prueba,
que incluye sólo las autocovarianzas muestrales en el largo plazo es:





j − k + 1
donde γ̃j = T
−1
∑T
t=j+1 ztzt−j , T es el número de observaciones y k es el parámetro de trun-
camiento de las autocovarianzas muestrales.
Los autores muestran que Ñ , cuando es adecuadamente estudentizado, tiene una distribución
nula asintóticamente normal estándar y diverge bajo la alternativa, por lo que obtienen una




























y h0 = π




Para la prueba es necesario elegir dos parámetros: uno de truncamiento c donde k = (cT )1/2
es el rezago de más bajo orden, y L, donde l = LT 12/25 es el ancho de banda de truncado
del parámetro de varianza. Bajo simulación, los autores muestran como c = 1 y L = 2/3
obtiene buenos resultados en comparación con otras pruebas.
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4.9. Prueba de Castaño et al. (2008)
Esta prueba se basa en una aproximación autorregresiva finita de la componente de corto
plazo de un modelo ARFIMA(p,d,q) estacionario e invertible para investigar la existencia de
memoria larga. Esta aproximación puede especificarse de la siguiente forma:
(1− L)dπ(L)Zt = at
donde π(L) = θ−1q (L)φp(L) = 1 − π1L − π2L2 − · · · , es la componente dual autorregresiva
infinita del modelo de corto plazo ARMA(p,q) del modelo ARFIMA(p,d,q). Los autores
proponen realizar la prueba de memoria corta (d = 0) contra la alternativa de memoria larga
(d > 0) aproximando el polinomio infinito π(L) por medio de un polinomio autorregresivo
finito π∗(L) donde π∗(L) = 1 − π∗1L − π∗2L2 − · · · − π∗p∗Lp
∗
para un orden adecuado de p∗.
La prueba se lleva a cabo realizando la estimación de máxima verosimilitud en el modelo
aproximado ARFIMA(p∗,d,0),
(1− L)dπ∗(L)Zt = at.
Aśı, basados en esta aproximación, el estad́ıstico para probar la hipótesis nula de memoria





donde d̂ es el estimador de máxima verosimilitud del parámetro d (ver Sowell, 1992), y se(d̂)
corresponde a su error estándar.
Los autores muestran que usando una aproximación autorregresiva dada por el entero más
próximo a p∗ = T 1/3, la prueba mantiene en general un tamaño promedio adecuado y una
muy buena potencia. Por otro lado, Castaño et al. (2010) muestran, en un estudio de simu-
lación, que la potencia de la prueba puede ser mejorada usando una aproximación alternativa,
la cual se define como el entero más cercano a T 1/4.
Adicionalmente, los autores muestran bajo simulación, que la prueba puede emplearse para
el caso en que los errores son no correlacionados serialmente, pero son dependientes tal como
en el caso de la familia de los modelos ARCH. Realizando una aplicación del procedimiento
propuesto para la identificación y estimación de un modelo ARFIMA-ARCH, los autores
muestran que funciona bien.

5. Resultados
5.1. Descripción de la información
La base de datos utilizada para es trabajo contiene los precios diarios del Índice General
de la Bolsa de valores de Colombia (IGBC) desde 3 de julio de 2001 (fecha de inicio de
actividades para la Bolsa de valores de Colombia) hasta marzo 3 de 2011, para un total
de 2360 observaciones. Estos datos fueron obtenidos, previa solicitud escrita, gracias a la
Bolsa de Valores de Colombia (regional Medelĺın) quienes generosamente suministraron la
información. Estos registros diarios son los precios de cierre en cada uno de los d́ıas de
negociación (de lunes a viernes, d́ıas laborales). Para la serie de los precios del ı́ndice se
calculan los retornos porcentuales continuamente compuestos como:
rt = (logPt − logPt−1)× 100,
donde Pt es el precio del ı́ndice en el d́ıa t y Pt−1 es el precio del ı́ndice en el d́ıa anterior.
Inicialmente, para considerar en el análisis el efecto d́ıa de semana (ver por ejemplo Baillie
and Bollerslev, 1989) se crean cinco variables dummy (ILunes , IMartes, IMiércoles, IJueves, IViernes),
las cuales toman el valor de 1 si el d́ıa t de negociación es el d́ıa respectivo, es decir, por
ejemplo para el d́ıa lunes:
ILunes = It,Lunes =
{
1, si el d́ıa de negociación t es el d́ıa lunes.
0, en otro caso.
Adicionalmente, se construye la variable “turn of the month”, la cual permite considerar en
el análisis el efecto de mes presentado por Ariel (1987) 1. Esta variable, IToM, asume el valor
de 1 durante los primeros d́ıas de negociación del mes (sin incluir el d́ıa 15), y 0 en otro caso.
Para tener en cuenta el efecto de los d́ıa de no negociación (ver por ejemplo Nelson, 1991),
se crea la variable Nt. Esta variable se define como el número de d́ıas de no negociación entre
los d́ıas de negociación t − 1 y t, es decir, entre los d́ıas de negociación martes y miércoles,
por ejemplo, la variable Nt = 0; sin embargo entre los d́ıas de negociación viernes y lunes
1Ariel define en su trabajo la variable Dt, la cual asume el valor de uno durante los primeros diez d́ıas de
negociación de cada uno de los meses de negociación (en estos meses, el último d́ıa de negociación se
incluye en el mes siguiente), y cero para los otros d́ıas.
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Nt = 2. Por otro lado, se crean las variables Wt y Vt, las cuales permiten tener en cuenta el
efecto de los d́ıas de no negociación permitiendo diferencias entre los fin de semana y los d́ıas
festivos, respectivamente (ver por ejemplo Bollerslev et al., 1994; Taylor, 2005). La variable
Wt cuenta el número d́ıas de no negociación, entre los d́ıas de negociación t − 1 y t, que
contengan fin de semanas, es decir, sábados y domingos. La variable Vt cuenta el número de
d́ıas de no negociación entre los d́ıas de negociación t − 1 y t, que contengan d́ıas festivos
dentro de las semanas laborales.
5.2. Análisis estad́ıstico preliminar
Con el fin de comprender el comportamiento de la serie de retornos de IGBC se realiza un
análisis estad́ıstico preliminar de esta. Todos los cálculos descriptivos y las representaciones
gráficas fueron hechas en el programa estad́ıstico R2 (ver R Core Team, 2012). En la Figura
5-1, se presenta la serie del precio del Índice General de la Bolsa de Valores de Colombia, sus
retornos y sus correspondientes transformaciones (retornos al cuadrado y en valor absoluto).






























Figura 5-1.: Serie del Índice General de la Bolsa de Valores de Colombia, retornos porcentuales
(rt), retornos porcentuales al cuadrado (r
2
t ) y en valor absoluto (|rt|).
La inspección visual de la serie del IGBC parece indicar no estacionaridad, mientras que los
retornos parecen serlo, por lo menos en media. Además, para explorar una posible depen-
dencia temporal no lineal en los retornos, se presentan los retornos al cuadrado y los valores
2Para una descripción de los paquetes utilizados, ver Anexo C.
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absolutos de los mismos, indicando que la volatilidad en el mercado es cambiante en el tiem-
po y sugieren la existencia de volatilidad por agrupamiento, es decir, grandes (o pequeños)
cambios en los precios tienden a estar agrupados. Además, la serie de retornos parece tener
una distribución incondicional leptocurtica, ya que se observa una muy alta concentración
alrededor de la media y un gran número de “outliers” relativo a la distribución normal. En
términos de estos outliers, se observa que existen dos eventos muy relevantes en donde la
volatilidad (variación) de los precios es muy alta. Estos eventos corresponden, por un lado, a
la más dura cáıda de la historia de la bolsa colombiana en junio de 2006 que se presentó en
medio del nerviosismo de los inversionistas quienes se apresuraron a vender sus acciones ante
el rumor del alza de los intereses de la Reserva Federal de Estados Unidos (Ocampo, 2009), y
por otro lado la repercusión de la crisis financiera a mediados de octubre de 2008 (Baquero,
2006).
Tabla 5-1.: Resumen descriptivo para el retorno del IGBC.
Estad́ısticas rt Estad́ısticas rt
Media 0.115 JB 0.00
Mediana 0.146 LB(20) 0.00
Máximo 14.688 ML(20) 0.00






JB: prueba de normalidad de Jarque-Bera,
LB: prueba de autocorrelación de Ljung-
Box, ML prueba de autocorrelación de se-
gundo orden de McLeod-Li, ARCH-LM
prueba de heterocedasticidad de Engle.
En la Tabla 5-1, se presenta el resumen estad́ıstico para los retornos porcentuales (en ade-
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lante sólo retornos) del IGBC. Se observa que el retorno medio incondicional para el periodo
bajo análisis es del 0.115%, con una desviación estándar incondicional de 1.438%. El re-
torno máximo observado para este periodo es de 14.688%, mientras que el mı́nimo es de
-11.052%. Además se observa que más del 50% de los retornos son positivos. Por otro lado,
se observa que existe un notable exceso de curtosis3 con respecto a la distribución normal,
mientras que el coeficiente de asimetŕıa es negativo y pequeño; en consecuencia, el contraste
de normalidad incondicional de Jarque and Bera (1987) rechaza la hipótesis nula de nor-
malidad. La prueba de Ljung and Box (1978) evidencia, además, una posible correlación
serial significativa al rezago 20, tanto en los retornos como en su cuadrados representados
por la prueba de McLeod and Li (1983), indicando la posible necesidad de modelar tanto la
media, como la varianza condicional del proceso; esto también es confirmado por la prueba
de Engle (1982), la cual evidencia una posible existencia de heterocedasticidad condicional.
Para examinar la dependencia no lineal, la prueba de no linealidad BDS (Brock et al., 1987)
es desarrollada, y sus resultados son presentados en la Tabla 5-2. Los valores p sugieren
que posiblemente existen dependencias no lineales en los retornos del IGBC, reforzando la
evidencia encontrada anteriormente.
Tabla 5-2.: Prueba BDS para el retorno del IGBC. Las celdas de la tabla representan los valores
p de la prueba para distintos valores de m y ǫ.
m*
ǫ para puntos de cierre
0.7189 1.4377 2.1566 2.8754
2 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00
* dimensión de integración.
La Figura 5-2, en el panel (a), presenta el histograma junto con el estimador no paramétrico
de la función de densidad de probabilidad de la serie de los retornos (Silverman, 1986), los
cuales muestran nuevamente el fuerte exceso de curtosis en comparación con la función de
densidad bajo la hipótesis de normalidad. Además, se presenta el comportamiento de estas
estimaciones en las colas, tanto a la izquierda (panel b), como a la derecha (panel c). Estas
estimaciones parecen indicar que la función de densidad incondicional de los retornos posee
colas pesadas. Esto evidencia que grandes retornos, tanto positivos como negativos, ocurren
con mayor frecuencia en comparación de lo esperado bajo normalidad.
3El exceso de curtosis se define como K̂(x) − 3, ya que K(x) = 3 bajo normalidad, donde K̂(x) es el
coeficiente de curtosis muestral (ver Anexo B).


































Figura 5-2.: (a) Histograma y densidad kernel para los retornos del IGBC. (b) y (c) estimaciones



































Figura 5-3.: Estimación de la función de densidad bivariada del IGBC.
Para examinar caracteŕısticas probabiĺısticas adicionales de los retornos, la densidad no
paramétrica bivariada, f(rt, rt−1; Θ), es estimada (ver Bowman y Azzalini, 1997). Esta densi-
dad es presentada en la Figura 5-3, y con propósitos de comparación se presentan las Figuras
5-4 y 5-5, las cuales muestran la función de densidad bajo la hipótesis de normalidad biva-
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riada y la función de densidad bajo la hipótesis t-Student bivariada con 9 grados de libertad,
respectivamente. La Figura 5-3 indica que la densidad estimada es unimodal, simétrica y
leptocurtica exhibiendo un gran pico y (relativas) colas pesadas. Una evidencia adicional de
la simetŕıa es proporcionada por la estimación de los contornos presentados en la Figura 5-3.
Aunque no se presenta en este trabajo, las estimaciones de densidad bivariadas para otros
rezagos, rt−2 y rt−3 presentan evidencia muy similar. Además, se observa una muy marcada
similaridad entre la estimación de la función de densidad bivariada de los retornos (Figura



































Figura 5-4.: Distribución normal bivariada.
Por otro lado, dada la evidencia emṕırica de existencia de memoria a largo plazo en las series
financieras (Baille, 1996; Ding and Granger, 1996; Ding et al., 1993; Lo, 1991), se investiga
su presencia en los retornos del IGBC, aśı como en sus cuadrados y sus valores absolutos.
Inicialmente, se emplean los correlogramas muestrales para los cien primeros rezagos, los
cuales se presentan en la Figura 5-6. Para los retornos al cuadrado y los valores absolutos
se confirma, aparentemente, la existencia de memoria larga al presentar patrones de decre-
cimiento hiperbólico congruentes con un comportamiento de persistencia en el proceso de
volatilidad. Sin embargo, al observar el correlograma para los retornos del IGBC, parece no
existir evidencia a favor de larga memoria.


































Figura 5-5.: Distribución t-Student bivaridad con υ = 9.


































Figura 5-6.: Correlogramas para el retorno del IGBC y sus transformaciones.
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5.3. Pruebas de memoria larga
Dada la posible existencia de memoria larga en el proceso de volatilidad sugerida por los
resultados descriptivos anteriores, a continuación se realizan una serie de test encaminados a
brindar una mayor claridad acerca de dicha hipótesis. Willinger et al. (1999) recomiendan no
usar una única prueba para identificar memoria larga en un conjunto de datos y promueven
el uso de diversos métodos estad́ısticos, tanto gráficos como anaĺıticos.
Las pruebas realizadas inicialmente son la prueba no paramétrica de Robinson y Loba-
to (1998), la prueba KPSS modificada de Lee y Schmidt (1996), la prueba del rango re-
escalado modificado de Lo (1991) y la prueba HML de Harris et al. (2008). La estimación
del parámetro de diferenciación fraccional d es realizado utilizando el estimador de Robinson
(1995a). En todas las pruebas la hipótesis nula a probar es que el proceso rt es I(0), es decir,
el proceso es de memoria corta; la hipótesis alternativa es que el proceso rt es de memoria
larga, esto es, el proceso es I(d) con d > 0.
Además, en la realización de las pruebas se utiliza el procedimiento HAC de Newey and
West (1987) para la estimación de la matriz de covarianzas, el cual realiza una estimación
consistente teniendo en cuenta la heterocedasticidad y la autocorrelación. Se utiliza el kernel
espectral cuadrático (QS) para la estimación HAC, el cual, según Gil-Alana (2003), bajo
estudios de Monte Carlo produce los mejores resultados. Este art́ıculo también menciona
que el kernel QS tiene propiedades asintóticas óptimas en términos de ECM, y estudios de
Monte Carlo documentados por Andrews (1991), Newey and West (1994), indican que este
obtiene estimaciones más exactas de la varianza que otros kernel’s en muestras finitas. Se
usa el método plug-in de Newey and West (1994) ya que es el refinamiento del método de
Andrews (1991). Todas estas pruebas son realizadas en el programa TSM (ver Davidson,
2011), el cual trabaja bajo el sistema OX (ver Doornik, 2007).
Tabla 5-3.: Pruebas de memoria larga para el retorno del IGBC y sus transformaciones.
Pruebas para rt, Robinson’s d = 0.086
Pruebas I(0) Estad́ıstico valor p Otros*
Robinson-Lobato 0.538 0.295 m = 292
KPSS 0.339 ≈ 1 QS, bw = 3, N-W plug-ing
Lo’s RS 1.938 < 0.025 QS, bw = 3, N-W plug-ing
HML 0.126 0.45 c = 1, L = 0.66
Pruebas para r2
t
, Robinson’s d = 0.259
Pruebas I(0) Estad́ıstico valor p Otros*
Robinson-Lobato 8.348 0 m = 160
KPSS 0.396 < 0.1 QS, bw = 6, N-W plug-ing
Lo’s RS 1.971 < 0.025 QS, bw = 6, N-W plug-ing
HML 3.078 0.001 c = 1, L = 0.66
Pruebas para |rt|, Robinson’s d = 0.305
Pruebas I(0) Estad́ıstico valor p Otros*
Robinson-Lobato 11.174 0 m = 143
KPSS 0.871 < 0.01 QS, bw = 6, N-W plug-ing
Lo’s RS 3.080 < 0.005 QS, bw = 6, N-W plug-ing
HML 9.022 0 c = 1, L = 0.66
*Ancho de banda (bw), parametros de truncado (m, c y L), kernel espectral cuadrático (QS),
método de estimación Newey y West (N-W).
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De acuerdo con los resultados presentados en la Tabla 5-3, la estimación del parámetro de
diferenciación fraccional para el proceso de retornos del IGBC es 0.086, el cual aparente-
mente es pequeño. En términos de las pruebas, la mayoŕıa de estás no encuentran suficiente
evidencia como para rechazar la hipótesis nula de memoria corta, excepto la prueba del RS
modificado de Lo, la cual encuentra un valor p inferior a 0.025. Sin embargo, dado que la
evidencia se inclina hacia el no rechazo de la hipótesis nula de memoria corta, supondremos
por ahora que el proceso de los retornos del IGBC no presenta indicios de memoria larga. Por
otro lado, en términos de las transformaciones de los retornos, existe una fuerte evidencia
hacia el rechazo de la hipótesis nula, indicando la posible presencia de memoria larga en el
proceso de volatilidad condicional (Ding et al., 1993).
Dado que la evidencia parece no ser contundente en el proceso de los retornos, a continuación
se presentan los resultados para pruebas adicionales:
Pruebas de verosimilitud local de Whittle
Para la aplicación de esta prueba es necesario disponer de un ancho de banda, el cual
define el número de frecuencias usadas en la estimación. Robinson (1995b), en su estudio de
simulación, utiliza los valores de m = T 0.64, T 0.73, T 0.82. Por otro lado, Castaño et al. (2008)
en su estudio de pronóstico y estructuras de volatilidad multipeŕıodo de la tasa de cambio del
peso colombiano, además de los anteriores anchos de banda utiliza m = T 0.5. Considerando
que se dispone de T = 2359 observaciones, los resultados aplicando estos anchos de banda
son los siguientes:
Tabla 5-4.: Pruebas de verosimilitud local de Whittle para el retorno del IGBC y sus
transformaciones.
Pruebas para rt
Ancho de banda d̂ Err. Est. Razón t Valor p
T 0.50 = 50 0.036 0.071 0.515 0.303
T 0.64 = 148 0.089 0.041 2.171 0.015
T 0.73 = 295 0.010 0.029 0.335 0.369
T 0.82 = 590 0.046 0.021 2.250 0.012
Pruebas para r2t
Ancho de banda d̂ Err. Est. Razón t Valor p
T 0.50 = 50 0.190 0.071 2.693 0.004
T 0.64 = 148 0.292 0.041 7.107 0.000
T 0.73 = 295 0.345 0.029 11.837 0.000
T 0.82 = 590 0.404 0.021 19.656 0.000
Pruebas para |rt|
Ancho de banda d̂ Err. Est. Razón t Valor p
T 0.50 = 50 0.274 0.071 3.880 0.000
T 0.64 = 148 0.352 0.041 8.569 0.000
T 0.73 = 295 0.341 0.029 11.705 0.000
T 0.82 = 590 0.353 0.021 17.165 0.000
80 5 Resultados
De acuerdo con los resultados presentados en la Tabla 5-4, se observa que existe una fuerte
evidencia de memoria larga en el proceso de volatilidad condicional, ya que todos lo valores
p observados son muy pequeños. Por otro lado, para el caso de los retornos, se observa que
los diferentes valores estimados del parámetro de diferenciación fraccional son pequeños.
Considerando el error estándar de esta estimación se desarrolla las pruebas t, y para anchos
de banda iguales a 50 y 295, parece no existir evidencia de memoria larga, mientras que
para los anchos de banda restantes (148 y 590), si existe evidencia de ello. Nuevamente, la
evidencia encontrada en los datos del proceso de retornos no es determinante para el rechazo
de la hipótesis nula de memoria corta, mientras que la existencia de memoria larga en las
transformaciones queda aún más que reforzada.
Pruebas de Moulines-Soulier
En su estudio de simulación, Moulines y Soulier (1998) mencionan que una selección óptima
del número de términos de Fourier es pn = 8. Para este análisis se trabajó con pn = 8 ≈ T 0.27
términos de Fourier. Los resultados son los siguientes:
Tabla 5-5.: Pruebas de Moulines-Soulier para el retorno del IGBC y sus transformaciones.
Variable Estimación (d) Err. Est. Razón t Valor p
rt 0.052 0.030 1.757 0.039
r2t 0.279 0.056 4.948 0.000
|rt| 0.310 0.021 14.809 0.000
En La Tabla 5-5, se observa que la estimación del parámetro de diferenciación fraccional para
el proceso de retornos parece ser significativamente diferente de cero, aunque la evidencia no
es muy fuerte ya que a un nivel de significancia del 3% no existiŕıa suficientemente evidencia
como para rechazar la hipótesis de memoria corta. En cuanto a los retornos al cuadrado y
en valor absoluto, la evidencia rechaza contundentemente la hipótesis nula de memoria corta.
Pruebas de Geweke y Porter-Hudak
Hurvich and Beltrao (1994) mencionan que la base intuitiva para d̂(GPH) se basa en el supuesto
de que E[log {Ij/f(wj)}] = −C para todo j, donde C es la constante Euler.
Hurvich and Beltrao (1993) muestran, sin embargo, que si d 6= 0, entonces ĺımn→∞E[log {Ij/f(wj)}]
depende de j, y por lo tanto no permanece constante en −C. Además, si d 6= 0 y j es fijo,
entonces Ij/f(wj) no converge en distribución a
1
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(Hurvich and Beltrao, 1993; Kunsch, 1987; Robinson, 1995a). De hecho, la distribución ĺımite
y la esperanza ĺımite de Ij/f(wj) dependen de j.
En vista de estás anomaĺıas en el comportamiento del periodograma en las bajas frecuencias
(es decir, en las frecuencias del orden de 1/n), parece natural omitir un bloque de frecuencias
muy bajas para las ordenadas del periodograma en la regresión. Aśı, una generalización na-
tural de d̂(GPH) es el estimador de regresión modificado d̂ obtenido por regresar {log Ij}Mj=l+1
sobre {log |1− exp(−iwj)|}Mj=l+1, donde l es un entero no negativo, el cual es fijo o tiende a
infinito más lentamente que M .
Robinson (1995a) menciona que la elección l > 0 no es esencial para lograr buenas propiedades
asintóticas de d̄(l), aunque puede ser una poĺıtica práctica deseable. J es un entero mayor o
igual a 1. Cualquiera que sea el valor de J , Y
(J)
gk , para los valores dados de k usan todos los
Ig(λj), i = l + 1, . . . , m, una vez, pero cuando J > 1, hay un agrupamiento de las contribu-
ciones desde las frecuencias adyacentes.
Geweke and Porter-Hudak (1983), mediante estudios de simulación, muestran como M =
n1/2 parece ser apropiado, siendoM el número de frecuencias usadas en la regresión. Hurvich
and Beltrao (1994), en sus estudios de simulación usan M =
√
n y l = 1, 3, y 5.
Considerando un ancho de banda T 0.5 = 50, la Tabla 5-6 presenta los resultados para esta
prueba, donde se puede observar que para el proceso de retornos, la prueba convencional
(es decir, cuando l = 0 y J = 1) rechaza la hipótesis nula de memoria corta, aunque no sea
tan contundente. Considerando que esta prueba convencional posee problemas en las bajas
frecuencias, se procede a utilizar el estimador con un factor de recorte de dichas frecuencias.
Para este caso, se usa los factores 3 y 5, encontrando que no existe evidencia suficiente como
para rechazar la hipótesis nula de memoria corta.
Por otro lado, considerando en la estimación la contribución de las frecuencias adyacentes
mediante los factores de agrupamiento 3 y 5, se encuentra con una mayor fuerza (dado que
los valores p son mayores) que no se rechaza la hipótesis nula de memoria corta. Cabe notar,
sin embargo, que las estimaciones de los errores estándar son las más altas para estos casos.
Para el caso de los retornos al cuadrado y en valor absolutos, los resultados indican inicial-
mente (es decir, las tres primeras pruebas) que se rechaza la hipótesis nula de memoria corta.
Sin embargo, cuando es usado el factor de recorte, parece existir evidencia de memoria corta,
pero considerando el aumento en el error estándar de estimación, esta decisión no parece ser
del todo fiable.
82 5 Resultados
Tabla 5-6.: Pruebas de Geweke/Porter-Hudak para el retorno del IGBC.
Pruebas para rt
l* J** d̂ Err. Est. Razón t Valor p
0 1 0.197 0.103 1.910 0.028
3 1 0.190 0.130 1.456 0.073
5 1 0.223 0.143 1.561 0.059
0 3 0.015 0.210 0.073 0.471
0 5 −0.018 0.292 −0.061 0.524
Pruebas para r2t
l* J** d̂ Err. Est. Razón t Valor p
0 1 0.224 0.103 2.177 0.015
3 1 0.281 0.130 2.156 0.016
5 1 0.340 0.143 2.378 0.009
0 3 0.211 0.210 1.006 0.157
0 5 0.267 0.292 0.914 0.180
Pruebas para |rt|
l* J** d̂ Err. Est. Razón t Valor p
0 1 0.351 0.103 3.402 0.000
3 1 0.410 0.130 3.141 0.001
5 1 0.454 0.143 3.176 0.001
0 3 0.391 0.210 1.864 0.031
0 5 0.456 0.292 1.565 0.059
* Factor de recorte, ** Factor de suavización o agrupamiento.
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Pruebas de Castaño, Goméz y Gallón
Basados en el modelo ARFIMA(p∗, d, 0), el procedimiento sugiere contrastar H0 : d = 0,
con la alternativa de memoria larga H1 : d > 0, empleando los resultados asintóticos de la
distribución del estimador de máxima verosimilitud del parámetro d.
Castaño et al. (2010), mediante métodos de simulación, propone usar una aproximación au-
torregresiva igual a p∗ = T 1/4. Utilizando una aproximación autorregresiva T 1/4 = 23591/4 ≈
7 se obtienen los siguientes resultados:
Tabla 5-7.: Prueba de Castaño-Goméz-Gallón para el retorno del IGBC.
Variable d̂ Err. Est. Razón t Valor p
rt 0.23739 0.02743 8.654 0
La estimación de los parámetros se realiza mediante máxima verosimilitud condicional GED.
Por otro lado, considerando la posible existencia de heterocedasticidad en el proceso, se usa
el método HAC para la estimación de la matriz de covarianzas junto con el ancho de banda
plug-in de Newey-West y el kernel espectral cuadrático.
En la Tabla 5-7, se observa que existe suficiente evidencia como para rechazar la hipótesis
nula de memoria corta para el proceso de los retornos.
En resumen, las diferentes pruebas desarrolladas anteriormente presentan evidencia de memo-
ria larga para el proceso de volatilidad condicional de los retornos, el cual debeŕıa ser con-
siderado para efectos de modelación. Por otro lado, la evidencia a favor de memoria larga en
el proceso de media condicional de los retornos parece no ser tan contundente, ya que gran
parte de las pruebas no encuentran evidencia suficiente como para rechazar la hipótesis nula
de memoria corta (ver Tabla 5-8). Por tanto, se recomendaŕıa considerar este aspecto (de
memoria larga en media condicinoal) para efectos de la modelación y evaluar su significancia
estad́ıstica.
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Tabla 5-8.: Resumen de pruebas de memoria larga. Sea zt el proceso al cual se le aplica la





Prueba* ¿Rechaza Ho? ¿Rechaza Ho? ¿Rechaza Ho?
Robinson-Lobato No Si Si
KPSS No No Si
Lo’s RS Si Si Si
HML No Si Si
local Whittle, T 0.50 No Si Si
local Whittle, T 0.64 Si Si Si
local Whittle, T 0.73 No Si Si
local Whittle, T 0.82 Si Si Si
Molines-Soulier Si Si Si
GPH, l = 0 y J = 1 Si Si Si
GPH, l = 3 y J = 1 No Si Si
GPH, l = 5 y J = 1 No Si Si
GPH, l = 0 y J = 3 No No Si
GPH, l = 0 y J = 5 No No No
Castaño et al. Si – –
*Nivel de significancia para las pruebas igual a 0.05.
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5.4. Modelo propuesto para el retorno del IGBC
De acuerdo con Tsay (2005), en la mayoŕıa de las series de retornos financieros las correla-
ciones seriales son débiles, por tanto, construir una ecuación para la media condicional es
equivalente a remover la media muestral del proceso, siempre y cuando la media muestral sea
significativamente diferente de cero. El autor menciona que para algunas series de retornos
diarios, un simple modelo AR podŕıa ser necesario. Además, en algunos casos, la ecuación de
media puede emplear algunas variables exploratorias tales como variables indicadoras para
los efectos tipo calendario.
Por otro lado, Spanos (1995) menciona que cualquier teoŕıa (o modificación de la EMH)
necesita tener en cuenta la evidencia emṕırica (hechos estilizados) encontrada en las series
de tiempo financieras. En particular, se necesita considerar la estructura de dependencia
a largo plazo en el proceso de volatilidad condicional, la simetŕıa y la leptocurtosis de la
distribución detrás de los datos estudiados.
Tabla 5-9.: Modelo inicial: HY-APARCH.
Estimate Std. Err. t Ratio p-Value
Modelo de media:
GED nu 1.28095 0.0828 —— ——
ARFIMA d 0.07963 0.02628 3.03 0.002
AR1 0.13463 0.0316 4.26 0
Modelo de volatilidad:
Intercept 0.36897 0.0881 —— ——
Memory 0.25039 0.1092 —— ——
Amplitude 0.37898 0.1905 —— ——
Asymmetry (mu) 1.25744 0.59254 2.122 0.034
Power (eta) 1.89538 0.3991 —— ——
AR1 0.76011 0.11466 6.629 0
MA1 0.67535 0.12418 5.438 0
Log Likelihood = -3578.01
Schwarz Criterion = -3616.83
Hannan-Quinn Criterion = -3598.5
Akaike Criterion = -3588.01
Ljung-Box (residuals): Q(30) = 34.6006 {0.257}
Ljung-Box (squared residuals): Q(30) = 180.041 {0}
Teniendo en cuenta la poca correlación serial que presentan los retornos de activos financieros
(ver Fama, 1970; Tsay, 2005), además de la poca correlación encontrada en el análisis descrip-
tivo anterior (ver Figura 5-6, página 77), se plantea inicialmente un modelo autorregresivo
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de orden uno para la descripción de los retornos del IGBC. Por otro lado, teniendo en cuenta
la débil evidencia encontrada a favor de memoria larga en el proceso de media, se plantea
inicialmente un modelo ARFIMA(1, d, 0). En cuanto a modelo para la volatilidad, se plantea
inicialmente un HYAPARCH(1, 1) de acuerdo con la evidencia de memoria larga presentada
anteriormente en el análisis descriptivo (en realidad, el modelo impone una transformación
en potencias tipo Box-Cox al proceso de desviación estándar condicional). Para la estimación
es usado el método de máxima verosimilitud condicional, donde la distribución condicional
propuesta es la GED (ver Figuras 5-2; 5-3; página 75). La estimación de los errores estándar
se realiza mediante el método robusto (ver Davidson, 2011). Todas estas estimaciones fueron
realizadas usando el programa TSM (Davidson, 2011), el cual trabaja bajo el sistema OX
(Doornik, 2007).
De acuerdo con los resultados presentados en la Tabla 5-9, se observa la estimación del
parámetro ν de la distribución condicional GED es menor a dos4, evidenciando una dis-
tribución condicional leptocúrtica. La estimación del parámetro de diferenciación fraccional
d parece ser significativo, indicando que el proceso de media de los retornos del IGBC, al
parecer, presenta memoria larga (hay que señalar que esta estimación, d̂ ≈ 0.07, es pequeña
pero significativa). Además, se observa que el coeficiente autorregresivo de orden uno, al
parecer es significativo a niveles convencionales de significancia, evidenciando memoria corta
en el proceso de media.





























donde εt ∼ GED-iid(1.28095
{0.0828}
) y los valores entre llaves son los errores estándar estimados.
En términos generales y considerando la prueba de Ljung-Box (ver Anexo B) para los re-
siduales estandarizados hasta el rezago 30, al parecer, el modelo propuesto en media se
encuentra bien especificado ya que captura adecuadamente la estructura de correlación del
proceso.
4Cuando este parámetro es igual a dos, la distribución condicional es normal.
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Por otro lado, considerando el proceso de volatilidad, la estimación del parámetro de memoria
hiperbólica es aproximadamente d̂2 ≈ 0.25, lo que soporta la hipótesis de memoria larga en
este proceso. La estimación del parámetro de amplitud es aproximadamente α̂ ≈ 0.38, lo
que indica que el proceso es estacionario. Además, la estimación del parámetro de asimetŕıa
µ̂ ≈ 1.25 es positivo y significativo, evidenciando que shock’s positivos y negativos contribuye
de manera diferente a la volatilidad condicional; en este caso, debido a que la estimación
de este efecto es positivo, la contribución a la volatilidad condicional de shock’s negativos
es mayor. Por otro lado, considerando la estimación del parámetro de potencia asimérica
observada, η̂ ≈ 1.89, se encuentra que este está muy cercano a dos, lo que sugiere que la
forma más adecuada para modelar este proceso es en términos de la varianza condicional.
También se observa que la estimación de los parámetros GARCH del modelo son ambos
estad́ısticamente significativos. Por último, se observa que la prueba de Ljung-Box para los
residuales estandarizados al cuadrado hasta el rezago 30 indica que el modelo en el proceso
de varianza no alcanza a capturar toda la estructura de correlación. Para examinar esta falta
de especificación en el modelo, se procede a estimar la función de autocorrelación para los
residuales estandarizados al cuadrado y realizar la prueba de heterocedasticidad condicional
de McLeod-Li para los residuales estandarizados. Los resultados son los siguientes:
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Figura 5-7.: (a) Función de autocorrelación estimada para los residuales estandarizados al
cuadrado y (b) prueba de McLeod-Li de heterocedasticidad condicional para los
residuales estandarizados.
De acuerdo con la Figura 5-7, al parecer, todav́ıa existe una autocorrelación estad́ısticamente
significativa en el rezago 29. Examinando los datos, se encuentra que esta autocorrelación se
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debe al retorno observado en el d́ıa 28 de diciembre de 2001 (ver Figura 5-8). Este retorno
se presenta muy cerca del inicio de la serie, estableciendo aśı muy poca información histórica
para que el modelo pueda detectar este comportamiento. Debido a esto, se propone considerar
este efecto mediante el uso de una variable dummy en el modelo de volatilidad. Por otro
lado, la estimación del parámetro de potencia asimétrica en el proceso de volatilidad sugiere
considerar la varianza condicional, por lo que se propone un modelo HY-A-GARCH (ver
Davidson, 2003). Los resultados encontrados son los siguientes:
Tabla 5-10.: Modelo propuesto: ARFI(1, d1)-HYAGARCH(1,1).
Estimate Std. Err. t Ratio p-Value
Modelo de media:
GED nu 1.36992 0.0678 —— ——
ARFIMA d 0.0767 0.02486 3.085 0.002
AR1 0.13914 0.02982 4.666 0
Modelo de volatilidad:
Intercept 0.29383 0.0746 —— ——
Memory 0.20725 0.1377 —— ——
Amplitude 0.38272 0.1255 —— ——
Asymmetry (mu) 1.20899 0.43789 2.761 0.006
AR1 0.76671 0.08097 9.469 0
MA1 0.66785 0.10463 6.383 0
[G1]2001-12-28 107.16 4.60083 23.291 0
Log Likelihood = -3555.42
Schwarz Criterion = -3594.25
Hannan-Quinn Criterion = -3575.92
Akaike Criterion = -3565.42
Ljung-Box (residuals): Q(30) = 31.987 {0.368}
Ljung-Box (squared residuals): Q(30) = 31.8437 {0.375}
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donde εt ∼ GED-iid(1.36992
{0.0678}
) y los valores entre llaves son los errores estándar estimados.
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Figura 5-8.: Retorno observado en el d́ıa 28 de diciembre de 2001.
De acuerdo la Tabla 5-10 y considerando los criterios de información (ver Anexo B), el
modelo propuesto parece ser mejor con respecto al modelo considerado inicialmente. En
general, las estimaciones no vaŕıan considerablemente con respecto al modelo inicial. Por otro
lado, de acuerdo con la prueba de Ljung-Box para los residuales estandarizados al cuadrado,
existe indicios de que el modelo propuesto en el proceso de volatilidad es adecuado al capturar
la estructura de correlación. A continuación se presenta las funciones de autocorrelación
estimadas para los residuales estandarizados y sus transformaciones:
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Figura 5-9.: (a) función de autocorrelación para los residuales estandarizados, (b) función de
autocorrelación para los residuales estandarizados al cuadrado, y (c) función de
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Figura 5-10.: (a) prueba de Ljung-Box para los residuales estandarizados, y (b) prueba de
McLeod-Li para los residuales estandarizados. Ambas pruebas se realizan hasta el
rezago cien.
Al observar las funciones de autocorrelación estimadas para los residuales estandarizados
y sus transformaciones presentados en la Figura 5-9, se evidencia que el modelo propuesto
parece capturar adecuadamente toda la estructura de autocorrelación del proceso de retornos
del IGBC, tanto en media como en volatilidad. Sin embargo, a simple vista pareciera que al-
gunas autocorrelaciones en la función de autocorrelación para los residuales estandarizados
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y los residuales estandarizados al cuadrado fueran significativas. Para evaluar esta signi-
ficancia, en la Figura 5-10 se presenta las pruebas de Ljung-Box y McLeod-Li, para los
residuales estandarizados. De acuerdo con la Figura, se puede observar que ambas prue-
bas (Ljung-Box y McLeod-Li) indican que las autocorrelaciones estimadas, tanto para los
residuales estandarizados como para los residuales estandarizados al cuadrado, en conjunto
no son estad́ısticamente significativas hasta el rezago cien. Esto refuerza el hecho de que el






































Figura 5-11.: (a) histograma de los residuales estandarizados con densidad kernel estimada
(linea continua) y densidad bajo la hipótesis de normalidad (linea punteada). (b)
serie de residuales estandarizados con intervalo de variabilidad (2 errores estándar
arriba y abajo).
La Figura 5-11 presenta los residuales del modelo estimado. En ella se observa que la es-
timación de la función de densidad de los residuales estandarizados realizada mediante el
histograma y la función de densidad kernel (ver Figura 5-11a), es simétrica alrededor de
cero y menos leptocúrtica que en los datos originales (retornos del IGBC). De hecho, y de
acuerdo con Hsieh (1989), cuando la varianza condicional se encuentra correctamente es-
pecificada, el exceso de curtosis en los residuales estandarizados no puede exceder el exceso
de curtosis en los residuales no estandarizados. Para este caso, la estimación del exceso de
curtosis presentado en los residuales no estandarizados es igual a 12.715, que comparado con
el exceso de curtosis para los residuales estandarizados igual 2.766, indica que el modelo se
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encuentra bien especificado. Además, de acuerdo con la Figura 5-11b, la gran mayoŕıa de
los residuales estandarizados se encuentran dentro de dos errores estándar, y muestran una
gran homogeneidad, a parte del residual estandarizado presentado al inicio de la serie5. Tam-
bién, se observa que el modelo propuesto captura adecuadamente la dependencia de segundo
orden observado en el proceso de retornos del IGBC; el hecho estilizado de volatilidad por
agrupamiento ya no se encuentra presente.
Adicional al análisis anterior, a continuación se prueba mediante el test BDS si existe evi-
dencia de relaciones no lineales en los residuales estandarizados. Los resultados para esta
prueba son los siguientes:
Tabla 5-11.: Prueba BDS para los residuales estandarizados. Las celdas de la tabla representan
los valores p de la prueba para distintos valores de m y ǫ.
m*
ǫ para puntos de cierre
0.5019 1.0038 1.5057 2.0076
2 0.6093 0.9496 0.7177 0.3755
3 0.3951 0.6593 0.938 0.4497
4 0.3626 0.5081 0.8426 0.6326
5 0.3534 0.4158 0.7502 0.7938
* dimensión de integración.
En la Tabla 5-11 se observa como para diferentes dimensiones de integración y para diferentes
puntos de cierre, la prueba de BDS no encuentra evidencia suficiente como para rechazar
la hipótesis nula de que los errores estandarizados son variables aleatorias independientes e
idénticamente distribuidas, consolidando aśı el hecho de que el modelo propuesto es adecuado.
En la Figura 5-12, se puede observar el buen desempeño del modelo estimado, ya que al
considerar la estimación del proceso de media, la volatilidad exhibida en los residuales no
estandarizados queda adecuadamente estimada (ver Figura 5-12c). Cabe resaltar que el mo-
delo propuesto captura adecuadamente los eventos de mayor impacto historico en el IGBC.
El modelo estimado, en términos de la media condicional indica la existencia de dos posibles
fuentes de predictivilidad. Por un lado, la existencia de memoria corta con la presencia de
una componente autorregresiva de orden uno, y por el otro, la existencia de memoria a largo
plazo. Aśı, la hipótesis de martingala en diferencias en los retornos del IGBC se rechaza,
5Este residual se presenta exactamente el 16 de noviembre de 2001, fecha muy similar a la observación
considerada anteriormente. Este comportamiento, nuevamente se debe a que la observación se encuentra
muy cercana del inicio de la serie, donde no existe mucha información histórica del proceso, lo que hace
que el modelo sea incapaz de capturar el comportamiento para esta fecha.
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rechazando de esta forma la EMH en su forma débil. Sin embargo, y teniendo en cuenta
lo mencionado por Spanos (1995), dado que esta hipótesis constituye la piedra angular de
la teoŕıa cuantitativa de mercados de capitales, es poco probable un rechazo inmediato y
absoluto de la teoŕıa. La experiencia en la modelación econométrica sugiere que es necesario
más evidencia confiable que de soporte a los resultados obtenidos, ya sea dentro del mercado
colombiano (comprobando también la hipótesis para los diferentes t́ıtulos que conforman el
mercado) o en mercados emergentes similares al nuestro6. Además, hay que considerar que
en este caso, esta hipótesis es rechazada suponiendo que no existen costos de transacción,
también que por parte de los participantes del mercado existe una neutralidad hacia el riesgo,
y que la información del mercado puede ser obtenida sin ningún costo (ver Fama, 1970).












































Figura 5-12.: (a) Estimación del proceso de media, (b) varianza condicional estimada, y (c)
residuales no estandarizados con bandas de variabilidad (dos errores estándar arriba
y abajo, donde los errores estándar se definen como la ráız cuadrada de la varianza
condicional estimada).
Pruebas de efectos calendario en el IGBC
Una vez estimado modelo para los retornos del IGBC, se procede a probar la existencia de
posibles efectos calendario como el d́ıa de la semana y cambio de mes (turn of the month),
además del conocer si los periodos de negociación y los de no negocación (cierre del merca-
6Por ejemplo, McGuirk et al. (1993), rechaza la hipótesis débil de eficiencia de mercado para todas las
series de la tasa de cambio de Gran Brataña, Japón y Alemania.
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do) contribuyen de manera diferente a ambos procesos. Para esto se propone adicionar estos
efectos tanto en media como en volatilidad, para posteriormente comprobar su significancia
estad́ıstica. La idea es incluir todos los efectos en el modelo, similar a la metodoloǵıa uti-
lizada por Baillie and Bollerslev (1989), en donde se prueba los efectos tipo calendario en el
mercado de divisas de Nueva York.
Inicialmente, se propone considerar los efectos de d́ıa de la semana. El modelo y su estimación
con los efectos calendario incluidos se presenta a continuación7:
Tabla 5-12.: Modelo propuesto considerando los d́ıas de la semana.
Estimate Std. Err. t Ratio p-Value
Modelo de media:
GED nu 1.35403 0.0741 —— ——
ARFIMA d 0.0767 Fixed
AR1 0.13038 0.02426 5.374 0
Intercept 0.06642 0.05186 1.281 0.2
Martes −0.05379 0.06694 −0.804 0.422
Miércoles 0.05422 0.06813 0.796 0.426
Jueves 0.10128 0.05888 1.72 0.086
Viernes 0.16525 0.05232 3.158 0.002
Modelo de volatilidad:
Intercept 0.27681 0.0983 —— ——
[G1]Martes 0.19049 0.12057 1.58 0.114
[G1]Miércoles −0.06678 0.10162 -0.657 0.511
[G1]Jueves 0.00174 0.10755 0.016 0.987
[G1]Viernes −0.13389 0.10813 -1.238 0.216
Memory 0.20725 Fixed
Amplitude 0.43099 0.1365 —— ——
Asymmetry (mu) 0.91539 0.38434 2.382 0.017
AR1 0.79956 0.08201 9.749 0
MA1 0.70293 0.0942 7.462 0
[G1]2001-12-28 104.452 7.89395 13.232 0
Log Likelihood = -3534.71
Schwarz Criterion = -3600.72
Hannan-Quinn Criterion = -3569.56
Akaike Criterion = -3551.71
Ljung-Box (residuals): Q(30) = 31.3449 {0.399}
Ljung-Box (squared residuals): Q(30) = 34.8219 {0.249}
7Cabe resaltar que las estimaciones de los parámetros de diferenciación fraccional y de memoria hiperbólica
se fijan para la comprobación de estos efectos, ya que al incluir estas variables (efectos calendario), las
estimaciones de memoria larga se distorsionan en ambos procesos, tanto en media como en volatilidad.
Lo anterior puede ser consecuencia de que al considerar las variables dummy, el número de observaciones
con las que se cuenta para la estimación de efectos de memoria larga es muy pequeña, afectando aśı las
estimaciones.











































donde εt ∼ GED-iid(1.35403
{0.0741}
) y los valores entre llaves son los errores estándar estimados.
En la Tabla 5-12 se presenta el modelo estimado considerando los d́ıas de la semana. Hay
que tener en cuenta que los interceptos capturan los efectos medios del d́ıa lunes tanto en
media, como en volatilidad. Los coeficientes de los d́ıas restantes representan el exceso medio
relativo a los d́ıas lunes.
De acuerdo a los resultados se observa que los d́ıas jueves y viernes, para el modelo de media,
evidencian un exceso significativo de rentabilidad con respecto a los d́ıas lunes. Es decir, los
d́ıas jueves y viernes presentan una rentabilidad mayor en comparación con los d́ıas lunes.
Por otro lado, de acuerdo con el modelo de volatilidad, al parecer no existe evidencia para
soportar la hipótesis de efectos de d́ıa de la semana.
De acuerdo con Borges (2009), el esquema anterior únicamente comprueba efectos calendario
de los d́ıas de la semana sólo con respecto a los d́ıas lunes excluyendo otra gran cantidad de
efectos. Para sobrellevar esta dificultad, Borges (2009) propone estimar por separado cinco
modelos diferentes, uno para cada d́ıa de la semana, y en cada caso omitir la variable dummy
para el d́ıa de la semana bajo estudio. A continuación se presenta sólo los efectos estimados
para cada d́ıa de la semana de referencia, ya que las estimaciones de los otros parámetros
permanecen muy similares:
Tabla 5-13.: Efectos d́ıa de la semana estimados para diferentes d́ıas de referencia. Los efectos para los
d́ıas de referencia son valorados en los interceptos.
Martes Miércoles Jueves Viernes
Estimate p-Value Estimate p-Value Estimate p-Value Estimate p-Value
En media
Intercept 0.013 0.819 0.121 0.023 0.168 0.000 0.232 0.000
Miercoles 0.108 0.066
Jueves 0.155 0.007 0.047 0.354
Viernes 0.219 0.000 0.111 0.026 0.064 0.094
En volatilidad
Intercept 0.467 —– 0.210 —– 0.279 —– 0.143 —–
Miercoles −0.257 0.024
Jueves −0.189 0.116 0.068 0.499
Viernes −0.324 0.007 −0.067 0.496 −0.135 0.207
Log Likelihood = -3534.71
Schwarz Criterion = -3600.72
Hannan-Quinn Criterion = -3569.56
Akaike Criterion = -3551.71
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Según la Tabla 5-13 y teniendo como referencia el d́ıa martes, se observa que en media exis-
ten efectos positivos estad́ısticamente significativos para los d́ıas miércoles, jueves y viernes,
es decir, la rentabilidad media es mayor para estos d́ıas con respecto a los d́ıas martes. En
términos de la volatilidad, en este caso, se observa que existen efectos negativos estad́ısti-
camente significativos para los d́ıas miércoles y viernes, lo que indica que la volatilidad
disminuye considerablemente para estos d́ıas con respecto a los martes. Considerando el d́ıa
miércoles como el d́ıa de referencia, se puede observar que en media existen efectos posi-
tivos estad́ısticamente significativos para los d́ıas viernes, es decir, la rentabilidad para los
d́ıas viernes es mayor con respecto a los d́ıas miércoles. En términos de la volatilidad, no se
observan efectos estad́ısticamente significativos. Por otro lado, teniendo en cuenta los d́ıas
jueves como referencia parece no existir efectos ni en media, ni en volatilidad. Por último,
teniendo en cuenta los interceptos para los d́ıas viernes, tanto en media como en volatilidad,
se evidencia que estos d́ıas presentan una rentabilidad mayor en comparación con los otros
d́ıas de la semana y una menor volatilidad.
Otro efecto a considerar es el de cambio de mes. Este efecto sólo se considera en media y a
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donde εt ∼ GED-iid(1.35821
{0.0682}
) y los valores entre llaves son los errores estándar estimados.
Tabla 5-14.: Efecto de cambio de mes en el modelo de media.
Estimate Std. Err. t Ratio p-Value
Turn of the Month 0.12015 0.04178 2.876 0.004
Log Likelihood = -3550.68
Schwarz Criterion = -3585.63
Hannan-Quinn Criterion = -3569.13
Akaike Criterion = -3559.68
De acuerdo con la Tabla 5-14, se observa que el efecto de cambio de mes es estad́ısticamente
significativo y positivo, indicando que la rentabilidad esperada para los primeros d́ıas del
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mes es mayor que para los d́ıas restantes.
Por último, se considera si los periodos de negociación y los de no negociación (cierre del
mercado) contribuyen de manera diferente tanto en media como en volatilidad. El modelo
































donde εt ∼ GED-iid(1.37036
0.0695
) y los valores entre llaves son los errores estándar estimados.
De acuerdo con los resultados presentados en la Tabla 5-15, sólo parece existir un efecto en
media para los d́ıas de fin de semana, es decir, el incremento en la rentabilidad parece ser
proporcional al número de d́ıas existentes entre el precio del viernes y el precio de cierre del
d́ıa de la apertura del mercado después del fin de semana.
Tabla 5-15.: Efectos de d́ıas de no negociación. Los dos primeros son los efectos en media y
los dos últimos en volatilidad. Wt representa el número de d́ıas fin de semana
entre los d́ıas de negociación t y t-1, mientras que Vt representa el número de
d́ıas festivos.
Estimate Std. Err. t Ratio p-Value
Wt −0.02958 0.01674 −1.767 0.077
Vt 0.15209 0.42522 0.358 0.721
[G1]Wt 0.02691 0.03438 0.783 0.434
[G1]Vt −0.1164 0.3761 −0.31 0.757
Log Likelihood = -3552.9
Schwarz Criterion = -3599.5
Hannan-Quinn Criterion = -3577.5
Akaike Criterion = -3564.9
Para probar el efecto general de las diferentes variables dummy, Baillie y Bollerslev (1989)
realizan pruebas de razón de verosimilitud por separado. Siguiendo esta estrategia, se realizan
pruebas de razón de verosimilitud, las cuales se presentan en la Tabla 5-16.
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Tabla 5-16.: Pruebas de razón de verosimilitud para los diferentes efectos calendario.
Efectos Estad́ıstico m χ2m
Dı́a de la semana 41.4 10 18.31
Cambio de mes 9.48 1 3.84
Dı́as de no negociación 5.04 4 9.49
De acuerdo con los resultados presentados en la Tabla 5-16, se puede observar que los efectos
de d́ıa, en conjunto son estad́ısticamente significativos, evidenciando la existencia de ciclos en
la serie de retornos. También, se observa que el efecto de cambio de mes es estad́ısticamente
significativo. Por último, para el caso de los d́ıas de no negociación, se puede observar que
no existe evidencia suficiente como para rechazar la hipótesis nula, es decir, estas variables
en conjunto no aportan considerablemente a la explicación del IGBC accionario.
La existencia de posibles efectos de d́ıa de la semana y de cambio de mes sobre la ecuación
de la media condicional, indica el rechazo de la EMH en su forma débil. Esto se debe a que
estos ciclos, de alguna forma, pueden ser predecibles. Nuevamente, este rechazo supone la
inexistencia de costos de transacción, costos de información y neutralidad haćıa el riesgo por
parte de los participantes del mercado.
6. Conclusiones y recomendaciones
6.1. Conclusiones
En este trabajo, se consideró la modelación de los retornos del IGBC. El proceso generador
de estos parece obedecer, en media condicional, a un proceso autorregresivo de orden uno,
con una estructura de dependencia a largo plazo. Esto ı́ndica que la hipótesis de martingala
en diferencias, y por tanto, la hipótesis de eficiencia débil no se cumplen. Cabe aclarar, que
lo anterior sólo es cierto bajo los supuestos de que no existen costos de transacción, que
los participantes del mercado son neutrales ante el riesgo y que la información del merca-
do puede ser obtenida sin ningún costo. En cuanto a la volatilidad condicional, el proceso
obedece a un HY-A-GARCH, el cual considera la estructura de dependencia a largo plazo,
además del efecto de asimetŕıa (leverage) encontrados en las series financieras.
En términos de las pruebas para efectos calendario se encuentra que los d́ıas jueves y viernes
presentan una rentabilidad mayor en comparación con los d́ıas lunes. Por otro lado, y te-
niendo como referencia el d́ıa martes, se observa que la rentabilidad es mayor para los d́ıas
miércoles, jueves y viernes. En términos de la volatilidad, en este caso, se observa que exis-
ten efectos negativos estad́ısticamente significativos para los d́ıas miércoles y viernes, lo que
indica que la volatilidad disminuye considerablemente para estos d́ıas con respecto a los
martes. Considerando el d́ıa miércoles como el d́ıa de referencia, se puede observar que en
media existen efectos positivos estad́ısticamente significativos para los d́ıas viernes, es decir,
la rentabilidad para los d́ıas viernes es mayor con respecto a los d́ıas miércoles. En térmi-
nos de la volatilidad, no se observan efectos estad́ısticamente significativos. Por otro lado,
teniendo en cuenta los d́ıas jueves como referencia parece no existir efectos ni en media, ni
en volatilidad. Por último, teniendo en cuenta los interceptos para los d́ıas viernes, tanto en
media como en volatilidad, se evidencia que estos d́ıas presentan una rentabilidad mayor en
comparación con los otros d́ıas de la semana y una menor volatilidad.
Por otro lado, existe un efecto de cambio de mes que es estad́ısticamente significativo y
positivo, indicando que la rentabilidad esperada para los primeros d́ıas del mes es mayor que
para los d́ıas restantes.
Por último, se considera si los periodos de negociación y los de no negociación (cierre del
mercado) contribuyen de manera diferente tanto en media como en volatilidad. Los resulta-
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dos muestran que sólo parece existir un efecto en media para los d́ıas de fin de semana, es
decir, el incremento en la rentabilidad parece ser proporcional al número de d́ıas existentes
entre el precio del viernes y el precio de cierre del d́ıa de la apertura del mercado después del
fin de semana. Cabe señalar que la contribución de estos efectos, evaluada mediante prue-
bas de razón de verosimilitud, indican que no son en conjunto estad́ısticamente significativos.
La existencia de posibles efectos de d́ıa de la semana y de cambio de mes sobre la ecuación
de la media condicional, indica el rechazo de la EMH en su forma débil. Esto se debe a que
estos ciclos, de alguna forma, pueden ser predecibles. Nuevamente, este rechazo supone la
inexistencia de costos de transacción, costos de información y neutralidad haćıa el riesgo por
parte de los participantes del mercado.
6.2. Recomendaciones
Dado que la hipótesis de eficiencia de mercado constituye la piedra angular de la teoŕıa
cuantitativa de mercados de capitales, es poco probable un rechazo inmediato y absoluto de
la teoŕıa. De esta manera, y de acuerdo con Spanos (1995), la experiencia en la modelación
econométrica sugiere que es necesario más evidencia confiable que de soporte a los resul-
tados obtenidos, ya sea dentro del mercado colombiano (comprobando también la hipótesis
para los diferentes t́ıtulos que conforman el mercado) o en mercados emergentes similares al
nuestro (por ejemplo, los latinoamericanos). Además, hay que considerar que en este trabajo,
la hipótesis débil de eficiencia de mercado es rechazada considerando que no existen costos
de transacción, que por parte de los participantes del mercado existe una neutralidad hacia
el riesgo, y que la información del mercado puede ser obtenida sin ningún costo. Por tanto,
seŕıa interesante plantear una metodoloǵıa que incluyan estos aspectos y aśı mejorar este
tipo de investigaciones.
Por otro lado, en este trabajo se emplean sólo métodos paramétricos para la modelación de
los retornos. Seŕıa interesante que se utilizaran tanto métodos semi-paramétricos (ver Engle
and GonzÃ¡lez-Rivera (1991)), como métodos no paramétricos (ver Fan y Yao, 2005) para
efectos de la modelación, con el fin de capturar dinámicas más generales en estos procesos.
A. Anexo: Definiciones generales
En este anexo se presenta una serie de definiciones que son útiles a lo largo de este trabajo.
Entre estas definiciones se encuentra los retornos, los modelos ARMA, el IGBC, etc.
A.1. Índice General de la Bolsa de Valores de Colombia
(IGBC)
De acuerdo con Vera (2005), el IGBC corresponde al indicador bursátil del mercado de la
Bolsa de Valores de Colombia. Este ı́ndice, según la definición de la Bolsa de Valores de
Colombia, refleja el comportamiento promedio de los precios de las acciones en el mercado,
ocasionado por la interacción de las fluctuaciones que por efecto de oferta y demanda sufren
los precios de las acciones. Es el instrumento más ágil y oportuno para evaluar la evolución y
tendencia de las acciones más representativas del mercado colombiano. Cualquier variación
de su nivel es un reflejo del comportamiento del mercado de capitales, explicando con su au-
mento o disminución la tendencia hacia la alza o hacia la baja en los precios de las acciones.
El objetivo principal del IGBC es reflejar la variación o comportamiento en el tiempo del
precio de las acciones más representativas del mercado, de tal forma que cumpla el requisito
de replicabilidad, es decir, que a partir de él se pueda conformar un portafolio con las acciones
del ı́ndice y aśı tener una base fundamental para la construcción de productos derivados.
A.2. Retornos
De acuerdo con Tsay (2005), la mayoŕıa de estudios financieros investigan los rendimientos
(o retornos) en lugar de los precios de los activos. Según Campbell et al. (1997):
Para el inversionista promedio, el rendimiento de un activo es un resumen completo y
libre de escala de la oportunidad de invertir.
Las series de los rendimientos son más fáciles de manejar que las series de los precios
debido a que tienen propiedades estad́ısticas más atractivas.
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Sea Pt el precio de un activo en el periodo t. El retorno simple neto de un periodo (o tasa




− 1 = Pt − Pt−1
Pt−1




= logPt − logPt−1
Note que las dos formas anteriores son aproximadamente las mismas, ya que:






≈ Pt − Pt−1
Pt−1
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Fama (1965) menciona que existen tres principales razones para usar cambios en el logaritmo
del precio en lugar del simple cambio en el precio. La primera, es que el cambio en el
logaritmo del precio es el rendimiento, con capitalización continua, al mantener un activo
por un periodo de tiempo determinado. Segundo, Moore (1962a) muestra que la variabilidad
del cambio simple en el precio para una acción dada es una función creciente del nivel del
precio de la acción. Su trabajo indica que al tomar logaritmos parece neutralizar la mayoŕıa
de este efecto de nivel del precio. Tercero, para cambios menores a ±15 por ciento, el cambio
en el logaritmo del precio es muy cercano a el cambio porcentual en el precio, y para muchos
propósitos es muy conveniente observar los datos en términos de cambios porcentuales de
los precios.
A.3. Estacionaridad
Una serie de tiempo {Xt, t = 0,±1,±2, . . .} es estacionaria si E(X2t ) <∞ para cada t, y
(i) E(Xt) es una constante, independiente de t, y
(ii) Cov(Xt, Xt+k) es independiente de t para cada k.
A.4. Proceso de ruido blanco
Un proceso estocástico {Xt} es llamado ruido blanco, denotado como {Xt} ∼ RB(0, σ2), si
E(Xt) = 0, Var(Xt) = σ
2, y Cov(Xi, Xj) = 0, para todo i 6= j.
El ruido blanco es definido por las propiedades de sus primeros dos momentos solamente.
Este proceso sirve como un bloque para construir y definir procesos de series de tiempo
lineales más complejas y refleja la información que no es directamente observable. Por esta
razón, es a menudo llamado proceso de innovación, shock o perturbación en la literatura de
series de tiempo.
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A.5. Series de tiempo
De acuerdo con Fan and Yao (2005), la clase de modelos de series de tiempo lineales más
populares son los modelos autorregresivos de medias móviles (ARMA), los cuales incluyen
los modelos puramente autorregresivos (AR) y los puramente medias móviles (MA) como
casos especiales. Los modelos ARMA son frecuentemente usados para modelar estructuras
dinámicas lineales, para representar relaciones lineales entre las variables rezagadas, y para
servir como veh́ıculo para pronósticos lineales.
A.5.1. Modelos ARMA
De acuerdo con Fan and Yao (2005), un proceso autorregresivo de medias móviles (ARMA),
denotado {Xt} ∼ ARMA(p, q), se define como
Xt = φ0 + φ1Xt−1 + . . .+ φpXt−p + at − θ1at−1 − . . .− θqat−q,
donde {at} ∼ RB(0, σ2), p, q ≥ 0 son enteros, y (p, q) es llamado el orden del modelo1.
Usando el operador de rezagos, el modelo puede escribirse como
φ(L)Xt = θ(L)at,
donde L denota el operador de rezagos, el cual es definido como
LkXt = Xt−k, k = ±1,±2, . . . ,
y φ(·) y θ(·) son polinomios definidos como
φ(L) = 1− φ1L− · · · − φpLp, θ(L) = 1− θ1L− · · · − θqLq.
De acuerdo con el teorema 2.1 de Fan and Yao (2005), el proceso {Xt} es estacionario si
φ(L) 6= 0 para todo número complejo l tal que |l| ≤ 1, y es invertible si θ(L) 6= 0 para todo
número complejo l con |l| ≤ 1.
A.5.2. Modelos ARIMA
Una serie de tiempo {Yt} se define como un proceso autorregresivo integrado de medias
móviles (ARIMA) con orden p, d, q, si su su diferencia de orden d, Xt = (1 − L)dYt, es un
proceso estacionario ARMA(p, q), donde d ≥ 1 es un entero. Particularmente:
φ(L)(1− L)dYt = θ(L)at.
En términos de notación, {Yt} ∼ ARIMA(p, d, q).
1Para estos modelos ARMA se asume que los polinomios φ(·) y θ(·) no tienen factores comunes, porque de
lo contrario, el proceso tendŕıa ordenes menores a los de (p, q).

B. Anexo: Pruebas para la modelación
En este caṕıtulo se presenta un revisión teórica de las pruebas estad́ısticas que son utilizadas
para la verificación de los supuestos distribucionales de los retornos. Estas pruebas se extraen
principalmente de Tsay (2005).
B.1. Prueba de normalidad, Jarque and Bera (1987)
Las pruebas de normalidad difieren en las caracteŕısticas de la distribución normal que
buscan probar, algunas se concentran en valores tales como los de simetŕıa y curtosis, como
de igual manera otras lo hacen en la función caracteŕıstica y la relación lineal existente entre
una variable normalmente distribúıda y la normal estándar z. Las pruebas basadas en la
simetŕıa y la curtosis, tienen el propósito de comparar los valores de simetŕıa y curtosis de la
distribución emṕırica con los teóricos de la distribución Normal (Seier, 2002). Para examinar
el supuesto de normalidad del ruido del proceso se considera la prueba de Jarque and Bera
(1987), por sus propiedades óptimas de potencia asintóticas (González and Nieto, 2008). La
prueba de Jarque and Bera (1987) considera ambas caracteŕısticas: simetŕıa y curtosis. Si










donde T es el número de observaciones en la muestra, Ŝ(r) =
1
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es el coeficiente de asimetŕıa muestral y K̂(r) =
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t=1 (rt − µ̂r)
2 la varianza
muestral. Bajo normalidad, Ŝ(r) y K̂(r)− 3 están asintóticamente distribuidas normal con
media cero y varianzas 6/T y 24/T , respectivamente. En (B-1) JB es una variable aleatoria
asintóticamente distribuida como una Chi-cuadrado con dos grados de libertad. Se rechaza la
H0 de normalidad de rt si el valor-p del estad́ıstico JB es menor que el nivel de significancia.
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B.2. Prueba de Portmanteau, Box and Pierce (1970)
En aplicaciones financieras frecuentemente se requiere probar conjuntamente que varias au-
tocorrelaciones de rt son cero. Box and Pierce (1970) propone el estad́ıstico de Portmanteau





como un estad́ıstico para probar la hipótesis nula H0 : ρ1 = . . . = ρm = 0 contra la hipótesis
alternativa Ha : ρi 6= 0 para algún i ∈ {1, . . . , m}. Bajo el supuesto que {rt} es una sucesión
independientes, idénticamente distribuidas, con ciertas condiciones de momentos, Q∗(m)
es una variable aleatoria Chi-cuadrado con m grados de libertad. Ljung and Box (1978)
modifican la estad́ıstica Q∗(m) como se presenta en la Ecuación (B-2), para incrementar la
potencia de la prueba en muestra finitas,





T − l (B-2)




α denota el percentil 100 (1− α)
de una distribución chi-cuadrado con m grados de libertad. En la práctica, la selección de m
puede afectar el desempeño de la estad́ıstica Q(m). Varios valores de m son frecuentemente
usados. Estudios de simulación sugieren que escoger m ≈ ln(T ) suministra un desempeño
con mejor potencia.
B.3. Pruebas de Efectos ARCH
Según Tsay (2005) para facilitar la notación, sea at = rt − µt los residuales del proceso de
media. La serie al cuadrado a2t es usada para probar heterocedasticidad condicional, la cual
es conocida como el efecto ARCH. Dos pruebas están disponibles. La primera prueba consiste
en aplicar la estad́ıstica Q(m) de la prueba de Ljung and Box (1978) a la serie {a2t} (ver
McLeod and Li, 1983). La hipótesis es que los primeros m rezagos de ACF de la serie a2t son
cero. La segunda prueba para heterocedasticidad condicional es la prueba de Multiplicadores
de Lagrange de Engle (1982). Esta prueba es equivalente a la usual estad́ıstica F para probar
αi = 0 (i = 1, . . . , m) en la regresión lineal
a2t = α0 + α1a
2
t−1 + . . .+ αma
2
t−m + et, t = m+ 1, . . . , T (B-3)
donde et denota el término del error, m es un entero positivo especificado con anterioridad,
y T es el tamaño de muestra. Espećıficamente, la hipótesis nula es H0 : α1 = . . . = αm = 0.


















t , donde êt es el residual de mı́nimos cuadrados de la regresión lineal
presentada en el modelo de la Ecuación (B-3). Entonces se tiene que,
F =
(SSR0 − SSR1)/m
SSR1/(T − 2m− 1)
(B-4)
la cual es asintóticamente distribuida como una distribución chi-cuadrado con m grados de
libertad bajo la hipótesis nula. La regla de decisión es rechazar la hipótesis nula si F > χ2m(α),
donde χ2m(α) es el percentil superior 100(1− α) de χ2m, o el valor-p de F es menor que α.
B.3.1. Chequeo del modelo ARCH




conforman una sucesión de variables aleatorias independientes, idénti-
camente distribuidas. Por consiguiente, se puede chequear qué tan bueno es el ajuste de un
modelo ARCH examinando la serie {ãt}. En particular, la estad́ıstica de Ljung and Box
(1978) de ãt puede ser usado para probar la adecuación del proceso de media y la de ã
2
t
para el proceso de volatilidad. Los coeficientes de asimetŕıa y curtosis, junto con el gráfi-
co cuantil-cualtil, de ãt pueden ser usados para chequear el cumplimiento de los supuestos
distribucionales.
B.4. Prueba de no linealidad: la estad́ıstica BDS
Brock et al. (1987) proponen una prueba estad́ıstica comúnmente conocida como la prueba
BDS, para chequear el supuesto de independendia e idéntica distribución de una serie de
tiempo. La idea básica del la prueba BDS es hacer uso de una “correlación integral” popular
en el análisis de series de tiempo caóticas. Dada una serie de tiempo k− dimensional Xt y








Donde Iδ(u, v) es un variable indicadora que es igual a uno si ‖ u−v ‖< δ, y cero en otro caso,
donde ‖ · ‖ es la norma suprema. La correlación integral mide la fracción de pares de datos
de {Xt} que están a una distancia (uno de otro) menor de δ. Considere próxima una serie de
tiempo xt. Se construye vectores k-dimensionales X
k
t = (xt, xt+1, . . . , xt+k−1)
′, los cuales son
llamados K-historias. La idea de la prueba BDS es la siguiente: trate una k-historia como un
punto en el espacio K-dimensional. Si {xt}Tt=1 son verdaderamente variables aleatorias inde-
pendientes, idénticamente distribuidas, entonces las k-historias {Xt}Tkt=1 no debeŕıan mostrar
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patrones en el espacio k-dimensional. Por lo tanto la correlación integral debeŕıa satisfacer
la relación Ck(δ) = [C1(δ)]
k. Cualquier diferencia de la relación anterior sugiere que xt no
son independientes, idénticamente distribuidos. Como un sencillo ejemplo, considere una
sucesión de variables aleatorias independientes, idénticamente distribuidas uniformemente
sobre [0, 1]. Sea [a, b] un subintervalo de [0, 1] y considere las 2-historias (xt, xt+1), la cual
representa un punto en el espacio bi-dimensional. Bajo el supuesto de independencia y de
igual distribución, el número esperado de 2-historias en el subespacio [a, b] × [a, b] debeŕıa
ser igual al número esperado de xt en [a, b]. Esta idea puede ser formalmente examinada
usando la contraparte muestral de correlación integral. Defina
Cl (δ, T ) =
2









, l = 1, k
donde Tl = T − l + 1 y X∗i = xi si l = 1 y X∗i = Xki si l = k. Bajo la hipótesis nula
que {xt} son independientes e idénticamente distribuidas con una función de distribución no
degenerada F (·), Brock et al. (1987) muestran que
Ck (δ, T ) −→ [C1(δ)]k con probabilidad 1, siempre que T → ∞





















[F (z + δ)− F (z − δ)] dF (z) y N =
∫
[F (z + δ)− F (z − δ)]2 dF (z). Note que
C1(δ, T ) es una estimación consistente de C, y N puede ser consistentemente estimado por
N(δ, T ) =
6




El estad́ıstico de prueba BDS es entonces definido como




Ck(δ, T )− [C1(δ, T )]k
}
σk(δ, T )
donde σk(δ, T ) es obtenida a partir de σk(δ) donde C y N son reemplazados por C1(δ, T ) y
N(δ, T ), respectivamente. Este estad́ıstico de prueba tiene al ĺımite una distribución normal
estándar. En la práctica, se debe remover dependencia lineal, si existe, para luego aplicar a los
datos la prueba BDS. La prueba puede ser sensible a la escogencia de δ y k, espećıficamente
cuando k es grande.
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B.5. Prueba de razón de verosimilitud
Esta prueba es tomada de Ruppert (2004). Las pruebas de razón de verosimilitud requieren
de la estimación de la máxima verosimilitud, por lo tanto están basadas en la función de
verosimilitud. Suponga que θ es un vector de parámetros y que la hipótesis nula pone m
restricciones sobre θ. Por ejemplo, si se desea probar que la media de la población es cero,
entonces θ = (µ, σ)T y m = 1 ya que la hipótesis nula pone una restricción sobre θ, es-
pećıficamente que el primer componente es cero. Sea θ̂ML el estimador máximo verośımil
sin restricciones y θ̂0,ML el valor de θ que maximiza L(θ) sujeto a las restricciones de la
hipótesis nula. Si H0 es cierta, entonces θ̂0,ML y θ̂ML debeŕıan estar cercanos a θ y además
L(θ̂0,ML) debeŕıa ser similar a L(θ̂). si H0 es falsa, entonces θ̂0,ML debeŕıa estar alejado de
θ̂ML, tal que L(θ̂0,ML) es notablemente pequeño con respecto a L(θ̂).












donde c es el valor cŕıtico. Frecuentemente, un valor exacto de c puede ser encontrado. Un
valor cŕıtico es exacto si este da un nivel que es exactamente igual a α. Cuando un valor
cŕıtico exacto es desconocido, entonces la usual escogencia del valor cŕıtico es
c = χ2α,m (B-7)
donde χ2α,m es el valor de la distribución chi-cuadrado con m grados de libertad, que acumula
la probabilidad 1−α a la izquierda. El valor cŕıtico de la Ecuación (B-7) es una aproximación
y usa utiliza el hecho que bajo la hipótesis nula, cuando el tamaño de muestra incrementa la
distribución de dos veces el logaritmo de la razón de verosimilitud converge a la distribución
chi-cuadrado con m grados de libertad bajo ciertos supuestos. Uno de estos supuestos es que
la hipótesis nula no están en los ĺımites del espacio de los parámetros. También si el tamaño
de muestra es pequeño, la aproximación de la Ecuación (B-6) debe usarse con precaución.
B.6. Criterios de información
De acuerdo con Tsay (2006), existen varios criterios de información disponibles para deter-
minar el orden (p, q) en los modelos ARMA, los cuales se basan en la verosimilitud. Sea
L̂T = −ĈT la función de log-verosimilitud evaluada en la estimación máximo verośımil.
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Davidson (2011) define los siguientes criterios de información:
Akaike information criterion (AIC) : −CT − p




Hannan-Quinn criterion (HQC) : −CT − p log log T
donde p es el número de parámetros a estimar y T es el tamaño muestral. Cada uno de estas
medidas proporciona un soporte para elegir a partir de un conjunto de modelos alternativos,
en donde el criterio seŕıa entre más grande, mejor. Los criterios de selección SIC (ver Schwarz,
1978; Rissanen, 1978) y HQC (ver Hannan y Quinn, 1979) son consistentes, lo que significa
que si el verdadero modelo se encuentra entre los opcionales, este podŕıa ser seleccionado
con una probabilidad que se aproxima a uno cuando T incrementa. Cabe resaltar que esto
no seŕıa cierto para el caso del AIC (ver Akaike, 1973, 1974).
C. Anexo: Paquetes de R utilizados
A continuación se presentan los paquetes de R utilizados en este trabajo:
Tabla C-1.: Paquetes de R utilizados.
Paquete Uso Referencia
xts Manejo del formato de las fechas Ryan y Ulrich (2012)
sm Estimación de densidades bivariadas y con-
tornos
Bowman y Azzalini (2010)
mvtnorm Generación de variables aleatorias bivariadas Genz et al. (2012)
FinTS Estimación de la función de autocorrelación Graves (2012)
TSA Prueba de McLeod-Li y cálculo de los coefi-
cientes de curtosis y de asimetŕıa
Chan y Ripley (2012)
FitAR Prueba de Ljung-Box McLeod y Zhang (2008)
tseries Prueba de Jarque-Bera y la BDS Trapletti y Hornik (2012)
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