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Було розглянуто проблему розробки стеганографічного метода приховування 
інформації, стійкого до аналізу за моделлю Rich (що включає в себе декілька різ-
них субмоделей) із використанням статистичних показників розподілу пар коефі-
цієнтів дискретного косинусного перетворення (ДКП) із різними значеннями. 
Сутність даного виду аналізу полягає у тому, що обчислюється кількість пар ко-
ефіцієнтів ДКП, координати яких у частотній області відрізняються на фіксо-
вану величину (зсув). На основі цих значень для певної достатньо великої вибірки 
даних тренується класифікатор, який на основі розподілу пар коефіцієнтів ДКП 
окремого зображення визначає наявність додаткової інформації у ньому. 
Для зменшення ймовірності виявлення прихованого повідомлення запропо-
новано метод, заснований на попередній модифікації контейнеру перед вбудо-
вуванням повідомлення. Для модифікації було використано так звану генерати-
вну змагальну мережу (ГЗМ), що складається з двох пов’язаних нейронних ме-
реж – генератора та дискримінатора. Генератор створює модифіковане зо-
браження на основі вихідного контейнера, а дискримінатор перевіряє, наскіль-
ки отримане модифіковане зображення близьке до заданого, та надає зворот-
ній зв’язок для генератора.  
За допомогою ГЗМ на основі вихідного контейнера генерується модифіко-
ваний таким чином, щоб після вбудовування відомого стеганографічного пові-
домлення розподіл пар коефіцієнтів ДКП був максимально наближений до по-
казників вихідного контейнера.  
Було проведено комп’ютерне моделювання роботи запропонованої модифі-
кації, на основі результатів моделювання обчислено ймовірності вірного виявлен-
ня прихованої інформації у контейнері при проведенні його модифікації та за 
умови її відсутності. Результати моделювання показали, що застосування моди-
фікації, заснованої на сучасних інформаційних технологіях (таких, як машинне 
навчання та нейронні мережі) дозволяє помітно зменшити ймовірність виявлен-
ня повідомлення та підвищити стійкість до стеганографічного аналізу 
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1. Вступ 
Стеганографія вирішує задачі приховування факту існування таємних даних 
при їх передачі, зберіганні або обробці. Приховане повідомлення, вбудовується у 
певний контейнер – об’єкт, що не привертає уваги та може вільно передаватися ад-
ресату. Стеганографічні алгоритми (СА) набули широкого вжитку для попере-
дження несанкціонованого доступу до інформації, а також вбудовування цифрових 
водяних знаків у цифрові носії інформації з метою захисту авторських прав [1]. 
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Для зручної організації прихованої передачі інформації з використанням 
існуючих відкритих каналів зв’язку виглядає логічним використовувати у якос-
ті стеганографічного контейнера файли поширених форматів, факт передачі 
яких не приверне до себе зайвої уваги. 
При передачі прихованої інформації через мережу Інтернет у якості контей-
нера може бути доцільним обрати файли статичних зображень формату JPEG. На 
відміну від текстових файлів чи коду веб-сторінок, файл зображення може забез-
печити більшу ємність контейнеру. При цьому формат JPEG достатньо пошире-
ним – його використовують приблизно 70.5 % сайтів у мережі Інтернет [2]. 
При перетворенні вихідного зображення у формат JPEG (із втратами) вико-
ристовується так зване дискретне косинусне перетворення (ДКП). Наявність втрат 
при конвертації забезпечує меншу помітність викривлень, які виникають при вбу-
довуванні прихованої інформації у контейнер. Для приховування інформації у ча-
стотній області таких зображень застосовують СА, які використовують різницю 
коефіцієнтів ДКП для кодування бітів стеганографічного повідомлення (СП), на-
приклад алгоритми Коха-Жао та Хсу і Ву [1]. Також використовуються СА з мо-
дифікацією найменших значущих бітів (НЗБ) коефіцієнтів ДКП, як у програмі 
Jpeg-Jsteg[1].  Використання подібних алгоритмів може забезпечити рівень викри-
влень зображення-контейнера, який є непомітним для людського ока.  
Разом з тим, існують статистичні методи стеганографічного аналізу, засно-
вані на тому, що розподіл значень коефіцієнтів ДКП у порожнього контейнера 
та у контейнера із вбудованою додатковою інформацією будуть різними. На-
приклад, приховування СП може бути виявлено, за зміненням розподілу зна-
чень коефіцієнтів ДКП або за зміною співвідношення кількості парних та непа-
рних коефіцієнтів ДКП у зображенні.  
Відповідно змінюється і кількість пар коефіцієнтів ДКП із певними значен-
нями, як у межах блоку коефіцієнтів ДКП, так і для пар коефіцієнтів у різних бло-
ках. Під парами тут маються на увазі попарно обрані коефіцієнти ДКП, різниця 
координати яких у частотній області (зсув) є фіксованим. Аналіз розподілу кілько-
сті пар коефіцієнтів із певними значеннями, отриманими з використанням різних 
зсувів, є більш ефективним, ніж аналіз розподілу значень окремих коефіцієнтів та 
використовується, зокрема, у стеганоаналітичній моделі Rich [3]. 
Стеганоаналітичний метод, заснований на моделі Rich, забезпечує надійне 
виявлення факту вбудовування СП у контейнера для значної кількості сучасних 
СА [4]. Тому залишається актуальною проблема розробки стеганографічних 
методів, які забезпечать вбудовування додаткової інформації, стійке до стега-
нографічного аналізу за моделлю Rich. При цьому перспективним виглядає ви-
користання технологій машинного навчання та нейронних мереж. Це дозволить 
забезпечити адаптивну модифікацію контейнера при вбудовуванні повідомлен-
ня та зменшити зміну розподілу кількості пар коефіцієнтів ДКП і, відповідно, 
ймовірність виявлення прихованої інформації.  
 
2. Аналіз літературних даних та постановка проблеми 
Активного розвитку набули методи стеганографічного аналізу для виявлення 
прихованої інформації. Наприклад, було запропоновано стеганографічний аналіз 
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зображень JPEG з використанням Rich моделі [3, 4]. Такий алгоритм забезпечує на-
дійне виявлення стеганографічного повідомлення навіть при частковому заповненні 
контейнера за рахунок зміни розподілу кількості пар коефіцієнтів ДКП з різними 
значеннями. Але якщо розподіл пар коефіцієнтів ДКП зберігається при вбудову-
ванні повідомлення, надійне виявлення буде неможливим. Більш простим у реалі-
зації та швидкодіючим є стеганоаналітичний алгоритм на основі різниці розбалансу 
парних та непарних коефіцієнтів ДКП контейнера [5, 6]. Показано, що такий алго-
ритм забезпечує виявлення прихованого повідомлення при його вбудовуванні у 
найменші значущі біти коефіцієнтів ДКП. Разом з тим, якщо контейнер заповнений 
лише частково, або стеганографічний метод передбачає корекцію значень коефіціє-
нтів ДКП при вбудовуванні, надійне виявлення може не забезпечуватись. 
Так, у роботах [7, 8] розглянуто можливість виявлення факту модифікації кон-
тейнеру на основі аналізу окремих блоків, із використанням власних чисел. Запро-
поновані алгоритми забезпечують надійне виявлення прихованого повідомлення у 
випадку часткового заповнення контейнера. Разом з тим, із збільшенням коефіцієн-
ту заповнення контейнеру, ефективність цих алгоритмів може зменшуватись. 
Також запропоновано метод стеганографічного аналізу з використанням 
машинного навчання, що є альтернативою використанню Rich моделі [9, 10]. 
Цей метод дозволяє більш ефективно виявляти приховане повідомлення, у по-
рівнянні з методами, заснованими на використанні Rich моделі, але він забезпе-
чує меншу швидкодію. 
Багато з існуючих стеганографічніх методів мають певні обмеження, які 
обмежують їх стійкість до аналізу з використанням Rich моделі або обмежують 
їх використання лише певними контейнерами. Так, у роботі [11] наведено ре-
зультати досліджень ефективності модифікації стеганографічного алгоритму 
JSTEG з виконанням перестановки коефіцієнтів ДКП для кожного блока пікселів 
зображення. Показано, що запропонована перестановка дозволяє зменшити ви-
димі викривлення контейнера у порівнянні з стеганографічним алгоритмом JST-
EG. Разом з тим, подібна модифікація не забезпечує збереження розподілу зна-
чень окремих коефіцієнтів ДКП, що може бути виявлено при статистичному 
аналізі контейнера. Одним із способів зменшити викривлення розподілу значень 
коефіцієнтів ДКП може бути приховування додаткової інформації шляхом дода-
вання шумоподібного повідомлення, який імітує шум фотографічного сенсора 
[12]. Разом з цим, таке рішення обмежує вибір контейнера фотографічними зо-
браженнями. Таким чином, розглянуті стеганографічні алгоритми не забезпечу-
ють можливість вбудовування повідомлення у довільний контейнер, стійкого до 
статистичного стеганографічного аналізу, наприклад на основі Rich моделі. Тому 
виглядає доцільним дослідити можливість такого вбудовування та розробити 
стеганографічний метод, який зберігає розподіл значень коефіцієнтів ДКП. 
Оскільки існуючі стеганографічні алгоритми при вбудовуванні повідом-
лення обов’язково змінюють розподіл значень коефіцієнтів ДКП, необхідно до-
слідити можливість зменшення таких змін. Це дозволить зменшити ймовірність 
виявлення факту вбудовування методами, заснованими на аналізі розподілу та-
ких пар коефіцієнтів ДКП, наприклад, на основі моделі Rich. Для зменшення 
змін значень коефіцієнтів ДКП можливо використати попередню модифікацію 
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контейнеру таким чином, щоб після вбудовування повідомлення розподіл зна-
чень був наближений до розподілу вихідного контейнеру. Такий метод підви-
щення стійкості контейнеру до статистичного стеганоаналізу не досліджувався 
у існуючих роботах, як випливає з наведеного аналізу. 
Тому є доцільною розробка нового стеганографічного методу, який дозво-
лить вбудовувати повідомлення таким чином, що статистичний аналіз за розпо-
ділом значень пар коефіцієнтів ДКП не зможе забезпечити його надійне вияв-
лення. Таким чином, новий метод дозволить підвищити ефективність прихова-
ної передачі або зберігання конфіденційної інформації та може бути застосова-
ний у сфері захисту інформації. 
 
3. Мета і завдання дослідження 
Метою роботи є розробка методу для вбудовування додаткової інформації у 
зображення-контейнер із його попередньою модифікацією для збереження розпо-
ділу кількості пар коефіцієнтів ДКП із певними значеннями. Це дасть можливість 
підвищити стійкість прихованої інформації до статистичного аналізу контейнера, 
забезпечивши більшу ефективність захисту конфіденційної інформації. 
Для досягнення мети були поставлені такі задачі: 
– обрати нейронні мережі та описати послідовність дій для виконання мо-
дифікації контейнера; 
– дослідити ефективність виявлення додаткової інформації у контейнері 
без модифікації за допомогою класифікатора на основі моделі Rich; 
– дослідити ефективність виявлення додаткової інформації у контейнері із за-
пропонованою модифікацією за допомогою класифікатора на основі моделі Rich.  
 
4. Вихідні матеріали та методи дослідження стійкості стеганографічно-
го методу із модифікацією контейнера  
4. 1. Отримання вихідних даних та побудова Rich моделі зображення-
контейнера 
Алгоритм визначення розподілу значень пар коефіцієнтів ДКП та побудо-
ви Rich моделі зображення-контейнера складається з наступних кроків: 
1. Обирається  вихідне зображення C(i,j), де i, j – його розмір у пікселях. 
2. Виконується двовимірне ДКП зображення для отримання масиву (пло-
щини) коефіцієнтів ДКП розмірністю i×j та зі значеннями коефіцієнтів (крім 
постійних компонентів блоку) від –Q до Q. 
3. Виконується квантування коефіцієнтів ДКП для отримання цілих значень. 
4. Будується квадратну матрицю M розмірністю 2Q та заповнюється ну-
льовими значеннями. 
5. Для кожного ненульового коефіцієнта ДКП Ki,j, який не є постійним 
компонентом, де i, j – координати коефіцієнта на площині, знаходиться парний 
коефіцієнт Ki+x,j+y. Тут і далі будемо називати значення (x,y) як зсув. 
6. Визначається значення коефіцієнтів ДКП (m, n) для кожної пари та збі-
льшується значення у комірці матриці з координатами M(m,n) на 1 для кожної 
пари зі значеннями коефіцієнтів (m, n). 
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7. Оскільки зображення можуть мати різну кількість пар, після заповнення ма-
триці її значення нормалізуються відносно кількості блоків коефіцієнтів ДКП 8×8: 
 
/ ,
8 8
 
   n
i j
M M             (1) 
 
8. Повторимо кроки 4–6 для кожного з обраних зсувів загальною кількістю N. 
9. Об’єднуємо всі отримані квадратні матриці у загальний масив R розмір-
ністю 2Q×2QN, який буде характеризувати зображення. 
 
4. 2. Програмне забезпечення та вихідні дані, що використовувались у 
експерименті 
Реалізація та моделювання роботи обраних стеганографічних методів, стати-
стичного класифікатора, що визначав зміну розподілу кількості пар коефіцієнтів 
ДКП та наявність повідомлення, нейронних мереж, використаних для адаптивної 
модифікації контейнера, здійснювалось у середовищі математичних обчислень 
Matlab. У якості матриці квантування використано стандартну таблицю IJG [13], 
показник якості зображення Qf=85. У якості стеганографічного повідомлення було 
використано псевдовипадкову бітову послідовність із рівномірним розподілом 
значень. У якості контейнерів було використано вибірку із довільних зображень 
формату JPEG, знайдених у мережі Internet. Розмір вибірки N=1000 зображень. 
У якості аналізатора було використано нейронну мережу типу простий пер-
цептрон із одним прихованим шаром. Кількість сенсорних елементів 511 (вихо-
дячи з Q=255), кількість нейронів у прихованому шарі 15. Усі зв’язки із прямим 
розповсюдженням, кількість зв’язків між шарами 7665 та 15 відповідно. На ви-
ході класифікатора отримуємо бінарне значення – «1», якщо у контейнері є 
вбудоване повідомлення та «0», якщо контейнер порожній.  
 
4. 3. Вибір показників для оцінки ефективності запропонованого методу 
Для оцінки ефективності запропонованого алгоритму використано ймовірності 
помилки першого роду α та другого роду β [14]. Показник α демонструє, з якою 
ймовірністю стеганографічний аналіз порожнього контейнера покаже, що він за-
повнений. Показник β демонструє, з якою ймовірністю стеганографічний аналіз 
контейнера із повідомленням покаже, ніби цей контейнер порожній. Чим ближче 
значення β до 0.5 (результат випадкового вгадування), тим менш дієвим буде ана-
ліз, і тим більшою буде ефективність запропонованого методу. Формули для роз-
рахунку α та β при використанні певного набору тестових контейнерів N: 
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де Nnp – кількість контейнерів, для яких класифікатор вірно виявив відсутність 
повідомлення, Ntp – загальна кількість порожніх контейнерів у наборі, Nne – кі-
лькість контейнерів, для яких класифікатор вірно виявив наявність повідомлен-
ня, Nte – загальна кількість контейнерів із повідомленням у наборі. 
 
4. 4. Модифікація контейнеру для зменшення статистичної помітності 
факту вбудовування додаткової інформації 
Методика знаходження кількості пар коефіцієнтів ДКП із певними значен-
нями при використанні різних зсувів, а також алгоритм побудови Rich моделі 
зображення-контейнеру та аналізу на наявність прихованої інформації, доклад-
но описані у [3, 4]. 
Для вирішення проблеми непомітного вбудовування додаткової інформації 
у контейнер необхідно вирішити проблему зміни статистичних показників кон-
тейнеру. При цьому, після вбудовування заданого повідомлення M у вихідний 
контейнер C значення обраних предикторів для отриманого контейнера Ce не 
перевищували порога розпізнавання. Також не повинно виникати візуально по-
мітних викривлень зображення-контейнера. Модифікація контейнера перед 
вбудовуванням прихованого повідомлення повинна проводитись таким чином, 
щоб виконувалась умова: 
 
   , , 0, e eE C M C R C          (4) 
 
де E – функція вбудовування додаткової інформації у контейнер, C – вихідний 
контейнер (зображення), M – стеганографічне повідомлення, Ce – стеганографі-
чний контейнер із додатковою інформацією, R – підсумкове рішення щодо ная-
вності додаткової інформації у контейнері («1» – виявлена додаткова інформа-
ція, «0» – додаткова інформація не виявлена).  
 
5. Результати дослідження стійкості стеганографічного методу із мо-
дифікацією контейнера  
5. 1. Розробка стеганографічного метода із модифікацією контейнера 
Можливим шляхом вирішення проблеми є створення штучного зображен-
ня-контейнера C`, візуально подібного С, але такого, що для нього буде вико-
нуватись умова (4).  
Для створення такого зображення-контейнера можливо використати так 
звані генеративні змагальні мережі (ГЗМ), які набули широкого вжитку у галузі 
обробки зображень [15]. Конструктивно ГЗМ складається з двох окремих ней-
ронних мереж. Перша з них (генератор, G) використовується для створення 
штучних зображень на основі певних вхідних даних (наприклад, масив псевдо-
випадкових значень). Після цього на вхід другої мережі (дискримінатор, D) іте-
ративно подаються штучні зображення, створені генератором, та зображення з 
вихідного набору даних. На виході дискримінатора – остаточне рішення, чи 
співпадають обидва зображення, які були подані на вхід мережі. Після закін-
чення навчання ГЗМ може створювати штучні зображення, візуально подібні до 
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вихідних, штучність яких стає практично неможливо виявити без наявності 
дискримінатора з ГЗМ, за допомогою якої ці зображення було створено. 
У якості генератора було використано нейронну мережу типу «багатоша-
ровий перцептрон із зворотнім поширенням помилки» із двома прихованими 
шарами. Кількість зв’язків між шарами 102301, 10201, 102301 відповідно. У 
якості дискримінатора було використано мережу, описану у п. 4. 2. 
Для генерації стеганографічних контейнерів для заздалегідь відомих пові-
домлень схему ГЗМ можливо модифікувати. Замість псевдовипадкових зна-
чень, на вхід генеративної мережі слід подати зображення-контейнер, модифі-
коване таким чином: 
 
   1 1, , , ,  C D C M E C M C          (5) 
 
де C-1 – модифікований контейнер, C – вихідний стеганографічний контейнер, 
D – функція модифікації вихідного контейнера С для отримання C-1, M – стега-
нографічне повідомлення, E – функція вбудовування додаткової інформації у 
контейнер. 
Створені таким чином зображення-контейнери після вбудовування додат-
кової інформації будуть більш наближеними до вихідного контейнера C, ніж 
при створенні їх на основі псевдовипадкових даних.  
На рис. 1 показана загальна схема стеганографічної системи з використан-
ням ГЗМ. Більш докладну схему ГЗМ наведено на рис. 2.  
На рис. 2 показано, що після вбудовування повідомлення в контейнер 
дискримінатор D аналізує контейнер з повідомленням за Rich моделлю. Якщо 
на виході дискримінатора отримуємо «0» (повідомлення не виявлено), то вва-
жаємо, що повідомлення вбудовано успішно та зберігаємо контейнер для пода-
льшої передачі. Якщо на виході дискримінатора отримуємо «1» (повідомлення 
виявлено), то подаємо на вхід генератора G порожній та заповнений контейне-
ри для генерації модифікованого контейнера. Після чого здійснюємо вбудову-
вання повідомлення вже у модифікований контейнер. 
Модифікація контейнеру та вбудовування повідомлення виконується на-
ступним чином: 
1. Обирається набір зображень для тренування класифікатора. Необхід-
ний окремий набір зображень, який не співпадає з набором контейнерів для 
вбудовування повідомлення. Тому з обраної раніше вибірки у 1000 зображень 
виділяється окремий тренувальний набір на 300 зображень. 
2. Обирається окремий набір зображень-контейнерів (Ci) для вбудовування 
стеганографічного повідомлення.  
3. Проводиться тренування класифікатора з використанням набору зобра-
жень, обраного у пункті 1, за алгоритмами, описаними у [3] та [4]. 
4. Визначається порогові значення для класифікатора. 
5. Будується ГЗМ та проводиться її тренування за допомогою набору зо-
бражень-контейнерів (Ci) для вбудовування стеганографічного повідомлення. 
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6. Проводиться вбудовування обраного стеганографічного  повідомлення у 
частотній області кожного зображення-контейнери. Для вбудовування викорис-
товується стеганографічний алгоритм F5 [16]. F5 вбудовує біти повідомлення 
лише у найменші значущі біти коефіцієнтів ДКП зображення, а також залишає 
незмінною кількість коефіцієнтів ДКП із значенням 0. Тому його використання 
дозволить зменшити викривлення розподілу значень коефіцієнтів ДКП контей-
нера при вбудовуванні та уникнути втрати частини повідомлення при викорис-
танні контейнерів формату JPEG.  
7. За допомогою натренованого класифікатора перевіряється кожний кон-
тейнер із вбудованим стеганографічним повідомленням. Якщо відповідь нега-
тивна (отримане значення на виході менше, ніж поріг розпізнавання) –
отриманий контейнер зберігається із додатковою інформацією для подальшої 
передачі за допомогою незахищеного каналу зв`язку. Якщо відповідь позитивна 
(класифікатор зміг розпізнати факт вбудовування додаткової інформації у кон-
тейнер) – проводяться подальші кроки. 
8. За допомогою натренованої ГЗМ на основі вихідного контейнера C та 
заповненого контейнера C` створюється модифікований контейнер C-1 (5). Мо-
дифікація проводиться таким чином, щоб забезпечити виконання умови (4) піс-
ля вбудовування повідомлення у модифікований контейнер. 
9. Вихідне повідомлення вбудовується у отриманий контейнер C-1 аналогі-
чно п. 6. 
10. Проводиться повторна перевірка отриманого контейнера із додатковою 
інформацією аналогічно п. 7. 
11. Перевіряється помітність факту вбудовування додаткової інформації у 
контейнер за допомогою візуальної перевірки та використання загальних пока-
зників викривлення контейнера [1]. 
 
 
 
Рис. 1. Узагальнена схема стеганографічної системи 
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Рис. 2. Узагальнена схема ГЗМ для генерації модифікованих контейнерів 
 
5. 2. Дослідження ефективності виявлення додаткової інформації у ко-
нтейнері без модифікації 
Виявлення прихованої інформації проводилось за допомогою класифікато-
ра на основі моделі Rich. У якості вихідної гіпотези H0 було взято припущення, 
що контейнер порожній, а альтернативною гіпотезою H1 стало припущення, що 
у контейнері є приховане повідомлення. Ймовірності вірності цих гіпотез наве-
дено у табл. 1. 
З наведених у табл. 1 результатів видно, що при вбудовуванні без модифі-
кації контейнера забезпечується висока ймовірність вірного виявлення повідо-
млення. Ймовірності похибок першого та другого роду є достатньо малими (α, 
β<0.08). 
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Таблиця 1  
Ймовірність вірності висунутих гіпотез (без модифікації контейнеру) 
Обрана гіпотеза 
Вірна гіпотеза 
H0 H1 
H0 0.923 0.077 
H1 0.077 0.923 
 
 
5. 3. Дослідження ефективності виявлення додаткової інформації у 
контейнері із модифікацією 
Виявлення прихованої інформації проводилось за допомогою класифікато-
ра на основі моделі Rich. У якості вихідної гіпотези H0 було взято припущення, 
що контейнер порожній, а альтернативною гіпотезою H1 стало припущення, що 
у контейнері є приховане повідомлення. Ймовірності вірності цих гіпотез наве-
дено у табл. 2. 
 
Таблиця 2  
Ймовірність вірності висунутих гіпотез (з модифікацією контейнеру) 
Обрана гіпотеза 
Вірна гіпотеза 
H0 H1 
H0 0.654 0.346 
H1 0.346 0.654 
 
З наведених у табл. 2. результатів видно, що при вбудовуванні з модифіка-
цією контейнера ймовірність вірного розпізнавання значно зменшується. У по-
рівнянні із вбудовуванням без модифікації, ймовірності похибок першого та 
другого роду є значно більшими (α, β ~0.35). Такі значення похибок не дозво-
ляють класифікатору надійно виявляти факт вбудовування додаткової інформа-
ції у контейнер.  
 
6. Обговорення результатів дослідження ефективності виявлення до-
даткової інформації у контейнері із модифікацією  
З результатів, наведених у табл. 1, 2, видно, що модифікація контейнера 
дозволяє зменшити ймовірність виявлення прихованого повідомлення на ~0.27. 
Це пояснюється тим, що і попередня модифікація контейнера, і вбудовування 
прихованого повідомлення, вносять зміни у розподіл пар коефіцієнтів ДКП. 
Модифікація виконується таким чином, щоб ці зміни взаємно компенсувалися, 
зменшуючи результуючі зміни контейнера. 
Таким чином, запропонований метод забезпечує менші зміни розподілу 
пар коефіцієнтів ДКП у порівнянні з існуючими. Це дозволяє зменшити ймові-
рність виявлення прихованого повідомлення при стеганографічному аналізі за 
моделлю Rich. 
Разом з тим, у даній роботі не було показано, як змінюється ймовірність 
виявлення повідомлення у модифікованому контейнері, якщо контейнер запов-
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нено лише частково. Крім того, до недоліків даної роботи  можливо віднести 
відсутність дослідження, яким чином ефективність модифікації контейнеру за-
лежить від типу використаних нейронних мереж та їх параметрів. Тому вигля-
дає можливим подальше покращення ефективності запропонованого методу 
шляхом підбору альтернативних типів нейронних мереж для ГЗМ та оптиміза-
ції параметрів цих мереж. Потенційну складність для такого покращення може 
складати зростання обчислювальної складності тренування та перевірки ефек-
тивності удосконалених таким чином нейронних мереж. 
 
7. Висновки  
1. Для попередньої модифікації контейнера було обрано генеративну зма-
гальну мережу (ГЗМ), побудовану на основі 2 нейронних мереж (багатошаро-
вий перцептрон та простий перцептрон). Описано послідовність дій, які необхі-
дно виконати для такої модифікації.  
2. Проведено моделювання ефективності виявлення прихованих повідом-
лень шляхом стеганографічного аналізу за Rich моделлю без попередньої мо-
дифікації контейнера. Виявлено, що такий аналіз надійно виявляє приховані 
повідомлення у контейнері, з низькою ймовірністю помилок першого та друго-
го роду (α, β<0.08). 
3. Проведено моделювання роботи стеганографічного методу вбудовуван-
ня додаткової інформації із модифікацією контейнера. Також проведено моде-
лювання ефективності виявлення таких повідомлень при аналізі за Rich мо-
деллю, порівняно ефективність виявлення без модифікації контейнера та з мо-
дифікацією. З отриманих результатів видно, що попередня модифікація кон-
тейнера призводить до значного збільшення ймовірністю помилок першого та 
другого роду при виявленні (α, β ~0.35). Таким чином, забезпечується помітне 
зменшення ефективності виявлення прихованих повідомлень при стеганографі-
чному аналізі за Rich моделлю. 
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