Abstract. Strengthening work of Rosser, Schoenfeld, and McCurley, we establish explicit Chebyshev-type estimates in the prime number theorem for arithmetic progressions, for all moduli k ≤ 72 and other small moduli.
Introduction
In many applications it is useful to have explicit error bounds in the prime number theorem for arithmetic progressions. Furthermore, in numerical work, such estimates for small moduli are often the most critical. Let us recall the usual notation, where x ≥ 0 is real: Here we obtain estimates of the type
for all moduli k ≤ 72, all composite k ≤ 112, and 48 other moduli; ϕ(k) denotes Euler's function.
To obtain such estimates for the progression with modulus 1, Rosser and Schoenfeld ( [8, 9, 11] ) developed an analytic method which combines a numerical verification of the Riemann Hypothesis to a given height together with an explicit asymptotic zero-free region. McCurley ( [3, 4, 5, 6] ) adapted this method to progressions with modulus k > 1. However, except for k = 3, he got poor numerical results because of the paucity of numerical work on the Generalized Riemann Hypothesis. Recently, the second author [10] did such computations, and we get reasonably good results for all moduli accessible from his list. In fact, the results are better than one would expect, owing to a smoothing process implicit in the method, explained in §4.4.
Our main theoretical result is Theorem 4.3.2, which provides an easy way to get applications like Theorem 1 below. In Theorem 3.6.2 we also establish a zerofree region for Dirichlet L-functions, valid for heights |t| ≥ 1000, which improves somewhat on the region found by McCurley [4] .
Finally, we mention that this paper is an important step in a forthcoming paper by the first author, in which it is proved that every even integer can be written as a sum of at most 6 primes.
Our main numerical result is the following: Theorem 1. For any triple (k, ε, x 0 ) given by Table 1 (see  §5) , and any l prime to k, we have We have supplemented these analytic results with a tabulation up to 10 10 , obtaining surprisingly uniform bounds: Table 1 , and all l prime to k, uniformly for 1 ≤ x ≤ 10 10 ,
Theorem 2. For all moduli k in
In particular, for a bound of the type in Theorem 1 when x 0 ≤ x ≤ 10 10 , one can take ε = 2.072ϕ(k)/ √ x 0 . Table 2 (see  §5) . Especially, for k = 5 or k ≥ 7, the constant 1.745 in the error bound for ψ(x; k, l) can be replaced by 1.000, and for k = 1 it can be replaced by √ 2.
Sharper bounds for individual moduli are given in

Numerical results about the GRH
Throughout the paper, p always stands for a prime and the gcd of k and l is written (k, l).
The letter ρ always denotes a nontrivial zero of a Dirichlet L-function, i.e., a zero with 0 < ρ < 1. We will always write ρ = β + iγ.
Given a Dirichlet L-function L(s, χ), the set of its zeros with 0 < β < 1 will be denoted by Z(χ). Thus, if χ is induced by χ, then Z(χ ) = Z(χ).
Given a nonnegative real number H, we will say that L(s, χ) satisfies GRH(H), the Generalized Riemann Hypothesis to height H, if all its nontrivial zeros with |γ| ≤ H verify β = It is possible to prove or disprove GRH(H) for any given H and L(s, χ) with only a finite amount of computation. Rumely [10] did such computations, obtaining: Theorem 2.1.1.
• Every L-function associated with a Dirichlet character of conductor k ≤ 13 satisfies GRH(10000).
• 
satisfies GRH(2500).
Sharper results for individual moduli, together with bounds for the sums
1 |ρ| may be found in Tables 1 and 5 of [10] ; these results were used in computing Table  1 [9] ).
Zero-free regions for L-functions
This part follows McCurley [4] and some evaluations are taken directly from McCurley's paper without being re-established. We employ a device due to Stechkin [12] to widen the zero-free region.
Let s = σ + it and s 1 = σ 1 + it be complex numbers with |t| ≥ 1000 satisfying (3.1)
. Note that 1/ √ 5 ≤ κ(σ) ≤ 0.61004, and that σ ≥ κ(σ)σ 1 . These assumptions on σ and σ 1 will hold throughout the paper. We define the auxiliary function
and introduce constants (3.3) ε 1 = 0.0067, 
A device of Stechkin.
Lemma 3.1.1 (Stechkin) . Let z be a complex number with 0 ≤ z ≤ 1. Put
.
Moreover, if z = s and
Proof. The first inequality is implicit in Stechkin [12] : see the top line on p.132 of the English translation. For the second inequality, note that when z = s = t, then, writing z = β + it, the left side of the inequality becomes
For 1 2 ≤ β ≤ 1, both terms are increasing with β. Taking β = 1 we obtain the result.
As will be seen later, we will only need to consider σ in the interval [1, 1.062]. Although we will not use this, it can be shown that on [1, 1.062]
where ∆ = σ − 1 and the implied constant can be taken as 18. Furthermore, throughout the interval,
Handling the Γ-factor.
Lemma 3.2.1. If 0 ≤ a ≤ 2, ε 1 = 0.0067 and ε 2 = 10 −6 , then for |t| ≥ 1000
Proof. We follow Lemma 2 of McCurley ([4]). Since Γ Γ (z) is invariant under z →z, we have for z = x + iy, with x > 0:
where
. We apply this, taking z = s, s 1 .
These facts, together with (1 − κ(σ))/2 ≥ 0.19498, yield the result.
Approximating f (t, χ).
Here the character which is the argument of f (t, ·) is assumed to be primitive. 
Proof. We follow McCurley's Lemma 3 ([4]).
We have for any complex number z
where ρ is to be understood as lim T →∞ ρ,|γ|≤T . We use (3.3.1) for z = σ. Since for any zero of ζ, we have |γ| ≥ 10 ≥ σ − β, we see that
It follows that
We recall McCurley's estimate (taken from the proof of Lemma 3 of [4]) 
Thus, we can take
We now estimate −(ζ /ζ)(σ 1 ), which is a decreasing, nonnegative function of σ 1 . As σ → 1 + , σ 1 approaches (1 + √ 5)/2 from below. Writing ∆ = σ − 1, we have
For 0 ≤ ∆ ≤ 0.062 the series inside the radical is alternating, with decreasing terms. Thus
Upon expanding and using ∆ ≤ 0.062, we obtain
It follows that 
, 
By the functional equation of ζ(s), the last sum can be rewritten
where the notation is as in the statement of the lemma. Lemma 3.2.1, together with 1 
and if t = γ is the ordinate of a zero ρ = β + iγ with β > 1 2 , then
3.4. The default to primitivity. Let χ be a primitive character of conductor k and let χ m be the primitive character associated with χ m , of conductor k m . For a prime p dividing k we put (3.4.1)
where v p (x) is the p-adic valuation of x with v p (p) = 1. We seek a lower bound for
This bound will be D * (k, σ), defined below: put Proof. Easy.
Lemma 3.4.2. We have
Cutting the interval [1, (1 + √ 2)/2] into 10000 parts yields the third inequality in the lemma. The two other inequalities may be obtained similarly.
Lemma 3.4.3. For each prime
, so by Lemma 3.4.2 and the fact that k 1 = k, we see that for each prime dividing k, 
We finally need to go from an imprimitive character to a primitive one.
Lemma 3.4.5. The notations being as above, we have
and
Proof. We have for any real number t,
A positivity argument. The trigonometric polynomial
is also given by
and thus is nonnegative. We have
Recalling Lemma 3.4.5, we then get
Lemma 3.5.1. We have
Proof. By the definition of D * (k, σ), the inequality in the lemma follows from (3.5.2) if we have
However, by Lemma 3.4.3 we have, prime by prime,
which certainly implies (3.5.3).
The zero-free region.
Inserting the bounds from Lemmas 3.3.1 and 3.3.3 in the expression from Lemma 3.5.1, if t is taken to be the ordinate of a zero β + iγ with β > 1/2, and |γ| ≥ 1000, we find that (3.6.1)
, we can rewrite this as
A near-optimal value for σ in (3.6.2) is σ = 1+x/u. Using this, and the fact that |γ| ≥ 1000, we find that 1 ≤ σ ≤ 1.062, validating the bounds used in our estimates for E(σ) and S(σ). Inserting σ = 1 + x/u in (3.6.2) and replacing G by any lower bound G = G(σ), we find
Solving for 1 − β and using
Using w − √ w = x √ w and cross-multiplying by u/x 2 yields
Finally, using x = √ w − 1, we obtain
where (3.6.6)
An especially useful choice for the lower bound G in (3.6.4) occurs when D * (k, σ) is replaced by a constant lower bound D, giving
In particular, we can always take D = 0, or, if for some H ≥ 1000 we are interested only in zeros β + iγ with |γ| ≥ H, then by Corollary 3.4.4 we can take D to be the value of D * (k, σ) corresponding to H. As will be seen, G ≥ 0 on [1, 1.062]. Writing ∆ = x/u, and taking G as in (3.6.7), put
is the fraction in the denominator of (3.6.4). and that (after some manipulations)
It follows that the derivatives of G(1+∆), G 1 (∆) and G 2 (∆) are sums and quotients of various terms monotonic on [0, 0.062]. Thus, on any given subinterval, rigorous upper bounds for G (1 + ∆) and G 1 (∆), and a rigorous lower bound for G 2 (∆), can be obtained. Dividing [0, 0.062] into subintervals of length 0.001, it was found that G (1 + ∆) < 0 and G 1 (∆) < 0 throughout the interval, and
Graphically it is clear that G 2 (∆) has a maximum at about 0.0590 and then slowly decreases. To deal with the interval [0.057, 0.062], multiply through by
are sums and quotients of monotonic terms. Dividing [0, 0.062] into subintervals of length 0.001, it was found that (
Combining these facts yields the monotonicity of G 1 (∆)/G 2 (∆). Its nonnegativity and that of G(1 + ∆) follow by evaluation at ∆ = 0.062. Now let D ≥ 0 be arbitrary; let g 1 (∆), g 2 (∆) denote G 1 (∆) and G 2 (∆) when D = 0. By the discussion above, it follows that g 2 · g 1 − g 1 · g 2 < 0 and g 1 < 0 on [0, 0.062]. Applying the quotient rule to G 1 (∆)/G 2 (∆), it is easily seen that for G 1 (∆)/G 2 (∆) to be decreasing, it suffices to have
This was checked by the same means as before. Proof. When β > 1 2 , the result follows from (3.6.4), taking G = 0 (which is permissible by Lemma 3.6.1); here 3.2356
It is easy to check that the bound is decreasing in k and |γ|; when k = 1 and |γ| = 1000, it is less than 0.02194. Thus the inequality holds when β ≤ 1 2 as well.
, we obtain a result better suited to the needs of this paper: recall that α = ( 
Proof. When β > 1 2 , the result follows from (3.6.4) and Lemma 3.6.1. To see that it holds for β ≤ 
Some examples :
For k = 12, |γ| ≥ 10000, 1 − β ≥ 1/(R · ln(k|γ|/29.68)).
For k = 17, |γ| ≥ 2500, 1 − β ≥ 1/(R · ln(k|γ|/20.90)).
For k = 420, |γ| ≥ 2500, 1 − β ≥ 1/(R · ln(k|γ|/56.59)).
L-functions, ψ(X; k, l) and θ(X; k, l)
Before drawing consequences from Theorem 3.6.3, we need some lemmas.
In the following, we assume that the L-function under examination has no zero satisfying
for some positive constants R and C 1 (χ) such that
When R = 9.645908801, then taking k = 1 and γ = 1000 in Theorem 3.6.2 shows we can always use C 1 (χ) = 9.14; Theorem 3.6.3 gives sharper results. 
with C 2 = 0.9185 and C 3 = 5.512.
Our values of C 2 and C 3 correspond to the choice η =
Lemma 4.1.2. If k is the conductor of χ, and L(s, χ) satisfies GRH(H) for some
Proof. We consider what happens for |γ| ≤ 1 and for |γ| > 1. For |γ| ≤ 1, using GRH(1), we have
For |γ| > 1, one gets
Now we easily finish the proof on using Lemma 4.1.1.
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where, with C 2 = 0.9185 and C 3 = 5.512, we have
).
Proof. The functional equation of the L-functions enables us to write (4.1.5)
One of β and 1 − β is at most 1 2 , the other is less than
We can split our upper bound in two pieces. For the first,
an integration by parts assures that this sum is bounded byC +D. For the second,
,
and integrate it by parts:
and our hypothesis gives us −ϕ m (t) ≥ 0 for t ≥ H.
Lemma 4.1.1 gives us an upper bound for N (t, χ) and we integrate back by parts.
Lemma 4.1.4. If k is the conductor of χ, and L(s, χ) satisfies GRH(1), we have
Proof. The contribution to the sum of the zeros with |γ| ≤ 1 is at most 
and on using Lemma 4.1.1, we obtain the result.
ComputingÃ.
The constantÃ is the dominant term in Lemma 4.1.3. However, the integral definingÃ converges slowly, and care is needed in evaluating it. This was forcefully brought home to us when we initially sought to computẽ A using the pre-programmed numerical integration of PARI. Lionel Reboul of the University of Lyon kindly verified the values by independent computations with MAPLE. To our surprise, the values were the same for ln(x 0 ) ≥ 40, but they were not close for small x 0 (for instance 0.032 instead of 0.034).
We will first give a simple lemma (Lemma 4.2.1) which gives a rather good upper bound forÃ. Then we will describe a way for accurately computingÃ advocated by Rosser, Schoenfeld, and McCurley, which involves transforming the given integral to a sum of rapidly convergent incomplete Bessel integrals.
For m ≥ 2 let us define h m (t) by
Lemma 4.2.1. We have, under the hypothesis of Lemma 4.1.3, but with in addition
Proof. Let us define
Then, we readily see that h m (t) = −g m (t). We also havẽ
the last inequality holds because our hypothesis ensures that
For the other inequality, we write
and an integration by parts yields the result.
We now turn to the accurate computation ofÃ. Define (4.2.4)
Then simple algebraic manipulations yield
Lemma 4.2.2. There holds
The tails in the integrals K 1 and K 2 can be estimated as follows. Write 
Lemma 4.2.3 (Rosser and Schoenfeld). Put y =
for w ≥ 1. Then 
and decreasing in u afterwards.
Lemma 4.2.3 is accurate if w is large. Thus, K 1 and K 2 can be computed by integrating numerically from w to some finite bound and then using Lemma 4.2.3. In computing Table 1 , this method was used in conjunction with Simpson's rule to get a sharp rigorous upper bound forÃ (within 1%). It should also be noted that R. Terras [13] has given a rapid continued fraction algorithm for computing integrals like K 1 and K 2 . Although this algorithm does not produce a rigorous error bound, we have used it to give an independent check on the numerical integrations.
Estimating ψ and θ through L-functions.
We are now in a position to prove Theorem 1. To do so we want to use Theorem 3.6 of McCurley [5] . But in that theorem, the notation Z(χ) denotes the set of zeros of L(s, χ) with 0 ≤ β < 1, so it is necessary to pay careful attention to the distinction between conductor and modulus. In However, it is possible to work from the beginning with primitive characters only. If χ is a character modulo k, let χ 1 be its associated primitive character. Given l prime to k, consider further
If K is the largest divisor of k coprime to n, we have
otherwise, which can be proved as follows:
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We remark that f (k) ≤ 3.5 if k has less than 12000 prime factors, which is true if k ≤ exp(127000), and in any case f (k) = O(ln(ln(ln(k)))). An additional error term comes from replacing ψ * by ψ. The upper bound we get this way is an increasing function of x, so we can introduce the maximum max 1≤y≤x which is useful in practice. Thus we get 
Suppose that for each χ with modulus k, L(s, χ) satisfies GRH(1). Then
where χ denotes the summation over all characters modulo k, We also wish to allow θ instead of ψ which can be done by recalling Theorem 6 of Rosser and Schoenfeld ([9] ) :
for x > 0.
Collecting our results, we finally get Then for any x ≥ x 0 we have 
), andZ denotes the error bound above, theñ Z +∆ is an upper bound for
Proof. We use Theorem 4.3.1 and evaluate the sums over the zeros by appealing to Lemmas 4.1.2 and 4.1.3. We also remark (cf. [8] ) that
Theorem 4.3.2 has been stated in such a way as to make its implementation as simple as possible, and to minimize the numerical input required. For a stronger version which yields slightly better results, see Theorem 5.1.1 below.
Heuristic control of the values of m, δ and ε.
Let ε k (m, δ) denote the expressionZ +∆ in Theorem 4.3.2, and let ε k be its minimum value as m and δ vary. This optimization is achieved in practice by first minimizing over δ (with m held fixed) using any standard minimization algorithm, and then minimizing over m.
In this section we aim to heuristically estimate the optimal values of m and δ and the order of magnitude of ε k , together with their dependence on k and H. Under the hypothesis of Theorem 4.3.2, we note that in the formula forZ +∆:
(
as H goes to infinity and δ to 0. For large x 0 it is negligible. (4)R is O(k ln(kx 0 )/x 0 ) when x 0 goes to infinity. For x 0 large it is negligible. (5) For large x 0 ,∆ is negligible. Hence our ε k can be approximated by
πm .
We reduce this expression once more; numerically, it happens that the values of m are almost always near 7. We replace the term We now let m vary continuously. Then
It is striking that in this approximation, δ depends neither on m nor on k. We have verified this numerically (δ is almost constant). The other striking thing is thatf (m, δ) (our ε k ) depends on k mainly through ln(ϕ(k)); we find numerically that our ε k 's increase very slowly when k increases. This is rather surprising since there are ϕ(k) sums to evaluate, so we might have expected ε k to depend on k by a multiplicative factor ϕ(k).
Numerical estimates for θ and ψ
In this section, we present the numerical estimates one can deduce from the results in § §2, 3, and 4. Since the analytic bounds only become useful for x 0 ≥ 10 10 , we have supplemented them with a tabulation for low heights.
The following notation is used throughout:
The computations for the tables were performed on PCs using the Intel 80486 processor. The 80486-DX was used in Extended Precision mode, where it calculates with an 80-bit word having a 1-bit sign, a 15-bit exponent, and a 64-bit mantissa. It carries approximately 19.2 decimal digits of accuracy, and can represent numbers over the range 10 −4392 to 10 4392 . In Tables 1 and 2 , the results are reported to 6 digits of accuracy, and were rounded up in their last digit.
As a verification, independent computations were done using the calculator GP of PARI, and some randomly chosen values were checked, with satisfying agreement. Table 1 , Then for
Asymptotic results for
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use The values reported are ε = max(ε(θ, x 0 , k), ε(ψ, x 0 , k)), and have been rounded up in the last decimal place (our notation is as in (5.1) of the paper). If k = 2k with k odd, and if N is the order of 2 in (Z/k Z) × , then for (k, l) = 1
For the values of x 0 considered in Table 1 , these inequalities yield estimates for ε(θ, x, k), ε(ψ, x, k) better than those provided by Theorem 5.1.1 directly, and are the ones reported. It will be observed that the bounds for k and k in Table 1 are always the same: the additional term in the error estimate was swallowed up when the values were rounded up to the nearest 10 −6 . Finally, when k = 1, 2 the x 0 = 10 10 entry in Table 1 is derived from the main table of Rosser and Schoenfeld ([9] ), which gives ε(ψ, e 23 , 1) = 0.00020211; this improves on the value 0.000272 given by Theorem 5.1.1.
Estimates over the range 0 − 10
10 . In Table 2 we compare |ψ(
reporting the maximum ratio for 0 < x ≤ 10 10 for each k. Tabulations over the subintervals [10 n , 10 n+1 ] show that the results are remarkably stable and uniform over the entire range, so that Table  2 gives a good representation of the true error. The only exception is for very small moduli (k ≤ 6) where the initial primes distort the error estimates; more accurate asymptotic values are given at the end of the table for these moduli. Let N (k, l) be the number of solutions to a
usually gives a better approximation to θ(x; k, l) than x/ϕ(k); we have also tabulated the maximal ratios |θ(x; k, l)
We can summarize the main results of Table 2 Table 1 , uniformly over the range 0 ≤ x ≤ 10 10 , the following bounds hold:
for k = 1, 3, 4 this holds if x ≥ 14.
Corollary 5.2.2. For these moduli, over the range 0 < x ≤ 10 10 , 
where N (k, l) is the number of solutions to a 2 ≡ l (mod k) ψ : max
Except for the ψ-values for a few small moduli, the bounds for θ, θ# and ψ are remarkably good throughout the range 0 − 10 10 . All values have been rounded up in the last decimal place. Table 2 was computed by using a sieve. First, θ and ψ were computed for each arithmetic progression. All three functions
are monotone decreasing between their jumps at primes or prime powers. Thus, to determine their maximal absolute values over a given interval, it suffices to check their values at the endpoints of the interval, and their left and right limits at primes and prime powers within the interval. Considerable roundoff error can accumulate in summing 10 9 or more floating point numbers. To assure the accuracy of the computations, upper and lower bounds for θ and ψ were computed by first rounding all the logarithms up and down to the nearest 2 −30 . After this truncation, the upper and lower bounds could essentially be computed by integer arithmetic, e.g. without roundoff error, and θ and ψ were replaced by their bounds in such a way as to assure that Table 2 gave rigorous upper bounds. (This choice of the truncation would have allowed the computation to continue as high as 1.7 × 10 10 , considerably beyond its actual limit of 10 10 .) Finally, the values were rounded up in their last digit.
