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Applications to Credit Spread Data of Corporate Bonds
Shenyi Pan∗ Harry Joe† Guofu Li‡
Abstract
Understanding the dependence relationship of credit spreads of corporate bonds is impor-
tant for risk management. Vine copula models with tail dependence are used to analyze a
credit spread dataset of Chinese corporate bonds, understand the dependence among dierent
sectors and perform conditional inferences. It is shown how the eect of tail dependence
aects risk transfer, or the conditional distributions given one variable is extreme. Vine copula
models also provide more accurate cross prediction results compared with linear regressions.
These conditional inference techniques are a statistical contribution for analysis of bond credit
spreads of investment portfolios consisting of corporate bonds from various sectors.
Keywords: bond credit spreads, conditional quantiles, conditional simulation, copula regression,
prediction interval, tail dependence.
1 Introduction
For multivariate nancial data from dierent companies or markets, such as stock log-returns,
changes in daily bond yields and CDS spreads, tail dependence (possibly asymmetric) can be seen
from scatter plots and this property is taken into account in a dependence model. Some relevant
references are Okimoto (2008), Zhang (2014), Weißand Scheer (2015), Oh and Patton (2018), Duan
et al. (2019), Nguyen et al. (2019), Kim et al. (2020) and Krupskii and Joe (2020). If a dependence
model using a vine or factor copula is tted to this type of multivariate nancial data, conditional
inferences such as stress testing or risk transfer study (eects on other variables conditioned on
one variable being extreme) and prediction of one variable given others can be made. The eects
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of inferences from a dependence model with tail dependence can be seen from comparisons with a
Gaussian dependence model; examples are in Brechmann et al. (2013) and Krupskii and Joe (2020).
We study a type of nancial data which consist of average credit spreads of corporate bonds
from dierent sectors in China. The series of daily credit spread changes are GARCH-ltered.
Diagnostics suggest that these transformed variable have pairwise tail dependence for most pairs
of sectors. A vine copula is tted to the GARCH-ltered series, and the (conditional) dependence
can be interpreted to show which sectors are more strongly related. Some conditional inferences
such as risk transfer from one sector to others show the eect of tail dependence in the dependence
model. For credit spread data across dierent sectors, it is often of interest to model the dependence
structure among sectors, such that sectors of central importance can be identied and how upside
or downside changes in credit spreads propagate through sectors can be analyzed. Moreover,
corporate bonds are one of the primary types of nancial assets purchased by Chinese asset
management companies, and credit spreads are the most important metric in bond pricing and
risk management. Widening credit spreads indicate growing concern on the ability of corporate
borrowers to repay bondholders on the maturity date, while narrowing credit spreads indicate
improving corporate creditworthiness. Therefore, accurate prediction of sector-wise credit spreads
plays a vital role in guiding corporate bond investment decisions. It also contributes a statistical
way to actively monitor the quality of the bond portfolio in addition to analyzing the public bond
ratings, whose adjustments often lag behind the events that aect the credit quality of corporate
bonds.
For multivariate observational data, dierent conditional distributions can be considered after
tting a multivariate dependence model. In the stock or bond market, an investment portfolio
usually consists of a large number of stocks or bonds. The daily returns of all the stocks or
bonds are simultaneously observed and equally important in aecting the return performance of a
portfolio. In these cases, it is of more interest to model the underlying dependence structure based
on the concurrently observed data. More formally, assume a set of variablesX = (X1, . . . , Xd) are
measured simultaneously. A natural approach is to t a joint distribution to (X1, . . . , Xd) given
an observed sample (xi1, . . . , xid) for i = 1, . . . , n; this joint distribution can be used to infer the
dependence structure among variables.
For an index j ∈ {1, . . . , d}, let X−j represents all variables excluding Xj . For conditional
inference regarding cross predictions and risk transfer, one could consider the conditional distri-
bution of Xj givenX−j or the conditional distribution ofX−j given that Xj is extreme. For the
former, the conditional expectation E(Xj|X−j) and conditional quantiles F−1Xj |X−j(p|x−j) can be
obtained from the conditional distribution for performing cross predictions. This becomes the
usual multiple regression if the joint distribution of X is multivariate Gaussian. Nevertheless,
multiple regression directly models the conditional distributions FXj |X−j(xj|x−j). As a result, d
models for the conditional distributions need to be separately tted to perform cross predictions
for d variables. This may cause problems for large d in practice. In contrast, if one models the
joint distribution ofX , the d conditional distributions can be derived from the joint distribution to
perform cross predictions. As a result, only one model is required to be maintained and updated.
Unlike multiple regression, prediction based on the joint distribution uses information on the
distributions of the variables and does not specify a simple linear or polynomial equation for the
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conditional expectation.
For conditional inference to work well, the joint distribution must be approximated well. In
recent years, the vine pair-copula construction has proven to be a exible tool in high-dimensional
non-Gaussian dependence modeling. In a vine copula model, vine graphs represented by a sequence
of connected trees are adopted to specify the dependence structure, while bivariate copulas are
used as the basic building blocks on the edges of vines; see for example, Bedford and Cooke (2002),
Aas et al. (2009), and Kurowicka and Joe (2011).
The possibility of applying copula models to make predictions for a predetermined response
variable has been explored in previous literature. For example, Parsa and Klugman (2011) use a
multivariate Gaussian copula to model the joint distribution and derive a closed-form conditional
distribution for prediction. Noh et al. (2015) perform semiparametric conditional quantile regression
through copula-based multivariate models. Vine copulas are used by Kraus and Czado (2017) and
Schallhorn et al. (2017) to perform quantile regression for continuous data and mixed discrete-
continuous data, respectively, but the vine structure is restricted to a boundary class of vines
called the drawable vines (D-vines). Chang and Joe (2019) propose a unied algorithm to handle
mixed discrete-continuous data with regular vines (R-vines). Nevertheless, all these existing papers
assume that there is a predetermined response variable, and the conditional distribution of the
response variable given the other variables is of primary interest.
In this paper, we include an algorithm to compute d conditional distributions of one variable
given the other variables for cross prediction from a single joint distribution. Compared with
commonly used prediction methods such as linear regression or random forest, cross prediction
based on R-vines only needs to maintain one model for the joint distribution instead of d separate
models; this is more feasible and ecient in practice. Compared with multiple linear regression,
R-vine copulas are more exible. Various shapes of conditional quantiles of one variable given the
others can be obtained depending on how pair-copulas are chosen on the edges of the vine. For
the credit spread data of Chinese corporate bonds across dierent sectors, the cross prediction
method is applied and compared with Gaussian-based methods. Risk transfer is also considered
when one centrally dependent sector is set to have extreme GARCH-ltered values. This shows
the eect of tail dependence on sectors that are more closely related to the centrally chosen sector.
The remaining sections are organized as follows. Section 2 gives an overview of copula
models and vine copulas. New material on conditional inference from vine copulas is presented
in Section 3; this includes the algorithms to perform cross prediction and conditional simulation
for the risk transfer study. Comparison criteria to assess dierent models for cross prediction are
summarized in Section 4 and some models are compared in a brief simulation study. Section 5
gives a brief introduction to the credit spread dataset of Chinese corporate bonds as well as the
required processing steps. Conditional inferences are considered in Section 6. Section 7 consists of
concluding discussions.
3
2 Vine Copula Models
In this section, an overview of copula models is provided. Section 2.1 has some basic results for
bivariate and multivariate copulas. Section 2.2 gives a brief introduction to the vine structure for
conditional bivariate dependence. Section 2.3 summarizes some methods for deciding on a vine
structure and Section 2.4 discusses an approach to selecting parametric bivariate copula families
on the edges of a vine.
For tting a vine copula, we assume that the dataset consists of (xi1, . . . , xid) for i = 1, . . . , n;
these vectors are considered as independent realizations of a continuous random vector (X1, . . . , Xd).
The procedure in the latter two subsections assumes that the d variables are monotonically related
to each other, so that dependence can be summarized by a matrix of Spearman or van der Waerden
correlations (after variables have been individually transformed to follow U(0, 1) or N(0, 1) dis-
tribution, respectively). After tting univariate distributions to individuals variables, probability
integral transforms are applied to convert them to transformed observation vectors in [0, 1]d.
2.1 Introduction to Copula
A copula is a multivariate distribution function with univariate Uniform(0,1) margins. Sklar’s
theorem (Sklar (1959)) decomposes a d-dimensional distribution into two parts: the marginal
distributions and the copula function linking the margins. It states that for a d-variate distribution
F ∈ F(F1, . . . , Fd), with jth univariate margin Fj , the copula associated with F is a distribution
function C : [0, 1]d → [0, 1] with U(0, 1) margin that satises
F (x) = C(F1(x1), . . . , Fd(xd)), x ∈ Rd;
Conversely, if F is a continuous d-variate distribution function with univariate margins F1, . . . , Fd,
and quantile functions F−11 , . . . , F−1d , then the copula
C(u) = F (F−11 (u1), . . . , F
−1(ud)), u ∈ [0, 1]d,
is the unique choice. Detailed introductions to multivariate copula constructions can be found in
Joe (2014) and Czado (2019).
Vine copulas or pair-copula constructions are constructed from a sequence of bivariate copulas.
Some results for bivariate copulas that are used in subsequent sections are summarized here.
Consider two continuous random variablesX1 andX2 with joint cumulative density function (CDF)
F12(x1, x2), marginal CDFs F1, F2, and probability density function (PDF) f12(x1, x2). According
to Sklar’s theorem, there exists a copula C(u1, u2) such that F12(x1, x2) = C(F1(x1), F2(x2)).
The copula density of C(u1, u2) is c(u1, u2) = ∂2C(u1, u2)/∂u1∂u2. The conditional CDF of
U1 given U2 = u2 is
C1|2(u1|u2) = P(U1 ≤ u1|U2 = u2) = ∂C(u1, u2)
∂u2
.
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The conditional quantile function C−11|2(·|u2) is the inverse function of C1|2(·|u2). Exchanging U1
and U2, the conditional CDF C2|1(·|u1) and quantile function C−12|1(·|u1) can be dened similarly.
Let f1, f2, and f12 be the density functions of X1, X2 and (X1, X2), respectively. The joint
density function f12 can be decomposed as
f12(x1, x2) = c(F1(x1), F2(x2))f1(x1)f2(x2).
2.2 Overview of Vine Structure
A regular vine (R-vine) is a nested set of trees where the edges in the rst tree are the nodes of
the second tree, the edges of the second tree are the nodes of the third tree, etc. Vines are useful
in specifying the dependence structure for general multivariate distributions on d variables with
edges in the rst tree representing pairwise dependence and edges in subsequent trees representing
conditional dependence.
The rst tree in a vine represents d variables as nodes and the bivariate dependence of d− 1
pairs of variables as edges. The second tree describes the conditional dependence of d− 2 pairs of
variables conditioned on another variable; nodes are the edges in tree 1, and a pair of nodes can
be connected if there is a common variable in the pair. The third tree describes the conditional
dependence of d− 3 pairs of variables conditioned on two other variables; nodes are the edges in
tree 2, and a pair of nodes could be connected if there are two common conditioning variables in the
pair. This continues until tree d− 1 has only one edge that describes the conditional dependence
of two variables conditioned on the remaining d− 2 variables.
The mathematical denition of a vine as a sequence of trees is given in Bedford and Cooke
(2002). The formal denition is given as follows:
Denition 1 V is a vine on d variables, with E(V ) =
⋃d−1
i=1 E(T`) denoting the set of edges of V if
1. V = (T1, . . . , Td−1);
2. T1 is a tree with nodes N(T1) = {1, 2, . . . , d}, and edges E(T1). For ` > 1, T` is a tree with
nodes N(T`) = E(T`−1);
3. (proximity condition) For ` = 2, . . . , d− 1, for {n1, n2} ∈ E(T`), #(n14n2) = 2, where4
denotes symmetric dierence and # denotes cardinality.
An R-vine can be represented by the edge sets at each level E(T`) or by a graph. A vine array
is a compact method to encode the conditional distributions used in a vine. A vine array A =
(a`j)`=1,...,d;j=`,...,d, for an R-vine V = (T1, . . . , Td−1) on d elements is a d × d upper triangular
matrix. It satises the following two conditions:
• The diagonal of A is a permutation of (1, . . . , d).
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• For j = 2, . . . , d, the jth column has (a1j, . . . , aj−1,j) being a permutation of (a11, . . . , aj−1,j−1).
In the rst row, a1j can be any element in {a11, . . . , aj−1,j−1}. For ` = 2, . . . , j − 1, the set
{a1j, . . . , a`j} is equal to {a1k, . . . , a`−1,k, akk} for at least one k in columns `, . . . , j − 1.
For ` = 2, . . . , d − 1 and ` < j ≤ d, row ` and column j of the vine array indicates that the
variable a`j is connected to the variable ajj in tree T`, conditioned on variables a1j, . . . , a`−1,j . In
other words, the rst ` rows of A and the diagonal elements encode the `th tree T`, such that the
edge [a`j, ajj|a1j, . . . , a`−1,j] ∈ E(T`) summarizes the conditional dependence on `− 1 variables,
for `+ 1 ≤ j ≤ d. As an illustrative example, the vine array A1
A1 =

1 1 2 3 4
2 1 2 3
3 1 2
4 1
5

represents the D-vine structure (a boundary class of vines) in Figure 1. In each tree of a D-vine,
there is a path passing through all the nodes in that tree. Note that Dissmann et al. (2013) use the
vine array in reverse row and column indexing.
1
12
2
23
3
34
4
45
5 T1
12
13;2
23
24;3
34
35;4
45 T2
13; 2
14;23
24; 3
25;34
35; 4 T3
14; 23
15;234
25; 34 T4
Figure 1: A D-Vine structure on ve variables.
To get a multivariate distribution from a vine, for each edge in the vine, there is a bivariate
copula assigned to it. Specically, bivariate distributions are assigned to edges on the rst tree and
bivariate conditional distributions are assigned to edges on the subsequent trees. For a vine array,
there should be a bivariate copula associated with each of the d(d − 1)/2 entries in the upper
diagonal. The bivariate copula corresponding to a`j for 1 ≤ l < j ≤ d is denoted by Ca`j ,ajj ;S`j
with density function ca`j ,ajj ;S`j , where S`j = {a1j, . . . , a`−1,j} is the conditioning set for this
position. Note that S`j = ∅ if ` = 1 and in tree 1, Ca1j ,ajj summarizes the dependence of a pair of
variables for j = 2, . . . , d. In tree ` ∈ {2, . . . , d− 1}, the bivariate copula Ca`j ,ajj ;S`j is used to link
the conditional distributions Fa`j |S`j and Fajj |S`j , and it summarizes the conditional dependence of
variables indexed as a`j and ajj given the variables in the index set S`j .
Let f1, . . . , fd be the univariate densities. The joint density of (X1, . . . , Xd) based on the vine
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structure specied by a vine array can be decomposed as
f1:d(x1, . . . , xd) =
d∏
i=1
fi(xi) ·
d−1∏
`=1
d∏
j=`+1
ca`j ,ajj ;S`j
[
Fa`j |S`j
(
xa`j |xS`j
)
, Fajj |S`j
(
xajj |xS`j
)]
, (1)
where the conditional distributions Fa`j |S`j and Fajj |S`j are determined in a recursive manner, using
bivariate copulas on the edges in previous trees. Derivations of this result are given in Bedford
and Cooke (2001), Joe (2014) and Czado (2019).
Since a joint distribution can be decomposed into univariate marginal distributions and a
dependence structure among variables, estimation can proceed in a two-stage manner. The rst
step estimates the univariate marginal distributions F̂j for j = 1, . . . , d. The u-scores vectors
(ui1, . . . , uid), i = 1, . . . , n, are obtained by applying the probability integral transform:
ui,j = F̂j(xi,j). (2)
The second step ts a vine copula model based on the u-score vectors. In our approach, the second
step involves two components: nding a vine structure describing the underlying dependence and
deciding which bivariate parametric copula families to use on the edges of the vine.
2.3 Vine Structure Learning
Learning the optimal structure of a vine is computationally intractable in general. There are a
large number of possible vine structures which result in a huge search space for a high-dimensional
dataset if one would like to nd the optimal one.
Dissmann et al. (2013) propose a greedy method based on the maximum spanning tree (MST)
algorithms with dierent choices for edge weights that reect the strength of the dependence
between pairs of variables. Parametric bivariate copulas are tted to tree ` before deciding on
a tree to represent conditional dependence for tree `+ 1. The trees of the vine are sequentially
constructed by maximizing the sum of the edge weights at each tree level.
Alternatively, assuming variables are monotonically related, an entire vine structure can be
decided based on heuristics of having pairs of variables with stronger dependence and conditional
dependence in lower trees; this is followed by deciding on the bivariate copulas on the edges of the
vine. Brechmann and Joe (2015), using a genetic algorithm and neighbors of maximum spanning
trees, explore the space of truncated vines based on conditional dependence from the van der
Waerden correlation matrix. More recently, Chang et al. (2019) propose to learn vine structures
using the Monte Carlo tree search algorithm to explore a larger search space of possible vines
based on the van der Waerden correlation matrix. Various algorithms have been proposed based
on dierent heuristics but no method is expected to perform universally the best.
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2.4 Bivariate Copula Selection
After tting the univariate marginal distributions and nding the vine structure, parametric
bivariate copulas can be tted sequentially on each edge from T1 to Td−1. Suppose there are M
bivariate copula candidate families for each edge in the vine.
In the rst tree, consider the edge [a1j, ajj]. The log-likelihood of the bivariate copula model
(m) on this edge is
La1j ,ajj
(
θ(m)
)
=
n∑
i=1
log c(m)a1j ,ajj
[
ui,a1j , ui,ajj ;θ
(m)
]
.
Commonly used model selection criteria include Akaike information criterion (AIC) and Bayesian
information criterion (BIC). For the edge [a1j, ajj], there are M AIC and BIC values. The corre-
sponding AIC and BIC values for model (m) are dened as:
AIC(m)a1j ,ajj
(
θ(m)
)
= −2La1j ,ajj
(
θ(m)
)
+ 2card
(
θ(m)
)
and
BIC(m)a1j ,ajj
(
θ(m)
)
= −2La1j ,ajj
(
θ(m)
)
+ log(n)card
(
θ(m)
)
,
where card(θ(m)) represents the cardinality of the copula parameter vector. For each candidate
parametric bivariate copula model on an edge, the maximum likelihood parameter estimator θ̂
(m)
is obtained. The parametric copula model with the lowest AIC or BIC is selected for that edge.
In tree ` ∈ {2, . . . , d− 1}, consider the edge [a`j, ajj;S`j]. The log-likelihood of the bivariate
copula model (m) on this edge is
La`j ,ajj ;S`j
(
θ(m)
)
=
n∑
i=1
log c
(m)
a`j ,ajj ;S`j
[
Ca`j |S`j
(
ui,a`j |ui,S`j
)
, Cajj |S`j
(
ui,ajj |ui,S`j
)
;θ(m)
]
,
whereui,S`j = {uik : k ∈ S`j}. The pseudo observationsCa`j |S`j
(
ui,a`j |ui,S`j
)
andCajj |S`j
(
ui,ajj |ui,S`j
)
are obtained based on the tted copulas at the previous levels. The corresponding AIC and BIC
values for model (m) are dened as:
AIC(m)a`j ,ajj ;S`j
(
θ(m)
)
= −2La`j ,ajj ;S`j
(
θ(m)
)
+ 2card
(
θ(m)
)
and
BIC(m)a`j ,ajj ;S`j
(
θ(m)
)
= −2La`j ,ajj ;S`j
(
θ(m)
)
+ log(n)card
(
θ(m)
)
.
This approach to selecting bivariate copulas is implemented in the VineCopula R package
(Schepsmeier et al. (2019)).
3 Conditional Inference
This section discusses the theory and algorithms for conditional inference with the nancial
data example introduced in Section 5. The details for implementing this are not in the references
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for vine copulas given in Section 2.
Section 3.1 describes an algorithm that derives d conditional distributions from the joint
density function of the vine copula and allows cross predictions for each variable given the others.
Simulation from a vine copula conditioned on a variable with a given value is covered in Section 3.2.
This is useful in order to quantify how extreme values of one variable aect other variables.
3.1 Cross Prediction
The inputs of cross prediction are a vine copula model with a vine array A = (a`j), a vector
of new observations x˜ = (x˜1, . . . , x˜d), as well as a percentile q ∈ (0, 1). The outputs of cross
prediction are the conditional quantiles F−1j|{(1:d)\j}(q|x˜{(1:d)\j}) for j = 1, . . . , d, where {(1 : d)\j}
denotes the sequence from 1 to d excluding the element j.
Based on Equation (1), the joint density of (X1, . . . , Xd) given the vine array A is
f1:d(x1, . . . , xd) =
{
d∏
i=1
fi(xi)
}{
d−1∏
`=1
d∏
j=`+1
ca`j ,ajj ;S`j
[
Fa`j |S`j
(
xa`j |xS`j
)
, Fajj |S`j
(
xajj |xS`j
)]}
=
{
d∏
i=1
fi(xi)
}{
d−1∏
`=1
d∏
j=`+1
ca`j ,ajj ;S`j
[
Ca`j |S`j
(
ua`j |uS`j
)
, Cajj |S`j
(
uajj |uS`j
)]}
≡
{
d∏
i=1
fi(xi)
}
c1:d(u1, . . . , ud),
where uj = Fj(xj) for j = 1, . . . , d. The rst term is the product of the univariate densities, which
can be evaluated using observations ofX with the univariate marginal distributions. The second
term is the copula density, which can be evaluated using u-scores ui (as given in Equation (2))
with the tted vine copula model.
Deriving the conditional distribution of the two variables Xad−1,d and Xadd conditioned on
XSd−1,d at the last level does not involve any integration. Based on the bivariate copula model on
the edge in Td−1, one can get
Fad−1,d|Sd−1,d
⋃
add
(
xad−1,d|xSd−1,d , xadd
)
= Cad−1,d|Sd−1,d
⋃
add
(
uad−1,d|uSd−1,d , uadd
)
= Cad−1,d|add;Sd−1,d
(
Cad−1,d|Sd−1,d(uad−1,d|uSd−1,d)|Cadd|Sd−1,d(uadd|uSd−1,d)
)
,
where Cad−1,d|add;Sd−1,d(v|w) = ∂Cad−1,d,add;Sd−1,d(v, w)/∂w, and
Fadd|Sd−1,d
⋃
ad−1,d
(
xadd|xSd−1,d , xad−1,d
)
= Cadd|Sd−1,d
⋃
ad−1,d
(
uadd|uSd−1,d , uad−1,d
)
= Cadd|ad−1,d;Sd−1,d
(
Cadd|Sd−1,d(uadd|uSd−1,d)|Cad−1,d|Sd−1,d(uad−1,d|uSd−1,d)
)
,
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whereCadd|ad−1,d;Sd−1,d(v|w) = ∂Cad−1,d,add;Sd−1,d(v, w)/∂v. The termsCad−1,d|Sd−1,d(uad−1,d|uSd−1,d)
and Cadd|Sd−1,d(uad−1,d|uSd−1,d) can be obtained recursively by taking partial derivatives of the bi-
variate copulas at previous levels. Given a quantile q, the solutions to
Cad−1,d|Sd−1,d
⋃
add
(
uad−1,d|uSd−1,d , uadd
)
= q, and Cadd|Sd−1,d⋃ ad−1,d (uadd|uSd−1,d , uad−1,d) = q,
i.e.,
u∗ad−1,d|Sd−1,d(q) = C
−1
ad−1,d|Sd−1,d
⋃
add
(
q|uSd−1,d , uadd
)
and
u∗add|Sd−1,d(q) = C
−1
add|Sd−1,d
⋃
ad−1,d
(
q|uSd−1,d , uad−1,d
)
,
are the desired quantiles of a univariate conditional distribution of the copula. With u∗ad−1,d|Sd−1,d(q)
and u∗add|Sd−1,d(q), one can further apply the inverse probability integral transform to obtain the
predictions F−1ad−1,d|Sd−1,d(q|xSd−1,d) and F−1add|Sd−1,d(q|xSd−1,d) given the quantile q.
For the remaining d − 2 variables, the conditional distribution can be obtained by a one-
dimensional integration. When j ∈ Sd−1,d,
Fj|{(1:d)\j}(xj|x{(1:d)\j}) = Cj|{(1:d)\j}(uj|u{(1:d)\j}) =
∫ uj
0
cj|{(1:d)\j}(y|u{(1:d)\j})dy
=
∫ uj
0
c1:d(u1, . . . , uj−1, y, ud+1 . . . , ud)dy
c{(1:d)\j}(u{(1:d)\j})
=
∫ uj
0
c1:d(u1, . . . , uj−1, y, uj+1 . . . , ud)dy∫ 1
0
c1:d(u1, . . . , uj−1, y, uj+1 . . . , ud)dy
,
where the denominator can be computed using numerical integration methods such as Gaussian
quadrature. Given a quantile q, the solution to the equation
g(uj) ≡
∫ uj
0
c1:d(u1, . . . , uj−1, y, uj+1 . . . , ud)dy−q
∫ 1
0
c1:d(u1, . . . , uj−1, y, uj+1 . . . , ud)dy = 0,
i.e., u∗j|{(1:d)\j}(q) = C
−1
j|{(1:d)\j}(q|u{(1:d)\j}), is the desired quantile of a univariate conditional
distribution of the copula. Similarly, one can further apply the inverse probability integral transform
to obtain the prediction F−1j|{(1:d)\j}(q|x{(1:d)\j}) given the quantile q.
Conditional medians as point estimations can be obtained by setting q = 0.5. The lower and
upper bounds of the 100(1− α)% prediction intervals for 0.5 < α < 1 can be obtained by setting
q = α/2 and q = 1 − α/2, respectively. Repeating the above-mentioned procedure for all the
variables generates the desired cross prediction results.
3.2 Simulation from a Conditional Distribution
An example of a conditional inference of interest is how extreme values of one variable
aect the other variables. One way to assess this is to simulate from the conditional distribution
C{(1:d)\j}|j(·|q) given that one variable has values at an extreme quantile q. Summary statistics
from the conditional distribution can indicate which variables are more aected; this is related to
tail dependence.
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Simulation of a vine copula is based on the Rosenblatt transform through a sequence of
conditional distributions of the vine copula. In principle, any permutation of the indices for all
variables can be used to simulate data from a vine copula. However, using the order of columns of
the vine array usually leads to the simplest computation. See Sections 6.9.1 and 6.14 of Joe (2014).
Consider an indexing j1, . . . , jd of d variables. Suppose p1, . . . , pd are pseudo U(0, 1) random
variables. The Rosenblatt transform (conditional method) generates (uj1 , . . . , ujd) with a copula C
based on this particular indexing via
uj1 = p1, uj2 = C
−1
j2|j1(p2|uj1), . . . , ujd = C−1jd|j1,...,jd−1(pd|uj1 , . . . , ujd−1).
If the rst variable, indexed as j1, is xed at a given value (say stressed at upper quantile value
q1 = 0.95), then in the above sequence, p1 = q1 is xed instead of being randomly chosen, and
p2, . . . , pd are random. These leads to simulation from the conditional distribution Cj2,...,jd|j1(·|q).
In terms of the implementation via a vine array, the representation via a vine array needs to
be modied so that variable j1 is in column 1 of the vine array. This is always possible and then
column 2 will have a variable that is paired in tree 1 with this specic variable. The algorithm is
then a small modication of Algorithm 17 in Joe (2014).
The ideas extend to simulation from the conditional distributionCjm+1,...,jd|j1···jm(·|qj1 , . . . , qjm).
with 1 < m < d. The algorithm based on a vine array can be readily modied if the variables
index by j1, . . . , jm form a marginal vine copula and the order j1, . . . , jm can appear in the rst m
columns of a vine array representation of the vine. In this case, all of the conditional distributions
in the sequence can be obtained sequentially and recursively based on the pair-copulas in the vine.
It is a numerical issue to decide which other conditional distributions can be easily simulated with
a given vine copula.
4 Comparison of Cross Predictions
Our intention for analyzing the nancial dataset introduced in Section 5 is to show that cross
predictions based on vine copulas can be better than those based on Gaussian copulas or classical
multiple regression. Because vine copulas are more exible to allow for nonlinear prediction
quantiles and heteroscedastic prediction intervals, comparisons of cross predictions are made
based on several criteria introduced in Section 4.1. Then we summarize a simulation study to show
when the method of vine copulas is indeed better in Section 4.2.
4.1 Comparison criteria
Cross prediction methods can be evaluated and compared based on mean absolute error of
prediction, root mean squared error of prediction, and interval score of prediction intervals. A
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reference for interval score (IS) is Gneiting and Raftery (2007). The evaluation methods can be
summarized separately for the prediction of each variables and/or as averages over all d variables.
A training set is used to t dierent models and a holdout or test set of size ntest is used to
compare the models. The measures given below have the form of averages over d variables.
• The mean absolute error (MAE) measures a model’s performance on point estimations:
MAE(M) = 1
d
d∑
j=1
{
1
ntest
ntest∑
i=1
∣∣∣x˜ij − ̂˜xMij ∣∣∣
}
,
where x˜ij is the observation for the jth variable of the ith sample in the test set and ̂˜xMij is
the predicted conditional expectation or conditional median for that observation based on a
tted modelM.
• The root mean squared error (RMSE) measures a model’s performance on point estimations:
RMSE(M) = 1
d
d∑
j=1
√√√√ 1
ntest
ntest∑
i=1
(
x˜ij − ̂˜xMij )2 .
• The interval score (IS) is a scoring rule for quantile and interval predictions. In the case of
the central 100(1 − α)% prediction interval, let l̂Mij and ûMij be the predicted quantiles at
levels α/2 and 1− α/2 by a tted modelM for the jth variable of the ith sample in the test
set. The interval score for cross prediction is dened as
IS(M) = 1
d
d∑
j=1
{
1
ntest
ntest∑
i=1
[(
ûMij −l̂Mij
)
+
2
α
(
l̂Mij −x˜ij
)
I{x˜ij < l̂Mij }+
2
α
(
x˜ij−ûMij
)
I{x˜ij > ûMij }
]}
.
Smaller interval scores imply superior prediction performance that has prediction intervals
that are not too long and do not miss the “true value” by much when the prediction interval
does not contain the true value in the test set.
4.2 Simulation Studies
In this section, the eectiveness of the proposed cross prediction method based on vine copulas
is demonstrated on simulated datasets. There are ve variables in each simulated dataset. The vine
copula structure is chosen to match the behavior of the tted vine copula for the dataset discussed
in Section 5. The variables are generated from the following univariate marginal distributions and
multivariate copula models:
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1. Each variable follows a univariate normal (0, 1) distribution. The vine array, vine bivariate
copula family matrix, and vine bivariate copula parameter matrix are as follows:
A =

1 1 2 2 3
2 1 3 2
3 1 4
4 1
5
 , F1 =

− N N N N
− N N N
− N N
− N
−
 , P1 =

− 0.8 0.6 0.5 0.7
− 0.4 0.5 0.3
− 0.3 0.2
− 0.1
−
 ,
where N in the copula family matrix stands for bivariate Gaussian (normal) copula. This is
equivalent to a multivariate Gaussian distribution. Note that this simulation scenario has
pairs of variables with strong dependence in tree 1.
2. Each variable follows a univariate log-normal (0, 1) distribution. The vine array, vine
bivariate copula family matrix, and vine bivariate copula parameter matrix are the same as
the rst case.
3. Each variable follows a univariate normal (0, 1) distribution. The vine array, vine bivariate
copula family matrix, and vine bivariate copula parameter matrix are as follows:
A =

1 1 2 2 3
2 1 3 2
3 1 4
4 1
5
 , F2 =

− t t BB1 BB1
− F F N
− G N
− F
−
 , P2 =

− 0.7(5) 0.8(4) 1(2) 2(1.5)
− 3 2 0.4
− 1.2 0.2
− 1.2
−
 ,
where N, t, G, F in the copula family matrix stand for bivariate Gaussian, Student’s t, Gumbel,
and Frank copulas, respectively. Note that the Student’s t and BB1 copula families have
two parameters while all other copula families have one parameter. This model adds more
tail dependence than the multivariate Gaussian distribution. Note that upper or lower tail
dependence for all bivariate copulas in the rst tree implies upper or lower tail dependence
for all pairs of variables (Joe et al. (2010)). This result implies that if tail dependence is seen
in all bivariate plots, then the rst tree of the vine copula should have bivariate copulas with
tail dependence.
4. Each variable follows a univariate log-normal (0, 1) distribution. The vine array, vine
bivariate copula family matrix, and vine bivariate copula parameter matrix are the same as
the third case.
Samples of size 1000 are generated for each of the four cases. Among each sample, 800
observations are randomly selected as the training set and another 200 observations are treated as
the test set. Cross prediction using four methods is considered in the simulation study: (1). linear
regression, (2). linear regression with logarithmic transformation of all the variables (for cases 2
and 4 only), (3). Gaussian copula prediction, and (4). vine copula prediction. For linear regression
with or without logarithmic transformation, ve separate linear models are tted for each variable.
For copula prediction methods, one model for the joint distribution of the ve variables is tted,
the ve conditional distributions are derived from the joint distribution. The Gaussian copula
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prediction can be considered as a special case of the vine copula prediction, where the bivariate
copula models on the vine edges are all Gaussian. Dierent methods are trained on the training
set and used to obtain the conditional medians (for copula models) or conditional expectations
(for linear regression models) as point predictions as well as 100(1 − α)% prediction intervals
on the test set. For the vine copula regression, the candidate bivariate copula families include
Gaussian, Student’s t, Clayton, Gumbel, Frank, and BB1 copulas, as well as their corresponding
survival and reected counterparts. This covers a range of dierent tail asymmetries and strength
of dependence in the joint tails. The copula with reected rst variable, survival copula, and copula
with reected second variable, based on a given bivariate copula C(u, v), are dened as
Cu(u, v) = v−C(1−u, v), Cs(u, v) = u+v−1+C(1−u, 1−v) andCv(u, v) = u−C(u, 1−v),
respectively. Vine structure learning and bivariate copula selections are performed using the
guidelines described in Sections 2.3 and 2.4. The simulation study is repeated 100 times for each
case using each method. The averages of the comparison criteria and their standard deviations are
reported in Table 1.
Case Method MAE RMSE 80% IS
1
Linear regression 0.536 (0.032) 0.680 (0.042) 2.406 (0.148)
Gaussian copula 0.536 (0.033) 0.679 (0.042) 2.404 (0.149)
Vine copula 0.523 (0.032) 0.670 (0.042) 2.318 (0.146)
2
Linear regression 0.787 (0.079) 1.320 (0.225) 4.837 (0.602)
Regression with log-transform 0.766 (0.074) 1.421 (0.268) 3.628 (0.350)
Gaussian copula 0.766 (0.075) 1.427 (0.293) 3.630 (0.370)
Vine copula 0.733 (0.071) 1.298 (0.243) 3.403 (0.361)
3
Linear regression 0.376 (0.016) 0.483 (0.021) 1.726 (0.075)
Gaussian copula 0.375 (0.016) 0.482 (0.020) 1.724 (0.075)
Vine copula 0.370 (0.016) 0.481 (0.022) 1.671 (0.074)
4
Linear regression 0.611 (0.076) 1.073 (0.219) 3.942 (0.622)
Regression with log-transform 0.583 (0.065) 1.111 (0.212) 2.815 (0.341)
Gaussian copula 0.584 (0.066) 1.119 (0.229) 2.818 (0.345)
Vine copula 0.567 (0.069) 1.062 (0.221) 2.681 (0.360)
Table 1: The mean absolute error (MAE), root mean squared error (RMSE), and interval score (IS) of
the simulation test performance for dierent cases comparing dierent methods. The numbers in
parentheses are the corresponding standard deviations over 100 repetitions. The numbers of times
that IS for vine copula is smaller than IS for regression (cases 1,3) and smaller than for regression
with log-transform (cases 2,4) are 94, 96, 98, and 93 out of the 100 repetitions for cases 1, 2, 3, and
4, respectively.
From Table 1, it can be seen that in cases 1 and 3 where the univariate distributions are Gaussian,
cross prediction with Gaussian copula has similar performance to linear regression. In cases 2
and 4 where the univariate distributions are log-normal, the performance of cross prediction with
Gaussian copula is similar to that of linear regression with log-transformation. Overall, in all
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the four simulation scenarios, cross prediction with vine copula works the best in terms of point
and interval prediction performance. Lower IS values indicate that vine copulas work better in
generating more informative prediction intervals of diverse widths than linear regression. For
example, the histograms of the widths of the 80% prediction intervals generated by dierent
methods for simulation case 3 based on all the 100 repetitions are shown in Figure 2. The residual
standard deviations by linear regression for the ve variables in simulation case 3 are 0.614, 0.450,
0.438, 0.322, and 0.382, respectively. The standard deviation in predicting the rst variable is
larger than the other four variables. Therefore, the histogram is bimodal since not all variables are
predicted to the same accuracy.
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Figure 2: The histograms of the widths of the 80% prediction intervals generated by linear regression,
Gaussian copula cross prediction, and vine copula cross prediction for simulation case 3 based
on all the 100 repetitions. The total number of data points in each histogram in 5 (variables) ×
200 (number of test cases)× 100 (repetitions) = 100, 000.
5 Credit Spread Dataset of Chinese Corporate Bonds
The nancial dataset used for conditional inference and copula modeling contains the sector-
wise mean daily credit spreads of the AAA-rated corporate bonds from 24 sectors traded on
the Chinese bond market. All the data are collected and provided by the KYZ project (http:
//kyz.pingan.com/) at Ping An Asset Management. The 24 sectors contained in the dataset
are: catering & tourism, city investment, real estate, iron, transportation, public utilities, chemical
engineering, construction materials, construction, coal, motor manufacturing, commerce & retail,
oil & gas, food & beverage, culture & media, nonferrous metals, equipment manufacturing, electron-
ics, electricity generation, electricity supply, national railway, health care, comprehensive nance,
and other comprehensive industries. The credit spread data of these 24 sectors were collected on a
daily basis from August 5, 2013 to December 31, 2016 with a sample size of 852. A dierence at lag
1 is taken, thus the analysis focuses on the series of daily changes of the sector-wise mean credit
spreads. Data from the rst 600 days are used as the training set, while data from the last 252 days
are left for out-of-sample testing.
For the credit spread dataset of Chinese corporate bonds, it is of primary interest to model the
underlying dependence structure among sectors. As a exible tool in tting high-dimensional
distributions, vine copulas with tail dependence can be used for multivariate dependence modeling.
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After the multivariate joint distribution is tted, conditional inferences can be performed: cross
predictions to predict one sector given all other sectors, or risk transfer to analyze the conditional
distribution of all other sectors given observations from one sector being extreme.
As discussed in Section 2, analysis with copula models usually involves two steps: the rst
step identies and ts the univariate marginal distributions, and the second step ts appropriate
copula families to represent the multivariate dependence structure. This section summarizes
the preprocessing procedure transforming the credit spread data to uniform random variables.
Specically, the decomposition of bond yields is discussed in Section 5.1. Section 5.2 elaborates on
the credit spread data collection procedures. Section 5.3 introduces the ARMA-GARCH lter to
remove the temporal dependence in the dataset. Procedures to smooth sector-specic outliers are
presented in Section 5.4.
5.1 Decomposition of Bond Yields
The return rate of a bond is usually measured by yield to maturity (YTM, or simply yield when
it does not cause any ambiguity), which is the annualized rate of return earned by an investor who
buys the bond today at the market price, assuming that the bond is held until maturity, and that
all coupon and principal payments are made on schedule. The yield of a bond can be decomposed
into three additive parts as follows.
1. The risk-free rate, which is usually approximated by the return rate of the Treasury bills in
the United States or AAA-rated government bonds in other countries;
2. The risk premium, which is also known as the credit spread. This is the extra return investors
expect to get in order to compensate for the potential credit risk (e.g., losses caused by
bond default or bond downgrade), and can be regarded as the credit quality of the bond
issuer recognized by the market. The credit spread of a bond can come from several sources:
ratings of the bond, the sector which the bond issuer corporate belongs to, and bond-specic
variations. By taking sector-wise means, the eects of bond-specic variations are eliminated.
Therefore, the analysis here focuses on the sector-specic credit spreads.
3. The liquidity premium. This is the extra return to compensate for the potential loss due to
lack of liquidity. The liquidity premium of a bond is usually a fairly small number, especially
for AAA-rated bonds. Therefore, the liquidity premium is often omitted in credit analysis.
5.2 Data Collection and Processing Procedures
One of the important characteristics of bonds is that intrinsically similar bonds (bonds with
same ratings) may have dierent maturities. Therefore, one can create a curve, namely the yield
curve, to model the yields across dierent maturities for a set of similar bonds. The credit spread
of a bond can thus be calculated based on the nearest benchmark on the ChinaBond corporate
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bond yield curves (available on https://yield.chinabond.com.cn/) matching the
rating and maturity of that bond. The raw dataset of the sector-wise mean daily credit spreads
of the AAA-rated corporate bonds from 24 sectors is collected and prepared by Ping An Asset
Management according to the following four steps.
1. Sample inclusion. All the available medium-term bonds on the Chinese bond market with
maturity from one to ve years are selected starting from 2013. Bonds with special terms
such as perpetual bonds, bonds with guarantee, and installment bonds are not selected. Bond
yield at the exercise time is used for bonds with embedded options. Bond samples with
public ratings at AAA, AA+ or AA on ChinaBond.com are considered for each sector.
2. Sample exclusion. Bonds that were newly issued within 90 days are excluded from the sample
pool to remove possible yield uctuations when they were initially listed on the market. If
the public rating of a bond is changed to any level lower than AA on any given day, this
bond is permanently removed from all sample pools starting from that day. Otherwise, this
bond is temporarily removed from its original sample pool and will be included to another
sample pool again after 90 days if its public rating stays the same during this period. For
example, if the rating of a bond was AAA before day 100 and AA starting from day 101, this
bond is included in the sample pool for AAA-rated bonds from day 1 to 100, temporarily
removed from all sample pools from day 101 to 190, and is included in the sample pool for
AA-rated bonds from day 191 onwards. Only the sample pool for AAA-rated bonds is used
for the study in this paper.
3. Initial outlier processing. At this step, bonds with unusual yield changes are removed, such
that samples included in the pool are as representative as possible for each sector. In
particular, bond samples that satisfy the following two conditions are removed:
• A bond sample bi is removed from the pool if vt(bi)−vt−1(bi) > 0.20% and y(ri(t),mi(t))−
y(ri(t − 1),mi(t − 1)) < 0.15%, where vt(bi) is the yield of bond bi given by Chin-
aBond.com on day t and y(ri(t),mi(t)) is the nearest benchmark yield of bonds with
rating ri(t) and maturity mi(t) according to the ChinaBond corporate bond yield curve.
However, if this condition holds for more than 67% of the bond samples from the same
sector, these bond samples are not removed.
• A bond sample bi is removed from the pool if vt(bi) > 9% on any day. The exceptionally
high yield usually implies that the bond is too risky to purchase.
Bond samples removed according to the previous two conditions can be included back to
the pool if their yields appear normal again when vt(bi) < vt0(bi) + 0.05%, where vt0(bi) is
the yield of the bond bi on the day before it was removed from sample pool.
4. Sector-wise spread credit calculation. For each bond bi remaining in the sample pool, its credit
spread on day t, denoted by st(bi), is calculated as st(bi) = vt(bi) − y(ri(t),mi(t)). The
sector-wise mean credit spread is given by the arithmetic average of st(bi) for all the selected
bond samples from a given sector on that day. This can be treated as the expected default
risk of that sector as a whole recognized by the bond market.
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5.3 ARMA-GARCH Filter
For nancial time series, an ARMA-GARCH lter with innovation following skewed Student’s
t distribution is usually applied to make the data independent and identically distributed.
For the Chinese corporate bond dataset, the ARMA(1,1)-GARCH(1,1) lter is applied to remove
the serial dependence. Denote the observation of sector j at time t by Xt,j . The ARMA(1,1)-
GARCH(1,1) model with skewed Student’s t innovations can be expressed as:
Xt,j = µ+ φXt−1,j + t,j + θt−1,j,
t,j = Zt,jσt,j,
σ2t,j = ω + α
2
t−1,j + βσ
2
t−1,j,
where t = 1, . . . , T , j = 1, . . . , d, and the innovations Zt,j follow skewed Student’s t distribution.
The ARCH test and Ljung-Box test are applied to the residuals; test results indicate that the
ARMA(1,1)-GARCH(1,1) model works well in removing the serial dependence for most of the
sectors. Specically, catering & tourism has signicant p-values for ARCH and Ljung-Box tests.
However, catering & tourism is removed in the subsequent analysis due to low correlation with
other sectors. Iron, chemical engineering, coal, nonferrous metals, and electricity generation have
signicant p-values for the Ljung-Box test. These sectors have more outliers than average, which
could lead to the signicant p-values. In comparison, if the GARCH(1,1) lter is applied to the
Chinese corporate bond data, it fails to converge for a few sectors.
From the Pearson’s correlation matrix of the ltered residuals by sector, most of the sectors
are moderately correlated with each other. Nevertheless, there are a few sectors whose residuals
almost have no correlation with other sectors. We therefore decided to remove those sectors
with weak correlation before tting vine dependence models. Table 2 displays the mean of the
absolute Pearson’s correlation coecients between the residuals of each sector with those for
all other sectors. There are four sectors, catering & tourism, food & beverage, health care, and
comprehensive nance, whose residuals barely correlate with any other sector. The mean of the
absolute values of their correlation coecients with other sectors are also less than 0.1. Therefore,
these four sectors are removed from the analysis and the remaining 20 sectors are kept for the
further dependence structure study.
5.4 Outlier Identication and Processing
Figure 3 shows the matrix of pairwise scatter plots of residuals from the remaining 20 sectors.
This serves as a diagnostic check before tting a dependence model. From the gure, it can be seen
that for some sectors, the pairwise scatter plots show a cross star pattern rather than an elliptical
shape. When there are a large number of points lying close to the x- and y-axes on the scatter
plots of one sector versus others, this phenomenon suggests that the large deviations of these
points cannot be well explained by the residuals from other sectors. These values may be caused by
sector-specic variations and do not contribute much to the analysis of the underlying dependence
structure among all sectors. Particularly, the initial outlier processing step in Section 5.2 can lead
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catering & tourism city investment real estate iron
0.089 0.250 0.244 0.180
transportation public utilities chemical engineering construction materials
0.290 0.214 0.156 0.221
construction coal motor manufacturing commerce & retail
0.262 0.238 0.170 0.215
oil & gas food & beverage culture & media nonferrous metals
0.161 0.067 0.179 0.230
equipment manufacturing electronics electricity generation electricity supply
0.158 0.187 0.228 0.128
national railway health care comprehensive nance other comprehensive industries
0.109 0.059 0.062 0.179
Table 2: The mean of the absolute Pearson’s correlation coecients of the residuals for each sector
with all other sectors.
to some non-smoothness when the set of bonds used in an average varies by day (i.e., when bonds
are removed or added to the sample pool). It cannot remove sector-specic large variations, either.
Therefore, it is necessary to identify and smooth these data points.
To identify the abnormal points, we dene a point to be an outlier for a sector on a particular
day if the residual for this sector is more than 3 standard deviations away from the mean while the
residuals of all other sectors are within 2 standard deviations from their means on the same day.
On average, 3.15 out of 852 observations are identied as outliers for each sector. After identifying
all outliers, smoothing is performed on the lag 1 dierence series. In particular, the outlier as
well as the two observations on the previous and next days are smoothed. Denote the mean of
these three observations by m. For each outlier, two normal random noises with mean 0 and
standard deviation equal to 0.1 times the standard deviation of the dierence series of that sector
are generated; denote the two noises by e1 and e2. These three points are then smoothed to m− e1,
m+ e1 + e2, and m− e2, respectively. This ensures that the original time series can be recovered
if the cumulative sums are taken on the smoothed dierence series. Since the standard deviations
of the generated random noises are very small, changing the noise generation seed does not aect
the subsequent dependence analysis such as the estimated vine structure of the copula model.
The ARMA(1,1)-GARCH(1,1) lter is reapplied to the smoothed series to obtain the new residual
series. Figure 4 shows the plots of the original series, dierence series, dierence series after
smoothing, original residual series, and residual series after smoothing of the iron sector. It can be
seen smoothing makes the changes of the residuals series less abrupt on the outlier days while
leaving the residuals on the remaining days mostly unaected.
After obtaining the new residual series, the skewed Student’s t distributions are tted as the
univariate distribution models. The probability integral transform is taken to transform the residual
series to u-scores and make sure the transformed data follow the Uniform (0,1) distribution. The
u-scores are then used for tting copula models.
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Figure 3: The matrix of the pairwise scatter plots of the residuals of the remaining 20 sectors.
6 Applications to the Credit Spread Dataset
In this section, copula models are tted on the residual series of the credit spread dataset of
Chinese corporate bonds and the proposed conditional inference method is also applied to this
dataset. The dependence structure across sectors suggested by copula models is elaborated in
Section 6.1. The performance of the proposed cross prediction method based on vine copulas is
evaluated in Section 6.2. The assessment of risk transfer conditioned on the extreme quantile of a
central sector is presented in Section 6.3.
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Figure 4: The plots of the original series, dierence series, dierence series after smoothing, original
residual series, and residual series after smoothing of the iron sector. Red vertical lines indicate
the locations of the outliers.
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6.1 Examining the Dependence Structure Among Sectors
When analyzing nancial data collected across multiple sectors, it is often of interest to examine
the underlying dependence structure among dierent sectors. For example, Agca et al. (2017) study
how credit risk propagates through sectors across multiple tiers of supply chains.
As a graphical dependence model, vine, especially the trees at the rst few levels, provides
insights on the internal dependence and conditional dependence structure among the variables. In
the rst tree of a vine, variables with the strongest correlations are connected with the symmetric
dierence constraint satised. Therefore, variables that are a short distance away in the rst tree
should also have stronger dependence than those that are a long distance away.
The vine array for the tted R-vine copulas for the training set of the ltered residual series of
the credit spread dataset will be provided as supplementary material. A visualization of the rst
two trees of the tted R-vine is provided in Figure 5. From the rst tree, it can be seen that sectors
such as nonferrous metals, commerce & retail, transportation, and city investment are placed at
the central positions in the graph. To analyze their association with other sectors, transportation
is taken as an example. Based on T1, the distance-1 neighbors of transportation are commerce &
retail, coal, iron, and city investment. The distance-2 neighbors of transportation are nonferrous
metals, real estate, electricity generation, public utilities, and other comprehensive industries.
The distance-3 neighbors of transportation are equipment manufacturing, construction, culture &
media, and oil & gas.
The correlation of the normal scores ρN , the lower and upper semi-correlations ρ−N and ρ+N
(which are the correlations of the observations in the lower and upper quadrants, respectively)
are metrics to measure the strength of the dependence of bivariate copulas. To measure the tail
dependence of bivariate copulas, the tail-weighted dependence measures ζUα and ζLα in Lee et al.
(2018) can be used as the metrics. For α > 0, the upper-tail-weighted dependence measure ζUα for
a bivariate copula C(u1, u2) is dened as
ζUα (C) = 2− ϑα,
where ϑα and υα are dened as
ϑα =
α + α(1 + α)υα
α− (1 + α)υα and υα =
1
2
E (|Uα1 − Uα2 |) , (3)
respectively, with (U1, U2) ∼ C . The lower-tail-weighted dependence measure ζLα can be dened
in a similar manner with U1 and U2 in Equation (3) replaced by 1− U1 and 1− U2. Larger ζUα and
ζLα indicate stronger tail dependence.
The means of ρN , ρ−N , ρ+N , ζU10, and ζL10 across all the distance-1, 2, and 3 neighbors of trans-
portation are summarized in Table 3. It can be seen that all the dependence measures decrease as
the distance between a sector and the transportation sector increases. This suggests that vine is an
interpretable tool in visualizing the underlying dependence structure among variables.
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Figure 5: Visualization of the rst two levels of the R-vine array.
6.2 Evaluation of the Cross Prediction Performance
This section evaluates the eectiveness of the proposed cross prediction method based on vine
copulas. Dierent ways of deciding on the vine structure in Section 2.3 led to similar comparison
results.
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Metrics Distance-1 Distance-2 Distance-3
ρN 0.505 0.440 0.318
ρ−N 0.412 0.383 0.283
ρ+N 0.497 0.367 0.334
ζU10 0.328 0.247 0.162
ζL10 0.321 0.269 0.134
Table 3: The means of ρN , ρ−N , ρ+N , ζU10, and ζL10 across all the distance-1, 2, and 3 neighbors of
transportation.
Similar to the simulation studies in Section 4.2, the performance of the following three cross
prediction methods are considered: (1). linear regression, (2). Gaussian copula prediction, (3).
vine copula prediction. The candidate bivariate copulas for vine copula cross prediction include
Gaussian, Student’s t, Clayton, Gumbel, Frank, BB1, and BB8 copulas, as well as their corresponding
survival and reected counterparts.
Copula and linear regression models are tted on the training set, and the test set is used for the
purpose of performance evaluation. The prediction targets are the ARCH-GARCH ltered residuals
of the 20 sectors. All univariate distributions are modeled by skewed Student’s t distribution.
The conditional expectations (or medians) and the 80% prediction intervals are obtained for each
method. For copula predictions, the lower and upper bounds of the 80% prediction interval are the
conditional 10% and 90% quantiles, respectively. The absolute error (MAE), root mean squared error
(RMSE), and interval score (IS) comparing dierent methods in predicting the ARMA-GARCH
ltered residuals after smoothing for dierent sectors in the credit spread dataset of Chinese
corporate bonds are reported in Table 4. For sector j, these three measures are dened as
MAEj(M) = 1
ntest
ntest∑
i=1
∣∣∣x˜ij − ̂˜xMij ∣∣∣ ,
RMSEj(M) =
√√√√ 1
ntest
ntest∑
i=1
(
x˜ij − ̂˜xMij )2 ,
and
ISj(M) = 1
ntest
ntest∑
i=1
[(
ûMij − l̂Mij
)
+
2
α
(
l̂Mij − x˜ij
)
I{x˜ij < l̂Mij }+
2
α
(
x˜ij − ûMij
)
I{x˜ij > ûMij }
]
,
respectively.
Compared with linear regression, cross prediction with Gaussian and vine copulas has smaller
MAE, RMSE, and 80% IS. On one hand, in terms of the interval prediction performance, cross
prediction with vine copula has slightly lower 80% IS than Gaussian copula, while cross prediction
with both copula models has much smaller 80% IS compared with linear regression. The histograms
of the widths of the 80% prediction intervals generated by the three methods are displayed in
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Figure 6. It can be seen that the widths of the prediction intervals by copula models have a wider
range and larger variations compared with linear regression. This implies that heteroscedasticity
exists and conditional distributions are not normally distributed, since univariate marginal distri-
butions of the residual series are not normally distributed. Copula models are thus superior to
linear regression in accounting for heteroscedasticity in interval predictions.
Linear regression Gaussian copula Vine Copula
Sectors MAE RMSE 80% IS MAE RMSE 80% IS MAE RMSE 80% IS
City investment 0.384 0.520 2.002 0.333 0.484 1.782 0.308 0.448 1.488
Real estate 0.294 0.454 1.689 0.247 0.410 1.522 0.269 0.445 1.483
Iron 0.629 0.887 3.311 0.656 0.919 3.514 0.668 0.932 3.729
Transportation 0.250 0.326 1.518 0.274 0.358 1.379 0.262 0.367 1.266
Public utilities 0.364 0.483 2.083 0.327 0.447 1.540 0.302 0.399 1.509
Chemical engineering 0.874 1.524 5.997 0.685 1.525 4.335 0.668 1.498 4.535
Construction materials 0.598 0.963 3.574 0.613 0.984 4.217 0.651 1.033 4.223
Construction 0.413 0.641 2.352 0.364 0.587 1.974 0.390 0.643 2.040
Coal 0.702 0.969 3.497 0.674 0.943 3.656 0.678 0.946 3.579
Motor manufacturing 0.703 1.348 5.013 0.658 1.494 4.207 0.648 1.472 3.892
Commerce & retail 0.162 0.215 1.067 0.156 0.225 0.792 0.152 0.219 0.801
Oil & gas 0.539 0.830 3.066 0.525 0.822 3.128 0.526 0.821 3.107
Culture & media 0.521 0.786 3.492 0.430 0.703 2.688 0.433 0.706 2.655
Nonferrous metals 0.625 1.030 3.610 0.606 1.016 3.733 0.630 1.046 3.812
Equipment manufacturing 0.605 1.016 3.392 0.522 0.995 3.182 0.625 1.067 3.640
Electronics 0.623 0.995 3.907 0.572 1.056 3.344 0.549 0.972 3.175
Electricity generation 0.353 0.484 1.979 0.326 0.467 1.764 0.335 0.480 1.715
Electricity supply 0.498 0.738 2.686 0.482 0.675 2.494 0.505 0.760 2.534
National railway 0.768 1.083 4.016 0.735 1.029 3.893 0.751 1.026 3.783
Other comprehensive industries 0.397 0.577 2.214 0.362 0.553 2.123 0.382 0.573 2.157
Mean 0.515 0.793 3.023 0.477 0.785 2.763 0.486 0.793 2.756
Table 4: The absolute error (MAE), root mean squared error (RMSE), and interval score (IS)
comparing dierent methods in predicting the ARMA-GARCH ltered residuals after smoothing
for dierent sectors in the credit spread dataset of Chinese corporate bonds.
On the other hand, in terms of the point prediction performance, Gaussian copula has slightly
smaller MAE and RMSE than vine copula. Since Gaussian copula is a simpler model than vine
copula, Gaussian bivariate copulas along with univariate skewed Student’s t distribution should be
sucient to predict the median of the residual series if one is interetsed in point prediction. The
bivariate copulas for tting a vine copula model on the training set will be shown in a table in
supplementary material. In tree 1 of the vine, 18 bivariate copulas (15 t, 1 BB1, 1 survival BB1) have
tail dependence, and the other two are BB8 and Frank copulas. Based on results of Joe et al. (2010),
the tail dependence in tree 1 indicates there is tail dependence among the most pairs of residuals
of the 20 sectors. In trees 2 and higher, the bivariate copulas are in the Frank, Gaussian, Gumbel,
Clayton, t, BB1 and BB8 families, possibly reected on one variable to get negative dependence or
reected on two variables to get the opposite tail asymmetry. For example, the Gumbel copula has
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Figure 6: The histograms of the widths of the 80% prediction intervals generated by linear regression,
Gaussian copula cross prediction, and vine copula cross prediction for the credit spread data.
only upper tail dependence, so the survival Gumbel copula has only lower tail dependence.
Although the Gaussian copula model has slightly lower prediction MAE and RMSE, the vine
copula provides a better t on the training data. The overall AIC values of tting a Gaussian copula
and a vine copula on the training set of the credit spread data are -4642 and -6004, respectively.
The overall BIC values of tting a Gaussian copula and a vine copula on the training set of the
credit spread data are -3807 and -4870, respectively. The AIC and BIC of the vine copula model are
both signicantly lower than that of the Gaussian copula model, indicating a superior t on the
training data. By edges of the vine, we checked that the AIC values of the vine copula at the rst
few levels are mostly much smaller when a non-Gaussian copula is tted. This implies that vine
copula model with exible pair-copulas on edges of the vine ts the training data much better.
6.3 Risk Transfer
To further compare the dierences between Gaussian and vine copulas, it is of interest to study
how risks transfer among dierent sectors indicated by the two copula models. This comparison
more clearly shows how inferences are aected when a copula with tail dependence is tted.
For the evaluation of risk transfer, we adopt the simulation techniques proposed by Brechmann
et al. (2013) and details of the algorithmic steps are summarized in Section 3.2. Specically,
conditioned on an extreme quantile (for example, at 0.95 quantile) of the ARMA-GARCH ltered
residuals of the transportation sector, the u-scores of the residuals of all the other sectors are
simulated based on the conditional distribution derived from the joint copula density. We provide a
summary of the conditional median u-score values for sectors within distance 3 of the transportation
sector based on the vine graph (i.e., those sectors paired with the transportation sector in trees 1, 2
and 3 of the vine).
Using a simulation sample size of 100, u-score vectors are generated for both Gaussian and vine
copulas, conditioned on the 0.95 quantile of the residual of the transportation sector. The median
residual u-scores of all other sectors can be obtained. This is repeated 1000 times to get the mean
26
and standard error of the conditional medians; the results are shown in Table 5 for sectors within
a distance of 3 of the transportation sector. Because tail dependence and tail-weighted dependence
are indicated in Table 3 and almost bivariate copulas in tree 1 have tail dependence, the conditional
median u-scores tend to be higher for the vine copula, showing that risks of a larger magnitude
transfer to other sectors when there is tail dependence.
Distance-1 Gaussian copula Vine copula
City investment 0.860 (0.021) 0.904 (0.014)
Iron 0.756 (0.036) 0.778 (0.035)
Coal 0.793 (0.031) 0.819 (0.032)
Commerce & retail 0.787 (0.031) 0.834 (0.030)
Mean 0.799 (0.018) 0.834 (0.017)
Distance-2 Gaussian copula Vine copula
Real estate 0.781 (0.033) 0.815 (0.033)
Public utilities 0.830 (0.026) 0.871 (0.021)
Nonferrous metals 0.773 (0.033) 0.793 (0.033)
Electricity generation 0.781 (0.032) 0.812 (0.032)
Other comprehensive industries 0.783 (0.031) 0.829 (0.029)
Mean 0.790 (0.016) 0.824 (0.016)
Distance-3 Gaussian copula Vine copula
Construction 0.735 (0.038) 0.745 (0.040)
Oil & gas 0.587 (0.047) 0.620 (0.046)
Culture & media 0.689 (0.043) 0.663 (0.050)
Equipment manufacturing 0.715 (0.039) 0.721 (0.041)
Mean 0.682 (0.023) 0.687 (0.025)
Table 5: Simulation from tted copula models: the means of the conditional medians of the
simulated u-scores for the residuals of all sectors within distance 3 of the transportation sector
conditioned on 0.95 quantile of the residual for the transportation sector across all repetitions
are shown in the table. The numbers in parentheses are the corresponding standard errors. The
summaries are based on 1000 repetitions with simulation sample size of 100.
In summary, compared with linear regression, copula models have a larger impact on statistical
inference with regard to heteroscedasticity and tail dependence. It is important to take these
aspects into account if one would like to generate more informative prediction intervals or study
the conditional dependence under circumstances of extreme observations.
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7 Conclusion
In conclusion, we have applied vine copula modeling to a credit spread dataset of Chinese
corporate bonds. The model is used for conditional inferences in terms of cross prediction and risk
transfer analysis. For nancial data, the variables often have stronger dependence in the joint tails
than that would be expected with a Gaussian copula model. The conditional inferences show some
types of inferences are more strongly aected by tail dependence. Risk transfer conditioned on
one variable being extreme shows a big dierence between inferences from a vine copula with tail
dependence and a Gaussian copula. Cross prediction to obtain central prediction interval estimates
for one variable given the others is not a tail inference, and this explains why the vine and Gaussian
copula perform similarly. Nevertheless, both copula models provide better prediction intervals
than classical multiple regression because the variables do not have univariate Gaussian marginal
distributions. The estimated vine structure also provides an interpretable way to visualize the
dependence structure among all variables. In the earlier referenced papers and books where there
are comparisons of vine and Gaussian copulas, there are also tail inferences that are aected by
tail dependence in the copula model and other inferences that are not aected.
In this paper, the joint distribution of a multivariate dataset is modeled by a complete vine
copula. However, in some applications, a copula model with a parsimonious dependence structure
is preferred to reduce the number of parameters and avoid overtting. Future research could be
done to modify the proposed cross prediction algorithm when a parsimonious truncated vine
copula or a factor copula is tted instead of a complete vine copula.
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Appendix
A Correlation Heatmap of the Filtered Residuals
The heatmap of Pearson’s correlation coecient among the unsmoothed ARMA-GARCH
ltered residuals of the 24 sectors is shown in Figure 7.
B Vine Array and Bivariate Copula Families
The vine array of tting an R-vine on the training set of the ltered residual series of the credit
spread dataset of Chinese corporate bonds is displayed in Table 6.
The bivariate copulas of tting a vine copula model on the training set according to the vine
array in Table 6 are shown in Table 7. It can be seen that most of the bivariate copula models at the
rst level are Student’s t copula. This indicates that there is tail dependence among the residuals
of the 20 sectors.
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Figure 7: The heatmap of Pearson’s correlation coecient among the obtained residuals after
applying the ARMA(1,1)-GARCH(1,1) lter.
C Visualization of the Prediction Performance
Figure 8 visualizes the prediction performance of dierent methods on the test set. The plots
show the predicted conditional expectations or medians against the true values on the test set by
linear regression, Gaussian copula cross prediction, and vine copula cross prediction. It can be
seen that the point predictions by the three methods are similar, while Gaussian copula and vine
copula have slightly lower prediction error.
D AIC and BIC Values for Copula Models
The AIC values for each edge when tting a Gaussian copula on the training set according to
the vine array in Table 6 are shown in Table 8, while the AIC values for each edge when tting a
vine copula on the training set according to the vine array in Table 6 and copula models in Table 7
are shown in Table 9.
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1 1 4 4 4 11 14 15 11 1 17 12 12 1 14 7 16 7 2 1
4 1 11 9 4 11 14 4 4 1 17 18 4 11 15 7 16 11 5
11 1 11 9 4 11 14 11 4 1 17 17 4 14 15 6 4 4
9 1 3 9 4 15 9 11 4 1 12 2 11 14 15 14 17
3 1 3 9 7 3 9 11 4 18 15 4 11 14 15 12
14 1 3 9 14 3 9 11 19 7 2 4 11 7 18
15 1 3 15 14 3 9 11 9 8 2 4 9 19
7 1 7 15 14 3 9 3 9 8 2 3 11
2 2 7 15 14 3 1 3 9 8 1 9
17 2 7 15 14 17 1 3 9 17 3
12 2 7 15 12 17 1 3 12 14
18 2 7 18 12 17 1 18 15
19 2 19 18 12 17 19 7
5 5 19 18 12 5 2
8 5 19 18 8 13
16 5 19 16 8
6 5 6 16
10 10 6
13 10
20
Table 6: The vine array of tting an R-vine on the training set of the ltered residual series of the
credit spread dataset of Chinese corporate bonds. The 20 variables are the residual series of the
sector-wise mean daily credit spreads of the AAA-rated corporate bonds from the following sectors:
(1). city investment, (2). real estate, (3). iron, (4). transportation, (5). public utilities, (6). chemical
engineering, (7). construction materials, (8). construction, (9). coal, (10). motor manufacturing, (11).
commerce & retail, (12). oil & gas, (13). culture & media, (14). nonferrous metals, (15). equipment
manufacturing, (16). electronics, (17). electricity generation, (18). electricity supply, (19). national
railway, and (20). other comprehensive industries.
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t t BB1 t t t t t t F t BB8 t t t t BB1.s t t
- t F F F BB8.s BB8.s t t BB8.v F t F BB8 BB8.s BB8.s t G.s BB8.s
- - F BB8 F F F t F C.s t t t N F BB8.s G F BB8
- - - C F t BB8.s BB8 C F C.u N N t F F C.v F t
- - - - F F t BB8.s BB1.v BB8.s F G F C.u G BB8.s BB1.s t C.s
- - - - - F F G G.v G.u F N F F t C N t C
- - - - - - F C.u t C.v F C.s t F C G C.s F F
- - - - - - - N C.u C.u G.u F F F N C.s BB8.s C.s BB8.u
- - - - - - - - C F t C.u BB8.u F BB1.u F t G.s t
- - - - - - - - - F G G C.v G.v F F G.v C.v G
- - - - - - - - - - F F F N F N N F BB1
- - - - - - - - - - - G.s t F F G G N t
- - - - - - - - - - - - C.s F t F G.s C.v BB8.s
- - - - - - - - - - - - - G.s C.s C.v N N G.s
- - - - - - - - - - - - - - C G.u G.s t t
- - - - - - - - - - - - - - - F G t F
- - - - - - - - - - - - - - - - F G C
- - - - - - - - - - - - - - - - - C.v G.s
- - - - - - - - - - - - - - - - - - G
Table 7: The bivariate copulas of tting an R-vine on the training set of the ltered residual series
of the credit spread dataset of Chinese corporate bonds. N, t, C, G, and F in the copula family
matrix stand for bivariate Gaussian, Student’s t, Clayton, Gumbel, and Frank copulas, respectively.
A sux of ‘s’ represents survival version of the copula family to get the opposite direction of joint
tail asymmetry; ‘u’ and ‘v’ represent the copula family with reection on the rst and second
variable respectively to get negative dependence.
-331.8 -171.7 -167.5 -112.0 -163.9 -126.4 -159.7 -182.3 -229.0 -125.0 -525.9 -113.8 -328.8 -150.8 -115.8 -86.4 -87.2 -252.2 -251.0
-22.1 -25.8 -40.3 -52.2 -25.0 -55.0 -67.2 -13.8 -16.0 -12.5 -21.6 -46.2 -20.9 -16.4 -54.0 -17.0 -32.4 -34.9
-10.8 -13.3 -35.9 -12.9 -10.1 -22.3 0.6 2.0 -6.9 1.3 -0.2 -18.7 -8.4 -3.0 -2.1 1.9 -6.5
-3.1 -9.3 -10.1 -14.0 -13.9 -4.7 -3.5 0.9 -12.4 -2.4 -5.8 1.7 -25.7 1.9 -6.4 1.1
1.6 0.4 -3.5 -16.9 -1.3 -24.2 -11.7 -0.2 1.6 1.8 -3.0 -2.5 -2.0 1.8 1.4
2.0 -3.1 -4.0 1.2 1.1 -2.1 0.5 1.7 -12.6 -1.5 2.0 0.1 -0.4 2.0
-0.8 1.7 1.5 1.0 2.0 -1.8 2.0 -1.3 -0.4 2.0 2.0 0.2 2.0
1.3 -1.7 -2.7 -1.1 1.8 2.0 1.9 1.1 0.8 -0.5 -2.7 1.1
-0.9 1.9 1.6 2.0 -0.8 1.7 1.3 1.7 -4.1 0.5 1.5
-1.1 2.0 1.9 2.0 1.9 2.0 1.8 0.3 0.6 0.8
1.8 2.0 -3.1 -72.8 2.0 1.9 1.0 2.0 -10.3
2.0 1.2 -25.6 -0.3 1.2 1.7 -2.1 -0.6
-0.8 -13.4 1.6 1.8 1.4 0.9 -2.5
1.0 2.0 0.3 1.2 -8.9 0.4
0.2 2.0 2.0 -0.8 0.7
1.8 1.6 2.0 1.9
1.0 1.9 2.0
-2.1 1.9
0.4
Table 8: The AIC values for each edge when tting a Gaussian copula on the training set based on
the vine array in Table 6.
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Figure 8: The predicted conditional expectations or medians against the true ARMA-GARCH
ltered residuals on the test set by linear regression, Gaussian copula cross prediction, and vine
copula cross prediction. The black line is the 45°diagonal line.
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-432.9 -242.1 -178.0 -121.7 -224.0 -152.3 -211.0 -253.0 -255.2 -147.6 -58 -123.2 -442.7 -183.4 -222.1 -171.5 -114.5 -318.5 -307.0
-55.8 -25.1 -55.1 -5 -32.9 -63.5 -65.0 -20.2 -22.3 -16.9 -35.8 -47.2 -22.3 -20.4 -31.7 -40.5 -26.6 -41.9
-6.7 -15.9 -49.5 -10.4 -4.0 -23.7 0.4 0.6 -24.0 -1.4 -3.7 -19.1 -5.7 -1.5 -9.1 -0.2 -7.9
-1.8 -6.8 -12.0 -13.2 -7.4 -13.7 -4.1 -0.6 -7.6 -2.6 -11.2 0.7 -24.7 2.0 -9.3 -0.1
0.1 -1.9 -9.9 -21.9 -1.7 -32.4 -9.8 -0.1 1.3 -0.2 -1.2 -3.9 -3.3 -1.6 -0.6
1.1 -4.9 -3.7 1.2 -0.9 -2.8 -0.8 1.8 -14.4 -7.8 1.9 -0.9 -7.5 0.0
-10.8 -1.8 1.3 0.1 1.4 -3.7 -9.2 -3.4 -4.9 0.9 0.4 0.5 1.6
1.7 -2.4 -2.2 -3.1 1.8 0.6 1.8 0.8 0.4 -9.9 -2.8 -1.4
-3.7 1.3 -0.8 1.6 -3.3 1.3 0.5 0.4 -4.9 -0.3 -0.9
-3.7 1.0 0.6 1.0 1.7 1.2 1.4 0.8 0.6 -4.7
1.7 1.3 -6.2 -69.5 1.6 1.6 1.1 0.7 -12.4
1.7 -2.9 -41.2 -0.4 0.1 -3.5 -0.5 1.1
-0.2 -12.4 0.7 1.7 0.3 0.7 -12.8
-6.2 1.6 0.5 0.6 -4.2 -1.1
-7.6 0.0 0.1 -2.2 -1.3
2.0 -1.0 -5.8 -0.2
-0.1 0.7 1.6
-2.4 -1.7
-5.6
Table 9: The AIC values for each edge when tting a vine copula on the training set based on the
vine array in Table 6 and the copula models in Table 7.
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