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and Dual Discriminator





The polynomial Ideal Membership Problem (IMP) tests if an input polynomial f ∈ F[x1, . . . , xn] with
coefficients from a field F belongs to a given ideal I ⊆ F[x1, . . . , xn]. It is a well-known fundamental
problem with many important applications, though notoriously intractable in the general case. In
this paper we consider the IMP for polynomial ideals encoding combinatorial problems and where
the input polynomial f has degree at most d = O(1) (we call this problem IMPd).
A dichotomy result between “hard” (NP-hard) and “easy” (polynomial time) IMPs was achieved
for Constraint Satisfaction Problems over finite domains [6, 34] (this is equivalent to IMP0) and
IMPd for the Boolean domain [23], both based on the classification of the IMP through functions
called polymorphisms. For the latter result, there are only six polymorphisms to be studied in
order to achieve a full dichotomy result for the IMPd. The complexity of the IMPd for five of
these polymorphisms has been solved in [23] whereas for the ternary minority polymorphism it was
incorrectly declared in [23] to have been resolved by a previous result. In this paper we provide
the missing link by proving that the IMPd for Boolean combinatorial ideals whose constraints are
closed under the minority polymorphism can be solved in polynomial time. This completes the
identification of the precise borderline of tractability for the IMPd for constrained problems over the
Boolean domain. We also prove that the proof of membership for the IMPd for problems constrained
by the dual discriminator polymorphism over any finite domain can also be found in polynomial
time. Bulatov and Rafiey [8] recently proved that the IMPd for this polymorphism is decidable in
polynomial time, without needing a proof of membership. Our result gives a proof of membership
and can be used in applications such as Nullstellensatz and Sum-of-Squares proofs.
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1 Introduction
The study of polynomial ideals and related algorithmic problems goes back to David Hil-
bert [17]. The methods developed in this area to date find a wide range of applications
in mathematics and computer science. In this paper we consider the polynomial Ideal
Membership Problem, where we want to decide if a given polynomial belongs to a given ideal.
This problem is a fundamental algorithmic problem with important applications in solving
polynomial systems (see e.g. [12]), polynomial identity testing [12, 30] and underlies proof
systems such as Nullstellensatz and Polynomial Calculus (see e.g. [2, 9, 15]).
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To introduce the problem formally, let F[x1, . . . , xn] be the ring of polynomials over a
field F with indeterminates x1, . . . , xn. A polynomial ideal I is a subset of the polynomial
ring F[x1, . . . , xn] with two properties: for any two polynomials f, g in I, f + g also belongs
to I and so does hf for any polynomial h. By the Hilbert Basis Theorem [16] every ideal
I has a finite generating set F = {f1, . . . , fr} ⊂ I such that for every f ∈ F[x1, . . . , xn], we
have f ∈ I if and only if there is an “ideal membership proof”, namely a set of polynomials
{h1, . . . , hr} ⊂ F[x1, . . . , xn] such that f = h1f1 + . . . + hrfr. The polynomial Ideal
Membership Problem (IMP) is to find out if a polynomial f belongs to an ideal I or
not, given a set F of generators of the ideal (we use IMPd to denote IMP when the input
polynomial f has degree at most d = O(1)). The IMP is, in general, notoriously intractable.
The results of Mayr and Meyer show that it is EXPSPACE-complete [24, 25].
Semidefinite programming (SDP) relaxations have been a powerful technique for approx-
imation algorithm design ever since Goemans and Williamson celebrated result of Max-Cut
[14]. With the aim to construct stronger and stronger SDP relaxations, the Sum-of-Squares
(SoS) hierarchy has emerged as the most promising set of relaxations (see e.g. [20]). However,
we still do not know the answer to even very basic questions about its power. For example, we
do not even know when SoS is guaranteed to run in polynomial time! As recently observed by
O’Donnell [26], bounded degree SoS proof does not necessarily imply its low bit complexity,
showing that the often repeated claim, that for any fixed degree SoS runs in polynomial
time, is far from true. O’Donnell raised the open problem to establish useful conditions
under which “small” SoS proof can be guaranteed. With this aim, a first elegant sufficient
condition is due to Raghavendra and Weitz [27, 33]. For each instance C of a combinatorial
problem, the set of polynomials that vanish at every point of the set of solutions of C is
called the combinatorial ideal of C and denoted by IC . To satisfy Raghavendra and Weitz’s
criterion, it is necessary (but also sufficient) that the ideal membership problem IMPd for
each IC is polynomial time solvable and that ideal membership proofs can be efficiently
found too.1 So the tractability of the ideal membership proof ensures that SoS runs in
polynomial time for combinatorial problems. This is currently the only known general
result that addresses the SoS bit complexity issue. However, the IMPd tractability criterion
of Raghavendra and Weitz suffers from a severe limitation, namely it is not clear which
restrictions on combinatorial problems can guarantee an efficient computation of the IMPd
proofs for combinatorial ideals.
The Constraint Satisfaction Problem (CSP) provides a general framework for a wide range
of combinatorial problems, where we are given a set of variables and a set of constraints, and
we have to decide whether the variables can be assigned values that satisfy the constraints.
There are useful connections between IMPd and the CSP: for example a CSP instance C
is unsatisfiable if and only if 1 ∈ IC. It follows that CSP is just the special case of IMPd
with d = 0 (see Appendix A.1 for more details on Ideal-CSP correspondence). Restrictions
on CSPs, called CSP(Γ), in which the type of constraints is limited to relations from a set
Γ, have been successfully applied to study the computational complexity classification (and
other algorithmic properties) of CSPs (see [7] for an excellent survey).
Motivated by the aforementioned issue of Raghavendra and Weitz criterion, Mastrolilli [23]
initiated a systematic study of the IMPd tractability for combinatorial ideals of the form
IMPd(Γ) arising from combinatorial problems from CSP(Γ) for a set of relations Γ over the
Boolean domain. The classic dichotomy result of Schaefer [29] gives the complexity of CSP(Γ)
(and therefore of IMP0(Γ)) for the Boolean domain: CSP(Γ) is solvable in polynomial time
1 Note that answering whether a polynomial belongs to a certain ideal does not necessarily mean finding
an ideal membership proof of that.
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if all constraints are closed under one of six polymorphisms (majority, minority, MIN, MAX,
constant 0 and constant 1), else it is NP-complete. Mastrolilli [23] claimed a dichotomy result
for the IMPd(Γ) for the Boolean domain: for any constant d ≥ 1, the IMPd(Γ) of Boolean
combinatorial ideals is solvable in polynomial time if all constraints are closed under one
of four polymorphisms (majority, minority, MIN, MAX), else it is coNP-complete. In [23],
for three polymorphisms (majority, MIN, MAX), it is shown that IMPd(Γ) is polynomial
time solvable, and moreover ideal membership proofs can be efficiently found, too. Whereas
for the ternary minority polymorphism it was incorrectly declared to have been resolved
by a previous result2. As a matter of fact the complexity of the IMPd(Γ) for the ternary
minority polymorphism is open. It was mistakenly assumed in [23] that computing the
(mod 2) Gröbner basis in lexicographic order was sufficient to solve the IMPd problem in
polynomial time, but the issue is that we require polynomials to be over R and not GF(2).
We address these issues in this paper and therefore establish the full dichotomy result
claimed in [23] (see [22] for an updated version of the paper). To ensure efficiency of the
IMPd(Γ) for the ternary minority polymorphism, it is sufficient to compute a d-truncated
Gröbner basis in the graded lexicographic order (see Definition 8 and Appendix A for more
details). This is achieved by first showing that we can easily find a Gröbner basis in the
lexicographic order for the combinatorial ideal. Since polynomials in this Gröbner basis can
have degrees up to n and coefficients of exponential size, we show how this basis can be
converted to a d-truncated Gröbner basis in the graded lexicographic order in polynomial
time, whose polynomials have degrees up to d and coefficients of constant size. This efficiently
solves the IMPd(Γ) for combinatorial ideals whose constraints are over a language Γ closed
under the minority polymorphism. Together with the results in [23, 22], our result allows
to complete the answer of the aforementioned question by allowing to identify the precise
borderline of tractability of the Boolean IMPd(Γ). Thus the following summarizes our first
result of this paper:
▶ Theorem 1. Let Γ be a constraint language over the Boolean domain that is closed under
the minority polymorphism. For each instance C of CSP(Γ), the d-truncated reduced Gröbner
basis in the graded lexicographic monomial ordering of the combinatorial ideal IC can be
computed in nO(d) time.
▶ Corollary 2. If Γ is closed under the minority polymorphism, then the ideal membership
proofs of IMPd(Γ) over the Boolean domain can be computed in polynomial time for d = O(1).
After the appearance of a preliminary version of this paper [4], Bulatov and Rafiey [8]
have recently obtained exciting new results. For a finite domain D = {0, 1, . . . , p − 1}
with prime p elements, they consider the affine polymorphism ⊗ : D3 → D defined as
⊗(a, b, c) = a − b + c (mod p) (it is easy to see that this is the minority polymorphism for
the Boolean domain). By building on our approach, they prove that a d-truncated Gröbner
basis can be computed in time nO(d) for any fixed prime p.
In [3], we began the generalization of CSP(Γ) (viz. IMP0(Γ)) by working on the
corresponding IMPd(Γ) for any d = O(1) in the ternary domain, which expands the known
set of tractable IMPd cases by providing a suitable class of combinatorial problems. We
considered problems constrained under the dual discriminator polymorphism and prove that
we can find the reduced Gröbner basis of the corresponding combinatorial ideal in polynomial
time. This ensures that we can check if any degree d polynomial belongs to the combinatorial
ideal or not in polynomial time, and provide proof of membership if it does. Among the very
interesting results obtained in [8], the authors show that the IMPd is solvable in polynomial
2 This was pointed out by Andrei Bulatov, Akbar Rafiey and Stanislav Živný.
MFCS 2021
16:4 Ideal Membership Problem for Boolean Minority and Dual Discriminator
time for any finite domain for problems constrained under the dual discriminator. This was
done by eliminating permutation constraints in some sense through a pre-processing step
and converting an instance C = (X, D, C) to an instance C′ = (X ′, D, C ′) where X ′ ⊆ X
and C ′ ⊆ C. Moreover, a polynomial f(X) was converted to a polynomial f ′(X ′) such that
f ∈ IC if and only if f ′ ∈ IC. They calculated a Gröbner basis of IC′ , in polynomial time,
which reflected the remaining constraints. This gives a proof of membership of f ′ in IC′ if it
does belong to the ideal, but it is not yet known as to how to recover the proof of membership
for f in IC . Meanwhile our results in [3] gives proof of membership, but is only constrained
to a 3-element domain.
In this paper, we compute a Gröbner basis for the entire combinatorial ideal over a
finite domain by showing that a Gröbner basis of the ideal associated with permutation
constraints can also be calculated in polynomial time. We forego the pre-processing step of
[8], include the permutation constraints and directly calculate a Gröbner basis of IC. The
set of polynomials that the elements of the Gröbner basis can come from is polynomial in
size and hence we show that a proof of membership can also be calculated in polynomial
time as required in [28]. The following summarizes the second result of this paper:
▶ Theorem 3. Let Γ be a constraint language over a finite domain D that is closed under
the dual discriminator polymorphism. For each instance C of CSP(Γ), a Gröbner basis in
the graded lexicographic monomial ordering of the combinatorial ideal IC can be computed
in time polynomial in the number of variables. The polynomials in this basis have degree at
most |D|.
▶ Corollary 4. If Γ is closed under the dual discriminator polymorphism, then membership
proofs for IMP(Γ), over a finite domain, can be computed in polynomial time.
The study of CSP-related IMPs is in its early stages. The results obtained in this paper
are steps towards the long term and challenging goal of extending the celebrated dichotomy
results of CSP(Γ) for finite domain [6, 34] to IMP(Γ). This would provide a complete
CSP-related characterization of when the IMP tractability criterion is applicable.
Due to space limitations, we provide a sketch for some of the proofs, and the complete
proofs will be updated in [4]. To make the paper more self-contained, some essential
background and standard (according to the book [12]) Gröbner basis notations can be found
in Appendix A.
2 Preliminaries
Let D denote a finite set (domain). By a k-ary relation R on a domain D we mean a subset
of the k-th cartesian power Dk; k is said to be the arity of the relation. We often use relations
and (affine) varieties interchangeably since both essentially represent a set of solutions. A
constraint language Γ over D is a set of relations over D. A constraint language is finite
if it contains finitely many relations, and is Boolean if it is over the 2-element domain {0, 1}.
A constraint over a constraint language Γ is an expression of the form R(x1, . . . , xk) where
R is a relation of arity k contained in Γ, and the xi are variables. A constraint is satisfied by
a mapping ϕ defined on the xi if (ϕ(x1), . . . , ϕ(xk)) ∈ R.
▶ Definition 5. The (nonuniform) Constraint Satisfaction Problem (CSP) associated
with language Γ over D is the problem CSP(Γ) in which: an instance is a triple C = (X, D, C)
where X = {x1, . . . , xn} is a set of n variables and C is a set of constraints over Γ with
variables from X. The goal is to decide whether or not there exists a solution, i.e. a mapping
ϕ : X → D satisfying all of the constraints. We will use Sol(C) to denote the set of solutions
of C.
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Moreover, we follow the algebraic approach to Schaefer’s dichotomy result [29] formulated by
Jeavons [18] where each class of CSPs that are polynomial time solvable is associated with a
polymorphism.
▶ Definition 6. An operation f : Dm → D is a polymorphism of a relation R ⊆ Dk if
for any choice of m tuples from R (allowing repetitions), it holds that the tuple obtained
from these m tuples by applying f coordinate-wise is in R. If this is the case we also say
that f preserves R, or that R is invariant or closed with respect to f . A polymorphism of a
constraint language Γ is an operation that is a polymorphism of every R ∈ Γ.
For a given instance C of CSP(Γ), the vanishing ideal of its solution set, I (Sol(C)), is
called its combinatorial ideal and is denoted by IC (see Definition 20 in Appendix A).
We call polynomials of the form Πa∈D(xi − a) domain polynomials, denoted by dom(xi).
They describe the fact that Sol(C) ⊆ Dn. For a more detailed Ideal-CSP correspondence we
refer to Appendix A.1.
▶ Definition 7. The Ideal Membership Problem associated with language Γ is the
problem IMP(Γ) in which the input consists of a polynomial f ∈ F[X] and a CSP(Γ)
instance C = (X, D, C). The goal is to decide whether f lies in the combinatorial ideal IC.
We use IMPd(Γ) to denote IMP(Γ) when the input polynomial f has degree at most d.
The Gröbner basis G of an ideal is a set of generators such that f ∈ ⟨G⟩ ⇐⇒ f |G = 0,
where f |G denotes the remainder of f divided by G (see [12] or Appendix A.2 for more
details and notations).
▶ Definition 8. If G is a Gröbner basis of an ideal in F[x1, . . . , xn], the d-truncated
Gröbner basis G′ of G is defined as
G′ = G ∩ F[x1, . . . , xn]d,
where F[x1, . . . , xn]d is the set of polynomials of degree less than or equal to d.
It is not necessary to compute a Gröbner basis of IC in its entirety to solve the IMPd.
Since the input polynomial f has degree d = O(1), the only polynomials from G that can
possibly divide f in the graded lexicographic order (see Definition 26 in Appendix A.2), are
those that are in G′. The remainders of such divisions are also in F[x1, . . . , xn]d. Therefore,
by Proposition 32 and Corollary 33, the membership test can be computed by using only
polynomials from G′ and therefore we have
f ∈ IC ∩ F[x1, . . . , xn]d ⇐⇒ f |G′ = 0.
From the previous observations it follows that if we can compute G′ in nO(d) time then this
yields an algorithm that runs in nO(d) time for the IMPd (note that the size of the input
polynomial f is bounded by nO(d)).
3 Boolean Minority
The Boolean Minority polymorphism is an affine polymorphism defined as follows. Note that
there is only one such polymorphism for the Boolean domain.
▶ Definition 9. For a finite domain D, a ternary operation ⊗ is called a minority poly-
morphism if ⊗(a, a, b) = ⊗(a, b, a) = ⊗(b, a, a) = b for all a, b ∈ D.
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3.1 Gröbner bases in lex order
Consider an instance C = (X = {x1, . . . , xn}, D = {0, 1}, C) of CSP(Γ) where Γ is ⊗-closed.
Any constraint of C can be written as a system of linear equations over GF(2) (see e.g.
[10]). These linear systems with variables x1, . . . , xn can be solved by Gaussian elimination.
If there is no solution, then we have from Hilbert’s Weak Nullstellensatz (Theorem 25)
that 1 ∈ IC ⇐⇒ Sol(C) = ∅ ⇐⇒ IC = R[x]. If 1 ∈ IC the reduced Gröbner basis is
{1}. We proceed only if Sol(C) ̸= ∅. In this section, we assume the lex order >lex with
x1 >lex x2 >lex · · · >lex xn. We also assume that the linear system has r ≤ n equations
and is already in its reduced row echelon form with xi as the leading monomial of the i-th
equation. Let Suppi ⊂ [n] such that {xj : j ∈ Suppi} is the set of variables appearing in the
i-th equation of the linear system except for xi. Let the i-th equation be Ri = 0 (mod 2)
where
Ri := xi ⊕ fi, (1)
with i ∈ [r] and fi is the Boolean function (
⊕
j∈Suppi xj) ⊕ αi and αi = 0/1.
3.2 From (mod 2) to regular arithmetic Gröbner basis
In this section, we show how to transform Ri’s into polynomials in regular arithmetic. The
idea is to map Ri to a polynomial R′i over R[x1, . . . , xn] such that a ∈ {0, 1}n satisfies Ri = 0
if and only if a satisfies R′i = 0. Moreover, Ri is such that it has the same leading term as
R′i. We produce a set of polynomials G1 and prove that G1 is the reduced Gröbner basis of
IC over R[x1, . . . , xn] in the lex ordering. We define R′i as










xj1xj2 · · · xjk
)








xj1xj2 · · · xjk
)
when αi = 1
(3)
▶ Lemma 10. Consider the following set of polynomials:
G1 = {R′1, . . . , R′r, x2r+1 − xr+1, . . . , x2n − xn}, (4)
where R′i is from Equation (2). G1 is the reduced Gröbner basis of IC in the lexicographic
order x1 >lex x2 >lex . . . , >lex xn.
Proof. For any two Boolean variables x and y,
x ⊕ y = x + y − 2xy. (5)
By repeatedly using Equation (5) to obtain the equivalent expression for fi, we see that
Ri = 0 (mod 2) and R′i = 0 have the same set of 0/1 solutions. Therefore V (⟨G1⟩) is equal
to Sol(C). This implies that ⟨G1⟩ ⊆ IC . Moreover, LM(Ri) = LM(R′i) = xi, by construction.
For every pair of polynomials in G1 the reduced S-polynomial is zero as the leading monomials
of any two polynomials in G1 are relatively prime. By Buchberger’s Criterion (see Theorem 36)
it follows that G1 is a Gröbner basis of ⟨G1⟩ over R[x1, . . . , xn] (according to the lex order).
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In fact, it can be seen by inspection that G1 is the reduced Gröbner basis of ⟨G1⟩. To prove
that IC = ⟨G1⟩, we need to prove that any p ∈ IC =⇒ p ∈ ⟨G1⟩. It is enough to prove
that p|G1 = 0 as this implies p ∈ ⟨G1⟩. We have that p|G1 cannot contain variable xi for
all 1 ≤ i ≤ r. Hence p|G1 is multilinear in xr+1, xr+2, . . . , xn. Each tuple of Dn−r extends
to exactly that n−tuple in Sol(C) whose coordinate associated with xi (1 ≤ i ≤ r) is the
unique value xi takes to satisfy xi ⊕ fi = 0 (see Equation (1) and Equation (2)). As p|G1 is
multilinear in xr+1, xr+2, . . . , xn, there are at most 2n−r coefficients. Since every point of
Dn−r is a solution of p|G1 , we see that every coefficeint of p|G1 is zero and hence p|G1 is the
zero polynomial. Hence G1 is the reduced Gröbner basis of IC . ◀
Note that the reduced Gröbner basis in Equation (4) can be “efficiently” computed by
exploiting the high degree of symmetry in each M(fi) and using elementary symmetric
polynomials with variables from Suppi.
3.3 Computing a truncated Gröbner basis
Now that we have the reduced Gröbner basis in lex order, we show how to obtain the
d-truncated reduced Gröbner basis in grlex order in polynomial time for any fixed d = O(1).
Before we describe our conversion algorithm, we show how to expand a product of Boolean
functions. This expansion will play a crucial step in our algorithm.
3.3.1 Expansion of a product of Boolean functions
In this section, we show a relation between a product of Boolean functions and (mod 2) sums
of the Boolean functions, which is heavily used in our conversion algorithm in Section 3.3.2.
We have already seen from Equation (5) that if f, g are two Boolean functions,3 then
2 · f · g = f + g − (f ⊕ g).
Hence it can be proved by repeated use of the above equation that the following holds for
Boolean functions f1, f2, . . . , fm:








(fi ⊕ fj) +
∑
{i,j,k}⊂[m]
(fi ⊕ fj ⊕ fk) + · · · +




We call each Boolean function of the form (fi1 ⊕ · · · ⊕ fik ) in Equation (6) as a Boolean
term. We call the Boolean term (f1 ⊕ f2 ⊕ · · · ⊕ fm) as the longest Boolean term of the
expansion. Thus, a product of Boolean functions can be expressed as a linear combination of
Boolean terms. Note that Equation (6) is symmetric with respect to f1, f2, . . . , fm as any
fi interchanged with fj produces the same expression. It is no coincidence that we chose
the letter f in the above equation: we later apply this identity using fj from Rj := xj ⊕ fj
(see Section 3.1). When we use Equation (6) in the conversion algorithm, we will have to
evaluate a product of at most d functions, i.e. m ≤ d = O(1). We now see in the right hand
side of Equation (6) that the coefficient 1/2m−1 is of constant size and there are O(1) many
Boolean terms.
3 We earlier considered Boolean variables, but the same holds for Boolean functions.
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3.3.2 Our conversion algorithm
The FGLM [13] conversion algorithm is well known in computer algebra for converting a
given reduced Gröbner basis of a zero dimensional ideal in some ordering to the reduced
Gröbner basis in any other ordering. However, it does so with O(nD(⟨G1⟩)3) many arithmetic
operations, where D(⟨G1⟩) is the dimension of the R-vector space R[x1, . . . , xn]/ ⟨G1⟩ (see
Proposition 4.1 in [13]). D(⟨G1⟩) is also equal to the number of common zeros (with
multiplicity) of the polynomials from ⟨G1⟩, which would imply that for the combinatorial
ideals considered in this paper, D(⟨G1⟩) = O(2n−r). This exponential running time is
avoided in our conversion algorithm, which is a variant the FGLM algorithm, by exploiting
the symmetries in Equation (3) and by truncating the computation up to degree d.
Some notations necessary for the algorithm are as follows: G1 and G2 are the reduced
Gröbner basis of ⟨G1⟩ in lex and grlex ordering respectively. LM(Gi) is the set of leading
monomials of polynomials in Gi for i ∈ {1, 2}. Since we know G1, we know LM(G1), whereas
G2 and LM(G2) are constructed by the algorithm. B(G1) is the set of monomials that cannot
be divided (considering the lex order) by any monomial of LM(G1). Therefore, B(G1) is
the set of all multilinear monomials in variables xr+1, . . . , xn. Similarly, B(G2) is the set of
monomials that cannot by divided (considering the grlex order) by any monomial of LM(G2).
Recall the definition of fi for i ≤ r from Section 3.1. For i > r, for notational purposes, we
define the Boolean function fi := xi.
▶ Lemma 11. Consider a monomial q such that deg(q) ≤ d. Then q|G1 can be expressed as
a linear combination of Boolean terms.
Proof. Consider q = xi1xi2 · · · xik where k ≤ d. Then from Equations (1) and (2), q|G1 =
fi1fi2 · · · fik and the lemma holds using Equation (6). ◀
Let elements bi of B(G2) be arranged in increasing grlex order. We construct a set A in our
algorithm such that its elements ai are defined as ai = bi|G1 written as linear combinations
of Boolean terms using Lemma 11. We say that a Boolean term f of ai “appears in aj” for
some j < i if the longest Boolean term of aj is f ⊕ α where α = 0/1.
Let Q be the set of all monomials m such that 1 <grlex deg(m) ≤grlex d. We recommend
the reader to refer to the example in [4] for an intuitive working of the algorithm. The
conversion is described in full in Algorithm 1 (we assume 1 /∈ IC , else G1 = {1} = G2 and we
are done).
▶ Lemma 12. The set A is such that every ai is a linear combination of existing bj |G1 ’s
(j < i) and the longest Boolean term of bi|G1 .
Proof. By definition, element ai is added to A when a monomial q is added to B(G2) where
bi = q and ai = bi|G1 expressed in Boolean terms (see Algorithm 1). This means that q is
not divisible by any monomial in LM(G2). We prove the lemma by induction on the degree
of q. Note that b1 = 1 and hence a1 = b1|G1 = 1.
If deg(q) = 1, then q is some xi and xi|G1 is one of 0, 1 or fi. If xi|G1 is either 0 or 1,
then it appears in a1. We are now in the “else” condition of Algorithm 1, so q should be
added to LM(G2) and not B(G2). Hence xi|G1 can be neither 0 nor 1 and the lemma holds
for deg(q) = 1 as fi is the longest Boolean term.
Let us assume the statement holds true for all monomials with degree less than m.
Consider q such that deg(q) = m and q = xi1xi2 . . . xim where ij ’s need not be distinct,
and the lemma holds for every monomial <grlex q. Then q|G1 = fi1 · fi2 · · · fim . Let
(fj1 ⊕ · · · ⊕ fjk ) be a Boolean term in the expansion of q|G1 (by using Equation (6)), that
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Algorithm 1 Computing the d-truncated reduced Gröbner basis.
Input: Degree d, G1, Q.
Output: d-Truncated versions of G2, B(G2).
Initialization: G2 = ∅, B(G2) = {b1 = 1}, A = {a1 = 1}.
1 while Q ̸= ∅ do
2 Let q be the smallest (according to grlex order) monomial in Q.
3 Find q|G1 , by which we simply replace any occurrence of xi by the Boolean
functions fi.
4 Expand q|G1 by using Equation (6).
5 if the longest Boolean term of q|G1 does not appear in any a ∈ A then
6 Write q|G1 as a linear combination of bi|G1 and its longest Boolean term (see
Lemma 12).
7 Add this polynomial to A and add q to B(G2).
8 else
9 Every Boolean term of q|G1 can be written as linear combinations of bj |G1 ’s.
Note that if the longest Boolean term f appears in a as f ⊕ 1, then we use
f ⊕ 1 = 1 − (f) (see Equation (5)). Thus we have
q|G1 =
∑
j kjbj |G1 =⇒ q −
∑
j kjbj ∈ ⟨G1⟩.
10 Add the polynomial q −
∑
j kjbj to G2 and q to LM(G2).
11 Delete any monomial in Q that q can divide.
12 Delete q from Q.
13 G2 is the d-truncated reduced Gröbner basis.
is not the longest Boolean term, so {j1, . . . , jk} ⊂ {i1, . . . , im} and k < m. Consider the
monomial xj1xj2 . . . xjk . We will now prove that xj1xj2 . . . xjk is in fact some bl ∈ B(G2)
and there exists al ∈ A which is a linear combination of bi|G1 ’s and (fj1 ⊕ · · · ⊕ fjk ). The
monomial xj1xj2 . . . xjk either belongs to LM(G2) or B(G2). If xj1xj2 . . . xjk ∈ LM(G2)
then it divides q, a contradiction to our choice of q. Therefore, xj1xj2 . . . xjk = bl ∈ B(G2).
Clearly bl <grlex q and the induction hypothesis applies, so there exists al ∈ A such that
bl|G1 = al =
∑
i<l
cibi|G1 + c0(fj1 ⊕ · · · ⊕ fjk )
where ci’s are constants. Then we simply use the above equation to substitute for the Boolean
term fj1 ⊕ · · · ⊕ fjk in q|G1 as a linear combination of bi|G1 where i ≤ l. We can do this for
every Boolean term of q|G1 except the longest one. Hence the lemma holds. ◀
▶ Theorem 13. The conversion algorithm terminates for every input G1 and correctly
computes a d-truncated reduced Gröbner basis, with the grlex ordering, of the ideal ⟨G1⟩ in
polynomial time.
Proof. Algorithm 1 runs at most |Q| = O(nd) times. Evaluation of any q|G1 can be done in
O(n) steps (see Equation (6)), checking if previous ai’s appear (and replacing every Boolean
term appropriately if it does) takes at most O(nd) steps since there are at most |Q| many
elements in A. Hence the running time of the algorithm is O(n2d).
Suppose the set of polynomials {g1, g2, . . . , gk} is the output of the algorithm for some
input G1. Clearly, deg(gi) ≤ d for all i ∈ [k]. We now prove by contradiction that the output
is the d-truncated Gröbner basis of the ideal ⟨G1⟩ with the grlex ordering. Suppose g is a
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polynomial of the ideal with deg(g) ≤ d, but no LM(gi) can divide LM(g). In fact, since
every gi ∈ ⟨G1⟩ we can replace g by g|{g1,g2,...,gk} (g generalises the reduced S-polynomial).
The fact that g ∈ ⟨G1⟩ and g|G1 = 0 implies that LM(g) is a linear combination of monomials
that are less than LM(g) (in the grlex order) and hence must be in B(G2), i.e




where every bi ∈ B(G2) and bi <grlex LM(g). When the algorithm runs for q = LM(g), since




kjbj |G1 + f
where f is the longest Boolean term of LM(g)|G1 which does not appear in any previous




j kjbj |G1 + f , which
proves that there exists some bl ∈ B(G2) such that al has f as its longest Boolean term, so f
should have appeared in al, a contradiction. Therefore the output is a d-truncated Gröbner
basis. Although unnecessary for the IMPd, we also prove that the output is reduced: every
non leading monomial of every polynomial in the output comes from B(G2) and no leading
monomial is a multiple of another by construction. ◀
Thus we have proof of Theorem 1 and Corollary 2.
4 Dual discriminator
We assume in this section that the solution set is non-empty, D ⊂ F is any finite domain
and the polymorphism in question is the dual discriminator ∇. The dual discriminator
is a majority polymorphism [19, 1] and is often used as a starting point in many CSP-
related classifications [1]. For a finite domain D, a ternary operation f is called a majority
polymorphism if f(a, a, b) = f(a, b, a) = f(b, a, a) = a for all a, b ∈ D.
▶ Definition 14. The dual discriminator, denoted by ∇, is a majority polymorphism such
that ∇(a, b, c) = a for pairwise distinct a, b, c ∈ D.
The constraints for ∇-closed problems can be assumed to be binary [19] and are of
three types: permutation constraints, complete constraints and two-fan constraints [31, 11].
Bulatov and Rafiey [8] recently proved that the IMP(Γ) over a finite domain is decidable in
polynomial time, without showing a proof of membership. They did so by cleverly eliminating
the permutation constraints, but were unable to recover a proof for the original problem.
We show that a Gröbner basis of the ideal restricted to the permutation constraints can be
computed in polynomial time in Section 4.1. We then show in Section 4.2 that the Gröbner
basis of constraints that are complete and two-fan constraints can come from a fixed set
(see Definition 17). We prove in Section 4.3 that the Gröbner basis of the entire ideal can
be found in polynomial time. This Gröbner basis is independent of degree d of the input
polynomial: it only contains polynomials with degree less than or equal to |D|. Due to space
constraints, we give a gist of the proofs as the full proofs will be updated in [4].
4.1 Permutation constraints
A permutation constraint is of the form R(xi, xj) where R = {(a, πij(a)) | a ∈ Dij} for
some Dij ⊆ D and some bijection πij : Dij → D′ij , where D′ij ⊆ D. Let P be the set of
input permutation constraints. We can assume that there exists at most one permutation
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constraint over every pair of variables: if there are two on the same set of variables, then their
intersection is a permutation constraint. Let Rij(xi, xj) represent the unique permutation
constraint on variables xi, xj , if one exists.
Informally, the goal is to make larger constraints called chained permutation constraints
(CPC’s). Permutation constraints on overlapping variables can be linked to form a larger
constraint by using bijections. For example, if there exists Rij(xi, xj), Rjk(xj , xk) ∈ P, we
form a new constraint on xi, xj , xk by using πij and πjk: the chained permutation constraint
is R(xi, xj , xk) where
R = {(π−1ij (a), a, πjk(a)) | a ∈ D
′
ij ∩ Djk}.
The number of tuples in any CPC is always less than or equal to the domain size, since there
is always a bijection between any two variables of a CPC. The constructing of CPC’s can
be carried out by the arc consistency algorithm described in [21]. A brief working of the
algorithm tailored to our application is as follows: let J ⊂ [n] be an index set for the CPC’s
(it becomes clear later why there can be at most ⌊n/2⌋ of them but we use n for convenience).
We initialise J = ∅. A general chained permutation constraint CPCi is defined as Ri(Xi)
where Ri is a relation and Xi ⊆ X is a variable set. We keep track of the values that each
variable is allowed to take, i.e., Sa is the set of solutions of xa that satisfies CPCi for all
xa ∈ Xi. The sets Sa and Xi are updated as CPCi grows. We define σab : Sa → Sb to be
the bijection between any two pairs of variables xa, xb ∈ Xi. Hence σba = σ−1ab . Let σaa
denote the identity function for all a ∈ [n]. For any permutation constraint Rpq in P , one of
the four is true:
neither xp nor xq belong to ∪j∈JXj : in which case we create a CPC. We define
CPCi = Rpq(xp, xq) and Xi = {xp, xq} where i ∈ [n] \ J .
xp ∈ Xi and xq /∈ ∪j∈JXj , in which case we expand CPCi to include Rpq and xq is
included in Xi.
xp ∈ Xi, xq ∈ Xj and i ̸= j, in which case CPCi and CPCj have a permutation
constraint linking two of their variables, so we combine the two CPC’s into one. The set
Xi ∪ Xj is the new Xi and j is deleted from J .
both xp, xq ∈ Xi, in which case we update CPCi to retain only the common solutions
between CPCi and Rpq.
As Rpq(xp, xq) is now accounted for in some CPC, it is deleted from P . The algorithm runs
until P is empty. Once P is empty, CPCi is defined as
CPCi := Ri(Xi = {xi1 , xi2 , . . . , xir }) where Ri = {(a, σi1i2(a), . . . , σi1ir (a)) | a ∈ Si1}
for each i ∈ J .
▶ Remark 15. For i ̸= j, Xi ∩ Xj = ∅.
▶ Lemma 16. Let ICPCi be the combinatorial ideal associated with CPCi. A Gröbner basis
of
∑
i ICPCi can be calculated in polynomial time.
The main idea behind the proof is as follows: suppose we see a relation as a matrix where
each tuple is a row. Then the arity is equal to the number of columns. The relation Ri in
CPCi = Ri(Xi) is such that it has at most |D|! pairwise distinct columns, as there exists a
bijection between every pair of variables in Xi. If the columns corresponding to xj and xk are
the same, then the polynomial xj − xk ∈ ICPCi . We can separate these linear polynomials,
and the problem reduces to finding a Gröbner basis of the ideal associated with a constraint
that has at most |D|! variables and |D| tuples. This implies that a Gröbner basis can be
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computed where the polynomials have degree at most |D|. We in fact do not need to find
the Gröbner basis of ICPCi yet. We show in the Section 4.3 as to how we can compute the
rest of the polynomials in the Gröbner basis of IC by using the relations Ri, the sets Sj , the
bijections σkl and polynomials that define complete and two-fan constraints.
4.2 Complete and two-fan constraints
A complete constraint is of the form R(xi, xj) where R = Di × Dj for some Di, Dj ⊆ D.
The polynomials that can represent these constraints are
∏
a∈Di(xi − a) and
∏
b∈Dj (xj − b).
We call these polynomials partial domain polynomials. If no such input explicitly exists for
a variable, the domain polynomial in that variable itself is the partial domain polynomial.
A two-fan constraint is of the form R(xi, xj) where R = {({a} × Dj) ∪ (Di × {b})} for
some Di, Dj ⊆ D with a ∈ Di, b ∈ Dj . This constraint can be represented by the set of




d∈Dj (xj − d)}.
▶ Definition 17. The set of polynomials D, F and L is defined as follows:
D = {Πa∈A(xi − a) | i ∈ [n], A ⊆ D},
F = {(xi − a)(xj − b) | i, j ∈ [n], i ̸= j},
L = {xi − α2 − (xj − β2)(α1 − α2)/(β1 − β2) | i, j ∈ [n], i ̸= j},
for all a, b, α1, α2, β1, β2 ∈ D where α1 ̸= α2 and β1 ̸= β2.
In other words D ∪ F is the set of all complete constraints and two-fan constraints and L is
the set of polynomials in two variables that pass through two points (α1, β1), (α2, β2) ∈ D2
where α1 ̸= α2 and β1 ̸= β2. Let G ⊂ D ∪ F be the set of polynomials that describes the
input complete constraints and two-fan constraints of an instance of IMPd(Γ). Let ICF = ⟨G⟩




ICPCi + ICF =
∑
i∈J
ICPCi + ⟨G⟩ .
▶ Lemma 18. The reduced Gröbner basis of ICF can be calculated in polynomial time and is
a subset of D ∪ F ∪ L.
Proof sketch. For any pair f, g ∈ G, we show that there are polynomials H ⊂ ⟨G⟩ such that
H ⊂ D ∪ F ∪ L and S(f, g)|H = 0. We then include these polynomials in G, i.e. G := G ∪ H.
The cases already considered in Lemma 5.16 of [8] are when:
f, g ∈ F where f = (xi − a)(xj − b), g = (xi − c)(xk − d) for a = c and a ̸= c,
f ∈ D, g ∈ F where f = Πa∈Di(xi − a), g = (xi − c)(xj − b) and c ∈ Di.
Of the remaining cases, the case that deserves most attention is when f, g ∈ F produces a
permutation constraint (i.e., when f = (xi − a)(xj − b) and g = (xi − c)(xj − d) where a ̸= c
and b ̸= d).
Hence, the S-polynomial for every two polynomials in G is such that there are polynomials
in ICF that belong in D∪F∪L which reduce the S-polynomial to zero. In fact, it is not difficult
to see that the reduced Gröbner basis is also a subset of D∪F ∪L. Since |D∪F ∪L| = O(n2),
the reduced Gröbner basis of ICF can be calculated in polynomial time. ◀
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Algorithm 2 Calculating Gröbner basis.
Input: G, CPCi.
Output: Gröbner basis of IC .
1 Compute and replace G by the reduced Gröbner basis of ICF.
2 for every g = Πa∈Dp(xp − a) ∈ G ∩ D do
3 if Dp ̸= Sp then
4 Sp := Sp ∩ Dp. Suppose xp ∈ Xi.
5 Sk := {σpk(a) | a ∈ Sp} for every xk ∈ Xi \ {xp}.
6 Replace g by Πa∈Sp(xp − a) in G. Go to Line 1.
7 Let C = G ∩ F .
8 while C ̸= ∅ do
9 Choose g = (xp − a)(xq − b) ∈ C. Suppose xp ∈ Xi.
10 if a /∈ Sp then
11 Add xq − b to G if a /∈ Sq else add xp − a to G. Go to Line 1.
/* At this point a ∈ Sp and b ∈ Sq. */
12 if xq ∈ Xj for some i ̸= j then
13 if b /∈ Sq then
14 Add xp − a to G. Go to Line 1.
/* At this point a ∈ Sp and b ∈ Sq. */
15 Let B := {(xk − σpk(a))(xl − σql(b)) | xk ∈ Xi, xl ∈ Xj} \ {g}.
16 if ∃h ∈ B such that h|G ̸= 0 then
17 G := G ∪ B. Go to Line 1.
18 if xq /∈ ∪j∈JXj then
19 Let B := {(xk − σpk(a))(xq − b) | xk ∈ Xi}.
20 if ∃h ∈ B such that h|G ̸= 0 then
21 G := G ∪ B. Go to Line 1.
22 Delete g from C.
23 Calculate Gi for every i.
24 A Gröbner basis of IC is ∪iGi ∪ G.
4.3 Computing a Gröbner basis
▶ Theorem 19. A Gröbner basis of the combinatorial ideal IC can be calculated in polynomial
time.




ICPCi + ICF =
∑
i∈J
⟨Gi⟩ + ⟨G⟩ .
For two polynomials f, g ∈ ∪iGi ∪ G, we see what the reduced S-polynomial can imply. The
straightforward cases are when
f, g ∈ Gi: here S(f, g)|Gi = 0 since Gi is the reduced Gröbner basis of ICPCi ,
f ∈ Gi, g ∈ Gj where i ̸= j: as f and g don’t share any variable in common (see
Remark 15), the leading monomials are relatively prime, hence S(f, g)|{f,g} = 0,
f, g ∈ D ∪ F ∪ L: here S(f, g)|G = 0 because of Lemma 18.
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The only cases to examine is when f ∈ Gi and g ∈ G ⊂ D ∪ F ∩ L. In each case, polynomials
from ∪iGi and D ∪ F ∪ L reduce S(f, g) to zero.
Clearly, this Gröbner basis is independent of degree d of the input polynomial. Hence,
we have proof of Theorem 3 and Corollary 4. ◀
5 Conclusion
The IMPd tractability for combinatorial ideals has useful practical applications as it implies
bounded coefficients in Sum-of-Squares proofs. A dichotomy result between “hard” (NP-hard)
and “easy” (polynomial time) IMPs was achieved for the IMP0 [6, 34] over the finite domain
nearly thirty years after that over the Boolean domain [29]. The IMPd for d = O(1) over
the Boolean domain was tackled by Mastrolilli [23] based on the classification of the IMP
through polymorphisms, where the complexity of the IMPd for five of six polymorphisms
was solved. We solve the remaining problem, i.e. the complexity of the IMPd(Γ) when Γ
is closed under the ternary minority polymorphism. This is achieved by showing that the
d-truncated reduced Gröbner basis can be computed in polynomial time, thus completing the
missing link in the dichotomy result of [23]. We also show that a proof of membership can
be found in polynomial time regarding the IMP(Γ) for which constraints are closed under
the dual discriminator polymorphism. We believe that generalizing the dichotomy results
of solvability of the IMPd for a finite domain is an interesting and challenging goal that we
leave as an open problem.
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A Ideals, Varieties and Constraints
Let F denote an arbitrary field (for the applications of this paper F = R). Let F[x1, . . . , xn]
be the ring of polynomials over a field F and indeterminates x1, . . . , xn. Let F[x1, . . . , xn]d
denote the subspace of polynomials of degree at most d.
▶ Definition 20. The ideal (of F[x1, . . . , xn]) generated by a finite set of polynomials {f1,
. . . , fm} in F[x1, . . . , xn] is defined as





tifi | t1, . . . , tm ∈ F[x1, . . . , xn]
}
.
The set of polynomials that vanish in a given set S ⊂ Fn is called the vanishing ideal of S
and denoted: I (S) def= {f ∈ F[x1, . . . , xn] : f(a1, . . . , an) = 0 ∀(a1, . . . , an) ∈ S}.
▶ Definition 21. An ideal I is radical if fm ∈ I for some integer m ≥ 1 implies that f ∈ I.
Another common way to denote I (f1, . . . , fm) is by ⟨f1, . . . , fm⟩ and we will use both
notations interchangeably.
▶ Definition 22. Let {f1, . . . , fm} be a finite set of polynomials in F[x1, . . . , xn]. We call
V (f1, . . . , fm)
def= {(a1, . . . , an) ∈ Fn| fi(a1, . . . , an) = 0 1 ≤ i ≤ m} the affine variety
defined by f1, . . . , fm.
▶ Definition 23. Let I ⊆ F[x1, . . . , xn] be an ideal. We will denote by V (I) the set
V (I) = {(a1, . . . , an) ∈ Fn|f(a1, . . . , an) = 0 ∀f ∈ I}.
▶ Theorem 24 ([12], Th.15, p.196). If I and J are ideals in F[x1, . . . , xn], then V (I ∩ J) =
V (I) ∪ V (J).
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A.1 The Ideal-CSP Correspondence
Indeed, let C = (X, D, C) be an instance of the CSP(Γ) (see Definition 5). Without loss of
generality, we shall assume that D ⊂ N and D ⊆ F.
Let Sol(C) be the (possibly empty) set of all feasible solutions of C. In the following, we
map Sol(C) to an ideal IC ⊆ F[X] such that Sol(C) = V (IC).
Let Y = (xi1 , . . . , xik ) be a k-tuple of variables from X and let R(Y ) be a non empty
constraint from C. In the following, we map R(Y ) to a generating system of an ideal such
that the projection of the variety of this ideal onto Y is equal to R(Y ) (see [32] for more
details).
Every v = (v1, . . . , vk) ∈ R(Y ) corresponds to some point v ∈ Fk. It is easy to check [12]
that I ({v}) = ⟨xi1 − v1, . . . , xik − vk⟩, where ⟨xi1 − v1, . . . , xik − vk⟩ ⊆ F[Y ] is radical. By








, where IR(Y ) =
⋂
v∈R(Y )
I ({v}) , (7)
where IR(Y ) ⊆ F[Y ] is zero-dimensional and radical ideal since it is the intersection of radical
ideals (see [12], Proposition 16, p.197). Equation (7) states that constraint R(Y ) is a variety
of Fk. It is easy to find a generating system for IR(Y ):









(xi1 − j), . . . ,
∏
j∈D
(xik − j)⟩, (8)
where δvj (xij ) are indicator polynomials, i.e. equal to one when xij = vj and zero when
xij ∈ D \ {vj}; polynomials
∏
j∈D(xik − j) force variables to take values in D and will be
denoted as domain polynomials.
The smallest ideal (with respect to inclusion) of F[X] containing IR(Y ) ⊆ F[x] will be
denoted IF[X]R(Y ) and it is called the F[X]-module of I. The set Sol(C) ⊂ F
n of solutions of












The following properties follow from Hilbert’s Nullstellensatz.
▶ Theorem 25. Let C be an instance of the CSP(Γ) and IC defined as in (9). Then
(Weak Nullstellensatz) V (IC) = ∅ ⇔ 1 ∈ I (IC) ⇔ IC = F[X], (10)





IC = IC . (12)
Theorem 25 follows from a simple application of the celebrated and basic result in algebraic
geometry known as Hilbert’s Nullstellensatz. In the general version of Nullstellensatz it is
necessary to work in an algebraically closed field and take a radical of the ideal of polynomials.
In our special case it is not needed due to the presence of domain polynomials. Indeed,
the latter implies that we know a priori that the solutions must be in F (note that we are
assuming D ⊆ F).
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A.2 Gröbner bases
In this section we suppose a fixed monomial ordering > on F[x1, . . . , xn] (see [12], Definition 1,
p.55), which will not be defined explicitly. We can reconstruct the monomial xα = xα11 · · · xαnn
from the n-tuple of exponents α = (α1, . . . , αn) ∈ Zn≥0. This establishes a one-to-one
correspondence between the monomials in F[x1, . . . , xn] and Zn≥0. Any ordering > we
establish on the space Zn≥0 will give us an ordering on monomials: if α > β according to this
ordering, we will also say that xα > xβ . The two monomial orderings that we use in this
paper are the lexicographic order >lex and the graded lexicographic ordering >grlex .






(i) We say α >lex β if, in the vector difference α − β ∈ Zn, the left most nonzero entry is
positive. We will write xα >lex xβ if α >lex β.
(ii) We say α >grlex β if |α| > |β|, or |α| = |β| and α >lex β.









a nonzero polynomial in F[x1, . . . , xn] and let > be a monomial order.
(i) The multidegree of f is multideg(f) def= max(α ∈ Zn≥0 : aα ̸= 0).
(ii) The degree of f is deg(f) = |multideg(f)|. In this paper, this is always according to
grlex order.
(iii) The leading coefficient of f is LC(f) def= amultideg(f) ∈ F.
(iv) The leading monomial of f is LM(f) def= xmultideg(f) (with coefficient 1).
(v) The leading term of f is LT(f) def= LC(f) · LM(f).
The concept of reduction, also called multivariate division or normal form computation, is
central to Gröbner basis theory. It is a multivariate generalization of the Euclidean division
of univariate polynomials.
▶ Definition 28. Fix a monomial order and let G = {g1, . . . , gt} ⊂ F[x1, . . . , xn]. Given
f ∈ F[x1, . . . , xn], we say that f reduces to r modulo G, written f →G r, if f can be
written in the form f = A1g1 + · · · + Atgt + r for some A1, . . . , At, r ∈ F[x1, . . . , xn], such
that:
(i) No term of r is divisible by any of LT(g1), . . . , LT(gt).
(ii) Whenever Aigi ̸= 0, we have multideg(f) ≥ multideg(Aigi).
The polynomial remainder r is called a normal form of f by G and will be denoted by f |G.
A normal form of f by G, i.e. f |G, can be obtained by repeatedly performing the following
until it cannot be further applied: choose any g ∈ G such that LT(g) divides some term t of
f and replace f with f − tLT(g) g. Note that the order we choose the polynomials g in the
division process is not specified.
In general a normal form f |G is not uniquely defined. Even when f belongs to the ideal
generated by G, i.e. f ∈ I (G), it is not always true that f |G = 0.
▶ Example 29. Let f = xy2 − y3 and G = {g1, g2}, where g1 = xy − 1 and g2 = y2 − 1.
Consider the graded lexicographic order (with x > y) and note that f = y · g1 − y · g2 + 0
and f = 0 · g1 + (x − y) · g2 + x − y.
This non-uniqueness is the starting point of Gröbner basis theory.
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▶ Definition 30. Fix a monomial order on the polynomial ring F[x1, . . . , xn]. A finite subset
G = {g1, . . . , gt} of an ideal I ⊆ F[x1, . . . , xn] different from {0} is said to be a Gröbner
basis (or standard basis) if ⟨LT(g1), . . . , LT(gt)⟩ = ⟨LT(I)⟩, where we denote by ⟨LT(I)⟩
the ideal generated by the elements of the set LT(I) of leading terms of nonzero elements
of I.
▶ Definition 31. A reduced Gröbner basis for a polynomial ideal I is a Gröbner basis G
for I such that:
(i) LC(g) = 1 for all g ∈ G.
(ii) For all g ∈ G, g cannot reduce any other polynomial from G, i.e f |g = f for every
f ∈ G \ {g}.
It is known (see [12], Theorem 5, p.93) that for a given monomial ordering, a polynomial
ideal I ̸= {0} has a reduced Gröbner basis (see Definition 31), and the reduced Gröbner
basis is unique.
▶ Proposition 32 ([12], Proposition 1, p.83). Let I ⊂ F[x1, . . . , xn] be an ideal and let
G = {g1, . . . , gt} be a Gröbner basis for I. Then given f ∈ F[x1, . . . , xn], f can be written in
the form f = A1g1 + · · · + Atgt + r for some A1, . . . , At, r ∈ F[x1, . . . , xn], such that:
(i) No term of r is divisible by any of LT(g1), . . . , LT(gt).
(ii) Whenever Aigi ̸= 0, we have multideg(f) ≥ multideg(Aigi).
(iii) There is a unique r ∈ F[x1, . . . , xn].
In particular, r is the remainder on division of f by G no matter how the elements of G are
listed when using the division algorithm.
▶ Corollary 33 ([12], Corollary 2, p.84). Let G = {g1, . . . , gt} be a Gröbner basis for I ⊆
F[x1, . . . , xn] and let f ∈ F[x1, . . . , xn]. Then f ∈ I if and only if the remainder on division
of f by G is zero.
▶ Definition 34. We will write f |F for the remainder of f by the ordered s-tuple F =
(f1, . . . , fs). If F is a Gröbner basis for ⟨f1, . . . , fs⟩, then we can regard F as a set (without
any particular order) by Proposition 32.
The “obstruction” to {g1, . . . , gt} being a Gröbner basis is the possible occurrence of
polynomial combinations of the gi whose leading terms are not in the ideal generated by the
LT(gi). One way (actually the only way) this can occur is if the leading terms in a suitable
combination cancel, leaving only smaller terms. The latter is fully captured by the so called
S-polynomials that play a fundamental role in Gröbner basis theory.
▶ Definition 35. Let f, g ∈ F[x1, . . . , xn] be nonzero polynomials. If multideg(f) = α and
multideg(g) = β, then let γ = (γ1, . . . , γn), where γi = max(αi, βi) for each i. We call xγ
the least common multiple of LM(f) and LM(g), written xγ = lcm(LM(f), LM(g)). The
S-polynomial of f and g is the combination S(f, g) = x
γ
LT(f) · f −
xγ
LT(g) · g.
The use of S-polynomials to eliminate leading terms of multivariate polynomials generalizes
the row reduction algorithm for systems of linear equations. If we take a system of homogen-
eous linear equations (i.e.: the constant coefficient equals zero), then it is not hard to see
that bringing the system in triangular form yields a Gröbner basis for the system.
▶ Theorem 36 (Buchberger’s Criterion). (See e.g. [12], Theorem 3, p.105) A basis
G = {g1, . . . , gt} for an ideal I is a Gröbner basis if and only if S(gi, gj) →G 0 for all i ̸= j.
By Theorem 36 it is easy to show whether a given basis is a Gröbner basis. Indeed, if G is a
Gröbner basis then given f ∈ F[x1, . . . , xn], f |G is unique and it is the remainder on division
of f by G, no matter how the elements of G are listed when using the division algorithm.
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Algorithm 3 Buchberger’s Algorithm.
1: Input: A finite set F = {f1, . . . , fs} of polynomials
2: Output: A finite Gröbner basis G for ⟨f1, . . . , fs⟩
3: G := F
4: C := G × G
5: while C ̸= ∅ do
6: Choose a pair (f, g) ∈ C
7: C := C \ {(f, g)}
8: h := S(f, g)|G
9: if h ̸= 0 then
10: C := C ∪ (G × {h})




Furthermore, Theorem 36 leads naturally to an algorithm for computing Gröbner bases
for a given ideal I = ⟨f1, . . . , fs⟩: start with a basis G = {f1, . . . , fs} and for any pair
f, g ∈ G with S(f, g)|G ≠ 0 add S(f, g)|G to G. This is known as Buchberger’s algorithm [5]
(for more details see Algorithm 3 in Section A.2.1).
Note that Algorithm 3 is non-deterministic and the resulting Gröbner basis in not uniquely
determined by the input. This is because the normal form S(f, g)|G (see Algorithm 3, line 8)
is not unique as already remarked. We observe that one simple way to obtain a deterministic
algorithm (see [12], Theorem 2, p. 91) is to replace h := S(f, g)|G in line 8 with h := S(f, g)|G
(see Definition 34), where in the latter G is an ordered tuple. However, this is potentially
dangerous and inefficient. Indeed, there are simple cases where the combinatorial growth of
set G in Algorithm 3 is out of control very soon.
A.2.1 Construction of Gröbner Bases
Buchberger’s algorithm [5] can be formulated as in Algorithm 3. The pairs that get placed
in the set C are often referred to as critical pairs. Every newly added reduced S-polynomial
enlarges the set C. If we use h := S(f, g)|G in line 8 then there are simple cases where the
situation is out of control. This combinatorial growth can be controlled to some extent be
eliminating unnecessary critical pairs.
