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Resumo
Em redes o´pticas ela´sticas, a alta taxa de transmissa˜o de bits pode causar um grande
problema de perda de dados quando ocorre falha de enlace ou nodo na rede. Para manter a
rede dispon´ıvel e protegida de falhas, diferentes esquemas de protec¸a˜o podem ser aplicados.
No esquema de protec¸a˜o de caminho dedicado, sa˜o definidos caminhos de trabalho e de
backup, que na˜o compartilham recursos, para cada par de nodos atrave´s de algoritmos que
encontram caminhos disjuntos. Geralmente, o algoritmo de Suurballe e Tarjan e´ utilizado
para buscar pares de caminhos disjuntos por arestas tais que a soma dos comprimentos dos
caminhos seja mı´nima. No entanto, para um mesmo par de nodos origem e destino, podem
existir diversos pares de caminhos de mesmo comprimento mı´nimo, mas com diferentes
comprimentos de caminho de trabalho e de backup.
Neste trabalho, duas verso˜es do algoritmo de Suurballe e Tarjan sa˜o propostas para lidar
com essa diversidade. Para cada par de nodos origem e destino de uma dada topologia
de rede, essas verso˜es encontram o menor par de caminhos de trabalho e de backup mais
balanceado, com caminhos com comprimentos com a menor diferenc¸a poss´ıvel, e menos
balanceado, com caminhos com comprimentos com a maior diferenc¸a poss´ıvel. Ambos
algoritmos sa˜o testados e analisados em um conjunto de 40 topologias 2-aresta-conexas
de redes de telecomunicac¸o˜es reais. O impacto destes algoritmos e´ investigado atrave´s do
coeficiente de protec¸a˜o e do nu´mero de transponders necessa´rios para esquemas de protec¸a˜o
de caminho dedicado. Os resultados mostram uma diferenc¸a de ate´ 29% nos comprimentos
dos caminhos de trabalho entre as estrate´gias nas redes testadas. Ale´m disso, foi avaliado
o comportamento dos algoritmos em cena´rios de tra´fego dinaˆmico e protec¸a˜o de caminho
dedicado, sob simulac¸o˜es considerando falha u´nica de enlace. Com isso, foi identificado
a partir das redes estudadas, que a taxa de bloqueio (me´trica de desempenho) de cada
algoritmo, dependera´ da topologia f´ısica da rede.
Palavras-chave: Redes O´pticas Ela´sticas. Sobreviveˆncia de Rede. Protec¸a˜o de Caminho
Dedicado. Menores Caminhos Disjuntos por Arestas. Algoritmos de Roteamento.
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Abstract
In elastic optical networks, high bit rate can cause a major data loss problem when a
network link or node failure occurs. To keep the network available and protected from
failures, different protection schemes can be applied. In the dedicated path protection
scheme, working and backup paths are defined, which do not share resources, for each pair
of nodes through algorithms that find disjoint paths. Generally, Suurballe and Tarjan’s
algorithm is used to find shortest pairs of edge-disjoint paths such that the sum of the
path lengths is minimal. However, for the same pair of source and destination nodes, there
may be diverse shortest pairs of paths of the same minimum length, but with different
working and backup paths lengths.
In this work, two versions of the Suurballe and Tarjan’s algorithm are proposed to deal
with that diversity. For each pair of source and destination nodes of a given network
topology, these versions find the most balanced shortest pair of working and backup paths,
with paths lengths with the smallest possible difference, and the least balanced, with paths
lengths with the greatest possible difference. Both algorithms are tested and analyzed in a
set of 40 2-edge-connected topologies of real-world optical telecommunication networks.
The impact of these algorithms is investigated through the protection coefficient and the
number of transponders required by dedicated-path protection schemes. Results show a
difference of up to 29% in the working paths lengths between the strategies in the networks
tested. Also, we evaluate the behavior of the algorithms in scenarios of dynamic traffic and
dedicated path protection scheme, under simulations considering single link failures. Thus,
it was identified from the studied networks that the blocking rate (performance metrics)
of each algorithm will depend on the physical topology of the network.
Keywords: Elastic Optical Networks. Network Survivability. Dedicated Path Protection.
Edge-disjoint Shortest Paths. Routing Algorithms.
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11 Introduc¸a˜o
Nos u´ltimos anos, o tra´fego na Internet vem obtendo um crescimento cont´ınuo,
principalmente apo´s o surgimento de aplicac¸o˜es de alta velocidade como servic¸os multimı´dia,
TV de alta definic¸a˜o, computac¸a˜o em nuvem, entre outros. As redes o´pticas de transporte
de telecomunicac¸o˜es tradicionais baseadas em Multiplexac¸a˜o por Divisa˜o de Comprimento
de Onda (𝑊𝐷𝑀) estabelecem conexo˜es com canais espac¸ados a uma distaˆncia fixa de
50𝐺𝐻𝑧 ou 100𝐺𝐻𝑧 [Chatterjee, Sarma e Oki 2015]. Contudo, a flexibilidade dessas
redes e´ restrita e quando a demanda de tra´fego ocupa menos que o tamanho fixo ocorre
desperd´ıcio de largura de banda. Portanto, uma evoluc¸a˜o na tecnologia no campo das redes
de telecomunicac¸o˜es precisou ser realizada. Assim surgem as redes o´pticas ela´sticas (𝐸𝑂𝑁),
atrave´s da busca por soluc¸o˜es de uma rede que ajuste dinamicamente os seus recursos tais
como, a largura de banda o´ptica, espectro e o formato de modulac¸a˜o (que permite o ajuste
de largura de banda) de acordo com os requisitos de cada conexa˜o [Tomkos et al. 2014].
As redes o´pticas ela´sticas fornecem um servic¸o de largura de banda que varia de
acordo com a demanda de tra´fego, acomodando apenas a largura de banda suficiente para
o tra´fego; garantem o crescimento de velocidade atrave´s da agregac¸a˜o de largura de banda,
que combina va´rias portas f´ısicas em um comutador/roteador dentro de uma u´nica porta
lo´gica; e suportam a expansa˜o e contrac¸a˜o da largura de banda dinaˆmica [Chatterjee,
Sarma e Oki 2015].
Para alocac¸a˜o de recursos de espectro em uma rede EON, e´ necessa´rio resolver o
problema do Roteamento e Atribuic¸a˜o de Espectro (𝑅𝑆𝐴), sendo o espectro o´ptico, o espac¸o
dispon´ıvel em um enlace dividido em partes chamadas de slots. No 𝑅𝑆𝐴, uma conexa˜o
estabelece um caminho entre um par de nodos origem e destino para encaminhar o tra´fego
necessa´rio. Este problema deve buscar em uma conexa˜o: uma rota atrave´s de um algoritmo
de roteamento e slots livres na rota definida para a alocac¸a˜o de requisic¸o˜es de conexa˜o.
Para isso, duas restric¸o˜es devem ser cumpridas: contiguidade e continuidade de espectro.
Para satisfazer a restric¸a˜o de contiguidade, os slots alocados devem estar posicionados um
ao lado do outro; ja´ na restric¸a˜o de continuidade, a posic¸a˜o definida para alocar o slot no
primeiro enlace de um caminho o´ptico, deve ser a mesma para todos os outros enlaces. Este
problema tambe´m pode ser resolvido juntamente com a modulac¸a˜o, sendo chamado de
Roteamento, Modulac¸a˜o e Atribuic¸a˜o de Espectro (𝑅𝑀𝑆𝐴) [Christodoulopoulos, Tomkos
e Varvarigos 2011]. O 𝑅𝑀𝑆𝐴 adiciona a atribuic¸a˜o do formato de modulac¸a˜o ao espectro
no enlace, enquanto o 𝑅𝑆𝐴 na˜o lida com esta parte. Neste trabalho, o 𝑅𝑆𝐴 foi empregado
atrave´s da ferramenta ElasticO++ [Tessinari et al. 2016].
O ElasticO++ e´ um framework que permite testes em roteamento, modulac¸a˜o,
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atribuic¸a˜o de espectro, desfragmentac¸a˜o, paraˆmetros f´ısicos da rede como atenuac¸a˜o,
poteˆncia de entrada e de sa´ıda, entre outros e topologias, proporcionando tambe´m o
desenvolvimento de novos algoritmos e te´cnicas para redes o´pticas ela´sticas. Ele sera´
abordado melhor no Cap´ıtulo 3 [Tessinari et al. 2016].
1.1 Conceitos de Grafos
As topologias de redes o´pticas ela´sticas de telecomunicac¸o˜es podem ser modeladas
por grafos, onde os ve´rtices representam os nodos, e as arestas representam os enlaces
entre os nodos. A seguir, sa˜o apresentadas as definic¸o˜es de algumas medidas de grafos
consideradas neste trabalho [Boaventura-Netto 2006,Whitney 1932]:
• A ordem de um grafo e´ o nu´mero de ve´rtices do grafo;
• O grau de um ve´rtice e´ a quantidade de arestas que incidem no ve´rtice e o grau
nodal me´dio considera a me´dia dos graus de todos os ve´rtices do grafo;
• Um caminho e´ uma sequeˆncia finita de ve´rtices conectados por uma sequeˆncia de
arestas;
• Um ciclo e´ um caminho fechado;
• O peso e´ uma medida atribu´ıda a cada aresta. O peso de um caminho pode ser
definido pelo nu´mero de saltos, onde cada aresta percorrida representa um salto;
• Um grafo e´ conexo se e somente se existe pelo menos um caminho interligando cada
par de ve´rtices origem e destino, caso contra´rio e´ um grafo desconexo. A Figura 1
apresenta um grafo conexo (a) e um grafo desconexo (b).
(a) (b)
Figura 1 – (a) Grafo conexo. (b) Grafo desconexo.
• Um ponto de articulac¸a˜o e´ um ve´rtice que ao ser retirado torna o grafo desconexo;
• Uma ponte e´ uma aresta que ao ser retirada torna o grafo desconexo;
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• Em um grafo 2-conexo, cada par origem e destino esta´ interligado por pelo menos
dois caminhos que na˜o compartilham ve´rtices. Uma rede 2-conexa sobrevive a uma
falha u´nica em qualquer um de seus nodos. Para reconhecer uma rede 2-conexa,
basta identificar se existe algum ponto de articulac¸a˜o na rede;
• Em um grafo 2-aresta-conexo, cada par origem e destino esta´ interligado por pelo
menos dois caminhos que na˜o compartilham arestas. Uma rede 2-aresta-conexa
sobrevive a uma falha u´nica em qualquer um de seus enlaces. Para reconhecer uma
rede 2-aresta-conexa, basta identificar se existe alguma ponte na rede;
• Uma a´rvore e´ um grafo conexo que na˜o possui ciclos (ac´ıclico);
1.2 Protec¸a˜o em Redes O´pticas Ela´sticas
Em redes o´pticas ela´sticas de telecomunicac¸o˜es, deve-se garantir uma rede confia´vel
que sobreviva a alguns tipos de falhas, como de nodo ou de enlace, uma vez que uma
u´nica falha pode prejudicar significativamente o tra´fego de dados e causar problemas
de comunicac¸a˜o em conexo˜es de diversos pares de nodos origem e destino [Pavan et al.
2015,Girolimetto e Pavan 2016]. Portanto, as redes devem ser sobreviventes, ou seja, mesmo
em cena´rios de falhas devem ter soluc¸o˜es para que as conexo˜es permanec¸am dispon´ıveis.
Para isso, mecanismos de protec¸a˜o sa˜o extremamente u´teis pois apresentam caminhos
alternativos para enviar o tra´fego de pares origem e destino. Neste trabalho, as topologias
consideradas sa˜o 2-aresta-conexas, utilizando para cada par origem e destino, um caminho
de trabalho e um caminho de backup (usado para protec¸a˜o a` falha u´nica de enlace) e com
peso de caminho medido em nu´mero de saltos.
Quando se utiliza esquemas de protec¸a˜o, os caminhos de trabalho e de backup
disjuntos por nodos ou por arestas devem ser definidos previamente, no estabelecimento da
conexa˜o, garantindo a recuperac¸a˜o em caso de falhas. Geralmente, o caminho de trabalho
e´ responsa´vel por carregar o tra´fego enquanto a rede estiver operando sem falhas, e quando
uma falha de nodo ou de enlace ocorre, o caminho de backup se responsabiliza pelo
tra´fego [Ramaswami, Sivarajan e Sasaki 2009]. Este esquema e´ conhecido como protec¸a˜o de
caminho dedicado 1:1. No entanto, ambos os caminhos podem ser usados simultaneamente,
como e´ o caso do esquema de protec¸a˜o de caminho dedicado 1+1 [Goscien et al. 2015].
Te´cnicas onde o caminho de backup e´ encontrado posteriormente a falha tambe´m
existem, mas se encaixam em te´cnicas de restaurac¸a˜o em vez de protec¸a˜o [Ramamurthy,
Sahasrabuddhe e Mukherjee 2003].
O que acontece e´ que em algumas topologias de rede, quando usamos esquemas
de protec¸a˜o e definimos o menor caminho como caminho de trabalho, nenhum caminho
disjunto pode ser encontrado para um determinado caminho de backup, mesmo quando a
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rede e´ 2-conexa. A Figura 2 apresenta uma rede 2-conexa que exemplifica essa situac¸a˜o,
onde para um par com nodo origem 𝑂 e nodo destino 𝐷 um menor caminho e´ encontrado,
mas um caminho de backup disjunto por arestas com relac¸a˜o ao primeiro na˜o sera´ poss´ıvel.
Figura 2 – Uma rede 2-conexa para a qual, se o menor caminho entre os nodos 𝑂 e 𝐷 (o
caminho de treˆs saltos em linha tracejada vermelha) e´ escolhido como caminho
de trabalho, na˜o existe caminho disjunto para ser usado quando uma falha
ocorrer.
Para encontrar dois caminhos disjuntos, existem estrate´gias e algoritmos de rotea-
mento que podem ser usados. Normalmente o algoritmo Suurballe e Tarjan (𝑆𝑇 ), com
dois caminhos disjuntos por nodos [Suurballe 1974] ou por arestas [Suurballe e Tarjan
1984] [Suurballe e Tarjan 1984] e´ utilizado [Kuipers 2012]. Entretanto, outros algoritmos
que encontram caminhos disjuntos podem ser usados. Como algoritmos de 𝐾 caminhos dis-
juntos por nodos ou por arestas [Li, McCormick e Simchi-Levi 1992], [Tholey 2012], [Park,
Choi e Lim 2016], [Arora, Lee e Thurimella 2003] utilizado em redes mo´veis, [Zhang
et al. 2014] utilizado em redes de sensores sem fio e verso˜es de 𝐾 caminhos disjuntos
que encontram o nu´mero ma´ximo de caminhos disjuntos por nodos ou por arestas como
em [Dinneen, Kim e Nicolescu 2010] e em [Chan e Chin 1997]. Ale´m disso, verso˜es modifi-
cadas do Dijkstra tambe´m sa˜o utilizadas, como em [Dahshan 2010] e em [Dahshan 2013].
Neste trabalho usamos o algoritmo 𝑆𝑇 disjunto por arestas.
A finalidade do algoritmo 𝑆𝑇 e´ encontrar, para cada par de nodos origem e
destino de uma rede, um par de caminhos disjuntos por arestas tais que a soma de seus
comprimentos seja mı´nima. Nessa abordagem, o menor caminho do par e´ usado como
caminho de trabalho e o outro como caminho de backup.
Em [Girolimetto e Pavan 2016] foi observado que, em certas topologias, pode haver
mais de um par de caminhos disjuntos por arestas com o mesmo comprimento mı´nimo 𝐶
interligando um mesmo par de nodos origem e destino. Por exemplo, na topologia de rede
da Figura 3, o menor par de caminhos disjuntos por arestas que conecta o nodo 𝑂 ao nodo
𝐷 tem 𝐶 = 10 saltos. Para este par, pode ser encontrado: 𝑖) um caminho de trabalho de 3
saltos e um caminho de backup de 7 saltos, 𝐶 = 3 + 7, conforme mostrado na Figura 3(a);
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ou 𝑖𝑖) caminhos de trabalho e de backup de 5 saltos cada, 𝐶 = 5 + 5, como mostrado na
Figura 3(b).
(a)
(b)
Figura 3 – Dois pares de caminhos disjuntos por arestas com comprimento mı´nimo igual
a 𝐶 = 10 interconectando o nodo origem 𝑂 e o nodo destino 𝐷. Em (a), um
caminho de trabalho com 3 saltos (linha pontilhada vermelha) e um caminho
de backup com 7 saltos (linha cheia azul). Em (b), um caminho de trabalho e
um outro de backup com 5 saltos cada.
A existeˆncia de mais de um par de caminhos com comprimento mı´nimo associado a
um mesmo par de nodos origem e destino nos permite explorar diferentes estrate´gias para
a escolha dos caminhos de trabalho e de backup, que podem ser utilizadas na definic¸a˜o
de pol´ıticas de roteamento apropriadas para redes com diferentes tipos de servic¸o. Por
exemplo, em caso de servic¸o sens´ıvel a` lateˆncia, o ideal e´ que os caminhos de trabalho e de
backup tenham o mesmo comprimento ou, pelo menos, que seus comprimentos tenham
a menor diferenc¸a poss´ıvel. Neste caso, deve-se adotar a estrate´gia de buscar o que e´
denominado neste trabalho como o par de caminhos mais balanceado. Essa exigeˆncia
costuma ocorrer quando na˜o ha´, na pra´tica, distinc¸a˜o entre caminhos de trabalho e de
backup: ambos os sinais sa˜o enviados simultaneamente para determinado destino e apenas
o de melhor qualidade e´ utilizado. Em outros cena´rios, o ideal e´ que o caminho de trabalho
seja o menor poss´ıvel, e o caminho de backup e´ ativado apenas em caso de necessidade.
Neste caso, a estrate´gia mais apropriada seria buscar o que e´ chamado neste trabalho de
par de caminhos menos balanceado, de modo que o menor caminho do par seja utilizado
como caminho de trabalho e o maior fique como backup. Ambas as estrate´gias sa˜o esquemas
de protec¸a˜o e sa˜o observadas em casos pra´ticos como, por exemplo, em redes o´pticas de
transporte [Manchester, Bonenfant e Newton 1999].
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Algoritmos de roteamento que definam caminhos de trabalho e de backup podem
ser aplicados em esquemas de protec¸a˜o, que geralmente sa˜o classificados como protec¸a˜o
dedicada e protec¸a˜o compartilhada. Atualmente, simulac¸o˜es em esquemas de protec¸a˜o
sa˜o amplamente usadas para calcular me´tricas como a disponibilidade de conexo˜es, taxas
de falha e reparac¸a˜o, utilizac¸a˜o de recursos e eficieˆncia da protec¸a˜o. Em [Zhang et al.
2003], [Fawaz et al. 2006] e [Song, Zhang e Mukherjee 2007] os autores apresentam diferentes
abordagens sobre a me´trica disponibilidade de conexo˜es em diferentes esquemas de protec¸a˜o
e consideram uma taxa de falha proporcional ao comprimento da fibra. Em [Xu et al.
2013], a rede real CERNET2 (China Education and Research NETwork2) foi analisada por
aproximadamente um meˆs para identificar probabilidades de falhas. Nesse per´ıodo, 240
falhas foram observadas. A taxa de falha de enlace segue uma func¸a˜o exponencial. Com
base nos resultados de caracter´ısticas de falha de enlaces, um novo esquema de protec¸a˜o foi
proposto. Em [Assi et al. 2002], esquemas de protec¸a˜o de caminho dedicado e protec¸a˜o de
caminho compartilhado foram comparados quanto a` probabilidade de bloqueio e o tempo
de restaurac¸a˜o sob a hipo´tese de falha. Em [Wang, Zeng e Zhao 2003], um conjunto de
esquemas de protec¸a˜o foi investigado e dois esquemas novos foram propostos. Um modelo
de falha u´nica de enlace foi definido e os esquemas de protec¸a˜o foram comparados atrave´s
de treˆs me´tricas: uso de recursos, eficieˆncia de protec¸a˜o e interrupc¸a˜o de servic¸o.
A fim de explorar estrate´gias para a escolha dos caminhos de trabalho e backup,
este trabalho propo˜e duas verso˜es do algoritmo 𝑆𝑇 para encontrar, para uma determinada
topologia, pares de caminhos de trabalho e de backup mais balanceados e menos balanceados
para cada par de nodos. As verso˜es propostas sa˜o denominadas: algoritmo de Suurballe
e Tarjan Mais Balanceado (Suurballe and Tarjan More Balanced - 𝑆𝑇𝑀𝐵) e algoritmo
de Suurballe e Tarjan Menos Balanceado (Suurballe and Tarjan Less Balanced - 𝑆𝑇𝐿𝐵).
Para uma dada topologia 2-aresta-conexa, o algoritmo 𝑆𝑇𝑀𝐵 encontra o menor par de
caminhos disjuntos por arestas para cada par de nodos origem e destino, com comprimentos
dos caminhos de trabalho e de backup com a menor diferenc¸a poss´ıvel. Ao contra´rio, o
𝑆𝑇𝐿𝐵 manteˆm a maior diferenc¸a poss´ıvel entre os comprimentos do caminho de trabalho
e de backup.
Os algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 foram testados e analisados atrave´s de um conjunto
de 40 redes o´pticas de telecomunicac¸o˜es reais [Pinto 2017]. O impacto destes algoritmos
tambe´m foi investigado atrave´s 𝑖) do nu´mero de transponders (dispositivo de comunicac¸a˜o)
necessa´rios para encaminhar uma demanda de tra´fego uniforme e 𝑖𝑖) do coeficiente de
protec¸a˜o (a quantidade fracionada de capacidade adicional necessa´ria para implementar
o esquema de protec¸a˜o de caminho dedicado) [Korotky 2004, Labourdette et al. 2005].
Ale´m disso, foram realizadas simulac¸o˜es em cena´rios de tra´fego dinaˆmico em redes o´pticas
ela´sticas utilizando o esquema de protec¸a˜o de caminho dedicado 1:1 para duas redes
o´pticas de telecomunicac¸o˜es reais: “Arnes” e “Cernet”. Nas simulac¸o˜es, foram comparados
o desempenho dos algoritmos propostos versus a carga de tra´fego, o intervalo entre falhas
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e a durac¸a˜o da falha. Com isso, foi obtida a taxa de bloqueio de requisic¸o˜es de conexa˜o de
cada algoritmo.
1.3 Objetivo Geral
O objetivo geral deste trabalho consiste em explorar a diversidade de pares de
caminhos disjuntos por arestas com comprimento mı´nimo encontradas em um mesmo
par de nodos origem e destino de uma topologia de rede. Para isso, duas soluc¸o˜es sera˜o
desenvolvidas no framework ElasticO++ [Tessinari et al. 2016]. Estas soluc¸o˜es devem
assegurar que os caminhos de trabalho e de backup obtenham comprimentos espec´ıficos,
sendo uma com comprimentos com a menor diferenc¸a poss´ıvel e outra com comprimentos
com a maior diferenc¸a poss´ıvel.
1.4 Objetivos Espec´ıficos
• Estudar a ferramenta ElasticO++ e a linguagem de programac¸a˜o identificada no
framework ;
• Definir a melhor estrate´gia para desenvolver as soluc¸o˜es e implementa´-las na ferra-
menta, de modo que encontrem dois caminhos disjuntos por arestas mais ou menos
balanceados sempre que poss´ıvel para uma topologia de rede 2-aresta-conexa;
• Analisar como estas soluc¸o˜es se comportam, seu impacto e diferenc¸as;
• Simular e comparar as duas soluc¸o˜es em um cena´rio de falhas de rede com protec¸a˜o
de caminho dedicado para identificar a utilizac¸a˜o de recursos e a taxa de bloqueio.
1.5 Contribuic¸o˜es
Os resultados deste trabalho foram publicados em [Girolimetto et al. 2018] no
Simpo´sio Brasileiro de Redes de Computadores (SBRC). O artigo [Girolimetto et al. 2018]
apresenta duas verso˜es do algoritmo 𝑆𝑇 . Estas verso˜es encontram para uma dada topologia,
os pares de caminhos de trabalho e de backup mais balanceado e menos balanceado
chamados de Suurballe e Tarjan Mais Balanceado (𝑆𝑇𝑀𝐵) e Suurballe e Tarjan Menos
Balanceado (𝑆𝑇𝐿𝐵). Estes algoritmos foram testados e analisados em um conjunto de 40
redes o´pticas de telecomunicac¸o˜es reais. O impacto do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵 foi investigado
atrave´s do nu´mero de transponders e do coeficiente de protec¸a˜o. Os resultados mostraram
que dentre as redes testadas, sera´ preciso ate´ 29% mais transponders quando o 𝑆𝑇𝑀𝐵 for
utilizado e ate´ 71% a mais de protec¸a˜o extra quando se utiliza o 𝑆𝑇𝐿𝐵.
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No software ElasticO++ foram implementados os algoritmos: Suurballe e Tarjan,
Suurballe e Tarjan Mais Balanceado e Suurballe e Tarjan Menos Balanceado. Ale´m disso,
tambe´m foi introduzido o esquema de protec¸a˜o dedicada 1:1 e um mo´dulo para gerenciar
falhas.
1.6 Estrutura da Dissertac¸a˜o
Este trabalho e´ organizado da seguinte forma: o Cap´ıtulo 2 descreve as redes o´pticas
ela´sticas e destaca os esquemas de protec¸a˜o; o Cap´ıtulo 3 descreve a ferramenta ElasticO++
e os algoritmos base: Suurballe e Tarjan e Yen; os algoritmos propostos: Suurballe e Tarjan
Mais Balanceado e Suurballe e Tarjan Menos Balanceado sa˜o apresentados no Cap´ıtulo 4;
o Cap´ıtulo 5 descreve o passo a passo da metodologia utilizada; os resultados relativos
ao comportamento, impacto e simulac¸a˜o de falhas utilizando os dois algoritmos sa˜o
apresentados no Cap´ıtulo 6; e o Cap´ıtulo 7 traz as concluso˜es e sugesto˜es para trabalhos
futuros.
92 Redes O´pticas Ela´sticas
Este cap´ıtulo aborda as redes o´pticas ela´sticas, uma evoluc¸a˜o na tecnologia no
campo das redes de telecomunicac¸o˜es. Suas caracter´ısticas e diferenc¸as com relac¸a˜o a
redes o´pticas 𝑊𝐷𝑀 tambe´m sa˜o apresentadas. Ale´m disso, um foco no mecanismo de
sobreviveˆncia de protec¸a˜o e´ dissertado, destacando a protec¸a˜o de caminho dedicado.
2.1 Introduc¸a˜o
O crescimento exponencial do tra´fego devido a servic¸os multimı´dia e a constante
mudanc¸a de provedores de conteu´do na Internet vem exigindo mudanc¸as nas redes o´pticas
𝑊𝐷𝑀 . Tecnologias com mais eficieˆncia, flexibilidade e escalabilidade sa˜o buscadas para
atender as novas demandas.
A rede o´ptica tradicional baseada em Multiplexac¸a˜o por Divisa˜o de Comprimento
de Onda (𝑊𝐷𝑀) divide o espectro em canais separados. Geralmente o espac¸amento
entre canais e´ de 50𝐺𝐻𝑧 ou 100𝐺𝐻𝑧, especificado pelo padra˜o da Unia˜o Internacional de
Telecomunicac¸o˜es (𝐼𝑇𝑈) [Chatterjee, Sarma e Oki 2015]. Quando um tra´fego e´ transmitido
com baixa largura de banda e nenhum tra´fego pode ser transmitido na lacuna de frequeˆncia
na˜o usada, uma grande parcela do espectro sera´ desperdic¸ada [Chatterjee, Sarma e Oki
2015].
Para superar estas limitac¸o˜es, uma rede o´ptica ela´stica eficiente baseada na tecnolo-
gia Multiplexac¸a˜o por Divisa˜o de Frequeˆncia Ortogonal (𝑂𝐹𝐷𝑀) foi apresentada [Zhang et
al. 2013]. A tecnologia 𝑂𝐹𝐷𝑀 transmite um fluxo de dados de alta velocidade, dividindo-o
em va´rios canais de dados paralelos. Os canais adjacentes podem se sobrepor ortogonal-
mente, aumentando a eficieˆncia espectral de transmissa˜o. Cada s´ımbolo 𝑂𝐹𝐷𝑀 possui
uma banda de guarda para evitar a interfereˆncia causada quando um s´ımbolo 𝑂𝐹𝐷𝑀
cruza o limite de outro s´ımbolo vizinho. Esta banda de guarda separa caminhos o´pticos
adjacentes em cada enlace [Christodoulopoulos, Tomkos e Varvarigos 2011]. Na Figura 4
sa˜o apresentadas bandas de guarda de espectro. Neste exemplo, sinais de diferentes cami-
nhos o´pticos sa˜o multiplexados no domı´nio da frequeˆncia [Christodoulopoulos, Tomkos e
Varvarigos 2011].
As redes o´pticas ela´sticas suportam altas taxas de dados flex´ıveis [Gerstel et al. 2012]
e alocam espectro para caminhos o´pticos de acordo com a largura de banda requisitada
pelos clientes. O espectro e´ dividido em slots de frequeˆncia. Atualmente, a granularidade
mı´nima de espectro que pode ser atribu´ıda e´ 12, 5 𝐺𝐻𝑧 [Patel et al. 2012, Tessinari et
al. 2016]. Essa divisa˜o do espectro tambe´m pode acomodar ambos “sub” e “super” canais
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Figura 4 – Treˆs caminhos o´pticos separados por bandas de guarda. Adaptado de [Christo-
doulopoulos, Tomkos e Varvarigos 2011].
de comprimento de onda de acordo com cada requisic¸a˜o, garantindo transmissa˜o de alta
velocidade no enlace a` medida que a demanda de tra´fego aumenta.
Um caminho o´ptico pode se expandir e contrair de acordo com o volume de tra´fego
e a solicitac¸a˜o do usua´rio, se necessa´rio. Como resultado, se obte´m uma melhor eficieˆncia
da utilizac¸a˜o da rede [Chatterjee, Sarma e Oki 2015,Jinno et al. 2009].
Uma rede o´ptica ela´stica pode operar em treˆs modos de transporte: opaco, trans-
parente ou translu´cido. Uma rede configurada no modo de transporte opaco realiza a
conversa˜o o´ptico para ele´trico para o´ptico (𝑂𝐸𝑂) dos sinais no final de cada sistema de
transmissa˜o. Nesse tipo de rede, os sinais sa˜o regenerados em cada nodo, ja´ que precisam
ser convertidos para o domı´nio eletroˆnico. Por conta disso, um par de transponders e´
necessa´rio para cada canal o´ptico abrangendo um enlace. A atualizac¸a˜o da rede e´ custosa e
para suportar taxas mais altas, novos nodos e transponders precisam ser implantados [Ra-
mamurthy et al. 1999]. Ja´ uma rede operando em um modo totalmente transparente,
mante´m o sinal de uma conexa˜o no domı´nio o´ptico em todos os nodos intermedia´rios,
exceto nos nodos finais que o sinal na˜o sofre conversa˜o 𝑂𝐸𝑂. A capacidade de regenerac¸a˜o
na˜o esta´ presente e e´ fa´cil atualizar a rede para taxas de bits mais altas [Bouillet et al.
2007]. E por fim, uma rede configurada no modo translu´cido, que e´ uma junc¸a˜o do modo
opaco com o modo transparente, aproveita as vantagens destes modos de transporte. Nesta
arquitetura, os sinais trafegam pela rede “o ma´ximo poss´ıvel” no domı´nio o´ptico. O sinal
pode ser regenerado va´rias vezes na rede antes de atingir seu destino e a atualizac¸a˜o da
rede e´ fa´cil [Ramamurthy et al. 1999]. Neste trabalho foi utilizado o modo de transporte
opaco.
2.2 Arquitetura das Redes O´pticas Ela´sticas
A arquitetura t´ıpica da rede o´ptica ela´stica consiste do Transponder de Largura de
Banda Flex´ıvel (𝐵𝑉 𝑇 ) e do Comutador O´ptico de Largura de Banda Flex´ıvel (𝐵𝑉 −𝑊𝑋𝐶),
apresentados na Figura 5 [Chatterjee, Sarma e Oki 2015]. A arquitetura apresentada na
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Figura 5 e´ simples. Portanto, o nu´mero de transponders pode ser diferente dependendo do
modo de transporte utilizado.
Fibra Óptica
Cliente Cliente
Cliente Cliente
Cliente Cliente
Transponder de 
Largura de Banda 
Flexível (BVT)
Comutador Óptico de 
Largura de Banda 
Flexível (BV-WXC)
Figura 5 – Arquitetura do enlace e do nodo numa rede o´ptica ela´stica, apresentando o
𝐵𝑉 𝑇 e o 𝐵𝑉 −𝑊𝑋𝐶.
Os 𝐵𝑉 𝑇𝑠 esta˜o conectados aos 𝐵𝑉 −𝑊𝑋𝐶𝑠 e sa˜o usados para ajustar a largura de
banda, alocando espectro suficiente para acomodar cada demanda. Ale´m disso, suportam
a transmissa˜o de alta velocidade usando formatos de modulac¸a˜o espectralmente eficientes
como a Modulac¸a˜o de Amplitude em 16-Quadratura (16−𝑄𝐴𝑀) e 64−𝑄𝐴𝑀 usado para
caminhos o´pticos de menor distaˆncia. Os caminhos o´pticos de maior distaˆncia usam formatos
de modulac¸a˜o menos eficientes como a Modulac¸a˜o por Deslocamento de Fase em Quadratura
(𝑄𝑃𝑆𝐾) ou Modulac¸a˜o por Deslocamento de Fase Bina´ria (𝐵𝑃𝑆𝐾) [Chatterjee, Sarma e
Oki 2015]. No entanto, quando um 𝐵𝑉 𝑇 de alta velocidade e´ operado a uma taxa menor
do que a ma´xima devido ao alcance necessa´rio ou devido a`s deficieˆncias no caminho o´ptico,
parte da capacidade do 𝐵𝑉 𝑇 e´ desperdic¸ada. Para resolver esse problema, um Sliceable
Transponder de Largura de Banda Flex´ıvel (𝑆𝐵𝑉 𝑇 ) que oferece maior flexibilidade foi
apresentado. Um 𝑆𝐵𝑉 𝑇 aloca sua capacidade em um ou va´rios fluxos o´pticos que sa˜o
transmitidos para um ou va´rios destinos. Os fluxos o´pticos podem ser agregados ou
divididos com base nas necessidades de tra´fego [Chatterjee, Sarma e Oki 2015].
O 𝐵𝑉 −𝑊𝑋𝐶 aloca um comutador o´ptico de tamanho apropriado com a largura
de banda do espectro correspondente estabelecendo um caminho o´ptico do nodo origem
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ao nodo destino, acomodando os recursos espectrais estabelecidos pelos 𝐵𝑉 𝑇𝑠 [Jinno
et al. 2009]. Quando os 𝐵𝑉 𝑇𝑠 aumentam a taxa do tra´fego, cada 𝐵𝑉 −𝑊𝑋𝐶 na rota
deve expandir sua janela de comutac¸a˜o, permitindo assim uma taxa de dados varia´vel em
cada caminho o´ptico [Zhang et al. 2013]. Em um 𝐵𝑉 −𝑊𝑋𝐶, Comutadores Seletivos de
Espectro de Largura de Banda Flex´ıvel (𝐵𝑉 𝑆𝑆𝑆𝑠) sa˜o usados para fornecer funcionalidades
de roteamento e de add-drop para sinais locais [Chatterjee, Sarma e Oki 2015].
2.2.1 Arquitetura de Nodos
As principais arquiteturas de nodos das redes o´pticas ela´sticas sa˜o: “Transmissa˜o e
Selec¸a˜o”, “Roteamento de Espectro”, “Comutar e Selecionar com Funcionalidade Dinaˆmica”
e “Arquitetura Sob Demanda”. A seguir estas arquiteturas sa˜o apresentadas e comparadas
em termos de flexibilidade. No contexto de arquitetura de nodos, a flexibilidade e´ a
capacidade do sistema de transportar sinais da origem para o destino ao longo de diferentes
rotas. Esta flexibilidade e´ necessa´ria para garantir a sobreviveˆncia a falhas, direcionando
sinais de caminhos de trabalho para seus respectivos caminhos de backup.
A arquitetura de nodo “Transmissa˜o e Selec¸a˜o” usa o 𝐵𝑉 𝑆𝑆𝑆 para filtrar sinais
de entrada e selecionar o sinal requisitado para a sa´ıda [Amaya, Zervas e Simeonidou
2013]. Esta arquitetura permite a adic¸a˜o de um ou mais canais de comprimento de
onda a um sinal existente de mu´ltiplos comprimentos de onda automaticamente. As
principais desvantagens sa˜o: (𝑖) requer sincronizac¸a˜o e ajuste ra´pido, (𝑖𝑖) na˜o pode suportar
reutilizac¸a˜o de comprimento de onda e, portanto, e´ necessa´rio um grande nu´mero de canais
de comprimento de onda, (𝑖𝑖𝑖) a energia e´ dividida entre va´rios nodos, portanto na˜o pode
ser usado para comunicac¸a˜o de longa distaˆncia e (𝑖𝑣) na˜o suporta desfragmentac¸a˜o. Esta
arquitetura e´ utilizada principalmente em redes locais de alta velocidade e redes de a´rea
metropolitana [Chatterjee, Sarma e Oki 2015].
A arquitetura de nodo “Roteamento de Espectro” deve superar os problemas com
a arquitetura de nodo “Transmissa˜o e Selec¸a˜o”. Nesta arquitetura, o 𝐵𝑉 𝑆𝑆𝑆 controla
funcionalidades de comutac¸a˜o e filtragem [Amaya, Zervas e Simeonidou 2013]. 𝐵𝑉 𝑆𝑆𝑆𝑠 adi-
cionais sa˜o requisitados na entrada, o que a torna mais cara. Ale´m disso, a desfragmentac¸a˜o
do espectro tambe´m e´ dif´ıcil de implementar. [Chatterjee, Sarma e Oki 2015].
A arquitetura de nodo“Comutar e Selecionar com Funcionalidade Dinaˆmica”suporta
funcionalidades dinaˆmicas como desfragmentac¸a˜o de espectro, multiplexac¸a˜o de tempo
e regenerac¸a˜o. Nessa arquitetura, co´pias dos sinais da entrada sa˜o direcionadas para um
𝐵𝑉 𝑆𝑆𝑆 espec´ıfico ou para um mo´dulo que fornece funcionalidades dinaˆmicas [Amaya,
Zervas e Simeonidou 2013,Chatterjee, Sarma e Oki 2015].
A arquitetura de nodo“Arquitetura Sob Demanda”consiste de um comutador o´ptico
com grande nu´mero de portas de entrada e sa´ıda conectado a va´rios mo´dulos de processa-
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mento como 𝐵𝑉 𝑆𝑆𝑆𝑠. Esta arquitetura oferece maior flexibilidade do que as anteriores,
pois os componentes podem ser interconectados juntos de maneira arbitra´ria. Ale´m disso,
proporciona ganhos considera´veis em termos de escalabilidade e resilieˆncia [Chatterjee,
Sarma e Oki 2015].
A arquitetura de nodo com alta flexibilidade no roteamento e´ a “Arquitetura
Sob Demanda”, com me´dia flexibilidade no roteamento e´ a “Comutar e Selecionar com
Funcionalidade Dinaˆmica” e com nenhuma flexibilidade no roteamento sa˜o a “Transmissa˜o
e Selec¸a˜o” e o “Roteamento de Espectro” [Chatterjee, Sarma e Oki 2015].
2.3 Roteamento e Atribuic¸a˜o de Espectro
Um problema essencial para o gerenciamento do espectro em 𝐸𝑂𝑁 ′𝑠 e´ o Roteamento
e Atribuic¸a˜o de Espectro (𝑅𝑆𝐴). Este problema consiste em (𝑖) calcular uma se´rie de
rotas candidatas para cada par de nodos origem-destino e (𝑖𝑖) alocar um conjunto de
slots cont´ıguos e cont´ınuos, se existirem, no espectro usando uma pol´ıtica de alocac¸a˜o
de espectro para atribuir um caminho via´vel na conexa˜o solicitada [Christodoulopoulos,
Tomkos e Varvarigos 2011,Gerstel et al. 2012].
O problema 𝑅𝑆𝐴 e´ equivalente ao Problema de Roteamento e Alocac¸a˜o de Com-
primento de Onda (RWA) em redes o´pticas baseadas em 𝑊𝐷𝑀 . O RWA estabelece
caminhos o´pticos para cada solicitac¸a˜o de conexa˜o selecionando uma rota apropriada e
atribuindo um comprimento de onda desejado. O mesmo comprimento de onda deve ser
usado em todos os enlaces do caminho origem-destino de uma conexa˜o. Esta propriedade
e´ conhecida como restric¸a˜o de continuidade do comprimento de onda [Chatterjee, Sarma e
Oki 2015]. A diferenc¸a entre estes problemas e´ que a rede o´ptica ela´stica oferece alocac¸a˜o
de espectro flex´ıvel para atender as taxas de dados solicitadas e um conjunto de slots
cont´ıguos e´ alocado para uma conexa˜o em vez do comprimento de onda definido pelo
RWA. As restric¸o˜es referentes ao 𝑅𝑆𝐴 sa˜o de (𝑖) contiguidade: se uma demanda requer 𝑥
unidades de espectro, enta˜o 𝑥 slots cont´ıguos devem ser alocados; e (𝑖𝑖) continuidade: os
mesmos 𝑥 slots cont´ıguos devem ser alocados numa mesma posic¸a˜o em todos os enlaces do
caminho origem-destino de uma conexa˜o (semelhante a` restric¸a˜o do RWA) [Talebi et al.
2014].
Considerando a rede apresentada na Figura 6, um exemplo sobre os conceitos das
restric¸o˜es de contiguidade e continuidade do 𝑅𝑆𝐴 e´ abordado. Vamos supor uma requisic¸a˜o
de conexa˜o que requer uma taxa de bit equivalente a dois slots e sem banda de guarda, para
uma origem 𝑣1 e um destino 𝑣4. Enta˜o, dado o caminho 𝑣1 ↔ 𝑣2 ↔ 𝑣4 e´ verificado se as
restric¸o˜es podem ser atendidas. O enlace 𝑣1 ↔ 𝑣2 possui os slots cont´ıguos dispon´ıveis: 1, 2
e 7, 8. Um destes pares poderia ser escolhido pois a restric¸a˜o de contiguidade esta´ garantida.
Pore´m, e´ verificado que no enlace 𝑣2 ↔ 𝑣4, os slots cont´ıguos dispon´ıveis sa˜o: 5, 6, 7 e
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9, 10. Neste caso, na˜o e´ poss´ıvel respeitar a restric¸a˜o de continuidade. Ja´ se utilizarmos o
caminho 𝑣1 ↔ 𝑣3 ↔ 𝑣4, ambas as restric¸o˜es sa˜o poss´ıveis utilizando os slots cont´ıguos e
cont´ınuos dispon´ıveis: 8, 9 dos enlaces 𝑣1 ↔ 𝑣3 e 𝑣3 ↔ 𝑣4.
Figura 6 – Exemplo referente a`s restric¸o˜es de contiguidade e continuidade do 𝑅𝑆𝐴. Slots
dispon´ıveis esta˜o representados pela cor branca e slots ocupados esta˜o repre-
sentados pela cor cinza.
Uma vez que o desempenho de uma rede depende na˜o apenas dos seus recursos
f´ısicos (por exemplo: transponders, enlaces, largura espectral utiliza´vel, comutadores o´pticos,
etc.), mas tambe´m sobre como e´ controlada, o objetivo de um algoritmo 𝑅𝑆𝐴 e´ alcanc¸ar o
melhor desempenho poss´ıvel com os limites das restric¸o˜es f´ısicas [Talebi et al. 2014].
O 𝑅𝑆𝐴 possui variantes, classificados em duas verso˜es: 𝑅𝑆𝐴 oﬄine, onde as
demandas de tra´fego sa˜o conhecidas antecipadamente, e 𝑅𝑆𝐴 online, onde uma sequeˆncia
de solicitac¸o˜es dos clientes chega de forma aleato´ria [Talebi et al. 2014]. O 𝑅𝑆𝐴 oﬄine
surge sempre que os padro˜es de tra´fego na rede sa˜o razoavelmente bem conhecidos. Os
caminhos sa˜o calculados e ordenados previamente. Ja´ o 𝑅𝑆𝐴 online e´ empregado em
um cena´rio de tra´fego dinaˆmico, onde os caminhos o´pticos sa˜o configurados conforme
necessa´rio. Dependendo do estado da rede no momento de uma solicitac¸a˜o, os recursos
espectrais dispon´ıveis podem ou na˜o ser suficientes para estabelecer uma conexa˜o entre o
par de nodos origem e destino correspondente. Se um pedido de conexa˜o na˜o puder ser
aceito por falta de recursos, ele e´ bloqueado. Portanto, a probabilidade de bloqueio dos
pedidos de conexa˜o surge como a me´trica de desempenho de interesse em um cena´rio 𝑅𝑆𝐴
online [Talebi et al. 2014].
O problema 𝑅𝑆𝐴 e´ redut´ıvel ao problema RWA que e´ NP-dif´ıcil. Para qualquer
conexa˜o, se o RWA requer um comprimento de onda ao longo do caminho o´ptico, e´
equivalente dizer que o 𝑅𝑆𝐴 requer um slot de um espectro ao longo do caminho o´ptico.
A reduc¸a˜o esta´ em tempo polinomial. O problema RWA tem uma soluc¸a˜o se e somente se
o problema 𝑅𝑆𝐴 constru´ıdo tiver uma soluc¸a˜o [Chatterjee, Sarma e Oki 2015]. Portanto,
pode-se dizer que o problema 𝑅𝑆𝐴 e´ um problema NP-dif´ıcil [Christodoulopoulos, Tomkos
e Varvarigos 2011].
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2.4 Fragmentac¸a˜o
A configurac¸a˜o dinaˆmica de conexo˜es e a flexibilidade do espectro nas redes o´pticas
ela´sticas, podem gerar o problema de fragmentac¸a˜o de banda. Os slots dispon´ıveis que
esta˜o isolados, desalinhados ou descont´ıguos se tornam inaptos para a alocac¸a˜o de futuras
conexo˜es. Portanto, se nenhum conjunto de slots dispon´ıveis puder satisfazer a demanda de
largura de banda necessa´ria, o pedido de conexa˜o e´ rejeitado. Assim, ocorre um bloqueio
de requisic¸a˜o, e operadores de rede devem reconfigurar periodicamente os caminhos o´pticos
e os slots do espectro, realizando uma desfragmentac¸a˜o da rede [Chatterjee, Sarma e Oki
2015].
A fragmentac¸a˜o pode ser horizontal e/ou vertical. A restric¸a˜o de continuidade do
espectro causa a fragmentac¸a˜o horizontal, onde o mesmo bloco de espectro pode na˜o estar
dispon´ıvel ao longo de enlaces sucessivos de um caminho, apesar do fato de cada enlace
ter uma largura de banda suficiente para uma solicitac¸a˜o. Ja´ as taxas de dados varia´veis
juntamente com a restric¸a˜o de contiguidade do espectro, por outro lado, sa˜o a causa da
fragmentac¸a˜o vertical, uma situac¸a˜o em que, os recursos espectrais em um u´nico enlace
sa˜o fragmentados em pequenos blocos na˜o cont´ıguos, que na˜o podem ser alocados a uma
u´nica demanda grande [Talebi et al. 2014].
2.5 Mecanismos de Sobreviveˆncia
Redes o´pticas ela´sticas teˆm a capacidade de suportar taxas de dados individuais de
40− 1000 𝐺𝑏/𝑠, e tambe´m agregam a taxa de transfereˆncia por fibra a aproximadamente
10 − 100 𝑇𝑏/𝑠. Portanto, a falha de um componente de rede, como um enlace ou nodo
de rede, pode interromper comunicac¸o˜es levando a uma grande perda de dados. Para
contornar este problema, mecanismos de sobreviveˆncia podem ser aplicados para protec¸a˜o
da rede.
Semelhante a`s redes o´pticas baseadas em 𝑊𝐷𝑀 , os mecanismos de sobreviveˆncia
para redes o´pticas ela´sticas podem ser classificados em duas grandes categorias: protec¸a˜o e
restaurac¸a˜o (Figura 7) [Chatterjee, Sarma e Oki 2015]. As te´cnicas de protec¸a˜o utilizam
caminhos de backup previamente calculados que transportam o tra´fego antes ou apo´s a
ocorreˆncia de falha. Esta escolha depende do esquema de protec¸a˜o definido. A protec¸a˜o
e´ classificada em protec¸a˜o de caminho e protec¸a˜o de enlace, sendo a primeira dividida
em protec¸a˜o de caminho dedicada e protec¸a˜o de caminho compartilhada. Nas te´cnicas de
restaurac¸a˜o, os caminhos de backup sa˜o calculados dinamicamente com base em informac¸o˜es
do estado da rede apo´s a ocorreˆncia de falha. A restaurac¸a˜o e´ classificada em restaurac¸a˜o
de enlace, restaurac¸a˜o de sub-caminho e restaurac¸a˜o de caminho. Aqui, destacaremos a
te´cnica de protec¸a˜o de caminho dedicado, dividida em 1:1 e 1+1.
Cap´ıtulo 2. Redes O´pticas Ela´sticas 16
Figura 7 – Mecanismos de sobreviveˆncia em redes [Saini e Garg 2013].
2.5.1 Esquemas de Protec¸a˜o
Esquemas de protec¸a˜o sa˜o classificados pelo roteamento utilizado: protec¸a˜o do
enlace ou protec¸a˜o do caminho; ou pelo tipo de compartilhamento de recursos: protec¸a˜o
dedicada ou protec¸a˜o compartilhada [Ramamurthy, Sahasrabuddhe e Mukherjee 2003].
Estes esquemas tambe´m podem ser revers´ıveis ou na˜o revers´ıveis. Num esquema
na˜o revers´ıvel, quando uma falha ocorre no caminho de trabalho, o tra´fego e´ trocado para
o caminho de backup e permanece la´. Num esquema revers´ıvel, o tra´fego e´ trocado de volta
para o caminho de trabalho quando a falha e´ reparada [Ramaswami, Sivarajan e Sasaki
2009].
2.5.1.1 Protec¸a˜o de Enlace e de Caminho
Na protec¸a˜o de enlace quando uma falha acontecer, todas as conexo˜es que atraves-
sam o enlace com falha sera˜o reencaminhadas para os enlaces ao redor desse enlace.
Na protec¸a˜o de caminho, e´ reservado um caminho de backup totalmente disjunto
por enlaces ou nodos com relac¸a˜o ao caminho de trabalho para cada par de nodos origem
e destino de uma topologia de rede. No instante em que ocorrer uma falha, o caminho de
backup e´ utilizado [Ilyas e Mouftah 2003].
2.5.1.2 Protec¸a˜o Dedicada
Na protec¸a˜o de enlace dedicada, no momento da configurac¸a˜o da conexa˜o, para
cada enlace do caminho de trabalho, um caminho de backup e´ reservado em torno desse
enlace e e´ dedicado a essa conexa˜o [Ilyas e Mouftah 2003].
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Na protec¸a˜o de caminho dedicado, um caminho de trabalho e um de backup sa˜o
definidos para cada par de nodos da rede e os recursos na˜o podem ser compartilhados com
outros pares. Este esquema de protec¸a˜o pode ser revers´ıvel ou na˜o revers´ıvel. A protec¸a˜o
de caminho dedicado pode ser implementada de duas maneiras diferentes, conhecidas como
1:1 e 1+1 [Lang, Rekhter e Papadimitriou 2007,Berger et al. 2007].
Na protec¸a˜o 1:1, os recursos para o caminho de backup sa˜o reservados apenas para
garantir a recuperac¸a˜o quando uma falha ocorrer. O tra´fego e´ transmitido apenas em um
caminho por vez. O caminho de trabalho recebe o tra´fego regular, enquanto o caminho
de backup pode receber tra´fego de baixa prioridade. Quando ocorrer uma falha, o tra´fego
enviado ao caminho de trabalho e´ trocado para o caminho de backup. O tra´fego de baixa
prioridade e´ interrompido do caminho de backup antes de ser usado pelo tra´fego regular
para evitar erros de conexo˜es entre os tra´fegos.
Na protec¸a˜o 1+1, os recursos reservados para o caminho de backup sa˜o utilizados o
tempo todo juntamente com os recursos do caminho de trabalho pois a transmissa˜o do
tra´fego ocorre em ambos ao mesmo tempo. No destino, o caminho com melhor sinal e´
selecionado. Apo´s uma falha, o tra´fego permanece em um caminho e a conexa˜o permanece
ativa [Ramaswami, Sivarajan e Sasaki 2009].
Nos esquemas de protec¸a˜o de caminho dedicado, a protec¸a˜o 1+1 e´ bastante eficiente
em tempo de recuperac¸a˜o, mas custosa em termos de uso de largura de banda. Ja´ a te´cnica
1:1 requer maior tempo de recuperac¸a˜o [Goscien et al. 2015].
2.5.1.3 Protec¸a˜o Compartilhada
Na protec¸a˜o de enlace compartilhado, os recursos de um enlace que pertenc¸am a
um caminho de backup podem ser compartilhados com outros caminhos de backup. Como
resultado, eles sa˜o multiplexados entre diferentes cena´rios de falha [Ilyas e Mouftah 2003].
Na protec¸a˜o de caminho compartilhado, os recursos reservados nos caminhos
de backup podem ser compartilhados com outros caminhos de backup, desde que na˜o
falhem simultaneamente. Quando na˜o ha´ falhas, os caminhos de backup esta˜o aptos para
transportar tra´fego de baixa prioridade [Ramaswami, Sivarajan e Sasaki 2009].
Os esquemas de protec¸a˜o compartilhada geralmente sa˜o revers´ıveis. Isso porque
o caminho de backup deve ser liberado o mais rapidamente poss´ıvel apo´s a falha ter
sido reparada, pra que este caminho possa proteger outras conexo˜es em caso de nova
falha [Ramaswami, Sivarajan e Sasaki 2009].
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2.6 Transponders O´pticos e o Coeficiente de Protec¸a˜o na Protec¸a˜o
de Caminho Dedicado
O dispositivo de comunicac¸a˜o transponder pode receber, amplificar e retransmitir
um sinal em uma frequeˆncia diferente do sinal de entrada. Os transponders o´pticos fazem
parte da arquitetura da rede o´ptica ela´stica, apresentada na Sec¸a˜o 2.2 e possuem suporte a
mu´ltiplas taxas de bits (de 10 𝐺𝑏/𝑠 a 1 𝑇𝑏/𝑠) e formato de modulac¸a˜o ajusta´vel para cada
conexa˜o. Deste modo, este dispositivo pode evitar o uso de regeneradores (que compensa
distorc¸o˜es do sinal em sistemas de longa distaˆncia) ao obter um formato eficiente para a
distaˆncia necessa´ria atrave´s da configurac¸a˜o do transponder [Sambo et al. 2015].
Para implementar protec¸a˜o de caminho dedicado em redes o´pticas que operam
no modo de transporte opaco cada canal o´ptico abrangendo um enlace requer um par
de transponders. Portanto, o nu´mero me´dio de transponders o´pticos por enlace para os
caminhos de trabalho e´ dado por [Pavan et al. 2015]:
𝑇 (𝑊 ) = 2⟨𝑑⟩⟨ℎ
𝑤⟩
⟨𝛿⟩ , (1)
onde o 2 representa o par de transponders, ⟨𝑑⟩ e´ o nu´mero me´dio de demandas de tra´fego
assumindo um modelo de demanda uniforme, em que cada nodo exige uma demanda para
todos os outros nodos, ⟨ℎ𝑤⟩ e´ o nu´mero me´dio de saltos considerando apenas os caminhos
de trabalho, e ⟨𝛿⟩ e´ o grau nodal me´dio da rede.
Similarmente, a me´dia do nu´mero de transponders o´pticos por enlace para os
caminhos de backup e´ dada por:
𝑇 (𝐵) = 2⟨𝑑⟩⟨ℎ
𝑏⟩
⟨𝛿⟩ , (2)
onde ⟨ℎ𝑏⟩ e´ a me´dia do nu´mero de saltos considerando apenas caminhos de backup.
Os caminhos de backup podem proteger a rede de falhas. Portanto, o custo extra
necessa´rio para proteger a rede de falhas e´ avaliado atrave´s da relac¸a˜o entre a quantidade
total de recursos reservados para caminhos de backup e a quantidade total de recursos
reservados para caminhos de trabalho [Korotky 2004,Labourdette et al. 2005]. Esta relac¸a˜o
e´ referida como coeficiente de protec¸a˜o (𝑘𝑝) [Pavan et al. 2015] ou como redundaˆncia de
capacidade extra [Shen, Guo e Bose 2016]. O coeficiente de protec¸a˜o para o caminho de
protec¸a˜o dedicado e´ calculado desta forma [Pavan et al. 2015]:
⟨𝑘𝑝⟩ = ⟨ℎ
𝑏⟩
⟨ℎ𝑤⟩ . (3)
Note que, uma vez que ⟨ℎ𝑏⟩ e´ sempre maior ou igual a ⟨ℎ𝑤⟩, ⟨𝑘𝑝⟩ e´ sempre maior ou
igual a 1. Portanto, quanto maior o ⟨𝑘𝑝⟩, maior o custo para proteger a rede contra falhas.
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Tanto o nu´mero de transponders quanto o coeficiente de protec¸a˜o dependem
diretamente dos comprimentos dos caminhos de trabalho e de backup. Assim, diferentes
esquemas de protec¸a˜o de caminho dedicado podem se beneficiar de diferentes maneiras ao
definir esses caminhos.
2.7 Conclusa˜o
Este cap´ıtulo apresentou as redes o´pticas ela´sticas, determinando suas caracte-
r´ısticas, arquitetura e problemas de roteamento, atribuic¸a˜o de espectro e fragmentac¸a˜o
de rede. Ale´m disso, mecanismos de sobreviveˆncia foram discutidos com uma eˆnfase em
esquemas de protec¸a˜o, abordando protec¸a˜o de enlace e de caminho, protec¸a˜o dedicada e
compartilhada. Em adic¸a˜o, o ca´lculo de transponders o´pticos e o coeficiente de protec¸a˜o
no esquema de protec¸a˜o de caminho dedicado foram estabelecidos.
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3 Ferramentas e Algoritmos
Neste cap´ıtulo e´ apresentado o software simulador de redes o´pticas ela´sticas Elas-
ticO++ e em seguida os algoritmos de roteamento Suurballe e Tarjan e Yen. Estas foram
ferramentas principais para o desenvolvimento dos algoritmos propostos neste trabalho.
O ElasticO++ e´ um framework que permite testes em roteamento, modulac¸a˜o,
atribuic¸a˜o de espectro, desfragmentac¸a˜o, paraˆmetros f´ısicos da rede como atenuac¸a˜o,
poteˆncia de entrada e de sa´ıda, entre outros e topologias, proporcionando o desenvolvimento
de novos algoritmos e te´cnicas para redes o´pticas ela´sticas. Nesta ferramenta existem alguns
algoritmos de roteamento, como o algoritmo Suurballe e Tarjan (𝑆𝑇 ), que busca dois
caminhos disjuntos por nodos [Suurballe 1974] ou por arestas [Suurballe e Tarjan 1984],
este u´ltimo adicionado no ElasticO++ a partir deste trabalho e o algoritmo de Yen [Yen
1970] que busca 𝐾 menores caminhos, implementado anteriormente a este trabalho.
3.1 ElasticO++
O ElasticO++ e´ uma estrutura de simulac¸a˜o para redes o´pticas ela´sticas [Tes-
sinari et al. 2016], projetada a partir de um simulador de eventos discreto chamado
OMNeT++ [Varga 2017].
O OMNeT++ e´ um dos simuladores mais populares na a´rea de pesquisa de
redes de comunicac¸a˜o. Ele pode ser utilizado na modelagem de redes de comunicac¸a˜o,
multiprocessadores e outros sistemas distribu´ıdos ou paralelos. Sendo um software de
co´digo aberto, e´ livre para uso sem fins lucrativos.
A estrutura do software ElasticO++ fornece um conjunto de instrumentos per-
mitindo a ra´pida implementac¸a˜o, testes e ana´lise de algoritmos em simulac¸o˜es de redes
o´pticas ela´sticas. Ale´m disso, possibilita a execuc¸a˜o de simulac¸o˜es com grandes quantidades
de dados e suporte a gra´ficos e gerac¸a˜o de estat´ısticas. Em sua versa˜o atual (sem a parte
adicionada por este trabalho), o framework vem com doze algoritmos tradicionais ja´ im-
plementados que podem ser usados de forma autoˆnoma ou em combinac¸a˜o com novos, sa˜o
eles: Dijkstra, K-Shortest Paths, EON DP-QPSK, WDM DP-QPSK, Sprectrum Sharing,
Zone Based, First Fit, Random Fit, Make-Before-Break, Spectrum Compactness, Push-Pull
e Always ON. No momento o software suporta o problema Roteamento, Modulac¸a˜o e Atri-
buic¸a˜o de Espectro (𝑅𝑀𝑆𝐴) em cena´rios dinaˆmicos, mas pode ser estendido para cena´rios
esta´ticos. A flexibilidade oferecida pela ferramenta permite que a academia e a indu´stria
desenvolvam e avaliem novos algoritmos e te´cnicas para redes o´pticas ela´sticas [Tessinari
et al. 2016,Tessinari et al. 2015,Tessinari, Colle e Garcia 2017].
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3.1.1 Arquitetura do ElasticO++
A estrutura da ferramenta ElasticO++ e´ apresentada na Figura 8 sendo dividida
em treˆs partes: Ferramentas de Script, Equipamento e Controlador.
Figura 8 – Arquitetura da ferramenta ElasticO++. Adaptado de [Tessinari et al. 2016].
Em “Ferramentas de Script” se encontra um conjunto de scripts criados para
automatizar tarefas como o gerenciamento de dados e a gerac¸a˜o de gra´ficos. Nesta parte,
existe o manipulador de 𝐶𝑆𝑉 , script de gerador e plote de gra´fico, importac¸a˜o de topologias,
entre outros. Atualmente, o framework oferece suporte a treˆs “formatos de resultados de
gra´fico”: Microsoft Excel, OriginLab Origin e Matplotlib.
O “Equipamento” possui a implementac¸a˜o de equipamentos convencionais en-
contrados em uma rede o´ptica, como transponders, Multiplexadores O´pticos Add-Drop
Reconfigura´veis (𝑅𝑂𝐴𝐷𝑀) e fibra o´ptica. Ale´m disso, configura diferentes padro˜es de
tra´fego atrave´s de um “Gerador de Requisic¸a˜o”.
Por u´ltimo, o“Controlador”, considerado a parte mais importante do ElasticO++. O
“Controlador” e´ composto de va´rios mo´dulos organizados em treˆs subdiviso˜es: configurac¸a˜o,
armazenamento e execuc¸a˜o, conforme Figura 9. O mo´dulo de configurac¸a˜o inicia todos os
servic¸os de outros mo´dulos com o “Escalonador” e detecta a topologia e recursos da rede
com o “Gerente de Topologia”. Ja´ no mo´dulo de armazenamento encontra-se a “Tabela
de Topologia” a qual possui informac¸o˜es da matriz de adjaceˆncia e matriz de enlaces, a
“Tabela de Rotas” que gerencia rotas ja´ encontradas de cada par de nodos origem e destino
e a “Tabela de Conexa˜o” que mante´m as informac¸o˜es sobre conexo˜es ativas. Nesta divisa˜o
tambe´m encontra-se uma classe chamada de “Enlace”, onde esta˜o todas as caracter´ısticas
de um enlace, como os recursos alocados. Por u´ltimo, o mo´dulo de execuc¸a˜o que recebe
as requisic¸o˜es dos clientes no “Controle de Admissa˜o”. O “Controle de Admissa˜o” faz
a interface entre o equipamento e outros mo´dulos de controle: “Gerente de Recursos”,
“Gerente de Alocac¸a˜o”, “Gerente de Log” e “Gerente de Desfragmentac¸a˜o”.
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Figura 9 – Mo´dulos de controle da ferramenta ElasticO++. Adaptado de [Tessinari et al.
2016].
O “Controle de Admissa˜o” encaminha a “solicitac¸a˜o” para o mo´dulo de “Gerente
de Recursos” que e´ responsa´vel por coordenar o “Gerente de Alocac¸a˜o” e o “Gerente de
Desfragmentac¸a˜o”, e tambe´m por criar e remover conexo˜es da “Tabela de Conexa˜o”, e
chamar o “Gerente de Log” para desenvolver logs de simulac¸a˜o. O “Gerente de Recursos”
envia a “solicitac¸a˜o” para o “Gerente de Alocac¸a˜o” que e´ responsa´vel pela montagem,
gerenciamento e execuc¸a˜o de algoritmos de alocac¸a˜o e executa o 𝑅𝑀𝑆𝐴 para verificar se
existem recursos para a “solicitac¸a˜o”, retornando uma resposta ao “Gerente de Recursos”
que atualiza as estat´ısticas de acordo com os resultados. Para o processo de alocac¸a˜o
de conexo˜es, existem quatro estruturas de dados diferentes usadas pelos mo´dulos de
controle: “Requisic¸a˜o de Alocac¸a˜o”, “Restric¸a˜o de Alocac¸a˜o”, “Resultado de Alocac¸a˜o” e
“Configurac¸a˜o de Alocac¸a˜o”. Cada estrutura possui caracter´ısticas espec´ıficas referentes a`
alocac¸a˜o de conexo˜es. O mo´dulo “Gerente de Log” e´ responsa´vel por manter estat´ısticas e
relato´rios de logs e e´ capaz de gerar um resultado de simulac¸a˜o em versa˜o 𝐶𝑆𝑉 . Por fim,
uma resposta e´ retornada ao cliente solicitante, informando um nu´mero identificando a
nova conexa˜o ou somente a rejeic¸a˜o da mesma.
O processo de “liberac¸a˜o” funciona de modo semelhante ao processo de “solicitac¸a˜o”.
A excec¸a˜o e´ que o “Gerente de Recursos” na˜o chama o “Gerente de Alocac¸a˜o”. Apo´s a
conexa˜o ser encerrada, opcionalmente e´ poss´ıvel chamar o “Gerente de Desfragmentac¸a˜o”,
que utiliza te´cnicas para contornar o problema da fragmentac¸a˜o dos slots. Na sequeˆncia,
o “Gerente de Log” e´ chamado novamente, as estat´ısticas sa˜o gravadas e uma resposta e´
retornada ao cliente solicitante informando o te´rmino da conexa˜o solicitada.
Com relac¸a˜o a arquitetura do ElasticO++ e mo´dulos relevantes para este trabalho,
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no “Controlador” todos os mo´dulos sa˜o usados, com excec¸a˜o do mo´dulo “Gerente de
Desfragmentac¸a˜o”. No “Equipamento”, os mo´dulos “Cliente” e “Gerador de Requisic¸a˜o” sa˜o
utilizados para a definic¸a˜o dos nodos origem e destino e pedidos de conexa˜o. E por u´ltimo
nas “Ferramentas de Script”, o “Gerador de Gra´fico” e “Plotar Gra´fico” sa˜o usados para
apresentar resultados das simulac¸o˜es e o “Importador de Topologia” para importar novas
topologias de redes para serem utilizadas nas simulac¸o˜es. Ale´m disso, foi adicionado um
novo mo´dulo ao “Equipamento”, chamado de “Gerador de Falhas”. No mo´dulo “Gerador de
Falhas” ocorre o controle de lanc¸amento de falhas em enlaces aleato´rios, e a ativac¸a˜o ou
desativac¸a˜o de falhas de enlace. Ele se comunica com o “Gerador de Requisic¸a˜o” e com o
“Cliente” para chegar na “Tabela de Rotas” e verificar caminhos afetados por falhas.
3.1.2 Processo de Requisic¸a˜o e Alocac¸a˜o de Recursos
Neste momento, apresenta-se o processo de requisic¸a˜o e alocac¸a˜o de recursos
espectrais do software ElasticO++.
Dada uma topologia de rede, o algoritmo de roteamento identifica os caminhos de
trabalho e de backup para todos os pares de nodos origem e destino. Este e´ um processo
oﬄine que gera uma tabela de roteamento. Apo´s, seguindo o modelo de Erlang [Mandel-
baum e Zeltyn 2004], requisic¸o˜es chegara˜o de acordo com um processo de Poisson para o
qual o tempo de espera e´ distribu´ıdo exponencialmente (com uma me´dia normalizada de
1/𝜇 = 1). A carga de rede e´ dada por 𝜌 = 𝜆/𝜇 = 𝜆 (Erlang), onde 𝜆 e´ a taxa de chegada do
processo e 𝜇 a taxa de servic¸o [Tessinari, Colle e Garcia 2017,Mandelbaum e Zeltyn 2004].
Para cada par definido para conexa˜o, o 𝑅𝑀𝑆𝐴 deve identificar os caminhos de trabalho
e de backup e quantos slots sa˜o necessa´rios para transportar a requisic¸a˜o. O nu´mero
necessa´rio de slots nos enlaces pertencentes a`s rotas selecionadas e´ procurado, respeitando
a contiguidade do espectro e restric¸o˜es de continuidade. A Tabela 1 apresenta o nu´mero
de slots de acordo com a taxa de bit, considerando Deslocamento de Fase em Quadratura
e Dupla Polarizac¸a˜o (𝐷𝑃 −𝑄𝑃𝑆𝐾) [Gerstel et al. 2012] e 10 𝐺𝐻𝑧 de banda de guarda
entre os canais. Se o 𝑅𝑀𝑆𝐴 puder adicionar os recursos necessa´rios da requisic¸a˜o, enta˜o
esta e´ aceita. Do contra´rio, e´ rejeitada [Tessinari, Colle e Garcia 2017].
Tabela 1 – Nu´mero de slots de frequeˆncia de 12, 5 Ghz para a modulac¸a˜o DP-QPSK [Tes-
sinari, Colle e Garcia 2017] e taxa de transmissa˜o de bit.
Taxa de Bit Nu´mero de Slots
40 Gb/s 3
100 Gb/s 4
400 Gb/s 7
1 Tb/s 16
Neste trabalho, um cena´rio de esquema de protec¸a˜o de caminho dedicado 1:1 com
falhas foi adicionado. No cena´rio, quando uma nova requisic¸a˜o e´ criada, ela so´ sera´ alocada
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se houver recursos tanto para o caminho de trabalho como para o caminho de backup.
Pore´m, os recursos sa˜o adicionados apenas no caminho de trabalho, na˜o reservando-os no
caminho de backup. No momento que ocorrer uma falha, todas as conexo˜es ja´ alocadas (se
houver) sa˜o verificadas. Enta˜o:
• Conexo˜es que esta˜o alocadas no caminho de trabalho e possuem o enlace com falha
sa˜o trocadas para o caminho de backup. Os recursos que haviam no caminho com falha
de enlace sa˜o liberados para melhorar a utilizac¸a˜o dos recursos. Se na˜o for poss´ıvel
alocar o caminho de backup devido a` falta de recursos, a conexa˜o e´ interrompida e
quando a falha e´ reparada a conexa˜o na˜o sera´ restabelecida;
• Conexo˜es que esta˜o alocadas no caminho de trabalho mas na˜o utilizam o enlace com
falha permanecem inalteradas;
• Cada nova requisic¸a˜o deve ser alocada em seu respectivo caminho de backup no caso
de um caminho de trabalho estar quebrado no tempo de alocac¸a˜o.
Na Figura 10 e´ apresentada uma simulac¸a˜o de uma topologia no ElasticO++. Os
mo´dulos: “Controlador”, “Gerador de Requisic¸a˜o”, “Gerador de Falhas” e o “theEye” que
tem o objetivo de controlar tudo no software, esta˜o localizados a` esquerda. O nu´mero de
requisic¸o˜es ja´ atendidas e total e o nu´mero de falhas ja´ ocorridas, sa˜o apresentados acima
dos mo´dulos. Na topologia, em cada enlace e´ exibido o nu´mero de slots dispon´ıveis e o
nu´mero de slots total, juntamente com a porcentagem atual de slots dispon´ıveis. Estes
enlaces mudam de cores a medida que os slots dispon´ıveis va˜o diminuindo. Na janela
inferior, e´ identificado o log de cada mo´dulo em ordem de chamada. Neste exemplo, um
processo de alocac¸a˜o aceito com sucesso e´ mostrado.
3.1.3 Contribuic¸o˜es na Ferramenta ElasticO++
A seguir sa˜o resumidas as implementac¸o˜es deste trabalho na ferramenta ElasticO++:
• Inserc¸a˜o do algoritmo Suurballe e Tarjan;
• Implementac¸a˜o dos algoritmos propostos: Suurballe e Tarjan Mais Balanceado e
Suurballe e Tarjan Menos Balanceado;
• Inserc¸a˜o do novo mo´dulo na arquitetura do ElasticO++ chamado de “Gerador de
Falhas”; e
• Inserc¸a˜o da te´cnica de protec¸a˜o de caminho dedicado 1:1.
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Figura 10 – Exemplo gra´fico de uma simulac¸a˜o de uma topologia no software ElasticO++.
3.2 Algoritmo de Suurballe e Tarjan
Seja 𝐺 = (𝑉,𝐴) um grafo 2-aresta-conexo de ordem 𝑁 = |𝑉 | onde 𝑉 = {𝑣1, 𝑣2, ...𝑣𝑁}
e´ o conjunto de ve´rtices, 𝐿 e´ o nu´mero de arestas com 𝐿 = |𝐴|, onde 𝐴 e´ o conjunto de
arestas de pesos unita´rios. Para cada par de nodo origem, 𝑣𝑜, e nodo destino, 𝑣𝑑, de 𝐺, o
algoritmo 𝑆𝑇 encontra o menor par de caminhos disjuntos por arestas para ser usado como
caminhos de trabalho e de backup [Suurballe e Tarjan 1984]. De acordo com a versa˜o de
Whitney do Teorema de Menger [Whitney 1932], e´ poss´ıvel encontrar dois caminhos sempre
que a rede for 2-aresta-conexa (ver Sec¸a˜o 1.1). A complexidade do tempo de execuc¸a˜o do
algoritmo 𝑆𝑇 e´ 𝑂(𝐿+𝑁 𝑙𝑜𝑔 𝑁)). O algoritmo 𝑆𝑇 [Oliveira 2010] e´ descrito na sequeˆncia:
1. Executa o algoritmo de Dijkstra padra˜o [Dijkstra 1959], pore´m com uma modificac¸a˜o
no crite´rio de parada, que sera´ somente quando o custo do nodo origem, 𝑣𝑜, para
todos os outros nodos do grafo for calculado. Em seguida, define o menor caminho
𝑃1 conectando o nodo origem, 𝑣𝑜, e o nodo destino, 𝑣𝑑;
2. Mudam-se os pesos das arestas de 𝑃1. Este passo e´ conhecido como “transformac¸a˜o
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de custos” e ocorre da seguinte forma:
𝑐𝑣𝑖,𝑣𝑗 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑁 , 𝑠𝑒 (𝑣𝑖, 𝑣𝑗) ∈ 𝑃1
𝑐𝑣𝑖,𝑣𝑗 + 𝑐𝑣𝑖 − 𝑐𝑣𝑗 , 𝑠𝑒 (𝑣𝑖, 𝑣𝑗) ̸∈ 𝑃1
𝑒 (𝑣𝑗, 𝑣𝑖) ̸∈ 𝑃1
0 , 𝑠𝑒 (𝑣𝑗, 𝑣𝑖) ∈ 𝑃1,
onde 𝑐𝑣𝑖 e´ o custo do caminho do nodo 𝑣𝑜 para o nodo 𝑣𝑖 e 𝑐𝑣𝑖,𝑣𝑗 e´ o custo da aresta
(𝑣𝑖, 𝑣𝑗). As arestas sa˜o bidirecionais, portanto temos uma aresta no sentido de 𝑣𝑖
para 𝑣𝑗 e uma aresta no sentido de 𝑣𝑗 para 𝑣𝑖. Estas arestas tera˜o pesos diferentes
para a definic¸a˜o de um novo caminho. Quando uma aresta faz parte de 𝑃1, a aresta
no sentido em que foi utilizada passa a ter custo infinito, atribu´ıdo com 𝑁 neste
trabalho. O sentido inverso dessa aresta, recebe custo zero. As arestas que na˜o fazem
parte de 𝑃1 sofrem a transformac¸a˜o indicada. Por fim, o conjunto resultante conte´m
as arestas das quais podem ser obtidos os dois menores caminhos disjuntos por
arestas.
3. Executa o algoritmo de Dijkstra mais uma vez com os pesos das arestas de 𝑃1
modificados e encontra o segundo menor caminho 𝑃2;
4. Verifica se 𝑃1 e 𝑃2 compartilham alguma aresta. Se sim, 𝑃1 e 𝑃2 sa˜o redefinidos
para 𝑃 ′1 e 𝑃
′
2, onde 𝑃1 sera´ formado pelas arestas iniciais de 𝑃1 que antecedem
a aresta compartilhada, seguido do final das arestas de 𝑃2 que sucedem a aresta
compartilhada. A aresta em comum na˜o e´ adicionada. Para 𝑃2 o me´todo e´ o mesmo,
iniciando pelo 𝑃2 e finalizando com as arestas de 𝑃1. Este procedimento sera´ repetido
se nos caminhos houver mais de uma aresta em comum. Se na˜o houver nenhuma
aresta compartilhada em 𝑃1 e 𝑃2, enta˜o eles permanecem.
O par de caminhos resultante, pode ser 𝑃1 e 𝑃2 ou 𝑃
′
1 e 𝑃
′
2, e´ utilizado para definir
os caminhos de trabalho e de backup.
Como exemplo, considere a rede apresentada na Figura 11(a), com 𝑣𝑜 = 𝑣1 e 𝑣𝑑 = 𝑣8
e arestas com pesos unita´rios. A distaˆncia de 𝑣1 para qualquer outro nodo da rede sera´
calculada. Com isso, o menor caminho 𝑃1 e´ obtido: 𝑣1 ↔ 𝑣5 ↔ 𝑣4 ↔ 𝑣8 com treˆs saltos
(Figura 11(b)). Os pesos de todas as arestas sa˜o modificados seguindo a “transformac¸a˜o de
custos” e esta˜o apresentados na Figura 11(c). Um segundo menor caminho 𝑃2 e´ encontrado:
𝑣1 ↔ 𝑣2 ↔ 𝑣3 ↔ 𝑣4 ↔ 𝑣5 ↔ 𝑣6 ↔ 𝑣7 ↔ 𝑣8 (Figura 11(d)). Em seguida, e´ verificado se
𝑃1 e 𝑃2 compartilham arestas, neste exemplo, 𝑣4 ↔ 𝑣5. Portanto, 𝑃1 e 𝑃2 sa˜o redefinidos
como 𝑃 ′1 e 𝑃
′
2, respectivamente. Na Figura 11 (e) sa˜o ilustrados ambos os caminhos
finais: 𝑃 ′1 com quatro saltos 𝑣1 ↔ 𝑣5 ↔ 𝑣6 ↔ 𝑣7 ↔ 𝑣8 e 𝑃 ′2 tambe´m com quatro saltos
𝑣1 ↔ 𝑣2 ↔ 𝑣3 ↔ 𝑣4 ↔ 𝑣8.
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(a) (b)
(c) (d)
(e)
Figura 11 – (a) Topologia de rede; De 𝑣𝑜 = 𝑣1 para 𝑣𝑑 = 𝑣8: (b) menor caminho (em linha
tracejada azul) obtido com o algoritmo de Dijkstra, (c) atualizac¸a˜o dos pesos
das arestas de acordo com o passo da “transformac¸a˜o de custos”, (d) segundo
menor caminho (em linha com ponto e trac¸o rosa), obtidos com o algoritmo
de Dijkstra, (e) caminhos disjuntos de trabalho e de backup obtidos com o
algoritmo 𝑆𝑇 .
3.3 Algoritmo de Yen
O algoritmo de Yen calcula 𝐾 menores caminhos entre um par de nodos origem
e destino. Em cada caminho, os nodos na˜o podem ser repetidos. Para a definic¸a˜o de 𝐾
caminhos, o menor caminho poss´ıvel e´ obtido e a partir dele, novos menores caminhos
sa˜o descobertos. Subsequentemente a partir do segundo menor caminho ocorre a busca de
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novos menores caminhos e assim sucessivamente ate´ 𝐾 ou ate´ definir todos os menores
caminhos poss´ıveis. A implementac¸a˜o geralmente utilizada segue a versa˜o cla´ssica, a qual
busca pelo menor caminho entre um par de nodos origem e destino e em seguida, remove
as arestas do menor caminho uma por vez. Cada vez que uma aresta e´ removida, um novo
caminho e´ encontrado. A aresta removida e´ adicionada novamente antes da remoc¸a˜o da
pro´xima aresta. Quando o algoritmo finalizar a u´ltima aresta do menor caminho, ele inicia
o processo novamente pelo segundo menor caminho, e continua ate´ encontrar 𝐾 caminhos
suficientes [Yen 1970].
Neste trabalho, foi utilizada a abordagem de [Martins e Pascoal 2003], onde os
nodos de cada caminho sa˜o analisados por ordem inversa. Esta abordagem e´ apresentada
a seguir.
Sendo um grafo 𝐺 = (𝑉,𝐴) direcionado de ordem 𝑁 = |𝑉 | onde 𝑉 = {𝑣1, 𝑣2, ...𝑣𝑁}
e´ o conjunto de ve´rtices e o nu´mero de arestas 𝐿, com 𝐿 = |𝐴| que e´ o conjunto de arestas
e assumindo que na˜o existam ciclos no grafo com custos negativos, enta˜o: 𝑣𝑜 e´ o nodo
de origem e 𝑣𝑑 e´ o nodo destino; 𝑃𝑖 e´ um caminho; 𝑋 = {𝑃1, 𝑃2, ..., 𝑃𝐾} e´ o conjunto de
caminhos candidatos que existem do nodo 𝑣𝑜 ao nodo 𝑣𝑑 para identificar novos caminhos;
a a´rvore e´ um sub-caminho de um futuro caminho de 𝑋; o custo da aresta 𝑣𝑖 a 𝑣𝑗 sera´
𝑐𝑣𝑖,𝑣𝑗 e o custo de um nodo 𝑣𝑖 sera´ 𝜋𝑣𝑖 , chamado de ro´tulo do nodo 𝑣𝑖.
Dado um par de nodos de uma topologia de rede, o algoritmo de Yen segue estes
passos:
1. Encontra o menor caminho 𝑃𝑖 atrave´s do algoritmo de Dijkstra. Este caminho na˜o
estara´ no conjunto 𝑋.
2. Remove todos os nodos que pertenc¸am a 𝑃𝑖 com excec¸a˜o do nodo 𝑣𝑑;
3. Encontra uma a´rvore com o menor custo a partir da rede que ficou;
4. Adiciona o nodo antecessor (𝑣𝑖) a 𝑣𝑑 do caminho 𝑃𝑖 na rede e suas arestas. Se ele for
𝑣𝑜, na˜o havera´ mais nodos para adicionar. A aresta que conecta 𝑣𝑖 e 𝑣𝑑 na˜o devera´
ser adicionada nesse momento. Quando um nodo e´ re-inserido, o ro´tulo desse nodo
e´ atualizado somente se 𝜋𝑣𝑖 > 𝜋𝑣𝑗 + 𝑐𝑣𝑖,𝑣𝑗 . Se sim, 𝜋𝑣𝑖 = 𝜋𝑣𝑗 + 𝑐𝑣𝑖,𝑣𝑗 e os sucessores
desse nodo tambe´m sa˜o atualizados se 𝜋𝑣𝑗 > 𝜋𝑣𝑖 + 𝑐𝑣𝑗 ,𝑣𝑖 , para 𝜋𝑣𝑗 = 𝜋𝑣𝑖 + 𝑐𝑣𝑗 ,𝑣𝑖 ;
5. Encontra uma a´rvore com o menor custo a partir da rede que ficou, e com ela um
novo menor caminho 𝑃𝑖+1 sera´ definido. Este caminho sera´ adicionado ao conjunto
𝑋 e e´ chamado de candidato, pois podera´ definir novos caminhos no algoritmo mais
a frente;
6. Re-adiciona a aresta (𝑣𝑖, 𝑣𝑑). Se 𝜋𝑣𝑖 > 𝜋𝑣𝑑 + 𝑐𝑣𝑖,𝑣𝑑 enta˜o 𝜋𝑣𝑖 = 𝜋𝑣𝑑 + 𝑐𝑣𝑖,𝑣𝑑 e atualiza
os ro´tulos dos sucessores se 𝜋𝑣𝑑 > 𝜋𝑣𝑖 + 𝑐𝑣𝑑,𝑣𝑖 , para 𝜋𝑣𝑑 = 𝜋𝑣𝑖 + 𝑐𝑣𝑑,𝑣𝑖 ;
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7. Prossegue com os Itens 4, 5 e 6 enquanto houver nodos do caminho de 𝑃𝑖 para
adicionar (𝑣𝑖−1, 𝑣𝑖−2, ..., 𝑣𝑜);
8. Re-insere todas as arestas novamente quando o processo de adicionar nodos acabar;
9. Adiciona em 𝑋 todos os “𝑃𝑖′𝑠” encontrados. Apo´s a rede ser restaurada, o 𝑃𝑖 com
menor custo saira´ de 𝑋 e novos caminhos sera˜o encontrados a partir dele, retornando
ao Item 2;
10. O algoritmo termina quando este atingir o nu´mero 𝐾 de caminhos ou todos os
caminhos poss´ıveis ja´ forem definidos.
Este algoritmo tem a mesma complexidade do algoritmo de Yen cla´ssico 𝑂(𝐾𝑁(𝐿+
𝑁 𝑙𝑜𝑔 𝑁)). A diferenc¸a e´ que esta nova versa˜o tem um melhor desempenho em casos
me´dios. O pseudoco´digo e mais informac¸o˜es sobre esta versa˜o podem ser encontrados
em [Martins e Pascoal 2003].
Como exemplo, considere a rede da Figura 12(a).
(a) (b) (c)
(d) (e)
Figura 12 – Processo de busca de 𝐾 menores caminhos do par de nodos 𝑣𝑜 = 𝑣1, 𝑣𝑑 = 𝑣5.
Adaptado de [Martins e Pascoal 2003].
Supondo que o menor caminho definido pelo algoritmo de Dijkstra seja 𝑃1 = 𝑣1 ↔
𝑣2 ↔ 𝑣5. Em seguida, todos os nodos e arestas de 𝑃1 com excec¸a˜o do nodo final 𝑣5, sa˜o
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removidos da topologia. Enta˜o a a´rvore em 𝑣5 com menor custo e´ definida. Esta parte esta´
apresentada na Figura 12(b). Em seguida o nodo 𝑣2 e´ adicionado na rede, o ro´tulo do nodo
𝑣2 e´ atualizado (𝜋2 = 𝜋4 + 𝑐2,4) e os nodos sucessores tambe´m, o resultado e´ apresentado
na Figura 12(c). Uma vez que 𝑣2 e´ rotulado, a a´rvore com menor custo e´ calculada e um
novo menor caminho e´ encontrado: 𝑃2 = 𝑣1 ↔ 𝑣2 ↔ 𝑣4 ↔ 𝑣5 e armazenado em 𝑋 com
custo total de caminho igual a 2.
A aresta (𝑣2, 𝑣5) deve ser re-inserida na topologia. Isso implica em atualizar o ro´tulo
do nodo 𝑣2 e possivelmente os nodos sucessores. Apo´s a atualizac¸a˜o a a´rvore com menor
custo esta´ representada na Figura 12(d). Em seguida o nodo 𝑣1 e´ restaurado e a a´rvore com
menor custo obtida e´ a da Figura 12(e), encontrando o caminho 𝑃3 = 𝑣1 ↔ 𝑣3 ↔ 𝑣4 ↔ 𝑣5
com custo total de caminho igual a 1. Este caminho e´ armazenado em 𝑋. A sequeˆncia do
algoritmo se da´ a partir de 𝑃3 que possui o menor custo de caminho e sai do conjunto 𝑋
retornando ao processo de busca inicial de menores caminhos. Este processo continua ate´
que todos os 𝐾 menores caminhos requisitados sejam encontrados.
3.4 Conclusa˜o
Foi apresentada aqui, a ferramenta ElasticO++ que habilita testes, simulac¸o˜es e
comparac¸o˜es de algoritmos em cena´rios de redes o´pticas ela´sticas. A sua arquitetura e
seus componentes principais foram destacados e tambe´m, as contribuic¸o˜es realizadas a
partir deste trabalho na ferramenta. Ale´m disso, foram descritos o passo a passo de dois
algoritmos que buscam menores caminhos a partir de um par de nodos origem e destino, o
algoritmo Suurballe e Tarjan (𝑆𝑇 ), implementado a partir deste trabalho, e o algoritmo
do Yen. Em adic¸a˜o, exemplificac¸o˜es de seus funcionamentos foram mostradas.
31
4 Algoritmos Propostos
Este cap´ıtulo apresenta os dois algoritmos propostos no contexto de redes o´pticas
ela´sticas. Estes algoritmos sa˜o verso˜es do algoritmo Suurballe e Tarjan (𝑆𝑇 ) e foram
desenvolvidos para aproveitar a diversidade de comprimentos de caminhos de trabalho e
de backup interconectando o mesmo par de nodos origem e destino em uma topologia.
As verso˜es propostas sa˜o chamadas de Suurballe e Tarjan Mais Balanceado (𝑆𝑇𝑀𝐵)
e Suurballe e Tarjan Menos Balanceado (𝑆𝑇𝐿𝐵) e teˆm o objetivo de definir comprimentos
de caminhos mais balanceados e menos balanceados. Estes algoritmos sera˜o u´teis para
projetistas e pesquisadores identificarem diferenc¸as que podem existir quando na˜o ha´ essa
opc¸a˜o de escolha de comprimentos de caminhos com o Suurballe e Tarjan. O fluxograma e
o passo a passo dos algoritmos sa˜o apresentados a seguir.
4.1 Suurballe e Tarjan Mais Balanceado
O objetivo do algoritmo 𝑆𝑇𝑀𝐵 e´ encontrar o menor par de caminhos disjuntos por
arestas para cada par de nodos origem e destino, mantendo os comprimentos dos caminhos
de trabalho e de backup com a menor diferenc¸a poss´ıvel. Os comprimentos destes caminhos
sera˜o denominados a partir de agora de 𝑊+ (comprimento do caminho de trabalho mais
balanceado) e 𝐵+ (comprimento do caminho de backup mais balanceado). Ale´m disso, a
soma destes comprimentos sera´ denominada 𝐶.
O fluxograma do algoritmo e´ apresentado na Figura 13 e segue desta forma:
1. Executa o algoritmo 𝑆𝑇 padra˜o para uma rede 2-aresta-conexa. Para cada par origem
e destino, dois caminhos disjuntos por arestas sa˜o encontrados. Enta˜o 𝐶, que e´ a
soma dos comprimentos destes caminhos, sera´ armazenado;
2. Define as varia´veis auxiliares 𝑅 e 𝑆 de cada par baseado em 𝐶, onde 𝑅 definira´ o
novo comprimento de 𝑊+ e seu valor sera´ o arredondamento para baixo da metade
de 𝐶. O 𝑆 definira´ o novo comprimento de 𝐵+ e seu valor sera´ o resultado de 𝐶
menos 𝑅. Esta etapa sempre sera´ poss´ıvel porque 𝐶 e´ um nu´mero inteiro positivo
medido em nu´mero de saltos;
3. Cria uma lista 𝐿 para armazenar todos os caminhos de comprimento 𝑅 para um
dado par de nodos origem e destino, usando o algoritmo de Yen [Yen 1970]. Para
isso, os caminhos em ordem crescente de tamanho sa˜o apresentados e quando surgir
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Figura 13 – Fluxograma do algoritmo Suurballe e Tarjan Mais Balanceado (𝑆𝑇𝑀𝐵).
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o primeiro caminho de comprimento 𝑅, a lista deixara´ de ser vazia e armazenara´ o
caminho. Os pro´ximos caminhos de comprimento 𝑅 sera˜o adicionados tambe´m. Aqui,
o algoritmo de Yen na˜o possui um nu´mero 𝐾 espec´ıfico como crite´rio de parada.
Enta˜o, e´ apresentado um caminho por vez, ate´ que o caminho apresentado possua
um comprimento maior que 𝑅 ou todos os caminhos poss´ıveis para determinado par
origem e destino terminarem. Por ser um algoritmo exaustivo, o algoritmo de Yen
sempre sera´ via´vel;
4. Verifica se 𝐿 esta´ vazia. Se estiver, nenhum caminho de comprimento 𝑅 foi encontrado
e enta˜o o 𝑅 sera´ decrementado e o algoritmo retorna ao Item 3. Se na˜o estiver, segue
para o Item 5;
5. Busca um e somente um caminho 𝑃 de comprimento 𝑆, tambe´m usando o algoritmo
de Yen.
6. Verifica se existe um caminho 𝑃 de comprimento 𝑆. Se na˜o existir, o 𝑅 e´ decrementado
e retorna ao Item 3. Se existir, segue para o Item 7;
7. Compara o caminho 𝑃 de comprimento 𝑆 com o primeiro caminho de 𝐿. Nesse
momento, e´ verificado se existe alguma aresta compartilhada entre estes caminhos.
Se na˜o existir aresta compartilhada, os caminhos sa˜o recebidos e os valores de 𝑅 e 𝑆
sa˜o atribu´ıdos a 𝑊+ e 𝐵+, respectivamente. Se existir uma aresta compartilhada, o
pro´ximo caminho de 𝐿 e´ testado. Se nenhum caminho de 𝐿 for disjunto por arestas
ao caminho 𝑃 de comprimento 𝑆, enta˜o retorna ao Item 5 para buscar outro caminho
de comprimento 𝑆. Se todos os caminhos de comprimento 𝑆 forem testados e nenhum
for disjunto por arestas a algum caminho de 𝐿, enta˜o 𝑅 e´ decrementado e o algoritmo
retorna ao Item 3. Esse procedimento sera´ realizado ate´ que dois caminhos disjuntos
por arestas sejam encontrados.
Se houver dois caminhos disjuntos por arestas em cada par de nodos origem e
destino da topologia, o algoritmo 𝑆𝑇 sera´ bem sucedido e consequentemente o 𝑆𝑇𝑀𝐵
tambe´m sera´.
Como exemplo, considere a topologia de rede 2-aresta-conexa apresentada na
Figura 14. O algoritmo 𝑆𝑇 e´ chamado e todos os comprimentos de caminhos de trabalho e
de backup sa˜o obtidos para todos os pares de nodos origem e destino. Estes comprimentos
sa˜o somados e o 𝐶 de cada par origem e destino e´ definido. Considere o par com origem 𝑣8
e destino 𝑣17. Para este par, o comprimento mı´nimo e´ 𝐶 = 16.
Utilizando o 𝑆𝑇𝑀𝐵, o 𝑅 sera´ 16/2 = 8 e o 𝑆 sera´ 16− 8 = 8. Uma lista 𝐿 com
todos os caminhos de comprimento 𝑅 e´ criada. A lista na˜o sera´ vazia, pois e´ poss´ıvel
encontrar caminhos de comprimento 8, como: 𝐿8(𝑎): 𝑣8 ↔ 𝑣7 ↔ 𝑣6 ↔ 𝑣5 ↔ 𝑣4 ↔ 𝑣3 ↔
𝑣2 ↔ 𝑣1 ↔ 𝑣17; 𝐿8(𝑏): 𝑣8 ↔ 𝑣9 ↔ 𝑣10 ↔ 𝑣11 ↔ 𝑣12 ↔ 𝑣13 ↔ 𝑣7 ↔ 𝑣16 ↔ 𝑣17; e
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Figura 14 – Topologia 2-aresta-conexa exemplo.
𝐿8(𝑐): 𝑣8 ↔ 𝑣7 ↔ 𝑣14 ↔ 𝑣15 ↔ 𝑣16 ↔ 𝑣3 ↔ 𝑣2 ↔ 𝑣1 ↔ 𝑣17. Na sequeˆncia, e´ buscado
um caminho 𝑃 de comprimento 𝑆 disjunto por arestas ao primeiro caminho da lista 𝐿.
E´ verificada a disjunc¸a˜o. Considerando o par origem 𝑣8 e destino 𝑣17, o determinado
caminho de comprimento 𝑅: 𝐿8(𝑎) e o determinado caminho de comprimento 𝑆: 𝑃1:
𝑣8 ↔ 𝑣7 ↔ 𝑣14 ↔ 𝑣15 ↔ 𝑣16 ↔ 𝑣3 ↔ 𝑣2 ↔ 𝑣1 ↔ 𝑣17 na˜o sa˜o disjuntos por arestas. Enta˜o
segue para o pro´ximo caminho de 𝐿. Sendo o caminho de comprimento 𝑅: 𝐿8(𝑏) e o
caminho de comprimento 𝑆: 𝑃1 (Figura 15). Estes caminhos sa˜o disjuntos por arestas,
portanto os caminhos sa˜o recebidos, 𝑊+ recebe o 𝑅, 𝐵+ recebe o 𝑆 e o algoritmo acaba.
Figura 15 – Dois caminhos disjuntos por arestas com comprimentos 𝑅 = 8 (em linha
tracejada rosa) e 𝑆 = 8 (em linha com ponto e trac¸o azul) do par origem 𝑣8
para o destino 𝑣17.
Se acaso na˜o houvesse nenhum caminho em 𝐿 de comprimento 𝑅 = 8 disjunto por
arestas a um caminho 𝑃 de comprimento 𝑆 = 8, outro caminho 𝑃 de mesmo comprimento 𝑆
seria buscado. Se acaso nenhum caminho 𝑃 fosse disjunto por arestas a algum caminho em
𝐿, haveria o decremento de 𝑅 e atualizac¸a˜o de 𝑆. Portanto, seria 𝑅 = 7 e 𝑆 = 9. Uma nova
lista 𝐿 com todos os caminhos com comprimentos de tamanho 𝑅 seria criada, e caminhos de
comprimento 𝑅 seriam encontrados, como: 𝐿7(𝑎): 𝑣8 ↔ 𝑣7 ↔ 𝑣6 ↔ 𝑣5 ↔ 𝑣4 ↔ 𝑣3 ↔ 𝑣16 ↔
𝑣17. Um caminho de comprimento 𝑆 seria buscado. Para este caso na˜o seria encontrado
nenhum caminho com comprimento 𝑆. Enta˜o 𝑅 e´ decrementado e 𝑆 atualizado mais uma
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vez. Enta˜o, seria 𝑅 = 6 e 𝑆 = 10. Uma lista 𝐿 com caminhos de comprimento 𝑅 seria criada,
sendo: 𝐿6(𝑎): 𝑣8 ↔ 𝑣7 ↔ 𝑣16 ↔ 𝑣3 ↔ 𝑣2 ↔ 𝑣1 ↔ 𝑣17. Um caminho de comprimento 𝑆 seria
encontrado, sendo: 𝑃1: 𝑣8 ↔ 𝑣9 ↔ 𝑣10 ↔ 𝑣11 ↔ 𝑣12 ↔ 𝑣13 ↔ 𝑣7 ↔ 𝑣14 ↔ 𝑣15 ↔ 𝑣16 ↔ 𝑣17.
Os caminhos de comprimento 𝑅: 𝐿6(𝑎) e de comprimento 𝑆: 𝑃1 sa˜o disjuntos por arestas
(Figura 16). Os caminhos sa˜o recebidos, 𝑊+ recebe o 𝑅, 𝐵+ recebe o 𝑆 e o algoritmo
acaba.
Figura 16 – Dois caminhos disjuntos por arestas com comprimentos 𝑅 = 6 (em linha
tracejada rosa) e 𝑆 = 10 (em linha com ponto e trac¸o azul) do par origem 𝑣8
para o destino 𝑣17.
4.2 Suurballe e Tarjan Menos Balanceado
Diferentemente do 𝑆𝑇𝑀𝐵, o objetivo do algoritmo 𝑆𝑇𝐿𝐵 e´ encontrar o menor
par de caminhos disjuntos por arestas para cada par de nodos origem e destino, mantendo
os comprimentos dos caminhos de trabalho e de backup com a maior diferenc¸a poss´ıvel. Os
comprimentos destes caminhos sera˜o denominados a partir de agora de 𝑊− (comprimento
do caminho de trabalho menos balanceado) e 𝐵− (comprimento do caminho de backup
menos balanceado).
O algoritmo 𝑆𝑇𝐿𝐵 age ana´logo ao 𝑆𝑇𝑀𝐵 mas com duas diferenc¸as: 𝑖) para obter
o menor caminho de trabalho poss´ıvel, 𝑅 inicia com o comprimento do menor caminho
encontrado pelo algoritmo de Dijkstra [Dijkstra 1959]; e 𝑖𝑖) quando dois caminhos disjuntos
por arestas com comprimentos 𝑅 e 𝑆 na˜o sa˜o encontrados, 𝑅 e´ incrementado. Como no
𝑆𝑇𝑀𝐵, se houver dois caminhos disjuntos por arestas para cada par de nodos origem
e destino na topologia, o algoritmo 𝑆𝑇 sera´ bem sucedido e consequentemente o 𝑆𝑇𝐿𝐵
tambe´m sera´.
Como exemplo, considere a topologia de rede 2-aresta-conexa apresentada na
Figura 14. O algoritmo 𝑆𝑇 e´ chamado e todos os comprimentos de caminhos de trabalho e
de backup sa˜o obtidos para todos os pares de nodos origem e destino. Estes comprimentos
sa˜o somados e o 𝐶 de cada par origem e destino e´ definido. Considere o par com origem 𝑣8
e destino 𝑣17. Para este par, o comprimento mı´nimo e´ 𝐶 = 16.
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Utilizando o 𝑆𝑇𝐿𝐵, o 𝑅 e´ definido pelo algoritmo de Dijkstra e sera´ 3 e o 𝑆
sera´ 16 − 3 = 13. Uma lista 𝐿 com todos os caminhos de comprimento 𝑅 e´ criada. A
lista na˜o sera´ vazia, pois e´ poss´ıvel encontrar caminhos de comprimento 3, como: 𝐿3(𝑎):
𝑣8 ↔ 𝑣7 ↔ 𝑣16 ↔ 𝑣17. Na sequeˆncia, e´ buscado um caminho 𝑃 de comprimento 𝑆
disjunto por arestas ao primeiro caminho da lista 𝐿, sendo: 𝑃1: 𝑣8 ↔ 𝑣9 ↔ 𝑣10 ↔ 𝑣11 ↔
𝑣12 ↔ 𝑣13 ↔ 𝑣7 ↔ 𝑣14 ↔ 𝑣15 ↔ 𝑣16 ↔ 𝑣3 ↔ 𝑣2 ↔ 𝑣1 ↔ 𝑣17. E´ verificada a disjunc¸a˜o.
Considerando o par origem 𝑣8 e destino 𝑣17, o determinado caminho de comprimento
𝑅: 𝐿3(𝑎) e o determinado caminho de comprimento 𝑆: 𝑃1 (Figura 17) sa˜o disjuntos por
arestas, portanto os caminhos sa˜o recebidos, 𝑊− recebe o 𝑅, 𝐵− recebe o 𝑆 e o algoritmo
acaba.
Figura 17 – Dois caminhos disjuntos por arestas com comprimentos 𝑅 = 3 (em linha
tracejada rosa) e 𝑆 = 13 (em linha com ponto e trac¸o azul) do par origem 𝑣8
para o destino 𝑣17.
Se acaso na˜o houvesse nenhum caminho em 𝐿 de comprimento 𝑅 = 3 disjunto por
arestas a um caminho 𝑃 de comprimento 𝑆 = 13, outro caminho 𝑃 de mesmo comprimento
𝑆 seria buscado. Se acaso nenhum caminho 𝑃 fosse disjunto por arestas a algum caminho
em 𝐿, haveria o incremento de 𝑅 e atualizac¸a˜o de 𝑆. Portanto seria 𝑅 = 4 e 𝑆 = 12. Uma
nova lista 𝐿 com todos os caminhos com comprimentos de tamanho 𝑅 seria criada se 𝑅 = 4
existisse. Como na˜o e´ o caso, 𝐿 e´ vazia e portanto, o 𝑅 seria incrementado e o 𝑆 atualizado.
Com 𝑅 = 5 e 𝑆 = 11, uma nova lista 𝐿 com todos os caminhos com comprimentos de
tamanho 𝑅 seria criada, e caminhos de comprimento 𝑅 seriam encontrados, como: 𝐿5(𝑎):
𝑣8 ↔ 𝑣7 ↔ 𝑣14 ↔ 𝑣15 ↔ 𝑣16 ↔ 𝑣17. Um caminho de comprimento 𝑆 seria buscado e
encontrado, como: 𝑃1: 𝑣8 ↔ 𝑣9 ↔ 𝑣10 ↔ 𝑣11 ↔ 𝑣12 ↔ 𝑣13 ↔ 𝑣7 ↔ 𝑣16 ↔ 𝑣3 ↔ 𝑣2 ↔
𝑣1 ↔ 𝑣17. Os caminhos de comprimento 𝑅: 𝐿5(𝑎) e de comprimento 𝑆: 𝑃1 sa˜o disjuntos
por arestas (Figura 18). Os caminhos sa˜o recebidos, 𝑊− recebe o 𝑅, 𝐵− recebe o 𝑆 e o
algoritmo acaba.
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Figura 18 – Dois caminhos disjuntos por arestas com comprimentos 𝑅 = 5 (em linha
tracejada rosa) e 𝑆 = 11 (em linha com ponto e trac¸o azul) do par origem 𝑣8
para o destino 𝑣17.
4.3 Tempo Computacional
Dado um par de nodos origem e destino, os algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 na˜o
necessariamente buscara˜o todos os pares de caminhos poss´ıveis de comprimento 𝐶. Assim
que encontrarem os caminhos disjuntos por arestas de comprimentos 𝑅 e 𝑆, mesmo se
esses forem modificados por incremento ou decremento, os algoritmos terminam. Estes
caminhos podem ser os mesmos definidos pelo 𝑆𝑇 ou na˜o.
Se os algoritmos definem determinados comprimentos 𝑅 e 𝑆 que existem para o par
origem e destino e algum caminho de comprimento 𝑅 seja disjunto por arestas a algum
caminho de comprimento 𝑆, o algoritmo executa rapidamente, sendo este o melhor caso.
Ja´ se os algoritmos definem determinados comprimentos 𝑅 e 𝑆 que na˜o existem ou que os
caminhos de comprimento 𝑅 e 𝑆 na˜o sa˜o disjuntos por arestas, muitas verificac¸o˜es podera˜o
sera˜o feitas, principalmente se houver a necessidade de incrementar ou decrementar o 𝑅 e
o 𝑆 va´rias vezes. Se os novos 𝑊 e 𝐵 forem encontrados nas u´ltimas opc¸o˜es poss´ıveis de
comprimento de caminhos, e´ considerado como o pior caso.
Por exemplo, considerando que todos os caminhos de comprimento 𝑅 que fazem
parte de uma lista 𝐿𝑅 foram testados para todos os poss´ıveis caminhos 𝑃 de comprimento
𝑆 (sendo 𝐿𝑆 a lista de caminhos encontrados de comprimento 𝑆), e que o 𝑅 e o 𝑆 sera˜o
atualizados 𝑛𝑎𝑡𝑡 vezes, enta˜o 𝑛𝑎𝑡𝑡 * |𝐿𝑅| * |𝐿𝑆| e´ o nu´mero de verificac¸o˜es no pior caso.
Assim, os caminhos disjuntos por arestas sera˜o o u´ltimo caminho de 𝐿𝑅 e o u´ltimo 𝑃
encontrado em 𝐿𝑆.
Os algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 utilizam o algoritmo Suurballe e Tarjan padra˜o,
em seguida buscam um caminho com um determinado comprimento e depois buscam outro
caminho com outro determinado comprimento. A complexidade do algoritmo Suurballe
e Tarjan e´ 𝑂(𝐿 + 𝑁 𝑙𝑜𝑔 𝑁)) e a complexidade de buscar caminhos ate´ encontrar um
com um comprimento espec´ıfico e´ 𝑂(2𝐾) [Williams 2009]. Este problema foi provado
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ser NP-Completo [Nyka¨nen e Ukkonen 2002]. A complexidade de buscar caminhos ate´
encontrar um com um comprimento espec´ıfico e´ maior e portanto, e´ definida como a
complexidade para os algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵.
4.4 Vantagens e Desvantagens
Os diferentes comprimentos de caminhos de trabalho e de backup encontrados
no algoritmo de 𝑆𝑇 em um mesmo par de nodos origem e destino, apresentam algumas
vantagens e desvantagens.
Quando os caminhos possuem comprimentos com a menor diferenc¸a poss´ıvel, sa˜o
obtidos vantagens no momento de falhas, pois o tra´fego trocado para o caminho de backup,
na˜o sofre com um caminho mais longo. Mas enquanto na˜o houver falhas e houver diversidade
de comprimentos de caminhos, e´ obtido a desvantagem de utilizar um caminho de trabalho
que na˜o seja o mais curto poss´ıvel. Ja´, quando os caminhos possuem comprimentos com a
maior diferenc¸a poss´ıvel, a vantagem esta´ em utilizar o caminho mais curto para o caminho
de trabalho e consequentemente, a desvantagem esta´ em utilizar o caminho mais longo
apo´s uma falha.
4.5 Conclusa˜o
Foram apresentados duas verso˜es do algoritmo Suurballe e Tarjan, uma que encontra
os comprimentos do caminho de trabalho e de backup com a menor diferenc¸a poss´ıvel,
chamada de Suurballe e Tarjan Mais Balanceado e outra que encontra os comprimentos do
caminhos de trabalho e de backup com a maior diferenc¸a poss´ıvel, chamada de Suurballe e
Tarjan Menos Balanceado. Ambos os algoritmos e a complexidade foram detalhados neste
cap´ıtulo. Ale´m disso, foi identificado que num cena´rio sem falhas, o 𝑆𝑇𝐿𝐵 pode obter
mais vantagens. Do contra´rio, o 𝑆𝑇𝑀𝐵 pode ser mais vantajoso.
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5 Metodologia dos Testes
Este cap´ıtulo aborda a metodologia de testes utilizada neste trabalho, apresentando
cada passo realizado para que os resultados referentes as verso˜es propostas do algoritmo
Suurballe e Tarjan (𝑆𝑇 ) fossem atingidos.
5.1 Introduc¸a˜o
Para desenvolver os algoritmos de roteamento propostos: Suurballe e Tarjan Mais
Balanceado e Suurballe (𝑆𝑇𝑀𝐵) e Tarjan Menos Balanceado (𝑆𝑇𝐿𝐵) foi utilizada a
ferramenta ElasticO++ [Tessinari et al. 2016]. Nesta ferramenta foi poss´ıvel desenvolver
e executar os algoritmos e obter os dados necessa´rios para analisar o comportamento,
impacto e diferenc¸as do 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵. Ale´m disso, o processo de alocac¸a˜o de recursos
dado pelo software foi utilizado e introduzido num cena´rio de falhas com protec¸a˜o de
caminho dedicado 1:1.
Os testes relacionados aos algoritmos foram divididos em treˆs etapas: 𝑖) em cada
par de nodos origem e destino: obtenc¸a˜o de dados do comprimento dos caminhos de
trabalho e de backup do 𝑆𝑇 , do 𝑆𝑇𝑀𝐵 (𝑊+ e 𝐵+) e do 𝑆𝑇𝐿𝐵 (𝑊− e 𝐵−); a diferenc¸a
entre o 𝑊+ com o 𝑊−; a diferenc¸a entre o 𝐵− com o 𝐵+; a diferenc¸a entre o 𝐵− com o
𝑊−; a diferenc¸a entre o 𝐵+ com o 𝑊+; e o somato´rio de cada uma dessas diferenc¸as; 𝑖𝑖)
verificac¸a˜o do impacto no nu´mero de transponders, e tambe´m no coeficiente de protec¸a˜o; e
𝑖𝑖𝑖) simulac¸a˜o de falhas em um cena´rio de protec¸a˜o de caminho dedicado 1:1.
5.2 Procedimentos Metodolo´gicos
A ferramenta ElasticO++ desenvolvida a partir do simulador de eventos OMNeT++
utiliza a linguagem 𝐶 ++ e ja´ possui alguns algoritmos implementados. Entre eles esta´
o algoritmo de Yen. O algoritmo 𝑆𝑇 padra˜o e os algoritmos propostos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵
foram adicionados. Ale´m disso, a alocac¸a˜o de recursos ocorreu de acordo com o esquema
protec¸a˜o de caminho dedicado 1:1, tambe´m adicionado no ElasticO++.
Os algoritmos propostos tem como entrada uma topologia de rede 2-aresta-conexa
e como sa´ıda fornecem os dois caminhos disjuntos por arestas e em um arquivo de extensa˜o
𝐶𝑆𝑉 (Valor Delimitado por V´ırgula) os dados relativos aos comprimentos de caminhos de
trabalho e de backup de cada par de nodos origem e destino obtidos com os algoritmos 𝑆𝑇
e 𝑆𝑇𝑀𝐵 ou 𝑆𝑇 e 𝑆𝑇𝐿𝐵 sa˜o armazenados.
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5.2.1 Testes: Etapa 01
Os dados de sa´ıda dos arquivos de extensa˜o 𝐶𝑆𝑉 do 𝑆𝑇𝑀𝐵 sa˜o: comprimentos
de caminhos de trabalho e de backup do 𝑆𝑇 e comprimentos de caminhos de trabalho e
de backup do 𝑆𝑇𝑀𝐵 de cada par origem e destino da topologia de rede utilizada. Ja´ no
𝑆𝑇𝐿𝐵 sa˜o: comprimentos de caminhos de trabalho e de backup do 𝑆𝑇 e comprimentos de
caminhos de trabalho e de backup do 𝑆𝑇𝐿𝐵 de cada par origem e destino da topologia de
rede utilizada. Com estes dados de cada rede, todas as diferenc¸as entre os comprimentos de
caminhos de trabalho e de backup de cada algoritmo, as diferenc¸as entre os comprimentos
dos caminhos dos algoritmos e o somato´rio dessas diferenc¸as foram poss´ıveis de obter. A
seguir, estas me´tricas sa˜o apresentadas.
5.2.1.1 Me´tricas Para Identificar Diferenc¸as Entre Comprimentos do STMB e STLB
Deve-se notar que para qualquer par de nodos, o 𝑊− sempre sera´ menor que ou
igual ao 𝑊+, e o 𝐵− sempre sera´ maior que ou igual ao 𝐵+. Ale´m disso, uma vez que
ambos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 definem pares de caminhos com o mesmo comprimento total 𝐶,
se tem:
𝑊+ +𝐵+ = 𝑊− +𝐵− = 𝐶. (4)
A diferenc¸a entre as duas estrate´gias pode ser medida pela variac¸a˜o no comprimento
dos caminhos de trabalho (ou caminhos de backup). Portanto, para cada par de nodos
origem e destino (𝑜, 𝑑):
Δ𝑜,𝑑 = 𝑊+ −𝑊− = 𝐵− −𝐵+. (5)
Em cada algoritmo, a diferenc¸a entre o comprimento do caminho de trabalho e o
comprimento do caminho de backup para cada par de nodos (𝑜, 𝑑) e´ dada por:
Θ+𝑜,𝑑 = 𝐵+ −𝑊+;
Θ−𝑜,𝑑 = 𝐵− −𝑊−.
(6)
Esta diferenc¸a entre comprimentos de caminho de trabalho e de backup e´ relacionada a`
diferenc¸a entre as duas estrate´gias. Esse relacionamento e´ dado por:
Δ𝑜,𝑑 =
Θ−𝑜,𝑑 −Θ+𝑜,𝑑
2 . (7)
Portanto, quanto maior a diferenc¸a entre Θ−𝑜,𝑑 e Θ+𝑜,𝑑, maior a diferenc¸a entre os dois
algoritmos.
A relac¸a˜o da diferenc¸a normalizada entre os comprimentos de caminhos de trabalho
do 𝑆𝑇𝑀𝐵 com comprimentos de caminhos de trabalho do 𝑆𝑇𝐿𝐵, e´ dada por:
𝑊+ −𝑊−
𝑊−
. (8)
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A relac¸a˜o da diferenc¸a relativa a 𝐶 e´ dada por:
𝑊+
𝐶
𝑒
𝐵+
𝐶
,
𝑊−
𝐶
𝑒
𝐵−
𝐶
.
(9)
5.2.2 Testes: Etapa 02
Para verificar o impacto no nu´mero de transponders quando usamos os algoritmos
𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵, foram utilizadas as Equac¸o˜es (1) e (2). Ja´ para identificar a quantidade
de capacidade adicional requisitada para proteger a rede, o coeficiente de protec¸a˜o de
cada rede foi calculado utilizando a Equac¸a˜o (3) para o 𝑆𝑇𝑀𝐵, 𝑆𝑇𝐿𝐵 e o 𝑆𝑇 para
comparac¸o˜es.
5.2.3 Testes: Etapa 03
Nesta etapa, o processo de requisic¸a˜o e alocac¸a˜o de recursos apresentado no Ca-
p´ıtulo 3 foi utilizado. Mas para a otimizac¸a˜o da utilizac¸a˜o de recursos, foi considerado o
problema do Roteamento e Atribuic¸a˜o de Espectro (𝑅𝑆𝐴). Aqui, o 𝑅𝑆𝐴 foi introduzido
em um cena´rio de rede dinaˆmica com esquema de protec¸a˜o de caminho dedicado 1:1 para
a realizac¸a˜o de simulac¸a˜o de falhas. Como o software ElasticO++ implementa 𝑅𝑀𝑆𝐴, a
modulac¸a˜o e´ fixa neste trabalho.
A base para o 𝑅𝑆𝐴 foi uma combinac¸a˜o dos seguintes algoritmos: 𝑆𝑇𝑀𝐵, 𝑆𝑇𝐿𝐵
e 𝑆𝑇 como algoritmos de roteamento, Deslocamento de Fase em Quadratura e Dupla
Polarizac¸a˜o (𝐸𝑂𝑁 𝐷𝑃 −𝑄𝑃𝑆𝐾) [Gerstel et al. 2012] como esquema de modulac¸a˜o fixo,
Spectrum Sharing [Bonani et al. 2014] como te´cnica de gerenciamento e o First Fit como
atribuic¸a˜o de espectro [Chatterjee, Sarma e Oki 2015]. Uma vez que o 𝐷𝑃 −𝑄𝑃𝑆𝐾, o
Spectrum Sharing e o First Fit sa˜o frequentemente utilizados em publicac¸o˜es de algoritmos
de atribuic¸a˜o, eles foram escolhidos para este trabalho.
O 𝐷𝑃 − 𝑄𝑃𝑆𝐾 e´ um esquema de modulac¸a˜o em que cada s´ımbolo representa
4 bits [Gerstel et al. 2012]. O Spectrum Sharing e´ baseado na tecnologia 𝑂𝐹𝐷𝑀 e
compartilha todo o espectro dispon´ıvel de forma dinaˆmica para diferentes tipos de servic¸o,
ocupando apenas a largura de banda suficiente para a transmissa˜o [Bonani et al. 2014].
E o First Fit e´ uma pol´ıtica de alocac¸a˜o de espectro que mante´m uma lista de ı´ndices
dispon´ıveis e slots usados. Para a atribuic¸a˜o de uma conexa˜o, o slot indexado mais baixo
da lista sera´ definido. Quando a conexa˜o for conclu´ıda, o slot e´ retornado a` lista de slots
dispon´ıveis. A pol´ıtica de alocac¸a˜o do espectro First Fit e´ considerada uma das melhores
pol´ıticas de alocac¸a˜o de espectro devido a` menor probabilidade de bloqueio de chamadas e
a` complexidade da computac¸a˜o [Chatterjee, Sarma e Oki 2015].
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A utilizac¸a˜o de recursos e´ caracterizada pela taxa de bloqueio, 𝑅𝑏, definida como
a relac¸a˜o de requisic¸o˜es bloqueadas com conexo˜es interrompidas. Uma conexa˜o sera´
considerada “interrompida” quando esta estava em processo mas uma falha ocorreu antes
dela finalizar. A equac¸a˜o que define 𝑅𝑏 e´ dada por:
𝑅𝑏 =
𝑁𝑐 −𝑁𝑠 +𝑁𝑑
𝑁𝑐
. (10)
onde 𝑁𝑐 e´ o nu´mero total de requisic¸o˜es, 𝑁𝑠 e´ o nu´mero total de requisic¸o˜es estabelecidas
com sucesso, e 𝑁𝑑 e´ o nu´mero total de conexo˜es interrompidas. Quanto menor e´ a taxa de
bloqueio, maior sera´ a utilizac¸a˜o do recurso [Wang, Zeng e Zhao 2003].
Como o objetivo era realizar uma simulac¸a˜o de falhas, um modelo foi necessa´rio. O
modelo de falha u´nica do artigo [Wang, Zeng e Zhao 2003] foi utilizado pois possui carac-
ter´ısticas interessantes para este trabalho, empregando enlaces bidirecionais e paraˆmetros
que lidam com falha u´nica de ligac¸a˜o. Neste modelo, sa˜o considerados dois paraˆmetros
na˜o correlacionados: o intervalo entre falhas, 𝑇𝑖, que representa o tempo me´dio entre duas
ocorreˆncias consecutivas de falhas de enlace e a durac¸a˜o da falha, 𝑇ℎ, que representa o
tempo me´dio que uma falha permanecera´.
A simulac¸a˜o de falhas prossegue deste modo: no tempo 𝑇𝑖 a falha e´ lanc¸ada, e todas
as conexo˜es em servic¸o no enlace com falha sera˜o quebradas. Este estado permanecera´
ate´ o tempo 𝑇ℎ. No tempo 𝑇ℎ e´ assumido que a falha ja´ foi reparada. Assim permanecera´
ate´ o tempo 𝑇𝑖+1 ocorrer e o processo se repete novamente. A Figura 19 apresenta esse
processo de falhas.
Figura 19 – Intervalo entre falhas e durac¸a˜o das falhas. Adaptado de [Wang, Zeng e Zhao
2003].
Em cada simulac¸a˜o executada, 105 requisic¸o˜es foram geradas. Cada nova requisic¸a˜o
foi composta de uma origem, um destino e um requerimento de taxa de bit, seguindo uma
distribuic¸a˜o uniforme. Quatro servic¸os foram providenciados pela rede com taxas de bits
de 40 𝐺𝑏/𝑠, 100 𝐺𝑏/𝑠, 400 𝐺𝑏/𝑠 e 1 𝑇𝑏/𝑠. Foram configurados 300 slots de frequeˆncia de
12, 5 𝐺𝐻𝑧 como largura ma´xima de banda dispon´ıvel por fibra (banda C). Ambos 𝑇ℎ e 𝑇𝑖
tem valores fixos em cada simulac¸a˜o. Ale´m disso, as simulac¸o˜es foram repetidas 30 vezes,
cada uma com uma semente aleato´ria fixada.
Estas simulac¸o˜es foram divididas em treˆs partes: (𝑖) utilizac¸a˜o de recursos versus a
carga de tra´fego, (𝑖𝑖) utilizac¸a˜o de recursos versus o intervalo entre falhas, e (𝑖𝑖𝑖) utilizac¸a˜o
de recursos versus a durac¸a˜o da falha. Em (𝑖), os valores para os paraˆmetros foram: 𝑇𝑖 = 1s,
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𝑇ℎ = 0, 05s e 𝜆 (carga) = {50, 100, 150, ..., 300} Erlang. Em (𝑖𝑖): 𝑇𝑖 = {0, 1, 0, 2, ..., 10}s,
𝑇ℎ = 0, 05s e 𝜆 = 100 Erlang. E em (𝑖𝑖𝑖): 𝑇𝑖 = 1s, 𝑇ℎ = {0, 1, 0, 2, ..., 0, 9}s e 𝜆 = 100
Erlang.
5.3 Conclusa˜o
Apresentamos neste cap´ıtulo a metodologia de testes dos algoritmos para a obtenc¸a˜o
de dados dos resultados. As me´tricas utilizadas e elaboradas para este trabalho foram
exibidas. Ja´ para a simulac¸a˜o de falhas foram apresentados os algoritmos definidos para a
alocac¸a˜o de recursos com o 𝑅𝑆𝐴 e o modelo de falhas, utilizados no esquema de protec¸a˜o
de caminho dedicado 1:1.
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6 Resultados
Neste cap´ıtulo sa˜o apresentados os testes realizados com os algoritmos desenvolvidos.
Na primeira parte, sa˜o identificados o comportamento e as diferenc¸as com relac¸a˜o aos
comprimentos dos caminhos dos algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵. Na segunda parte, e´ verificado
o impacto destes no nu´mero de transponders e no coeficiente de protec¸a˜o da rede. Por
u´ltimo, uma simulac¸a˜o de falhas no esquema de protec¸a˜o de caminho dedicado 1:1 e´
realizada. Apo´s a apresentac¸a˜o dos testes, uma discussa˜o referente a alguns resultados e´
abordada.
6.1 Cena´rio de Testes
Para testar os algoritmos, um conjunto de 40 redes de telecomunicac¸o˜es reais foi
utilizado. Estas redes sa˜o 2-aresta-conexas e sa˜o apresentadas na Tabela 2 [Routray et al.
2013,Pinto 2017], onde 𝑁 representa o nu´mero de nodos, 𝐿 representa o nu´mero de enlaces,
⟨𝛿⟩ representa o grau nodal me´dio da rede (2𝐿
𝑁
) e o tempo de processamento em segundos
para executar cada rede utilizando os algoritmos 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵 e´ apresentado em
𝑆𝑇𝑀𝐵 (s) e 𝑆𝑇𝐿𝐵 (s).
Usando uma a´rea de trabalho de PC equipada com uma CPU Intel Core i5-6600K
@3.50GHz e 8GB de RAM, o total do tempo de processamento para calcular os caminhos
utilizando o algoritmo do 𝑆𝑇𝑀𝐵 em todas as 40 redes foi de aproximadamente 1 hora, a
qual somente a maior rede (“USA”) gastou 57 minutos, e 3 minutos no total para as demais
redes. O tempo de processamento obtido usando 𝑆𝑇𝐿𝐵 foi maior, aproximadamente 7
horas somente para a rede “USA” e 3 minutos no total para as outras 39 redes.
A simulac¸a˜o de falhas foi baseada no artigo [Wang, Zeng e Zhao 2003], que realiza
simulac¸o˜es extensas com base em seu modelo de falha de enlace. Nestes testes, foram
comparados a utilizac¸a˜o de recursos versus a carga de tra´fego, o intervalo entre falhas
e a durac¸a˜o da falha para o 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 sob demandas dinaˆmicas de tra´fego nas
topologias de rede “Arnes” e “Cernet” (Figura 20). A escolha destas redes se deu por
apresentarem a diferenc¸a mais significativa entre o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵, resultados que sa˜o
apresentados na sequeˆncia. O algoritmo 𝑆𝑇 tambe´m e´ comparado com os resultados do
𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵 para uma melhor ana´lise dos resultados. Neste trabalho, todos os
enlaces sa˜o bidirecionais. Logo, uma falha em um enlace afeta ambas as direc¸o˜es.
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Rede N L ⟨𝛿⟩ 𝑆𝑇𝑀𝐵 (s) 𝑆𝑇𝐿𝐵 (s)
Vianet 9 12 2,67 0,10 0,10
Bren 10 11 2,20 0,11 0,10
Learn 10 11 2,20 0,12 0,10
Rnp 10 12 2,40 0,12 0,11
Abilenecore 10 13 2,60 0,11 0,11
Compuserv 11 14 2,55 0,15 0,14
Vbns 12 17 2,83 0,19 0,17
Cesnet 12 19 3,17 0,18 0,19
NSFNET 14 21 3,00 0,27 0,26
Italy 14 29 4,14 0,34 0,37
Mzima 15 19 2,53 0,34 0,32
Aconet 15 22 2,93 0,36 0,35
Hibernia 15 23 3,07 0,35 0,35
Garr-b 16 27 3,38 0,50 0,50
Arnes 17 20 2,35 0,51 0,47
Germany 17 26 3,06 0,61 0,58
Spain 17 28 3,29 0,58 0,58
Memorex 19 24 2,53 0,78 0,71
Canarie 19 26 2,74 0,83 0,78
Eon 19 37 3,89 0,93 0,96
Lambda 19 45 4,74 0,96 0,98
Sweden 20 24 2,40 0,92 0,82
Oxford 20 26 2,60 1,04 0,92
Arpanet 20 32 3,20 1,1 0,93
Pionier 21 25 2,38 1,09 1,04
Bulgaria 23 24 2,09 1,54 1,34
Cox 24 40 3,33 2,25 2,26
Sanet 25 28 2,24 2,16 1,84
Newnet 26 31 2,38 2,40 2,17
Portugal 26 36 2,77 2,71 2,61
Renater 27 35 2,59 3,22 2,99
Cernet 29 45 3,10 4,77 5,28
Geant2 30 48 3,20 5,68 5,68
IBN31 31 47 3,03 4,79 4,70
Loni 33 37 2,24 7,204 5,68
Metrona 33 41 2,48 8,97 7,78
Cost37 37 57 3,08 11,573 11,765
Omnicom 38 54 2,84 16,23 16,18
Internet2 56 61 2,18 50,98 44,33
USA 100 171 3,42 2725,22 25571,82
Tabela 2 – Conjunto de topologias de redes reais [Pinto 2017] e algumas de suas caracter´ıs-
ticas: nu´mero de nodos e de enlaces, grau nodal me´dio, tempo de processamento
em segundos no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵. As topologias esta˜o ordenadas pelo nu´mero
de nodos.
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(a) (b)
Figura 20 – (a) Rede Arnes, com 17 nodos e 20 enlaces; (b) Rede Cernet, com 29 nodos e
45 enlaces.
6.2 Comportamento e Diferenc¸as do STMB e do STLB
Em ambos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵, os comprimentos dos caminhos de trabalho e de backup
foram obtidos para cada par de nodos origem e destino de cada topologia de rede. As
diferenc¸as entre comprimentos de caminhos de trabalho e caminhos de backup do 𝑆𝑇𝑀𝐵
e do 𝑆𝑇𝐿𝐵 para cada par de nodos origem e destino foram analisadas e subsequentemente,
a soma dessas diferenc¸as tambe´m. Enta˜o, os resultados obtidos para as 40 redes foram
comparados.
Na primeira etapa de testes, e´ apresentada a diferenc¸a normalizada entre todas as
40 redes de telecomunicac¸o˜es reais. Apo´s, a rede com maior diferenc¸a foi identificada e
detalhada, e os resultados gerais de todas as redes considerando a soma das diferenc¸as sa˜o
apresentados na sequeˆncia.
Para a identificac¸a˜o das diferenc¸as, as me´tricas apresentadas no Cap´ıtulo 5 sa˜o
utilizadas para a obtenc¸a˜o de dados dos gra´ficos a seguir.
6.2.1 Diferenc¸a Normalizada do STMB e STLB nas 40 Redes de Teleco-
municac¸o˜es Reais
Primeiramente, todas as redes foram analisadas com relac¸a˜o a` diferenc¸a normalizada
do comprimento dos caminhos de trabalho do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵 e na Figura 21 os
resultados sa˜o apresentados. E´ verificado que, os caminhos de trabalho do 𝑆𝑇𝑀𝐵 sera˜o
iguais ou maiores ate´ 29% que os caminhos de trabalho do 𝑆𝑇𝐿𝐵, sendo 7% na me´dia.
Os nu´meros fora do eixo acima de cada barra representam o total (de cada par origem e
destino) do nu´mero de saltos utilizados a mais nos caminhos de trabalho definidos pelo
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𝑆𝑇𝑀𝐵. A rede que apresenta a maior diferenc¸a em porcentagem e´ a rede “Arnes”, com
total de 118 saltos a mais nos caminhos de trabalho do 𝑆𝑇𝑀𝐵.
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Figura 21 – Diferenc¸a normalizada dos caminhos de trabalho do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵 para
todas as redes. As redes esta˜o organizadas pelo nu´mero de nodos em ordem
crescente.
6.2.2 Diferenc¸as do STMB e STLB Relativamente a C da Rede Arnes
A seguir, e´ apresentada uma investigac¸a˜o mais a fundo da rede “Arnes”, a qual
apresentou a maior diferenc¸a entre as duas estrate´gias. Para isso, e´ identificado cada par
de caminhos de cada par origem e destino.
Um dos pares de nodos que alcanc¸a a maior diferenc¸a entre o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵
e´ o par (𝑜, 𝑑) destacado na Figura 22, para o qual 𝐶 = 16 arestas. No 𝑆𝑇𝑀𝐵, ambos
caminhos de trabalho e de backup obtidos possuem 8 saltos, isto e´, 𝑊+ = 𝐵+ = 8. No
𝑆𝑇𝐿𝐵, o caminho de trabalho obtido tem 3 saltos, 𝑊− = 3, enquanto o caminho de
backup tem 13 saltos, 𝐵− = 13.
Figura 22 – Caminhos de trabalho e de backup definidos pelos algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵
na rede “Arnes” para os pares de nodos origem 𝑜 e destino 𝑑.
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Portanto, Θ+𝑜,𝑑 = 0 e Θ−𝑜,𝑑 = 10 para este par. Ale´m disso, como o caminho de
trabalho do 𝑆𝑇𝑀𝐵 tem 5 saltos a mais que o caminho de trabalho do 𝑆𝑇𝐿𝐵 (consequen-
temente, o caminho de backup do 𝑆𝑇𝐿𝐵 tem 5 saltos a mais que o caminho de backup do
𝑆𝑇𝑀𝐵), enta˜o Δ𝑜,𝑑 = 5.
A rede “Arnes” tem 136 pares de nodos origem e destino. Desses, para 60% tem-se
Θ+𝑜,𝑑 = Θ−𝑜,𝑑 e Δ𝑜,𝑑 = 0, ou seja, os caminhos de trabalho e de backup definidos no 𝑆𝑇𝑀𝐵
possuem o mesmo comprimento que os caminhos de trabalho e de backup definidos no
𝑆𝑇𝐿𝐵.
A Figura 23 apresenta os resultados de Θ+𝑜,𝑑 e Θ−𝑜,𝑑 para os outros 40% de pares
origem e destino da rede “Arnes”. Nos resultados apresentados para cada par (𝑜, 𝑑), 100%
corresponde a` diferenc¸a do comprimento do caminho de trabalho com o comprimento
do caminho de backup normalizados com 𝐶, que corresponde a` soma do seus respectivos
comprimentos de trabalho e de backup. Por exemplo, o Θ−𝑜,𝑑 = 10 mencionado anteriormente
corresponde a 63% relativamente a 𝐶 = 16. Grandes diferenc¸as entre comprimentos de
caminhos de trabalho e de backup levam a grandes valores de Θ−𝑜,𝑑 e Θ+𝑜,𝑑. Por outro
lado, essas varia´veis sa˜o minimizadas quando os caminhos de trabalho e de backup tem
exatamente o mesmo comprimento. Ale´m disso, Θ−𝑜,𝑑 ≥ Θ+𝑜,𝑑, como esperado.
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Figura 23 – Diferenc¸a normalizada entre os comprimentos dos caminhos de trabalho e
de backup do 𝑆𝑇𝑀𝐵 (Θ+𝑜,𝑑) e 𝑆𝑇𝐿𝐵 (Θ−𝑜,𝑑) da rede “Arnes”. O eixo horizon-
tal representa pares de origem e destino para os quais existe diferenc¸a nos
comprimentos de caminhos entre as duas estrate´gias. O par apresentado na
Figura 22 esta´ circulado. Os pares esta˜o organizados de acordo com Θ−𝑜,𝑑 em
ordem crescente.
A soma de todos os comprimentos de caminhos de trabalho do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵
para a rede “Arnes” e´
∑︀
𝑊+ = 530 e ∑︀𝑊− = 412, respectivamente. Isso resulta em uma
variac¸a˜o total de
∑︀Δ𝑜,𝑑 = 118, ou seja, os dois algoritmos diferem 29% relativamente ao
comprimento total do caminho de trabalho. Relativamente a
∑︀
𝐶 para todos os pares de
nodos, a diferenc¸a alcanc¸a 9% (veja a Figura 24).
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6.2.3 Diferenc¸as do STMB e STLB Relativamente a C das 40 Redes de
Telecomunicac¸o˜es Reais
Para comparar as diferenc¸as entre caminhos de trabalho e de backup do 𝑆𝑇𝑀𝐵 e
𝑆𝑇𝐿𝐵 entre as 40 redes, primeiro foram calculados para cada rede: ∑︀𝑊+, ∑︀𝑊−, ∑︀𝐵+,∑︀
𝐵−. Enta˜o,
∑︀Θ+𝑜,𝑑 e ∑︀Θ−𝑜,𝑑 foram obtidos. O resultado e´ apresentado na Figura 24
onde, para cada rede, 100% corresponde ao ∑︀𝐶 para todos os pares de nodos. Note que∑︀Θ−𝑜,𝑑 ≥ ∑︀Θ+𝑜,𝑑, como esperado. No gra´fico ∑︀Θ−𝑜,𝑑 e´ representado por 𝛾− e ∑︀Θ+𝑜,𝑑 por
𝛾+.
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Figura 24 – Diferenc¸a normalizada entre a soma dos comprimentos dos caminhos de
trabalho e a soma dos comprimentos dos caminhos de backup no 𝑆𝑇𝑀𝐵 (𝛾+)
e 𝑆𝑇𝐿𝐵 (𝛾−). O eixo horizontal representa as 40 redes analisadas. As redes
esta˜o organizadas pelo seu nu´mero de nodos em ordem crescente.
Em 12 redes, os caminhos de trabalho e de backup definidos no 𝑆𝑇𝑀𝐵 foram os
mesmos definidos no 𝑆𝑇𝐿𝐵 para cada par de nodos origem e destino. Essas redes tem∑︀Θ+𝑜,𝑑 = ∑︀Θ−𝑜,𝑑. Portanto, na˜o existe diferenc¸a ao utilizar 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 em 30% das
redes analisadas.
Entre as redes para as quais
∑︀Θ+𝑜,𝑑 ̸= ∑︀Θ−𝑜,𝑑, a rede “Loni” tem a maior diferenc¸a
em comprimentos de caminhos de trabalho e de backup em ambos os algoritmos, com∑︀Θ−𝑜,𝑑 = 40% e∑︀Θ+𝑜,𝑑 = 36%, porcentagens relativas a∑︀𝐶. A menor diferenc¸a no 𝑆𝑇𝑀𝐵
e no 𝑆𝑇𝐿𝐵 e´ da rede “USA”,
∑︀Θ−𝑜,𝑑 = 13% e ∑︀Θ+𝑜,𝑑 = 8% relativo a ∑︀𝐶, significando
que esta rede tem pares com a menor diferenc¸a em comprimento dos caminhos de trabalho
e de backup.
A diferenc¸a entre os algoritmos foi obtida atrave´s da diferenc¸a dos caminhos de
trabalho e de backup do 𝑆𝑇𝑀𝐵 com a diferenc¸a dos caminhos de trabalho e de backup do
𝑆𝑇𝐿𝐵. Enta˜o, a porcentagem apresentada na Figura 24 e´ duas vezes a diferenc¸a entre as
duas estrate´gias, isto e´, 2Δ. As redes “Arnes” e “Cernet” obtiveram a maior diferenc¸a com∑︀Θ−𝑜,𝑑 −∑︀Θ+𝑜,𝑑 = 18%, isto e´, Δ = 9%. Em me´dia para todas as redes a diferenc¸a foi de
5%.
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6.3 Impacto do STMB e STLB no Nu´mero de Transponders e no
Coeficiente de Protec¸a˜o
A Figura 25 apresenta o impacto no nu´mero de transponders atrave´s da diferenc¸a
normalizada entre o nu´mero de transponders dos caminhos de trabalho calculados pelo
𝑆𝑇𝑀𝐵 (𝑇 (𝑊+)) e pelo 𝑆𝑇𝐿𝐵 (𝑇 (𝑊−)) para todas as redes. Entre as 40 redes, a rede
“Arnes” e´ a que apresenta o maior impacto, utilizando ate´ 29% mais transponders no
𝑆𝑇𝑀𝐵 do que no 𝑆𝑇𝐿𝐵. Este resultado confirma a diferenc¸a esperada dos algoritmos
apresentada na Sec¸a˜o 6.2.1. Em me´dia para todas as redes testadas, o uso do 𝑆𝑇𝑀𝐵
requer 7% mais transponders.
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Figura 25 – Diferenc¸a normalizada entre o nu´mero de transponders usados nos caminhos de
trabalho do 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 para todas as redes. As redes esta˜o organizadas
pelo nu´mero de nodos em ordem crescente.
A Figura 26 apresenta em porcentagem o coeficiente de protec¸a˜o (𝑘𝑝) de cada rede
para o 𝑆𝑇𝑀𝐵, o 𝑆𝑇𝐿𝐵 e o 𝑆𝑇 , ou seja, a quantidade de capacidade adicional requisitada
para proteger a rede. Na Figura e´ verificado que a rede “Loni” precisa 235% de capacidade
extra para garantir a sobreviveˆncia contra falhas de enlace quando utiliza 𝑆𝑇𝐿𝐵 e 214%
utilizando 𝑆𝑇𝑀𝐵. Esta e´ a quantidade ma´xima de capacidade extra necessa´ria dentre o
conjunto de 40 redes excluindo aquelas que teˆm o mesmo comprimento de caminhos de
trabalho e backup no 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵, isto e´, considerando 28 redes. A capacidade extra
mı´nima requerida e´ 131% no 𝑆𝑇𝐿𝐵 e 116% no 𝑆𝑇𝑀𝐵, esses resultados sa˜o ambos da
rede “USA”. Em me´dia para todas as redes testadas, 173% e´ necessa´rio no 𝑆𝑇𝐿𝐵 e 155%
no 𝑆𝑇𝑀𝐵. A maior diferenc¸a entre 𝑘𝑝 do 𝑆𝑇𝐿𝐵 e o 𝑘𝑝 do 𝑆𝑇𝑀𝐵 esta´ na rede “Arnes”,
para a qual o 𝑆𝑇𝐿𝐵 requer 71% de capacidade extra para proteger a rede. O 𝑘𝑝 no 𝑆𝑇𝐿𝐵
apresenta resultados iguais ou maiores do que o 𝑘𝑝 no 𝑆𝑇𝑀𝐵, significando que o 𝑆𝑇𝐿𝐵
vai precisar mais capacidade extra na rede.
Considerando o 𝑆𝑇 , dentre as 28 redes com diferenc¸as entre o comprimento de
caminhos de trabalho e backup no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵, 20 redes obtiveram os mesmos
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resultados do 𝑘𝑝 do 𝑆𝑇𝐿𝐵. As outras, obtiveram resultados entre o 𝑘𝑝 do 𝑆𝑇𝐿𝐵 e o 𝑘𝑝
do 𝑆𝑇𝑀𝐵, mas se aproximando mais do 𝑘𝑝 do 𝑆𝑇𝐿𝐵.
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Figura 26 – Coeficiente de protec¸a˜o (𝑘𝑝) para cada rede usando os algoritmos 𝑆𝑇 , 𝑆𝑇𝑀𝐵
e 𝑆𝑇𝐿𝐵.
Estes resultados implicam em um impacto significativo nos custos da rede, pois sa˜o
obtidos uma reduc¸a˜o de ate´ 22% no custo de transponders ao usar 𝑆𝑇𝐿𝐵 e uma reduc¸a˜o
de ate´ 32% em capacidade extra de protec¸a˜o ao usar 𝑆𝑇𝑀𝐵.
6.4 Simulac¸a˜o de Falhas: Utilizac¸a˜o de Recursos versus Carga de
Tra´fego
Nas Figuras 27 (a) e 27 (b) a taxa de bloqueio (𝑅𝑏) do 𝑆𝑇𝑀𝐵, 𝑆𝑇𝐿𝐵 e 𝑆𝑇 e´ apre-
sentada com uma func¸a˜o da taxa de chegada para as redes“Arnes”e“Cernet”, com intervalo
entre falhas 𝑇𝑖 = 1s, durac¸a˜o da falha 𝑇ℎ = 0, 05s e 𝜆 (carga) = {50, 100, 150, ..., 300}
Erlang.
Na rede “Arnes”, a utilizac¸a˜o de recursos do 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 e´ baixa quando a
carga do tra´fego de rede e´ menor que 100 Erlang. Quando o tra´fego aumenta, a taxa de
bloqueio aumenta para todos os algoritmos. O 𝑆𝑇𝑀𝐵 possui a maior taxa de bloqueio
em todas as cargas, obtendo ate´ 12% de diferenc¸a do 𝑆𝑇𝐿𝐵. Isto e´, o 𝑆𝑇𝐿𝐵 tem uma
utilizac¸a˜o de recursos melhor do que o 𝑆𝑇𝑀𝐵. O 𝑆𝑇 e o 𝑆𝑇𝐿𝐵 apresentam mı´nima
diferenc¸a, sendo o 𝑆𝑇 ate´ 1, 3% maior na carga 275 Erlang.
Para a rede “Cernet”, no tra´fego leve a utilizac¸a˜o de recursos e´ mı´nima ate´ a carga
150 Erlang. Em seguida a taxa de bloqueio aumenta constantemente. Os algoritmos 𝑆𝑇𝑀𝐵
e 𝑆𝑇𝐿𝐵 possuem taxas de bloqueio quase ideˆnticas, o 𝑆𝑇𝑀𝐵 e´ somente 5, 23% maior na
carga 200 Erlang. Ja´ o 𝑆𝑇 apresenta a maior taxa de bloqueio entre todos os algoritmos.
Na carga 250 Erlang todos os algoritmos possuem quase a mesma taxa de bloqueio.
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6.5 Simulac¸a˜o de Falhas: Utilizac¸a˜o de Recursos versus Intervalo
Entre Falhas
As Figuras 27 (c) e 27 (d) mostram a taxa de bloqueio versus o intervalo entre
falhas do 𝑆𝑇𝑀𝐵, 𝑆𝑇𝐿𝐵 e 𝑆𝑇 para ambas as redes, com 𝑇𝑖 = {0, 1, 0, 2, ...10}, 𝑇ℎ = 0, 05
e 𝜆 = 100. Quando 𝑇𝑖 e´ menor que 1, a taxa de bloqueio e´ maior e muda rapidamente
porque as falhas sa˜o frequentes. A medida que o 𝑇𝑖 aumenta, a taxa de bloqueio estabiliza.
Na rede “Arnes” encontram-se grandes diferenc¸as entre o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵, onde
o 𝑆𝑇𝑀𝐵 e´ ate´ 92% maior em 𝑇𝑖 = 10, 0. O 𝑆𝑇 se aproxima da taxa de bloqueio do
𝑆𝑇𝐿𝐵 antes de 𝑇𝑖 = 1, 0 e depois fica entre um meio termo entre o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵.
Considerando a rede “Cernet”, o 𝑆𝑇𝑀𝐵 obte´m uma taxa de bloqueio maior que o 𝑆𝑇𝐿𝐵
apenas apo´s 𝑇𝑖 = 1, 0, chegando a ser 49, 3% maior que o 𝑆𝑇𝐿𝐵 no 𝑇𝑖 = 5, 0. O 𝑆𝑇 possui
uma taxa de bloqueio bem acima do 𝑆𝑇𝑀𝐵, de ate´ 101% em 𝑇𝑖 = 6, 0, e do 𝑆𝑇𝐿𝐵 ate´
163% em 𝑇𝑖 = 6, 0. O 𝑆𝑇𝐿𝐵 tem melhor desempenho relativo a` utilizac¸a˜o de recursos em
ambas as redes.
6.6 Simulac¸a˜o de Falhas: Utilizac¸a˜o de Recursos versus Durac¸a˜o
da Falha
As Figuras 27 (e) e 27 (f) apresentam a taxa de bloqueio versus a durac¸a˜o da falha
do 𝑆𝑇𝑀𝐵, 𝑆𝑇𝐿𝐵 e 𝑆𝑇 , com 𝑇𝑖 = 1, 𝑇ℎ = {0, 1, 0, 2, ..., 0, 9} e 𝜆 = 100.
As diferenc¸as encontradas entre o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵 variam ate´ 59% no 𝑇ℎ = 0, 0
na rede “Arnes”, onde o 𝑆𝑇𝑀𝐵 possui uma taxa de bloqueio maior e ate´ 51% no 𝑇ℎ = 0, 2
na rede “Cernet”, onde o 𝑆𝑇𝐿𝐵 possui uma taxa de bloqueio maior. Na rede “Arnes” o
𝑆𝑇 acompanha o 𝑆𝑇𝐿𝐵. Ja´ na rede “Cernet” ele tem uma diferenc¸a considera´vel dos
outros algoritmos, sendo ate´ 127% maior que o 𝑆𝑇𝑀𝐵 no 𝑇ℎ = 0, 6 e ate´ 73% maior que
o 𝑆𝑇𝐿𝐵 no 𝑇ℎ = 0, 6, obtendo a maior taxa de bloqueio.
6.7 Tempo de Simulac¸a˜o da Rede USA no STMB e no STLB
A rede “USA” possui caracter´ısticas topolo´gicas que exigem mais verificac¸o˜es de
comprimentos e de caminhos disjuntos por arestas, resultando num tempo maior de
execuc¸a˜o quando se utiliza o 𝑆𝑇𝑀𝐵. Ja´ no 𝑆𝑇𝐿𝐵, o comportamento da rede e´ explicado
atrave´s da Figura 24, onde e´ verificado que existem menos diferenc¸as entre os comprimentos
de caminhos de trabalho e de backup em grande parte dos pares origem e destino. Por conta
disso, na execuc¸a˜o do 𝑆𝑇𝐿𝐵, o 𝑅 e o 𝑆 (ver Cap´ıtulo 4) que iniciam com comprimentos
com a maior diferenc¸a poss´ıvel (a partir do menor caminho definido pelo Dijkstra) sa˜o
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atualizados muitas vezes, como tambe´m muitas verificac¸o˜es de caminhos disjuntos por
arestas ocorrem, justificando assim, o extenso tempo para simular a rede “USA” no 𝑆𝑇𝐿𝐵.
6.8 Taxa de Bloqueio do ST na Rede Cernet
Na Figura 27(f) foi identificado na rede “Cernet”, que a taxa de bloqueio e´ extrema-
mente maior no 𝑆𝑇 em 𝑇ℎ = 0, 6. Para entender o porque a taxa de bloqueio demonstrou
este comportamento, foram realizadas verificac¸o˜es de caminhos, de bloqueios de conti-
guidade, continuidade e de falta de recursos e tambe´m outras simulac¸o˜es. Os resultados
referentes a estas verificac¸o˜es sa˜o apresentados a seguir.
A rede “Cernet” tem 29 nodos, logo possui 406 pares de nodos. Considerando dois
caminhos para cada par de nodos, um de trabalho e um de backup, se tem um total de
812 caminhos. Sabendo disso, primeiramente foram analisados os caminhos que o 𝑆𝑇 ,
𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 retornam para cada par de nodos origem e destino da rede “Cernet”, na
situac¸a˜o onde se encontra a maior diferenc¸a de taxa de bloqueio do 𝑆𝑇 com relac¸a˜o a` do
𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵 (𝜆 = 100, 𝑇𝑖 = 1, 0, 𝑇ℎ = 0, 6, e 105 requisic¸o˜es) e, considerando o 𝑇ℎ,
a situac¸a˜o com a menor diferenc¸a tambe´m foi analisada (𝜆 = 100, 𝑇𝑖 = 1, 0, 𝑇ℎ = 0, 0, e
105 requisic¸o˜es).
Para a situac¸a˜o com a maior diferenc¸a de taxa de bloqueio do 𝑆𝑇 com relac¸a˜o a` do
𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵, foram identificados os caminhos do 𝑆𝑇 que sa˜o iguais ou diferentes
dos caminhos do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵. Enta˜o:
• Para 5, 05% dos pares de nodos, os caminhos usados no 𝑆𝑇 foram os mesmos usados
no 𝑆𝑇𝑀𝐵;
• Para 53, 60% dos pares de nodos, os caminhos usados no 𝑆𝑇 foram os mesmos usados
no 𝑆𝑇𝐿𝐵;
• Para 24, 50% dos pares de nodos, os caminhos usados no 𝑆𝑇 foram os mesmos usados
no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵;
• Para 16, 85% dos pares de nodos, os caminhos usados no 𝑆𝑇 na˜o foram os mesmos
usados no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵. Considerando este caso de caminhos do 𝑆𝑇 diferentes
dos caminhos do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵:
– Para 28, 47% dos pares de nodos, os comprimentos dos caminhos usados no 𝑆𝑇
foram os mesmos usados no 𝑆𝑇𝐿𝐵;
– Para 71, 53% dos pares de nodos, os comprimentos dos caminhos usados no 𝑆𝑇
foram os mesmos usados no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵;
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Considerando os 24, 50% dos pares de nodos com caminhos do 𝑆𝑇 que foram os
mesmos usados no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵:
• Somando com os 5, 05% dos pares de nodos com caminhos do 𝑆𝑇 que foram os
mesmos usados no 𝑆𝑇𝑀𝐵: se tem aproximadamente 30% de pares de nodos com
caminhos do 𝑆𝑇 que sa˜o os mesmos do 𝑆𝑇𝑀𝐵;
• Somando com os 53, 60% dos pares de nodos com caminhos do 𝑆𝑇 que foram os
mesmos usados no 𝑆𝑇𝐿𝐵: se tem aproximadamente 78% de pares de nodos com
caminhos do 𝑆𝑇 que sa˜o os mesmos do 𝑆𝑇𝐿𝐵.
Para a situac¸a˜o com a menor diferenc¸a de taxa de bloqueio do 𝑆𝑇 com relac¸a˜o a` do
𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵, foram identificados os caminhos do 𝑆𝑇 que sa˜o iguais ou diferentes
dos caminhos do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵. Enta˜o:
• Para 4, 06% dos pares de nodos, os caminhos usados no 𝑆𝑇 foram os mesmos usados
no 𝑆𝑇𝑀𝐵;
• Para 59, 85% dos pares de nodos, os caminhos usados no 𝑆𝑇 foram os mesmos usados
no 𝑆𝑇𝐿𝐵;
• Para 24, 02% dos pares de nodos, os caminhos usados no 𝑆𝑇 foram os mesmos usados
no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵;
• Para 12, 07% dos pares de nodos, os caminhos usados no 𝑆𝑇 na˜o foram os mesmos
usados no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵. Considerando este caso de caminhos do 𝑆𝑇 diferentes
dos caminhos do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵:
– Para 4, 08% dos pares de nodos, os comprimentos dos caminhos usados no 𝑆𝑇
foram os mesmos usados no 𝑆𝑇𝑀𝐵;
– Para 56, 12% dos pares de nodos, os comprimentos dos caminhos usados no 𝑆𝑇
foram os mesmos usados no 𝑆𝑇𝐿𝐵;
– Para 39, 80% dos pares de nodos, os comprimentos dos caminhos usados no 𝑆𝑇
foram os mesmos usados no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵;
Considerando os 24, 02% dos pares de nodos com caminhos do 𝑆𝑇 que foram os
mesmos usados no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵:
• Somando com os 4, 06% dos pares de nodos com caminhos do 𝑆𝑇 que foram os
mesmos usados no 𝑆𝑇𝑀𝐵: se tem aproximadamente 28% de pares de nodos com
caminhos do 𝑆𝑇 que sa˜o os mesmos do 𝑆𝑇𝑀𝐵;
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• Somando com os 59, 85% dos pares de nodos com caminhos do 𝑆𝑇 que foram os
mesmos usados no 𝑆𝑇𝐿𝐵: se tem aproximadamente 84% de pares de nodos com
caminhos do 𝑆𝑇 que sa˜o os mesmos do 𝑆𝑇𝐿𝐵.
As Figuras 28(a), 28(b), 28(c) e 28(d) resumem os dados apresentados referentes
aos caminhos e comprimentos do 𝑆𝑇 iguais ao 𝑆𝑇𝑀𝐵 e/ou ao 𝑆𝑇𝐿𝐵 considerando a
maior e menor diferenc¸a entre as taxas de bloqueios no 𝑇ℎ dos algoritmos 𝑆𝑇 , 𝑆𝑇𝑀𝐵 e
𝑆𝑇𝐿𝐵.
Como estes resultados na˜o foram suficientes para entender a taxa de bloqueio do
𝑆𝑇 , novas verificac¸o˜es foram necessa´rias.
Em seguida, foram analisadas as taxas de bloqueios referentes as restric¸o˜es (conti-
nuidade e contiguidade) e por falta de recursos. Considerando a situac¸a˜o onde se encontra a
maior diferenc¸a de taxa de bloqueio do 𝑆𝑇 com relac¸a˜o a` do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵 (𝜆 = 100,
𝑇𝑖 = 1, 0, 𝑇ℎ = 0, 6, e 105 requisic¸o˜es), os valores referentes as taxas de bloqueios e as
taxas de bloqueios de cada tipo de bloqueio esta˜o resumidos na Tabela 3. Na Figura 29
esta˜o apresentadas as taxas de bloqueio de contiguidade e de continuidade.
Algoritmo Taxa de Bloqueio Contiguidade Continuidade Falta de Recursos
ST 0,0000976667 0,649531049 0,346302284 0
STMB 0,0000590000 0,399549062 0,600450938 0
STLB 0,0000676667 0,643276103 0,356723897 0
Tabela 3 – Taxas de bloqueio no 𝑆𝑇 , no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵 e taxas de bloqueio de tipos
de bloqueio: de contiguidade, de continuidade e de falta de recursos.
ST STMB STLB
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Ta
xa
 d
e 
Bl
oq
ue
io
Contiguidade
Continuidade
Figura 29 – Taxas de bloqueios de contiguidade e continuidade do 𝑆𝑇 , 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵.
Mais uma vez, na˜o foram identificadas razo˜es para a taxa de bloqueio do 𝑆𝑇 ser
extremamente maior.
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Por fim, foram consideradas simulac¸o˜es com carga diferente, com 𝜆 = 200, 𝑇𝑖 = 1, 0,
𝑇ℎ = 0, 6, e 105 requisic¸o˜es. As taxas de bloqueio esta˜o resumidas na Tabela 4 e apresentadas
na Figura 30.
Algoritmo Taxa de Bloqueio
ST 0,033634000
STMB 0,031006000
STLB 0,030605333
Tabela 4 – Taxas de bloqueio no 𝑆𝑇 , no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵 com 𝜆 = 200, 𝑇𝑖 = 1, 0,
𝑇ℎ = 0, 6, e 105 requisic¸o˜es.
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Figura 30 – Taxas de bloqueios do 𝑆𝑇 , 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 referentes a 𝜆 = 200, 𝑇𝑖 = 1, 0,
𝑇ℎ = 0, 6, e 105 requisic¸o˜es.
E considerando a carga utilizada nas simulac¸o˜es anteriores, pore´m, com 106 requisi-
c¸o˜es para 𝜆 = 100, 𝑇𝑖 = 1, 0 e 𝑇ℎ = 0, 6, as taxas de bloqueio esta˜o resumidas na Tabela 5
e apresentadas na Figura 31.
Algoritmo Taxa de Bloqueio
ST 0,0000963000
STMB 0,0000589000
STLB 0,0000710333
Tabela 5 – Taxas de bloqueio no 𝑆𝑇 , no 𝑆𝑇𝑀𝐵 e no 𝑆𝑇𝐿𝐵 com 𝜆 = 100, 𝑇𝑖 = 1, 0 e
𝑇ℎ = 0, 6, e 106 requisic¸o˜es.
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Figura 31 – Taxas de bloqueios do 𝑆𝑇 , 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 referentes a 𝜆 = 100, 𝑇𝑖 = 1, 0,
𝑇ℎ = 0, 6, e 106 requisic¸o˜es.
Estas taxas de bloqueios apresentaram as mesmas tendeˆncias de resultados ja´
encontradas.
Considerando os resultados destas verificac¸o˜es, conclui-se que os aproximados 17%
de caminhos do 𝑆𝑇 que sa˜o diferentes dos caminhos do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵, possam ser
o motivo desta grande diferenc¸a na taxa de bloqueio do algoritmo 𝑆𝑇 em comparac¸a˜o a
taxa de bloqueio do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵. Pore´m, novas pesquisas devem ser realizadas em
trabalhos futuros para identificar melhor este resultado e obter novas respostas.
6.9 Conclusa˜o
Este cap´ıtulo apresentou as principais diferenc¸as com relac¸a˜o a comprimentos
de caminhos do Suurballe e Tarjan Mais Balanceado (𝑆𝑇𝑀𝐵) e do Suurballe e Tarjan
Menos Balanceado (𝑆𝑇𝐿𝐵), como tambe´m o seu impacto no nu´mero de transponders e no
coeficiente de protec¸a˜o de 40 redes de telecomunicac¸o˜es reais. Tambe´m, exibiu resultados
de uma simulac¸a˜o de falhas no cena´rio de rede de protec¸a˜o de caminho dedicado 1:1. Ale´m
disso, apresentou discusso˜es referentes a resultados da rede “USA” e da rede “Cernet”.
Dentre as redes testadas, foram identificadas as redes “Arnes” e “Cernet” com a
maior diferenc¸a 9%, encontrada entre os algoritmos (porcentagem relativa a` soma dos
comprimentos dos caminhos de trabalho e de backup para todos os pares de nodos). Ja´
com relac¸a˜o ao nu´mero de transponders, a rede “Arnes” e´ a que mais tem impacto dentre
as outras redes, com uma necessidade de 29% a mais de transponders utilizando o 𝑆𝑇𝑀𝐵,
em comparac¸a˜o ao 𝑆𝑇𝐿𝐵. No coeficiente de protec¸a˜o, a rede “Loni” apresentou 235% de
capacidade extra necessa´ria para manter a rede protegida quando se utiliza o 𝑆𝑇𝐿𝐵, em
comparac¸a˜o ao 𝑆𝑇𝑀𝐵.
Na simulac¸a˜o de falhas, o 𝑆𝑇𝐿𝐵 obteve a melhor utilizac¸a˜o na rede “Arnes”, pois
o 𝑆𝑇𝑀𝐵 obteve uma taxa de bloqueio ate´ 12% maior. Ja´ na rede “Cernet”, o 𝑆𝑇𝑀𝐵 e o
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𝑆𝑇𝐿𝐵 tiveram taxas de bloqueio pro´ximas. Pore´m diferenc¸as na utilizac¸a˜o de intervalo
entre falhas e na durac¸a˜o da falha foram identificadas. No primeiro caso, o 𝑆𝑇𝐿𝐵 obteve
um pior desempenho quanto a` utilizac¸a˜o de recursos quando o 𝑇𝑖 e´ menor que 1, 0. Ja´ com
𝑇𝑖 maior que 1, 0, os resultados mudam e o 𝑆𝑇𝑀𝐵 chega a ser ate´ 49% maior que o 𝑆𝑇𝐿𝐵.
Para o caso da durac¸a˜o da falha, foram apresentados valores em que o 𝑇ℎ varia de 0, 1 a`
0, 9, portanto, e´ esperado que o 𝑆𝑇𝐿𝐵 tenha um comportamento pior na utilizac¸a˜o de
recursos, porque a durac¸a˜o da falha e´ maior. Logo, a taxa de bloqueio do 𝑆𝑇𝐿𝐵 e´ ate´ 51%
maior que no 𝑆𝑇𝑀𝐵. Estes dados sugerem que quando houver muitas falhas e a durac¸a˜o
for maior, o 𝑆𝑇𝑀𝐵 tera´ um melhor desempenho. Considerando o 𝑆𝑇 , nas simulac¸o˜es na
rede “Arnes”, ele obteve taxas de bloqueio aproximadas das taxas de bloqueio do 𝑆𝑇𝐿𝐵. Ja´
na rede “Cernet”, as taxas de bloqueio do 𝑆𝑇 foram superiores ao do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵,
sendo ate´ 163% maior que o 𝑆𝑇𝐿𝐵 quando o intervalo entre falhas esta´ em 𝑇𝑖 = 6, 0 e
127% maior que o 𝑆𝑇𝑀𝐵 quando a durac¸a˜o da falha e´ 𝑇ℎ = 0, 6.
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Figura 27 – Taxa de bloqueio vs. taxa de chegada das redes Arnes (a) e Cernet (b), para
𝑇𝑖 = 1 e 𝑇ℎ = 0, 05𝑠. Taxa de bloqueio vs. intervalo entre falhas das redes
Arnes (c) e Cernet (d), para 𝜆 = 100 e 𝑇ℎ = 0, 05𝑠. Taxa de bloqueio vs.
durac¸a˜o da falha das redes Arnes (e) e Cernet (f), para 𝜆 = 100 e 𝑇𝑖 = 1𝑠.
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Figura 28 – Considerando a maior diferenc¸a de taxa de bloqueio do 𝑆𝑇 com relac¸a˜o a` do
𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵: (a) Coincideˆncia de caminhos entre o 𝑆𝑇 , o 𝑆𝑇𝑀𝐵 e o
𝑆𝑇𝐿𝐵; (b) Coincideˆncia de comprimentos de caminhos entre o 𝑆𝑇 , o 𝑆𝑇𝑀𝐵
e o 𝑆𝑇𝐿𝐵; Considerando a menor diferenc¸a de taxa de bloqueio do 𝑆𝑇 com
relac¸a˜o a` do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵: (c) Coincideˆncia de caminhos entre o 𝑆𝑇 , o
𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵; (d) Coincideˆncia de comprimentos de caminhos entre o
𝑆𝑇 , o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵.
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7 Conclusa˜o e Trabalhos Futuros
Duas verso˜es do algoritmo Suurballe e Tarjan (𝑆𝑇 ) foram propostas neste trabalho
com o objetivo de explorar a diversidade de comprimentos de caminhos de trabalho e de
backup encontradas em um mesmo par de nodos origem e destino em uma topologia. As
verso˜es foram chamadas de Suurballe e Tarjan Mais Balanceado (𝑆𝑇𝑀𝐵) e Suurballe
e Tarjan Menos Balanceado (𝑆𝑇𝐿𝐵). O 𝑆𝑇𝑀𝐵 encontra o menor par de caminhos de
trabalho e de backup com comprimentos com a menor diferenc¸a poss´ıvel, enquanto que
o 𝑆𝑇𝐿𝐵 encontra a combinac¸a˜o com comprimentos com a maior diferenc¸a poss´ıvel. Os
algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 permitem a escolha de comprimentos de caminhos de trabalho
e de backup, tornando poss´ıvel explorar diferentes estrate´gias de protec¸a˜o para aplicac¸o˜es
em diferentes cena´rios.
Os algoritmos propostos foram testados em um conjunto de 40 redes o´pticas de
telecomunicac¸o˜es reais. Para cada par de nodos origem e destino de cada rede, a diferenc¸a
entre os comprimentos de caminhos de trabalho e de backup do 𝑆𝑇𝑀𝐵 e do 𝑆𝑇𝐿𝐵 foram
explorados. Subsequentemente, a soma dessas diferenc¸as para todos os pares de nodos foi
analisada.
Os resultados mostraram que pode existir grandes diferenc¸as entre os comprimentos
de caminhos de trabalho e de backup nos dois algoritmos. No caso do 𝑆𝑇𝐿𝐵, a diferenc¸a
entre esses comprimentos pode chegar a ate´ 63% para um par de nodos origem e destino
da rede “Arnes”. Diferenc¸as entre o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵 tambe´m foram observadas em 70%
das redes analisadas, onde foi encontrado ate´ 9% de diferenc¸a entre os algoritmos nas redes
“Arnes” e “Cernet”.
Esta diferenc¸a observada impacta o coeficiente de protec¸a˜o e o nu´mero de trans-
ponders requisitados pelos esquemas de protec¸a˜o de caminho dedicado. A rede “Arnes”
precisa de ate´ 29% mais transponders quando se usa o 𝑆𝑇𝑀𝐵 do que quando se usa o
𝑆𝑇𝐿𝐵 e requer 71% mais capacidade de protec¸a˜o com o 𝑆𝑇𝐿𝐵 do que com o 𝑆𝑇𝑀𝐵. A
rede que mais necessita de capacidade extra em ambos os algoritmos e´ a rede “Loni”, a
qual precisa 235% quando utiliza o 𝑆𝑇𝐿𝐵 e 214% com o 𝑆𝑇𝑀𝐵.
As verso˜es propostas podem ser usadas em diferentes tipos de servic¸o. Se a ne-
cessidade for caminhos com comprimentos iguais ou com a menor diferenc¸a poss´ıvel, a
melhor estrate´gia e´ usar o 𝑆𝑇𝑀𝐵. Assim, podera´ ser obtida uma reduc¸a˜o de ate´ 32%
em capacidade de protec¸a˜o extra. Entretanto, o 𝑆𝑇𝑀𝐵 pode requerer utilizac¸a˜o de mais
transponders. Se a necessidade for que o caminho de trabalho seja o menor poss´ıvel, a
estrate´gia mais apropriada e´ o algoritmo 𝑆𝑇𝐿𝐵. Assim, podera´ ser obtida uma reduc¸a˜o
de ate´ 22% em custos de transponders. No entanto, a capacidade extra para proteger a
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rede em caso de falha pode ser maior.
Ale´m das diferenc¸as entre os algoritmos e o impacto no nu´mero de transponders e na
capacidade de protec¸a˜o da rede, tambe´m foi investigado o comportamento dos algoritmos
𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 em redes o´pticas ela´sticas atrave´s de simulac¸o˜es nas topologias de redes
“Arnes” e “Cernet”, considerando protec¸a˜o de caminho dedicado 1:1 e falha u´nica de enlace.
Foram avaliados o impacto da carga de tra´fego, o intervalo de tempo entre falhas de enlace
e a durac¸a˜o da falha na utilizac¸a˜o de recursos, considerando um cena´rio de tra´fego dinaˆmico.
Juntamente com os algoritmos 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 foram apresentados os resultados para o
algoritmo 𝑆𝑇 .
Todas as simulac¸o˜es de cena´rio com falhas na rede “Arnes” apresentaram melhor
utilizac¸a˜o de recursos ao implementar o 𝑆𝑇𝐿𝐵. O 𝑆𝑇𝑀𝐵 obteve uma taxa de bloqueio
ate´ 12% maior. Esse comportamento pode ser explicado pelo fato de que os comprimentos
de caminhos de trabalho do 𝑆𝑇𝐿𝐵 sa˜o menores, utilizando menos recursos antes de uma
falha. Para o caso do 𝑆𝑇 , este algoritmo obteve resultados aproximados ao 𝑆𝑇𝐿𝐵.
Nas simulac¸o˜es para a rede “Cernet”, o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵 demonstraram serem
melhores que o 𝑆𝑇 , pois este apresentou uma taxa de bloqueio maior. Quanto ao 𝑆𝑇𝑀𝐵
e ao 𝑆𝑇𝐿𝐵 na taxa de bloqueio, na˜o houve diferenc¸as significativas. Entretanto, no
intervalo entre falhas (𝑇𝑖), o 𝑆𝑇𝐿𝐵 obteve um pior desempenho quanto a` utilizac¸a˜o de
recursos quando o 𝑇𝑖 e´ menor que 1, 0. Ja´ com 𝑇𝑖 maior que 1, 0, os resultados mudam
e a taxa de bloqueio no 𝑆𝑇𝑀𝐵 chega a ser ate´ 49% maior que no 𝑆𝑇𝐿𝐵. Estes dados
sugerem que quando houver muitas falhas, o 𝑆𝑇𝑀𝐵 tera´ um melhor desempenho, pois os
comprimentos de ambos seus caminhos possuem a menor diferenc¸a poss´ıvel, utilizando
uma mesma quantidade de recursos quando houver falhas.
A diversidade de comprimentos de caminhos de trabalho e de backup encontradas
em um mesmo par de nodos origem e destino em uma topologia pode impactar os custos
da rede. Os resultados apresentados das duas redes de telecomunicac¸o˜es reais “Arnes” e
“Cernet”, demonstram que a melhor opc¸a˜o para uso do algoritmo de roteamento, sendo
𝑆𝑇𝑀𝐵 ou 𝑆𝑇𝐿𝐵, depende muito da topologia f´ısica da rede. Portanto no planejamento,
e´ va´lido executar simulac¸o˜es com ambos os algoritmos para identificar o mais adequado
para o cena´rio de rede.
Como trabalhos futuros tem-se: comparar o 𝑆𝑇𝑀𝐵 e o 𝑆𝑇𝐿𝐵 com outros algo-
ritmos de roteamento; propor novos algoritmos baseados no 𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵; analisar o
𝑆𝑇𝑀𝐵 e 𝑆𝑇𝐿𝐵 considerando esquemas de protec¸a˜o de caminho compartilhado; identificar
caracter´ısticas no grafo (como medidas de centralidade, coeficiente de agrupamento, grau
nodal, etc...) que relacionem os resultados apresentados e possam prever as diferenc¸as
encontradas; e testar outros algoritmos, como 𝐴* ao inve´s do Dijkstra e 2-fluxo ao inve´s
do Suurballe e Tarjan.
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