Introduction
The Fokker-Planck equation (FPE) was introduced by Adriaan Fokker and Max Planck to describe the Brownian motion [5] of particles and the diffusion mode of chemical reactions [18] , are now largely employed in various generalized forms, including solid-state Physics, Chemistry, circuit theory, engineering, and biology [24] . The Fokker-Planck equation arises in kinetic theory [8] , where it describes the evolution of the one particle distribution function of a dilute gas with long range collisions, such as Coulomb gas. For the some applications of this type of equations one can refer the works of He and Wu [15] , Jumarie [16] , Xu et al [28] .The fractional Fokker-Planck equation has recently been treated by a number of authors [6, 9, 19, 20, 21] . There is a more general form of FPE which is called the nonlinear Fokker-Planck equation. The nonlinear FPE has important applications in various areas such as plasma physics, population dynamics, surface physics, engineering, nonlinear Hydrodynamics, pattern formation and so forth [7] . In one variable case, the nonlinear FPE can be written as
Due to the vast range of applications of the Fokker-Planck equations, a lot of work has been done to find the numerical solutions of the equation. In this context, the works done by Buet. et. al. [3] , Harrison [11] , Vanjara [27] , Yildirim [29] , and Zarzano [30] , are worth mentioning. Our concern in this paper is to consider the numerical solution of the FPE with space and time-fractional derivatives of the form 4) . The objective of present paper is to obtain closed form solution of linear and nonlinear space and time fractional FPE using homotopy perturbation natural transform method.
II. Preliminaries
For the concept of fractional derivatives, we will adopt Caputo's definition which is a modification of the Riemann-Liouville definition and has the advantage of dealing properly with initial value problems in which the initial conditions are given in terms of the field variable and their integral order which is the case in most physical processes. Some basic definitions and properties of fractional calculus theory which we have used in this paper are given in this section. Definition 2.1 A real function f(x), x > 0 is said to be in the space C  ,   R, if there exist a real number p (>) such that f(x) = x p f 1 (x), where f 1 (x)  C [0,), and it is said to be in the space
Properties of the operator  J can be found in [22, 23, 25] , we mention only the following:
The fractional derivative of f(x) in the Caputo sense is defined as [4] 
Also, we need here three basic properties 
6) provided that integral on the right exist. where t and u are time variable and s is the frequency variable, provided the function f(t) is defined in the set A by
Where M is a constant of finite number τ 1 and τ 2 may be finite or infinite. The discrete form of natural Transform is given by [2] 1 0
The inverse natural transformation is defined by [2] and [26] 
The duality relation between Natural-Laplace transform and Natural-Sumudu transform is given by 11 ( , ) ;
(2.9) where F(s) denotes the Laplace transform and G(u) is the Sumudu transform. Properties of Natural transform can be seen in [2, 17, 26] , some are given below. 
III. Solution of Fractional Differential Equations by Homotopy Perturbation Natural Transform Method.
The homotopy perturbation method [HPM] , introduced by He [12] [13] [14] [15] , is a series expansion method used in the solution of nonlinear partial differential equations. The HPM uses a so-called convergence-control parameter to guarantee the convergence of approximation series over a given interval of physical parameters.
To illustrate the basic idea of this method, we consider a general fractional nonlinear non-homogenous partial differential equation with initial conditions of the form
Where ( , ) g x t is the source term, N represents the general nonlinear differential operator and R is the linear differential operator,
is the Caputo's fractional derivative of the function ( , ) u x t .
Applying natural transform of both sides of (3.1), we get
Operating with the inverse natural transform on both sides of (3.4), we get
Where ( , ) G x t represents the term arising from the source term and the prescribed initial condition.
Now we apply the homotopy perturbation method, the basic assumption is that the solutions can be written as a power series in p
... 
: (3.12) However we have seen in many cases, the exact solution in a closed form may be obtained. This method does not resort to linearization or assumption of weak nonlinearity, the solution generalized in the form of general solution and it is more realistic compare to the other methods of simplify the physical problems, also the decomposition series solutions generally converges very rapidly. Abbaoui and Cherruault [1] , has defined the classical approach of convergence of this type of series. 
IV.Solution of Fokker-Plank Fractional Differential Equations

V. Numerical Examples
In this section, we will apply the method to solve linear and nonlinear fractional (5 2 ) (4 ) 184 (6 2 ) 44 (6 ) 48 (7 2 ) ... (6 3 ) (5 2 ) (6 3 ) (4 ) ( 7 4 ) (5 2 ) ( 1 2 ) 5 3 ) 2 (4 2 ) (6 4 ) (4 2 ) (5 3 ) (4 2 ) (5 3 ) (6 4 ) 5 (6 3 ) (4 ) (6 2 ) (3 ) (5 3 ) (6 4 ) (3 ) (4 2 ) (6 4 ) : ( , ) 3 (6 2 ) (7 4 ) 2 (4 2 ) (6 4 (5 ) (7 3 ) (1 3 ) ) ( 7 5 The results for exact solutions and approximate solutions for (5.1) and (5.11) obtained by using homotopy perturbation natural transform method, for the special cases 1, 1
  , are shown in Table1 and Table2, respectively. It can be seen that the solution obtained by the present method are identical with the exact solution. The accuracy of our approximate solutions can be improved by computing more terms of the approximate solutions. It is to be noted that only the third-order terms of the series of the method are used in evaluating the approximate solutions.
Conclusion
Within the scope of the homotopy perturbation natural transform method; analytical and approximate solutions of Fokker-Planck equation with space-and time-fractional derivatives are obtained. The numerical result shows that the method used is very simple and straight forward to implement. All the results are calculated by using the symbolic calculus software MATLAB.
