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Notations
Règles générales
x miniscule : scalaire
v miniscule gras : vecteur
M majuscule gras : matrice
sˆ : valeur estimée de s
s∗ : valeur désirée de s
dx : variation inﬁnitésimale de x entre deux itérations
Cas particuller pour les entités 3D : les coordonnées d’un objet 3D (point, plan, droite)
sont en majuscules. Le vecteur des coordonnées est en caractères majuscules gras.
Algèbre
P
n : espace projectif de dimension n
x = (x1, . . . ,xn) : concaténation verticale de matrices, vecteurs ou scalaires
x = [x1 . . .xn] : concaténation horizontale de matrices, vecteurs ou scalaires
Mij : élément de la i-ème ligne et j-ème colonne de la matrice M
M⊺ : matrice transposée de M
M−1 : matrice inverse de M
M+ : matrice pseudo-inverse de M
diag(d) : matrice de diagonale d
[v]× : matrice de préproduit vectoriel associée à v
[v]× =
 0 −vz vyvz 0 −vx
−vy vx 0

0n×m : matrice nulle de dimension n×m
In : matrice identité de dimension n× n
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Géométrie euclidienne et projective
itj = (tx, ty, tz) : vecteur de translation
θu = (θux; θuy; θuz) : vecteur de rotation (d’axe u et d’angle θ)
iRj = exp[θu]× : matrice de rotation
iMj : matrice homogène de changement de repère
iMj =
[
iRj
itj
0 1
]
Robotique et commande
q : variables articulaires
ve = (ve, ωe) : torseur cinématique
iWj : matrice de changement de repère d’un torseur cinématique
iWj =
[
iRj [
itj ]×
iRj
03
iRj
]
e : fonction de tache
s : informations capteur
Ls : matrice d’interaction associée à s (s˙ = Lsvs)
Js : jacobien associé à s (s˙ = Jsq˙)
Introduction
Le mot “Robot” est apparu, pour la première fois, dans la pièce de théâtre “Rossum’s
Universal Robots” de Karel Capek jouée en 1921. Néanmoins, l’introduction de robots dans
le domaine industriel n’a commencé que dans le milieu des années 60 avec leur première
mise en place dans les chaînes d’assemblages automobile. L’utilisation de ces robots d’ori-
gine industrielle pour des applications médicales n’a commencé qu’à partir des années 80 ;
les retours d’expériences, l’intégration des systèmes électroniques et l’optimisation de struc-
tures mécaniques ont conduit à l’étude et au développement de robots légers dédiés pour
les applications médicales non invasives ou mini-invasives. Leur compacité et leur faible
masse leur permettant une grande portabilité, nombre de ces robots ont pu être télé-opérés
à partir d’un poste maître aﬁn d’apporter un soin médical spécialisé (ex : analyse d’images
échographiques) et de qualité sur des sites géographiquement isolés (ex : zone de montagne,
zone rurale) ou médicalement isolés par le manque d’experts (ex : radiologistes). Cependant,
même si la littérature scientiﬁque présente un développement croissant de ces structures
mécatroniques, l’utilisation de ces robots reste, à quelques exceptions près, limitée à des pro-
jets de recherche ou à des phases de validations cliniques. La complexité de l’environnement
de l’acte médical (ex : milieu contraint de la salle d’opération), la précision et la réactivité
aux commandes de l’expert médical (ex : insertion d’aiguille), des interfaces souvent peu
ergonomiques, la prise en compte de la sécurité du patient, une réponse mécatronique peu
appropriée aux besoins des utilisateurs et les fortes contraintes industrielles et économiques
sont quelques éléments qui rendent encore diﬃcile l’acceptation et le déploiement de ces
robots dans le monde médical.
Une réponse à certains besoins d’interactivité entre le patient, le robot et l’expert mé-
dical, concernant en particulier l’amélioration du suivi du geste et une meilleure assistance
en mode de télé-opération, peut être apportée en s’appuyant sur les propriétés de l’imagerie
utilisée lors des actes à distance. En eﬀet, de nombreux systèmes sont télé-opérés et asser-
vis selon des modes semi-autonomes (aussi appelés à contrôle partagé) ou autonomes sur la
base d’informations visuelles apportées par des imageurs classiques, camera endoscopique,
ou des capteurs de type ultrasonores. L’imagerie échographique, très utilisée en routine
hospitalière ou en cas d’urgence, est une modalité d’imagerie non invasive très adaptée à
la robotique médicale télé-opérée par ses avantages de temps réel, de faibles coûts et de
portabilité. C’est dans ce contexte que s’inscrit ce travail de thèse développé dans le cadre
du projet ANR–Prosit 1 et de l’analyse des besoins d’interaction de l’expert médical avec
un système de télé-échographie robotisée. Notre contribution porte sur le développement de
modes d’asservissement visuel semi-autonomes et autonomes, réalisés à partir d’informa-
tions extraites des images échographiques, permettant d’améliorer l’analyse de ces images
sur lesquelles s’appuie l’expert pour contrôler et orienter un robot distant, et pour proposer
un télé-diagnostic en temps réel.
Ce document de thèse s’articule autour de cinq chapitres. Le chapitre 1 présente le prin-
cipe de l’échographie et les caractéristiques de l’imagerie ultrasonore résultante ainsi que les
avantages de l’ultrasonographie par rapport aux autres modalités d’imagerie radiologique.
En se basant sur les avantages et les besoins médicaux, l’évolution de l’approche de la télé-
échographie puis de la télé-échographie robotisée est développée ; une présentation est faite
sur les diﬀérents systèmes robotisés existants à partir de leur structure mécanique. Par la
1. Le projet Prosit est un projet pluridisciplinaire coordonné par le Laboratoire PRISME de l’Université
d’Orléans, et financé par l’Agence Nationale de la Recherche (ANR) sur l’appel CONTINT 2008.
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suite, la chaîne complète de télé-échographie robotisée est présentée, en détaillant le mode
de fonctionnement de chaque partie. Les contraintes du système de télé-échographie avec
un robot léger porte-sonde et les besoins de l’expert sont analysés et nous permettent de
déﬁnir les objectifs de la thèse.
Le chapitre 2 se concentre sur l’approche de l’asservissement visuel échographique choi-
sie. La première partie de ce chapitre expose le principe de l’asservissement visuel et un
état de l’art sur les diﬀérents projets d’asservissement visuel s’appuyant sur la modalité
d’imagerie ultrasonore. L’approche de l’asservissement visuel échographique proposée par
[Mebarki 2010b] est présentée et la problématique de l’estimation du vecteur normal à la
surface de l’objet observé par la sonde est analysée. À la ﬁn du chapitre, un nouvel estima-
teur du vecteur normal est proposé aﬁn d’améliorer l’approche de l’asservissement visuel
échographique de [Mebarki 2010b].
Avant d’appliquer la méthode d’asservissement visuel décrite précédemment, la section
d’intérêt, identiﬁée par l’expert médical, a besoin d’être détectée et suivie dans l’image
échographique durant la procédure d’asservissement visuel. Le chapitre 3 propose donc une
méthode de contour actif basée sur les descripteurs de Fourier capable de détecter et suivre
le contour de la section d’intérêt en temps réel. Un état de l’art présente les méthodes de
détection d’un objet dans l’image échographique selon les domaines d’utilisation. Ensuite,
une méthode de contour actif paramétrique basée sur les descripteurs de Fourier est dé-
veloppée en analysant les besoins de la télé-échographie. Puis un algorithme est proposé
pour détecter le changement topologique de la section d’intérêt. La méthode du contour
actif est ensuite implémentée sur carte graphique en utilisant la technologie CUDA pour ré-
duire le temps de calcul. En ﬁn de chapitre, la méthode proposée est validée sur des images
échographiques et sur des sections concaves et convexes.
Les tâches autonomes présentées dans le chapitre 1 sont développées dans le chapitre 4
en utilisant la méthode d’asservissement visuel et la méthode de contour actif proposées
dans les deux chapitres précédents. Ces tâches sont d’abords validées en simulation avec
un volume binaire ou échographique, et ensuite validées par des expérimentations sur une
plate-forme robotique Viper-850 et un fantôme abdominal.
Le chapitre 5 expose les résultats des tâches autonomes obtenues sur la plate-forme
Prosit. La première partie du chapitre présente la plate-forme Prosit utilisée (les robots
porte-sonde, les sondes haptiques). Ensuite, les tâches autonomes développées sont implé-
mentées sur la plate-forme après un étalonnage de la sonde échographique par rapport à
l’eﬀecteur du robot. Ces tâches sont validées sur le fantôme abdominal puis in situ avec la
plate-forme de télé-échographie Prosit. Une conclusion et des perspectives terminent ce
travail.
5Publications
Les contributions apportées dans cette thèse ont été valorisées par des publications dans
des conférences nationales et internationales, référencées ici.
Conférence nationale
– T. Li, A. Krupa, C. Collewet. Un contour actif robuste basé sur les descripteurs de
Fourier. In ORASIS’11, journées francophones des jeunes chercheurs en vision par
ordinateur, Praz-sur-Arly, France, Juin 2011.
Conférences internationales
– T. Li, A. Krupa, C. Collewet. A robust parametric active contour based on Fourier
descriptors. In IEEE Int. Conf. on Image Processing, ICIP’11, Bruxelles, Belgique,
Septembre 2011.
– T. Li, O. Kermorgant, A. Krupa. Maintaining visibility constraints during tele-echography
with ultrasound visual servoing. In IEEE Int. Conf. on Robotics and Automation,
ICRA’12, Pages 4856-4861, Saint Paul, USA, Mai 2012.

Chapitre 1
Système télé-échographie
1.1 Le principe de l’échographie
1.1.1 La déﬁnition
Parmi les diﬀérentes techniques d’imagerie médicale les plus couramment employées en
routine hospitalière, on retrouve l’imagerie par rayons X, l’imagerie par résonance magné-
tique (IRM) et l’imagerie ultrasonore (US). L’échographie est une technique d’imagerie
médicale, basée sur l’analyse de la propagation des ultrasons, qui permet la visualisation
interne en 2 dimensions (2D) ou 3 dimensions (3D) de nombreux organes du corps hu-
main. L’examen médical réalisé par un spécialiste en échographie est rapide, non invasif,
reproductible et peu onéreux. Cette méthode d’imagerie temps-réel apporte donc un réel
avantage dans le cadre d’applications telle que celui de la chirurgie mini-invasive. D’un point
de vue technique, pour réaliser une coupe 2D d’un organe, la sonde ultrasonore doit être en
contact continu avec la peau du patient (Fig. 1.1(a)), et l’image 2D obtenue est représentée
en niveaux de gris (Fig. 1.1(b)).
ultrasonore
Sonde
Peau
Intersection
Plan ultrasonore
Organe
(a) (b)
Figure 1.1 – (a) Plan ultrasonore généré et section d’organe analysé. (b) Image échogra-
phique résultante.
1.1.2 Le principe
Un système d’échographie est composé d’une sonde échographique, d’un système infor-
matique et d’un système de visualisation. La sonde échographique est à la fois l’émetteur et
le récepteur des ondes ultrasonores ; elle est placée sur le corps du patient, émet des ondes
ultrasonores et récupère les ondes réﬂéchies par les tissus présentant des impédances acous-
tiques diﬀérentes. Les signaux reçus sont transférés au système informatique pour générer
l’image échographique qui s’aﬃche alors sur le système de visualisation.
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L’onde ultrasonore (US) est une onde mécanique, dont la vitesse de propagation c dépend
de la masse volumique du milieu et son impédance acoustique Z :
c =
Z
ρ
(1.1)
Lors d’une rupture d’impédance à l’interface de deux tissus d’impédances Z1 et Z2,
l’onde ultrasonore suit les lois de l’optique géométrique (Fig. 1.2). Une partie de l’onde
est transmise en profondeur avec une nouvelle vitesse c2 et une partie est réﬂéchie vers la
sonde. Le coeﬃcient de réﬂexion R dépend des impédances acoustiques des deux milieux
de propagation et est déﬁni par :
R = (
Z2 − Z1
Z2 + Z1
)2 (1.2)
Onde
incidente
Onde réfléchie
transmise
Ondet
θθi r
θ
Z1
Z2
Figure 1.2 – Transmission et réﬂexion de l’onde US à l’interface entre deux tissus d’impé-
dances acoustiques diﬀérentes.
Les impédances acoustiques des principaux tissus et leur vitesse de propagation c cor-
respondante sont présentées dans le tableau 1.1 :
Tissus Impédance acoustique (106kg/m2/s) Vitesse de propagation (m/s)
Air 0.0004 343
Sang 1.66 1566
Foie 1.66 1566
Rein 1.62 1567
Graisse 1.33 1446
Os 3.75− 7.38 2070− 5350
Table 1.1 – Impédances acoustiques des diﬀérents milieux et la vitesse de propagation de
l’onde ultrasonore correspondante. [Nadeau 2011a]
Pour une interface air/tissu mou, le coeﬃcient de réﬂexion R peut atteindre 99% et
empêche la visualisation des tissus situés derrière cette interface ; c’est la raison qui conduit,
lors d’un examen, à l’application d’un gel sur le corps du patient pour limiter la rupture
d’impédance. En revanche, entre deux tissus mous d’impédance acoustique voisine, la valeur
de R est inférieure à 10%, plus de 90% de l’onde US est transmise permettant alors la
visualisation des structures anatomiques profondes.
En fonction de la représentation du signal échographique, la modalité de l’échographie
peut être classée en deux catégories (Fig. 1.3) :
– Mode A (amplitude), le signal échographique est représenté par l’amplitude des
échos réﬂéchis résultant des modiﬁcations d’impédances des interfaces traversées. Le
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mode A ne génère pas directement une image échographique, mais plutôt un signal
d’amplitude en fonction du temps. Cette technique est actuellement principalement
utilisée en ophtalmologie pour mesurer la taille du globe oculaire ;
– Mode B (brillance), la sonde émet un ensemble d’ondes ultrasonores. En interpolant
le niveau d’amplitude en niveau de gris et combinant les signaux réﬂéchis reçus, on
génère une image en niveau de brillance ; c’est le mode le plus répandu actuellement.
Selon les types de sonde utilisées, on obtient un champ de visualisation diﬀérent.
Mode A
(a)
Mode B
(b)
Figure 1.3 – (a) L’échographie du mode A correspond à une seule ligne de tir. (b) L’écho-
graphie du mode B correspond à un ensemble de lignes de tir coplanaires.
1.1.3 Les diﬀérentes sondes échographiques
Plusieurs types de sondes sont développés pour répondre aux diﬀérents besoins des
centres hospitaliers. Dans cette section, nous présentons brièvement les diﬀérentes géomé-
tries de capteurs développés pour l’échographie.
Les transducteurs 2D. Ce sont les capteurs échographiques les plus utilisés par les
experts. Ils sont de formes variées pour répondre aux diﬀérents examens considérés et aux
contraintes anatomiques associées. La Fig. 1.4 présente quelques sondes 2D les plus utilisées :
les sondes allongées intra-cavitaires souvent utilisées en gynécologie, et en urologie pour
l’analyse de la prostate et la vessie ; le transducteur convexe donne un champ de vue sous
la forme d’un secteur, plus large que la sonde linéaire. La sonde convexe est souvent utilisée
pour les examens abdominaux.
Les transducteurs bi-plans. Les capteurs bi-plans sont utilisés sur les sondes transrec-
tales et donnent deux images échographiques 2D perpendiculaires simultanées. Deux types
de sonde bi-plans sont présentés dans Fig. 1.5. La sonde (a) oﬀre à l’aide de deux plans
ultrasonores perpendiculaires une image horizontale et une image verticale, et la sonde (b)
fournit une image latérale et une image horizontale.
Les transducteurs 3D/4D. La ﬁgure 1.6(a) présente le principe du capteur 3D : le
transducteur de la sonde 2D est motorisé pour réaliser un balayage mécanique dans l’espace,
un ensemble des images échographiques 2D est généré par le système informatique et le
volume virtuel 3D dense est reconstruit par méthode d’interpolation. Trois types de balayage
sont proposés par [Rohling 1998] (Fig. 1.6(c)) : la rotation axiale souvent utilisée pour les
sondes 3D transrectales, la rotation latérale et la translation sont couramment utilisées pour
les sondes 3D abdominales.
Il existe également des sondes miniatures 2D dédiées à des applications de chirurgie
mini-invasive (Fig. 1.7). Elles sont introduites dans le patient par l’intermédiaire d’un point
d’incision. Le transducteur est ainsi positionné au contact d’un organe donné tel que le foie.
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Figure 1.4 – Diﬀérents modèles de sondes 2D et leurs images échographiques correspon-
dantes, de la gauche vers la droite : transvaginale, micro-convexe, linéaire et convexe (com-
mercialisées par Landwind medical).
(a) (b)
Figure 1.5 – (a) Sonde bi-plans commercialisée par Echoson. (b) Sonde bi-plans commer-
cialisée par Vermon.
(a) (b) (c)
Figure 1.6 – (a) Principe de l’échographie 3D. (b) Sondes 3D/4D commercialisées par
GE healthcare. (c) Diﬀérents types de balayages d’un transducteur 2D pour reconstruire le
volume 3D. [Rohling 1998]
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Ces sondes sont particulièrement utilisées pour permettre le guidage d’une aiguille dans des
tissus profonds lors d’interventions de biopsie ou d’ablation de tumeur.
(a) (b) (c)
Figure 1.7 – (a) Sonde laparoscopique avec transducteurs convexes ou linéaires. (b) Sondes
peropératoires. (c) Sonde gastro-intestinale avec transducteurs linéaires, commercialisées
par Vermon.
1.1.4 Les domaines d’utilisation
Les caractéristiques de l’échographie, méthode peu onéreuse, non invasive et temps-réel,
lui permettent une utilisation dans de nombreux domaines pour :
– Visualiser les organes à l’intérieur du corps humain comme les glandes, vaisseaux,
tumeurs, fœtus. . . En particulier, l’obstétrique constitue un domaine médical d’appli-
cation privilégié de l’échographie ;
– Guider en chirurgie mini-invasive l’insertion de l’aiguille à l’intérieur du corps humain.
– Réaliser un diagnostic sur un patient localisé sur un site médicalement isolé ; cet acte
de télémédecine nommée télé-échographie est apparue aux débuts des années 90.
– Commander les systèmes robotiques médicaux en modes semi-autonomes et auto-
nomes par asservissement visuel basé sur des images échographiques.
1.2 État de l’art des travaux de télé-échographie roboti-
sée
Le développement des systèmes numériques a conduit à l’amélioration de la qualité
d’image et à la portabilité des systèmes et a permis d’introduire cette technique d’imagerie
dans les domaines médicaux interventionnels et des thérapies en tant que “guide visuel”.
Depuis les années 1990, le développement des technologies de l’information et de la commu-
nication permet aux experts de réaliser les examens échographiques à distance. Ce concept
de la télé-échographie aide les experts pour l’examen de patients situés dans des zones
géographiquement et médicalement isolées, comme par exemple, en zones montagneuses ou
rurales, des zones de guerre etc. Cette approche de la médecine non invasive à distance à
un impact socio-économique important car elle contribue à réduire les transports inutiles,
du patient ou de l’expert, et donc à économiser du temps et de l’argent.
1.2.1 La télé-échographie non robotisée
Télé-échographie 2D non robotisée. La première génération de système de télé-
échographie 2D non robotisée à été étudiée à partir des années 1990. Un assistant pose
la sonde échographique sur la peau du patient, l’image échographique est transmise à tra-
vers un réseau de communication à l’expert. L’expert analyse l’image échographique et
l’assistant situé à côté du patient manipule la sonde en suivant les commandes orales de
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Figure 1.8 – Schéma de principe d’un système de télé-échographie non robotisée 2D
[Bassit 2005].
l’expert via un système de vidéo conférence. La Fig. 1.8 illustre le schéma de principe de la
télé-échographique non robotisée 2D. Ce type d’approche de télémédecine est présenté dans
[Emerson 1995], dans le système japonais [Umeda 2000] et dans le système de la NASA
[Hamilton 2001, Melton 2001]. Dans le cas de la télé-échographie 2D non-robotisée, les
images échographiques sont envoyées en temps réel. En revanche, comme l’expert ne peut
pas manipuler directement la sonde, la qualité du diagnostic est faible comparée à un acte
d’échographie classique. En eﬀet, l’échographie est un geste expert-dépendant, et la modi-
ﬁcation de l’orientation de la sonde de quelques degrés par l’assistant peut conditionner le
diagnostic ﬁnal.
Télé-échographie non robotisée 3D Pour résoudre ce problème, un deuxième type
de télé-échographie non robotisée est apparu vers la ﬁn des années 1990. Ce type de
télé-échographie non robotisée est qualiﬁé de 3D car la sonde eﬀectue un balayage de la
zone à examiner ; un volume échographique 3D est généré et envoyé vers l’expert. L’ex-
pert, muni d’une sonde virtuelle, analyse et diagnostique le patient à partir du volume
généré post-examen ; dans ce cas, l’examen n’est pas temps-réel. Le schéma de principe de
la télé-échographie non robotisée 3D est présenté par la Fig. 1.9. Le système MUSTPAC
[Littleﬁeld 1998, Macedonia 1998] et le projet européen EU-TeleInViVo [Kontaxakis 2000,
Sakas 2001] ont utilisé ce principe.
Figure 1.9 – Schéma de principe d’un système de télé-échographie non robotisée 3D
[Bassit 2005].
1.2.2 La télé-échographie robotisée
Aﬁn de compenser le manque d’expert en échographie (par exemple sur sites isolés),
d’améliorer la qualité du diagnostic à distance et de garder la notion de temps-réel lors de
l’acte d’échographie, l’approche de télé-échographie robotisée est apparue également vers
la ﬁn des années 90. La Fig. 1.10 montre le schéma de principe de cette chaîne robotisée :
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à l’aide d’un système maître (joystick ou sonde haptique), l’expert commande directement
l’orientation de la sonde ﬁxée sur le robot qui est situé sur le site distant ; l’eﬀecteur du
robot porte-sonde reproduit le geste de l’expert et l’image échographique est envoyée vers
l’expert en temps-réel. Cette chaîne de télé-échographie robotisée intègre l’expert dans la
boucle de contrôle et permet de donner un résultat de diagnostic comparable à celui obtenu
en utilisant des systèmes de télé-échographie présentés à la section 1.2.1 [Arbeille 2003].
Figure 1.10 – Schéma de principe d’un système de télé-échographie robotisée [Bassit 2005]
Vilchis [Vilchis 2003a] a proposé des critères de classiﬁcation de la télé-échographie
robotisée qui reposent sur :
– Le type d’application (télé-médecine, télé-échographie. . . ) ;
– L’architecture du système esclave ;
– Le contrôle du système esclave (en position, force ou en visuel, mode semi-autonome) ;
– Les composants du système maître (joystick, sonde ﬁctive) ;
– Le réseau utilisé pour le transfert de données (ISDN, LAN, WAN, satellite) ;
– Le statut (clinique, projet, test).
La classiﬁcation des systèmes robotisés dans le cadre d’application médicale peut se faire
selon diverses considérations. Les paragraphes suivants présentent une liste non exhaustive
de robots, et des orientations de classements proposés par diﬀérentes équipes travaillant sur
ces approches.
1.2.2.1 Utilisation du robot : locale / mobile
Le projet européen MIDSTEP (Multimedia Interactive DemonStrator TElePresence)
[De Cunha 1998] est considéré comme l’un des premiers projets de télé-échographie (1996–
1999). MIDSTEP a ainsi permis de développer une plate-forme de télé-échographie en
utilisant un robot porte-sonde ultrasonore commercialisé par Armstrong UK. Le but de
ce projet était de démontrer non seulement le concept de télé-échographie, mais aussi la
faisabilité de la télé-présence et de la télé-opération en chirurgie (Fig. 1.11(a)).
Le système développé au LIRMM 1 [Pierrot 1999] présente un système de télé-échographie
(Fig. 1.11(b)) basée sur un robot Hippocrate qui porte une sonde échographique. Le robot
Hippocrate est un robot sériel à 6 degrés de liberté (DDL) équipé sur l’eﬀecteur d’un capteur
d’eﬀort. L’objectif de cette plate-forme consiste à faire balayer la sonde en mode autonome
sur la peau du patient aﬁn de reconstruire un volume 3D de l’artère carotide.
Ultrasound Robot est aussi un robot porte-sonde de la première génération, développé
par Salcudean à l’université de British Columbia [Salcudean 1999]. C’est un robot à struc-
ture parallèle, qui est aussi équipé d’un capteur d’eﬀort sur l’eﬀecteur aﬁn de garantir un
contact entre la sonde et la peau du patient. La première méthode d’asservissement visuel
[Abolmaesumi 2002] a été validée sur ce système. Cette méthode consiste à contrôler les 3
DDL du robot dans le plan image pour suivre une section d’intérêt de l’artère carotique.
1. LIRMM : le Laboratoire d’Informatique, de Robotique et de Microélectronique de Montpellier,
http://www.lirmm.fr
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(a) (b) (c)
Figure 1.11 – (a) Robot MIDSTEP. (b) Robot Hippocrate du LIRMM. (c) Ultrasound
Robot de l’université de British Columbia.
Ces trois systèmes de télé-échographie ont un point commun : le robot est positionné
auprès du patient et il est ﬁxe. Dans ce manuscrit, nous les classiﬁons en tant que systèmes
locaux. Étant donné que le robot porte-sonde doit être amené à côté du patient, ce type
de robot, de par son encombrement, oﬀre peu de facilité de mobilité. Aﬁn d’améliorer
la capacité de mobilité de ces systèmes de télé-échographie robotisée, des travaux sur la
conception et l’optimisation des structures ont été engagés aﬁn de rendre ces systèmes plus
légers et portables.
Le système Syrtech [Gourdon 1999] (Fig. 1.12 (b)) développé par le Laboratoire Vision
et Robotique 2 (LVR) de l’Université d’Orléans est le premier robot de télé-échographie
sérielle sphérique portable à 3 DDL, dont le centre de rotation distant est constitué par
le point de contact entre l’extrémité de la sonde et la peau du patient. Ce robot réalise 3
rotations mais ne possède pas de composante de translation. L’originalité apportée par ce
projet est le système “main-libre”, appelé sonde ﬁctive, utilisé du côté expert et qui fournit à
celui-ci la sensation de manipuler une vraie sonde d’échographie contrairement aux systèmes
type “joystick” proposés dans les précédents travaux.
Le robot développé par Masuda à l’Université de Tokyo [Masuda 2001] est un robot
parallèle à 6 DDL de 3.3 kg ; c’est un robot de télé-échographie portable (Fig. 1.12 (a)).
Durant la phase opératoire, le robot se ﬁxe sur le lit du patient, la sonde est montée sur
l’espace central du robot sur un système de cardan, où 4 capteurs d’eﬀort sont installés.
L’expert manipule ce robot par 2 joysticks, l’un pour déplacer la sonde à la recherche de
l’organe et l’autre pour la rotation propre de la sonde.
(a) (b)
Figure 1.12 – (a) Structure du robot développé par Masuda à l’Université de Tokyo. (b)
Robot Syrtech développé à l’Université d’Orléans.
2. Le LVR est depuis 2007 regroupé au sein du laboratoire PRISME de l’université d’Orléans.
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1.2.2.2 Classiﬁcation cinématique du robot : sériel / parallèle
Une autre approche est de caractériser les robots porte-sonde selon le type de la structure
mécanique du robot, sérielle, parallèle ou hybride. Pour les structures sérielles, on peut
citer de façon non exhaustive les robots développés dans [De Cunha 1998, Pierrot 1999,
Gourdon 1999], et les robots Teresa [Courreges 2001] (Fig. 1.13(a)), et Otelo [Delgorge 2005,
Bassit 2005] (Fig. 1.13(b)). Ces derniers sont complétés par une translation au niveau de
l’eﬀecteur. Enﬁn, une version commercialisée par la société Robosoft, nommée “Estele” est
un robot à 4 DDL pesant moins de 3 kg. Parfois, pour répondre au mieux aux besoins
de l’utilisateur (masse réduite et encombrement minimal), l’espace de travail de l’expert
se trouve en conﬂit avec les singularités des robots sériels proposés. Le robot Prosit 1
[Nouaille 2010] a donc été conçu aﬁn d’éloigner la singularité de l’espace de travail de
l’expert en proposant un décalage de l’axe 1 (Fig. 1.13(c)).
(a) (b)

(c) (d)
Figure 1.13 – (a) Robot Teresa [Courreges 2001], (b) robot Otelo avec sa boite de com-
mande [Delgorge 2005, Bassit 2005], (c) CAO du robot Prosit 1 et (d) CAO robot Prosit
2 développés par le laboratoire PRISME de l’université d’Orléans.
Pour les structures parallèles, on peut lister les systèmes conçus par [Salcudean 1999,
Masuda 2001] qui s’appuient sur des structures de type pantographe tel que le prototype
présenté par [Najaﬁ 2011], ainsi que le robot Prosit 2 [Drouin 2011] (Fig. 1.13(d)). Le
système TER (Télé-Echographie Robotisée) développé dans le cadre d’un projet national
[Vilchis 2001, Vilchis 2003b] (Fig. 1.14(a)) est une structure hybride originale pilotée par
des actionneurs pneumatiques. TER est une structure parallèle de 2 DDL, qui contrôle le
déplacement de la sonde sur le corps du patient (torse et abdomen), associée à une structure
sérielle pour le contrôle de l’orientation de la sonde. Ce robot est manipulé à distance par
l’expert à l’aide d’un système haptique Phantom à 6 DDL de chez Sensable©.
(a) (b)
Figure 1.14 – (a) Robot a structure hybride TER [Vilchis 2001, Vilchis 2003b]. (b) Robot
RUDS développé par Misuishi et al [Mitsuishi 2001].
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1.2.2.3 Domaine d’application du robot
Les applications médicales conditionnent la structure cinématique des robots, soit par
les outils utilisés ou les besoins de l’expert ou la zone anatomique visée par l’acte médical ou
l’espace de travail envisagé. Les quelques exemples ci-dessous sont présentés pour illustrer
la diversité cinématique proposée.
Le système MIDSTEP [De Cunha 1998] a été développé pour répondre au besoin de
la télé-chirurgie autant que la laparoscopie. D’autres systèmes ont été dédiés au domaine
cardiaque comme ceux proposés par [Gourdon 1999, Courreges 2001]. Les deux générations
du TER [Vilchis 2001, Vilchis 2003b] sont proposés principalement pour les actes de télé-
échographie en obstétrique.
Le robot RUDS (Remote Ultrasound Diagnostic System), développé par Misuishi et al
[Mitsuishi 2001], est un robot de télé-échographie à 7 DDL pour réaliser l’analyse ultraso-
nore de l’épaule (Fig. 1.14(b)). Il possède trois translations pour positionner la sonde, trois
rotations pour orienter la sonde, puis enﬁn une liaison prismatique supplémentaire pour
gérer le contact entre la sonde et la peau de patient.
Toujours dans ce domaine d’applications médicales, et dans cadre du projet ANR–
Prosit, le robot parallèle à 5 DDL Prosit 2 a été développé aﬁn de s’aﬀranchir de la
singularité dans l’espace de travail de l’expert [Drouin 2011]. Ce robot possède une liaison
prismatique aﬁn de positionner la sonde sur le patient lors de la phase de recherche d’un
organe par le spécialiste, trois rotations aﬁn d’orienter la sonde pour l’analyse de l’organe,
et une liaison prismatique au niveau de l’eﬀecteur contrôlant le contact entre la sonde et le
patient (Fig. 1.13(d)).
1.2.2.4 Bilans
Le tableau 1.2 présente la synthèse des critères des diﬀérents systèmes de télé-échographie
que nous avons présentés.
Dans le cadre de notre étude, nous souhaitons considérer un système robotique de télé-
échographie oﬀrant suﬃsamment de mobilité et susceptible de convenir à tout type d’exa-
men. Nous avons ainsi choisi de considérer plus particulièrement les robots Prosit 1 et 2,
développés au sein du laboratoire PRISME.
1.3 Architecture globale d’une plate-forme télé-échographie
robotisée
L’architecture d’une plate-forme de télé-échographie robotisée standard se compose de
trois parties distinctes : la station expert, la station patient et les liens de communication
(Fig. 1.15). Nous détaillons le fonctionnement de chaque partie de la plate-forme de télé-
échographie robotisée dans cette section.
1.3.1 La station “expert”
La station “expert”. Elle se compose généralement d’un système de vidéo-conférence,
d’un système de visualisation, d’un système maître (type joystick), et d’une interface homme-
machine. À partir de cette station, l’expert analyse les images ultrasonores reçues de la sta-
tion “patient”, et oriente à l’aide d’une sonde ﬁctive, un système de type joystick, le robot
distant et établit son diagnostic en temps-réel.
Le système de vidéo-conférence. Il permet un contact audio et visuel entre l’expert et
la station “patient”. Il apporte deux fonctionnalités essentielles pour l’accomplissement du
diagnostic : la première est de renforcer, pour le patient, la notion de proximité avec l’expert
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Nom Année Structure DDL Mobilité Domaine
MIDSTEP 1996 Série 4 ddl Locale Laparoscopie
Syrtech 1998 Série 3 ddl Mobile Cardiaque
Robot de Salcudean 1999 Parallèle 6 ddl Locale Carotide
Teresa 2001 Série 4 ddl Mobile Cardiaque
RUDS 2001 Série 7 ddl Mobile Epaule
Robot de Masuda 2001 Parallèle 6 ddl Locale Abdominale
TER 1 2001 Parallèle 6 ddl Mobile Obstétrique
Otelo 1 2002 Série 6 ddl Mobile Cardiaque
TER 2 2003 Parallèle 6 ddl Mobile Obstétrique
Robot de Najaﬁ 2004 Parallèle 3 ddl Locale Abdominale
Otelo 2 2004 Série 6 ddl Mobile Tout type d’examen
Estele 2006 Série 4 ddl Mobile Tout type d’examen
Medirob 2006 Série 6 ddl Locale Cardiaque
ARTIS 2008 Série 3 ddl Mobile Tout type d’examen
Melody 2009 Série 4 ddl Mobile Tout type d’examen
Prosit 1 2010 Série 4 ddl Mobile Tout type d’examen
FASTele 2010 Série 4 ddl Mobile Hemothorax
Prosit 2 2012 Parallèle 5 ddl Mobile Tout type d’examen
Table 1.2 – Tableau récapitulatif présentant les critères des diﬀérents robots de télé-
échographie [Charron 2011].
.
Figure 1.15 – Architecture complète de la chaine de télé-échographie robotisée
[Charron 2011]
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médical lors de l’examen, la seconde est de permettre à l’expert de guider l’assistant pour
le positionnement du robot sur la zone d’examen envisagée.
Le système maître. Dès que le robot est positionné et maintenu sur la peau du patient
par l’assistant médical, les images échographiques sont transférées via les liens de commu-
nication ; elles sont visualisées sur l’interface homme-machine (IHM) du poste “expert”. À
l’aide d’un joystick dédié, appelé la sonde ﬁctive, l’expert pilote la sonde ultrasonore ﬁxée
sur l’eﬀecteur du robot distant et cela en analysant les images échographiques reçues comme
s’il réalisait une échographie classique. La sonde ﬁctive peut être un système passif ou actif ;
en équipant la sonde ﬁctive d’un actionneur, l’expert peut ressentir des eﬀorts générés lors
de l’interaction entre le robot et son environnement.
L’interface homme-machine (IHM). Les tâches de l’IHM sont multiples. Elle génère la
connexion de la sonde ﬁctive avec le robot à distance et oﬀre diﬀérents modes de fonctions.
Selon les besoins de l’expert, ces fonctions peuvent être locales (par exemple : lancer la
connexion, enregistrer une image échographique) ou distantes (par exemple : repositionner
le robot dans sa position initiale, bloquer le robot à la position courante, etc.).
1.3.2 La station “patient”
La station “patient” inclut un robot porte-sonde, un échographe, une interface homme
machine et un système de vidéo-conférence. La vidéo-conférence remplit le même rôle que
celui explicité pour le poste “expert”.
Robot porte-sonde. Les robots porte-sonde développés récemment et présentés dans
la section 1.2.2 sont légers et portables. Dans le cadre de la télé-échographie, un assistant
se trouve à côté du patient durant l’examen aﬁn de maintenir le robot sur une zone ana-
tomique du patient prédéﬁnie par l’expert distant. Certains prototypes de robots peuvent
être équipés d’un capteur d’eﬀort sur l’eﬀecteur pour rendre compte au poste expert des
interactions robot-environnement. L’assistant a aussi pour rôle d’eﬀectuer les réglages sur
l’appareil d’échographie (contraste, intensité lumineuse, profondeur d’examen. . . ) ; ces ré-
glages ne sont pas accessibles pour l’instant à distance.
L’interface homme-machine (IHM). L’IHM intègre ici deux fonctions principales du
côté patient : la première fonction consiste à recevoir les consignes émises par la station
“expert” et à garantir la sécurité du patient en vériﬁant les contraintes logicielles. De plus,
l’IHM récupère les images échographiques et les envoie vers le site “expert” en combinant
la position de la sonde ultrasonore associée de chaque image.
1.3.3 Le lien de communication
Les sites “expert” et “patient” échangent toutes leurs données par les liens de communi-
cation. Tous les types de connexions sont utilisables par la plate-forme de télé-échographie
robotisée en fonction des besoins et des conditions. Un LAN (Local Area Network) ou un
WLAN (Wireless LAN) est sélectionné dans le cas de télé-échographie locale sur un même
site hospitalier par exemple. Une connexion internet ou ISDN (Integrated Services Digi-
tal Network) peut être utilisée dans le cadre de télé-échographie entre villes distantes de
quelques kilomètres ou plusieurs centaines de kilomètres. Du fait de leurs coûts d’utilisation
élevés, les liens 3G et satellite restent réservés aux systèmes de télé-échographie mobile, par
exemple pour une utilisation en ambulance, sur navire, station spatiale ou pour des sites
géographiquement isolés. Ces liens de communication entraînent des retards de transmis-
sion et des contraintes d’utilisation pour les systèmes télé- opérés qui seront présentés dans
la section suivante.
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1.4 Les objectifs de la thèse
1.4.1 L’analyse des contraintes du système de télé-échographie
Dans le cadre de cette thèse, nous nous intéressons au système de télé-échographie
robotisée utilisant un robot portable et embarquant une sonde US 2D convexe. Comme
mentionné précédemment, les systèmes robotiques considérés sont les robots Prosit 1 et
2. En eﬀet, ces robots sont portables et légers (< 4 kg), faciles à emporter sur les sites
isolés, et aisément manipulables par l’assistant auprès du patient. En outre, les sondes US
2D convexes considérées sont généralement disponibles dans la plupart des hôpitaux et
cliniques.
Cependant, la structure cinématique sérielle choisie pour le robot portable présente plu-
sieurs inconvénients. Tout d’abord du fait de sa faible masse, la respiration du patient ou
une mauvaise manipulation de l’assistant peuvent provoquer un déplacement du robot qui
modiﬁe la position du contact sur le patient. Ainsi la section d’intérêt de l’organe étudié
peut être perdue. De plus, cette section peut également être perdue à cause des délais de
communication. À titre d’exemple, considérons un délai moyen∆t pour une communication.
L’image échographique aﬃchée sur le système visualisation du côté expert à l’instant t cor-
respond à la consigne de l’expert transmise à l’instant t−2∆t, qui peut ne pas correspondre
à la position courante associée au système maître. Il est possible que l’expert prenne une
mauvaise décision en se basant sur une image échographie retardée, et la section d’intérêt
sort du champ de vue de la sonde.
Une première solution, serait de balayer de manière autonome la zone d’intérêt, et d’in-
terpoler les diﬀérentes sections suivant le principe de la sonde 3D (Fig. 1.6(a)). Le système
du côté patient peut ensuite reconstruire un volume dense virtuel et l’envoyer à l’expert.
Celui-ci peut alors travailler sur le volume généré hors-ligne (eg. le lien de communication
est coupé), et quand il observe une intersection intéressante et qu’il souhaite la revoir en
direct avec la sonde réelle, le système de télé-échographie robotisée doit alors la retrouver.
Ce type de stratégie permet ainsi de pallier les défauts du lien de communication. Une
autre solution pour les télé-manipulations à distance, serait que l’expert réalise lui même
un balayage “à la volée” de la zone d’intérêt. Puis il eﬀectuerait une analyse séquentielle
des images US 2D a posteriori. Ici encore le système de télé-échographie robotisée doit pou-
voir retrouver la section d’intérêt. Toutefois, les mouvements physiologiques du patient, les
mouvements de l’assistant tenant le robot, ne permettent pas au système de revenir sur une
coupe pré-visualisée de manière précise. Cette problématique, de retrouver ou de main-
tenir de manière eﬃcace et précise un organe d’intéret est au cœur de nos préoccupations.
1.4.2 Les objectifs
En analysant les contraintes du système de télé-échographie robotisée précédemment
introduites et les besoins de l’expert, nos contributions portent sur la mise en œuvre de
quatre tâches de télé-échographie en mode autonome en vue de :
– 1 : Balayer automatiquement une zone d’intérêt du patient par la sonde et fournir un
volume reconstruit au médecin ;
– 2 : Maintenir la visibilité d’un élément anatomique d’intérêt lors de la téléopération ;
– 3 : Atteindre une section mémorisée préalablement ;
– 4 : Atteindre une section extraite d’un volume 3D dense.
Pour réaliser les trois derniers modes autonomes, nous avons choisi d’utiliser le for-
malisme de l’asservissement visuel [Chaumette 2006, Chaumette 2007]. Le principe d’as-
servissement visuel sera tout d’abord introduit dans le chapitre 2, ainsi que l’approche de
l’asservissement visuel échographique basée sur les moments d’image 2D proposée par Me-
20 Chapitre 1. Système télé-échographie
barki [Mebarki 2010b]. Nous présenterons alors notre nouvel estimateur du vecteur normal
permettant de résoudre un problème de singularité de l’approche existante.
En outre, le calcul des moments 2D étant basé sur les points du contour de la section
d’intérêt, un algorithme de traitement d’images eﬃcace est nécessaire pour détecter et suivre
le contour d’intérêt en mouvement. Pour cela, une méthode de contour actif paramétrique
basée sur les descripteurs de Fourier est présentée dans le chapitre 3 ainsi que les résultats
obtenus selon diﬀérents critères de performances.
Une fois les éléments nécessaires pour calculer l’asservissement visuel échographique
développés, les lois de commandes correspondant aux trois tâches autonomes sont décrites
dans le chapitre 4. Ces lois de commande sont d’abord validées en simulation, puis sur
la plateforme robotique disponible au sein de l’équipe Lagadic de l’INRIA de Rennes –
Bretagne Atlantique.
Dans le chapitre 5, nos diﬀérentes contributions sont intégrées sur la plateforme de télé-
échographie dévelopée dans le cadre du projet ANR–Prosit aﬁn de valider nos objectifs.
Dans ce chapitre, nous introduisons en premier lieu la structure globale de la plate-forme
robotique ainsi que l’IHM que nous avons proposée. Enﬁn, les résultats obtenus sur la
plate-forme Prosit sont présentés.
Chapitre 2
Asservissement visuel
échographique
Classiquement, l’asservissement visuel, ou commande référencée vision, consiste à contrô-
ler les mouvements d’un système robotique en utilisant des informations visuelles, notées
s, issues d’un système de vision. En particulier, la caméra perspective est le capteur de
vision le plus couramment utilisé. Ce grand intérêt est lié à la richesse des informations
liées à l’image générée par une simple projection perspective 2D de la scène 3D observée.
Cependant, dans le cadre de notre étude, l’asservissement visuel échographique utilise la
sonde ultrasonore dans son mode B, qui génère une image de coupe, en interprétant le
niveau d’intensité des ondes ultrasonores réﬂéchies en niveau de gris. Cette diﬀérence de
principe de génération de l’image inﬂuence le choix des informations visuelles et le calcul
de la matrice d’interaction.
Dans ce chapitre, nous présentons d’abord la déﬁnition de l’asservissement visuel dans
la Section 2.1 ; ainsi que l’état de l’art des travaux en asservissement visuel échographique.
Par la suite dans la Section 2.2, nous introduisons le formalisme de l’asservissement visuel,
avec les notions d’information visuelle, de matrice d’interaction et de synthèse de la loi
de commande (2.2.1) ; puis nous détaillons les diﬀérences entre les modèles géométriques
d’une caméra perspective et ceux des sondes échographiques (2.2.2). De plus, nous nous
intéressons à l’approche de l’asservissement visuel échographique basée sur les moments
2D, qui est proposée initialement par Mebarki et al [Mebarki 2010b] (2.2.3). Enﬁn dans
la Section 2.3, nous proposons un nouvel estimateur du vecteur normal qui est pris en
compte pour le calcul de la matrice d’interaction dans le cas de l’asservissement visuel
échographique.
2.1 Introduction à l’asservissement visuel
2.1.1 Le principe
La stratégie de commande classique d’un système robotique par asservissement visuel
est présentée sur la Fig.2.1. L’objectif de la commande référencée vision est de guider le
robot de manière à minimiser l’erreur e entre les informations visuelles courantes s(t) et les
informations visuelles désirées s∗. La tache robotique est ainsi directement spéciﬁée dans
l’image.
On distingue généralement deux types d’asservissement visuel avec caméra embarquée
ou caméra déportée. Le cas de la caméra embarquée correspond à la situation où le capteur
de vision, dénoté {Rcm} sur la Fig. 2.2, est ﬁxé sur l’eﬀecteur du système robotique. Ainsi,
par rapport à un repère de base ﬁxe {Rb}, chaque image I(t) (et donc chaque indice visuel
s(t)) correspond à une pose Pose(t) (position + orientation) de la caméra. En particulier,
dans la mesure où la caméra est solidaire de l’eﬀecteur du robot, il est possible de remonter à
la conﬁguration du système robotique. Dans cette situation, l’asservissement visuel permet
alors de contrôler à la fois la caméra (pour qu’elle atteigne l’image désirée s∗) ainsi que la
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Figure 2.1 – Schéma de principe des stratégies de commande référencée vision.
pose désirée de l’eﬀecteur du robot. Le cas de la caméra déportée correspond à la caméra
{Rcb} située à droite de la Fig. 2.2. Dans cette situation le capteur est ﬁxe dans le repère
de base {Rb} et il observe le mouvement du robot.
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Figure 2.2 – Schéma de principe des situations “caméra embarquée” {Rcm} et “caméra
déportée” {Rcb} (ﬁgure extraite de [Dune 2007]).
Dans la suite de nos travaux, nous nous sommes plus particulièrement intéressés à
l’asservissement visuel 2D échographique dans la conﬁguration embarquée.
2.1.2 État de l’art des travaux en asservissement visuel échogra-
phique
Il existe deux moyens d’utiliser l’imagerie échographique pour commander le robot mé-
dical : soit commander un robot porte-sonde en utilisant les images fournies par une sonde
échographique embarquée ; soit commander le robot porte-instrument en utilisant les images
échographiques fournies par une sonde déportée. Nous présentons dans les paragraphes sui-
vants les principaux travaux réalisés dans le cadre de l’asservissement visuel échographique.
2.1.2.1 Les systèmes avec sonde embarquée
L’objectif de cette approche est de commander directement le mouvement de la sonde
échographique en utilisant les informations visuelles dans l’image échographique pour suivre
une section d’intérêt, compenser le mouvement du patient, placer une section d’intérêt à la
position désirée, etc.
Abolmaesumi et al [Abolmaesumi 2002] ont été les premiers à proposer d’utiliser l’asser-
vissement visuel échographique pour centrer l’artère carotide au milieu de l’image courante.
Cette approche a été validée avec le robot de Salcudean et al [Salcudean 1999] (Fig. 2.3(a))
portant une sonde 2D et un fantôme constitué de trois tubes immergés dans une bassine
d’eau pour simuler des artères (Fig. 2.3 (b)). Le robot de Salcudean et al dispose de 6
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DDL, dont les 3 DDL hors plan de la sonde sont pilotés par l’expert et les 3 autres DDL
dans le plan de la sonde sont commandés par asservissement visuel. Le centre de gravité
de l’artère carotide est détecté par cinq méthodes de segmentation d’image proposées dans
[Abolmaesumi 2002] (Fig. 2.3(c)).
(a) (b) (c)
Figure 2.3 – (a) Conﬁguration du système robotique dans [Abolmaesumi 2002] : Une sonde
2D est portée par le robot du [Salcudean 1999]. (b) Fantôme constitué de 3 tubes dans une
bassine d’eau permettant de simuler des artères. (c) Image échographique observée.
Il est aussi possible de ﬁxer la sonde échographique sur un instrument médical pour main-
tenir son positionnement dans le cadre de la chirurgie mini-invasive [Hong 2004, Lee 2007,
Koizumi 2011]. Dans [Hong 2004], une sonde échographique 2D et une aiguille sont ﬁxées
sur l’eﬀecteur d’un robot à 5 DDL (Fig. 2.4). Une approche d’asservissement visuel écho-
graphique est développée pour guider l’insertion de l’aiguille dans la vésicule biliaire. La
vésicule biliaire est détectée par une méthode de contour actif et l’extrémité de l’aiguille est
détectée par une transformée de Hough. Deux DDL dans le plan de la sonde (une trans-
lation le long de l’axe principale de l’aiguille et une rotation autour du point d’insertion)
sont contrôlés par la loi de commande proposée.
(a) (b)
Figure 2.4 – (a) La sonde échographique 2D et l’aiguille sont ﬁxées sur l’eﬀecteur du
robot [Hong 2004]. (b) La vésicule biliaire est détectée par une méthode de contour actif et
l’extrémité de l’aiguille est détectée par la transformée de Hough.
Dans [Lee 2007], une commande référencée vision échographique est proposée pour com-
penser le mouvement physiologique du patient durant la lithotripsie 1. L’objectif ici est de
1. La lithotripsie est l’ensemble des techniques utilisées pour éliminer des calculs (rénaux, vésicaux ou
biliaires).
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contrôler un robot à 3 DDL pour positionner le point focal de l’émetteur à ultrasons focali-
sés de haute intensité (HIFU – High Intensity Focused Ultrasound) au centre du calcul rénal
à dissoudre. Deux sondes échographiques 2D sont ﬁxées perpendiculairement sur l’émetteur
HIFU (Fig. 2.5(a)). Celles-ci sont calibrées par rapport au repère de l’émetteur. Une mé-
thode de segmentation basée sur la valeur RF des pixels de l’image courante est développée
pour détecter un calcul rénal dans l’image échographique (Fig. 2.5(b)). La position du cal-
cul rénal dans l’espace est estimée par les centres de gravité obtenus dans les deux images
US perpendiculaires. Dans [Koizumi 2011], les auteurs ont proposé d’utiliser une méthode
de traitement d’images basée sur la reconnaissance de forme du speckle (Fig. 2.5(c) et (d))
pour détecter le calcul rénal dans l’image échographique. De plus, une méthode contrôlant
la puissance d’irradiation est proposée pour adapter le traitement en fonction de l’erreur
d’asservissement visuel.
(a) (b)
(c) (d)
Figure 2.5 – (a) Deux sondes échographiques 2D sont montées sur l’émetteur HIFU. (b)
Image échographique observée [Lee 2007]. (c) La méthode de détection du calcul rénal à
partir de l’information de speckle [Koizumi 2011]. (d) Le calcul rénal observé.
Mebarki et al [Mebarki 2010b] ont proposé une approche d’asservissement visuel écho-
graphique basée sur les moments 2D de l’image pour commander les 6 DDL d’un robot
porte-sonde [Pierrot 1999]. Une méthode de contour actif basée sur la signature polaire
[Collewet 2009] est utilisée pour détecter et suivre le mouvement d’une section d’intérêt.
Cette approche est validée avec un fantôme constitué d’un objet de tissus mous plongé dans
une bassine d’eau (Fig. 2.6(a)).
Dans [Nadeau 2011a], un asservissement visuel basé sur l’intensité des pixels de l’image
permet de compenser le mouvement physiologique du patient pour stabiliser l’image écho-
graphique. Tous les DDL du robot (Fig. 2.7(a)) sont contrôlés par la loi de commande
proposée. Le système robotique permet ainsi de fournir au médecin une vue “virtuelle”
stable. Cette approche a été validée sur un fantôme abdominal pour les cas de l’utilisa-
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(a) (b)
Figure 2.6 – (a) Conﬁguration du système robotique dans [Mebarki 2010b] : une sonde 2D
est montée sur le robot médical Hippocrate, l’expérimentation est validée avec un objet de
tissus mous plongé dans une bassine d’eau. (b) Tache de positionnement par asservissement
visuel échographique.
tion de sondes échographiques 2D [Nadeau 2011c] et bi-plans [Nadeau 2011b] (Fig. 2.7(b)
et (c)).
(a)
(b)
(c)
Figure 2.7 – (a) Le système robotique dans [Nadeau 2011c] : une sonde 2D est portée par
un robot Viper à 6 DDL, les expérimentations sont validées avec un fantôme abdominal
échographique. (b) Images échographiques de la position initiale et les images de diﬀérences
par rapport aux images désirées dans le cas de l’utilisation d’une sonde bi-plans. (c) Images
obtenues à la convergence de l’asservissement visuel avec les images de diﬀérence associées.
2.1.2.2 Les systèmes avec sonde déportée
L’asservissement visuel échographique avec une sonde déportée permet de guider le
placement d’un outil médical (une aiguille, un émetteur HIFU, etc.). En particulier, diﬀé-
rents travaux [Vitrani 2005, Vitrani 2006] menés dans le cadre de la chirurgie mini-invasive
utilisent une sonde US déportée pour positionner l’outil chirurgical à l’intérieur du cœur.
Dans ce cas, les 4 DDL (3 rotations et une translation le long de l’axe principal de l’instru-
ment) du robot qui porte l’outil médical sont contrôlés par asservissement visuel (Fig. 2.8).
L’intersection entre l’instrument et le plan d’observation de la sonde correspond à deux
points dans l’image (P1 et P2). L’objectif de l’asservissement visuel est alors de déplacer
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ces deux points vers des positions désirées dans l’image. Ces deux points sont détectés par
une méthode de segmentation basée sur le seuillage adaptative d’Otsu [Ortmaier 2005].
Dans un premier temps, les auteurs ont retenu en entrée de l’asservissement visuel des in-
dices visuels correspondant aux coordonnées des points P1 et P2 dans le plan de l’image
[Vitrani 2005] : s = (xP1 , yP1 , xP2 , yP2). Par la suite, une seconde combinaison d’informa-
tions visuelles correspondant au milieu du segment [P1;P2], la longueur δ de [P1;P2] et son
orientation principale θ, a également été proposée [Vitrani 2006].
(a) (b) (c)
Figure 2.8 – (a) Schéma de principe : déplacer les deux points d’insertion de l’instrument
vers la position désirée. (b) L’instrument médical utilisé. (c) Le robot porte-instrument
[Vitrani 2005].
2.2 Synthèse d’un asservissement visuel
Les concepts fondamentaux de l’asservissement visuel ont été pleinement présentés par
Chaumette et al [Chaumette 2006, Chaumette 2007]. Bien qu’une grande partie de ces
concepts reste valable dans le cadre de l’asservissement visuel échographique, nous rappe-
lons dans un premier temps son principe dans le cadre général. Ensuite, nous présentons
l’approche d’asservissement visuel échographique basée sur les moments d’image 2D initiale-
ment proposée par [Mebarki 2010b]. Finalement, nous présentons le choix des informations
visuelles et la méthode permettant de calculer la matrice d’interaction.
2.2.1 Le principe de l’asservissement visuel classique
Soit s ∈ ℜn le vecteur des n primitives visuelles extraites de l’image ; l’objectif de
l’asservissement visuel est de minimiser l’erreur visuelle e entre les informations visuelles
courantes s(t) et les informations visuelles désirées s∗ :
e(t) = s(t)− s∗ (2.1)
Le torseur cinématique vc = (vc, ωc) décrit le mouvement relatif du capteur visuel dans
le repère de base de l’environnement {Rb}. Il contient les vitesses linéaires vc = (vx, vy, vz) et
les vitesses angulaires ωc = (ωx, ωy, ωz) du capteur exprimées dans le repère du capteur. La
relation entre la variation s˙ et le torseur cinématique vc = (vc, ωc) est déﬁnie classiquement
par [Chaumette 2006, Chaumette 2007] :
s˙ = Lsvc (2.2)
où Ls ∈ ℜn×6 est la matrice d’interaction associée aux indices visuels s.
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En combinant les équations (2.1) et (2.2), nous obtenons la variation de l’erreur e˙ =
Levc, avec Le = Ls. Classiquement, aﬁn d’assurer la convergence de l’erreur e(t) vers zéro,
une décroissance exponentielle est imposée :
e˙ = −λe, λ > 0 (2.3)
avec λ un gain positif ajustant la vitesse de la décroissance. En particulier, plus λ est
grand, plus la décroissance est rapide. Cela nous permet de formuler la loi de commande
cinématique assurant une convergence des indices visuels s vers les indices désirés s∗ :
vc = −λL̂s
+
(s− s∗) (2.4)
avec L̂s
+ ∈ ℜ6×n une estimation de la pseudo-inverse de Ls déﬁnie (si n ≥ 6) par :
L̂s
+
= (L̂s
⊤
L̂s)
−1L̂s
⊤
(2.5)
Comme souligné dans [Chaumette 2006], la positivité du produit LsL̂s
+
est suﬃsante
pour garantir la stabilité asymptotique globale du système lorsque n ≤ 6. Par contre dans le
cas où n > 6, la condition L̂s
+
Ls > 0 permet uniquement de garantir la stabilité asympto-
tique locale dans un voisinage proche de la conﬁguration désirée. Enﬁn, notons que le choix
du vecteur des informations visuelles s conditionnera la régularité de la matrice d’interaction
Ls.
2.2.2 Spéciﬁcités du capteur échographique
@
Dans le cas général, l’image I acquise est diﬀérente selon le capteur d’image utilisé, ainsi
que le modèle géométrique associé à (2.2). Le modèle dit “sténopé” d’une caméra perspective
(Fig. 2.9(a)) est le modèle le plus couramment utilisé dans le cadre de l’asservissement visuel
classique. Toutefois, dans le cadre de nos travaux, nous nous sommes intéressés à la sonde
échographique (Fig. 2.9(b)). Nous présentons ci-après le principe de génération de l’image
et le modèle géométrique correspondant à une caméra perspective, puis introduirons ensuite
les spéciﬁcités de la sonde échographique.
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Figure 2.9 – (a) Modèle sténopé d’une caméra perspective classique. (b) Modèle d’une
sonde échographique 2D par réﬂexion de l’onde ultrasonore.
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2.2.2.1 Caméra perspective
Une caméra perspective, ou caméra sténopée, se caractérise par la projection perspective
du champ de vue dans une image I, comme illustré sur la Fig.2.9(a). Le modèle géométrique
associé à la projection perspective, permet de relier un pixel de l’image p = (x, y) à un point
physique cX = (cX, cY, cZ) exprimé dans le repère {Rc}, attaché au centre optique de la
caméra. Cette relation est déﬁnie généralement par :
x = x0 + kxf
cX
cZ
y = y0 + kyf
cY
cZ
(2.6)
où (x0, y0) est le décalage entre l’origine du repère d’image {RI} et la projection de l’origine
du repère {Rc} (mesuré en pixels) ; f est la distance focale de la caméra ; kx est le facteur
d’échelle horizontale (pixels/m) et ky est le facteur d’échelle verticale.
2.2.2.2 Sonde échographique
L’image issue d’une sonde échographique 2D correspond à une coupe transverse de
profondeur, dont le principe a été introduit dans la section 1.1.2. L’image I est ici générée
en quantiﬁant le niveau d’amplitude des ondes ultrasonores réﬂéchies en niveau de gris
(mode B de la sonde US). Dans ce contexte, on déﬁnit le repère {Rs} attaché au centre de
l’image échographique, dont l’axe zs est perpendiculaire au plan image et l’axe ys est de
même direction que l’onde US centrale émise (Fig. 2.9(b)). Soit sX = (sX, sY, sZ) un point
physique exprimé dans le repère sonde {Rs}, et {Ri} le repère de l’image échographique I.
Ainsi, un pixel x = (x, y) de l’image I correspond au point physique sX = (sX, sY, sZ) qui
est traversé par les ondes US. Le modèle géométrique associé à une coupe s’écrit alors :
x = x0 + kx
sX
y = y0 + ky
sY
(2.7)
avec (x0, y0, 0) les coordonnées pixelliques du centre du repère {Rs} exprimées dans le
repère {Ri}. kx est le facteur d’échelle horizontale (pixels/m) et ky est le facteur d’échelle
verticale. Nous pouvons remarquer que la profondeur sZ n’intervient pas dans le modèle
géométrique. En eﬀet, tous les points physiques aﬃchés dans l’image échographique ont la
même propriété : sZ = 0, c’est-à-dire sX = (sX, sY, 0).
2.2.3 Synthèse d’un asservissement visuel échographique
En considérant les spéciﬁcités de la formation de l’image du capteur échographique,
Mebarki et al [Mebarki 2010b] ont proposé une approche de l’asservissement visuel écho-
graphique basée sur les moments 2D de l’image, en utilisant les points du contour C de la
section d’intérêt S dans l’image échographique I.
L’asservissement visuel basé sur les moments de l’image à été initialement introduit
par Tahri et al [Tahri 2005] aﬁn de proposer un formalisme pour la description d’objet de
forme complexe. Notamment, l’usage des moments de l’image permet l’emploi de moments
invariants issus des moments dérivés de fonctions invariantes (eg. aux facteurs d’échelle et
d’orientation). Les propriétés de ces moments permettent un découplage (eg. des vitesses
linéaires et des rotations) de la loi de commande. En particulier, un robot porte-sonde à 6
DDL dispose de 3 DDL (tx, ty et θz) correspondant aux mouvements (vx, vy, ωz) dans le plan
image et 3 DDL (θx, θy et tz) correspondant aux mouvements (vz, ωx, ωy) en-dehors du plan
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image (Fig.2.10). Ainsi, les moments de l’image permettent d’une part de déﬁnir un vecteur
d’information visuelle s d’une grande richesse, et d’autre part un meilleur conditionnement
de l’asservissement visuel synthétisé.
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Figure 2.10 – Les mouvements dans le plan et hors du plan d’une sonde échographique
2D.
2.2.3.1 Moments 2D de l’image
Considérons un point x(x, y) dans le plan image {Ri}, les moments 2D mij d’ordre i+j
sont déﬁnis par :
mij =
∫ +∞
−∞
∫ +∞
−∞
xiyjρ(x, y)dxdy. (2.8)
avec ρ(x, y) une fonction continue 2D qui peut représenter l’intensité, la couleur ou autre
propriété du pixel x(x, y).
Dans le cadre de l’approche proposée par Mebarki et al [Mebarki 2010b], on ne s’intéresse
qu’à la forme de la section S, donc ρ(x, y) se déﬁnit par :
ρ(x, y) =

1, si x(x, y) ∈ S
0, sinon
(2.9)
Les moments 2D d’ordre i+j correspondant à la forme d’une section S peuvent alors s’écrire
comme suit :
mij =
∫∫
S
f(x)dxdy, avec f(x) = xiyj (2.10)
Le théorème de Green Riemann :∫∫
S
(
∂Fx
∂x
− ∂Fy
∂y
)
dxdy =
∮
C
Fxdx+
∮
C
Fydy (2.11)
permet de simpliﬁer la double intégrale sur la section S par une simple intégrale sur le
contour fermé C de la section S, soit :
mij =
−1
j + 1
∮
C
xiyj+1dx, avec Fx =
−1
j + 1
xiyj+1, Fy = 0 (2.12)
ou
mij =
1
i+ 1
∮
C
xi+1yjdy, avec Fx = 0, Fy =
1
i+ 1
xi+1yj (2.13)
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2.2.3.2 Informations visuelles
Pour contrôler les six mouvements de la sonde échographique dans l’espace, les infor-
mations visuelles suivantes sont proposées [Mebarki 2010b] :
s = (xg, yg, α,
√
a, φ1, φ2) (2.14)
Les six composantes du vecteur d’indices visuels s sont exprimées directement par les mo-
ments suivants : 
xg =
m10
m00
yg =
m01
m00
α =
1
2
arctan
(
2µ11
µ20 + µ02
)
√
a =
√
m00
φ1 =
I1
I2
φ2 =
I3
I4
(2.15)
où µij sont les moments centrés d’ordre i+ j déﬁnis par :
µij =
∮
C
(x− xg)i(y − yg)jdx (2.16)
et les termes Ik sont des moments invariants aux mouvements dans le plan de la sonde et
au changement d’échelle qui se déﬁnissent par les expressions suivantes :
I1 = µ
2
11 − µ20µ02
I2 = 4µ
2
11 + (µ20 − µ02)2
I3 = (µ30 − 3µ12)2 + (3µ21 − µ03)2
I4 = (µ30 + µ12)
2 + (µ21 + µ03)
2
(2.17)
Ainsi, (xg, yg) correspond au centre de gravité de la section S, et α est son orientation prin-
cipale. Ces trois informations visuelles sont reliées aux mouvements dans le plan (vx, vy, ωz)
de la sonde échographique. Le quatrième indice visuel
√
a dans (2.14) correspond à la racine
carrée de la surface de la section S ; φ1 et φ2, qui sont indépendantes l’une de l’autre, sont des
combinaisons des moments invariants à l’échelle de S. Ces trois informations visuelles sont
sélectionnées pour commander les mouvements hors du plan (vz, ωx, ωy) [Mebarki 2010b].
2.2.3.3 La matrice d’interaction
La matrice d’interaction Lmij associée au moment 2D mij d’ordre i+ j est déﬁnie dans
le cas général par :
Lmij = [mvx ,mvy ,mvz ,mωx ,mωy ,mωz ] (2.18)
Comme nous l’avons introduit dans la section 2.2.1 précédente, la relation entre la variation
temporelle m˙ij et le torseur cinématique de la sonde US vc = (vc, ωc) s’écrit :
m˙ij = Lmijvc (2.19)
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En prenant l’expression (2.10) du moment mij , la variation m˙ij se calcule de la façon
suivante :
m˙ij =
∫∫
S
[
∂
∂x
(x˙f(x, y)) +
∂
∂y
(y˙f(x, y))
]
dxdy (2.20)
Ainsi, grâce au théorème de Green Riemann (2.11), nous déduisons m˙ij :
m˙ij = −
∮
C
[f(x, y)y˙]dx+
∮
C
[f(x, y)x˙]dy, avec Fx = −y˙f(x, y), Fy = x˙f(x, y) (2.21)
Dans [Mebarki 2010b], la relation entre la vitesse (x˙, y˙) d’un point de l’image US et le
mouvement vc = (vc, ωc) de la sonde échographique est donnée par :
x˙ = −vx −Kxvz − yKxωx + xKxωy + yωz
y˙ = −vy −Kyvz − yKyωx + xKyωy − xωw
(2.22)
avec : 
Kx =
fxfz
f2x + f
2
y
Ky =
fyfz
f2x + f
2
y
(2.23)
où s∇F = (fx, fy, fz) est le vecteur normal à la surface de l’objet du point physique observé
à la position (x, y) dans l’image qui est exprimé dans le repère courant {Rs} de la sonde.
Nous détaillerons l’approche utilisée pour déterminer ce terme dans la section 2.3 suivante.
En substituant x˙ et y˙ dans (2.21) par (2.22), nous obtenons les composantes de la matrice
d’interaction Lmij (2.18) suivantes :
mvx = −i mi−1,j
mvy = −j mi,j−1
mvz =
xmi,j − ymi,j
mωx =
xmi,j+1 − ymi,j+1
mωy = −xmi+1,j + ymi+1,j
mωz = i mi−1,j+1 − j mi+1,j−1
(2.24)
avec : 
xmi,j =
∮
C
xiyjKydx
ymi,j =
∮
C
xiyjKxdy
(2.25)
Enﬁn, pour le vecteur des informations visuelles s (2.15), et le torseur cinématique à com-
mander v = (vx, vy, vz, ωx, ωy, ωz), la matrice d’interaction Ls associée s’exprime comme
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suit :
Ls =

−1 0 xgvz xgωx xgωy yg
0 −1 ygvz ygωx ygωy −xg
0 0 αvz αωx αωy −1
0 0
avz
2
√
a
aωx
2
√
a
aωy
2
√
a
0
0 0 φ1vz φ1ωx φ1ωy 0
0 0 φ2vz φ2ωx φ2ωy 0

(2.26)
Le point clé de l’asservissement visuel échographique proposé réside alors dans la déter-
mination du vecteur normal ∇F .
2.3 Contributions à l’estimation du vecteur normal
Aﬁn de pouvoir synthétiser notre commande référencée vision échographique, il est
nécessaire de caractériser le vecteur normal ∇F au préalable. Ainsi, dans cette section
nous introduisons en premier lieu l’estimateur de vecteur normal en ligne proposé dans
[Mebarki 2010b]. Puis nous analyserons le problème de coplanarité de la méthode existante.
Enﬁn, nous présentons notre nouvelle méthode d’estimation du vecteur normal résolvant le
problème rencontré.
2.3.1 Estimateur de vecteur normal existant
La forme de l’organe d’intérêt est complexe et à chaque instant l’image échographique ne
fournit qu’une intersection entre cet organe et la sonde échographique 2D. Pour comman-
der les mouvements hors plan, Mebarki et al [Mebarki 2010b] ont proposé de reconstruire
localement la surface de l’organe en utilisant les contours acquis et d’estimer le vecteur
normal ∇F de chaque point du contour de la section courante sous l’hypothèse que l’objet
d’intérêt reste immobile. Une fois ∇F estimé, les composantes de la matrice d’interaction
(2.26) associées aux mouvement hors plans peuvent être calculées.
Soit P = (X,Y, Z) un point de l’espace 3D situé sur la surface de l’organe d’intérêt, et
p = (x, y) sa coordonnée 2D sur le contour C de la section d’intérêt dans le plan image. Le
vecteur normal ∇F du point P est déﬁni par le produit vectoriel de deux vecteurs tangents
di et dt, soit :
s∇F = sdi ∧ sdt (2.27)
avec sdi le vecteur tangent au contour dans le plan image et sdt un vecteur tangent à la
surface de l’objet non colinéaire au plan courant de l’image, tous les deux exprimés dans le
repère attaché à la sonde {Rs}. Comme illustré sur la Fig. 2.11, sdi est le vecteur tangent
au contour C. Il peut donc se déterminer directement à partir de l’image échographique
courante. En revanche, pour obtenir sdt, nous avons besoin d’estimer la forme de l’organe
d’intérêt au voisinage du point P.
Dans [Mebarki 2010a], trois approches d’estimations sont proposées aﬁn de déduire dt
en utilisant la méthode des moindres carrés récursive [Kreisselmeier 1990]. Pour ce faire, les
auteurs proposent de considérer le point P(t) du contour C à l’instant t, ainsi que le point
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s
dt
(a)
S(t)
S(t +∆t)
C
P(t)
P(t +∆t)
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L
(b)
Figure 2.11 – (a) Le vecteur tangent sdi au point P appartient au plan de l’image courante
Ic. Le vecteur tangent sdt du point P ne doit pas être coplanaire avec le plan de l’image
courante Ic. Le vecteur normal s∇F est calculé par le produit vectoriel de sdi et sdt. (b) Les
sections S(t) et S(t+∆t) correspondent aux images échographiques des temps t et t+∆t.
L est un modèle 3D (droite, courbe ou surface) utilisé pour estimer le vecteur tangent sdt.
P(t+∆t) correspondant à l’instant t+∆t (Fig. 2.11(b)). Basé sur la mesure d’un ensemble de
points {P(0), . . . ,P(t),P(t+∆t)}, la première approche d’estimation consiste à estimer une
ligne droite passant au mieux parmi ces points aﬁn de déduire dt. La deuxième solution
proposée est d’estimer une courbe à la place d’une droite. Théoriquement cette seconde
approche serait plus adaptée à la forme réelle de l’organe. Enﬁn, la troisième méthode
proposée reconstruit une surface en utilisant une méthode quadratique.
Ici nous présentons uniquement la méthode de la “ligne droite”. Les deux autres méthodes
sont basées sur le même principe 2. Considérons un repère {Rinit} ﬁxe dans la scène et
correspondant à la position initiale du repère {Rs} de la sonde à l’instant t = 0, dans
lequel la ligne droite D est estimée. Soit sP = (sx, sy, 0) un point sur le contour d’intérêt
C exprimé dans {Rs}, et initP = (initx, inity, initz) l’expression du point P dans le repère
{Rinit}. Le vecteur initdt = (initdx, initdy, initdz) est l’expression du vecteur tangent dt
dans {Rinit}. La droite D peut s’exprimer par les fonctions paramétriques suivantes :{
initx = η1
initz + η0
inity = τ1
initz + τ0
(2.28)
Le vecteur initdt est alors déﬁni par :
initdt =
initdz
 η1τ1
1
 . (2.29)
Le système (2.28) peut s’écrire sous la forme matricielle suivante :
Y = Φ⊤Θ (2.30)
avec l’information à estimer Θ = (η1, τ1, η0, τ0) et :
Y = (initx, inity) et Φ⊤ =
[
initz 0 1 0
0 initz 0 1
]
(2.31)
2. Le lecteur intéressé pourra se référer à [Mebarki 2010a] pour plus d’informations.
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Le principe de l’algorithme des moindres carrés consiste à trouver l’estimation Θˆ du vecteur
Θ qui minimise le somme quadrique J(Θˆ[k]) de l’erreur résiduelle, soit :
J(Θˆ[k]) =
k∑
i=t0
β(i−t0)(Y[i] −Φ⊤[i]Θˆ[i])⊤(Y[i] −Φ⊤[i]Θˆ[i]) (2.32)
où β ∈]0, 1] est le facteur d’oubli associé à l’erreur d’estimation Y[i] − Φ⊤[i]Θˆ[i]. L’estimée
Θˆ[k] est déterminée en fonction des nouvelles mesures (Y,Φ) et l’estimation précédente :
Θˆ[k] = Θˆ[k−1] + F[k]Φ[k](Y[k] −Φ⊤[k]Θˆ[k−1]) (2.33)
avec F[k] la matrice de covariance à l’instant k :
F−1[k] = βF
−1
[k−1] +Φ[k]Φ
⊤
[k] + (1− β)β0I4 (2.34)
À chaque instant k, l’estimation du vecteur tangent initdˆt peut être obtenue une fois les
paramètres Θˆ[k] = (ηˆ1, τˆ1, ηˆ0, τˆ0) calculés, selon :
initdˆt =
(ηˆ1, τˆ1, 1)
‖(ηˆ1, τˆ1, 1)‖ (2.35)
Le vecteur tangent sdˆt exprimé dans le repère {Rs} est alors obtenu grâce à la matrice de
rotation sRinit entre les repères {Rs} et {Rinit} :
sdˆt =
sRinit
initdˆt (2.36)
Enﬁn, le vecteur normal s∇F est estimé en remplaçant sdt dans la formule (2.27) par sdˆt.
Toutefois, nous pouvons constater d’après la représentation (2.28) de la droite que les
paramètres η1, τ1 ne peuvent pas être estimés si initz = 0. Cette situation singulière est
illustrée sur la Fig. 2.12(a). Dans ce cas le vecteur initdt est coplanaire avec le plan xy du
repère {Rinit}. L’estimateur (2.33) proposé a alors un problème de singularité et la matrice
d’interaction ne peut être déterminée. Dans le cas où le repère {Rinit} correspond à la
conﬁguration initiale du repère de la sonde, cette singularité est alors rencontrée lorsque
l’expert tourne la sonde selon l’axe y du repère {Rs} de π2 .
2.3.2 Nouvel estimateur du vecteur normal proposé
L’approche existante consistait à transformer les mesures dans le repère ﬁxe {Rinit}, à y
estimer init∇F puis à convertir le vecteur normal obtenu dans le repère courant {Rs}. Nous
proposons ci-après d’améliorer la méthode en estimant directement le vecteur sdt dans le
repère {Rs} courant avec l’algorithme des moindres carrées classiques au lieu de passer par
le repère intermédiaire immobile {Rinit}. En eﬀet, une estimation directe de sdt dans le
repère {Rs} assure qu’il ne sera jamais coplanaire avec le plan xy du repère {Rs} (Fig.2.12
(b)).
Soit {Rs−1} et {Rs} les repères respectivement attachés à la position précédente et
courante de la sonde US. Considérons que s−1P(t) est un point appartenant au contour
C de l’image précédente exprimé dans le repère {Rs−1}. L’expression de s−1P(t) dans le
repère {Rs} est déﬁnie par :
sP(t) = (sx, sy, sz)⊤ = sRs−1
s−1P(t) + sts−1 (2.37)
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sdt
z
y
{Rs−1}x {Rs}
(b)
Figure 2.12 – (a) Si initdt est coplanaire avec le plan xy du repère {Rinit}, l’algorithme des
moindres carrés récursif rencontre un problème de singularité. (b) Si le vecteur tangent sdt
est estimé directement dans le repère courant de la sonde {Rs}, il ne sera jamais coplanaire
avec le plan xy du repère {Rs}.
avec sRs−1 la matrice de rotation et sts−1 le vecteur de translation entre les repères {Rs−1}
et {Rs}. D’autre part, la droite D à estimer s’exprime à présent par les fonctions paramé-
triques suivantes dans le repère {Rs} :{
sx = η1
sz + η0
sy = τ1
sz + τ0
(2.38)
De même que précédemment, aﬁn de formuler les moindres carrés, il nous faut exprimer le
système (2.38) sous forme matricielle, soit :
Y = Φ⊤Θ (2.39)
avec Θ = (η1, τ1, η0, τ0) le vecteur des paramètres à estimer, et
Y = (sx, sy) et Φ⊤ =
(
sz 0 1 0
0 sz 0 1
)
(2.40)
Dans la mesure où les composantes de Y sont indépendantes l’une de l’autre, nous pouvons
séparer la relation (2.39) en deux sous-systèmes :
y1 = Φ
⊤
1 Θ1
y2 = Φ
⊤
2 Θ2
(2.41)
avec : 
y1 =
sx, Φ⊤1 = (
sz, 1), et Θ1 = (η1, η0)
y2 =
sy, Φ⊤2 = (
sz, 1), et Θ2 = (τ1, τ0)
(2.42)
Nous proposons d’estimer à chaque instant k les paramètres Θˆ1[k] et Θˆ2[k] par l’algo-
rithme des moindres carrés classique à partir des T derniers points mesurés de la droite que
nous exprimons au préalable dans le repère courant {Rs} de la sonde.
À titre d’exemple, nous considérons principalement dans la suite l’estimation de Θ1.
L’estimation de Θ2 s’obtient selon le même formalisme. Ainsi, la méthode des moindres
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carrés classique consiste à présent à trouver l’estimation Θˆ1[k] qui minimise le critère qua-
dratique suivant :
J1(Θˆ1[k]) =
k∑
i=k−T
ρ(n−T−i)(y1[i] − Φ⊤1[i]Θ1[k])⊤ (y1[i] − Φ⊤1[i]Θ1[k]) (2.43)
où le scalaire ρ ∈ ]0, 1] est un facteur d’oubli associé à l’erreur d’estimation y1[i]−Φ⊤1[i]Θ1[k],
qui permet de prendre en compte la variation de Θ1 en fonction du mouvement de la sonde.
La minimisation du critère J(Θˆ1[k]) conduit alors à déterminer le jacobien suivant :
∇J1(Θˆ1[k]) = −2
k∑
i=k−T
ρ(k−T−i)Φ1[i]
(
y1[i] − Φ⊤1[i]Θ1[k]
)
= 0 (2.44)
L’estimation Θˆ1[k] est obtenue à travers la relation suivante :
Θˆ1[k] = F[k]
k∑
i=k−T
(
ρ(k−T−i)Φ1[i]y1[i]
)
(2.45)
avec F[k] représentant la matrice de covariance à l’instant k, déﬁnie par :
F[k] =
k∑
i=k−T
1
ρ(k−T−i)
(
Φ1[i]Φ
⊤
1[i]
)−1
(2.46)
Une fois les paramètres Θˆ1[k] et Θˆ2[k] estimés, le vecteur sdˆt peut alors être calculé :
sdˆt =
(ηˆ1, τˆ1, 1)
‖ (ηˆ1, τˆ1, 1) ‖ (2.47)
Nous obtenons ainsi directement le vecteur sdˆt, sans passer par l’estimation préalable de
initdˆt (2.35) nécessaire dans l’approche précédente.
Enﬁn, le vecteur normal s∇F est déterminé en remplaçant sdt dans la relation (2.27)
par sdˆt. Notons qu’une méthode basée sur la fonction paramétrique d’une courbe a aussi
été développée en utilisant l’algorithme de moindres carrés classique. Les détails de cette
seconde approche sont présentés dans l’annexe A.
2.4 Conclusion
Dans ce chapitre nous avons rappelé le principe de l’asservissement visuel, tout d’abord
dans le cadre général, avant de l’appliquer au cas de l’utilisation d’images échographiques
2D. Notre méthode d’asservissement visuel échographique est basée sur celle proposée par
Mebarki et al [Mebarki 2010b]. Cette technique permet de contrôler les mouvements de la
sonde US dans le plan et hors du plan. Nous avons contribué en particulier à améliorer
l’estimation du vecteur normal ∇F au point considéré, nécessaire à l’approche proposée.
En eﬀet, l’estimateur précédent [Mebarki 2010b], basé sur l’algorithme des moindres carrés
récursifs, souﬀrent de problème de singularité. lorsque le vecteur initdt est coplanaire au
plan xy. Ainsi, nous avons proposé de considérer le repère {Rs} comme base et utilisons
l’algorithme des moindres carrés classique pour estimer le vecteur normal ∇F .
Enﬁn, comme nous l’avons présenté, la commande référencée vision dépend du type de
primitive visuelle s utilisée. L’asservissement visuel échographique utilisé dans nos travaux
utilise les moments 2D de l’image. Ainsi, nous présentons dans le chapitre 3 qui suit une
méthode de traitement d’images permettant d’obtenir eﬃcacement les informations visuelles
désirées dans les images échographiques.
Chapitre 3
Contour actif paramétrique
Comme nous l’avons mentionné dans le chapitre 1, les tâches autonomes d’assistance à
la télé-échographie que nous proposons de réaliser par asservissement visuel échographique
sont basées sur l’utilisation d’informations visuelles géométriques. Nous considérerons plus
particulièrement des primitives visuelles construites à partir des moments 2D mij dont
l’expression de la matrice d’interaction a été modélisée dans [Mebarki 2010b] et introduite
dans le chapitre précédent. Pour calculer les moments en fonction de l’ensemble des points
C = (p1, p2, . . . , pn) du contour C de la section d’intérêt S dans l’image courante I, il nous
est nécessaire de concevoir une méthode robuste de traitement d’images. Cette méthode
doit être capable, d’une part, de détecter le contour C dans l’image I et d’autre part,
elle doit suivre la déformation et le déplacement du contour dans une séquence d’images
échographiques à la cadence vidéo (25 fps).
La segmentation d’image est une opération qui permet de réaliser ces objectifs. Parmi les
diﬀérentes méthodes existantes dans la littérature, [Collewet 2009] a proposé une méthode
de contour actif paramétrique utilisant la signature polaire pour décrire le contour. Le
formalisme de Lagrange est appliqué pour adapter les paramètres du contour aﬁn de suivre
le déplacement et la déformation de la section d’un objet d’intérêt qui évoluent avec le
temps. Cette méthode qui a l’avantage de fournir un contour en temps réel a été mise
en œuvre dans [Mebarki 2010b]. Néanmoins, elle ne permet pas de détecter ni de suivre
des contours dont la forme est concave, ni même de gérer les éventuels changements de
topologie rencontrés durant la séquence d’images. En se basant sur le principe de cette
méthode, nous présentons dans ce chapitre une nouvelle approche de contour actif basée
sur une représentation du contour par les descripteurs de Fourier. Elle permet de détecter
et suivre le contour d’un objet dont la forme est convexe ou concave. L’approche proposée
a également été étendue pour prendre en compte les changements de topologie de la section
de l’objet, comme par exemple la division de la section d’une artère en deux lors d’une
bifurcation.
Ce chapitre contient sept sections. La première présente un état de l’art sur la segmenta-
tion d’image médicale, et plus particulièrement dans le domaine de l’imagerie échographique.
Nous présentons ensuite une analyse des objectifs recherchés du contour actif (section 3.1),
puis nous détaillons les développements mathématiques du contour actif paramétrique basé
sur les descripteurs de Fourier (section 3.2). La section 3.3 fournit une solution d’initia-
lisation semi-automatique du contour ainsi qu’un algorithme de détection du changement
de topologie. Aﬁn de respecter la contrainte du temps réel, une implémentation sur GPU
(Graphics Processing Unit) de l’algorithme du contour actif est proposée à la section 3.5.
Finalement la section 3.6 présente les résultats obtenus de la segmentation et la section 7
conclut le chapitre.
3.1 Segmentation des images échographiques
3.1.1 État de l’art
Les travaux portant sur la segmentation d’images échographiques sont apparus à la
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ﬁn des années 90, en même temps que les premiers développements de systèmes de télé-
échographie robotisée [Hammoude 1998, Zimmer 2000]. Une étude bibliographique présen-
tée dans [Noble 2006] propose de classiﬁer les méthodes de segmentation par les domaines
d’application clinique. En eﬀet, les méthodes ont généralement été développées pour ré-
pondre à un besoin clinique spéciﬁque. Nous retenons ci-après ce critère de classiﬁcation
pour mentionner de manière non exhaustive plusieurs méthodes dédiées à l’imagerie écho-
graphique.
– Cardiologie. L’échocardiographie (imagerie échographique du coeur) est un domaine
où la segmentation d’images est couramment utilisée. Elle permet par exemple de
détecter et suivre le ventricule gauche du coeur ou l’endocarde à partir d’une sé-
quence d’images préalablement acquise aﬁn d’évaluer le stade de maladies cardiaques.
Pour l’imagerie 2D, les méthodes de segmentation sont basées soit sur l’utilisation de
contours actifs [Mignotte 2001, Mishra 2003], de surfaces de niveau (méthode du level
set) [Yan 2003, Lin 2003] soit sur la détection de régions [Boukerroui 2003, Xiao 2002].
Dans [Jiang 2009], une méthode a été proposée pour détecter et suivre en temps réel
le speckle, propre aux images échographiques, en combinant une méthode de suivi de
speckle [Jiang 2006] avec un algorithme d’analyse de la qualité du speckle [Chen 2009].
La Fig. 3.1 présente quelques résultats de détections et de suivi utilisant ces approches
basées sur le speckle.
Figure 3.1 – De gauche à droite : Image échographique à traiter et résultats de la détection
obtenus avec les algorithmes présentés dans [Jiang 2009],[Jiang 2006] et [Chen 2009].
– Cancer du sein. Normalement ce type de cancer est diagnostiqué avec la modalité
à rayon X qui permet de détecter les micro-calciﬁcations. En complément, une écho-
graphie est réalisée pour distinguer les masses bénignes des masses cancéreuses. La
segmentation est réalisée hors ligne aﬁn de ne pas restreindre les ressources de calcul
et d’obtenir par conséquent une précision élevée du contour de la tumeur à l’aide
d’algorithmes de forte complexité. La méthode proposée dans [Horsch 2001] est basée
sur une analyse de la structure des masses observées. Dans [Chen 2002], une approche
utilisant un réseau de neurones a également été considérée pour détecter le cancer du
sein.
– Cancer de la prostate. L’échographique est utilisée pour détecter le cancer de
la prostate. Les méthodes classiques proposées pour la segmentation de la prostate
sont basées sur des techniques de détection de frontières utilisant comme critère le
maximum de gradient de l’image. Par exemple, dans [Chen 1996], la recherche des
bords de la prostate est eﬀectuée à l’aide d’un opérateur de ﬁltrage appliqué le long
des rayons passant par une position estimée du centre de l’objet. Plus récemment,
une méthode réalisant également une recherche des bords le long de rayons issus d’un
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germe déﬁni au centre de la prostate a été proposée dans [Abolmaesumi 2004]. Cette
méthode est basée sur une approche probabiliste qui permet de combiner diﬀérents
modèles de trajectoire pour extraire le contour de cavités observées dans des images
échographiques 2D. Les résultats de cette technique de segmentation sont présentés à
la Fig. 3.2.
Figure 3.2 – Segmentation du contour de la prostate avec la présence d’une ombre im-
portante dans l’image [Abolmaesumi 2004]. (a) L’espace de recherche des points candidats
du contour a été adapté en fonction de la forme de la prostate. (b) L’espace de recherche
des points candidats a été maintenu constant.
– Echographie intravasculaire. Cette imagerie permet de diagnostiquer les maladies
vasculaires en inspectant l’état des parois artérielles et le volume des plaques d’athé-
rome qui bouchent les artères. La segmentation est utilisée pour détecter les bords
intérieurs et extérieurs des artères aﬁn de mesurer l’épaisseur de leur paroi. Dans
[Abolmaesumi 2000], l’artère carotide est segmentée en utilisant l’algorithme de Star
[Friedland 1989] dont la stabilité a été augmentée par l’association d’un ﬁltre tem-
porel de Kalman. Cette méthode qui a l’avantage de fournir le contour d’une artère
en temps réel a été appliquée pour réaliser la première expérimentation d’asservisse-
ment visuel échographique [Abolmaesumi 2002] que nous avons mentionnée dans le
chapitre précédent. Cette méthode dénommée Star-Kalman a également été adaptée
dans [Guerrero 2007] pour segmenter et suivre le contour de la vessie. Dans ce cas, le
ﬁltre de Kalman a été construit à partir d’un modèle ellipsoïdal de l’objet permettant
ainsi de limiter la recherche des bords de l’objet proche des points d’une ellipse dans
l’image. La Fig. 3.3 présente les résultats de cette approche.
– Obstétrie et gynécologie. La segmentation est utilisée pour assister la détection
d’une malformation du fœtus [Jardim 2005]. Le suivi de grossesse consiste à eﬀectuer
plusieurs mesures, comme le diamètre pariétal du fœtus, la longueur du fémur fœtal et
sa circonférence abdominale. La segmentation est également employée pour mesurer
la taille de follicules ovariens [Zimmer 2000, Potocnik 2002].
– Chirurgie mini-invasive. L’échographie est également utilisée pour guider des ins-
truments de chirurgie à l’intérieur du corps humain, en vue de réaliser des interven-
tions mini-invasives. La segmentation des images permet de localiser l’instrument lors
de son positionnement. L’algorithme proposé dans [Ortmaier 2005] est basé sur le
seuillage adaptatif d’Otsu [Otsu 1979] pour détecter et suivre l’extrémité d’un ins-
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Figure 3.3 – Résultats de la segmentation utilisant la méthode Star-Kalman avec prise
en compte d’un modèle ellipsoïdal dans le ﬁltre de Kalman [Guerrero 2007]. Les contours
(pointillés) fournis par la méthode sont comparés aux contours (pleins) tracés manuellement
par un expert.
trument de chirurgie laparoscopique. Des méthodes permettant de détecter et suivre
une aiguille rigide [Ding 2003], à l’aide de la transformée de Hough, ou une aiguille
ﬂexible [Glozman 2004, Neubach 2010] ont également été proposées en vue d’assister
des interventions percutanées.
Malgré le nombre important de méthodes de segmentation proposées dans le domaine
de l’imagerie médicale, il existe très peu d’approches capables de segmenter les images
échographiques en temps réel. Les méthodes qui ont été proposées en vue d’une utili-
sation dans la commande d’un système robotique sont apparues dans les années 2000
[Abolmaesumi 2002, Jiang 2009].
De manière générale et au delà du contexte de l’imagerie médicale, il existe plusieurs
catégories de méthodes de segmentation. Les méthodes qui sont les plus couramment utili-
sées sont :
– Méthodes de segmentation basées région. Les méthodes basées région
[Subasic 2003, Slabaugh 2006, Belaid 2009] permettent de séparer les pixels apparte-
nant à l’objet d’intérêt de la scène selon un critère déﬁni à partir de l’homogénéité
d’une couleur ou de l’intensité en niveau de gris d’un sous-ensemble des pixels de
l’image. Néanmoins les temps de calcul de ces méthodes sont élevés et ne permettent
donc pas leur application en vue de la commande d’un système robotique.
– Méthodes de segmentation basées contour. Les méthodes basées sur le contour
[Brigger 2000] [Collewet 2009] [Precioso 2005], également dénommées contours actifs,
peuvent être exécutées beaucoup plus rapidement. Ces dernières se décomposent en
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deux classes selon la description du contour utilisée :
– La première classe regroupe les méthodes de type “contour actif géométrique” où le
contour est décrit par une courbe de niveau [Malladi 1995] ;
– La seconde déﬁnit les méthodes de type “contour actif paramétrique” pour lesquelles
le contour est décrit par une fonction paramétrique [Brigger 2000] [Collewet 2009].
3.1.2 L’objectif
Etant donné que notre contrainte principale est de réaliser la segmentation de la section
observée à une cadence proche de 25 images/seconde, nous nous sommes focalisés sur une
méthode basée sur un contour actif paramétrique. Le contour actif paramétrique a égale-
ment l’avantage de permettre l’introduction d’une contrainte géométrique sur la forme du
contour recherché. Cette contrainte est utile pour augmenter la robustesse de la segmenta-
tion vis-à-vis du bruit contenu dans l’image, lequel est fortement présent dans les images
échographiques. Notre objectif est de développer une méthode de segmentation qui réponde
aux critères suivants :
– La méthode doit être capable de détecter et suivre dans une séquence d’images écho-
graphiques 2D le contour fermé de la section d’un objet anatomique d’intérêt.
– Elle doit prendre en compte les éventuels changements de topologie de la section
d’intérêt comme par exemple la séparation de la section d’intérêt en deux parties, la
fusion de la section d’intérêt avec une autre section, l’allongement de la section, etc.
– Etant donné que le but de cette segmentation est de permettre par la suite l’extraction
de primitives visuelles géométriques nécessaires à la commande par asservissement
visuel d’un robot médical, la méthode doit réaliser la segmentation du contour à la
cadence vidéo (25 images/seconde), c’est-à-dire dans un intervalle de temps inférieur
à 40 ms.
– Aﬁn d’alléger le travail de l’expert, l’initialisation du contour dans la première image
de la séquence doit être réalisée aisément par l’expert et sans nécessiter de réglages
particuliers.
3.2 La modélisation
A la diﬀérence de [Collewet 2009] où le contour actif est paramétré par la signature
polaire, nous proposons d’utiliser les descripteurs de Fourier pour représenter le contour. Le
principal inconvénient de la signature polaire est lié à la représentation du contour dans un
repère polaire qui est uniquement approprié à la description de contour de formes convexes.
En eﬀet, cette représentation permet uniquement de déﬁnir un seul point du contour pour
un angle θ donné. Elle n’est donc pas appropriée pour représenter des contours de formes
concaves comme l’exemple présenté à la Fig. 3.4, où il existe trois points p1, p2 et p3 du
contour C pour un angle θ donné. En revanche, les descripteurs de Fourier fournissent
une représentation dans le repère cartésien permettant ainsi de décrire des contours de
formes convexes. Dans cette section, nous détaillons les développements mathématiques de
la méthode proposée.
3.2.1 La formulation générique
Un contour actif paramétrique, également appelé « snake » en anglais, est un contour
déformable décrit par une courbe dont la forme minimise l’énergie issue de forces externes et
internes. Les forces internes traduisent les caractéristiques mécaniques internes du contour
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Figure 3.4 – Exemple d’un contour concave ne pouvant être traité par l’approche basée
sur la signature polaire [Collewet 2009] car les 3 points P1, P2 et P3 du contour convexe C
ont le même angle θ.
comme sa raideur et sa courbure. Les forces externes incluent en particulier une force
issue de l’image dont le but est d’attirer le contour actif sur le contour réel de l’objet
observé. Dans la littérature, il existe diﬀérents modèles de paramétrisation d’un contour
comme par exemple les B-splines [Brigger 2000], les courbes de Bézier ou encore la signature
polaire [Collewet 2009]. Nous introduisons ci-dessous une formulation générique du contour
et présentons les diﬀérentes étapes de calcul permettant d’obtenir son équation d’évolution.
Un modèle générique de contour actif paramétrique Cq peut s’écrire comme une fonction
vectorielle d’une variable de parcours u et d’un vecteur de paramètres q de dimension n :
Cq(u) : x(u) = xc +
n∑
l=0
qlΦl(u) (3.1)
où Φl(u) ∈ ℜ2 est un vecteur de dimension deux dans le cadre d’un contour actif 2D. Cette
courbe, plongée dans un milieu visqueux, se déforme sous l’inﬂuence de forces internes fi et
de forces externes fe.
L’équation d’évolution du contour traduisant sa déformation peut être obtenue grâce
au formalisme de Lagrange en considérant q = (q0, q1, . . . , qn) comme étant le vecteur des
coordonnées généralisées du système. Pour chaque composante qi du vecteur q, l’équation
de Lagrange conduit à :
d
dt
(
∂L
∂q˙i
)− ∂L
∂qi
= Qi (3.2)
où L est le Lagrangien, calculé par L = T −U , avec respectivement T l’énergie cinétique et
U l’énergie potentielle du contour. Qi décrit la force généralisée associée à qi et est déﬁnie
par l’intégration du vecteur des forces dissipatives f le long du contour :
Qi =
∫
Cq
f⊤(u)
∂Cq(u)
∂qi
du (3.3)
L’énergie cinétique T est déﬁnie par l’expression suivante :
T =
∫
Cq
1
2
µ ‖ Ct ‖2 du (3.4)
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avec Ct = ∂Cq
∂t
et où µ représente la masse de chaque point du contour Cq. Le plus souvent
l’énergie potentielle U est décrite par le biais de termes de régularisation de Tikhonov :
U =
∫
Cq
1
2
k1 ‖ Cu ‖2 du+
∫
Cq
1
2
k2 ‖ Cuu ‖2 du (3.5)
avec Cu = ∂Cq
∂u
et Cuu = ∂
2Cq
∂u2
. Les deux scalaires k1 et k2 limitent respectivement l’exten-
sion et la courbure du contour Cq.
Ces diﬀérents termes, Ct, Cu et Cuu se calculent aisément. En eﬀet d’après Eq.(3.1), il
vient : 
Ct =
∑
l
q˙lΦl
Cu =
∑
l
qlΦ
′
l
Cuu =
∑
l
qlΦ
′′
l
(3.6)
avec : 
Φ′l =
∂Φl
∂u
Φ′′l =
∂2Φl
∂u2
(3.7)
Comme d’après Eq.(3.6), le terme Ct ne dépend que de q˙l, et les termes Cu et Cuu ne
dépendent que de ql, nous pouvons donc réécrire la partie gauche de l’équation Eq.(3.2)
comme suit : 
d
dt
(
∂L
∂q˙i
) =
d
dt
(
∂T
∂q˙i
)
∂L
∂qi
=
∂U
∂qi
(3.8)
Par suite, comme
d
dt
(
∂T
∂q˙i
) =
∫
Cq
µ(
∑
l
q¨lΦ
⊤
l Φi)du
∂U
∂qi
=
∫
Cq
(
∑
l
k1qlΦ
′⊤
l Φ
′
i +
∑
l
k2qlΦ
′′⊤
l Φ
′′
i )
(3.9)
L’équation Eq.(3.2) à résoudre se réduit à la forme suivante :
d
dt
(
∂T
∂q˙i
)− ∂U
∂qi
= Qi (3.10)
Intéressons-nous à présent à la force généralisée Qi et plus précisément aux forces dis-
sipatives f impliquées dans Eq.(3.3). Dans le cas présent, elles s’écrivent : f = fvis + fim où
fvis représente la force due au frottement visqueux et fim la force engendrée par l’image.
La force due au frottement est déﬁnie par fvis = −γCt où γ est la viscosité du milieu.
Sa contribution dans Eq.(3.3) est donnée par :∫
Cq
f⊤vis(u)
∂C(u)q
∂qi
du = −
∫
Cq
γ(
∑
l
q˙lΦl)
⊤Φidu (3.11)
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D’autre part, fim est fonction d’une énergie potentielle Eim de l’image à traiter telle que
fim = −∇Eim, où ∇Eim est le gradient de Eim. Dans notre étude, nous déﬁnissons cette
énergie issue de l’image par Eim = − ‖ ∇I ‖ avec ‖ ∇I ‖ correspondant à la norme du
gradient ∇I de l’image I.
Finalement à partir de Eq.(3.9), Eq.(3.10) et Eq.(3.11), l’équation Eq.(3.2) peut s’écrire
sous la forme vectorielle suivante :
Mq¨+Cq˙+Kq = Qim(q) = −
∫
Cq
∇E⊤im(u)
∂Cq(u)
∂q
du (3.12)
où M = [Mmn], C = [Cmn] et K = [Kmn] = K1 +K2 avec
Mmn = µ
∫
Cq
Φ⊤mΦndu
Cmn = γ
∫
Cq
Φ⊤mΦndu
K1mn = k1
∫
Cq
Φ′⊤mΦ
′
ndu
K2mn = k2
∫
Cq
Φ′′⊤m Φ
′′
ndu
(3.13)
Aﬁn de résoudre le système d’équations diﬀérentielles Eq.(3.12), il est plus commode
de ﬁxer la masse µ à zéro aﬁn d’annuler le comportement inertiel du contour actif et
d’augmenter aussi sa stabilité dynamique.
La méthode d’Euler explicite nous fournit ﬁnalement le résultat suivant qui présente
une formulation récursive en temps discret t du vecteur des paramètres du contour avec ∆t
étant l’intervalle de temps entre deux itérations :
qt+1 = qt +∆tC
−1(Qim(qt)−Kqt) (3.14)
En pratique la méthode consiste dans un premier temps à initialiser manuellement le
contour actif à une distance proche du contour réel à détecter. L’évolution automatique du
contour permettant d’atteindre le contour réel est ensuite eﬀectuée en répétant le calcul
de l’équation Eq.(3.14) jusqu’à l’obtention de la convergence des paramètres q du contour
(qt+1 − qt → 0).
3.2.2 Paramétrisation basée sur les descripteurs de Fourier
Aﬁn de détecter et de suivre des objets de forme concaves et convexes dans des séquences
d’images échographiques, nous proposons d’utiliser une description cartésienne du contour.
Etant donné que les courbes de Bézier ou les “B-splines” ne sont pas basées sur des fonctions
orthogonales, leur dérivée et dérivée seconde ne le sont pas non plus. Nous proposons ainsi
d’utiliser une paramétrisation du contour basée sur les descripteurs de Fourier.
A partir de la formulation générique du contour Eq.(3.1), nous remplaçons le terme
Φl(u) par l’expression des descripteurs de Fourier, et obtenons la formulation suivante du
contour :
Cq(u) : x(u) =
(
a0
c0
)
+
h∑
k=1
(
ak bk
ck dk
)(
cos (ku)
sin (ku)
)
(3.15)
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avec h étant le nombre d’harmoniques permettant de déﬁnir la complexité de la forme du
contour. En développant l’expression ainsi :
x(u) =
(
a0
c0
)
+
∑h
k=1
(
ak cos (ku) + bk sin (ku)
ck cos (ku) + dk sin (ku)
)
=
(
a0
c0
)
+
∑h
k=1(ak
(
cos (ku)
0
)
+ bk
(
sin (ku)
0
)
+ck
(
0
cos (ku)
)
+ dk
(
0
sin (ku)
)
)
nous obtenons ﬁnalement la forme suivante :
x(u) =
4h+1∑
l=0
qlΦl(u) (3.16)
avec q = (a0, a1 · · · ah, b1 · · · bh, c0, c1 · · · ch, d1 · · · dh) correspondant au vecteur des para-
mètres généralisés du contour et le terme Φl(u) déﬁni selon :
0 ≤ l < h : Φl(u) =
(
cos (lu)
0
)
h+ 1 ≤ l < 2h : Φl(u) =
(
sin ((l − h)u)
0
)
2h+ 1 ≤ l < 3h+ 1 : Φl(u) =
(
0
cos ((l − 2h− 1)u)
)
3h+ 2 ≤ l < 4h+ 2 : Φl(u) =
(
0
sin ((l − 3h− 1)u)
)
(3.17)
En calculant les matrices C, K1 et K2 déﬁnies par Eq.(3.13) pour cette nouvelle para-
métrisation du contour, nous obtenons les résultats suivants :
C = γdiag(2π, π . . . π, π . . . π, 2π, π . . . π, π . . . π)
K1 = k1diag(0, π . . . πh
2, π . . . πh2, 0, π . . . πh2, π . . . πh2)
K2 = k2diag(0, π . . . πh
4, π . . . πh4, 0, π . . . πh4, π . . . πh4)
(3.18)
Etant donné que l’équation des descripteurs de Fourier et ses dérivées de premier et
second ordre sont orthogonales au sens du produit scalaire précédemment déﬁni, les trois
matrices calculées sont bien diagonales. Ce qui signiﬁe que la méthode du contour actif basé
sur les descripteurs de Fourier est optimale, car elle réduit les expressions matricielles par
des expressions vectorielles.
Il reste à présent à déterminer le terme Qim(q) =
∫
Cq
∇E⊤im
∂Cq(u)
∂q
du. Le gradient de
l’image est déﬁni par ∇I = (Ix, Iy) et la norme du gradient est donnée par :
‖ ∇I ‖=
√
I2x + I
2
y (3.19)
Etant donné que nous avons déﬁni dans notre étude l’énergie issue de l’image par Eim =
− ‖ ∇I ‖, le calcul du gradient de l’énergie nous donne :
∇E⊤im = −∇ ‖ ∇I ‖= −(‖ ∇I ‖x, ‖ ∇I ‖y) (3.20)
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Le résultat du calcul des dérivées partielles de la courbe Cq(u) en fonction des paramètres
de la description de contour est fourni ci-dessous :
∂Cq(u)
∂q
=

∂x(u)
∂q
∂y(u)
∂q
 (3.21)
où :
∂x(u)
∂q
=

∂x
∂a0
= 1
∂x
∂ak
= cos(ku)
...
∂x
∂bk
= sin(ku)
...
∂x
∂c0
= 0
∂x
∂ck
= 0
...
∂x
∂dk
= 0
...

(3.22)
∂y(u)
∂q
=

∂y
∂a0
= 0
∂y
∂ak
= 0
...
∂y
∂bk
= 0
...
∂y
∂c0
= 1
∂y
∂ck
= cos(ku)
...
∂y
∂dk
= sin(ku)
...

(3.23)
avec k = 1 . . . h où h correspond au nombre d’armoniques du contour.
Nous pouvons à présent déterminer la partie droite de l’équation Eq.(3.12) à partir de
Eq.(3.20) et Eq.(3.21) et nous obtenons :
Qim(q) = −
∫
Cq
(
∂x(u)
∂q
‖ ∇I ‖x +∂y(u)
∂q
‖ ∇I ‖y)du (3.24)
Finalement l’équation Eq.(3.12) peut être résolue à partir de Eq.(3.18) et Eq.(3.24) à l’aide
de l’équation récursive Eq.(3.14).
3.3 Initialisation
Un des problèmes majeurs des contours actifs paramétriques est leur sensibilité à leur
initialisation. En eﬀet, il est bien connu que le contour actif doit être initialisé proche du
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contour réel sous peine de le voir diverger, le terme de gradient introduit dans f n’étant
pertinent que dans un proche voisinage du contour réel. Diﬀérentes approches ont été pro-
posées pour traiter ce problème, signalons par exemple [Xu 1998] où une image de diﬀusion
du gradient est utilisée pout augmenter le domaine de convergence du contour.
3.3.1 Initialisation basée sur une force de pression
Il est également possible d’introduire des forces de pressions qui, de manière imagée,
permettent de gonﬂer ou de dégonﬂer le contour actif pour qu’il atteigne le contour réel
[Cohen 1991], il est alors nécessaire de calculer la normale en tout point du contour actif.
Néanmoins, ces deux approches restent très gourmandes en temps de calcul. Nous proposons
ci-après une première approche basée sur des forces de pression qui a l’avantage d’être plus
rapide.
En eﬀet, comme souligné dans [Cohen 1993], les forces de pression peuvent s’interpréter
comme le gradient d’un terme d’énergie de surface Esurf et donc comme dérivant d’une
énergie potentielle U = Esurf . Plus précisément, nous déﬁnissons Esurf tel que Esurf = αSq
avec Sq la surface à l’intérieur du contour actif et α un scalaire. Selon le signe de α la surface
va croître ou décroître permettant ainsi une initialisation à l’intérieur ou à l’extérieur du
contour réel.
Dans le cas général, le calcul de ce terme de surface est complexe et n’a donc pas d’intérêt.
En revanche, dans le cas d’une description du contour par les descripteurs de Fourier ou
pour la signature polaire, il est très simple à calculer par le théorème de Green-Riemann :
Sq = π
h∑
k=1
k(akdk − bkck) (3.25)
et par suite il devient très simple d’intégrer ce nouveau terme d’énergie Esurf pour obtenir
la nouvelle équation d’évolution du contour actif en calculant le terme de force associée
fsurf et en l’intégrant dans Eq.(3.10). Il vient en eﬀet simplement :
fsurf =
∂Esurf
∂q
= Sp (3.26)
avec 
S = αdiag(0, π · · ·hπ, π · · ·hπ, 0, π · · ·hπ, π · · ·hπ)
p = (0, d1 · · · dh,−c1 · · · − ch, 0,−b1 · · · − bh, a1 · · · ah)
(3.27)
En exprimant le vecteur p à partir des coordonnées généralisées q selon q = Ap, la force
de surface s’exprime en fonction de q par :
fsurf = K3q = (SA
−1)(Ap) (3.28)
avec : 
A = Antidiag(1, 1 · · · 1,−1 · · · − 1, 1,−1 · · · − 1, 1 · · · 1)
K3 = SA
−1
(3.29)
En ajoutant cette force à la partie gauche de Eq.(3.12), nous obtenons ainsi toujours un
système diﬀérentiel dont les matrices sont diagonales avec cette fois-ci K = K1 +K2 +K3.
Dans ces conditions, la partie gauche de Eq.(3.12) devient :
Cq˙+Kq = Qim(q) = −
∫
Cq
∇E⊤im(u)
∂Cq(u)
∂q
du (3.30)
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et la formulation récursive (3.14) fournissant le vecteur des paramètres du contour reste la
même en considérant la nouvelle matrice K.
3.3.2 Initialisation basée sur le seuillage adaptatif
Une deuxième solution que nous proposons pour initialiser le contour actif est d’utiliser
un algorithme d’extraction de région basé sur le codage de Freeman. Le médecin indique
tout d’abord dans l’image initiale l’élément anatomique à suivre en cliquant avec sa souris
sur un point G appartenant à la section de l’élément anatomique d’intérêt. Ce point déﬁnit
ainsi le germe de l’algorithme d’extraction de région que nous développons ci-après et qui
fournit en sortie un ensemble des points de contours permettant d’initialiser le contour actif
proche du contour réel de l’objet d’intérêt.
(a) (b)
Figure 3.5 – Résultat obtenu de la méthode du contour actif avec initialisation en un seul
clic. (a) : L’image binaire obtenue avec le seuillage optimal. (b) : Le résultat du contour
actif avec la méthode d’un seul clic (nombre d’harmoniques h = 6).
La première étape de l’algorithme d’extraction de région consiste à réaliser une binarisa-
tion de l’image échographique. Cette opération consiste à aﬀecter à chaque pixel de l’image
un niveau logique 1 (ou inversement 0) si son intensité lumineuse dans l’image échogra-
phique est supérieure à un seuil. Aﬁn d’extraire plus précisément les pixels appartenant
à la région d’intérêt, nous proposons d’adapter automatiquement le seuil avec la méthode
d’Otsu [Otsu 1979] à partir de l’histogramme calculé sur une fenêtre englobant la région
extraite dans l’image précédente. Plus de détails sur cette méthode d’Otsu sont fournis dans
l’annexe B.
En pratique, les niveaux de gris de l’image échographique sont codés en 8 bits (L = 256
niveaux). Soit N le nombre de pixels à l’intérieur de la fenêtre déﬁnie par le coin supérieur
gauche B1 et le coin inférieur droit B2, nl le nombre de pixels du niveau de gris l, avec
l ∈ L. La valeur optimale k∗ du seuil de binarisation fournie par la méthode d’Otsu est
celui qui maximise la variance σ2B(k) entre les 2 classes de niveaux d’intensité de l’image,
pour 1 ≤ k < L. Cette variance est calculée par l’expression :
σ2B(k) =
[µTω(k)− µ(k)]2
ω(k)[1− ω(k)] (3.31)
où ω(k) et µ(k) sont respectivement les moments cumulatifs d’ordre 0 et 1 de l’histogramme
de niveau de gris k. µT est le niveau de gris moyen de la fenêtre d’intérêt.
Une fois que cette opération de seuillage a été eﬀectuée, l’extraction des pixels consti-
tuant le contour de la région binaire d’intérêt est réalisée à l’aide de la méthode du codage
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de Freeman [Freeman 1977]. Cette méthode consiste dans un premier temps à initialiser un
germe G à l’intérieur de la région binaire (Figure 3.6.(a)) dont nous cherchons à extraire
les pixels du contour. L’algorithme compare ensuite itérativement la valeur logique (couleur
en noir ou blanc) des pixels positionnés à droite du germe en suivant une trajectoire hori-
zontale dans l’image. Si un changement de couleur du pixel est détecté, un premier point
du contour a été détecté. Les coordonnées de ce pixel sont mémorisées dans un tableau
et l’algorithme recherche à partir de cette nouvelle position le pixel voisin ayant la même
couleur en prenant successivement les directions indiquées à la Fig.3.6.(b) et sans revenir en
arrière. Chaque fois qu’un pixel de même couleur est détecté, ses coordonnées sont mémo-
risées dans le tableau constituant la liste des pixels du contour. Cette opération est répétée
jusqu’à l’obtention d’un contour fermé. La liste des pixels du contour de la région d’intérêt
est ensuite utilisée pour initialiser la position du contour actif dans l’image originale en
niveau de gris.
(a) (b)
Figure 3.6 – (a) : La recherche du contour à partir de la position du germe. (b) : Les
directions balayées par l’algorithme de codage de Freeman.
3.4 Changement topologique
En pratique, l’objectif du traitement d’images est de détecter et suivre dans une séquence
d’images échographiques un élément anatomique d’intérêt aﬁn de pouvoir extraire des in-
formations visuelles géométriques qui seront utilisées par la commande par asservissement
visuel d’un système robotique. L’initialisation du contour est réalisée manuellement par le
médecin dans une coupe initiale puis réalisée automatiquement dans les images suivantes
à partir de la dernière position atteinte du contour actif. Les organes qui nous intéressent
plus particulièrement sont la vésicule biliaire ainsi que diﬀérentes veines et en particulier
la veine porte hépatique. Sans adaptation, la méthode du contour actif n’est cependant
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pas capable de suivre la section d’élément anatomique qui se modiﬁe trop rapidement dans
l’image lors du déplacement de la sonde.
(a) (b)
Figure 3.7 – (a) : La section de la vésicule biliaire est similaire à une ellipse. (b) : La
section de la vésicule biliaire est similaire à un segment après rotation de la sonde selon son
axe propre.
Ainsi, le suivi de la vésicule biliaire est diﬃcile à eﬀectuer car sa forme peut changer
rapidement lorsqu’une rotation selon l’axe propre de la sonde est appliquée comme l’illustre
la Fig.3.7.
Un autre problème qui peut être rencontré est un changement de topologie de la section
observée et plus particulièrement une séparation de la section de l’élément anatomique
d’intérêt en deux parties comme le montre la Fig.3.8. Dans ce cas, un seul contour actif
paramétrique n’est pas capable de suivre les deux sections. Il est donc nécessaire d’adapter
l’algorithme de segmentation pour tenir compte de ce changement de topologie de l’organe
observé.
(a) (b)
Figure 3.8 – (a) : La coupe de la veine est constituée par une seule section. (b) : La coupe
de la veine est constituée par deux sections.
L’algorithme que nous proposons consiste à initialiser automatiquement un ou deux
contours actifs si un changement de topologie de la section est observé. Le ou les contours
actifs sont également réinitialisés automatiquement si une variation brutale de la section est
observée entre deux images consécutives. Aﬁn de détecter la variation brutale de la section
ou un changement de topologie, nous proposons d’utiliser en complément de la méthode du
contour actif un algorithme de détection de région utilisant un critère de sélection basé sur
l’intensité des niveaux de gris des pixels de l’image.
Cet algorithme est basé sur la méthode d’extraction de région que nous avons présenté
dans la sous section 3.3.2. Etant donné que cette extraction de région est réalisée sur une
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image binaire, elle a l’avantage d’être très rapide mais l’inconvénient d’être peu précise.
Cependant, cette méthode d’extraction n’est pas utilisée pour remplacer le contour actif,
mais pour initialiser un ou plusieurs contours actifs en fonction du changement de topologie
ou de variation brutale de la section.
Aﬁn de prendre en compte une modiﬁcation éventuelle de la topologie de la section dans
les images suivantes de la séquence, c’est à dire la séparation de la section en deux parties
ou la fusion de deux sections, comme l’illustrent respectivement les Fig.3.13 et Fig.3.14,
nous proposons d’utiliser deux contours actifs dont l’activation ou la désactivation est gérée
automatiquement en fonction de l’évolution de la topologie observée. Le principe pour
détecter le changement de topologie est de comparer le barycentre de 2 régions extraites
à partir de 2 germes qui ont été initialisés à gauche et à droite le long de l’axe principal
de l’élément anatomique d’intérêt. Si les barycentres des deux régions sont identiques, il
n’y pas de changement de topologie. Par contre s’ils sont diﬀérents, il y alors changement
de topologie. Avec ce critère de détection, il est alors possible d’ajouter un contour actif
supplémentaire dont l’initialisation est réalisée automatiquement à partir des points de
contour fournis par l’algorithme d’extraction de région, lequel a permis de vériﬁer le critère.
3.5 Implantation sur carte graphique
A présent, nous nous intéressons à fournir une solution permettant de garantir une
exécution en temps réel de la méthode du contour actif proposée. Le temps de calcul est
relié, d’une part, à la complexité de l’algorithme proposé et, d’autre part, à la performance
du micro-ordinateur (PC) utilisé. L’utilisation des descripteurs de Fourier permet déjà de
diminuer la complexité de l’algorithme du fait que les matrices C et K = K1 + K2 +
K3, impliquées dans la formulation récursive du vecteur des paramètres généralisés, sont
toutes diagonales. Il en résulte ainsi une première simpliﬁcation des calculs. Aﬁn d’accroitre
davantage la rapidité des calculs, la solution complémentaire, que nous proposons ci-après,
consiste à augmenter les performances calculatoires du PC.
Habituellement, quand nous parlons de la performance d’un ordinateur, nous considérons
les performances du processeur central (CPU) du PC, la taille du cache dans le processeur, le
temps de communication entre le processeur et la mémoire. Depuis 2005, une plateforme de
programmation nommée CUDA (Compute Uniﬁed Device Architecture) a été introduite par
la société NVIDIA pour permettre l’exécution de calculs parallèles intensifs sur les multiples
processeurs d’une carte graphique et permettant ainsi d’alléger la charge de calculs sur le
CPU du PC.
Dans cette section, après avoir présenté la technologie CUDA, nous analyserons la pos-
sibilité de paralléliser l’algorithme du contour actif puis proposerons une solution d’implan-
tation utilisant les ressources calculatoires du processeur graphique (GPU).
3.5.1 CUDA
La technologie GPGPU (General-Purpose Computing on Graphics Processing Units),
consiste à utiliser un GPU pour exécuter des calculs classiquement exécutés par CPU.
CUDA est une architecture de GPGPU développée par NVIDIA, qui permet de programmer
des GPU en langage C.
L’intérêt d’utiliser une carte graphique au lieu d’un processeur central est de bénéﬁcier
du nombre important de processeurs disponibles dans la carte graphique. Le table 3.1
compare les caractéristiques d’un processeur central “Intel Xeon W3670” par rapport à
celles d’un GPU d’une carte graphique “Nvidia GeForce GTX 580”. La fréquence reﬂète la
rapidité d’exécution d’une instruction de calcul, et le nombre de cœurs (cores) détermine le
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nombre de calculs pouvant être exécutés simultanément. Nous pouvons noter, que même si
la fréquence d’horloge du CPU est beaucoup plus haute que celle du GPU, le GPU contient
plus de cores et permet donc d’exécuter plus d’opérations de calculs que le CPU dans
le même intervalle de temps. Par conséquent, si les calculs d’un algorithme peuvent être
exécutés en parallèle, le GPU peut alors fournir un résultat plus rapidement que le CPU.
Intel Xeon W3670 Nvidia GeForce GTX 580
Nb. de cores 6 512
Horloge processeur (MHz) 3200 1544
Table 3.1 – Les caractéristiques d’un processeur central et d’une carte graphique.
En revanche, le GPU n’est pas capable de lire directement les données dans une mémoire
globale (mémoire de l’ordinateur). Un transfert de données entre la mémoire globale et la
mémoire embarquée (la mémoire de la carte graphique) est nécessaire. En raison de la
limitation de la bande passante de la norme PCI Express, la transmission des données entre
le CPU et GPU ou inversement prend du temps. Pour éviter un goulot d’étranglement
à ce niveau, il faut donc limiter le nombre de transmissions des données CPU/GPU aﬁn
de garantir un temps d’exécution faible de l’algorithme considéré. Autrement dit, pour
comparer le temps d’exécution d’un algorithme mis en œuvre sur CPU ou GPU,le temps
de transmission des données doit être pris en compte.
L’architecture de CUDA est présentée à la Fig. 3.9. un “kernel” (noyau) est un processus
exécuté sur CPU qui permet d’appeler une fonction de calcul programmée sur la carte
graphique. La structure du GPU est constituée par une grille de “block”. Chaque block
contient plusieurs “threads” (tâches) qui sont exécutées simultanément. Les données d’entrée
doivent être préalablement stockées dans la mémoire embarquée et, après exécution des
tâches, les résultats sont également écrits dans la mémoire embarquée. Il est alors nécessaire
de transférer les résultats dans la mémoire globale du CPU pour qu’ils soient accessibles
par ce dernier.
L’exemple ci-après présente la mise en œuvre d’une addition vectorielle C = A+B sur
CUDA aﬁn d’expliquer concrètement la démarche de programmation à suivre.
La première étape consiste à allouer les zones de mémoire des vecteurs A,B et C de
taille N sur la mémoire embarquée et de transférer les valeurs des vecteurs A et B de la
mémoire globale du PC (RAM) vers la la mémoire embarquée.
// Allocation mémoire
float *d_A, *d_B, *d_C;
cudaMalloc( (void**) &d_A, N * sizeof(float));
cudaMalloc( (void**) &d_B, N * sizeof(float));
cudaMalloc( (void**) &d_C, N * sizeof(float));
// copie le vecteur A et B.
cudaMemcpy( d_A, h_A, N * sizeof(float), cudaMemcpyHostToDevice) );
cudaMemcpy( d_B, h_B, N * sizeof(float), cudaMemcpyHostToDevice) );
La fonction suivante est exécutée en parallèle sur chaque thread. La variable blockDim
correspond à la taille de chaque block. blockIdx correspond à l’indice du block et threadIdx
à celui du thread appartenant au block considéré. Chaque thread permet ainsi de calculer
une composante scalaire de la sommes C = B +A.
//
__global__void vecAdd(float* A, float* B, float* C)
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Figure 3.9 – Architecture du CUDA sur carte graphique.
{
int i = threadIdx.x+ blockDim.x* blockIdx.x;
C[i] = A[i] + B[i];
}
La fonction vecAdd est appelée par une fonction main classique du langage C, le premier
terme N/256 spéciﬁe la taille de chaque block “blockDim” à créer et le terme 256 indique
le nombre total de blocks qui sont à exécuter simultanément par la fonction vecAdd. Le
résultat du vecteur C est enregistré dans la mémoire embarquée :
int main()
{
vecAdd<<< N/256, 256>>>(d_A, d_B, d_C);
}
Les commandes ci-dessous permettent de récupérer le vecteur C à partir de la mémoire
embarquée et libérer les diﬀérentes mémoires allouées sur la carte graphique :
// copie le vecteur C.
cudaMemcpy(h_C, d_C, N * sizeof(float), cudaMemcpyDeviceToHost));
// Libère les mémoires embarquées
cudaFree(d_A);
cudaFree(d_B);
cudaFree(d_C);
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3.5.2 Étude d’optimisation
Nous cherchons à implanter l’algorithme proposé sur GPU en utilisant CUDA. Dans la
relation Eq.(3.14), les matrices diagonales C et K sont constantes et pré-calculées avant
d’exécuter la méthode. Le vecteur qt est le résultat optimal obtenu à l’itération précédente.
Nous proposons, d’une part, de paralléliser le calcul du termeQim(q) = −
∫
Cq
∇E⊤im(u)
∂Cq(u)
∂q
du
sur GPU. D’autre part, pour gagner du temps au niveau des transmissions, nous proposons
également de paralléliser la méthode d’Euler explicite sur GPU.
Nous déﬁnissons le gradient de l’énergie potentielle de l’image pour un point n donné
du contour par ∇Eim(n) = −(‖ ∇I(n) ‖x, ‖ ∇I(n) ‖y). L’expression du terme Qim(q)
s’obtient alors en eﬀectuant la somme suivante :
Qim(q) = −
N∑
n=1
∂x(n)
∂q
‖ ∇I(n) ‖x −
N∑
n=1
∂y(n)
∂q
‖ ∇I(n) ‖y (3.32)
avec N le nombre de points total du contour actif. Les dérivées partielles
∂x(n)
∂qi
et
∂y(n)
∂qi
sont également constantes et pré-calculées.
3.5.3 Algorithme et implantation
En pratique, les diﬀérentes étapes permettant de réaliser ces optimisations de l’algo-
rithme du contour actif sur GPU sont :
– Étape 1 : Allocation de la mémoire embarquée et copie des termes constants C, K,
∂x(n)
∂qi
et
∂y(n)
∂qi
de la mémoire globale vers la mémoire embarquée.
– Étape 2 : A l’initialisation (t = 0), le terme qt=0 est copié de la mémoire globale
vers la mémoire embarquée.
– Étape 3 : Copie de l’image échographique courante de la mémoire globale vers la
mémoire embarquée.
– Étape 4 : Calcul du terme ‖ ∇I ‖ de manière parallèle. Les valeurs de la norme du
gradient de tous les pixels appartenant à la fenêtre d’intérêt sont calculées simultané-
ment par des threads parallèles.
– Étape 5 : Calcul du gradient spatial ∇Eim de manière parallèle.
– Étape 6 : Calcul du terme Qim de l’Eq. (3.32) parallèlement.
– Étape 7 : Calculer le terme qk+1 parallèlement.
– Étape 8 : Si |qt+1 − qt| > ε, l’indice t est incrémenté et le programme retourne à
l’étape 5.
– Étape 9 : Si |qt+1 − qt| ≤ ε, le vecteur qt+1 est copié de la mémoire embarquée à la
mémoire globale.
– Étape 10 : Retour à l’étape 3 pour traiter la prochaine image de la séquence vidéo.
3.6 Résultats obtenus
Un simulateur a été développé aﬁn de tester la méthode de contour actif proposée. Ce
simulateur consiste à charger un volume dense binaire ou échographique, puis à simuler
le mouvement d’une sonde virtuelle qui génère une série de coupes par interpolation. La
méthode proposée est tout d’abord testée sur des objets artiﬁciels binaires ayant des formes
convexes ou concaves. Par la suite, le contour actif est testé sur des coupes issues d’un
volume échographique dense préalablement acquis avec une sonde 2D robotisée.
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3.6.1 Résultats obtenus sur des images binaires
Nous testons dans un premier temps la méthode utilisant les descripteurs de Fourier
sur des images binaires. La Fig.3.10 présente les résultats obtenus pour diﬀérentes formes
d’objet. L’initialisation du contour indiquée par la courbe verte a été réalisée à l’intérieur de
la section de l’objet avec le scalaire α déﬁni négatif de l’équation Eq.(3.26). Nous pouvons
vériﬁer que le contour actif a correctement convergé (courbe rouge) sur le contour réel des
objets de forme convexe (Fig.3.10.a et Fig.3.10.b) ainsi que sur celui de l’objet de forme
concave (Fig.3.10.c).
(a) (b) (c)
Figure 3.10 – Résultats de la méthode du contour actif basée sur les descripteurs de
Fourier. Courbe verte : contour actif à la position initiale. Courbe rouge : contour actif
après convergence. (a) et (b) : Objet de forme convexe (h = 6). (c) : Objet de forme
concave (h = 6).
La Fig.3.11 présente diﬀérents contours actifs obtenus en fonction du nombre d’har-
moniques h pour la même section. Bien entendu, nous obtenons une meilleure détection
du contour lorsque le nombre d’harmoniques est élevé. Cependant, un nombre important
d’harmoniques augmente également le temps de calcul. Par conséquent, nous ﬁxerons h = 6
dans les expérimentations suivantes.
(a) (b) (c)
Figure 3.11 – Contours actifs obtenus pour diﬀérents nombres d’harmoniques. (a) h = 3.
(b) h = 5. (c) h = 7.
3.6.2 Résultats obtenus sur des images échographiques
A présent, nous testons la méthode sur des images échographiques d’un fantôme en ini-
tialisant manuellement le contour actif au voisinage de la section de l’élément anatomique
d’intérêt. La Fig.3.12.a présente le résultat de la méthode sur une section de forme convexe
correspondant à la coupe d’un objet ellipsoïdal. Les Fig.3.12.b et 3.12.c présentent respec-
tivement les résultats obtenus par la méthode basée sur la signature polaire [Collewet 2009]
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et celle basée sur les descripteurs de Fourier dans le cas où l’objet considéré est de forme
concave. Les contours actifs basés sur les descripteurs de Fourier convergent comme prévu
sur les contours réels des diﬀérents objets contrairement au contour actif basé sur la signa-
ture polaire qui ne converge que dans le cas d’objets de forme convexe.
(a) (b) (c)
Figure 3.12 – Résultats obtenus sur des images échographiques. (a) : Objet de forme
convexe avec contour actif basé sur les descripteurs de Fourier (h = 6). (b) : Objet de
forme concave avec contour actif basé sur la signature polaire (h = 6). (c) : Objet de forme
concave avec contour actif basé sur les descripteurs de Fourier (h = 6).
3.6.3 Résultats obtenus lors du changement de topologie
(a) (b) (c)
Figure 3.13 – Changement de topologie : Séparation en deux régions (h = 6). (a) : Contour
initial. (b) : contour détecté sur une image intermédiaire. (c) : Contours détectés après la
séparation.
(a) (b) (c)
Figure 3.14 – Changement de topologie : Fusion de deux régions (h = 6). (a) : Contour
initial. (b) : contour détecté sur une image intermédiaire. (c) : Contour détecté après la
fusion.
La méthode de suivi par contour actif avec prise en compte du changement topologique
a été validée dans un premier temps sur un objet binaire. Les résultats sont présentés
par les ﬁgures 3.13 et 3.14. Nous pouvons vériﬁer que la méthode proposée s’adapte au
changement de topologie de l’objet. La Fig.3.15 montre les résultats obtenus à partir d’une
séquence d’images présentant un changement de topologie de la veine porte hépatique. Ces
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résultats obtenus à partir d’une séquence d’images échographiques démontrent la validité
de la méthode proposée.
(a) (b) (c)
Figure 3.15 – Le suivi de la veine porte (h = 6). (a) : contour initial. (b) : contour détecté
sur une image intermédiaire. (c) : contours détectés après séparation en deux sections.
3.6.4 Comparaison des temps de calculs sur CPU et GPU
Les résultats suivants sont obtenus avec un PC équipé d’un CPU dual core Intel Xeon
5160, de 4Gb mémoire et d’une carte graphique NVIDIA GeForce GTX 285 dont le GPU
contient 240 cores.
Plusieurs essais ont été conduits pour comparer les performances des algorithmes implé-
mentés sur CPU et GPU, avec diﬀérents nombres d’harmoniques h et nombres N de points
du contour. Comme le montre la Table 3.2, l’algorithme implémenté sur GPU consomme
moins de temps par rapport à la version CPU pour tous les tests eﬀectués. Nous pouvons
noter que plus h et N augmentent, plus la diﬀérence de temps de calcul entre les deux
implémentations est importante.
Temps de calcul
h N algorithme en CPU algorithme en GPU
3
100 75ms 29ms
400 82ms 35ms
6
100 80ms 31ms
400 95ms 40ms
Table 3.2 – Le temps de calcul de l’algorithme implémenté en CPU et en GPU en fonction
du nombre d’harmoniques h et du nombre de points N .
3.7 Conclusion
Nous avons présenté dans ce chapitre une méthode de contour actif paramétrique op-
timale basée sur les descripteurs de Fourier. L’avantage de paramétrer le contour actif par
les descripteurs de Fourier est de permettre la détection et le suivi de contours convexes et
concaves. De plus, l’utilisation des descripteurs de Fourier fournit une expression récursive
des paramètres généralisés impliquant uniquement des matrices diagonales. Il en résulte
ainsi une réduction de la complexité des calculs. Une méthode a également été proposée
pour ré-initialiser le contour actif automatiquement lorsque des changements topologiques
sont détectés dans l’image courante. De plus, nous avons implémenté la méthode du contour
actif sur un processeur graphique (GPU) aﬁn de réduire le temps de calcul.
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Les méthodes proposées ont été validées tout d’abord sur des coupes d’objets binaires,
puis sur des images échographiques réelles. Le temps de calcul est inférieur à 40ms et permet
donc l’utilisation de la méthode dans des applications de commande robotique.
Chapitre 4
Modes autonomes d’assistance à
la télé-échographie robotisée
Dans la section 1.4 du premier chapitre, nous avons souligné les problèmes rencontrés
par l’expert lorsqu’il télé-opère un robot de télé-échographie portable à l’aide d’une sonde
ﬁctive. Une des diﬃcultés est la perte de visibilité d’un organe d’intérêt lors de son ex-
ploration. Il existe trois raisons qui peuvent entraîner cette perte visuelle. La première
est le déplacement de l’organe d’intérêt dû au mouvement physiologique du patient, la se-
conde est un mouvement involontaire du patient ou du technicien portant le robot, et la
troisième est l’application d’une trajectoire inappropriée à la sonde par l’expert durant la
télé-opération. Si la perte se produit, le médecin doit alors faire appel au technicien pour
repositionner correctement le robot. De plus, si la qualité du réseau de communication se
dégrade, il n’est alors plus possible de télé-opérer la sonde à distance en raison des retards
des échanges de données entre les deux sites. Pour assister le médecin, nous proposons dans
ce chapitre diﬀérents modes de guidage autonome de la sonde dont la plupart sont basés
sur des asservissements visuels échographiques.
Ce chapitre est composé de cinq sections. La première présente brièvement quatre tâches
robotiques que nous proposons de mettre en œuvre pour assister la télé-échographie. Ces
tâches peuvent être activées à la demande de l’expert. Les approches proposées pour réaliser
ces tâches sont développées dans les sections 4.2 à 4.5 puis validées à partir de résultats de
simulations et d’expérimentations que nous présentons dans la section 4.6.
4.1 Définition des tâches d’assistance
Aﬁn d’assister l’expert, nous proposons plusieurs modes de commande automatique du
robot porteur de sonde. Nous envisageons d’implémenter ces fonctionnalités sur un robot à
4 DDL développé dans le cadre du projet ANR Prosit. Ce robot permet d’orienter la sonde
selon les trois rotations θx, θy et θz autour des axes X, Y et Z du repère de l’eﬀecteur. Le
quatrième degré de liberté correspond quant à lui à la translation le long de l’axe principal
de la sonde. Il est télé-opéré par le médecin ou contrôlé automatiquement de manière à
appliquer un eﬀort de contact constant entre la sonde et le patient.
Les fonctionnalités d’assistance que nous proposons correspondent aux tâches robotiques
suivantes :
– Tâche de balayage automatique. La première tâche (section 4.2) est un balayage
automatique d’une zone du patient en vue d’acquérir un volume dense échographique.
L’étude porte plus particulièrement sur le développement d’une solution permettant
de reconstruire le volume observé à partir d’un ensemble de coupe 2D acquises lors
du balayage.
– Tâche de récupération de section anatomique. La deuxième tâche (section 4.3)
est une tâche de positionnement automatique de la sonde en vue de retrouver une
section d’intérêt qui a été indiquée préalablement par l’expert durant l’examen.
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– Tâche de positionnement à partir d’une échographie virtuelle. Cette tâche
(section 4.4) concerne quant à elle le positionnement automatique de la sonde pour
atteindre une section préalablement déﬁnie pas l’expert lors d’une échographie vir-
tuelle. Cette dernière est réalisée par l’expert sur le volume échographique reconstuit
après le balayage automatique.
– Tâche de maintien de visibilité. L’objectif de la quatrième tâche (section 4.5)
est de garantir automatiquement la visibilité d’une section d’intérêt dans la coupe
échographique lors de la téléopération, aﬁn de pallier une mauvaise manipulation de
la sonde par l’expert ou un mouvement involontaire du patient ou de l’assistant pa-
ramédical portant le robot.
4.2 Tâche de balayage automatique
Cette tâche consiste à appliquer à la sonde une trajectoire prédéﬁnie permettant d’ob-
server une zone du patient sous diﬀérents angles de coupe. Le positionnement du robot est
eﬀectué par une commande en position utilisant en entrée directement la mesure de pose
de la sonde obtenue à partir de l’odométrie du robot et de son modèle géométrique. Le
balayage réalisé permet ainsi de récupérer un ensemble de coupes échographiques avec leurs
poses associées qui sont exprimées dans le repère de base du robot. Le principe est similaire
à celui d’une sonde échographique 3D motorisée qui a été introduit à la section 1.1.3 et dont
plusieurs variantes de balayage peuvent être considérées (voir Fig.1.6(c)). Dans notre étude,
étant donné que le robot considéré ne permet pas d’appliquer de translations latérales à
la sonde, nous avons choisi d’appliquer une rotation latérale autour de l’axe X du repère
de l’eﬀecteur. Lors du balayage, la translation le long de l’axe principal de la sonde est
contrôlée par une commande en eﬀort aﬁn de maintenir une force de contact désirée entre
la sonde et le patient. Au ﬁnal, la disposition des coupes acquises lors de ce balayage est
illustrée à la Fig.4.1(a).
Nous considérons le cas le plus général où le point de contact entre la sonde et la peau
du patient est diﬀérent du centre de rotation du repère de l’eﬀecteur. Un ensemble de n
images échographiques I = (I0, I1, . . . , In) est constitué en acquérant plusieurs images avec
leur pose associée. Chaque image I contient nl × nc pixels. Etant donné que le balayage
est réalisé par une rotation latérale de l’eﬀecteur à vitesse constante, le volume mémorisé
est constitué d’un ensemble de coupes disposées à intervalle angulaire régulier (Fig.4.1(a)).
Les données d’intensité en niveau de gris du volume sont par conséquent exprimées dans
un repère sphérique.
Toutefois, cette représentation en coordonnées sphériques n’est pas idéale pour faciliter
la mise en œuvre de traitements informatiques ultérieurs tels que le ﬁltrage et la visua-
lisation du volume. De plus, le standard DICOM (Digital Imaging and Communications
in Medicine), actuellement utilisé dans le domaine de l’imagerie médicale pour échanger
les données entre utilisateurs, impose qu’une image 3D soit constituée à partir d’une série
d’images 2D parallèles. Par conséquent, nous proposons ci-après une méthode d’interpola-
tion permettant de générer des coupes échographiques parallèles à partir des coupes acquises
en vue d’obtenir une représentation du volume dans un repère cartésien.
Soit le parallélépipède rectangle (Fig.4.1 (b)) englobant l’ensemble I des images acquises
et dont les côtés de taille métrique lx, ly et lz sont alignés avec les axes du repère de base du
robot {Rb}. Ce parallélépipède délimite le volume dense que nous cherchons à constituer
par un ensemble V = (Ip0, Ip1, . . . , Ipm) d’images parallèles espacé latéralement par un
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Figure 4.1 – (a) Coupes acquises lors du balayage réalisé par une rotation latérale de
l’eﬀecteur du robot. (b) Coupes parallèles constituant le volume et sélection des deux coupes
Ij et Ik entourant le point p d’une image Ipi à reconstruire.
pas ﬁxé kz. Aﬁn de générer ces images parallèles, la première étape consiste à déﬁnir la
dimension en pixels mx ×my des image Ipi ainsi que le nombre d’images mz constituant
le volume. Ces paramètres sont obtenus à l’aide des facteurs d’échelle kx, ky et kz qui
permettent de convertir les mètres en pixels selon les expressions suivantes :

mx =
⌊
lx
kx
⌋
+ 1
my =
⌊
ly
ky
⌋
+ 1
mz =
⌊
lz
kz
⌋
+ 1
(4.1)
Soit p un point (pixel) appartenant à l’image Ipi dont les coordonnées métriques (x, y, z)
sont exprimées dans le repère du volume. La génération de l’image consiste alors à estimer
l’intensité Y (p) de chaque pixel p en interpolant les valeurs d’intensité des pixels des images
acquises se trouvant à proximité du point p.
A partir des coordonnées métriques (x, y, z) de p, il est possible de déterminer le couple
d’images Ij et Ik qui entoure le point p comme cela est illustré à la Fig.4.1(b). La solution
que nous proposons consiste à estimer l’intensité du point p à partir des mesures d’intensité
de 12 pixels. Parmi ces pixels, les 6 pixels que nous désignons par j1, . . . , j6 appartiennent
à l’image Ij et les 6 autres, notés k1, . . . , k6, sont contenus dans l’image Ik comme présenté
à la Fig. 4.2(a). Ces groupes de pixels contiennent respectivement les 6 pixels les plus
proches de la projection orthogonale du point p dans l’image Ij et celle dans l’image Ik.
Ces projections sont illustrées à la Fig. 4.2(b) où dj et dk correspondent respectivement aux
distances entre le point p et les points projetés pj et pk sur les images Ij et Ik. L’intensité
Y˜ (p) du point p interpolé est obtenue en deux étapes. La première étape consiste à estimer
l’intensité des points projetés pj et pk en eﬀectuant indépendamment dans les deux images
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Figure 4.2 – (a) L’intensité du pixel p est estimée par une interpolation 3D et utilisant 12
pixels, dont 6 appartiennent à l’image Ij et 6 appartiennent à l’image Ik. (b) L’intensité
du pixel p est estimée par une interpolation linéaire des intensités des points projetés pj et
pk. (c) L’intensité du point projeté pk est interpolée à partir de l’intensité des 6 pixels de
l’image Ik.
une interpolation 2D bilinéaire selon les expressions suivantes :
Y˜ (pk) =
1
2
(
dkt
dkt + dkb
Y (k4) +
dkb
dkt + dkb
Y (k3) +
dkl
dkl + dkr
Y˜ (k12) +
dkr
dkl + dkr
Y˜ (k56)
)
Y˜ (pj) =
1
2
(
djt
djt + djb
Y (j4) +
djb
djt + djb
Y (j3) +
djl
djl + djr
Y˜ (j12) +
djr
djl + djr
Y˜ (j56)
)
(4.2)
avec : 
Y˜ (k12) =
dkt
dkt + dkb
Y (k2) +
dkb
dkt + dkb
Y (k1)
Y˜ (k56) =
dkt
dkt + dkb
Y (k6) +
dkb
dkt + dkb
Y (k5)
Y˜ (j12) =
djt
djt + djb
Y (j2) +
djb
djt + djb
Y (j1)
Y˜ (j56) =
djt
djt + djb
Y (j6) +
djb
djt + djb
Y (j5)
(4.3)
et où les distances dkt , dkb , dkl , dkr dans l’image Ik sont représentées sur la 4.2(c) et les
distances djt , djb , djl , djr suivent la même déﬁnition dans l’image Ij .
Dans une seconde étape, l’intensité du pixel p est obtenue en eﬀectuant une interpolation
linéaire entre les points pj et pk selon l’expression :
Y˜ (p) ≈ dk
dj + dk
Y˜ (pj) +
dj
dj + dk
Y˜ (pk) (4.4)
Cette dernière expression est une approximation car les vecteurs supportant les dis-
tances dj et dk ne sont pas colinéaires (voir Fig. 4.2(b)). Néanmoins, cette approximation
est valable en pratique car l’angle ﬁxé entre deux coupes acquises est très faible.
Cette technique d’interpolation permet ainsi de générer l’ensemble des images parallèles
constituant le volume délimité par le parallélépipède. Bien entendu, l’information échogra-
phique utile est présente uniquement dans la portion en forme de secteur qui a été balayée
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par la sonde. Il en résulte par conséquent des zones noires dans les images parallèles aux
endroits où il n’y a pas d’intersection avec le secteur balayé. Il faut également noter, que la
précision de l’interpolation décroit en fonction de la profondeur des tissus observés (selon
l’axe Y du volume) en raison de l’écartement des points de mesures.
4.3 Tâche de récupération de section anatomique
L’objectif de cette tâche est d’orienter de manière autonome la sonde aﬁn de retrouver la
section désirée d’un élément anatomique préalablement mémorisée durant la télé-opération.
Le déroulement de la tâche se décompose selon les étapes suivantes :
– Dans un premier temps, l’expert eﬀectue son exploration par télé-opération pendant
laquelle il peut enregistrer à sa guise une ou plusieurs coupes dans une base de données.
A chaque enregistrement de coupe, la pose de la sonde associée à l’image d’intérêt est
également mémorisée dans la base.
– L’expert peut ensuite à tout moment décider d’activer la tâche de positionnement
automatique de la sonde pour retrouver une des coupes qu’il a préalablement enre-
gistrées. Si tel est son souhait, l’expert sélectionne via l’écran de sa station de télé-
échographie (IHM graphique) l’image désirée Id à récupérer et initialise le contour
actif Cd de la section d’intérêt dans cette image.
– Dès que la section d’intérêt est déﬁnie, le robot porte sonde est automatiquement
orienté de manière à atteindre la pose préalablement mémorisée avec l’image dé-
sirée. Ce déplacement automatique est eﬀectué par un asservissement en position
utilisant uniquement les mesures odométriques du robot. Il permet de réaliser un pré-
positionnement de la sonde sans retour visuel proche de l’image désirée à atteindre.
– Le contrôle des déplacements de la sonde est par la suite réalisé par un asservissement
visuel aﬁn d’aﬃner le positionnement de la sonde et de compenser automatiquement
les mouvements involontaires du patient ou de l’assistant portant le robot. A cette ﬁn,
au démarrage de l’asservissement visuel, un contour actif Cc = Cd est automatiquement
initialisé dans l’image courante à partir des points du contour issus du contour désiré
qui a été déﬁni dans l’image Id. Ce contour actif permet ainsi au système de suivre la
section d’intérêt et d’extraire des informations géométriques utilisées en entrée de la
commande par retour visuel.
– A tout moment, le médecin peut interrompre la tâche de récupération pour revenir
au mode de commande par téléopération aﬁn de poursuivre son exploration.
Nous présentons ci-après dans la section 4.3.1 l’asservissement en position mis en œuvre
lors de l’étape de pré-positionnement de la sonde. L’asservissement visuel échographique ef-
fectué ensuite pour aﬃner le positionnement de la sonde et maintenir la section de l’élément
anatomique d’intérêt est développé dans la section 4.3.2.
4.3.1 Asservissement en position
L’asservissement en position consiste à déplacer l’eﬀecteur du robot à la pose où l’image
Id a été préalablement mémorisée. La Fig. 4.3 présente les diﬀérents repères mis en jeu pour
réaliser ce positionnement. Le repère {Rb} représente le repère de la base du robot et les
repères {Re} et {Re∗} correspondent respectivement à la position courante du repère de
l’eﬀecteur et à sa position désirée à atteindre. Soient bMe et bMe∗ les matrices homogènes
décrivant respectivement les transformations du repère de la base {Rb} vers le repère {Re}
et le repère {Re∗}. La matrice homogène e∗Me caractérisant la transformation entre le
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repère {Re∗} et le repère {Re} s’obtient alors selon la relation suivante :
e∗Me =
bM−1e∗
bMe (4.5)
Cette transformation permet de déﬁnir la pose e
∗
Pe (3 translations et 3 rotations) du
repère de l’eﬀecteur courant exprimée dans le repère désiré à atteindre. L’asservissement en
position consiste alors à commander le déplacement du robot de manière à minimiser cette
mesure de pose relative.
En pratique, étant donné que nous considérons le robot de télé-échographie Prosit
à 4 DDL qui repose sur une structure à poignet sphérique, l’eﬀecteur peut se déplacer
uniquement selon les trois rotations autour de son origine. Dans ce cas, la position relative
entre le repère courant {Re} et le repère désiré {R∗e} est décrite directement par la matrice
de rotation e
∗
Re extraite de e
∗
Me. La minimisation de cette orientation relative peut par
exemple être obtenue en appliquant la loi de commande cinématique suivante :
ω = −λθu (4.6)
où ω = (ωx, ωy, ωz) est le vecteur des vitesses de rotation appliqué à l’eﬀecteur, λ est un
gain positif et θu est le vecteur représentant la rotation e
∗
Re par un angle θ autour de l’axe
unitaire u.
z
{Rb}
z
y
x
y
x
z
{Re∗}
y
x
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Figure 4.3 – Représentation des diﬀérents repères et transformations homogènes.
4.3.2 Asservissement visuel
L’asservissement en position à partir des seules mesures odométriques du robot permet
de réaliser un positionnement de la sonde à la pose où a été acquise l’image Id. Néanmoins,
entre l’instant d’acquisition de cette image dans la base de données et l’exécution de la
tâche de récupération d’une section d’intérêt, la base du robot ne se trouve pas exactement
au même endroit. En eﬀet, étant donné que le robot est porté par un technicien paramé-
dical tout au long de l’examen, la base du robot est assujettie à d’éventuels mouvements
non intentionnels du technicien. A ceci s’ajoutent également les éventuels mouvements du
patient. Il en résulte à la convergence de l’asservissement en position un décalage entre la
coupe observée et la coupe Id à atteindre car cette dernière ne se trouve plus exactement
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à la pose préalablement mémorisée dans la base de données. Cette première étape permet
donc de réaliser uniquement un pré-positionnement de la sonde à proximité de la coupe
à atteindre. Aﬁn de compenser l’ erreur résiduelle, nous proposons de poursuivre la réali-
sation de la tâche par un asservissement visuel 2D utilisant directement des informations
géométriques issues de l’image pour contrôler le déplacement de la sonde. Nous présentons
ci-après la loi de commande de l’asservissement visuel, les primitives visuelles que nous
proposons de retenir pour réaliser la tâche, ainsi que la matrice d’interaction associée à ces
primitives.
4.3.2.1 Choix des informations visuelles
La structure cinématique à 4 DDL du robot Prosit permet d’orienter la sonde uni-
quement autour de l’origine du repère de l’eﬀecteur {Re}. Il est par conséquent impossible
d’appliquer une rotation pure autour du repère de la sonde {Rs} centré dans l’image écho-
graphique car ce dernier n’est pas confondu avec celui de l’eﬀecteur. Pour cette raison, nous
déﬁnissons le repère de l’eﬀecteur comme étant le repère de commande du système.
Aﬁn de contrôler les 3 rotations de l’eﬀecteur par asservissement visuel il est nécessaire
de déﬁnir 3 primitives visuelles. Le choix idéal serait de déﬁnir des primitives visuelles
découplées entre elles et dont la variation est liée uniquement à un degré de liberté donné
du système. Ces primitives idéales permettraient d’avoir un comportement optimal de la
commande par asservissement visuel en termes de convergence. Néanmoins, en pratique, la
variation des primitives induites par le mouvement hors du plan d’observation de la sonde
est fortement dépendante de la forme de l’objet observé. Par conséquent, il est diﬃcile
de déterminer ce choix idéal et nous proposons dans la suite de considérer le vecteur s
d’informations visuelles suivant pour contrôler les 3 rotations de l’eﬀecteur :
s = (d, xg, α) (4.7)
où d =
√
a avec a l’aire de la section S de l’objet d’intérêt observé, xg la coordonnée
du centre de gravité de S selon l’axe horizontal X du repère de l’image et α l’orientation
principale de la section S dans l’image par rapport à l’axe X. Nous utilisons la racine
carrée de l’aire au lieu de l’aire aﬁn de conserver des grandeurs homogènes dans s. Ces
trois primitives visuelles géométriques sont calculées à partir de la mesure des moments
mij d’ordre 1 et 2 selon les relations :

d =
√
m00
xg =
m10
m00
α =
1
2
arctan(
2µ11
µ20 + µ02
)
(4.8)
4.3.2.2 Matrice d’interaction
La matrice d’interaction Ls reliant la variation de ses informations visuelles au torseur
cinématique vs de la sonde se compose directement en empilant les 4ème, 1ère et 3ème lignes
de la matrice d’interaction (2.26) qui a été analytiquement déterminée dans [Mebarki 2010b]
pour le vecteur d’informations (xg, yg, α,
√
a, φ1, φ2). La matrice d’interaction de dimension
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3× 6 associée à s = (d, xg, α) est ainsi donnée par :
Ls =

0 0
avz
2d
aωx
2d
aωy
2d
0
−1 0 xgvz xgωx xgωy yg
0 0 αvz αωx αωy −1

(4.9)
Les expressions analytiques des coeﬃcients de la troisième à la quatrième colonne sont
détaillées dans [Mebarki 2010b]. Comme nous l’avons signalé dans la section 2.2.3, ces coef-
ﬁcients, qui relient la variation des primitives aux mouvements hors du plan d’observation
de la sonde, sont dépendants des composantes du vecteur normal à la surface de l’objet
considéré. La forme de l’objet étant a priori inconnue il est donc nécessaire d’estimer le
vecteur normal en ligne par la méthode introduite à la section 2.3.
4.3.2.3 Loi de commande
En pratique, étant donné que nous pouvons uniquement commander les vitesses angu-
laires du repère de l’eﬀecteur, il est par conséquent nécessaire de déterminer la matrice de
dimension 3× 3 reliant la variation des 3 informations visuelles retenues aux 3 vitesses de
rotations de l’eﬀecteur ω = (ωx, ωy, ωz). Etant donné que le repère de la sonde est rigide-
ment lié au repère de l’eﬀecteur, le torseur cinématique vs de la sonde s’exprime en fonction
du torseur cinématique de l’eﬀecteur ve par la relation suivante :
vs =
sWeve (4.10)
où sWe est la matrice de changement de repère du torseur cinématique déﬁnie par
sWe =
 sRe [ste]×sRe
03×3
sRe
 (4.11)
Les composantes sRe et ste sont respectivement la matrice de rotation et le vecteur de
translation du repère de l’eﬀecteur exprimés dans le repère de la sonde. La variation de
s = (d, xg, α) en fonction du torseur cinématique de l’eﬀecteur s’obtient alors par la relation :
s˙ = Ls
sWeve (4.12)
Etant donné que la cinématique du robot Prosit permet uniquement d’appliquer une
vitesse de commande ve = (0, 0, 0, ωx, ωy, ωz), l’expression 4.12 se simpliﬁe dans ce cas par
la formulation :
s˙ = Lωω (4.13)
où Lω est une matrice de dimension 3× 3 déﬁnie selon :
Lω = Ls
 [ste]×sRe
sRe
 (4.14)
Finalement, en considérant la loi de commande cinématique classique (2.4) qui a été
introduite dans le chapitre 2, nous déterminons la vitesse angulaire de commande à appliquer
à l’eﬀecteur du robot selon l’expression :
ω(t) = −λL̂ω
−1
(s(t)− s∗) (4.15)
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où λ un gain positif, s correspond au vecteur des valeurs courantes des 3 primitives visuelles
et s∗ sont les valeurs désirées associées à l’image désirée à atteindre qui a été préalablement
mémorisée dans la base de données. La matrice L̂ω est calculée selon (4.14) à partir d’une
estimation de la matrice d’interaction Ls courante et de la pose relative connue entre le
repère de la sonde et l’eﬀecteur du robot. Nontons que la stabilité asymptotique globale du
système est assurée si la condition LωL̂ω
−1
> 0 est vériﬁée [Chaumette 2006].
4.4 Tâche de positionnement à partir d’une échographie
virtuelle
Lorsque les performances du réseau de communication entre les sites expert et patient
se dégradent à un niveau où il n’est plus possible d’eﬀectuer la téléopération de la sonde en
temps réel, la solution que nous proposons est de fournir au médecin un volume échogra-
phique dense dans lequel il pourra réaliser une échographie virtuelle du patient. Ce volume
est obtenu par la tâche de balayage automatique puis est transmis à l’expert de manière
hors ligne. Le médecin peut ensuite charger ce volume à l’aide d’une application logicielle
lui permettant de manipuler une sonde virtuelle. La coupe observée par le médecin corres-
pond dans ce cas à une coupe virtuelle générée par interpolation à partir du volume dense.
Dès que l’expert a trouvé une coupe virtuelle intéressante pour son diagnostic, il a alors
la possibilité de la transmettre au site du patient pour qu’elle devienne la coupe désirée
à atteindre par la sonde réelle. Le positionnement du robot est alors réalisé par la même
commande locale développée pour la tâche de récupération présentée précédemment. Dans
ce cas, l’image désirée ainsi que sa pose sont extraites à partir du volume échographique
dense. Néanmoins, à la convergence de l’asservissement visuel il est possible que l’image
observée soit légèrement diﬀérente de l’image désirée puisque cette dernière a été générée
par interpolation.
Le logiciel d’échographie virtuelle proposé est développé autour d’un simulateur qui
permet de charger l’ensemble des images parallèles générées par la tâche de balayage auto-
matique. Pour l’instant le déplacement de la sonde virtuelle est commandé par l’action du
médecin sur sa souris d’ordinateur. A court terme, nous envisageons d’interfacer au logiciel
d’échographie virtuelle les signaux de la sonde haptique du système de télé-échographie
pour réaliser l’exploration du volume dense en manipulant directement la sonde haptique.
4.5 Tâche de maintien de visibilité
Cette tâche permet d’assister le médecin durant la téléopération aﬁn de ne pas perdre la
visibilité d’un élément anatomique d’intérêt lors de son exploration. A cette ﬁn, le médecin
indique préalablement dans l’image l’élément anatomique qu’il souhaite explorer et ne pas
perdre lors de la téléopération. La perte de la visibilité peut arriver lorsque la section d’in-
térêt franchit les bords de l’image, ou lorsque l’intersection entre l’objet d’intérêt et le plan
d’observation n’est plus existante. Cette perte peut être due soit à l’application d’une mau-
vaise trajectoire de la sonde par télé-opération ou à d’éventuels déplacements involontaires
entre le patient et le robot. En eﬀet, un déplacement non souhaité du technicien portant le
robot peut fortement varier le plan d’observation. De plus, les mouvements physiologiques
du patient tels que sa respiration, peuvent également conduire à la perte de la section d’in-
térêt.
L’approche que nous proposons consiste à partager la commande de la sonde entre le mé-
decin qui la téléopère et un asservissement visuel échographique qui va s’activer lorsque la
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section de l’objet d’intérêt sort de l’image. En pratique, cette tâche d’assistance est utilisée
selon la procédure décrite par les étapes suivantes :
– Dans un premier temps, l’expert téléopère l’ensemble des 4 DDL du robot en mani-
pulant la sonde haptique jusqu’à observer la section d’un organe d’intérêt.
– L’expert peut alors décider d’activer le tâche de maintien de visibilité en cliquant
à l’intérieur de la section d’intérêt aﬁn d’initialiser un contour actif. Des primitives
visuelles caractérisant la visibilité de l’organe d’intérêt sont alors extraites du contour
et prises en compte en entrée d’un asservissement visuel qui s’active graduellement si
nécessaire lorsque la section de l’objet d’intérêt sort de l’image.
– L’expert peut continuer à téléopérer les 4 DDL de la sonde pour explorer l’organe
d’intérêt, sauf si au moins une des primitives visuelles de visibilité sort d’un intervalle
ﬁxé. Dans ce cas, l’asservissement visuel est activé pour ramener la primitive en
question dans l’intervalle sûr et les DDL non contraints par l’asservissement visuel
restent sous le contrôle de l’expert par téléopération.
– A tout moment, l’expert peut désactiver ce mode pour explorer un autre organe.
Nous présentons ci-après les primitives visuelles retenues pour caractériser la visibilité
de l’objet d’intérêt ainsi que la loi de commande proposée pour réaliser cette tâche.
4.5.1 Choix des informations visuelles
Perdre la section d’un objet d’intérêt de l’image échographique peut être réalisé de
deux manières. La première correspond à la sortie de la section d’intérêt S des limites de
l’image, et la seconde est la diminution de l’aire de la section jusqu’à sa disparition du fait
d’un mouvement de l’objet ou de la sonde hors du plan d’observation. Par conséquent, nous
choisissons les trois informations visuelles suivantes pour maintenir la visibilité de la section
d’intérêt dans l’image échographique courante :
s = (xg, yg, d) (4.16)
où (xg, yg) sont les coordonnées du centre de gravité de S dans l’image et d =
√
a est la
racine carrée de l’aire a de S. Comme pour la tâche de récupération, nous utilisons la racine
carrée au lieu de l’aire aﬁn de conserver des grandeurs homogènes dans s.
La Fig.4.4 montre les contraintes que nous avons ﬁxées pour maintenir la section d’intérêt
dans l’image échographique. Ces contraintes correspondent aux conditions suivantes :
xg ∈ [x−, x+]
yg ∈ [y−, y+]
d ≥ d−
(4.17)
où [x−, x+] est l’intervalle de visibilité pour xg, [y−, y+] est l’intervalle pour yg et d− est
une valeur minimale de d à ne pas dépasser. Pour une sonde convexe, le champ de vue
échographique est en forme de secteur. Par conséquent, nous déﬁnissions la valeur de x− et
celle de x+ en fonction de la mesure de l’ordonnée yg du centre de gravité de la section S
aﬁn d’adapter les limites de la zone de visibilité au secteur utile de l’image, comme cela est
illustré à la Fig.4.4.
Nous déﬁnissons également des intervalles de sécurité pour déclencher l’asservissement
visuel si des primitives visuelles s’approchent de leur limite de visibilité. Ces intervalles
déﬁnissent une zone de sécurité incluse dans la zone de visibilité (Fig.4.4) et respectent les
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Figure 4.4 – Les contraintes de visibilité. La zone de visibilité où les coordonnées (xg, yg)
de S doivent être maintenues à l’intérieur est délimitée par les lignes rouges et la zone de
sécurité est représentée par les lignes en pointillés bleus. L’aire minimale de la section S à
ne pas dépasser par la primitive d est représentée par le contour en pointillés noirs.
conditions : 
xg ∈ [xs−, xs+]
yg ∈ [ys−, ys+]
d ≥ ds−
(4.18)
4.5.2 Loi de commande
Dans un schéma d’asservissement visuel classique, la loi de commande (4.15) a pour
objectif de minimiser l’erreur e = s− s∗ entre les informations visuelles courantes s et leurs
valeurs de consigne s∗ aﬁn que la sonde atteigne une position désirée.
Pour la tâche de maintien de visibilité, nous proposons d’activer l’asservissement visuel
uniquement si au minimum une des trois primitives visuelles de s a franchi la limite de
son intervalle de sécurité aﬁn de la contraindre à ne pas sortir de l’intervalle de visibilité.
Dès que la primitive en question a regagné l’intervalle de sécurité, l’asservissement visuel
est alors désactivé. L’objectif de l’asservissement visuel n’est donc pas de positionner les
primitives visuelles à des valeurs désirées précises, mais de les ramener à l’intérieur de la
zone de sécurité. Les valeurs de consignes doivent donc être déﬁnies dans la zone de sécurité.
Nous choisissons par conséquent de retenir la position (x∗g, y
∗
g) du centre de l’image comme
consigne du barycentre de S et une surface minimale de consigne d∗ = ds− correspondant
à l’aire de la section d’intérêt mesurée dans l’image initiale pour déﬁnir le vecteur s∗ =
(x∗g, y
∗
g , d
∗) des primitives visuelles de consigne. Bien entendu ces valeurs désirées ne seront
pas atteintes en pratique, puisque l’approche proposée consiste à désactiver l’asservissement
visuel dès que les primitives rentrent dans la zone de sécurité, pour permettre à l’expert de
télé-opérer la sonde.
Ce concept d’activation et de désactivation automatique de l’asservissement visuel pour
le maintien de contraintes a été introduit dans [Kermorgant 2011] pour commander les
déplacements d’une caméra embarquée en combinant un asservissement visuel 2D avec un
asservissement visuel 3D. En adaptant ce concept à notre application, nous proposons la
loi de commande suivante pour garantir les contraintes de visibilité :
ω = −λ(HL̂ω)+He (4.19)
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Dans cette expression, H est une matrice diagonale qui permet de pondérer l’erreur
visuelle e. Elle est déﬁnie par H = Diag(hx, hy, hd) où hx, hy, hd sont des poids variables
qui sont respectivement associés aux primitives visuelles xg, xg et d. Un poids nul signiﬁe
que la primitive visuelle associée n’est pas régulée par l’asservissement visuel. La matrice
H permet ainsi d’ajouter ou d’enlever les primitives visuelles de la loi de commande et de
désactiver totalement l’asservissement visuel dans le cas où H est nulle. Comme pour la
tâche de récupération de section, la matrice Lω relie la variation des primitives visuelles
s à la vitesse angulaire de l’eﬀecteur ω. Elle est obtenue à partir de la relation (4.14)
en considérant la matrice d’interaction Ls associée cette fois-ci aux primitives visuelles
s = (xg, yg, d) :
Ls =

−1 0 xgvz xgωx xgωy yg
0 −1 ygvz ygωx ygωy −xg
0 0
avz
2
√
a
aωx
2
√
a
aωy
2
√
a
0

(4.20)
Cette dernière est obtenue en empilant la 1ère, 2ème et 4ème ligne de la matrice d’inter-
action (2.26) modélisée par [Mebarki 2010b]. En pratique, comme Ls est calculée à partir
de l’estimation en ligne du vecteur normal à la surface de l’objet, nous considérons par
conséquent une valeur estimée L̂ω dans la loi de commande (4.19).
Aﬁn d’activer progressivement l’asservissement visuel lorsqu’une primitive visuelle sort
de son intervalle de sécurité, nous proposons de déﬁnir les poids par les fonctions suivantes
dont une représentation est fournie à la Fig. 4.5 pour les primitives xg et yg :
hx(xg) =

xg−x
s+
x+−xg
si xg > xs+
xg−x
s−
x−−xg
si xg < xs−
0 sinon
hy(yg) =

yg−y
s+
y+−yg
si yg > ys+
yg−y
s−
y−−yg
si yg < ys−
0 sinon
hd(d) =

d−ds−
d−−d si d < d
s−
0 sinon
(4.21)
Nous pouvons noter que le poids est nul dans l’intervalle de sécurité, et augmente vers
l’inﬁni si la valeur de la primitive visuelle considérée s’approche des limites de l’intervalle de
visibilité. De cette manière, si le poids devient non-nul la contrainte de visibilité est activée
pour la primitive en question.
La loi de commande 4.19 aboutit à une commande continue sous trois conditions :
– H est continue, ce qui est le cas d’après la déﬁnition des poids (4.21)
– L̂ω est continue, ce qui est aussi le cas d’après (4.20)
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Figure 4.5 – Fonction de poids : la valeur du poids reste nulle si la primitive visuelle
est dans l’intervalle de sécurité et augmente vers l’inﬁni si elle s’approche des limites de
visibilité.
– La pseudo-inverse est continue, ce qui est le cas que si HL̂ω est de rang constant
Cette dernière condition n’est pas vériﬁée lorsque des informations visuelles sont activées
ou déactivées : en eﬀet à ce moment le rang de HL̂ω varie. En pratique cela mène à
un comportement discontinu de la commande pendant l’activation et la désactivation des
informations visuelles.
Aﬁn d’éviter l’obtention d’un comportement discontinu de la loi de commande induit par
ce changement de rang, nous proposons de remplacer dans (4.19) l’opérateur de la pseudo
inverse de Moore-Penrose par celui proposé dans [Mansard 2009b]. Ce nouvel opérateur a
été proposé pour permettre le calcul de la pseudo-inverse d’une matrice de rang variable de
manière continue. Pour utiliser cet opérateur, la matrice H doit être normalisée entre 0 et
1. Nous redéﬁnissons par conséquent la matrice des poids par une matrice normalisée Hn
selon :
Hn =

H si ‖H‖∞ ≤ 1
H/‖H‖∞ sinon
(4.22)
où on rappelle que ‖H‖∞ est la plus grande valeur de H, soit max(hx, hy, hd) dans notre
cas. Une telle normalisation ne change pas la loi de commande (4.19). En eﬀet pour tout
α 6= 0 on a :
((αH)L̂ω)
+(αH) =
1
α
(HL̂ω)
+(αH) = (HL̂ω)
+H (4.23)
L’inverse continue de la matrice L̂ω pondérée par la matrice Hn est notée L
⊕
Hn
ω .
Son calcul et ses propriétés sont détaillés en annexe C. En pratique la matrice L
⊕
Hn
ω est
exactement égale à (HL̂ω)+H quand chacun des poids (hx, hy, hd) est égal soit à 0, soit à
1. La loi de commande assurant la visibilité des primitives visuelles s’écrit donc :
ω = −λL
⊕
Hn
ω e (4.24)
Cette loi de commande est continue pendant les activations et désactivations des contraintes,
mais ne garantit plus une décroissance exponentielle des composantes de l’erreur du fait du
nouvel opérateur d’inversion. Cela ne pose pas de problème en pratique puisque l’objectif
de la loi de commande est de respecter les contraintes et non d’avoir de bonnes propriétés
de convergence vers une position désirée.
Etant donné que uniquement le/les DDL du robot requis pour réguler la/les primitive(s)
activée(s) est/sont contraint(s) par l’asservissement visuel, il est par conséquent possible
de contrôler les DLL restants par télé-opération grâce au formalisme bien connu de la re-
dondance [Samson 1991]. La tâche de visibilité peut donc être fusionnée avec une tâche
secondaire en vue de contrôler par télé-opération la sonde. Aﬁn de faciliter la compréhen-
sion, nous reprenons la loi de commande (4.19) à laquelle nous ajoutons à droite le terme
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formulant la tâche secondaire de télé-opération :
ω = −λ(HL̂ω)+He+Pωm (4.25)
où le vecteur ωm = (ωxm, ωym, ωzm) est la vitesse de rotation de la sonde ﬁctive manipulée
par le médecin durant la télé-opération. P = I3−(HL̂ω)+(HL̂ω) est l’opérateur qui projette
les composantes de ωm sur le noyau de (HL̂ω)+ aﬁn que la tâche de télé-opération ne
compromette pas le succès de la tâche de maintien de visibilité si au moins une primitive
visuelle est activée.
Aﬁn de prendre en compte le changement de rang HL̂ω, nous utilisons l’opérateur
général de projection proposé dans [Mansard 2009a] :
P⊕Hn = I3 − L
⊕
Hn
ω Lω (4.26)
qui a également l’avantage de conserver partiellement les composantes de ωm lorsque les
poids des primitives visuel sont non nuls. Dans ce cas, la consigne de vitesse de télé-opération
ωm n’est pas ignorée mais appliquée dans les directions qui ne compromettent pas la tâche
de visibilité. Finalement, la loi de commande que nous proposons devient :
ω = −λL
⊕
Hn
ω e+P
⊕
Hnωm (4.27)
Cette commande a l’avantage de ne pas contraindre les degrés de liberté de la sonde
lorsque cela n’est pas nécessaire et de permettre ainsi au médecin de disposer du contrôle
total de la sonde lorsque la section de l’élément d’intérêt reste dans une zone sûre de l’image
avec une aire supérieure à une valeur minimale. En eﬀet, la zone sûre correspond à Hn = 0.
Nous avons alors L
⊕
Hn
ω = 0 et pouvons vériﬁer que la loi de commande appliquée est bien :
ω = ωm (4.28)
4.6 Simulations et validations expérimentales
Dans cette section, nous présentons les résultats des diﬀérents modes autonomes d’as-
sistance à la télé-échographie.
Les approches proposées sont, dans un premier temps, testées à l’aide d’un environne-
ment de simulation logiciel qui a été développé dans notre équipe. Ce dernier permet de
charger un volume échographique dense constitué d’un ensemble de coupes échographiques
parallèles et de contrôler le déplacement d’une sonde échographique virtuelle. Ce simulateur
logiciel génère l’image 2D observée par la sonde virtuelle au moyen d’une interpolation cu-
bique. Il permet d’intégrer aisément les lois de commandes des diﬀérentes tâches ainsi que
l’algorithme du contour actif nécessaire à l’extraction des primitives visuelles. Cette pre-
mière étape de simulation est utile pour valider les approches proposées dans des conditions
maîtrisées où une vérité terrain est alors disponible.
Dans une seconde étape, nous testons les approches à l’aide d’un dispositif expérimental.
Comme nous l’avons préalablement introduit, la plateforme ciblée est le robot à 4 DDL
conçu dans le cadre du projet ANR Prosit. Toutefois, dans la mesure où l’un des objectifs
de ce projet concerne la conception de cette plateforme, nous avons par conséquent utilisé
lors de nos premiers essais un bras anthropomorphique à 6 DDL pour manipuler la sonde
échographique.
Le dispositif expérimental mis en œuvre est présenté à la Fig.4.6. Il est constitué par les
éléments suivants :
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– Un robot viper-850 (Adept) disposant de 6 DDL et équipé d’un capteur d’eﬀort dont
nous avons contraint la commande des déplacements, de manière à simuler la ciné-
matique du robot Prosit à 4 DLL.
– Un échographe portable de référence SonoSite 180+ relié à une sonde convexe 2-5
Mhz dédiée à l’imagerie abdominale [Son 2012]. La sonde est rigidement attachée à
l’eﬀecteur du robot.
– Un PC bi-processeur 3 Ghz équipé d’une carte d’acquisition d’images et d’une carte
graphique permettant d’eﬀectuer les calculs sur GPU. Ce PC est utilisé d’une part
pour numériser le signal vidéo analogique PAL fourni par l’échographe, et d’autre part,
pour réaliser les traitements d’images et calculer la loi de commande cinématique à
appliquer à la sonde.
– Un fantôme abdominal simulant l’abdomen d’un patient [Kyo 2012]. Ce fantôme est
couramment utilisé pour la formation des échographistes. Il contient des organes di-
gestifs artiﬁciels qui sont visibles sous échographie et procure ainsi des images écho-
graphiques très réalistes.
(a) (b)
Figure 4.6 – (a) Dispositif expérimental composé d’un robot à 6 DDL portant une sonde
convexe. (b) Fantôme abdominal utilisé pour simuler le patient.
4.6.1 Tâche de balayage automatique
Nous avons testé la tâche de balayage automatique sur le fantôme abdominal en ap-
pliquant une rotation latérale à la sonde. Ce mouvement est réalisé par une succession de
pas angulaires ∆θ autour de l’axe X du repère de l’eﬀecteur. Après chaque pas, une courte
pause est marquée pour acquérir une image échographique ainsi que la position associée de
la sonde. Lors de cette rotation, la translation de la sonde le long de l’axe Y est contrôlée
par un asservissement en eﬀort de manière à réguler la force de contact entre la sonde et le
fantôme à une consigne de 1 N.
La Fig. 4.7 présente un exemple de volume dense reconstruit après le balayage. Ce
volume est constitué d’un ensemble d’images parallèles générées par la méthode d’interpo-
lation proposée à la section 4.2. Nous pouvons noter que les régions du volume se trouvant
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en dehors du secteur d’observation sont remplies par des voxels noirs. De plus, dans une
image interpolée, la résolution des pixels décroit en fonction de la profondeur dans l’image
(direction vers le bas de l’image).
(a) Volume généré (c) Image interpolée 1 (d) Image interpolée 2
Figure 4.7 – Volume échographique dense reconstruit à partir des images échographiques
parallèles interpolées.
4.6.2 Tâche de récupération de section anatomique
4.6.2.1 Validation avec le simulateur logiciel
Nous testons tout d’abord la tâche de récupération de section à l’aide du simulateur
logiciel dans lequel est chargé un volume échographique dense. Ce dernier a été acquis sur
le fantôme abdominal à l’aide de la tâche de balayage. Comme nous l’avons mentionné, une
sonde virtuelle fournit dans ce cas une image 2D courante par technique d’interpolation en
fonction de sa position par rapport au volume.
La Fig.4.8(a) présente l’image désirée que nous souhaitons récupérer automatiquement.
Cette image a été préalablement enregistrée en orientant la sonde virtuelle à une position
désirée dans le volume. La sonde est ensuite orientée à une position diﬀérente fournissant
l’image initiale présentée à la Fig.4.8(b), à partir de laquelle nous décidons de lancer la tâche
de récupération automatique de section. Le système demande alors à l’expert d’indiquer
la section d’intérêt en cliquant avec sa souris à l’intérieur de celle-ci. La sonde est alors
automatiquement déplacée en appliquant la commande en position (4.6) pour atteindre
la position associée à l’image enregistrée. Dans le cas de cette simulation, nous ajoutons
un oﬀset sur la position enregistrée aﬁn de simuler un léger mouvement involontaire du
patient. L’image obtenue à la convergence de cette commande en position est aﬃchée à la
Fig.4.8(c). Elle est légèrement diﬀérente en raison de l’oﬀset de positionnement. A partir
de cet instant, l’algorithme du contour actif (chapitre 3) est automatiquement initialisé
pour détecter le contour de la section d’intérêt et la loi de commande (4.15) par retour
visuelle est appliquée aﬁn d’atteindre la section la plus proche de la section désirée. La Fig.
4.8(d) présente l’image obtenue à la convergence de l’asservissement visuel qui correspond
parfaitement à l’image enregistrée.
La vitesse de rotation appliquée au repère de l’eﬀecteur virtuel lors de la tâche de
récupération est présentée à la Fig.4.9(f). Lors des 10 premières secondes, la commande
en position est activée pour pré-positionner la sonde. Durant l’intervalle de temps t =
[10s, 15s], une vitesse angulaire constante de faible valeur est appliquée autour de l’axe
X pour initialiser l’estimation en ligne du vecteur normal à la surface de l’objet. Cette
estimation est nécessaire au calcul de Ls. L’asservissement visuel est ensuite exécuté à
partir de t = 18s. Les Fig. 4.9(a)-(c) présentent l’évolution des composantes de l’erreur
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(a) Image enregistrée (b) Image initiale
(c) Image au pré-positionnement (d) Image ﬁnale
Figure 4.8 – Images échographiques correspondantes aux diﬀérents étapes de la tâche de
récupération de section (résultats de simulation).
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visuelle à partir de l’instant où l’asservissement visuel est actif. Nous pouvons observer que
l’erreur visuelle converge bien vers zéro comme prévu. Les Fig.4.9(d) et 4.9(e) fournissent
respectivement un zoom sur l’évolution de la vitesse de rotation durant l’étape de pré-
positionnement de la sonde et un zoom sur la vitesse appliquée durant la phase ﬁnale
d’asservissement visuel.
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Figure 4.9 – Résultats de simulation de la tâche de récupération.
4.6.2.2 Validation expérimentale avec un robot manipulateur
Nous avons également testé la tâche de récupération de section sur le dispositif expéri-
mental mis en œuvre avec le robot Viper-850 porteur de sonde. La Fig.4.10(a) correspond à
l’image enregistrée par l’expert durant la télé-échographie et la Fig.4.10(b) présente l’image
initiale observée avant l’exécution de la tâche. Les Fig. 4.10(c) et 4.10(d) présentent res-
pectivement les images obtenues à la ﬁn de l’étape de pré-positionnement de la sonde par
la commande en position et à la convergence de l’asservissement visuel.
La vitesse de rotation appliquée à l’eﬀecteur du robot lors de la tâche de récupération
est présentée à la Fig.4.11(f). Lors des 15 premières secondes, le robot est commandé par
l’asservissement en position pour atteindre la position associée à l’image enregistrée. Une
vitesse angulaire constante autour de l’axe X du repère de l’eﬀecteur est ensuite appliquée
pour initialiser l’estimation de la matrice d’interaction Ls, puis l’asservissement visuel est
démarré à partir de t = 18s. Nous pouvons observer qu’après le pré-positionnement de
la sonde, les erreurs visuelles résiduelles (Fig.4.11(a)-(c)) convergent toutes vers zéro de
manière exponentielle grâce à l’action de l’asservissement visuel.
Ces résultats expérimentaux démontrent l’eﬃcacité de la tâche de récupération de sec-
tion et valident ainsi l’approche de commande proposée.
4.6.3 Tâche de maintien de visibilité
4.6.3.1 Simulation avec un objet binaire
Dans une première étude, nous testons le concept de la tâche de maintien de visibilité à
l’aide du simulateur logiciel. Nous considérons un volume artiﬁciel constitué par une sphère
de couleur noire introduite dans un espace blanc (Fig.4.12(a)). La sphère permet ainsi de
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(a) Image enregistrée (b) Image initiale
(c) Image au pré-positionnement (d) Image ﬁnale
Figure 4.10 – Images échographiques correspondantes aux diﬀérentes étapes de la tâche
de récupération (résultats expérimentaux).
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Figure 4.11 – Résultats expérimentaux de la tâche de récupération.
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simuler un organe de forme parfaitement connue. L’image observée par la sonde virtuelle
correspond dans ce cas à une section binaire correspondant à un disque (Fig.4.12(b)). Les
intervalles de visibilité et de sécurité associés aux coordonnées xg et yg du barycentre du
disque sont représentés dans la Fig.4.12(b). Les droites rouges délimitent l’intervalle de
visibilité et les droites bleues représentent les frontières de l’intervalle de sécurité. L’objectif
de la tâche de visibilité est de garder le centre de gravité (point rouge) dans la zone de
visibilité tout en maintenant une surface minimale du disque lorsque la sonde est télé-opérée
par l’expert.
Nous proposons dans cette étude de comparer les performances des deux lois de com-
mande (4.25) et (4.27) en appliquant une vitesse de consigne ωm, issue de la télé-opération,
identique dans les deux cas et dont l’évolution est prédéﬁnie selon la Fig.4.12(c)).
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Figure 4.12 – Conﬁguration de la simulation : (a) Volume binaire chargé dans le simulateur
et la coupe observée par la sonde virtuelle (délimitée en rouge). (b) Image interpolée à la
position courante de la sonde virtuelle. (c) Vitesse de consigne ωm simulant la consigne de
télé-opération transmise par l’expert.
Nous ﬁxons le vecteur s∗ = (x∗g, y
∗
g , d
∗) des lois de commande avec (x∗g, y
∗
g) correspondant
au centre de l’image et une surface minimum d∗ = 0.016 (mètre).
Les Fig.4.13(a) et 4.13(d) présentent l’évolution des informations visuelles obtenues res-
pectivement lors de l’application des lois de commande (4.25) et (4.27). Aﬁn de simpliﬁer
l’analyse des résultats, nous avons aﬃché sur les ﬁgures la valeur normalisée des primitives
visuelles. L’intervalle de visibilité correspond dans ce cas à [−1,+1] et l’intervalle de sécu-
rité est délimité par les droites en pointillés. Pour les deux lois de commande, les primitives
visuelles restent dans la région de visibilité. La primitive xg (rouge) atteint rapidement sa
limite supérieure xs+ de sécurité pendant que la primitive d (bleue) atteint plusieurs fois sa
limite de sécurité inférieure ds− et la primitive yg (vert) oscille à l’intérieur de l’intervalle
de sécurité.
Nous pouvons remarquer à la Fig.4.13(c) que la vitesse appliquée à l’eﬀecteur oscille
dans le cas de la loi de commande (4.25) en raison des discontinuités introduites par le
changement de rang du terme HL̂ω. En revanche, cette oscillation n’est pas présente dans
le cas de la commande (4.27) utilisant l’opérateur d’inversion continue (Fig.4.13(f)). Nous
pouvons remarquer d’après les Fig. 4.13(b) et 4.13(e) que les poids associés aux primitives
sont plus importants pour la commande continue (4.27) que pour la commande discontinue
(4.25).
Pour conclure sur ces résultats de simulation, la loi de commande continue (4.27) fournit
le meilleur comportement, car elle ne génère pas d’oscillation et permet également de suivre
au mieux la vitesse de télé-opération ωm prédéﬁnie tout en garantissant les contraintes de
visibilité. Les diﬀérence de vitesse apparaissent uniquement lorsque des primitives visuelles
dépassent leurs limites de sécurité.
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Figure 4.13 – Résultats de simulations pour les lois de commandes (4.25) ((a), (b), (c)) et
(4.27) ((d), (e), (f)). Informations visuelles normalisées (gauche), valeurs des poids (centre)
et vitesses appliquées à l’eﬀecteur virtuel (droite).
4.6.3.2 Validation expérimentale avec un robot manipulateur
La tâche de maintien de visibilité est également expérimentée sur le fantôme abdomi-
nal en intégrant la loi de commande (4.27) sur le dispositif robotique réel (Fig.4.6). Lors
de ces expérimentations, le 4ième DDL correspondant à la translation de la sonde selon
la direction de son axe principal est commandée par un asservissement en eﬀort, en vue
de maintenir une pression de 1 N et les vitesses angulaires v = (ωx, ωy, ωz) appliquées à
l’eﬀecteur sont calculées par la loi de commande (4.27). Pour l’ensemble des essais, nous
ﬁxons les informations visuelles désirées par (x∗g, y
∗
g) = 0 (centre de l’image) et d
∗ = 0.021
(mètre). Le gain de la loi de commande est réglé à λ = 0.4.
Dans une première expérimentation, nous activons la tâche de maintien de visibilité
sans appliquer de consigne de télé-opération ωm = 0. L’objectif de ce premier essai est
d’observer le comportement de la tâche lorsque des mouvements sont appliqués manuelle-
ment au fantôme pour simuler un léger déplacement du patient. La Fig.4.14(a) présente
la trajectoire du centre de gravité de la section d’intérêt eﬀectuée durant l’activation de
la tâche. La section initiale de l’objet d’intérêt (contour vert) ainsi que son contour ﬁnal
(rouge) sont également aﬃchés. L’évolution des poids associés aux primitives visuelles est
montrée à la Fig.4.14(b). Nous pouvons remarquer que tous les poids ont été activés lors de
cette expérience, ce qui signiﬁe que toutes les primitives visuelles ont franchi leurs limites de
sécurité (Fig.4.14(c)) à un moment donné sous l’eﬀet du mouvement du fantôme. Comme
aucune vitesse de consigne ωm = 0 n’est appliquée par l’utilisateur, la vitesse de commande
de l’eﬀecteur (Fig.4.14(d)) est uniquement diﬀérente de zéro lorsque un ou plusieurs poids
et/sont activé(s) pour déclencher l’asservissement visuel. Par ailleurs, bien que l’estimation
en ligne du vecteur normal nécessaire au calcul de Ls n’a pas été réalisée avant d’activer la
tâche, la loi de commande proposée permet de maintenir eﬃcacement la visibilité.
Cette première expérimentation démontre ainsi que le tâche est capable de compenser
les déplacements du patient aﬁn de garantir la visibilité de la section d’intérêt.
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(a) Trajectoire eﬀectuée par la section d’intérêt
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Figure 4.14 – Résultats obtenus sur le fantôme en mouvement avec le mode de maintien
de visibilité.
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Pour les deux expériences suivantes, nous maintenons le fantôme immobile et appliquons
une consigne quelconque de télé-opération ωm dont l’évolution est donnée à la Fig. 4.16(c)
aﬁn de simuler une commande de l’expert. Lors d’un premier test, la tâche de maintien
de visibilité est désactivée et la consigne de télé-opération est directement appliquée à
l’eﬀecteur du robot ω = ωm. La trajectoire obtenue du barycentre de la section est tracée
sur la Fig.4.15(a). La couleur jaune signiﬁe que le centre de gravité est dans la zone de
sécurité. Les portions rouges correspondent à des dépassements des limites de sécurité et les
deux extrémités blanches montrent que le centre de gravité est sorti de la zone de visibilité.
En revanche, lorsque la tâche de maintien de visibilité est activée avec la commande (4.27)
dans un second test, la trajectoire (Fig.4.15(b)) du barycentre de la section ne sort pas de
la zone de visibilité.
(a) (b)
Figure 4.15 – Résultats obtenus sur le fantôme immobile lors de la télé-opération de la
sonde. Trajectoires eﬀectuées par la section d’intérêt sans (a) et avec (b) le mode de maintien
de visibilité.
L’évolution des informations visuelles normalisées lors de ce dernier test est présentée à
la Fig.4.16(a). Nous observons que la primitive xg a dépassé les limites de sécurité à t=30s
pour la limite supérieure xs+ et t = 45s pour la limite inférieure xs−. Les primitives yg
et d ont également franchi plusieurs fois les limites de sécurité ys+ et ds− lors du dépla-
cement télé-opéré de la sonde. Néanmoins, les primitives n’ont jamais atteint leurs limites
de visibilité, en raison de l’activation progressive de l’asservissement visuel par la variation
de leur poids associé (Fig.4.16(b)). L’évolution de la vitesse angulaire appliquée à l’eﬀec-
teur est présentée à la Fig.4.16(d). Nous pouvons noter que les variations par rapport à la
consigne de télé-opération (Fig.4.16(c)) sont introduites uniquement lorsqu’il est nécessaire
de ramener une ou plusieurs primitives dans la zone de sécurité.
L’avantage de cette approche est de permettre ainsi au médecin de contrôler l’ensemble
des DDL dans les directions qui ne détériorent pas les conditions de visibilité, tout en
agissant comme un garde-fou aux limites de la zone de sécurité.
4.7 Conclusion
Dans ce chapitre, nous avons présenté de nouvelles fonctionnalités d’assistance à l’exa-
men de télé-échographie robotisé. Quatre tâches robotiques ont été proposées. La première
permet d’actionner automatiquement la sonde de manière à balayer une zone du patient dont
le volume est ensuite reconstruit à partir d’un ensemble de coupes. Ce volume peut alors
être transmis au médecin pour qu’il puisse réaliser une échographie virtuelle. Deux autres
tâches ont été développées pour permettre au médecin de repositionner automatiquement
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Figure 4.16 – Résultats obtenus sur le fantôme immobile lors de la télé-opération de la
sonde avec le mode de maintien de visibilité.
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la sonde aﬁn d’observer la section désirée d’un organe d’intérêt préalablement enregistrée
lors de la télé-opération ou déﬁnie par le médecin dans le volume échographique. Ces deux
tâches de récupération de section sont basées sur un asservissement visuel qui utilise di-
rectement des informations géométriques extraites des images. La dernière tâche proposée
permet quant à elle de maintenir la visibilité d’un organe d’intérêt lors de la télé-opération
de la sonde. La commande de la sonde est alors partagée entre l’expert et un asservisse-
ment visuel dont le rôle est de garantir le respect des contraintes de visibilité. Les approches
proposées ont été validées à partir de résultats obtenus lors de simulations et d’essais sur
une plateforme expérimentale constituée d’un robot porteur de sonde interagissant avec un
fantôme abdominal.

Chapitre 5
Implantation et validation
Comme précédemment introduit, les travaux réalisés dans le cadre de cette thèse ont été
développés au sein du projet ANR–Prosit (2008–2011). Le projet Prosit est un projet
pluridisciplinaire coordonné par le Laboratoire PRISME de l’Université d’Orléans, et ﬁnancé
par l’Agence Nationale de la Recherche (ANR) sur l’appel CONTINT 2008. L’objectif de
Prosit est de concevoir une plate-forme robotisée pour le diagnostic échographique
médical à distance, et de développer un ensemble de fonctionnalités interactives permettant
à l’expert d’améliorer les conditions de ce télé-diagnostic.
Ainsi, dans ce chapitre, nous présentons tout d’abord dans la section 5.1 la plate-forme
Prosit et les éléments nécessaires pour l’intégration des modes autonomes introduits dans
le chapitre 4. En particulier, dans ce projet a été conçu et développé un prototype de robot
porte-sondes ultrasonores industrielles : le robot Prosit ; ainsi qu’un prototype de sonde
haptique. Puis dans la section 5.2, nous décrivons l’intégration des diﬀérents modes auto-
nomes à la plate-forme Prosit. Enﬁn, la section 5.3 présente les résultats expérimentaux
obtenus.
5.1 La plate-forme Prosit
L’objectif du projet Prosit est de développer une plate-forme robotique à plusieurs
degrés de liberté dédiée à l’application de télé-échographie pour le diagnostic médical à
distance. Dans cette section, nous présentons tout d’abord l’architecture de la plate-forme
Prosit intégrant les modes autonomes que nous avons proposés dans la section 5.1.1, ainsi
que l’interface homme-machine (IHM) qui a été développée dans le cadre du projet Prosit
dans la section 5.1.2. Puis, nous décrivons le robot Prosit et ses modèles, avant de présenter
brièvement la sonde haptique utilisée dans les sections 5.1.3 et 5.1.4.
5.1.1 L’architecture du système Prosit
En vue d’intégrer nos diﬀérentes contributions présentées dans les chapitres précédents
sur la plate-forme Prosit, nous avons proposé une architecture dédiée à cette plate-forme.
Cette architecture de contrôle est illustrée sur la Fig. 5.1. Tout d’abord, nous pouvons
remarquer que cette architecture spéciﬁque à Prosit est similaire à l’architecture globale
introduite dans la section 1.3 (Fig. 1.15). Ainsi, tout comme introduit dans le chaptitre 1,
l’architecture de Prosit se décompose en deux principaux composants : le poste maître où
est situé l’expert devant faire son diagnostic ; et le poste patient avec le système robotique
et la sonde US embarquée. Ces derniers, ont été conçus et développés dans le cadre du
projet Prosit, et seront décrits dans les sections suivantes.
De même, nous retrouvons dans l’architecture de la plate-forme Prosit les systèmes de
vidéo-conférences, ainsi que les interfaces homme-machine (IHM) précédemment présentées
dans le chapitre 1. En particulier, nous avons contribué au développement de l’IHM située
sur le poste expert (Fig. 5.1). Cette IHM contient notamment le volume dense reconstruit
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Figure 5.1 – Architecture de la plate-forme Prosit.
qui correspond au résultat de la tâche de balayage automatique présentée dans la section 4.2.
De plus, nous avons également sur cette architecture de contrôle les diﬀérents modules que
nous avons proposés : d’une part le module traitement d’images, avec notre méthode de
contour actif présenté dans le chapitre 3 ; et d’autre part, le module stratégie de commande
où sont intégrés les diﬀérents modes autonomes d’assistance à la télé-échographie robotisée
décrits dans le chapitre 4.
Par ailleurs, l’architecture de Prosit exploite la méthodologie ContrACT développé au
LIRMM [Passama 2010, Passama 2011]. ContrACT propose une méthodologie de concep-
tion et de développement d’architectures logicielles de contrôle de robots qui permet de
conﬁgurer les diﬀérents modes de commande de manière ﬂexible. Notamment, le langage
ContrACT est un langage temps-réel basé sur un système linux RTAI 1. De ce fait, les
diﬀérents modules implémentés dans ContrACT peuvent être des tâches temps réel. Une
tâche temps réel a la spéciﬁcité d’être plus prioritaire que tous les processus exécutés par
le système d’exploitation (ici linux), garantissant d’être réalisée à temps. La Fig. 5.2 décrit
les principes de la décomposition des diﬀérentes couches conceptuelles de la méthodologie
ContrACT 2. En particulier, la plate-forme Prosit dispose de deux superviseurs globaux :
un sur le poste expert et l’autre sur le poste patient. Chacun de ces superviseurs est chargé
de la supervision générale des deux postes, ainsi que de la décomposition des mécanismes
de prises de décisions (e.g. télé-opération, modes autonomes, etc.) au sein de la plate-forme
Prosit.
Enﬁn, l’architecture de contrôle de la plate-forme Prosit que nous avons développée
facilite d’une part l’intégration des diﬀérents modules (traitement d’images, tâches d’assis-
tances, etc.), et d’autre part améliore l’assistance et le travail de l’expert durant la télé-
échographie.
1. RTAI (Real Time Application Interface) est une extension libre du système d’exploitation Linux lui
conférant des fonctionnalités temps-réel dures.
2. Le lecteur intéressé se référera à [Passama 2010, Passama 2011] pour plus de détails.
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Figure 5.2 – Structure logicielle de la méthodologie ContrACT [Passama 2010].
88 Chapitre 5. Implantation et validation
5.1.2 L’Interface Homme-Machine (IHM)
Le premier élément clé de l’architecture de la plate-forme Prosit est l’Interface Homme-
Machine (IHM) utilisée par l’expert, comme illustrée sur la Fig. 5.1. À travers cette IHM,
l’expert médical peut soit télé-opérer le robot Prosit en utilisant une sonde haptique, ou
activer les modes autonomes. Ainsi, l’IHM développée est décrite sur la Fig. 5.3, et dispose
des fonctionnalités suivantes :
– Gérer la connexion entre le site Expert et la site Patient (saisie de l’adresse de
connexion, gestion de la connexion, etc.)
– Choisir le mode de fonctionnement de la sonde haptique : télé-opération “classique”
ou avec maintien de visibilité.
– Aﬃcher l’image échographique obtenue du coté du patient.
– Aﬃchage de la visioconférence (caméra d’ambiance).
– Activer les modes autonomes présentés dans le chapitre 4.
En outre, dans l’onglet “maintenance”, les valeurs des positions et vitesses du robot sont
disponibles.
Figure 5.3 – L’Interface Homme-Machine du poste expert.
5.1.3 Robot Prosit
Depuis 1995, l’équipe robotique du laboratoire PRISME de l’université d’Orléans conçoit
et teste en conditions réelles des systèmes de télé-échographie robotisés, dont les robots
Teresa [Courreges 2001] (Fig. 1.13(a)), Otelo [Delgorge 2005, Bassit 2005] (Fig. 1.13(b)), et
Estele la version commercialisée par la société Robosoft. Ainsi, le robot Prosit (Fig.5.4(a))
est la sixième génération, résultat d’un travail d’optimisation en termes de compacité et de
performances cinématiques [Nouaille 2010]. Nous présentons dans les sous-sections suivantes
le robot Prosit.
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Figure 5.4 – (a) Le robot Prosit, et (b) sa structure cinématique.
5.1.3.1 Structure
Le robot Prosit, illustré sur la Fig.5.4(a), est basé sur le modèle géométrique du robot
Estele commercialisé par la société Robosoft (cf. section 1.2.2), auquel a été ajouté une
translation pour le maintien du contact avec la peau du patient. Plus précisément, il s’agit
d’un robot ayant une structure mécanique sérielle sphérique à 4 DDL (Fig.5.4(b)). Toutefois,
les robots à structure sérielle sphérique possèdent des singularités, se trouvant dans deux
positions indiquées sur le Fig.5.5. Ces deux singularités ont les mêmes propriétés : les
axes z1, z2 et z3 sont coplanaires. Pour limiter l’impact de ces singularités, Nouaille et al
[Nouaille 2010] ont proposé une solution optimale conduisant au robot Prosit, dont l’axe 1
à été décalé (Fig.5.4(b)).
Figure 5.5 – Positions de singularité pour un robot à structure sérielle sphérique.
5.1.3.2 Modèle Géométrique
Nous avons choisi d’exprimer le modèle géométrique du robot en utilisant la conven-
tion de Denavit-Hartenberg modiﬁée. Suivant la structure du robot Prosit indiquée sur
la Fig. 5.4(b), le tableau 5.1 détaille les paramètres {di−1, αi−1, ri, θi} obtenus selon cette
convention.
Nous déﬁnissons {R0} le repère ﬁxe du robot Prositet les repères {R1}, {R2}, {R3}
et {R4} respectivement associés aux quatre axes du robot. La matrice de changement de
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σi di−1 ri αi−1 θi
0 0 0 α0 θ1
0 0 0 α1 θ2
0 0 0 α2 θ3
1 0 r4 0 0
Table 5.1 – Les paramètres modiﬁés de Denavit Hartenberg du robot Prosit.
repère 0M4 est déﬁnie par :
0M4 =

Sx nx ax px
Sy ny ay py
Sz nz az pz
0 0 0 1
 =
 0R4 0t4
03×3 1
 (5.1)
où les composantes de la matrice sont développées en utilisant la convention de Denavit
Hartenberg modiﬁées :
Sx = (cθ1cθ2 − sθ1cαsθ2) cθ3 − (cθ1sθ2 + sθ1cαcθ2) cαsθ3 + sθ1 (sα)2 sθ3
Sy = (cα0sθ1cθ2 + cα0cθ1cαsθ2 − sα0sαsθ2) cθ3
− (cα0sθ1sθ2 − cα0cθ1cαcθ2 + sα0sαcθ2) cαsθ3 − (cα0cθ1sα+ sα0cα) sαsθ3
Sz = (sα0sθ1cθ2 + sα0cθ1cαsθ2 + cα0sαsθ2) cθ3
− (sα0sθ1sθ2 − sα0cθ1cαcθ2 − cα0sαcθ2) cαsθ3 − (sα0cθ1sα− cα0cα) sαsθ3
nx = − (cθ1cθ2 − sθ1cαsθ2) sθ3 − (cθ1sθ2 + sθ1cαcθ2) cαcθ3 + sθ1 (sα)2 cθ3
ny = − (cα0sθ1cθ2 + cα0cθ1cαsθ2 − sα0sαsθ2) sθ3
− (cα0sθ1sθ2 − cα0cθ1cαcθ2 + sα0sαcθ2) cαcθ3 − (cα0cθ1sα+ sα0cα) sαcθ3
nz = − (sα0sθ1cθ2 + sα0cθ1cαsθ2 + cα0sαsθ2) sθ3
− (sα0sθ1sθ2 − sα0cθ1cαcθ2 − cα0sαcθ2) cαcθ3 − (sα0cθ1sα− cα0cα) sαcθ3
ax = (cθ1sθ2 + sθ1cαcθ2) sα+ sθ1sαcα
ay = (cα0sθ1sθ2 − cα0cθ1cαcθ2 + sα0sαcθ2) sα− (cα0cθ1sα+ sα0cα) cα
az = (sα0sθ1sθ2 − sα0cθ1cαcθ2 − cα0sαcθ2) sα− (sα0cθ1sα− cα0cα) cα
px = ((cθ1sθ2 + sθ1cαcθ2) sα+ sθ1sαcα) r4
py = (cα0sθ1sθ2 − cα0cθ1cαcθ2 + sα0sαcθ2) sαr4 − (cα0cθ1sα+ sα0cα) cαr4
pz = (sα0sθ1sθ2 − sα0cθ1cαcθ2 − cα0sαcθ2) sαr4 − (sα0cθ1sα− cα0cα) cαr4
(5.2)
Remarque 1. Par souci de clarté et de commodité, nous adoptons ici les notations sui-
vantes : cθ = cos θ et sθ = sin θ.
Nous avons choisi ici les angles d’Euler (ψ, θ, φ) pour caractériser l’orientation de l’ef-
fecteur du robot en utilisant la convention Z-Y-Z, avec (ψ, θ, φ) les angles des rotations
successives selon les axes z, y et z. La matrice de rotation correspondant à ce paramétrage
Z-Y-Z est déﬁnie par : cψcθcφ− sψsφ −cψcθsφ− sψcφ cψsθsψcθcφ+ cψsφ −sψcθsφ+ cψcφ sψcθ
−sθcφ sθsφ cθ
 (5.3)
Le terme cθ est obtenu en utilisant le composant az de la matrice de transformation
0M4 :
cθ = az (5.4)
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ce qui nous donne θ = arccos(az). Le terme φ est identiﬁé par cφ = −sz/sθ et sφ = nz/sθ,
nous obtenons φ = arctan(−nz, sz).
De la même manière, nous déterminons ψ = arctan(ay,ax). Finalement ces trois angles
sont déterminés par : 
θ = arccos(az)
φ = arctan(−nz, sz)
ψ = arctan(ay,ax)
(5.5)
5.1.3.3 Modèle Cinématique
Comme mentionné ci-avant, le robot Prosit dispose de 4 DDL : trois rotations et une
translation. Le vecteur de commande des vitesses articulaires se déﬁnit alors par :
q˙ =
(
θ˙1, θ˙2, θ˙3, r˙4
)
(5.6)
où θ˙1, θ˙2 et θ˙3 sont les vitesses de rotations des axes 1 à 3 ; et r˙4 est la vitesse de translation
du dernier axe (Tab. 5.1). Classiquement, les vitesses articulaires sont reliées au torseur
cinématique de l’eﬀecteur ve = (vx, vy, vz, ωx, ωy, ωz) par la relation suivante :
ve = Jqq˙ (5.7)
avec Jq la matrice jacobienne du robot déﬁnie par :
Jq =

r4z1 × z4 r4z2 × z4 r4z3 × z4 z4
z1 z2 z3 03×1

R0
=

B11 B12 B13 C1
B21 B22 B23 C2
B31 B32 B33 C3
A11 A12 A13 0
A21 A22 A23 0
A31 A32 A33 0

R0
(5.8)
où les termes Aij , Bij et Ci sont donnés par les relations (5.9), (5.10) et (5.11) suivantes.
A11 = cθ3sα0sθ2 + cα0sθ3sα0cθ2 + sαcθ3cα0
A21 = −sθ3sα0sθ2 + cα0cθ3sα0cθ2 + sα0cθ3cα0
A31 = −s2α0cθ2 + c2α
A12 = sα0sθ3
A22 = sα0cθ3
A32 = cα0
A13 = 0
A23 = 0
A33 = 1
(5.9)

B11 = r4A21
B21 = −r4A11
B31 = 0
B12 = r4A22
B22 = −r4A21
B32 = 0
B13 = 0
B23 = 0
B33 = 0
(5.10)
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
C1 = 0
C2 = 0
C3 = 1
(5.11)
5.1.4 Sonde haptique
Dans le cadre du projet Prosit, un prototype de sonde haptique est développé. La
sonde haptique doit être capable de détecter les mouvements quand l’expert la manipule et
de détecter la force appliquée par l’expert.
La première version du prototype de la sonde haptique a été développée par Chaker, et
améliorée par Essomba [Essomba 2012]. C’est une sonde à retour d’eﬀort dit “irréversible”,
qui donne à l’expert une sensation de résistance quand il appuie sur la sonde haptique.
Comme illustré sur la Fig.5.6 (a), cette sonde haptique est capable de commander les 4
DDL (les trois rotations et la translation) disponibles sur le robot Prosit. Le principe de
la transmission des consignes de l’expert est décrit sur la Fig.5.6 (b). L’expert peut ainsi
télé-opérer le robot en manipulant la sonde haptique, la sensation de l’eﬀort étant reproduit
par la sonde haptique.
(a) (b)
Figure 5.6 – La sonde haptique 1 : (a) sa structure mécanique, et (b) son schéma de
principe de transmission.
5.2 Intégration des modes d’assistances
Dans le chapitre 4, quatre modes d’assistance à la télé-échographie robotisée ont été
proposés et validés dans un premier temps sur un robot viper-850 (Adept). Notamment, ce
robot est doté de 6 DDL, dont les mouvements ont été contraints de manière à reproduire
la cinématique du robot Prosit. En eﬀet, comme présenté dans la section 5.1.3, le robot
Prosit dispose d’une structure mécanique sérielle sphérique ayant trois rotations et une
translation. Le vecteur des vitesses articulaires q˙ du robot Prosit est alors déﬁni par
(5.6) : q˙ = (θ˙1, θ˙2, θ˙3, r˙4). Toutefois, dans le cadre de nos travaux, uniquement les vitesses
de rotations θ˙1, θ˙2 et θ˙3 sont contrôlées par nos tâches référencées vision. La vitesse de
translation r˙4 est quant à elle pilotée par une commande en eﬀort garantissant le contact
de la sonde avec le corps du patient. Le vecteur des vitesses articulaires utilisé par nos
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stratégies de commande se réduit alors à :
ϑ˙ =
(
θ˙1, θ˙2, θ˙3
)
(5.12)
Le modèle cinématique décrit à la section 5.1.3.3 se ré-écrit simplement comme suit :
ve = Jϑϑ˙ (5.13)
où le jacobien Jϑ est similaire à Jq (5.8) sans sa dernière colonne, soit :
Jϑ =

B11 B12 B13
B21 B22 B23
B31 B32 B33
A11 A12 A13
A21 A22 A23
A31 A32 A33

R0
(5.14)
avec les composantes Aij et Bij données par les relations (5.9) et (5.10).
Notre objectif ici est d’appliquer les spéciﬁcités de la commande articulaire du robot
Prosit aux modes d’assistance à la télé-échographie robotisés proposée dans le chapitre 4.
En particulier, seules les tâches de positionnement référencées vision (section 4.3) et de
maintien de visibilité (section 4.5), doivent être reconsidérées.
5.2.1 Intégration de la tâche d’asservissement visuel
Nous avons établi dans le chapitre 4, que la variation du vecteur des indices visuels
s = (d, xg, α) est reliée au torseur cinématique ve de l’eﬀecteur par la relation (4.12) que
nous rappelons ci-après :
s˙ = Ls
sWeve (5.15)
avec Ls la matrice d’interaction déﬁnie par la relation (4.9) ; et sWe la matrice de chan-
gement de repère du torseur cinématique (4.11) que nous détaillons dans la section 5.2.3.
Nous pouvons alors relier la variation du vecteur s aux vitesses articulaires ϑ˙ utilisées par
le biais de l’équation (5.13) et de la jacobienne Jϑ, soit :
s˙ = Ls
sWe Jϑ ϑ˙ = Js ϑ˙ (5.16)
Enﬁn, en considérant la loi de commande cinématique classique (2.4) introduite au
chapitre 2, nous obtenons la commande des vitesses articulaires minimisant l’erreur entre
les informations visuelles courantes s et leurs valeurs de consigne s∗, soit :
ϑ˙ = −λ Ĵs
−1
(s(t)− s∗) (5.17)
où λ est un gain positif. La matrice Ĵs est calculée selon (5.16) à partir d’une estimation de la
matrice d’interaction Ls courante (4.9), de la matrice de changement de repère sWe (4.11),
et de la jacobienne du robot Jϑ (5.14).
5.2.2 Synthèse de la tâche de maintien de visibilité
La tâche de maintien de visibilité permet d’assister le médecin durant la télé-opération
aﬁn de ne pas perdre la visibilité d’un élément anatomique d’intérêt lors de son exploration.
Pour cela, dans le chapitre 4, nous avons proposé de partager les consignes de l’expert, télé-
opérant à travers la sonde haptique, avec un asservissement visuel échographique satisfaisant
94 Chapitre 5. Implantation et validation
des contraintes de visibilité. Pour ce faire, nous avons exploité le concept d’activation et
de désactivation automatique de l’asservissement visuel pour le maintien de contraintes
introduit dans [Kermorgant 2011]. En adaptant ce concept à présent aux spéciﬁcités de la
plate-forme Prosit, la loi de commande (4.19) de la section 4.5.2 devient :
ϑ˙ = −λ(HĴs)+He (5.18)
La matrice Ĵs est ici calculée à partir d’une estimation de la matrice d’interaction Ls donnée
par la relation (4.20) pour les primitives visuelles s = (xg, yg, d).
Pour partager les consignes de l’opérateur avec la commande référencée vision, nous
avons considéré le formalisme de la redondance [Samson 1991], qui s’écrit à présent comme
suit :
ϑ˙ = −λ(HĴs)+He+Pϑ˙m (5.19)
où l’opérateur de projection est ici donné par : P = I3 − (HĴs)+(HĴs). Le vecteur ϑ˙m
correspond aux vitesses de rotation de la sonde haptique manipulée par le praticien durant
la télé-opération.
Enﬁn, pour prendre en compte les changements de rang de (HJs), nous utilisons à
nouveau l’inverse continue Js
⊕
Hn , ainsi que l’opérateur général de projection proposé dans
[Mansard 2009a], qui devient :
P⊕Hn = I3 − Js
⊕
HnJs (5.20)
La loi de commande garantissant la visibilité de l’organe d’intérêt est à présent déﬁnie
comme suit :
ϑ˙ = −λJs
⊕
Hne+P⊕Hnϑ˙m (5.21)
5.2.3 Etalonnage du système
Pour implémenter nos diﬀérentes stratégies de commande référencée vision échogra-
phique, il est nécessaire de caractériser la matrice de changement de repère sWe (4.11), que
nous rappelons ci-après :
sWe =
[
sRe [
ste]×
sRe
03×3
sRe
]
(5.22)
Cette matrice intervient notamment dans le calcul de la matrice Js (5.16).
De plus, il convient également de convertir un pixel x = (x, y) de l’image échogra-
phique I, en un point de l’espace sX = (sX, sY, sZ) exprimé dans le repère de la sonde
{Rs}. Pour cela, nous avons le modèle géométrique de la sonde échographique (2.7), intro-
duit dans la section 2.2.2.2, à savoir :{
x = x0 + kx
sX
y = y0 + ky
sY
(5.23)
Ainsi, l’objectif est de déterminer les diﬀérents paramètres d’étalonnage de la sonde
échographique, déﬁnis par :
– les paramètres extrinsèques de la sonde déﬁnis par sa position ste et son orientation
sRe par rapport au repère de l’eﬀecteur du robot {Re}.
– les paramètres intrinsèques correspondant aux facteurs d’échelle kx et ky de l’image
échographique (5.23).
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Pour obtenir ces paramètres d’étalonnage, nous avons appliqué la méthode d’étalonnage
développée dans [Nadeau 2011d]. La méthode proposée consiste à retrouver dans l’image I
la forme d’un objet de géométrie connue, dont la position est ﬁxe dans l’environnement.
Il s’agit alors de déﬁnir une fonction de coût mettant en jeu les paramètres d’étalonnage.
Les paramètres intrinsèques et extrinsèques de la sonde sont ainsi estimés en minimisant la
fonction de coût par un algorithme d’optimisation, comme par exemple celle de Levenberg–
Marquardt. Dans le cadre de notre étude, l’objet utilisé est une sphère — une balle de
ping-pong, de diamètre calibré D = 40 mm —, maintenue par deux ﬁls immergés dans un
bac d’eau. La Fig. 5.7 illustre le dispositif d’étalonnage mis en place.
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Figure 5.7 – (a) Le schéma de principe de l’étalonnage. (b) Dispositif expérimental d’éta-
lonnage incluant le robot Prosit et sa sonde, ainsi qu’une balle de ping-pong immergée
dans un bac d’eau.
La procédure d’étalonnage La procédure de d’étalonnage consiste, en utilisant le robot
Prosit, à déplacer la sonde échographique autour de la sphère. Ces diﬀérentes positions
sont choisies de manière à visualiser une section complète de la balle (Fig. 5.8). Pour chacune
de ces positions, des rotations de faibles amplitudes de la sonde sont réalisées. Une séquence
d’images avec la pose de l’eﬀecteur associée est ainsi obtenue. Cette séquence d’images est
alors traitée au moyen de notre algorithme de contour actif pour extraire de chaque image
la position en pixel (xg, yg) du centre du cercle observé et son rayon.
Figure 5.8 – Coupe échographique observée présentant la section de la balle segmentée.
Résultats de l’étalonnage Les paramètres intrinsèques et extrinsèques estimés par
étalonnage du système pour une séquence de 150 images sont résumés dans le tableau 5.2.
La pose relative du repère de la sonde par rapport au repère de l’eﬀecteur du robot est ici
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caractérisée par le vecteur de translation ste = (tx, ty, tz), et les angles (αx, αy, αz) autour
des axes x, y et z de l’eﬀecteur.
(a) Paramètres intrinsèques
Paramètres Valeurs
kx 0.39 mm
ky 0.39 mm
(b) Paramètres extrinsèques
Paramètres Valeurs Paramètres Valeurs
tx −118.82 mm αx 2.358 deg
ty −93.37 mm αy −6.105 deg
tz −118.82 mm αz 0.914 deg
Table 5.2 – Résultats obtenus de l’étalonnage.
En l’absence de vérité terrain, la validation de l’étalonnage est réalisée en reconstruisant
le volume de la sphère à partir des paramètres de la sonde estimés et d’une séquence d’images
diﬀérente de celle exploitée pour l’optimisation. Les résultats de reconstruction obtenus sont
illustrés en Fig. 5.9. Nous pouvons constater que la balle de ping-pong est reconstruite de
manière satisfaisante.
(a) (b)
Figure 5.9 – Volumes de la balle reconstruits à partir des paramètres d’étalonnage estimés.
5.3 Validation expérimentale
Nous présentons, dans cette section, les diﬀérents résultats expérimentaux obtenus au
moyen de la plate-forme Prosit.
5.3.1 Expérimentation sur un fantôme abdominal
Dans un premier temps, nos contributions sont validées sur un fantôme abdominal si-
mulant l’abdomen d’un patient [Kyo 2012], comme illustré sur la Fig. 5.10. Ainsi, la tâche
de maintien de visibilité est expérimentée sur cet abdomen en intégrant le schéma de com-
mande (5.21) sur la plate-forme Prosit. Lors de ces expérimentations, la translation r4
de la sonde est commandée par un asservissement en eﬀort assurant une pression de 1 N.
Pour l’ensemble des essais, le gain de la loi de commande est réglé à λ = 0.8 ; et nous ﬁxons
les informations visuelles désirées s∗ à (x∗g, y
∗
g) = 0 (centre de l’image) et d
∗ = 0.028 m.
Rappelons que toutes autres valeurs de s∗ déﬁnies à l’intérieur de l’intervalle de sécurité
peuvent être utilisées.
Lors d’une première expérimentation, le robot Prosit est maintenu sur le fantôme, et
la sonde échographique est télé-opérée par l’expert médical sans activation de la tâche de
maintien de visibilité. Les consignes ϑ˙m de l’opérateur sont alors directement envoyées au
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Figure 5.10 – Le dispositif expérimental composé du robot Prosit portant une sonde
échographique et du fantôme abdominal.
robot. La Fig. 5.11(a) décrit en jaune la trajectoire suivie par le centre de gravité de l’organe
d’intérêt choisit par l’expert, lorsqu’elle respecte les contraintes de visibilité préalablement
déﬁnies. La trajectoire du centre de gravité devient de couleur rouge lorsqu’elle dépasse la
limite de sécurité (de couleur cyan). Nous pouvons constater que sans la tâche de maintien
de visibilité, la trajectoire devient blanche, indiquant que l’organe d’intérêt a dépassé la
zone de visibilité (matérialisée par les lignes de couleurs rouges). En particulier, l’organe
d’intérêt peut alors sortir de l’image échographique et être entièrement perdu.
En utilisant la tâche de maintien de visibilité, la Fig. 5.11(b) montre que la stratégie de
commande (5.21) proposée permet de contraindre le centre de l’organe d’intérêt à rester à
l’intérieur des limites de visibilité : la trajectoire ne dépasse pas la ligne rouge. En eﬀet, en
franchissant la limite de sécurité, le partage des DDL du robot commence à être activé. La
Fig. 5.11(c) décrit l’évolution des poids hx, hy et hd. Notamment, le poids hx est entièrement
activé dès le début de la tâche (entre 0 s et 40 s), car la section de l’organe d’intérêt est
initialement positionnée entre les limites de sécurité et de visibilité, lorsque l’expert l’a
sélectionné avant de lancer la tâche de maintien de visibilité. Puis entre les instants 60 s
et 80 s, l’activation des poids hx et hd engendre une commande des vitesses articulaires
ϑ˙ (5.21) préservant xg dans la région “sûre” de l’image, tout en régulant d proche de d∗.
Les Fig. 5.11(d) et (e) présentent respectivement les vitesses articulaires ϑ˙m réalisées par
l’expert à travers la télé-manipulation de la sonde haptique, et les vitesses ϑ˙ eﬀectivement
appliquées sur le robot.
5.3.2 Validations sur patients volontaires
Dans un second temps, des tests sur des volontaires humains ont été conduits, comme
décrit sur la Fig. 5.12(a). Dans ces conditions in vivo, l’organe d’intérêt peut être perdu
en raison des mouvements physiologiques du patient (respirations, tremblements, etc.). La
Fig. 5.12(b) présente une image échographique où une section de l’artère hépatique du foie
est sélectionnée par l’expert. Encore une fois, nous avons délibérément placé la sonde écho-
graphique de manière à ce que l’artère (contour jaune) soit dans un premier temps proche
de la limite de sécurité. De plus, aucune consigne de télé-opération ϑ˙m de l’opérateur
n’est appliquée, aﬁn d’établir le comportement de la tâche de maintien de visibilité (5.21)
vis-à-vis des mouvements de respiration du patient. Comme prévu, la commande référen-
cée vision échographique est automatiquement déclenchée à travers la variation des poids
(Fig. 5.12(c)) aﬁn de préserver les indices visuels dans les limites désirées de l’image.
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(a)
(b)
(c) Poids des informations visuellles
(d) Vitesse ϑ˙m pilotée par l’expert’
(e) Vitesse ϑ˙ appliquée au robot
Figure 5.11 – Résultats obtenus sur le fantôme avec le mode maintien de visibilité.
5.4 Conclusion
Dans ce chapitre, nous avons présenté la plate-forme Prosit qui a été au cœur de
nos préoccupations au cours de nos travaux de thèse. Nous avons notamment contribué à
développer l’architecture du système intégrant les diﬀérents modes autonomes basés vision
échographique, présentés dans le chapitre 4. Par ailleurs, après avoir présenté la plate-forme
Prosit, nous avons décrit comment les tâches autonomes ont été implémentées, en exploi-
tant les vitesses articulaires du robot. Enﬁn, nos contributions sont validées par plusieurs
expérimentations. Des essais sur des patients volontaires illustrent la pertinence des ap-
proches choisies. En particulier, l’aide au maintien de la visibilité permet de compenser
les mouvements physiologiques du corps humain pour des télé-diagnostics échographiques
réels.
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(a) (b) Coupe échographique
(c)
Figure 5.12 – (a) Le dispositif expérimental de validation sur des volontaires. (b) coupe
échographique. (c) Poids des informations visuelles.

Chapitre 6
Conclusion et perspectives
Les robots légers utilisés pour la télé-échographie robotisée permettent, à l’expert médi-
cal, avec l’aide d’une sonde ﬁctive haptique, d’orienter à distance une sonde ultrasonore 2D.
L’analyse en temps réel des images ultrasonores du patient, reçues via un lien de communi-
cation, ainsi que la connaissance de la position du robot sur le patient permettent à l’expert
de donner un diagnostic. Les validations cliniques du concept de télé-échographie robotisée
montrent qu’il est ainsi possible de pallier le manque d’experts en ultrasonographie sur des
sites médicalement isolés ou des centres hospitaliers secondaires. Le robot porte-sonde est
positionné et maintenu sur le corps du patient par un assistant à partir des informations
communiquées par le spécialiste via visioconférence. Cependant, la faible masse du robot,
le fait qu’il soit maintenu par un assistant sur le corps du patient et les mouvements phy-
siologiques ou involontaires de ce dernier provoquent des perturbations dans la position de
la sonde et engendrent ainsi la perte des sections d’intérêt des organes étudiés.
Cette problématique de compensation des perturbations, aﬁn de retrouver ou de main-
tenir de manière eﬃcace et précise la visualisation d’un organe d’intérêt, est au cœur des
préoccupations des travaux de cette thèse. Ils ont été initiés à partir de l’analyse des besoins
des experts en échographie et déﬁnis dans le cadre du développement d’une plate-forme de
télé-échographie robotisée pour le projet ANR-Contint Prosit. Cette analyse a permis de ca-
ractériser notamment quatre tâches en mode autonome dont trois (maintien de la visibilité,
obtention d’une section mémorisée préalablement, extraction d’une section à partir d’un
volume 3D dense) ont été développées en s’appuyant sur le formalisme de l’asservissement
visuel échographique basé sur les moments d’image 2D proposé initialement par Mebarki
et al. [Mebarki 2010b].
Dans ce cadre, le principe de l’asservissement visuel choisi est celui du type capteur
visuel embarqué ; le contrôle des mouvements du système robotique est réalisé a partir
des informations visuelles contenues dans l’image échographique 2D. Nous pouvons ainsi
contrôler les mouvements de la sonde dans le plan et hors du plan. Nous avons contribué
en particulier à améliorer l’estimation du vecteur normal ∇F à la surface de l’objet observé
pour un point considéré, nécessaire à l’approche proposée. En eﬀet, l’estimateur précédent
[Mebarki 2010b], basé sur l’algorithme des moindres carrés récursif, souﬀrait de problème
de singularité lorsque le vecteur ∇F est estimé dans un repère ﬁxe {Rinit} de la scène.
Ainsi, nous avons proposé d’estimer directement le vecteur ∇F dans le repère {Rs} de la
sonde mobile en utilisant un algorithme des moindres carrés classique. L’espace de contrôle
de l’asservissement visuel échographique basé moments est garanti grâce à l’estimateur que
nous proposons.
L’asservissement visuel échographique dépend du choix des primitives visuelles s utilisées
en entrée du système. La commande référencée vision utilisée dans nos travaux s’appuie sur
les moments 2D de l’image. Nous avons donc développé une méthode de traitement d’images
robuste permettant d’obtenir eﬃcacement les informations visuelles désirées dans les images
échographiques, c’est à dire une méthode capable de détecter le contour de la section de
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l’objet observé dans l’image d’une part et d’autre part, de suivre la déformation et le dé-
placement du contour dans une séquence d’images échographiques à la cadence vidéo (25
images/s). A partir d’une méthode de contour actif paramétrique utilisant la signature po-
laire pour décrire le contour, méthode qui a l’avantage de fournir un contour en temps réel,
nous avons développé une nouvelle approche de contour actif paramétrique optimale basée
sur une représentation du contour par les descripteurs de Fourier ; cela permet de détecter
et de suivre des contours dont la forme est concave ou convexe, et de gérer les éventuels
changements de topologie rencontrés durant la séquence d’images comme par exemple la
division de la section d’une artère à l’approche d’une bifurcation. De plus, l’utilisation des
descripteurs de Fourier fournit une expression récursive des paramètres généralisés impli-
quant uniquement des matrices diagonales. Il en résulte ainsi une réduction de la complexité
des calculs. Une méthode a également été proposée pour ré-initialiser le contour actif au-
tomatiquement lorsque des changements topologiques sont détectés dans l’image courante.
De plus, nous avons implémenté la méthode du contour actif sur un processeur graphique
(GPU) aﬁn de réduire le temps de calcul. Les méthodes proposées ont été validées tout
d’abord sur des coupes d’objets binaires, puis sur des images échographiques d’un fantôme
simulant l’abdomen d’un patient. Le temps de calcul est inférieur à 40ms et permet donc
l’utilisation de la méthode dans des applications de commande robotique médicale d’assis-
tance.
Lorsque l’expert télé-opère le robot léger de télé-échographie, plusieurs causes peuvent
entraîner la perte de visibilité d’un organe d’intérêt lors de son exploration. La première
est le déplacement de l’organe provoqué par les mouvements physiologiques du patient,
la deuxième est un mouvement involontaire du patient ou de l’assistant paramédical te-
nant le robot, et la troisième est l’application d’une trajectoire inappropriée à la sonde par
l’expert durant la téléopération. Sans compensation de ces perturbations de mouvements
physiologiques ou involontaires, s’il y a perte visuelle de la région d’intérêt durant l’acte
télé-opéré, l’expert médical doit alors faire appel à l’assistant pour repositionner correcte-
ment le robot sur le patient. Enﬁn, la qualité du réseau de communication peut se dégrader,
rendant impossible la télé-opération de la sonde ultrasonore distante. Pour assister l’expert
en échographie, nous avons proposé et développé diﬀérents modes de guidage autonome de
la sonde dont la plupart sont basés sur la commande référencée vison décrite précédemment ;
ces tâches peuvent être activées et désactivées à la demande de l’expert. Ces fonctionnalités
d’assistance que nous avons construites correspondent à quatre tâches robotiques.
La première tâche de balayage automatique, consiste à réaliser un balayage automatique
d’une zone anatomique du patient en vue d’acquérir un volume dense échographique. Nous
présentons une solution permettant de reconstruire le volume observé à partir d’un ensemble
de coupes 2D acquises lors du balayage par la sonde US. Si la technique d’interpolation uti-
lisée permet de générer l’ensemble des images parallèles constituant un volume délimité par
un parallélépipède, l’information issue des portions en forme de secteur conduit cependant
à des zones noires (sans information). On peut noter aussi que la précision de l’interpolation
décroit en fonction de la profondeur des tissus observés en raison de l’écartement des points
de mesures.
Lors de l’acte de télé-échographie, l’expert eﬀectue une première phase dite de recherche
d’organe par un balayage de la zone anatomique sur laquelle est posé le robot. Lors de cette
phase, la deuxième tâche que nous avons développée vient en aide à l’expert ; c’est une
tâche de récupération de section anatomique qui permet le positionnement automatique de
la sonde échographique en vue de retrouver sur le patient une section d’intérêt que l’ex-
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pert a identiﬁé préalablement durant l’examen. Lors de l’exploration télé-opérée, l’expert
enregistre les coupes US et la position de la sonde associée. L’activation de la tâche de
positionnement automatique de la sonde, via l’IHM, puis la sélection de l’image désirée à
récupérer permet, à partir d’un asservissement en position utilisant uniquement les mesures
odométriques du robot, de réorienter l’eﬀecteur du robot pour retrouver la coupe d’intérêt
préalablement enregistrée. Le contrôle des déplacements de la sonde est ensuite réalisé par
un asservissement par retour visuel aﬁn d’aﬃner le positionnement de la sonde et de com-
penser automatiquement les perturbations des mouvements du patient ou de l’assistant. A
tout moment, le médecin peut interrompre la tâche de récupération pour revenir au mode
de commande par télé-opération aﬁn de poursuivre son exploration.
Si les performances du lien de communication se dégrade entre le site expert et le site
patient, nous proposons de fournir au spécialiste médical un volume échographique dense
dans lequel il pourra réaliser une échographie virtuelle du patient. Ce volume est obtenu
par la tâche de balayage automatique puis est transmis à l’expert hors ligne. L’expert na-
vigue dans ce volume à la recherche d’une région virtuelle d’intérêt pour son diagnostic ;
dès son identiﬁcation réalisée, il a alors la possibilité de la transmettre au site du patient
pour qu’elle devienne la coupe désirée à atteindre par la sonde réelle. Le positionnement du
robot est alors réalisé, a posteriori, par la même commande locale développée pour la tâche
de récupération présentée précédemment. Ceci constitue la troisième tâche implantée dans
l’IHM de la plate-forme de télé-échographie.
Enﬁn la quatrième tâche que nous avons développée est celle du maintien de visibilité ;
elle permet d’assister l’expert durant l’acte télé-opéré aﬁn de ne pas perdre la visibilité
d’un élément anatomique d’intérêt lors de son exploration. Cette perte peut être due soit à
l’application d’une mauvaise trajectoire de la sonde haptique ou à d’éventuels déplacements
involontaires entre le patient et le robot. L’approche que nous avons proposée consiste à
partager la commande de la sonde entre le médecin qui la télé-opère et un asservissement
visuel échographique qui va s’activer lorsque la section de l’objet d’intérêt sort de l’image.
Pour cela, nous avons déterminé trois informations visuelles, les coordonnées du centre de
gravité et la racine carrée de l’aire de la section d’intérêt, et avons déﬁni des contraintes et
intervalles de sécurité dans le champ de vue échographie en forme de secteur pour déclen-
cher l’asservissement visuel si les primitives visuelles s’approchent de leur limite de visibilité.
L’objectif de l’asservissement visuel n’est donc pas de positionner les primitives visuelles
à des valeurs désirées précises, mais de les ramener à l’intérieur de la zone de sécurité. La
commande que nous avons choisie a l’avantage de ne pas contraindre les degrés de liberté
de la sonde lorsque cela n’est pas nécessaire et de permettre ainsi au médecin de disposer
du contrôle total de la sonde lorsque la section de l’élément d’intérêt reste dans une zone
sûre de l’image avec une aire supérieure à une valeur minimale.
L’ensemble des approches proposées a été validée à partir de résultats obtenus en deux
grandes étapes : lors de simulations et d’essais sur une plate-forme expérimentale constituée
d’un robot porteur de sonde à 6 DDL interagissant avec un fantôme abdominal, puis lors
d’essais sur la plate-forme expérimentale dédiée à la télé-échographie robotisée et construite
dans le cadre du projet ANR-Contint Prosit.
Perspectives
Le logiciel d’échographie virtuelle proposé est développé autour d’un simulateur qui
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permet de charger l’ensemble des images parallèles générées par la tâche de balayage au-
tomatique. Pour l’instant, le déplacement de la sonde virtuelle est commandé par l’action
du médecin via la souris d’ordinateur. A court terme, nous envisageons d’interfacer au
logiciel d’échographie virtuelle les signaux de la sonde haptique active du système de télé-
échographie pour réaliser l’exploration du volume dense en manipulant directement cette
sonde haptique « main-libre ».
A court terme, il s’agit de valider l’ensemble des tâches d’assistance par l’expert médi-
cal, maintien de la visibilité, obtention d’une section mémorisée préalablement, et extraction
d’une section à partir d’un volume 3D dense sur la plateforme Prosit ; tout d’abord avec
l’utilisation du fantôme abdominal et ensuite par la mise en place de validations cliniques.
Si ces tâches ont été prédéﬁnies dans le cahier des charges en collaboration avec les utili-
sateurs potentiels, leurs utilisations en routine hospitalière restent à valider dans un cadre
général d’un point de vue ergonomique, pour l’IHM, technique et bien sûr clinique.
A moyen terme, les nouvelles fonctionnalités d’assistance que nous avons développées
devront être adaptées à une nouvelle plate-forme robotique de télé-échographie. Dans le
cadre du projet Prosit, une seconde version du robot esclave porteur de sonde a été conçue.
Ce second robot, dénommé Prosit2, possède un degré de liberté supplémentaire permettant
d’appliquer une translation latérale à la sonde en plus de son orientation. Cette translation
supplémentaire pourra ainsi être mise à disposition des tâches d’assistance basées sur les
asservissements visuels échographiques.
Nous envisageons également d’améliorer la méthode de détection et de suivi des éléments
anatomiques d’intérêt aﬁn d’augmenter sa robustesse vis-à-vis d’images échographiques fai-
blement contrastées et qui ne présentent pas de contours aisément décelables. Le respect de
l’exécution en temps réel du traitement de l’image reste bien entendu un objectif primordial
pour garantir la réalisation des tâches robotiques d’asservissement visuel.
Annexe A
Estimation du vecteur normal
pour un modèle de courbe 3D
Aﬁn d’estimer le vecteur normal à la surface de l’objet, nous proposons également de
considérer comme modèle une courbe 3D. Cette courbe est décrite par une équation poly-
nomiale du deuxième ordre, selon :
sx = η2
sz2 + η1
sz + η0
sy = τ2
sz2 + τ1
sz + τ0
(A.1)
et peut être exprimée sous forme vectorielle par :
Y = (sx, sy) et Φ⊤ =
(
sz2 0 sz 0 1 0
0 sz2 0 sz 0 1
)
(A.2)
où cette fois-ci Θ = (η2, η1, τ2, τ1, η0, τ0) correspond au vecteur à estimer. Ce système peut
également se décomposer en deux sous-systèmes indépendants :
y1 =
sx, Φ⊤1 = (
sz2, sz, 1), et Θ1 = (η2, η1, η0)
y2 =
sy, Φ⊤2 = (
sz2, sz, 1), et Θ2 = (τ2, τ1, τ0)
(A.3)
dont les vecteurs de paramètres Θ1 et Θ2 sont estimés indépendamment à l’aide d’un
algorithme des moindres carrés classique.

Annexe B
Seuillage optimal d’Otsu
Nous introduisons brièvement dans cet annexe les formulations mathématiques utilisées
pour la mise en œuvre du seuillage adaptatif de l’image par la méthode d’Otsu [Otsu 1979].
Pour l’obtention d’explications complémentaires sur la méthode, nous invitons le lecteur à
se référer à l’article en question. Dans notre étude, nous considérons que l’intensité d’un
pixel de l’image est codée selon 256 niveaux de gris (8 bits). Soit ni le nombre de pixels dont
le niveau de gris correspond à la valeur i. Le calcul de l’histogramme des niveaux de gris de
l’image consiste alors à mesurer les valeurs ni pour i compris dans l’intervalle [0, 1, . . . , L]
(avec L = 255). Le nombre total de pixels de l’image considérée est par conséquent égal à
N = n0 + n1 + . . .+ nL. L’histogramme est ensuite normalisé comme suit :
pi =
ni
N
, (B.1)
pi > 0,
L∑
i=0
pi = 1 (B.2)
L’objectif de la méthode d’Otsu est de déterminer le seuil optimal de niveau de gris k qui
permet de séparer l’image en deux classes C0 et C1 (le fond de l’image et l’objet d’intérêt).
C0 contient l’ensemble des pixels dont les niveaux de gris sont déﬁnis dans l’intervalle
[0, . . . , k] et C1 représente les pixels dont les niveaux de gris appartiennent à l’intervalle
[k + 1, . . . , L]. Les probabilités d’occurrence des deux classes sont données par les relations
suivantes :
ω0 = Pr(C0) =
k∑
i=0
pi = ω(k) (B.3)
ω1 = Pr(C1) =
L∑
i=k+1
pi = 1− ω(k) (B.4)
avec :
ω(k) =
k∑
i=1
pi (B.5)
et les moments cumulatifs d’ordre 0 et d’ordre 1 de l’histogramme sont déﬁnis par :
µ0 =
k∑
i=1
iPr(i | C0) =
k∑
i=1
ipi
ω0
=
µ(k)
ω(k)
(B.6)
µ1 =
L∑
i=k+1
iPr(i | C1) =
L∑
i=k+1
ipi
ω1
=
µT − µ(k)
1− ω(k) (B.7)
avec :
µ(k) =
k∑
i=1
ipi (B.8)
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et où µT est le niveau de gris moyen de l’image déﬁni par :
µT = µ(L) =
L∑
i=1
ipi (B.9)
Quelque soit la valeur de k, nous avons la relation suivante :
ω0µ0 + ω1µ1 = µT (B.10)
ω0 + ω1 = 1 (B.11)
Les variances des deux classes sont données par les expressions suivantes :
σ20 =
k∑
i=1
(i− µ0)2Pr(i | C0) =
k∑
i=1
(i− µ0)2pi
ω0
(B.12)
σ21 =
L∑
i=k+1
(i− µ1)2Pr(i | C1) =
L∑
i=k+1
(i− µ1)2pi
ω1
(B.13)
Aﬁn d’évaluer l’optimalité du seuil à un niveau k donné, nous considérons les mesures
suivantes [Fukunaga 1972] pour analyser la séparabilité des classes :
λ =
σ2B
σ2W
, κ =
σ2T
σ2W
, η =
σ2B
σ2T
(B.14)
où le terme :
σ2W = ω0σ
2
0 + ω1σ
2
1 (B.15)
correspond à la variance intra-classe, le terme :
σ2B = ω0(µ0 − µT )2 + ω1(µ1 − µT )2
= ω0ω1(µ1 − µ0)2
(B.16)
est la variance inter-classe et le terme
σ2T =
L∑
i=1
(i− µT )2pi (B.17)
déﬁnit la variance totale.
Le seuil optimal k∗ est le niveau de gris qui maximise η, autrement dit, qui maximise la
variance inter-classe σ2B .
η(k) =
σ2B(k)
σ2T
(B.18)
σ2B(k) =
[µTω(k)− µ(k)]2
ω(k)[1− ω(k)] (B.19)
Ce seuil optimal k∗ est par conséquent déﬁni selon :
σ2B(k
∗) = max(σ2B(k)) (B.20)
Annexe C
Inverse continue
L’objectif de l’inverse continue est de prendre en compte les lois de commande s’expri-
mant sous la forme :
v = (HJ)+He˙∗ (C.1)
où e˙∗ est l’évolution souhaitée d’une erreur, J est le jacobien de cette erreur, H est une
matrice de pondération et v est la commande en vitesse résultante. Ces lois de commande
permettent de pondérer les informations capteurs, ce qui peut être utile pour désactiver
progressivement des informations devenues non pertinentes, ou au contraire accroître l’im-
portance d’informations liées à des contraintes à respecter. Comme indiqué en section 4.5,
trois conditions sont nécessaires pour que (C.1) soit continue :
– J est continue, ce qui est souvent le cas en dehors des singularités
– H est continue, ce qui le cas si les poids sont choisis de façon continue
– HJ est de rang constant, ce qui n’est pas toujours le cas au moment de l’activation
ou de la désactivation des informations
S’il existe des conﬁgurations où le rang deHJ est constant par construction [Kermorgant 2011],
un opérateur d’inversion continue a été proposé dans [Mansard 2009b] pour répondre aux si-
tuations où le rang de HJ n’est pas constant. Nous introduisons brièvement ci-après sa déﬁ-
nition. Pour plus de détails, nous invitons le lecteur à se reporter à l’article [Mansard 2009b].
Déﬁnition A3.1 (Inverse continue J
⊕
H) Soit J une matrice quelconque de dimen-
sion (k × n), et H une matrice d’activation de dimension (k × k), diagonale, dont les
coefficients notés (hi)i∈[1...k] sont compris dans l’intervalle [0, 1]. L’inverse de J activée par
H est définie par :
J
⊕
H =
∑
P∈B(k)
(∏
i∈P
hi
)(∏
i/∈P
(1− hi)
)
J+P (C.2)
où B(k) est l’ensemble de toutes les combinaisons formées par les nombres compris entre 1
et k. On note P un élément quelconque de cet ensemble. JP est déﬁnie ci-après.
Déﬁnition A3.2 (Jacobien partiel JP) Soit J une matrice quelconque de dimension
(k × n). Le jacobien partiel par rapport à P ∈ B(k) est égal à la matrice J pondérée par la
matrice HP dont les coefficients hi valent 1 si i ∈ P et 0 si i /∈ P.
JP = HPJ =

1P(1)J1
1P(2)J2
...
1P(k)Jk
 (C.3)
Où Ji est la i-ème ligne de J et 1P(i) est la fonction caractéristique de P, valant 1 si i ∈ P
et 0 sinon. On peut noter que dans le cas d’une matrice d’activation binaire on a :
J+P = (HPJ)
+ = (HPJ)
+HP (C.4)
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Figure C.1 – Représentation de J
⊕
H en dimension k = 2. Une interpolation bilinéaire est
faite entre J+∅ , J
+
{1}, J
+
{2} et J
+
{1,2}.
En eﬀet par la pseudo-inverse les lignes nulles de HPJ deviennent les colonnes nulles de
(HPJ)
+, correspondant aux poids nuls de HP . La multiplication à droite par HP conserve
les colonnes non nulles et annule les colonnes déjà nulles, ce qui revient à ne rien modiﬁer.
D’après (C.2), J
⊕
H réalise ainsi une interpolation multilinéaire entre les matrices J+P qui
correspondent à toutes les combinaisons d’activation binaires (hi ∈ {0, 1}) de la loi de
commande (C.1).
La ﬁgure C.1 représente l’interpolation bilinéaire eﬀectuée en dimension k = 2. Dans ce
cas on a B(2) = {∅, {1}, {2}, {1, 2}} et l’interpolation est eﬀectuée entre les 4 matrices J+∅ ,
J+{1}, J
+
{2} et J
+
{1,2}.
Dans le cadre de nos travaux concernant la tâche de maintien de visibilité, Hn =
Diag(hxn , hyn , hdn) est une matrice diagonale, dont les coeﬃcients hxn , hyn , hdn sont com-
pris dans l’intervalle [0, 1] ; Lω est une matrice de dimension (3 × 3). La matrice L
⊕
Hn
ω
est l’inverse continue de Lω activée par Hn. Le calcul explicite de L
⊕
Hn
ω est maintenant
détaillé. En dimension k = 3 on a :
B(3) = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} (C.5)
La matrice Lω peut être écrite sous forme suivante :
Lω =

Lx
Ly
Ld
 . (C.6)
où Lx, Ly et Ld sont 3 vecteurs lignes de dimension 3.
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Les 8 jacobiens partiels correspondant sont donc :
L∅ = 03×3 L{1} =
 Lx0
0
 L{2} =
 0Ly
0
 L{3} =
 00
Ld

L{1,2} =
 LxLy
0
 L{1,3} =
 Lx0
Ld
 L{2,3} =
 0Ly
Ld
 L{1,2,3} =
 LxLy
Ld
 (C.7)
Finalement, d’après (C.2) l’inverse continue L
⊕
Hn
ω est déduite par :
L
⊕
Hn
ω = 03×3
+hxn(1− hyn)(1− hdn)L+{1}
+(1− hxn)hyn(1− hdn)L+{2}
+(1− hxn)(1− hyn)hdnL+{3}
+hxnhyn(1− hdn)L+{1,2}
+hxn(1− hyn)hdnL+{1,3}
+(1− hxn)hynhdnL+{2,3}
+hxnhynhdnL
+
{1,2,3}
(C.8)
Comme on le voit, le formalisme de l’inverse continue impose de calculer 2k − 1 pseudo-
inverses à chaque itération. La méthode est donc adaptée dans notre cas à 3 dimensions,
mais trouve rapidement ses limites quand le nombre d’informations pondérées augmente.
D’après (C.8) on constate également que dans la zone sûre (déﬁnie par hxn = hyn =
hdn = 0) on obtient bien L
⊕
Hn
ω = 0. D’après (4.26) on a donc P⊕Hn = I3 : la loi de
commande (4.27) transmet directement les consignes du téléopérateur quand les contraintes
de visibilité ne sont pas mises en danger.
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Résumé : Les robots légers utilisés pour la télé-échographie robotisée permettent, à
l’expert médical, d’orienter à distance une sonde ultrasonore 2D. L’analyse en temps réel
de l’image ultrasonore du patient, reçue via un lien de communication, permet à l’expert
de déﬁnir un diagnostic. Les validations cliniques du concept de télé-échographie robotisée
montrent qu’il est ainsi possible de pallier le manque d’experts en ultrasonographie sur des
sites médicalement isolés. Le robot porte-sonde est positionné et maintenu sur le corps du
patient par un assistant à partir des informations communiquées par le spécialiste via visio-
conférence. Cependant, la faible masse du robot, le fait qu’il soit maintenu par un assistant
sur le corps du patient et les mouvements physiologiques du patient provoquent des per-
turbations dans la position de la sonde et engendrent ainsi des pertes des sections d’intérêt
des organes étudiés. Les travaux de cette thèse ont consisté a développer une approche par
asservissement visuel basé sur les moments d’image ultrasonore 2D. Le calcul des moments
2D étant basé sur les points du contour de la section d’intérêt, un algorithme de traitement
d’images eﬃcace est nécessaire pour détecter et suivre le contour d’intérêt en mouvement.
Pour cela, une méthode de contour actif paramétrique basée sur les descripteurs de Fourier
est présentée. Les lois de commandes correspondant à trois tâches autonomes autorisant
la recherche et le maintien de visibilité d’un organe lors de l’acte médical télé-opéré sont
implémentées et validées sur la plateforme robotique du projet ANR Prosit.
Mots clés : Robotique en médecine, échographie, asservissement visuel, commande en
temps réel
Abstract : The light weight robots used for robotized tele-echography allow the me-
dical expert to remotely operate a 2D-ultrasound probe. The real-time analysis of the pa-
tient’s ultrasound images, received via a standard communication link, provides the expert
with relevant information to deﬁne a diagnosis. The clinical validations of the robotized
tele-echography concept show that it is possible to overcome the lack of sonographers in
medically isolated sites. The robot probe-holder is usually positioned and held on the pa-
tient’s body by a paramedical staﬀ based on information provided by the specialist via
videoconferencing. However, the small mass of the robot, the fact that it is held by an assis-
tant on the patient’s body and the patient’s physiological movements cause disturbances in
the position of the probe ; this thus can generate a loss of the region of interest of the organ
being under investigation during the teleoperated medical act. This thesis work focuses on
the development of a visual servoing approach based on 2D ultrasound image moments. 2D
moments calculation is based on the contour points of the image section of interest, there-
fore an image-processing algorithm is needed to eﬀectively detect and follow the contour of
interest in motion. For this reason, a parametric active contour method based on Fourier
descriptors is presented. The control laws, corresponding to three independent autonomous
tasks to search and maintain the visibility of an organ within a given ultrasound plane
during the tele-operated medical act are implemented and validated on robotic platform
project ANR Prosit.
Keywords : Medical robotics, ultrasound, visual servoing, control
