I. INTRODUCTION
Cardiovascular disease (CVD) arises when the blood vessel of the heart that normally provides blood and oxygen to the heart is completely blocked [1] .
The human organ, is many molecular interaction networks, like self-possessed of millions of interacting Nano-cells. Intra-Body Biological Systems (IBBS) is nearly connected to individually each other and interact mainly through molecular transactions [2] .
The statistics, report published by World Health Organization (WHO) [3] , indicate that CVD, the number one reason for death, in the globe [4] , [5] , and about 17.7 million people annually die, which means 31% of all global deaths happened because of CVDs, in 2018 [6] . A significant point is that, about 80% of CVDs deaths are occurred because of heart attacks and/or strokes. Another point is that, The associate editor coordinating the review of this article and approving it for publication was Masood Ur-Rehman. above 75% of CVD mortalities happen in middle-income, and low-income countries. Based on these statistics, the estimation of CVDs patients may reach up to approximately 23.6 million in 2030 [7] .
The American Heart Association (AHA) expressed that, different kinds of CVD are the number one killer for all American individuals. This constitutes an alarm for governments, and researchers to find, some solution to reduce the negative and destructive effects of this disease. The most distinct risk parameter of CVD, is shown in Fig.1 .
Deep learning [9] , is used to predict, examining, distinct (RHI) [10] , [11] . In this article, initial describe the model for necessary intra-organ, molecular interaction, medium [12] , i.e., action potential-based cardio molecular interaction medium.
Fluid-Structure interaction in a blood vessel network analysis of the displacements associated stresses of the walls of a part of an artery, and a few branches embedded within the muscular tissue, when laid open to the pressure caused by the heart's beating [13] . The case study, is often wont to observe the chance for the failure of the artery given a convinced deformation within the artery.
The blood flow and fluid pressure are calculated within the first case study. The forces applied, by the fluid on the interior walls of the blood vessel, are used as loads for the structural analysis within the walls, and contiguous cardiac muscle tissue.
The equations for the fluid flow, are outlined within the blood vessel. The structural analysis, is outlined within the walls and therefore the tissue only, extremely nonlinear hyper-elastic model for the blood vessel walls and therefore the contiguous tissue.
In this study secondly, we endeavored to apply Machine Learning Techniques (MLTs), as Naïve Bayesian networks (BN), are powdered of a network like structures with accompanying conditional probabilities [14] . Decision tree (DT), utilize to represent the probability relationship between a feature, or to predict the value of a target variable supported many input variables.
The K-Nearest Neighbor (KNN), techniques are a non-parametric technique, used for classifier and regression [15] . The KNN, needs a distance metric which the most wellknown of distance metric is the Minimum-Distance Classifier (MDC).
The MDC attempts to assign a classified variable to the most common category (class) amongst its neighbors, which means that it measures, the distance from neighbors and classify them. There are distinct distance measures but Euclidean distance, measures are the most commonly used distance measures. The learning process of the KNN, includes in choosing an appropriate parameter [16] .
Fully connected neural network, model used for predicting, by CVD, such as in, coronary artery disease, to analysis heart disease, to construct risk parameters, heart disease [17] . In  table.1 describes different DLT, and the table. 2 shows the  related work. The main contribution, of this paper is introduce classification performance, which combines with DLT, techniques as ANN, NB, DT, KNN.
Designing ANN, model with back propagation learning techniques, and feature selection, for classification of CVD. Our techniques prove the accuracy rate and control the attributes which give more towards the predication. Further, it's potential to reduction the undesirable effects of measuring noise, by injecting noise into information throughout the training techniques. Demonstrate of this draft is to point out the emerging response strategies for intra-organ, failures and molecular diagnostic of CVD, and to bridge the clinical information gap.
Our main research, can be summarized as follows. Section II, is experimental detail, material, and dataset, molecular diagnosis of the CVD, distinct machine learning techniques, and the result. Section III is discussion, motivation and engineering finding. Section VI. is a conclusion and future work.
II. EXPERIMENTAL DETAIL AND RESULTS

A. MATERIALS AND DATA SET
Cardiovascular disease CVD, hospital dataset, accessible at UCI, laboratory (Molecular Diagnostics Laboratory) Shaukat Khanum hospital and research Centre was used in this study. Our dataset contains 294 samples. Total 14 attributes included, and six scenarios are considered. The table.no.3 is the list of the 14 attributes.
B. MOLECULAR DIAGNOSIS OF THE CVD
In this section, we try to find a solution, for how can interaction blood, within the blood vessel of the CVD. A special environment for implementing microscale interaction.
Actually, the treatment of the absorptions of distinct factors in the blood hopes, it's become efficient for doctors, to help to identify a serious condition for patients. Due to the access of such data [20] , it may be potential to activate not solely the first administration of the essential therapies, in efficient ways that however additionally the discharge of precise may molecular interaction, before arranged in the human organ. Meanwhile, the blood needs regarding one minute to finish the massive and tiny circulation, it's a rare medium, to quickly transmit data, to distinct components of the organ [21] . Therefore, considerate the interaction mechanisms, in the blood, is of great interest in the field of molecular diagnosis. The Fig.2 (A) is Normal and (B) Heart failure Cordial infarction [22] .
However, in an exceedingly kind of CVD, with impaired pump perform, stroke volume (blood flow volume ejected per heart beat) drops and therefore the heart is unable to with efficiency pump oxygen-rich blood to the remainder of the body the heart is transformed from the underlying disease method, turning into enlarged with stiff muscle walls because it is being strained to carry a lot of oxygen-rich blood to pump to the organ. The weakened pumping volume ends up in straightforward weakness. It additionally causes blood and fluid to encouragement into the lungs, and also the organ, leading to breathlessness and generalized swelling, severally. CASE. I: In the domain, cardiac muscle, aorta and its branches vessels, with blood contained. The Naiver-Stokes equations in the blood and oxygen to the heart are narrowed [24] . At individually surface wherever the model carries a vessel, to a surprising finish, it characterizes the load with an identified pressure distribution. Synthesis of tissue and artery material process model.
Synthesis of Tissue and Blood Vessel Material Computational Model:
The synthesis of rubber-like elastomers, is a hard task for numerous reasons. The material can undergo very large strains. The stress-strain association, is mostly nonlinear. Numerous rubber-like materials are generally not able to be compressed. It needs to revise standard displacementbased finite element formulations in order to arrive at correct results (mixed formulations). You must responsiveness to the description of stress, and strain measures. The analysis of nonlinear geometrically, the expectations about microscopic displacement are no longer valid. In table 4, describes the model parameters.
The liquid dynamics synthesis studies, the solution of the 3D Naiver equations. we can do so in both a stationary case, or in the time domain. To establish the Fig.4 describe the boundary conditions for the liquid -flow synthesis [25] .
For the Time-dependent density functional theory (TDDFT) synthesis, the computational model deploys a circular function to vary the pressure distribution over time in equation.1 for COMSOL multiphysics none linear hyper elastic model
First, observe the steady flow field in order to match its result to the transient case. Fig.5 explore a slice plot of the speed field (that provides values in m/s). In the last model, analysis for the influence of outsized displacements, and for the hyper elastic performance of the biological tissues.
CASE II: Actually the heart, mechanisam, as transmitter (T x ), as source and Reciever (R x ) as destination like a transceiver, of the interaction system of the overall body organ. It hes characteristic signal producing and communication (interaction) mechanisam, which is of great prominance, and needs to be given special attention to understading the feature of transmission, of blood to every single cell, i,e., a destination inside the human organ. Molecular interaction system model, the essential components of a molecular interaction system are a source, destination, and medium. The source is a point placed at a distance (d) from the midpoint of the destination. It releases molecules that diffuse freely and individually from each other via Brownian motion. In precise, the molecules diffuse randomly over the medium, and the gesture of a molecule is not dependent on the gesture of any additional molecules [26] .
For each information particle, the hitting ratio is stated as follow: -
where r, D, and d indicate the radius of the destination, the diffusion coefficient and the distance between T x , and R x [27] . The arrival of molecules is a binomial process in its nature. When considering a single emission of N Tx molecules at t = 0, N Rx 1 is expressed as a binomial random variable stated as follows:-
where P 1 denotes the predictable amount of molecules absorbed by the destination node through the initial symbol period, the binomial distribution with n success and trail probability p is indicate by B (n; p). For broad circumstance with several emissions, in a period, the number of received molecules is affected by the existing (4) where N Tx k indicates the number of emitted molecules in the k th symbol duration.
Due to the complexity of binomial random variables, the computational model is mostly approached by Gaussian model [27] given as follows.
The N Rx i values are used to evaluate the CDF F N Rx i (x) for Gaussian using the following equation
where P(.) refers to the event probability. N Rx i is influenced by the present time and the prior emissions which are being processed by the transmitted bit values with continuous transmission of bit-0 indicates no emission, and the demodulation is done through simple thresholding. The demodulation function δ (0) receives the input N Rx and the demodulated bits output according to the following equation:
where N Rx and Y i indicate the count of received molecules and the demodulated symbol in the i th symbol period, although ε indicates the threshold value for demodulation. The error probability of bit-1 for Gaussian model, using BCSK for the modulation and thresholding with ε for the demodulation is given as follows.
where (.) refer to the -function. We designed the actual computational framework for molecular interaction which relies on the ideal information of the complete medium model. Due to that, we have optimized the BCSK modulation and the threshold demodulation, to reduce the error rate (BER). By using known learning techniques, we have discovered that the proposed technique achieved the same performance as the better performance.
C. DEEP LEARNING TECHNIQUES
The MLT is used to predict the efficient retrieval of patient's diagnosis with CVD. The main aim is robust healthcare data drove, data leaning, missing data handling. Finally, an ANN model evaluation,
1) CLASSIFICATION PERFORMANCE MEASUREMENT
The formula for the exploration of classification was discovered. (Positive class) in the Samples with the absence of CVD, and (Negative class). samples with the presence of CVD. Now the formula is defined as above through confusion matrix [28] .
The rate of misclassification Proportion of inaccurately classified samples to the total number of samples is identified as the rate of misclassification.
There are two types of inappropriate classifications. If the presence of CVD was classified as the absence of CVD (E1), it is defined as type I error. If the absence of CVD was classified as the presence of CVD(E2), it is demarcated as a type II error. The rate of misclassification=(E1+E2)/ total number of samples: The confusion matrix is describing the performant of the classifier model. The Classification measurement formula describes in the Fig.6 as TP, FP, TN, FN, NVP [29] .
The following Fig.7 data are used in all scenarios-6 and compare the attributes and predicted attributes.
2) DECISION TREE
Decision tree (DT), utilize to represent the probability relationship between feature. In the Fig.8 DT, the result with respect to accuracy includes scenario-1 to scenario-6 [18] . 
3) NAIVE BAYES NB
Bayesian networks BN, is conditional probability based structural network as in equation (2) P(c|x) = P(x|y)P(y)/P(y)
The P(c|x), is posterior probability, and given class (c), this supposition is called class conditional independence [31] . In the case of discrete variables X and Y are If the random variable X and Y are continuous. Fig. 9 Accuracy rate of Naïve Bayesian NB, in all scenarios for CVD, this graph also states that scenario -6 has more accuracy compared to others scenarios-6.
4) K-NN
The K-NN techniques is a non-parametric technique intended for classifier and regression. The K-NN needs a distance metric which the most well-known of distance metric is the minimum-distance classifier (MDC). The MDC attempts to assign a classified variable to the common category (class) amongst its neighbors, which means that it measures the distance from neighbors and classify them. There are distinct distance measures but Euclidean distance measures are the most commonly used distance measures. The learning process of the K-NN includes in choosing appropriate parameter k. Fig.10 report experimental results of K-NN with respect to accuracy rate in all scenarios for CVD, this graph also states that scenario-6 has more accuracy as compared to other scenarios-6 [32] .
It is exploring that scenario-6 give an efficient result as compared to all other five.
5) ARTIFICIAL NEURAL NETWORK ANN, MODEL CONSTRUCTION AND EVALUATION
ANN model is analysis by a number of neurons n, a number of hidden layers m, transfer function, Multilayer Perceptron Neural Network (MLPNN) is one of the effective ANN for modeling and prediction, nonlinear and complex processes [33] . The number of output neuron is k, w ji is the weight to the hidden neuron y j from the input unit x i , w kj represents the weight to output neuron z k , from hidden neuron y j . The biases are represented by b j and b k correspondingly.
BPNN techniques The BPNN acquire the standard of MLFF network which functions performing error control of each neuron. BPNN continue to updating its weight after processing the group of data until the error value is within the threshold.
Fitting The unsuitable number of hidden neurons cause also overfitting or under fitting, up thus far there is no actual formula for calculating the number of hidden neurons. Maximum of the time it is trial and error method. Though, there are numerous rules of thumbs for selecting the number of hidden neurons as: Hidden layer neurons is 2/3 of the magnitude of the input layers. Hidden layer neurons must twice of the number of neurons in the input. The size of the hidden layer neurons is in the middle of the input layer size and the output layer size. Fig.11 . Flowchart for designing ANN.
The weight matrix {W}, a log-sigmoid function is assign as the activation function f, which offers data values between {1} and {0}. As a result, prior to the ANN, the feature data value essentials to be scaled to within the range of {0} to {1} as follows, where x is the input features before normalization x * is the input features after the training, x min is the least value of the input model feature and x max is the maximum value of the input features. To output vector z and the k th component z k are calculated as
The ANN is collected of two or more layers of processing elements which are linked by weighted connections as presented in Fig.6 . The information flow is unidirectional, no feedback connections are present and each feed-forward network is tested with different hidden layer sizes. ANN also used for reducing the undesired effect of capacity noise error by inserting noise error in to (training) data. In the Fig.12 is Working procedure of ANN.
Characterizing of the nonlinearity The ANN is used for identification and characterization of structural nonlinearities by ANN and estimation of the parameters of the nonlinearity. The reason for using ANN in this regard is due to its an efficient structural nonlinear function in equation (13) f :
The function (f) is explored the below equation
wherever x, is the input vector, z, the output, scalar bias is the b, and w is the weight matrix [18] . 
6) REGRESSION
The regression includes fitting an equation as,
Input vector = I, output value x θ = bias term, x 1 = coefficient for single input value (i). In ANN, regression which is related to learning computations that explore data utilized for regression analysis to classify the CVD as Fig.13 .
7) MEAN SQUARE ERROR (MSE)
where test error e_(i), desired a response from ANN -Dm, and V_p-output predicted by ANN.
Mean square error,
where
Conferring characterizing (linear regression) of the fully connected network, R 2 ≈ 0.93 the coefficient of determination variation in the model response is clarified by regression on desire output performance are in Fig.14 . 
8) FEATURE SELECTION
The actual Information Gain (IG) that is achieved by learning a variable A, which in the reduction entropy
The entropy of the certain dataset is H(S) and the (i th ) subset of the entropy produced by (S), partitioning due to feature (A). It assistances to make ranking in the elaborate features due to the weight of these features. The IG variables value more than (0), were used to advanced computational models.
III. DISCUSSION
This draft, finding solution that fully connected ANN, enable to the analysis, of the desired variable and predict CVD, and efficient accuracy rate, our results might modification the means the way to reduce error-rate. Using MLT, to a distinct aspect of scenario-6 due to accuracy rate, In Fig.15 graph, K-NN techniques are more efficient than other.
Comparison between distinct DLT, of scenario-6 with respect to F-Measure, accuracy, and time in Fig.16, Fig.17 , and Fig.18 . From the following Fig.16 it is clearly shown that the K-NN techniques have more values as compared to others except for ANN, 
A. MOTIVATION AND ENGINEERING FINDING
High-quality hospital decision, leads to efficient diagnosing, due to that required of the hour could be a robust clinical decision, at a low value. this may be achieved by applying advanced DLT, that helps in discoursing hidden patterns in RHI, we have a tendency to with success show that ANN techniques, properly predict CVD when deploying hospital information. the most engineering findings are:
The fully connected approach shows favorable accuracy rate with significant predictors which were self-sufficiently associated with stable CVD, based on comprehensive clinical data.
In order to reach to this point, some cases have a remarkable impact on the final results such as the synthesis and characterization of fitting parameters and afterward retraining and testing the systems using DLT, well-known classifiers were chosen which are: k-NN, DT, NB, Molecular organ to organ interaction takes place in an emerging research field for nanoscale Medical Healthcare Industry MHI. In transient, exploration of the vital intra-body interaction source, and contribution to providing the reliability of all neural network systems, through nanoscale network relations broadens the contributions and encourages the development of health care industry HCI.
IV. CONCLUSION
In this article, we are using system Intel R Xeon R Processor cpu E5-2678 v3 @2.50GHzx48, Os type 64-bit, Memory 62.8GiB for evaluated, the efficiency of ANN. Firstly, demonstrate of this draft, is to focus, the molecular diagnosis, strategies for intra-organ failures. Secondly, using different Machine learning technique (MLT) for analysis, and predict functional recovery of patients treated of CVD. The classification and parametric identification of none linearity. ANN, performance, is better than the K_NN, when test dataset is considered. Besides, the K_NN accuracy rate shows better performance. We applied different feature selection methods to rank the attributes that give more towards the classifier of CVD, that indirectly decrease the no of diagnosis tests to be taken by a patient. In the future work, therefore, more efficient and quality of RHI can be predictable, and which are not limited simples size.
