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Abstract
Let H be a quasi-Hopf algebra, a weak Hopf algebra or a braided Hopf algebra. Let B
be an H-bicomodule algebra such that there exists a morphism of H-bicomodule algebras
v : H → B. Then we can define an object Bco(H) which is a left-left Yetter-Drinfeld module
over H , having extra properties that allow to make a smash product Bco(H)#H which is an
H-bicomodule algebra, isomorphic to B.
Introduction
The need for a structure theorem for bicomodule algebras (over a classical Hopf algebra H)
finds its origin in the doctoral thesis of the first author. That is to say, in [9] the author
constructed a morphism ξ : BiGal(HHYD;B) → BiGal(B ⋊ H) from the group of braided bi-
Galois objects over a braided Hopf algebra B in the category HHYD (of left-left Yetter-Drinfeld
modules), to the group of bi-Galois objects over the Radford biproduct B⋊H. This morphism ξ
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project ”Equivariant Brauer groups and Galois deformations”. The first author (J. D.) was supported as an
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sends an isomorphism class [A] to the class [A#H]. Using the structure theorem for bicomodule
algebras, one is able to give a description for the image of this morphism ξ.
To be more specific, (the isomorphism class of) a B ⋊ H-bi-Galois object D is an element
of Imξ if there exists a B ⋊ H-bicolinear algebra morphism v : H → D. Indeed, under this
assumption v : H → D is also an H-bicolinear algebra morphism. Hence, by the structure
theorem, we get a Yetter-Drinfeld module algebra D0 = D
coH such that D ∼= D0#H as H-
bicomodule algebras. Then it is shown in [9] that D0 has the structure of a braided B-bi-Galois
object in HHYD and that D
∼= D0#H as B⋊H-bicomodule algebras, thus realizing ξ([D0]) = [D].
It appears natural to try to see whether the structure theorem for bicomodule algebras
remains valid over more general Hopf algebra-type objects. It is the aim of this paper to prove
that this happens if we replace the Hopf algebra H by a quasi-Hopf algebra, a weak Hopf algebra
or a braided Hopf algebra. In each case, the result is that if B is an H-bicomodule algebra (in
an appropriate sense in each case) such that there exists a morphism of H-bicomodule algebras
v : H → B, then we can define an object Bco(H) which is a left-left Yetter-Drinfeld module
over H, having extra properties that allow to make a smash product Bco(H)#H which is an
H-bicomodule algebra, isomorphic to B. In all three cases, the proof relies on an analogue of
Schauenburg’s theorem that the categories of two-sided two-cosided Hopf modules and Yetter-
Drinfeld modules are equivalent, cf. [26].
The paper is organized as follows: it contains three sections, each one with its own pre-
liminaries, each one containing the proof of the structure theorem for each of the three Hopf
algebra-type objects mentioned above.
In the first two sections, we work over a base field k. All algebras, linear spaces etc. are over
k; unadorned ⊗ means ⊗k. A multiplication µ : A⊗ A → A on a linear space A is denoted by
juxtaposition: µ(a ⊗ a′) = aa′. For a comultiplication ∆ : C → C ⊗ C on a linear space C, we
use the version of Sweedler’s sigma notation: ∆(c) = c1 ⊗ c2, for c ∈ C.
Acknowledgements: We would like to thank Bojana Femic´ for providing us with the package
(GrCalc3) to draw braided diagrams, which was developed by Bodo Pareigis.
1 Quasi-Hopf bicomodule algebras
Following Drinfeld [10], a quasi-bialgebra is a fourtuple (H,∆, ε,Φ), where H is an associative
algebra with unit 1, Φ is an invertible element in H ⊗ H ⊗ H, and ∆ : H → H ⊗ H and
ε : H → k are algebra homomorphisms satisfying the identities (for all h ∈ H):
(id⊗∆)(∆(h)) = Φ(∆⊗ id)(∆(h))Φ−1, (1.1)
(id⊗ ε)(∆(h)) = h⊗ 1, (ε⊗ id)(∆(h)) = 1⊗ h, (1.2)
(1⊗ Φ)(id⊗∆⊗ id)(Φ)(Φ ⊗ 1) = (id⊗ id⊗∆)(Φ)(∆ ⊗ id⊗ id)(Φ), (1.3)
(ε⊗ id⊗ id)(Φ) = (id⊗ ε⊗ id)(Φ) = (id⊗ id⊗ ε)(Φ) = 1⊗ 1⊗ 1. (1.4)
The map ∆ is called the coproduct or the comultiplication, ε the counit and Φ the associator.
We denote the tensor components of Φ by capital letters and those of Φ−1 by small letters:
Φ = X1 ⊗X2 ⊗X3 = T 1 ⊗ T 2 ⊗ T 3 = Y 1 ⊗ Y 2 ⊗ Y 3 = · · ·
Φ−1 = x1 ⊗ x2 ⊗ x3 = t1 ⊗ t2 ⊗ t3 = y1 ⊗ y2 ⊗ y3 = · · ·
The quasi-bialgebra H is called a quasi-Hopf algebra if there exists an anti-automorphism S
of the algebra H and elements α, β ∈ H such that, for all h ∈ H, we have:
S(h1)αh2 = ε(h)α and h1βS(h2) = ε(h)β, (1.5)
2
X1βS(X2)αX3 = 1 and S(x1)αx2βS(x3) = 1. (1.6)
The axioms for a quasi-Hopf algebra imply that ε(α)ε(β) = 1, so, by rescaling α and β, we may
assume without loss of generality that ε(α) = ε(β) = 1 and ε ◦ S = ε.
Suppose that (H,∆, ε,Φ) is a quasi-bialgebra. If U, V,W are left (right) H-modules, define
aU,V,W ,aU,V,W : (U ⊗ V )⊗W → U ⊗ (V ⊗W ) by aU,V,W ((u⊗ v)⊗ w) = Φ · (u⊗ (v ⊗ w)) and
aU,V,W ((u⊗ v) ⊗ w) = (u⊗ (v ⊗ w)) · Φ
−1. The category HM (MH) of left (right) H-modules
becomes a monoidal category (see [14], [17] for terminology) with tensor product ⊗ given via ∆,
associativity constraints aU,V,W (aU,V,W ), unit k as a trivial H-module and the usual left and
right unit constraints.
Let again H be a quasi-bialgebra. We say that a k-vector space A is a left H-module algebra
if it is an algebra in the monoidal category HM, that is A has a multiplication and a usual unit
1A satisfying the following conditions:
(aa′)a′′ = (X1 · a)[(X2 · a′)(X3 · a′′)], (1.7)
h · (aa′) = (h1 · a)(h2 · a
′), h · 1A = ε(h)1A, (1.8)
for all a, a′, a′′ ∈ A and h ∈ H, where h⊗a→ h ·a is the left H-module structure of A. Following
[7] we define the smash product A#H as follows: as vector space A#H is A⊗H (elements a⊗h
will be written a#h) with multiplication given by (a#h)(a′#h′) = (x1 · a)(x2h1 · a
′)#x3h2h
′.
The smash product A#H is an associative algebra with unit 1A#1H .
Recall from [11] the notions of (bi)comodule algebra over a quasi-bialgebra.
Definition 1.1 Let H be a quasi-bialgebra. A unital associative algebra A is called a right H-
comodule algebra if there exist an algebra morphism ρ : A → A ⊗H and an invertible element
Φρ ∈ A⊗H ⊗H such that:
Φρ(ρ⊗ id)(ρ(a)) = (id⊗∆)(ρ(a))Φρ, ∀ a ∈ A, (1.9)
(1A ⊗ Φ)(id⊗∆⊗ id)(Φρ)(Φρ ⊗ 1H) = (id⊗ id⊗∆)(Φρ)(ρ⊗ id⊗ id)(Φρ), (1.10)
(id⊗ ε) ◦ ρ = id, (1.11)
(id⊗ ε⊗ id)(Φρ) = (id⊗ id⊗ ε)(Φρ) = 1A ⊗ 1H . (1.12)
Similarly, a unital associative algebra B is called a left H-comodule algebra if there exist an
algebra morphism λ : B→ H ⊗B and an invertible element Φλ ∈ H ⊗H ⊗B such that:
(id ⊗ λ)(λ(b))Φλ = Φλ(∆ ⊗ id)(λ(b)), ∀ b ∈B, (1.13)
(1H ⊗ Φλ)(id⊗∆⊗ id)(Φλ)(Φ ⊗ 1B) = (id⊗ id⊗ λ)(Φλ)(∆ ⊗ id⊗ id)(Φλ), (1.14)
(ε⊗ id) ◦ λ = id, (1.15)
(id ⊗ ε⊗ id)(Φλ) = (ε⊗ id⊗ id)(Φλ) = 1H ⊗ 1B. (1.16)
Finally, by an H-bicomodule algebra A we mean a quintuple (λ, ρ,Φλ,Φρ,Φλ,ρ), where λ and ρ
are left and right H-coactions on A, respectively, and where Φλ ∈ H ⊗H ⊗A, Φρ ∈ A⊗H ⊗H
and Φλ,ρ ∈ H⊗A⊗H are invertible elements, such that (A, λ,Φλ) is a left H-comodule algebra,
(A, ρ,Φρ) is a right H-comodule algebra and the following compatibility relations hold:
Φλ,ρ(λ⊗ id)(ρ(u)) = (id⊗ ρ)(λ(u))Φλ,ρ, ∀ u ∈ A, (1.17)
(1H ⊗ Φλ,ρ)(id⊗ λ⊗ id)(Φλ,ρ)(Φλ ⊗ 1H) = (id ⊗ id⊗ ρ)(Φλ)(∆ ⊗ id⊗ id)(Φλ,ρ), (1.18)
(1H ⊗ Φρ)(id⊗ ρ⊗ id)(Φλ,ρ)(Φλ,ρ ⊗ 1H) = (id ⊗ id⊗∆)(Φλ,ρ)(λ⊗ id⊗ id)(Φρ). (1.19)
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As pointed out in [11], if A is a bicomodule algebra then, in addition, we have:
(idH ⊗ idA ⊗ ε)(Φλ,ρ) = 1H ⊗ 1A, (ε⊗ idA ⊗ idH)(Φλ,ρ) = 1A ⊗ 1H . (1.20)
An example of a bicomodule algebra is A = H, λ = ρ = ∆ and Φλ = Φρ = Φλ,ρ = Φ.
If (B,λ, ρ,Φλ,Φρ,Φλ,ρ) and (B
′, λ′, ρ′,Φλ′ ,Φρ′ ,Φλ′,ρ′) are H-bicomodule algebras, a mor-
phism of H-bicomodule algebras f : B → B′ is an algebra map such that ρ′ ◦ f = (f ⊗ idH) ◦ ρ,
λ′ ◦ f = (idH ⊗ f) ◦ λ, Φρ′ = (f ⊗ idH ⊗ idH)(Φρ), Φλ′ = (idH ⊗ idH ⊗ f)(Φλ) and Φλ′,ρ′ =
(idH ⊗ f ⊗ idH)(Φλ,ρ).
Let us denote by HMH the category of H-bimodules; it is also a monoidal category, the
associativity constraints being given by a
′
U,V,W : (U ⊗ V ) ⊗W → U ⊗ (V ⊗W ), a
′
U,V,W ((u ⊗
v) ⊗ w) = Φ · (u ⊗ (v ⊗ w)) · Φ−1, for U, V,W ∈ HMH and u ∈ U , v ∈ V , w ∈ W . Therefore,
we can define coalgebras in the category of H-bimodules; in particular, the axioms for H ensure
that H is a (coassociative) coalgebra in HMH .
We recall from [18] the definition of (left) Yetter-Drinfeld modules over a quasi-bialgebra H.
Definition 1.2 A k-linear space M is called a left Yetter-Drinfeld module over H if M is a left
H-module (with action denoted by h⊗m 7→ h ·m) and H coacts on M to the left (the coaction
is denoted by λM :M → H ⊗M , λM (m) = m
(−1) ⊗m(0)) such that:
X1m(−1) ⊗ (X2 ·m(0))(−1)X3 ⊗ (X2 ·m(0))(0)
= X1((Y 1 ·m)(−1))1Y
2 ⊗X2((Y 1 ·m)(−1))2Y
3 ⊗X3 · (Y 1 ·m)(0), (1.21)
ε(m(−1))m(0) = m, (1.22)
h1m
(−1) ⊗ h2 ·m
(0) = (h1 ·m)
(−1)h2 ⊗ (h1 ·m)
(0), (1.23)
for all m ∈ M and h ∈ H. The category HHYD consists of such objects, the morphisms in the
category being the H-linear maps intertwining the H-coactions.
The category HHYD is (pre) braided monoidal; explicitly, if (M,λM ) and (N,λN ) are objects
in HHYD, then (M ⊗ N,λM⊗N ) is also object in
H
HYD, where M ⊗ N is a left H-module with
action h · (m⊗ n) = h1 ·m⊗ h2 · n, and the coaction λM⊗N is given by
λM⊗N (m⊗ n) = X
1(x1Y 1 ·m)(−1)x2(Y 2 · n)(−1)Y 3 ⊗X2 · (x1Y 1 ·m)(0)
⊗X3x3 · (Y 2 · n)(0).
The associativity constraints are the same as in HM, and the (pre) braiding is given by
cM,N : M ⊗N → N ⊗M, cM,N (m⊗ n) = m
(−1) · n⊗m(0).
Since HHYD is a monoidal category, we can speak about algebras in
H
HYD. Namely, if A is an
object in HHYD, then A is an algebra in
H
HYD if and only if A is a left H-module algebra and
A is a left quasi-comodule algebra, that is its unit and multiplication intertwine the H-coaction
λA, namely (for all a, a
′ ∈ A):
λA(1A) = 1H ⊗ 1A, (1.24)
λA(aa
′) = X1(x1Y 1 · a)(−1)x2(Y 2 · a′)(−1)Y 3
⊗[X2 · (x1Y 1 · a)(0)][X3x3 · (Y 2 · a′)(0)]. (1.25)
We recall the following result from [1]:
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Proposition 1.3 Let H be a quasi-bialgebra and A an algebra in HHYD, with coaction denoted
by A → H ⊗ A, a 7→ a(−1) ⊗ a(0). Then (A#H,λ, ρ,Φλ,Φρ,Φλ,ρ) is an H-bicomodule algebra,
with structures:
λ : A#H → H ⊗ (A#H), λ(a#h) = T 1(t1 · a)(−1)t2h1 ⊗ (T
2 · (t1 · a)(0)#T 3t3h2),
ρ : A#H → (A#H)⊗H, ρ(a#h) = (x1 · a#x2h1)⊗ x
3h2,
Φλ = X
1 ⊗X2 ⊗ (1A#X
3) ∈ H ⊗H ⊗ (A#H),
Φρ = (1A#X
1)⊗X2 ⊗X3 ∈ (A#H)⊗H ⊗H,
Φλ,ρ = X
1 ⊗ (1A#X
2)⊗X3 ∈ H ⊗ (A#H)⊗H.
Moreover, one can easily see that in the hypotheses of Proposition 1.3, the map H → A#H,
h 7→ 1A#h, is a morphism of H-bicomodule algebras.
We prove now a partial converse of Proposition 1.3.
Proposition 1.4 Let H be a quasi-bialgebra and A an object in HHYD, with action and coaction
denoted by H ⊗ A → A, h⊗ a 7→ h · a and λA : A → H ⊗A, a 7→ a
(−1) ⊗ a(0). Assume that A
is also a left H-module algebra (with respect to the action h⊗ a 7→ h · a). Assume that the map
λ : A#H → H ⊗ (A#H), λ(a#h) = T 1(t1 · a)(−1)t2h1 ⊗ (T
2 · (t1 · a)(0)#T 3t3h2)
is an algebra map. Then A is an algebra in HHYD.
Proof. The fact that λ is unital implies immediately that λA is unital, so the only thing left to
prove is the relation (1.25) for A. Let a, a′ ∈ A. Since λ is multiplicative, we have
λ((Z1 · a#1)(Z2 · a′#Z3)) = λ(Z1 · a#1)λ(Z2 · a′#Z3)
We compute the left and right hand sides of this equality:
λ((Z1 · a#1)(Z2 · a′#Z3)) = λ((z1Z1 · a)(z2Z2 · a′))#z3Z3)
= λ(aa′#1)
= T 1(t1 · aa′)(−1)t2 ⊗ (T 2 · (t1 · aa′)(0)#T 3t3),
λ(Z1 · a#1)λ(Z2 · a′#Z3) = [T 1(t1Z1 · a)(−1)t2 ⊗ (T 2 · (t1Z1 · a)(0)#T 3t3)]
[Y 1(y1Z2 · a′)(−1)y2Z31 ⊗ (Y
2 · (y1Z2 · a′)(0)#Y 3y3Z32 )]
= T 1(t1Z1 · a)(−1)t2Y 1(y1Z2 · a′)(−1)y2Z31 ⊗
[x1T 2 · (t1Z1 · a)(0)][x2T 31 t
3
1Y
2 · (y1Z2 · a′)(0)]#x3T 32 t
3
2Y
3y3Z32 .
Now we apply ε on the last position in both terms. We obtain:
(id⊗ ε)(λ((Z1 · a#1)(Z2 · a′#Z3))) = (aa′)(−1) ⊗ (aa′)(0) = λA(aa
′),
(id ⊗ ε)(λ(Z1 · a#1)λ(Z2 · a′#Z3)) = T 1(t1Z1 · a)(−1)t2(Z2 · a′)(−1)Z3 ⊗
[T 2 · (t1Z1 · a)(0)][T 3t3 · (Z2 · a′)(0)].
The equality of these two terms is exactly the desired relation (1.25). 
Let H be a quasi-bialgebra and M an H-bimodule together with two H-bimodule maps
ρ : M →M⊗H, λ : M → H⊗M , with notation ρ(m) = m(0)⊗m(1) and λ(m) = m<−1>⊗m<0>,
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for m ∈M (called respectively a right and a left H-coaction on M). Then (M,λ, ρ) is called a
two-sided two-cosided quasi-Hopf H-bimodule ifM is anH-bicomodule in the monoidal category
HMH , that is if the following conditions are satisfied, for all m ∈M :
(idM ⊗ ε) ◦ ρ = idM , (1.26)
Φ · (ρ⊗ idH)(ρ(m)) = (idM ⊗∆)(ρ(m)) · Φ, (1.27)
(ε⊗ idM ) ◦ λ = idM , (1.28)
(idH ⊗ λ)(λ(m)) · Φ = Φ · (∆ ⊗ idM )(λ(m)), (1.29)
Φ · (λ⊗ idH)(ρ(m)) = (idH ⊗ ρ)(λ(m)) · Φ. (1.30)
The category of two-sided two-cosided quasi-Hopf H-bimodules will be denoted by HHM
H
H (the
morphisms in the category are the H-bimodule maps intertwining the H-coactions), cf. [27].
Let now H be a quasi-Hopf algebra andM an object in HHM
H
H , with notation as above. Then
in particular M is also an object in the category HM
H
H of quasi-Hopf H-bimodules introduced
in [12]. So, following [12], we can define the map E :M →M by the formula
E(m) = q1 ·m(0) · βS(q
2m(1)), ∀ m ∈M, (1.31)
where qR = q
1 ⊗ q2 = X1 ⊗ S−1(αX3)X2. Also, for h ∈ H and m ∈M , define
h ⊲ m = E(h ·m). (1.32)
Some properties of E and ⊲ are collected in [12], Proposition 3.4, for instance (for h, h′ ∈ H and
m ∈M): E2 = E; E(m · h) = E(m)ε(h); h ⊲E(m) = E(h ·m) ≡ h ⊲m; (hh′) ⊲m = h ⊲ (h′ ⊲m);
h · E(m) = (h1 ⊲ E(m)) · h2; E(m(0)) ·m(1) = m; E(E(m)(0)) ⊗ E(m)(1) = E(m) ⊗ 1. Because
of these properties, the following notions of coinvariants all coincide:
M co(H) = E(M) = {n ∈M/E(n) = n} = {n ∈M/E(n(0))⊗ n(1) = E(n)⊗ 1}.
From the above properties it follows that (M co(H), ⊲) is a left H-module.
In [27], Schauenburg proved a structure theorem for objects in HHM
H
H , that can be reformu-
lated as follows:
Theorem 1.5 ([27]) Let H be a quasi-Hopf algebra.
(i) Let V ∈ HHYD, with H-action denoted by ⊲ and H-coaction denoted by V → H ⊗ V , v 7→
v(−1) ⊗ v(0). Then V ⊗H becomes an object in HHM
H
H with structures:
a · (v ⊗ h) · b = (a1 ⊲ v)⊗ a2hb,
λV⊗H(v ⊗ h) = X
1(x1 ⊲ v)(−1)x2h1 ⊗ (X
2 ⊲ (x1 ⊲ v)(0) ⊗X3x3h2),
ρV⊗H(v ⊗ h) = (x
1 ⊲ v ⊗ x2h1)⊗ x
3h2,
for all a, b, h ∈ H and v ∈ V .
(ii) Let M ∈ HHM
H
H . Consider V = M
co(H) as a left H-module with action ⊲ as in (1.32)
and define the map V → H ⊗ V , v 7→ v<−1> ⊗ E(v<0>), where we denoted by M → H ⊗M ,
m 7→ m<−1> ⊗m<0> the left H-coaction on M . Then with these structures V is an object in
H
HYD, and if we regard V ⊗H ∈
H
HM
H
H as in (i), the map ν : V ⊗H → M , ν(v ⊗ h) = v · h is
an isomorphism in HHM
H
H .
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For the sequel of this section, we fix a quasi-Hopf algebra H and an H-bicomodule algebra B,
with structure maps λB , ρB and associators ΦλB , ΦρB , ΦλB ,ρB , with notation ρB(b) = b(0)⊗b(1) ∈
B⊗H and λB(b) = b<−1>⊗ b<0> ∈ H ⊗B, such that there exists v : H → B a morphism of H-
bicomodule algebras (in particular, this implies ρB(v(h)) = v(h1)⊗h2, λB(v(h)) = h1⊗v(h2), for
all h ∈ H, and ΦρB = v(X
1)⊗X2⊗X3, ΦλB = X
1⊗X2⊗v(X3) and ΦλB,ρB = X
1⊗v(X2)⊗X3).
Lemma 1.6 (B,λB , ρB) becomes an object in
H
HM
H
H .
Proof. Obviously, B becomes an H-bimodule via v (i.e. h ·b ·h′ = v(h)bv(h′) for all h, h′ ∈ H and
b ∈ B). In [25], Lemma 2.3, was proved that ρB : B → B ⊗H is an H-bimodule map and that
the conditions (1.26) and (1.27) for B are satisfied. Similarly one can prove that λB : B → H⊗B
is an H-bimodule map and that the conditions (1.28) and (1.29) for B are satisfied. Finally, the
condition (1.30) is also satisfied, because it reduces to the condition (1.17) from the definition
of an H-bicomodule algebra, due to the fact that ΦλB,ρB = X
1 ⊗ v(X2)⊗X3. 
We can prove now the structure theorem for quasi-Hopf bicomodule algebras.
Theorem 1.7 Let H be a quasi-Hopf algebra, B an H-bicomodule algebra and v : H → B
a morphism of H-bicomodule algebras. Regard B ∈ HHM
H
H as in Lemma 1.6 and define A =
Bco(H). Then A is an algebra in HHYD and, if we regard A#H as an H-bicomodule algebra
as in Proposition 1.3, then the map Ψ : A#H → B, Ψ(a#h) = av(h), is an isomorphism of
H-bicomodule algebras.
Proof. Since v is in particular a morphism of right H-comodule algebras, we know from [25]
that A endowed with a certain multiplication and with the H-action given by (1.32) becomes
a left H-module algebra and the map Ψ : A#H → B defined above is an isomorphism of right
H-comodule algebras. It is very easy to see that Ψ respects the left and two-sided associators, so
the only things left to prove are that A is an algebra in HHYD and that Ψ intertwines the left H-
coactions of B and A#H. By Theorem 1.5, we obtain that A is an object in HHYD if we endow it
with the coaction a 7→ a<−1>⊗E(a<0>) := a
(−1)⊗a(0). Also, from Theorem 1.5, we have that the
map Ψ : A⊗H → B is a morphism in HHM
H
H , in particular we have λB◦Ψ = (idH⊗Ψ)◦λA#H , i.e.
λA#H = (idH⊗Ψ
−1)◦λB◦Ψ, where λA#H(a⊗h) = X
1(x1⊲a)(−1)x2h1⊗(X
2⊲(x1⊲a)(0)⊗X3x3h2).
Since Ψ and λB are algebra maps, it follows that λA#H is also an algebra map. We can now
apply Proposition 1.4 to obtain that A is an algebra in HHYD. Finally, the fact that Ψ intertwines
the left H-coactions on B and A#H follows from the fact that λB ◦Ψ = (idH ⊗Ψ) ◦ λA#H and
the fact that the H-coaction of the comodule algebra A#H, as defined in Proposition 1.3, is
exactly the map λA#H defined above. 
2 Weak Hopf bicomodule algebras
Following [6], a weak Hopf algebra H is a linear space such that (H,µ, 1) is an associative
unital algebra, (H,∆, ε) is a coassociative counital coalgebra and there exists a k-linear map
S : H → H (called the antipode), such that the following axioms hold:
∆(hh′) = ∆(h)∆(h′), ∀ h, h′ ∈ H, (2.1)
∆2(1) = (∆(1) ⊗ 1)(1⊗∆(1)) = (1⊗∆(1))(∆(1) ⊗ 1), (2.2)
ε(xyz) = ε(xy1)ε(y2z) = ε(xy2)ε(y1z), ∀ x, y, z ∈ H, (2.3)
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h1S(h2) = ε(11h)12, ∀ h ∈ H, (2.4)
S(h1)h2 = 11ε(h12), ∀ h ∈ H, (2.5)
S(h1)h2S(h3) = S(h), ∀ h ∈ H. (2.6)
For such H, there exist two idempotent maps εt, εs : H → H defined by εt(h) = ε(11h)12,
εs(h) = 11ε(h12), for all h ∈ H, called the target map and respectively the source map; their
images, denoted by Ht and respectively Hs, are called the target space and respectively the
source space.
For a weak Hopf algebra H, the following relations hold (see [6], [8] for proofs):
h1S(h2) = εt(h), S(h1)h2 = εs(h), (2.7)
11 ⊗ εt(12) = 11 ⊗ 12 = εs(11)⊗ 12, (2.8)
εt(hεt(h
′)) = εt(hh
′), εs(εs(h)h
′) = εs(hh
′), (2.9)
∆(Ht) ⊆ H ⊗Ht, ∆(Hs) ⊆ Hs ⊗H, (2.10)
h1 ⊗ εt(h2) = 11h⊗ 12, εs(h1)⊗ h2 = 11 ⊗ h12, (2.11)
hεt(h
′) = ε(h1h
′)h2, εs(h)h
′ = h′1ε(hh
′
2), (2.12)
εt(εt(h)h
′) = εt(h)εt(h
′), εs(hεs(h
′)) = εs(h)εs(h
′), (2.13)
εt(h1)h2 = h = h1εs(h2), (2.14)
∆(1) = 11 ⊗ εt(12) = εs(11)⊗ 12 ∈ Hs ⊗Ht, (2.15)
h1 ⊗ εs(h2) = h11 ⊗ S(12), εt(h1)⊗ h2 = S(11)⊗ 12h, (2.16)
ε(hεt(h
′)) = ε(hh′) = ε(εs(h)h
′), (2.17)
for all h, h′ ∈ H. Moreover, Ht and Hs are subalgebras of H (containing 1) and, for all h ∈ H,
y ∈ Hs and z ∈ Ht, the following relations hold:
yz = zy, (2.18)
∆(y) = 11 ⊗ y12 = 11 ⊗ 12y, (2.19)
∆(z) = 11z ⊗ 12 = z11 ⊗ 12, (2.20)
y11 ⊗ S(12) = 11 ⊗ S(12)y, (2.21)
zS(11)⊗ 12 = S(11)⊗ 12z, (2.22)
h1y ⊗ h2 = h1 ⊗ h2S(y), (2.23)
h1 ⊗ zh2 = S(z)h1 ⊗ h2. (2.24)
Let H be a weak Hopf algebra as above and (A,µA, 1A) an associative unital algebra. Then
A is called a left H-module algebra (see for instance [22]) if A is a left H-module with action
denoted by H ⊗A→ A, h⊗ a 7→ h · a, satisfying the conditions:
h · (ab) = (h1 · a)(h2 · b), h · 1A = εt(h) · 1A, (2.25)
for all h ∈ H and a, b ∈ A. If this is the case, we can define the smash product A#H, which,
as a linear space, is the (relative) tensor product A ⊗Ht H, where H is a left Ht-module via
multiplication and A is a right Ht-module as follows: a ·z := a(z ·1A), for all a ∈ A, z ∈ Ht. This
linear space A#H becomes an associative algebra with unit 1A#1H and multiplication defined
by (a#h)(a′#h′) = a(h1 · a
′)#h2h
′, for all a, a′ ∈ A and h, h′ ∈ H, where we denoted by a#h
the class of a⊗ h in A⊗Ht H.
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Definition 2.1 ([5]) Let H be a weak Hopf algebra and (A,µA, 1A) an associative unital algebra.
(i) A is called a right H-comodule algebra if there is a linear map ρ : A→ A⊗H such that:
(idA ⊗ ε) ◦ ρ = idA, (2.26)
(ρ⊗ idH) ◦ ρ = (idA ⊗∆) ◦ ρ, (2.27)
ρ(1A)(a⊗ 1H) = ((idA ⊗ εt) ◦ ρ)(a), ∀ a ∈ A, (2.28)
ρ(ab) = ρ(a)ρ(b), ∀ a, b ∈ A. (2.29)
(ii) A is called a left H-comodule algebra if there is a linear map λ : A→ H ⊗A such that:
(ε⊗ idA) ◦ λ = idA, (2.30)
(idH ⊗ λ) ◦ λ = (∆⊗ idA) ◦ λ, (2.31)
(1H ⊗ a)λ(1A) = ((εs ⊗ idA) ◦ λ)(a), ∀ a ∈ A, (2.32)
λ(ab) = λ(a)λ(b), ∀ a, b ∈ A. (2.33)
(iii) A is called an H-bicomodule algebra if it is a right and left H-comodule algebra and the
coactions ρ and λ satisfy the bicomodule condition (λ ⊗ idH) ◦ ρ = (idH ⊗ ρ) ◦ λ. If A, B are
two H-bicomodule algebras, a morphism of H-bicomodule algebras f : A→ B is an algebra map
intertwining the right and left coactions.
One can see that the condition (2.32) may be replaced by any of the following two equivalent
conditions (that appear in [24], respectively [23]):
(∆⊗ idA)(λ(1A)) = (1H ⊗ λ(1A))(∆(1H )⊗ 1A), (2.34)
λ(1A) = (εs ⊗ idA)(λ(1A)). (2.35)
If H is a weak Hopf algebra and A is a left H-module algebra, then A#H becomes a right
H-comodule algebra, with coaction ρ : A#H → (A#H)⊗H, ρ(a#h) = (a#h1)⊗ h2.
Definition 2.2 ([29]) Let H be a weak Hopf algebra. A weak Hopf bimodule M over H is
a linear space which is an H-bimodule and an H-bicomodule such that the two coactions are
morphisms of H-bimodules. The category whose objects are weak Hopf bimodules and morphisms
are linear maps intertwining the bimodule and bicomodule structures is denoted by HHM
H
H .
Similarly, we can define the category HM
H
H . IfM is an object in this category, withH-module
structures denoted by · and right H-comodule structure denoted by ρ(m) = m(0) ⊗m(1), define
the map E :M →M , E(m) = m(0) · S(m(1)) and M
co(H) := {m ∈M/ρ(m) = m(0) ⊗ εt(m(1))}.
Then, by [28], [31], M co(H) is a left H-module with action:
h ⊲ m := E(h ·m), ∀ h ∈ H,m ∈M co(H). (2.36)
Definition 2.3 ([8]) Let H be a weak Hopf algebra. A (left-left) Yetter-Drinfeld module over
H is a linear space M with a left H-module structure (denoted by h⊗m 7→ h ·m) and a left H-
comodule structure (denoted by m 7→ m(−1) ⊗m(0) ∈ H ⊗M) such that the following conditions
are satisfied, for all h ∈ H, m ∈M :
m(−1) ⊗m(0) = 11m(−1) ⊗ 12 ·m(0), (2.37)
(h1 ·m)(−1)h2 ⊗ (h1 ·m)(0) = h1m(−1) ⊗ h2 ·m(0). (2.38)
We denote by HHYD the category whose objects are Yetter-Drinfeld modules and morphisms are
H-linear H-colinear maps.
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Exactly as in the Hopf case, condition (2.38) may be replaced by the equivalent condition
(h ·m)(−1) ⊗ (h ·m)(0) = h1m(−1)S(h3)⊗ h2 ·m(0). (2.39)
Theorem 2.4 Assume that H is a weak Hopf algebra and A is a linear space such that A is a
left H-module algebra (with action h⊗ a 7→ h · a), A is a left H-comodule algebra (with coaction
λ : A→ H ⊗ A, λ(a) := a(−1) ⊗ a(0)) and (A, ·, λ) is a (left-left) Yetter-Drinfeld module. Then
A#H is an H-bicomodule algebra, with coactions
ρ : A#H → (A#H)⊗H, ρ(a#h) = (a#h1)⊗ h2,
λ : A#H → H ⊗ (A#H), λ(a#h) = a(−1)h1 ⊗ (a
(0)#h2),
and the linear map j : H → A#H, j(h) = 1A#h, is a morphism of H-bicomodule algebras.
Proof. Some of the conditions to be checked are trivial, we will prove only the nontrivial ones.
We begin by noting that, with a proof similar to the one in Remark 2.6 in [21], and respectively
as a consequence of (2.35), we have the following relations:
y · a = ε(a(−1)y)a(0), ∀ a ∈ A, y ∈ Hs, (2.40)
1
(−1)
A ⊗ 1
(0)
A ∈ Hs ⊗A. (2.41)
We prove first that λ is well-defined, that is λ(a#zh) = λ(a(z · 1A)#h), for all a ∈ A, h ∈ H,
z ∈ Ht. We compute:
λ(a#zh) = a(−1)z1h1 ⊗ (a
(0)#z2h2)
(2.20)
= a(−1)z11h1 ⊗ (a
(0)#12h2)
= a(−1)zh1 ⊗ (a
(0)#h2),
λ(a(z · 1A)#h) = [a(z · 1A)]
(−1)h1 ⊗ ([a(z · 1A)]
(0)#h2)
= a(−1)(z · 1A)
(−1)h1 ⊗ (a
(0)(z · 1A)
(0)#h2)
(2.39)
= a(−1)z11
(−1)
A S(z3)h1 ⊗ (a
(0)(z2 · 1
(0)
A )#h2)
(2.20)
= a(−1)z111
(−1)
A S(13)h1 ⊗ (a
(0)(12 · 1
(0)
A )#h2)
(2.2)
= a(−1)z111
(−1)
A S(12′)h1 ⊗ (a
(0)(11′12 · 1
(0)
A )#h2)
(2.37)
= a(−1)z1
(−1)
A S(12)h1 ⊗ (a
(0)(11 · 1
(0)
A )#h2)
(2.15), (2.24)
= a(−1)z1
(−1)
A h1 ⊗ (a
(0)(11 · 1
(0)
A )#12h2)
(∗)
= a(−1)z1
(−1)
A h1 ⊗ (a
(0)(11 · 1
(0)
A )(12 · 1A)#h2)
(2.25)
= a(−1)z1
(−1)
A h1 ⊗ (a
(0)1
(0)
A #h2)
(2.41), (2.18)
= a(−1)1
(−1)
A zh1 ⊗ (a
(0)1
(0)
A #h2)
= a(−1)zh1 ⊗ (a
(0)#h2),
where the equality (∗) follows by using the fact that A#H is the tensor product over Ht.
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We prove now the counitality condition for λ, i.e. ε(a(−1)h1)a
(0)#h2 = a#h, for all a ∈ A,
h ∈ H. We compute:
ε(a(−1)h1)a
(0)#h2
(2.3)
= ε(a(−1)11)ε(12h1)a
(0)#h2
(2.15), (2.40)
= ε(12h1)(11 · a)#h2
= ε(1211′h1)(11 · a)#12′h2
(2.2)
= ε(11′12h1)(11 · a)#12′h2
(2.12)
= 11 · a#εt(12h1)h2
(2.15)
= 11 · a#εt(εt(12)h1)h2
(2.13)
= 11 · a#εt(12)εt(h1)h2
(2.14)
= 11 · a#εt(12)h
(2.15)
= 11 · a#12h
(∗)
= (11 · a)(12 · 1A)#h
(2.25)
= 1 · (a1A)#h = a#h,
where again for proving the equality (∗) we used the fact that the tensor product is over Ht.
We prove now the condition (2.32) in the definition of a left H-comodule algebra. As we have
seen, this is equivalent to the condition (2.35), so it is enough to prove (2.35) for our λ, namely
λ(1A#1H) = (εs ⊗ idA ⊗ idH)(λ(1A#1H)). We compute:
(εs ⊗ idA ⊗ idH)(λ(1A#1H)) = (εs ⊗ idA ⊗ idH)(1
(−1)
A 11 ⊗ (1
(0)
A #12))
= εs(1
(−1)
A 11)⊗ (1
(0)
A #12)
(2.15)
= εs(1
(−1)
A εs(11))⊗ (1
(0)
A #12)
(2.13)
= εs(1
(−1)
A )εs(11)⊗ (1
(0)
A #12)
(2.15)
= εs(1
(−1)
A )11 ⊗ (1
(0)
A #12)
(2.35)
= 1
(−1)
A 11 ⊗ (1
(0)
A #12) = λ(1A#1H), q.e.d.
The only nontrivial thing left to prove is that the map j intertwines the left coactions, that
is 1
(−1)
A h1 ⊗ 1
(0)
A #h2 = h1 ⊗ 1A#h2, for all h ∈ H. We compute:
1
(−1)
A h1 ⊗ 1
(0)
A #h2
(2.35)
= εs(1
(−1)
A )h1 ⊗ 1
(0)
A #h2
(2.12)
= h1 ⊗ ε(1
(−1)
A h2)1
(0)
A #h3
(2.17)
= h1 ⊗ ε(1
(−1)
A εt(h2))1
(0)
A #h3
(2.16)
= h1 ⊗ ε(1
(−1)
A S(11))1
(0)
A #12h2
(∗)
= h1 ⊗ [ε(1
(−1)
A S(11))1
(0)
A ][12 · 1A]#h2
(2.16), (2.17)
= h1 ⊗ [ε(1
(−1)
A 11)1
(0)
A ][12 · 1A]#h2
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(2.15), (2.40)
= h1 ⊗ [11 · 1A][12 · 1A]#h2
(2.25)
= h1 ⊗ 1A#h2,
where again for proving the equality (∗) we used the fact that the tensor product is over Ht. 
Let H be a weak Hopf algebra with bijective antipode. It was proved in [30] that there
exists an equivalence of categories between HHM
H
H and the category of right-right Yetter-Drinfeld
modules over H. We will need the left-handed analogue of this result, whose proof is analogous
to the one in [30] and is left to the reader:
Proposition 2.5 Let H be a weak Hopf algebra with bijective antipode.
(i) Let V ∈ HHYD, with H-action denoted by ⊲ and H-coaction V → H ⊗ V , v 7→ v
(−1) ⊗ v(0).
Then V ⊗Ht H becomes an object in
H
HM
H
H with structures:
a · (v ⊗ h) = a1 ⊲ v ⊗ a2h, (v ⊗ h) · b = v ⊗ hb,
λV⊗HtH(v ⊗ h) = v
(−1)h1 ⊗ (v
(0) ⊗ h2),
ρV⊗HtH(v ⊗ h) = (v ⊗ h1)⊗ h2,
for all a, b, h ∈ H and v ∈ V, where V is regarded as a right Ht-module by the formula v · z =
S(z) ⊲ v, for all v ∈ V and z ∈ Ht.
(ii) Let M ∈ HHM
H
H . Consider V = M
co(H) as a left H-module with action ⊲ as in (2.36)
and define the map V → H ⊗ V , v 7→ v<−1> ⊗ v<0>, where we denoted by M → H ⊗ M ,
m 7→ m<−1> ⊗m<0> the left H-coaction on M . Then with these structures V is an object in
H
HYD, and if we regard V ⊗Ht H ∈
H
HM
H
H as in (i), the map ν : V ⊗Ht H →M , ν(v⊗h) = v ·h
is an isomorphism in HHM
H
H .
We fix now a weak Hopf algebra H with bijective antipode and an H-bicomodule algebra B,
with coactions λB, ρB with notation ρB(b) = b(0) ⊗ b(1) ∈ B ⊗H and λB(b) = b<−1> ⊗ b<0> ∈
H ⊗B, such that there exists v : H → B a morphism of H-bicomodule algebras; in particular,
this implies ρB(v(h)) = v(h1)⊗ h2 and λB(v(h)) = h1 ⊗ v(h2), for all h ∈ H.
Lemma 2.6 B becomes an object in HHM
H
H , with coactions λB and ρB and actions h · b = v(h)b
and b · h = bv(h), for all h ∈ H and b ∈ B.
Proof. A straightforward computation. 
Since B is an object in HHM
H
H , we can consider the coinvariants A := B
co(H). By [28], [31]
we know that (A, ⊲, 1B) is a left H-module algebra (where the action ⊲ is defined as above by
h ⊲ a = E(h · a) = E(v(h)a), for all h ∈ H, a ∈ A, and the multiplication of A is the restriction
to A of the multiplication of B) and the map φ : A#H → B, φ(a#h) = av(h) is an isomorphism
of right H-comodule algebras. By Proposition 2.5 we know that A is an object in HHYD.
Theorem 2.7 With notation as above, A is also a left H-comodule algebra, and if we regard
A#H as an H-bicomodule algebra as in Theorem 2.4 then the map φ : A#H → B, φ(a#h) =
av(h) is an isomorphism of H-bicomodule algebras.
Proof. A is a left H-comodule algebra because its multiplication and left H-comodule structure
are the restrictions of the ones of B, the unit of A is the same as the unit of B and B is a
left H-comodule algebra. So the only thing left to prove is that the map φ intertwines the left
H-coactions on A#H and B, and this follows by a straightforward computation using the fact
that λB(v(h)) = h1 ⊗ v(h2), for all h ∈ H. 
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3 Braided bicomodule algebras
In this section, (C,⊗, I, a, l, r, φ) will denote a braided monoidal category. General references
on (braided) category theory are [13], [16]. In view of Mac Lane’s coherence theorem, we can
(and will) assume, without loss of generality, that C is a strict monoidal category, i.e. the
associativity and unity constraints are given by identity. Furthermore, we will freely make use
of graphical calculus. First, the braiding and its inverse are denoted by:
φM,N =
M N
N M
and φ−1M,N =
N M
M N
For an algebra A and a coalgebra C in C, we denote the multiplication and unit of A, and
the comultiplication and counit of C by:
∇A =
A A
✡✠
A
, ηA = r
A
and ∆C =
C☛✟
C C
, εC =
C
r
A bialgebra (H,∇, η,∆, ε) in a braided monoidal category C is simultaneously an algebra
(H,∇, η) and a coalgebra (H,∆, ε) such that ∆ and ε are algebra morphisms (e.g. [19]). Such
an H is also called a braided bialgebra. Graphically, H satisfies:
H H
✡✠☛✟
H H
=
H H☛✟☛✟
✡✠✡✠
H H
and
H H
✡✠
r
=
H H
r r (3.1)
A braided Hopf algebra H is a braided bialgebra together with a morphism S : H → H in
C, called the antipode, satisfying:
∇ ◦ (S ⊗H) ◦∆ = ∇ ◦ (H ⊗ S) ◦∆ = η ◦ ε (3.2)
We denote the antipode S (and its inverse, if it exists) by:
S =
H
❤+
H
and S−1 =
H
❤−
H
Using graphical calculus, (3.2) obtains the following form:
H☛✟
❤+
✡✠
H
=
H☛✟
❤+
✡✠
H
=
H
r
r
H
(3.3)
Let A be an algebra in C; for a left A-module M in C respectively a right A-module M in C,
we use the following graphical notation:
µ− =
A M
P
M
resp. µ+ =
M A
✏
M
13
In the sequel, H will denote a braided Hopf algebra with bijective antipode. The subcategory
of left H-modules in C, denoted by HC, is monoidal. If M,N ∈ HC, then M ⊗N ∈ HC via the
diagonal action:
H M⊗N
P
M⊗N
=
H M N☛✟
P P
M N
(3.4)
Similarly, one can consider the (monoidal) category of right H-modules CH and the (monoidal)
category of H-bimodules HCH .
An object A in C is said to be an H-module algebra if A is an H-module and an algebra in C,
in such a way that its multiplication and unit are H-linear, i.e., A is an algebra in the category
HC. Graphically, we have:
H A A
✍ ✌
P
A
=
H A A☛✟
P P
✍ ✌
A
and
H
r
P
A
=
H
r
r
A
(3.5)
For an H-module algebra A, one can define the smash product A#H in C. As an object,
A#H = A⊗H, while the multiplication is given by:
∇A#H =
A H A H☛✟
P
✍ ✌✡✠
A H
The unit is given by ηA ⊗ ηH . It is well-known (e.g. [20]) that in this way A#H becomes an
algebra in C.
For a left or respectively right H-comodule N in C we denote its H-comodule structure by:
λ =
N
✏
H N
resp. ρ =
N
P
N H
Let HC denote the category of left H-comodules in C. Similar to (3.5), now using the diagonal
coaction, we obtain that the category HC is monoidal.
M⊗N
✏
H M⊗N
=
M N
✏ ✏
✡✠
H M N
(3.6)
Thus we can consider algebras in HC, which we will call left H-comodule algebras. In other
words, A is a left H-comodule algebra if it satisfies:
A A
✍ ✌
✏
H A
=
A A
✏ ✏
✡✠✡✠
H A
and
r
✏
H A
=
r r
H A
(3.7)
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Similarly, we can consider the category of right comodules CH as well as the notion of a right
H-comodule algebra. Specifically, a rightH-comodule algebra A is an algebra in CH and satisfies:
A A
✍ ✌
P
A H
=
A A
P P
✡✠✡✠
A H
and
r
P
A H
=
r r
A H
(3.8)
An H-bicomodule algebra is a left and right H-comodule algebra satisfying the additional
bicomodule relation:
A
✏
P
H A H
=
A
P
✏
H A H
Let us recall the definition of braided Yetter-Drinfeld modules, also called crossed modules,
as introduced by Bespalov in [3].
Definition 3.1 A braided left-left Yetter-Drinfeld module (M,µ−, λ) over H in the category C is
simultaneously a left H-module and a left H-comodule in C satisfying the following compatibility
relation:
H M☛✟
✏
✡✠P
H M
=
H M☛✟
P
✏
✡✠
H M
(3.9)
Denote by HHYD(C) the category of left-left Yetter-Drinfeld modules in C (the morphisms are left
H-module and left H-comodule morphisms in C).
LetM,N ∈ HHYD(C); using the diagonal action (3.4) and the diagonal coaction (3.6), M ⊗N
becomes a left-left Yetter-Drinfeld module as well. Hence the category HHYD(C) is monoidal. It
is also (pre) braided, the braiding and its inverse are given by:
cM,N =
M N
✏
P
N M
and c−1M,N =
N M
✏
❤−
P
M N
An algebra A in HHYD(C) is called a (braided) Yetter-Drinfeld module algebra. Equivalently,
A ∈ HHYD(C) is a Yetter-Drinfeld module algebra if it is a left H-module algebra and a left
H-comodule algebra.
Proposition 3.2 Let (C,⊗, φ) be a braided monoidal category and H ∈ C a braided Hopf algebra.
Assume that A is a left-left Yetter-Drinfeld module algebra. Then the smash product algebra
15
A#H is an H-bicomodule algebra in the category C, the structures being given by:
λA#H =
A # H
✏
☛✟
✡✠
H A#H
and ρA#H =
A # H
☛✟
A#H H
Moreover, the morphism ηA ⊗H : H → A#H is a morphism of H-bicomodule algebras.
Proof. Obviously, by the coassociativity of ∆, A#H is a right H-comodule. A#H is easily seen
to be a left H-comodule as well, since
(∆⊗A#H) ◦ λA#H =
A H
✏
☛✟
✡✠☛✟
H H A H
(3.1)
=
A H
✏
✎ ☞
☛✟☛✟
✡✠✡✠
H H A H
comod.
=
nat.
A H
✏
✎☞
✏
☛✟
✡✠✡✠
H H A H
coasso.
=
nat.
A H
✏
✎ ☞
✡✠
✏
☛✟
✡✠
H H A H
= (H ⊗ λA#H) ◦ λA#H
Again by coassociativity A#H becomes an H-bicomodule. As it is straightforward to verify
that A#H becomes a right H-comodule algebra, the only thing that remains to be proved is
the fact that A#H is a left H-comodule algebra. We verify:
λA#H ◦ ∇A#H
=
A H A H☛✟
P
✍ ✌✡✠
✏
✎ ☞
✡✠
A H H
(3.1)
=
(3.7)
A H A H☛✟
P
✏ ✏
☛✟☛✟
✡✠✡✠✡✠✡✠
✍ ✌
H A H
coasso.
=
nat.
A H A H✎☞
☛✟ ☛✟
P ✡✠
✏ ✏
✡✠
✡✠✍ ✌
✍ ✌
H A H
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(3.9)
=
A H A H✎ ☞
☛✟
☛✟
✏
✡✠
✏ ✡✠P
✡✠✍ ✌
✍ ✌
H A H
(co)asso.
=
nat.
A H A H
✏
✎☞
✏
☛✟
☛✟
✡✠
P
✍ ✌ ✡✠
✍ ✌
✍ ✌
H A H
nat.
=
A H A H
✏
☛✟
✏
☛✟
✡✠ ✡✠
✍✌ ☛✟
P
✍ ✌✡✠
H A H
= ∇A#H ◦ (λA#H ⊗ λA#H)
The last statement in the proposition is easily verified and is left to the reader. 
The aim of the remaining part of this section is to prove a converse of Proposition 3.2. For
this we will need the concept of split idempotents.
Definition 3.3 An idempotent e : X → X in the category C is said to be split if there exists
an object Xe ∈ C and morphisms ie : Xe → X and pe : X → Xe such that pe ◦ ie = idXe and
ie ◦ pe = e. We say that C admits split idempotents if any idempotent in C is split.
Note that any category C can be embedded in a category Cˆ, also denoted Split(C), which admits
split idempotents. Cˆ is called the Karoubi enveloping category of C. If C is (braided) monoidal,
so is Cˆ (cf. [15]).
From now on, we will assume that the braided monoidal category C admits split idempotents.
Moreover, splittings are chosen as described in [4, Appendix A].
Let us recall the definition of (two-fold) Hopf (bi-)modules from [4].
Definition 3.4 B is called a right-right H-Hopf module in C if B is a right H-module and a
right H-comodule such that:
B H
✏
P
B H
=
B H
P
☛✟
✏ ✡✠
B H
In other words, the right B-action is H-colinear. Similarly, one can define left-right H-Hopf
modules, i.e. B then is a left H-module in the category CH .
A two-fold Hopf module B is an object in C which is at the same time a left-right and a
right-right H-Hopf module, or equivalently, B is an H-bimodule in CH . The category of two-fold
Hopf modules together with H-bilinear and H-colinear morphisms is denoted by HC
H
H .
Finally, B is said to be an H-Hopf bimodule if B is an H-bimodule in the monoidal category
HCH . Let HHC
H
H denote the category of H-Hopf bimodules together with H-bilinear H-bicolinear
morphisms.
If B is a right H-Hopf module, one can consider the morphism E : B → B defined by
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E = µ+ ◦ (B ⊗ S) ◦ ρ, that is:
E =
B
P
❤+
✏
B
(3.10)
Then, by [4, Proposition 3.2.1], E is an idempotent. By assumption, there exist an object B0 ∈ C
and morphisms i : B0 → B and p : B → B0 such that:
p ◦ i = idB0
i ◦ p = E
(3.11)
In addition, it is shown in [4] that (B0, i) is the equalizer of ρ and B ⊗ ηH . In other words, B0
is equal to the coinvariants subobject BcoH . Using graphical calculus we obtain:
B0
i
P
B H
=
B0
i
r
B H
(3.12)
(B0, p) is at the same time also equal to the coequalizer of µ
+ and B ⊗ εH , that is B0 is the
object of H-invariants. In particular, we have:
B0 H
v
✍ ✌
p
B
=
B0 H
p r
B
(3.13)
If B is a two-fold Hopf module, one can consider the adjoint H-action on B:
ad =
H B☛✟
P ❤+
✏
B
By [4, Proposition 3.6.2] we have:
E ◦ ad = E ◦ µ− = ad ◦ (H ⊗ E)
p ◦ ad = p ◦ µ−
(3.14)
This allows us to define a left H-module structure on B0, say ad0, as follows:
ad0 =
H B0
i
ad
p
B0
=
H B0☛✟
i
P ❤+
✏
p
B0
(3.15)
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By construction, we have:
i ◦ ad0 = ad ◦ (H ⊗ i) (3.16)
The following is a (partial) generalization of [2, Proposition 1.2], where a stronger condition
(existence of (co)equalizers in C) is assumed.
Proposition 3.5 Let (C,⊗, φ) be a braided monoidal category and H ∈ C a braided Hopf algebra.
Let B be a right H-comodule algebra in C such that there exists an H-colinear algebra morphism
v : H → B. We can consider B0 as above, which now is an H-module algebra. Furthermore
B ∼= B0#H as right H-comodule algebras.
Proof. B becomes a two-fold H-Hopf module via
H B
P
B
=
H B
v
✡✠
B
and
B H
✏
B
=
B H
v
✡✠
B
(3.17)
For example:
B H
✏
P
B H
(3.17)
=
B H
v
✍ ✌
P
B H
(3.8)
=
B H
v
P P
✡✠✡✠
B H
=
B H
P
☛✟
v
✡✠✡✠
B H
(3.17)
=
B H
P
☛✟
✏ ✡✠
B H
where the third equality follows by right H-colinearity of v. Next, observe that:
H B B☛✟
ad ad
✍ ✌
B
=
H B B☛✟
☛✟ ☛✟
v v
✡✠❤+ ✡✠❤+
v v
✍✌✍✌
✍ ✌
B
(co)asso.
=
nat.
H B B☛✟
v
✡✠✎☞☛✟
❤+ ❤+
v v v
✡✠✡✠
✍✌
✍ ✌
(3.3)
=
H B B☛✟
v
✡✠☛✟
r
❤+
r v
v ✡✠
✍ ✌
✍ ✌
asso.
=
nat.
H B B☛✟
✡✠❤+
v v
✍✌
✍ ✌
=
H B B
✍ ✌
ad
B
(3.18)
Let (B0, i, p) be defined as above, with H-action on B0 as in (3.15). We verify that B0 becomes
an H-module algebra, hence we can consider the smash product algebra B0#H. First, there is
an algebra structure ∇0 : B0 ⊗B0 → B0 defined by ∇0 = p ◦∇ ◦ (i⊗ i). Equivalently, using the
fact that (B0, i) is the equalizer of ρ and B ⊗H, ∇0 is uniquely defined by the relation:
i ◦ ∇0 = ∇ ◦ (i⊗ i) (3.19)
In order to show that B0 is an H-module algebra, we have to show:
ad0 ◦ (H ⊗∇0) =
H B0B0☛✟
ad0 ad0
✍ ✌
B0
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Now, the right hand side equals
∇0 ◦ (ad0 ⊗ ad0) ◦ (H ⊗ φH,B0 ⊗B0) ◦ (∆⊗B0 ⊗B0)
def. ∇0
= p ◦ ∇ ◦ (i⊗ i) ◦ (ad0 ⊗ ad0) ◦ (H ⊗ φH,B0 ⊗B0) ◦ (∆ ⊗B0 ⊗B0)
(3.16)
= p ◦ ∇ ◦ (ad⊗ ad) ◦ (H ⊗ i⊗H ⊗ i) ◦ (H ⊗ φH,B0 ⊗B0) ◦ (∆⊗B0 ⊗B0)
nat.
= p ◦ ∇ ◦ (ad⊗ ad) ◦ (H ⊗ φH,B ⊗B) ◦ (H ⊗H ⊗ i⊗ i) ◦ (∆ ⊗B0 ⊗B0)
nat.
= p ◦ ∇ ◦ (ad⊗ ad) ◦ (H ⊗ φH,B ⊗B) ◦ (∆⊗B ⊗B) ◦ (H ⊗ i⊗ i)
(3.18)
= p ◦ ad ◦ (H ⊗∇) ◦ (H ⊗ i⊗ i)
(3.19)
= p ◦ ad ◦ (H ⊗ i) ◦ (H ⊗∇0)
(3.16)
= p ◦ i ◦ ad0 ◦ (H ⊗∇0)
(3.11)
= ad0 ◦ (H ⊗∇0)
The verification that ηB0 is left H-linear is left to the reader. Finally one can verify that
ω : B0#H → B,
ω =
B0 H
i v
✡✠
B
is a right H-colinear algebra isomorphism, where
ω−1 =
B
P
p
B0 H
First, ω is right H-colinear since
B0 H
i v
✍ ✌
P
B H
(3.8)
=
B0 H
i v
P P
✡✠✡✠
B H
(3.12)
=
B0 H
i
☛✟
r v
✡✠✡✠
B H
=
B0 H☛✟
i v
✡✠
B H
(3.20)
Using (3.20), we see that we have:
ω−1 ◦ ω =
B0 H
i v
✍ ✌
P
p
B0 H
(3.20)
=
B0 H☛✟
i v
✍ ✌
p
B0 H
(3.13)
=
B0 H☛✟
i
p r
B0 H
= idB0#H
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Likewise:
ω ◦ ω−1 =
B
P
p
i v
✡✠
B
(3.11)
=
B
P
E v
✡✠
B
(3.10)
=
B
P
P
❤+
v v
✡✠
✍✌
B
asso.
=
B
P
☛✟
❤+
v v
✡✠
✍✌
B
(3.3)
=
B
P
r
r
v
✡✠
B
= idB
Observe that we have:
H B0
v i
✍ ✌
p
i
B
(3.11)
=
H B0
v i
✍ ✌
P
❤+
v
✡✠
B
(3.8)
=
H B0
v i
P P
✡✠✡✠
❤+
v
✍ ✌
B
(3.12)
=
H B0☛✟
i
v r
✡✠✡✠
❤+
v
✍ ✌
B
=
H B0☛✟
i
v
✡✠❤+
v
✍✌
B
(3.21)
Finally, ω is an algebra morphism since:
B0 H B0 H☛✟
ad0
✍ ✌✍✌
i v
✍ ✌
B
(3.15)
=
(3.19)
B0 H B0 H☛✟
i
ad
p
i i ✍✌
✍ ✌ v
✍ ✌
B
(3.11)
=
(3.14)
B0 H B0 H☛✟
i
v
✡✠
i E ✍✌
✍ ✌ v
✍ ✌
B
(3.21)
=
B0 H B0 H✎☞
☛✟
v v
v i ❤+ ✡✠
✡✠v
i ✍✌
✍ ✌
✍ ✌
B
(co)asso.
=
nat.
B0 H B0 H☛✟
☛✟
i v i ❤+ v v
✡✠ v
✡✠
✍✌
✍ ✌
✍ ✌
B
(3.3)
=
B0 H B0 H☛✟
r
i v i r v
✡✠ v
✡✠
✍✌
✍ ✌
B
=
B0 H B0 H
i v i v
✡✠✡✠
✍ ✌
B

The following is a mirror-symmetry version of [4, Theorem 4.3.2].
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Theorem 3.6 Let (C,⊗, φ) be a braided monoidal category which admits split idempotents and
suppose H ∈ C is a braided Hopf algebra with bijective antipode. The categories HHYD(C) and
H
HC
H
H are braided monoidal equivalent. In particular
(i) Let V ∈ HHYD(C), then V ⊗H ∈
H
HC
H
H via
µ−V⊗H =
H V⊗H☛✟
P ✡✠
V ⊗ H
and µ+V⊗H =
V⊗H H
✡✠
V ⊗ H
λV⊗H =
V ⊗ H
✏
☛✟
✡✠
H V⊗H
and ρV⊗H =
V ⊗ H☛✟
V⊗H H
(ii) Let M ∈ HHC
H
H , then M0 ∈
H
HYD(C) with H-action induced by the adjoint action, similar as
in (3.15), and H-coaction inherited from M , that is the H-coaction is defined by the following
relation:
M0
✏
i
H M
=
M0
i
✏
H M
(3.22)
We are now able to prove the structure theorem for braided bicomodule algebras.
Theorem 3.7 Let (C,⊗, φ) be a braided monoidal category which admits split idempotents and
let H ∈ C be a braided Hopf algebra with bijective antipode. Assume H is flat. Suppose B is an
H-bicomodule algebra such that there exists an H-bicolinear algebra morphism v : H → B. Let
(B0, i, p) be the splitting as in (3.11), then B0 ∈
H
HYD(C) is a Yetter-Drinfeld module algebra.
The morphism ω : B0#H → B of Proposition 3.5 becomes an isomorphism of H-bicomodule
algebras.
Proof. First, B becomes an object in HHC
H
H via (3.17). Hence, by Theorem 3.6, B0 is an object
in HHYD(C). On the other hand, by Proposition 3.5, we know that B0 is a left H-module algebra
and that ω is a morphism of right H-comodule algebras. Ergo, it suffices to show that B0 is
now also a left H-comodule algebra and that ω is left H-colinear as well. The first statement
can be established as follows:
B0 B0
✍ ✌
✏
i
H B
(3.22)
=
B0 B0
✍ ✌
i
✏
H B
(3.19)
=
B0 B0
i i
✍ ✌
✏
H B
(3.7)
=
B0 B0
i i
✏ ✏
✡✠✡✠
H B
(3.22)
=
B0 B0
✏ ✏
i i
✡✠✡✠
H B
(3.19)
=
B0 B0
✏ ✏
✡✠✡✠
i
H B
Since H is flat, the functor H ⊗ − preserves equalizers. Hence H ⊗ i is a monomorphism and
by the above computation we may conclude that B0 is a left H-comodule algebra (the fact that
ηB0 is H-colinear is trivial).
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To finish the proof, we verify that ω is also left H-colinear. Note that B0#H has the structure
of a left H-comodule via
λB0#H =
B0 # H
✏
☛✟
✡✠
H B0#H
as in Proposition 3.2. Then:
(H ⊗ ω) ◦ λB0#H =
B0 # H
✏
☛✟
✡✠
ω
H B
=
B0 # H
✏
☛✟
i v
✡✠✡✠
H B
(3.22)
=
(∗)
B0 # H
i v
✏ ✏
✡✠✡✠
H B
(3.7)
=
B0 H
i v
✍ ✌
✏
H B
= λB ◦ ω
where in (∗) we have used the left H-colinearity of v. This concludes the proof. 
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