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GEOMETRIC LIMITS OF MANDELBROT AND JULIA
SETS UNDER DEGREE GROWTH
SUZANNE HRUSKA BOYD AND MICHAEL J. SCHULZ
Abstract. First, for the family Pn,c(z) = z
n + c, we show that the
geometric limit of the Mandelbrot sets Mn(P ) as n → ∞ exists and
is the closed unit disk, and that the geometric limit of the Julia sets
J(Pn,c) as n tends to infinity is the unit circle, at least when |c| 6= 1.
Then we establish similar results for some generalizations of this family;
namely, the maps z 7→ zt + c for real t ≥ 2 and the rational maps
z 7→ zn + c + a/zn.
1. Introduction
We begin by considering the family of polynomial maps
Pn,c(z) = z
n + c,
where n ≥ 2 is an integer and c is complex. These maps are all unicritical
(the only critical point is 0), so they provide a “one-step” generalization of
the well known quadratic family z 7→ z2 + c.
As usual in polynomial dynamics, for a given n, c we may define the
filled Julia set as K(Pn,c) = {z : {Pmn,c(z)}∞m=1 is bounded} and the Julia
set as the topological boundary, J(Pn,c) = ∂K(Pn,c). For each n ≥ 2,
we define the Mandelbrot set as Mn(P ) = {c : {Pmn,c(0)}∞m=1 is bounded }.
The Mandelbrot sets for n > 2 are often called multibrot sets. One may find
some basic results on Pn,c in [Sch04], providing analogs of many fundamental
results from the quadratic case to the general degree case.
Much study has gone into the exploration of how the dynamics as well
as the geometry of the Julia set changes as the parameter c varies. The
geometric limit at P2,1/4(z) = z
2 + 1/4 well illustrates how, although Kc
varies upper semi-continuously and Jc varies lower semi-continuously, at c =
1/4 neither set varies continuously (see Figure 1). This type of “parabolic
implosion” has been developed by A. Douady, A. Epstein, J. Hubbard, R.
Oudkerk, P. Lavaurs, M. Shishikura, and others, and is still under study. We
also refer the reader to McMullen [McM94] for a good introduction to the of
stability of polynomial dynamics through small changes in the parameters.
Here, we take a different approach, and scrutinize these families of dy-
namical systems Pn,c for large n. We look for qualitative similarities among
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Figure 1. K(Pn,c) for n = 2, with c = 1/4 (L) and c = .251 (R).
these maps as n tends to infinity. Of course in the limit, there is no dy-
namics, no reasonable map P∞,c. However, it turns out the geometric sets
K(Pn,c), J(Pn,c), and even Mn(P ) have limits that exist as n → ∞. For
Mn(P ), this limit is simply the closed unit disk.
Theorem 1.1. Let CS(Cˆ) denote the collection of all compact subsets of
Cˆ, then
lim
n→∞Mn(P ) = D.
under the Hausdorff metric dH in CS(Cˆ).
In Section 2 we give a precise definition of convergence of compact sets.
For comparison purposes, we note that in [BDH+00], it is shown that for
the family
Qn,λ(z) = λ
(
1 +
z
n
)n
,
the limit of the Mandelbrot sets Mn(Q) as n→∞ is the Mandelbrot set for
the exponential family λez. We find this interesting because Qn,c is conju-
gate to Pn,c, but the Mandelbrot set for the exponential function is about as
far away from the disk as a set can get: for example, it contains the entire
left half plane, plus infinitely long “hairs” stretching roughly horizontally,
toward infinity, in the direction of the positive real axis.
Also, the Mandelbrot limit above follows from symmetry results on the
sets Mn(P ) found in [LS96].
Here, we obtain the result for Mn(P ) by first investigating the Julia sets
K(Pn,c) and J(Pn,c). Since Mn(P ) tends to D, the following result should
make sense.
Theorem 1.2. Let c ∈ C.
3Figure 2. Left: Mn(P ) for n = 25; Center: K(Pn,c) for
c = −.9, n = 36; Right: K(Pn,c) for n = 51, c = 1.10125i.
(1) If c ∈ C \ D then
lim
n→∞ J(Pn,c) = limn→∞K(Pn,c) = S
1.
(2) If c ∈ D, then
lim
n→∞ J(Pn,c) = S
1 and lim
n→∞K(Pn,c) = D.
(3) If c ∈ S1, then if lim
n→∞ J(Pn,c) and/or limn→∞K(Pn,c) (and/or any
liminf or limsup) exists, it is contained in D.
The case of c ∈ S1 is the most delicate. For any given c ∈ S1, we may have
c ∈Mn for some n but not others. We know the Julia sets may not extend
outside D in the limit as n grows, but for an individual c ∈ S1, whether
there is a limit inside the disk is uncertain. This would be an interesting
topic for future investigations.
For now, we move on to ask this same type of question for some other
families of maps. As a generalization of Pn,c, we are interested in the family
Ft,c(z) = z
t + c,
where t ≥ 2 is real, and zt can be defined using, for example, the principal
branch of the log: Ln(z), as in zt = etLn(z). These functions are analytic,
except on the negative real axis they are discontinuous. We define a filled
Julia set K(Ft,c) as the closure of the set of points with bounded orbits, the
Julia set J(Ft,c) as its topological boundary, and the Mandelbrot sets Mt(F )
as the closure of the locus of c with 0 ∈ K(Ft,c). Most of the nice results
about polynomial/rational dynamics do not immediately apply, which is why
to be safe we build “closure” into the definitions. (For example, we cannot
say whether J(Ft,c) is the locus of nonnormality for the iterates of Ft,c, and
we cannot say whether Mt(F ) is the connectivity locus.) However, with only
minor changes to a few of the lemmas involved in proving Theorems 1.1 and
1.2, we see that the exact results of these theorems hold for Ft,c:
Proposition 1.3. The limits in Theorem 1.1 and 1.2 may be taken as t→
∞ through R+ (rather than just as n→∞ through Z+).
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Finally, we find the most intriguing geometric limits when we investigate
a family of rational maps which can be viewed as a peturbation of Pn,c: for
c, a ∈ C and n ∈ Z+, consider
Rn,c,a(z) = z
n + c+
a
zn
.
Since infinity is a superattracting fixed point, we still have a filled Julia
set, K(Rn,c,a), defined as the set of points with bounded orbits, and the
Julia set J(Rn,c,a) its topological boundary. Note 0 always maps to ∞ (for
a 6= 0), thus the Julia sets lie in an annulus. Though little is known about
the dynamics for general c, a, we find that as n grows, the Julia sets always
tend to the unit circle:
Theorem 1.4. For any c ∈ C and any a ∈ C∗,
lim
n→∞ J(Rn,c,a) = limn→∞K(Rn,c,a) = S
1.
In investigating Mandelbrot sets, the case c = 0 is most accessible, and
has been most studied: Devaney’s [Dev10] contains a survey of known results
regarding this family. For the case c = 0, there happens to be only one free
critical orbit. Thus we may define the Mandelbrot set Mn(R0) as the set of
all a such that the free critical orbit does not escape to infinity.
For the case c 6= 0, there are two free critical orbits, thus the spectrum of
dynamical behavior is quite rich. One such case is investigated in [BDGR08].
We let Mn(Rc) denote the set of a such that for a fixed n, c, at least one free
critical orbit does not escape to infinity. These parameter sets are rife with
mystery, but we did find that they settle into an easily describable limit as
n tends to ∞.
Definition 1.5. For any c ≥ 0, define the set Lc in C by:
Lc =
{(
1
4
+
c
2
eiθ +
1
4
e2iθ
)
+
(c2 − 1)
4
: θ ∈ [0, 2pi)
}
,
and for any c ∈ C define:
Lc = e
2iArg(c)L|c|.
Note Lc is the polar limac¸on r = (c+ cos θ)/2 shifted by (c
2 − 1)/4.
Theorem 1.6. For any c ∈ C, we have
lim
n→∞Mn(Rc) = Lc.
This theorem includes the case c = 0, and L0 is the circle of radius 1/4
centered at the origin, S11/4.
We found this avenue of study to be novel and exciting, and encourage
the interested reader to study the geometric limit under degree growth of
invariant sets of interest in other families of dynamical systems.
5Figure 3. Left: J(Rn,c,a) for n = 5, c = 1, a = 0.0157 +
0.072i. Right: Mn(Rc) for n = 8, c = 0.25.
Proofs of these results, as well as more pictures, are located herein as
follows: we study the polynomials Pn,c in Section 3, the family Ft,c in Sec-
tion 4, and the rational maps Rn,c,a in Section 5. See Section 2 for some
definitions and notation used throughout the paper.
Acknowledgements. We thank Nicolet high school student Gabriel Ferns,
for asking a question which led to this line of inquiry. We also thank Hans
Volker, Robert Devaney and Elizabeth Russell for helpful conversations,
and Brian Boyd for the computer program detool which generated all of the
Mandelbrot and Julia images in this paper, as well as inspired some of the
results.
2. Preliminaries
Here we explicitly describe what we mean when we say the limit of a
sequence of sets exists.
Recall the Hausdorff metric dH(A,B) for two sets A and B of a metric
space (X, d) is
dH(A,B) = max{sup
a∈A
inf
b∈B
d(a, b), sup
b∈B
inf
a∈A
d(a, b)}
= max{sup
a∈A
d(a,B), sup
b∈B
d(b, A).}
Thus the Hausdorff distance between two sets A,B can be thought of as
the maximum of the maximum distance from A to B and the maximum
distance from B to A. Consider the illustrative example A = S1 and B =
D. We have dH(S1,D) = 1, since 0 ∈ D and d(0, S1) = 1, even though
d(eit,D) = 0 for every eit ∈ S1. Thus in each of our limit theorems, we need
to supply two distance calculations.
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If Sn is a sequence of compact subsets, then Sn converges to compact
subset S and we write limn→∞ Sn = S if for all  > 0 there is an N such
that for all n ≥ N we have dH(Sn, S) < .
A compact metric space (like Cˆ) endowed with the Hausdorff metric is
complete (i.e., cauchy sequences converge).
Mandelbrot and Julia sets for polynomials and rational functions are com-
pact ([Bea91]). Since we define Mandelbrot and Julia sets for Ft,c to be
closed, we get they are compact if we can show they are bounded, which we
will establish, at least for n sufficiently large, in Section 4.
Throughout the remainder of the paper we use the following notation:
Notation. For any 0 ≤ r < R, define the open annulus of inner radius r
and outer radius R by:
A (r,R) = {z : r < |z| < R}.
Notation. Denote the -neighborhood of a set S by N(S), and the ball
about a point z of radius  by B(z, ).
3. Results for the family Pn,c
In this section, we first give a series of lemmas on the Julia sets for the
maps Pn,c(z) = z
n + c, then prove Theorems 1.1 and 1.2.
We will distinguish the two cases (1) and (2) of Theorem 1.2 by the
fundamental dichotomy of polynomial dynamics (see [Bea91]):
The Fundamental Dichotomy. Since Pn,c is unicritical, for any given
n and c either
(a) the orbit of 0 escapes, in which case K(Pn,c) = J(Pn,c) is a Cantor
set, or
(b) the orbit of 0 is bounded, in which case K(Pn,c) is connected.
Case (1): Suppose |c| > 1. We will show that for sufficiently large n,
0 /∈ K(Pn,c), hence (a) holds and c /∈Mn.
Case (2): On the other hand, suppose |c| < 1. We will show that for large
n, 0 ∈ K(Pn,c), hence (b) holds and c ∈Mn.
3.1. Julia sets. We first establish one half of the distance calculation for
each case of |c|: showing the distances from every point of the Julia sets and
filled Julia sets to S1 or D, as appropriate, tend to 0 as n→∞.
We begin by showing that regardless of c, the immediate basin of infinity
of Pn,c encompasses the entire exterior of the unit disk as n→∞:
Lemma 3.1. For any c ∈ C, and any  > 0, there is an N ≥ 2 such that
for all n ≥ N , we have K(Pn,c) ⊂ D1+.
Proof. Let z ∈ C \ D1+. Choose B > max{1, |c|}. Choose N ≥ 2 so that
|z|N > 2B and BN−2 > 2. Let n ≥ N . We claim |Pmn,c(z)| ≥ Bm for all
m ≥ 1.
7Figure 4. K(Pn,c) for c = 2, n = 5 (L) and n = 9 (R).
First,
|Pn,c(z)| = |zn + c| ≥ |z|n − |c| > 2B −B = B.
Now suppose for some m ≥ 1, we know |Pmn,c(z)| ≥ Bm. Then
|Pm+1n,c (z)| = |(Pmn,c(z))n + c|
≥ |Pmn,c(z)|n − |c|
> Bmn −B
> Bmn−m+1 −B
= Bm+1(Bm(n−2) −B−m)
> Bm+1(2m −B−m)
> Bm+1(2m − 1)
≥ Bm+1.
So, by induction, |Pmn,c(z)| > Bm for all m ≥ 1. Since B > 1, the orbit of z
under Pn,c escapes to infinity, thus z /∈ K(Pn,c). Thus, K(Pn,c) ⊂ D1+.

Note this lemma immediately yields (3) of Theorem 1.2.
Now we examine the case |c| > 1. Figure 4 displays some Julia sets with
|c| > 1 and n large enough that these c /∈ Mn, in fact J(Pn,c) = K(Pn,c)
and these are Cantor Julia sets, contained in an annulus which tends to S1
as n→∞.
Lemma 3.2. Let c ∈ C \ D and set  = 1 − |c|. Then, for every η ∈ (0, ],
there is an N ≥ 2 where D1−η/2 ⊂ C \K(Pn,c) for all n ≥ N .
Proof. Choose N1 by Lemma 3.1 so large that for all n ≥ N1 we have
K(Pn,c) ⊂ D1+η/2. Now let |z| < 1 − η/2, and chose N ≥ N1 so that
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Figure 5. K(Pn,c) for c = 0.5, n = 10 (L) and n = 25 (R).
|z|N < η/2. Then for all n ≥ N ,
|Pn,c(z)| = |zn + c|
≥ |c| − |z|n
= 1 + − |z|n
≥ 1 + η − |z|n
> 1 + η − η/2
= 1 + η/2.
By Lemma 3.1, Pn,c(z) /∈ K(Pn,c) so neither is z. 
Combining Lemmas 3.1 and 3.2, we obtain:
Corollary 3.3. Let c ∈ C \D and set  = |c|− 1. Then, for every η ∈ (0, ],
there is an N ≥ 2 such that for all n ≥ N , we have J(Pn,c) = K(Pn,c) ⊂
A (1− η/2, 1 + η/2).
This corollary provides half of the needed distance calculation for case (1)
of Theorem 1.2: inf
z∈J(Pn,c)=K(Pn,c)
d(z, S1) tends to 0 as n→∞.
Next we consider the case |c| < 1. Figure 5 shows some Julia sets for
c ∈ D and n large enough that c ∈Mn. In fact here c ∈M◦n and these filled
Julia sets illustrate how K(Pn,c) can tend to D as n → ∞ while J(Pn,c)
tends to S1.
Lemma 3.4. Let c ∈ D, set  = 1−|c|. For any η ∈ (0, ], there is an N ≥ 2
so that D1−η/2 ⊂ K(Pn,c)◦ (the interior of K(Pn,c), i.e., K(Pn,c) \ J(Pn,c))
for all n ≥ N .
Proof. Let z ∈ D1−η/2. Since η > 0, there is anN ≥ 2 where (1−η/2)n < η/2
for all n ≥ N . For such n,
9|Pn,c(z)| ≤ |z|n + |c|
<
η
2
+ 1−  ≤ η
2
+ 1− η
= 1− η
2
.
So Pn,c(D1−η/2) ( D1−η/2, and thus D1−η/2 ⊂ K(Pn,c)◦. 
Now combining Lemmas 3.1 and 3.4, we obtain:
Corollary 3.5. Let c ∈ D and set  = 1 − |c|. For any η ∈ (0, ], there is
an N ≥ 2 such that for all n ≥ N , we have J(Pn,c) ⊂ A (1− η/2, 1 + η/2)
and D1−η/2 ⊂ K(Pn,c) ⊂ D1+η/2.
This corollary provides half the distance calculation needed for case (2)
of Theorem 1.2: inf
z∈J(Pn,c)
d(z, S1) tends to 0 as n→∞, and inf
z∈K(Pn,c)
d(z,D)
tends to 0 as n→∞.
We turn to supplying the other halves of the distance calculation needed
for cases (1) and (2). Note that since J(Pn,c) ⊂ K(Pn,c), we need only show
that for all s ∈ S1, the distance d(s, J(Pn,c)) tends to 0 as n→∞.
We do so by taking advantage of the n-fold symmetry of J(Pn,c):
Lemma 3.6. Let z ∈ J(Pn,c). If ω is a nth root of unity, then ωz ∈ J(Pn,c).
Proof. Let ω be an nth root of unity, and suppose z ∈ J(Pn,c). Then
Pn,c(ωz) = (ωz)
n + c = ωnzn + c = zn + c.
Since J(Pn,c) is totally invariant (see [Bea91]), ωz must be in J(Pn,c). 
Lemma 3.7. Let c ∈ C\S1, set  = |1− |c|| and let η ∈ (0, ]. Then there is
an N ≥ 2 such that for all n ≥ N and for any eiθ ∈ S1, B(eiθ, η)∩J(Pn,c) 6=
∅.
Proof. By Corollaries 3.3 and 3.5, there is an N1 ≥ 2 where J(Pn,c) ⊂
A (1− η/2, 1 + η/2) for all n ≥ N1.
Let eiθ ∈ S1 and let α > 0 be the angle so that U = {reiτ |r > 0, θ − α <
τ < θ+α}∩A (1− η/2, 1 + η/2) is contained in B(eiθ, η). Note the same α
works for each different θ.
Let ωn = e
2pii/n for any n. Now, choose N ≥ N1 so that 2pi/N < α, hence
2pi/n < α for all n ≥ N . Again, note N is independent of θ, i.e., the same
N works for every θ.
Since for any n, J(Pn,c) is nonempty ([Bea91]), choose zn ∈ J(Pn,c) for
each n ≥ N . Then for some jn ∈ {1, . . . , n − 1} we have ωjnn zn ∈ U ⊂
B(eiθ, η).
So for all n ≥ N , B(eiθ, η) ∩ J(Pn,c) 6= ∅. 
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Proof of Theorem 1.2. (Case (1)) Let c ∈ C \ D. Since by Corollary 3.3,
J(Pn,c) = K(Pn,c) for n sufficiently large, we write only J(Pn,c) below. Let
 > 0 and assume  < |c| − 1. By Corollary 3.3, there is an N1 such that for
all n ≥ N1, J(Pn,c) ⊂ A (1− /2, 1 + /2), and thus for all z ∈ J(Pn,c),
d(z, S1) = inf
s∈S1
|z − s| < /2.
By Lemma 3.7, there is an N2 ≥ N1 so that for all n ≥ N2 and for all s ∈ S1,
d(s, J(Pn,c)) = inf
z∈J(Pn,c)
|z − s| < .
So we have
dH(J(Pn,c), S1) = max
{
sup
z∈J(Pn,c)
d(z, S1), sup
s∈S1
d(s, J(Pn,c))
}
< max{/2, }
= .
Hence we have limn→∞ J(Pn,c) = limn→∞K(Pn,c) = S1.
(Case (2)) Suppose c ∈ D. Let  > 0 and assume  < 1 − |c|. By
Corollary 3.5, there is an N1 such that for all n ≥ N1, we have J(Pn,c) ⊂
A (1− /2, 1 + /2) and D1−/2 ⊂ K(Pn,c) ⊂ D1+/2. We can establish the
limit for K(Pn,c) using only the preceeding statement. First, note for all
w ∈ K(Pn,c),
d(w,D) = inf
y∈D
|w − y| < /2.
Now, consider y ∈ D. If y ∈ D1−/2, then y ∈ K(Pn,c), hence d(y,K(Pn,c)) =
0. If 1 − /2 ≤ |y| ≤ 1, then d(y,D1−/2) ≤ /2, and since this disk is
contained in K(Pn,c), we have d(y,K(Pn,c)) ≤ /2. Thus for any y ∈ D, we
have
d(y,K(Pn,c)) = inf
w∈K(Pn,c)
|w − y| ≤ /2 < .
Thus, dH(K(Pn,c),D) < , and hence limn→∞K(Pn,c) = D.
Now we turn to J(Pn,c). By choice of N1 above, we know for all z ∈
J(Pn,c),
d(z, S1) = inf
s∈S1
|z − s| < /2.
Now, by Lemma 3.7, there is an N2 > N1 such that for all n ≥ N2, for
any point s = eiθ ∈ S1,
d(s, J(Pn,c)) = inf
z∈J(Pn,c)
|z − s| < /2.
Thus dH(J(Pn,c), S1) < /2, and hence limn→∞ J(Pn,c) = S1.
Case (3) follows directly from Lemma 3.1.

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Figure 6. Mn(P ) for n = 5, 10, and 50 (L to R).
3.2. Mandelbrot limits. We now turn to the Mandelbrot limits, estab-
lishing Theorem 1.1.
Figure 6 illustrates how Mn(P ) seems to tend to the closed unit disk as
n grows, and suggests that the central hyperbolic component grows into the
entire unit disk as n grows (which Lemma 3.4 supports).
The needed distance calculations for the main Theorem will follow pretty
easily from the lemmas on Julia sets we proved above.
Corollary 3.8. For every  ∈ (0, 1), there is an N ≥ 2 so that D1− ⊂
Mn(P ) for every n ≥ N .
Proof. First, note that c = 0 ∈Mn(P ) for every n ≥ 2.
Now, given  ∈ (0, 1), let c ∈ D∗1−. Then |c| ≤ 1 − . Set ′ = 1 − |c|, so
0 < ′ ≤ . Then by Lemma 3.4, with η = ′, there is an N ≥ 2 such that
for all n ≥ N, we have 0 ∈ D1−′/2 ⊂ K(Pn,c). Hence c ∈Mn(P ).

Corollary 3.9. For every  > 0, there is an N ≥ 2 so that Mn(P ) ⊂ D1+
for every n ≥ N .
Proof. Let  > 0. Suppose |c| > 1 + . Then by Lemma 3.1, there is an
N ≥ 2 such that for all n ≥ N , K(Pn,c) ⊂ D1+ but Pn,c(0) = c /∈ D1+,
hence c /∈ K(Pn,c), hence c /∈Mn(P ). 
Proof of Theorem 1.1. Let  > 0. By Corollaries 3.8 and 3.9, there are N+
and N− where Mn(P ) ⊂ D1+ 
2
for all n ≥ N+, and D1− 
2
⊂ Mn(P ) for all
n ≥ N−. Set N = max{N+, N−}. Then for all n ≥ N , for any c ∈Mn(P ),
we have
d(c,D) = inf
y∈D
|c− y| < /2.
Now consider y ∈ D. If |y| ≤ 1−/2, then y ∈Mn(P ), hence d(y,Mn(P )) =
0. If 1− /2 < |y| ≤ 1, then d(y,D1−/2) < /2, and since D1−/2 ⊂Mn(P ),
we have d(y,Mn(P )) < /2. Hence for any y ∈ D, we have
d(y,Mn(P )) = inf
c∈Mn(P )
|c− y| < /2.
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Figure 7. K(Pn,c) for n = 16, c = −0.9 (L) and c =
−0.9i, n = 37 (R). For many |c| ≈ 1, it appears that
c ∈Mn(P ) for some n, but not for others.
Thus, dH(D,Mn(P )) < /2, hence limn→∞Mn(P ) = D.

We also provide an alternative way to say that Mn(P ) tends to D:
Lemma 3.10. There is a dense set Q ⊂ S1 where for any N ≥ 2,
Q ⊂
 ⋃
n≥N
Mn(P )
 =: AN
Proof. Let n ≥ 2. Here, the solution set of cn + c = 0 is Qn ∪ {0} where
Qn = {z|z is an (n− 1)th root of − 1}.
If c ∈ Qn, then the orbit of Pn,c(0) is {0, c, 0, c, . . . } and thus bounded, so
c ∈Mn(P ). See Figure 7.
Define Q = {e2piqi : q ∈ Q ∩ (0, 1)}. Let c ∈ Q. Then there is an n such
that for all k ≥ 1, c ∈ Qk(n−1)+1 ⊂Mk(n−1)+1. Thus c ∈ AN , for all N ≥ 2.
So Q ⊂ AN for all N ≥ 2, and clearly Q is dense in S1. 
Theorem 3.11. The accumulation set of the sequence {Mn(P )}n→∞ is the
closed unit disk, i.e.,
D =
⋂
N≥2
⋃
n≥N
Mn(P )
 =: A.
Proof. (D ⊂ A) Let z ∈ D. By Corollary 3.8, there is an N so that
z ∈ Mn(P ) for all n ≥ N , thus z ∈ A. If z ∈ ∂D = S1, then by
Lemma 3.10, since Q is dense in S1, S1 ⊂ AN for all N ≥ 2, and since
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Figure 8. K(Ft,c) for t = 2.5, c = −0.5 + 0.5i (L) and c = i (R).
A =
⋂
N≥2AN , z ∈ A and D ⊂ A.
(A ⊂ D) Let z ∈ C \ D. By Corollary 3.9, there is an N ≥ 2 where
z /∈Mn(P ) for all n ≥ N . Thus z /∈ A. So contrapositively, A ⊂ D.

4. Results for the family Ft,c
For one generalization of Pn,c, we are interested in the family
Ft,c(z) = z
t + c,
where t > 1 is real, and zt can be defined using, for example, the principal
branch of the log: Ln(z), as in zt = etLn(z).
These functions are analytic, except on the negative real axis they are
discontinuous. We may still define the filled Julia set as
K(Ft,c) = {z : {Fmt,c(z)}∞m=1 is bounded},
the Julia set as the topological boundary, J(Ft,c) = ∂K(Ft,c), and the Man-
delbrot sets as
Mt(F ) = {c : {Fmt,c(0)}∞m=1 is bounded}.
This discontinuity is reflected in the Julia sets, see Figure 8 and Mandel-
brot sets, see Figure 9.
Irregardless, a brief inspection shows that proofs of all of the results on
Pn,c of Section 3 easily generalize to Ft,c. One need only change n,N ∈ N
to t, T ∈ R and for any integer p, replace |z|p by |zρ| for the appropriate
real number ρ. We use the observation that even though z 7→ zt is not
continuous, the function z 7→ |zt| is continuous (and not multiply defined).
The one exception is that Lemma 3.10 needs no change, we can apply it
as is. In adapting the proofs, the references to AN are unchanged, but other
integers and lemmas are changed to their t-versions. All the other results
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Figure 9. Mt(F ) for n = 2.5 (L) and 6.25 (R)
hold with the changes mentioned above. The Julia set and Mandelbrot set
bounds for large n imply the Julia sets are bounded, and since we defined
them to be closed, they are compact. Thus we obtain Proposition 1.3.
For brevity sake, we leave the verification of this statement to the reader.
Future Research. Images suggest that Mt(F ) varies continuously with t
for all t > 1 (or possibly over a larger range of t values), and that under
some conditions on c, the Julia sets also vary continuously with t.
5. Results for the family Rn,c,a
Now we extend the results for the polynomial family Pn,c(z) = z
n + c to
the rational family
Rn,c,a(z) = z
n + c+
a
zn
.
Devaney’s [Dev10] contains a survey of known results regarding this family.
Little is known when c 6= 0 (except in the case c is periodic and a is small).
Since infinity is a superattracting fixed point, we still have a filled Julia set,
K(Rn,c,a), defined as the set of points with bounded orbits, and the Julia
set J(Rn,c,a) is its topological boundary. Both K and J are compact and
nonempty ([Bea91]).
These maps have more critical points than Pn,c: infinity is critical and
fixed, zero is critical and maps to infinity, and there are also critical points
at the (2n)th roots of a: a1/2n. Note that the 2n critical points a1/2n only
generate two critical values: v± = c± 2√a.
5.1. Julia sets. We start with lemmas restricting the location of the Julia
sets to an annulus tending to S1 as n→∞. See Figure 10.
Lemma 5.1. For any c ∈ C and any a ∈ C, given any  > 0, there is an
N ≥ 2 such that for all n ≥ N , we have K(Rn,c,a) ⊂ D1+.
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Figure 10. Left: K(Rn,c,a) for n = 4, c = 0, a = 0.0422 −
0.147i. Right: K(Rn,c,a) for n = 4, c = .5, a = −0.01253761.
Proof. Let z ∈ C \ D1+. Let B > max{1, |a|, |c|}. Choose N ≥ 2 such that
|z|N > 3B and Bn−2 > 22. Let n ≥ N . We claim that |Rmn,c,a(z)| ≥ Bm for
all m ≥ 1. First,
|Rn,c,a(z)| =
∣∣∣zn + c+ a
zn
∣∣∣ ≥ |z|n − |c| − |a||z|n
> 3B −B − |a|
2B
= 2B − |a|
B
= B +
(
B − |a|
B
)
> B.
Now, suppose for some m ≥ 1, |Rmn,c,a(z)| ≥ Bm. Then
|Rmn,c,a(z)| =
∣∣∣∣(Rmn,c,a(z))n + c+ a(Rmn,c,a(z))n
∣∣∣∣
≥ |Rmn,c,a(z)|n − |c| −
|a|
|Rmn,c,a(z)|n
> Bmn −B − |a|
Bmn
> Bmn−m+1 −B − |a|
Bmn
= Bm+1
(
Bm(n−2) − |a|
Bmn+m+1
−B−m
)
≥ Bm+1(22m − 1− 1)
≥ Bm+1.
Thus by induction, |Rmn,c,a(z)| ≥ Bm for all m ≥ 1. Since B > 1, the orbit
of z under Rn,c,a escapes to infinity, hence z /∈ K(Rn,c,a). 
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Lemma 5.2. For any c ∈ C and any a ∈ C∗, given any  > 0 there is an
N ≥ 2 such that for all n ≥ N , we have D1− ⊂ C \K(Rn,c,a).
Proof. Let z ∈ D1−. Let N1 be given by Lemma 5.1 for this a, c, , so that
for all n ≥ N1 we have K(Rn,c,a) ⊂ D1+. Now, since |z| < 1, choose N ≥ N1
such that |z|N ≤ |a| /(2 + + |c|). Then for any n ≥ N ,
|Rn,c,a(z)| ≥ |a||z|n − |c| − |z|
n
≥ |a||z|n − |c| − 1
≥ 1 + .
Hence Rn,c,a(z) /∈ K(Rn,c,a), thus z /∈ K(Rn,c,a). 
Combining these lemmas we obtain:
Corollary 5.3. For any c ∈ C and any a ∈ C∗, given any  > 0, there is
an N ≥ 2 such that for all n ≥ N , we have K(Rn,c,a) ⊂ A (1− , 1 + ).
Since J ⊂ K, we now can conclude that (if c ∈ C and a ∈ C∗), both
infz∈J(Rn,c,a) d(z, S
1) and infz∈K(Rn,c,a) d(z, S
1) tend 0 as n → ∞, which is
half the distance calculation needed for Theorem 1.4. We now establish the
other distance, taking advantage of symmetry in Rn,c,a:
Lemma 5.4. For any c ∈ C and any a ∈ C, if α is a primitive nth root of
unity, then for any point z ∈ J(Rn,c,a) we have {αjz : j ∈ {0, 1, . . . , n− 1}}
are n distinct points in J(Rn,c,a), spread evenly around the circle of radius
|z|.
Proof. Since α is a primitive nth root of unity, αn = 1 but αj 6= 1 for any
j < n, so since 0 /∈ J(Rn,c,a) implies z 6= 0, we have the set of αjz a set of
n distinct points, and note for each j, (αj)n = 1. Thus, observe
Rn,c,a(α
jz) = (αjz)n + c+
a
(αjz)n
= (αj)nzn + c+
a
(αj)nzn
= Rn,c,a(z).
Hence each αjz maps to the image of z. Thus since J is totally invariant
([Bea91]), if z is in J(Rn,c,a) then so is each α
j , and each has norm |z|. 
Lemma 5.5. Let c ∈ C, a ∈ C. Let  > 0. Then there is an N ≥ 2 such
that for all n ≥ N , for any s = eiθ we have B(s, ) ∩ J(Rn,c,a) 6= ∅.
Proof. Now, we know J(Rn,c,a) is nonempty, since Rn,c,a is a rational map
([Bea91]). Hence there exists a point zn ∈ J(Rn,c,a) for any n ≥ 2. Since
Lemma 5.4 gives us that zn ∈ J(Rn,c,a) implies the points αjzn are also in
J(Rn,c,a), we have n evenly distributed points along the circle of radius |zn|
which are in J(Rn,c,a) and by Corollary 5.3, as n→∞ we have |zn| → 1.
The same argument as in the proof of Lemma 3.7 will finish the proof. 
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Figure 11. Mn(R0) for n = 6 and n = 15
Proof of Theorem 1.4. First recall for any n, c, a we have J(Rn,a) ⊆ K(Rn,a).
In direct analogy to the proof of Theorem 1.2, Corollary 5.3 implies that
both inf
z∈J(Rn,c,a)
d(z, S1) and inf
z∈K(Rn,c,a)
d(z, S1) tend 0 as n→∞.
Lemma 5.5 implies that for any s ∈ S1, we get d(s, J(Rn,c,a)) → 0 as
n→∞, and since J(Rn,c,a) ⊂ K(Rn,c,a), this implies d(s,K(Rn,c,a))→ 0 as
n→∞.
Thus, dH(S1, J(Rn,c,a)) and dH(S1,K(Rn,c,a)) both tend to zero as n→
∞, hence limn→∞ J(Rn,c,a) = limn→∞K(Rn,c,a) = S1. 
5.2. Mandelbrots for c = 0. The case c = 0 has been most heavily studied,
and for this case, we can obtain more specific results than the general c 6= 0.
Thus, we start by considering the subfamily
Rn,a(z) = Rn,0,a(z) = z
n +
a
zn
,
and denote the Julia sets by K(Rn,a) and J(Rn,a).
For the case c = 0, there is only one free critical orbit. If n is even,
then both critical values have the same image. If n is odd, then the orbits
of these two critical values behave symmetrically under z 7→ −z. Thus we
may define the Mandelbrot set Mn(R0) as the set of all a such that the free
critical orbit does not escape to infinity. See Figure 11.
We’ll keep in mind:
The Fundamental Trichotomy. [Dev10] Let B∞ denote the basin of
infinity of a map Rn,a, with critical values v
±.
(1) if one of v± lies in B∞, then J(Rn,a) is a Cantor set;
(2) or if not, but if one of Rn,a(v
±) lies in B∞, then J(Rn,a) is a Cantor
set of simple closed curves (i.e., a is in the McMullen domain);
(3) or, if the orbit of v± is bounded, then J(Rn,a) is connected.
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Hence Mn(R0) is also the connectivity locus for this family. We will obtain
the following analog of Theorem 1.1:
Proposition 5.6. Let S11/4 denote the circle of radius 1/4 in C. Then
lim
n→∞Mn(R0) = S
1
1/4.
First, we translate the lemmas on K and J above to Mn(R0):
Lemma 5.7. For any  ∈ (0, 1/4), there is an N ≥ 2 such that for all
n ≥ N , Mn(R0) ⊂ A (1/4− , 1/4 + ).
Proof. Let  ∈ (0, 1/4). Suppose |a| ≥ 1/4 + . Then
|v±| = 2|√a| > √1 + 4 = 1 + δ
for some δ > 0. By Corollary 5.3, we know there is an N ≥ 2 so that for all
n ≥ N,K(Rn,a) ⊂ A (1− δ/2, 1 + δ/2) . Thus, v± ∈ B∞, hence a /∈Mn(R0).
Hence, Mn(R0) ⊂ D1/4+.
Now suppose |a| ≤ 1/4− . Then
|v±| = 2|√a| < √1− 4 = 1− δ
for some δ ∈ (0, 1). Then again by Corollary 5.3, we know there is an N1 ≥ 2
so that for all n ≥ N1,K(Rn,a) ⊂ A (1− δ/2, 1 + δ/2) . Thus, v± are in the
trapdoor, i.e., v± /∈ B∞, but Lemma 5.2 shows that for all n > N for some
N ≥ N1, we have Rn,a(v±) ∈ B∞. Thus by the fundamental trichotomy, a
is in the McMullen domain for all n sufficiently large, hence not in Mn(R0).
Thus Mn(R0) ⊂ C \ D1/4−. 
This lemma implies that infa∈Mn(R0) d(a, S
1
1/4)→ 0 as n→∞.
In order to establish the other distance bound, we will locate specific
points in Mn(R0) that will fill up S
1
1/4 in the limit. As in Figure 11, one
can see that for n ≥ 3, Mn(R0) contains (n − 1) baby mandelbrot sets,
with one always along the positive real axis, with center tending to 1/4 as
n → ∞, and the others spread evenly along the circle of the same radius.
We calculate these centers to show existence of a dense subset of S11/4 in the
limit of the Mn(R0)’s. This calculation is a special case of results in [DM07].
For accessibility, we include here the details needed to support our explicit
results without assuming the results in [DM07].
For any n ≥ 3, and each k ∈ {0, 1, . . . n− 2}, set
akn = 2
−2n/(n−1)ei2pik/(n−1).
Denote the critical values of the map Rn,akn by v
+(akn) = 2
√
akn and v
−(akn) =
−2
√
akn.
Lemma 5.8. Let n ≥ 3 and k ∈ {0, 1, . . . , n − 2}. Then the free critical
orbits of Rn,akn are finite, hence a
k
n ∈ Mn(R0). In particular, if we let R
denote Rn,akn and let v
± denote v±(akn), then we have:
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• if n is even and k is even, then R(v−) = v+ and R(v+) = v+;
• if n is even and k is odd, then R(v+) = v− and R(v−) = v−;
• if n is odd and k is even, then R(v+) = v+ and R(v−) = v−; or
• if n is odd and k is odd, then R(v+) = v− and R(v−) = v+.
Proof. Note
v+ = 2
√
akn = 2 · 2−n/(n−1)eipik/(n−1),
and
v− = −2
√
akn = 2 · 2−n/(n−1)eipik/(n−1)eipi.
Define σ : N→ {+1,−1} by σ(k) = 1 if k is even, and σ(k) = −1 if k is odd.
Then note eipik = e−ipik = σ(k).
Now, we calculate R(v+):
R(v+) = (v+)n +
(akn)
(v+)n
=
(
2 · 2−n/(n−1)eipik/(n−1)
)n
+
2−2n/(n−1)ei2pik/(n−1)(
2 · 2−n/(n−1)eipik/(n−1))n
= 2−n/(n−1)eipikn/(n−1) +
2−2n/(n−1)ei2pik/(n−1)
2−n/(n−1)eipikn/(n−1)
= 2−n/(n−1)eipikn/(n−1) + 2−n/(n−1)e−ipik(n−2)/(n−1)
= 2−n/(n−1)
((
eipik/(n−1)
)n
+
(
e−ipik/(n−1)
)n−2)
= 2−n/(n−1)
(
eipik/(n−1)eipik +
(
e−ipik/(n−1)
)−1
e−ipik
)
= 2−n/(n−1)
(
eipik/(n−1)eipik + eipik/(n−1)e−ipik
)
= σ(k) · 2 · 2−n/(n−1)eipik/(n−1).
Thus, if k is even, then σ(k) = 1, hence R(v+) = v+. If k is odd, then
σ(k) = −1 = eipi, hence R(v+) = v−.
Now, applying a similar calculation to v− = v+eipi yields
R(v−) = 2−n/(n−1)
(
eipik/(n−1)eipikeipin + eipik/(n−1)e−ipike−ipin
)
= σ(k) · σ(n) · 2 · 2−n/(n−1)eipik/(n−1).
Thus R(v−) = v+ if both n and k are even, or if both n and k are odd,
and R(v−) = v− if n is even and k is odd, or n is odd and k is even. 
Proof of Proposition 5.6. Let  > 0. First, as in the proof of Theorem 1.2,
Lemma 5.7 shows that infa∈Mn(R0) d(a, S
1
1/4)→ 0 as n→∞.
Now, by the above lemma, since the points akn are n points in Mn(R0)
spread evenly along a circle of radius 2−2n/(n−1), and that radius tends to
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1/4 as n→∞, we immediately get that for any s ∈ S11/4, d(s,Mn(R0))→ 0
as n→∞.
Hence, dH(S11/4,Mn(R0)) → 0 as n → ∞, thus limn→∞Mn(R0) = S11/4.

This proposition establishes the case c = 0 of Theorem 1.6.
5.3. Mandelbrots for c 6= 0. When c 6= 0, the critical orbits of v+ =
c+ 2
√
a and v− = c− 2√a are both free. This makes the parameter space
behavior significantly more complicated.
We denote Mn(Rc) = M
1
n(Rc) = {a ∈ C∗ : at least one free critical orbit
of Rn,c,a is bounded }. So this is a Mandelbrot living in the slice {c}×C of
the parameter space C∗ × C∗ = {(c, a) : c, a ∈ C∗}.
We let M2n(Rc) denote the a ∈ C∗ such that both free critical orbits are
bounded. However, we will focus on M1n(Rc), since below we show that
requiring both critical orbits to be bounded is too strong of a condition for
our purposes:
Proposition 5.9. If |c| > 1, then there is an N ≥ 2 such that for all n ≥ N ,
we have M2n(Rc) = ∅.
Proof. Let a ∈ C∗. Set w = 2√a.
If |Arg(w)−Arg(c)| < pi, then since w 6= 0, |c+ w| > |c|. Hence, |v+| =
|c+ w| = 1 +  for some  > 0. Hence there is an N ≥ 2 such that for all
n ≥ N , the orbit of v+ escapes, thus a /∈M2n(Rc).
On the other hand, if |Arg(w)−Arg(c)| ≥ pi, then |Arg(−w)−Arg(c)| <
pi, hence |c− w| > |c|, and again a /∈M2n(Rc).

Now we turn to establishing that limn→∞Mn(Rc) is the limac¸on Lc. The-
orem 1.4 shows us the correct approach: the limac¸on arises as the set of c
for which the critical values have modulus one.
Proposition 5.10. For any c ∈ C, Lc is precisely the set of all a ∈ C for
which |c+ 2√a| = 1 and/or |c− 2√a| = 1.
Proof. |c± 2√a| = 1 iff there is some θ such that c ± 2√a = −eiθ, and we
solve for a to get:
a =
(
eiθ + c
2
)2
=
c2
4
+
c
2
eiθ +
1
4
e2iθ
=
(
1
4
+
c
2
eiθ +
1
4
e2iθ
)
+
(
c2 − 1
4
)
.
Now, suppose c > 0. The polar limac¸on r = B + A cos θ has complex
equation z = A2 + Be
iθ + A2 e
i2θ, hence A = 1/2 and B = c/2 yields r =
(c+ cos θ)/2.
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Figure 12. Lc for c = 0.25; c = 1.5; and c = 2 (L to R).
Figure 13. Mn(Rc) for c = 0.25, n = 20; c = 1.5, n = 9;
and c = 2, n = 14 (L to R).
Recall that for c > 0, we defined Lc as the polar limac¸on r = (c+cos θ)/2
shifted by (c2 − 1)/4, i.e.,
Lc =
{(
1
4
+
c
2
eiθ +
1
4
e2iθ
)
+
(
c2 − 1
4
)
: θ ∈ [0, 2pi)
}
.
Now consider c complex, and let φ = Arg(c). Since we defined Lc :=
e2iφL|c|, we have a ∈ Lc iff e−2iφa ∈ L|c|, which means
1 =
|c| ± 2√ae−i2φ
=
eiφ|c| ± 2√ae−i2φ
=
|c|eiφ ± 2√a
=
c± 2√a .

See Figure 12 for images of some limac¸ons Lc, and compare to the Man-
delbrots Mn(Rc) in Figure 13. See Figure 14 for various Mn(Rc) along a
circle of common radius |c| = 1.
First, we will restrict Mn(Rc) to an annulus based on |c|.
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Figure 14. The central circle represents an S1 of c-values.
The images about the circle center above are each an Mn(Rc)
for |c| = 1. Each figure is connected by a straight line to its
c-value. The orange/grey change in coloration is due to a
choice of square root.
Notation. Let c ∈ C. Set
l(c) =
(1− |c|)2
4
and u(c) =
(1 + |c|)2
4
,
and define A|c| = A (l(|c|), u(|c|)).
Lemma 5.11. Let c ∈ C∗. Let  > 0. Then there is an N ≥ 2 such that for
all n ≥ N , we have
Mn(Rc) ⊂ N(A|c|).
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Proof. First, consider C \ Du(|c|). Define δ > 0 by
2
√
1
4
(1 + |c|)2 + − |c| = 1 + δ.
Suppose a satisfies |a| ≥ u(c)+ , note |c| ≤ 2 |√a|, and we get 2√|a|− |c| ≥
1 + δ. Hence by Corollary 5.3, we see there is an N1 ≥ 2 (which depends
only on c and ) such that for all n ≥ N1, v± /∈ K(Rn,c,a), thus a /∈Mn(Rc).
Thus Mn(Rc) ⊂ Du(|c|)+ for all n ≥ N1.
Next, consider Dl(|c|).
First, assume |c| > 1. Define δ > 0 by
|c| − 2
√
1
4
(1− |c|)2 −  = 1 + δ.
Then |a| < l(c) −  implies |c| ≥ 2 |√a| + 1, so |v±| ≥ |c| − 2√|a| ≥ 1 + δ.
Hence by Corollary 5.3, we see there is an N ≥ N1 (which depends only on
c and ) such that for all n ≥ N , v± /∈ K(Rn,c,a), thus a /∈ Mn(Rc). Hence
Mn(Rc) ⊂ N(A|c|) for all n ≥ N .
On the other hand, if |c| < 1, define δ > 0 by
|c|+ 2
√
1
4
(1− |c|)2 −  = 1− δ.
Then |a| < l(c) −  implies |v±| ≤ |c| + 2 |√a| ≤ 1 − δ, so by Corollary 5.3,
we see there is an N ≥ N1 (which depends only on c and ) such that for
all n ≥ N , v± /∈ K(Rn,c,a), thus a /∈Mn(Rc). Hence Mn(Rc) ⊂ N(A|c|) for
all n ≥ N .
Finally, note if |c| = 1, then l(|c|) = 0, hence A|c| = Du(|c|) so we are
already done. 
Note we get that if |c| > 1, then for large n the complement of this annulus
is in the Cantor locus. On the other hand, if |c| < 1 then for large n, Dl(c) is
contained in the McMullen domain and Du(c) is in the Cantor locus. Finally,
if |c| = 1, we get A (l(c), u(c)) = D, and outside this disk is the Cantor locus.
Lemma 5.12. Let c ∈ C∗. Let  > 0. Then there is an N ≥ 2 such that for
all n ≥ N , Mn(Rc) ⊂ N(Lc).
Proof. First apply Lemma 5.11, to choose N1 ≥ 2 so that for all n ≥ N1,
Mn(Rc) ⊂ N(A|c|). Also, note the proof of that lemma combined with
Proposition 5.10 implies that Lc ⊂ A|c|. Hence if a /∈ N(Lc), there are
two cases. First, if a /∈ N(A|c|), then Lemma 5.11 gives us that for every
n ≥ N1, a /∈Mn(Rc), and we are done. Hence, consider
Uc() := N(A|c|) \ N(Lc).
This set is compact, hence the open cover {B(w, 2) : w ∈ Uc()} has a finite
subcover {B1( 2), . . . , Bm( 2)}.
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Now, if |c| = 1 then A|c| = Du(|c|), but inspection of the formula for Lc
shows that Lc contains the origin (it is the cusp point of the cardioid), hence
Uc() avoids D and the covers of balls B( 2) avoid D 2 . Thus, in each ball
B( 2) the square root function produces two open neighborhoods that are
square roots of each B( 2). On the other hand, if |c| 6= 1, the annulus A|c|
avoids a neighborhood of the origin, hence for  sufficiently small, the balls
B( 2) also avoid a neighborhood of the origin, and the square root function
again produces two open neighborhoods as square roots of each B( 2).
Hence {c± 2√Bk} is a collection of open neighborhoods, and each Bk ⊂
C \ N 
2
(Lc), so for each Bk there is a δk = δk(c, ) > 0 defined by
δk = min
w∈Bk
c± 2√w− 1 .
Hence we may define δ = min1≤k≤m δk, and δ > 0.
Now, for this δ, Corollary 5.3 produces an N ≥ N1 so that for each n ≥ N ,
K(Rn,c,a) ⊂ Nδ(S1). But for every a ∈ Uc(), we have a ∈ Bk( 2) for some
k, hence ||c± 2√a| − 1| > δ, thus v± /∈ K(Rn,c,a) and so a /∈Mn(Rc).
Thus, for all n ≥ N , we have Mn(Rc) ⊂ (C \ Uc()) ∩N(A|c|) = N(Lc).

Note this lemma implies that infa∈Mn(Rc) d(a, Lc) → 0 as n → ∞. We
turn now to the other half of the distance calculation needed. In the previous
section we were able to calculate explicit parameters a ∈Mn(R0). Here we
settle for showing the existence of parameters a ∈ Mn(Rc) which fill up Lc
as n grows.
Proposition 5.13. For any c ∈ C∗, we have inf
a∈Lc
d(a,Mn(Rc)) → 0 as
n→∞.
Proof. We seek parameters a = an,k(c) that solve either equation
(1) c± 2√a = a1/2n.
For in that case, the map has a critical point equal to a critical value, hence
has a fixed critical point. Thus that critical point does not escape, hence
a ∈Mn(Rc).
Use w2n = a and transform the above equation to
(2) wn =
w
2
− c
2
.
First, some preliminaries.
Claim 1: The function
f(r) = rn +
r
2
− |c|
2
has a unique positive root, r = un > 0.
Proof: f ′(r) = nrn−1+1/2 so f has critical points, hence potential optima,
at solutions of rn−1 = −1/(2n). Now since n ∈ Z+ there are two cases. (i)
If n is even, then n − 1 is odd, so f has at most one optima (and it is in
25
Figure 15. The functions f(r) = rn+ r2 − |c|2 in red, g(r) =
rn − r2 − |c|2 in green, and h(r) = rn − r2 + |c|2 in blue. Here
we illustrate the case |c| ≥ 1 with c = 1.5, n = 5.
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Figure 16. The functions f(r) = rn+ r2 − |c|2 in red, g(r) =
rn − r2 − |c|2 in green, and h(r) = rn − r2 + |c|2 in blue. Left:
we illustrate the case |c| < 1 with c = 0.25, n = 4. Right: a
zoom in near the intersection point of f and h, illustrating
un < |c| < xn.
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R−). Since f(r) > 0 for r  0 and r  0, f has one minimum. Since
f(0) = −|c|/2 < 0 and f(r) > 0 for large r, f has one positive root. (ii) If
n is odd, then n− 1 is even, so f has no optima, f is monotone increasing.
Since f(0) < 0 and f(r) > 0 for r  0, f has a unique positive root.
Claim 2: The function
g(r) = rn − r
2
− |c|
2
.
has a unique positive root, r = vn > 0.
Proof: g′(r) = nrn−1−1/2 so g has critical points, hence potential optima,
at solutions of rn−1 = 1/(2n). Since n ∈ Z+ there are two cases. (i) If n
is even, then n − 1 is odd, so g has at most one optimum, and it must be
in R+. Since g(r) > 0 for r  0 and r  0, g has one minimum. Since
g(0) = −|c|/2 < 0 and g′(0) < 0, and g(r) > 0 for r  0, g has one positive
root (and one negative root). (ii) If n is odd, then n− 1 is even, so g has up
to two optima. Since g(r) < 0 for r  0 and g′(0) < 0, one optimum must
be in R−. Since g(r) > 0 for r  0, there must also be one optimum in R+.
Since g(0) < 0, there is a unique root in R+.
Claim 3: 0 < un < vn.
Proof: Use |c|2 = (un)
n + un2 = (vn)
n − vn2 .
Claim 4: vn → 1 as n→∞, and if |c| ≥ 1, then un → 1 as n→∞.
(If |c| < 1, then un → |c| as n→∞.)
Proof: It is easy to show this by contradiction.
Claim 5: if w is a solution of Equation 2, then un ≤ |w| ≤ vn.
Proof: Firstly, vn is the unique positive number satisfying r
n = r2 +
|c|
2 ,
and for r > vn we have r
n > r2 +
|c|
2 . But if w
n = w2 − c2 , then |w| is a positive
number satisfying (|w|)n = |w2 − c2 | ≤ |w|2 + |c|2 . So |w| ≤ vn. Secondly, un
is the unique positive number satisfying rn = − r2 + |c|2 , and if r < un, then
rn < − r2 + |c|2 . So if w is a solution, then |w|n =
w
2 − c2
 ≥  |c|2 − |w|2  ≥
|c|
2 − |w|2 , hence |w| ≥ un.
The remainder of the proof we divide into two cases.
Case (1): assume |c| ≥ 1.
Definition: For each k ∈ {0, . . . , n− 1}, and γ > 0 small, let
Sn,k = Nγ (A (un, vn)) ∩
{
w ∈ C :
Arg(w)− Arg(−c)n − 2kpin
 < pin
}
.
Each Sn,k has lower boundary angle Θn,k =
Arg(−c)
n +
(2k−1)pi
n and upper
boundary angle Θn,k+1 and the set of Sn,k for k = {0, . . . , n− 1} partitions
A (un − γ, vn + γ).
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Claim 6: If |c| ≥ 1, the function
h(r) = rn − r
2
+
|c|
2
is strictly positive for r > 0.
Proof: h′(r) = nrn−1− 12 , so h has critical points, hence potential optima,
at solutions of rn−1 = 1/(2n). (i) If n is even, then n − 1 is odd, so h has
one critical point. Since h(r) > 0 for r  0 and h′(0) < 0, there must
be an optimum (minimum) in R+, at the positive root of ( 12n)
1
n−1 . We
show below that h is positive at that minimum, provided |c| ≥ 1, thus h is
always positive. (ii) If n is odd, then n − 1 is even, so h has two critical
points, one positive and one negative. Again, since h(r) > 0 for r  0 and
h′(0) < 0, there must be an optimum (minimum) in R+, at the positive root
of ( 12n)
1
n−1 , and the check below that h is positive at that root guarantees
that h is positive for r > 0.
Now, assuming |c| ≤ 1, we have:
h
((
1
2n
) 1
n−1
)
=
((
1
2n
) 1
n−1
)n
− 1
2
(
1
2n
) 1
n−1
+
|c|
2
=
(
1
2n
) n
n−1
− 1
2
(
1
2n
) 1
n−1
+
|c|
2
=
1
2n
(
1
2n
) 1
n−1
− 1
2
(
1
2n
) 1
n−1
+
|c|
2
=
(
1
2n
) 1
n−1
(
1
2n
− 1
2
)
+
|c|
2
≥ 1
2
(
1
n
− 1
)
+
|c|
2
=
1
2
(
|c|+ 1
n
− 1
)
≥ 1
2
(
1
n
)
> 0.
Claim 7: For w on the boundary of any Sn,k,
|w|
2
<
wn + c
2
 .
Proof: First consider the arc boundary segments. We’ll use
wn + c2 ≥ |c|2 − |w|n. On the inner boundary circular arc, we have |w| < un, hence
|w|n − |c|2 < − |w|2 , so |c|2 − |w|n > |w|2 . Next, on the outer boundary circular
arc, we have |w| > vn, then |w|n > |w|2 + |c|2 , hence |w|n − |c|2 > |w|2 .
Now consider the boundary ray segments. Suppose w = reiΘk lies on
some boundary ray. Note wn = rneiArg(−c)eipi = rneiArg(c). Hence,
wn +
c
2
=
1
2
(
2rneiArg(c) + |c|eiArg(c)
)
=
1
2
eiArg(c) (2rn + |c|) ,
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thus
wn + c2 = 12 (2rn + |c|) = rn + |c|2 .
By claim 6, rn + |c|2 >
r
2 =
|w|
2 is true for any r > 0, so we have the result.
Claim 8: Equation 2 has one solution, call it wn,k(c), in each Sn,k.
Proof: The prior claim yields immediately that, by Rouche´’s theorem,
wn − w2 + c2 has the same number of zeros as wn + c2 in each Sn,k, namely
one zero.
Remainder of proof of Case (1): Set an,k = (wn,k)
2n, then c ± 2√an,k =
wn,k. Since the wn,k tend to densely fill up S
1 as n→∞, by Proposition 5.10,
we get the an,k tend to fill up the limac¸on Lc as n → ∞, and since an,k ∈
Mn(Rc), we obtain the desired result.
Case (2): assume |c| < 1. Refer to Figure 16. This case is similar in
spirit to the above, though a bit simpler. Recall un is the unique positive
root of f .
Note the calculation in the proof of Claim 6 above can be modified to
show that for n sufficiently large, h is negative at its positive critical point,
hence has two real positive roots 0 < xn < yn, where xn is close to |c| and
yn → 1 as n→∞.
Further, we claim that un < xn, and xn → |c| as n → ∞. For, |c| is
the positive intersection point of the graphs of f and h (trivial calculation),
hence by the shape of the graphs (justified by the calculus done in prior
claims), we must have un < |c| < xn. Also, note f(|c|) = h(|c|) = |c|n → 0
as n→∞, hence un, xn → |c| as n→∞.
Now, for each k ∈ {0, . . . , n− 2}, and γ > 0 small, let
Tn,k = Nγ (A (xn, yn)) ∩
{
w ∈ C :
Arg(w)− 2kpin− 1
 < pin− 1
}
.
So its boundary angles are Φk = pi(2k − 1)/n− 1 and Φk+1.
We will show that on the boundary of each Tn,k, we havewn − w
2
 > |c|
2
.
First, if w = reiθ lies on one of the circular arc boundaries, then r < xn
or r > yn, thus h(r) > 0, so r
n− r2 > |c|2 . Thus
wn − w2  ≥ |w|n − |w|2  =
|rn − r2 | > |c|2 .
Next, if w = reiφk lies on a boundary ray segment, then (eiφk)n =
eipi(2k−1)
n
n−1 = −eipi (2k−1)n−1 implieswn − w
2
 = −rneipi (2k−1)n−1 − r2eipi (2k−1)n−1
 = rn + r2 = rn + r2 .
But xn > un implies for all such r we have f(r) > 0, hence r
n + r2 >
|c|
2 , and
we are done.
Thus, by Rouche´’s theorem, the functions wn−w2 and wn−w2 + c2 must have
the same number of solutions in each Tn,k. Since w
n− w2 = w(wn−1− 12) = 0
29
implies w = 0 or w = (12)
1
n−1 , we have exactly one solution in each Tn,k
(note w = 0 lies in none of the T ′s).
Finally, note that even though un → |c| < 1 as n → ∞, we know the
solutions wn.k for n large yield an,k ∈Mn(Rc), and we know Mn(Rc) is con-
tained in a neighborhood of Lc which shrinks as n grows, thus the solutions
wn,k must satisfy |wn,k| → 1 as n → ∞, and the proof can be finished just
as in Case (1).

Combining this proposition with Lemma 5.11 completes the proof of The-
orem 1.6 in the case c 6= 0.
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