We present a diagnostic platform for measuring three-dimensional three-component (3D3C) velocity fields in microscopic volumes. The imaging system uses high-speed Nipkow spinning disk confocal microscopy. Confocal microscopy provides optical sectioning using pinhole spatial filtering which rejects light originating from out-of-focus objects. The system accomplishes volumetric scanning by rapid translation of the high numerical aperture objective using a piezo objective positioner. The motion of fluorescent microspheres is quantified using 3D3C super resolution particle-imaging velocimetry with instantaneous spatial resolutions of the order of 5 μm or less in all three dimensions. We examine 3D3C flow in a PDMS microchannel with an expanding section at 3D acquisition rates of 30 Hz, and find strong agreement with a computational model. Equations from the PIV and PTV literature adapted for a scanning objective provide estimates of maximum measurable velocity. The technique allows for isosurface visualization of 3D particle motion and robust high spatial resolution velocity measurements without requiring a calibration step or reconstruction algorithms.
Introduction
Micron-scale velocity measurements are crucial to the design of microfluidic devices ranging from micromixers to fuel cells and lab-on-a-chip systems (Garstecki et al 2006 , Salloum et al 2008 , Hajjoul et al 2009 , Salloum and Posner 2010 . Resolving three-dimensional (3D) time-dependent velocity fields in these microfluidic devices has attracted interest in we focus on a brief review of work relevant to time-resolved three-dimensional three-component (3D3C) velocity fields in microscopic volumes.
Typical micro-velocimetry techniques are limited to flows that are both two dimensional and steady. Classical μPIV and μPTV methods do not measure the depthwise velocity and typically employ ensemble-averaged correlations. Velocimetry methods must overcome these problems to enable the analysis of unsteady flows in three dimensions. The correlation signal-to-noise ratio (S/N) in PIV is typically defined as the ratio of the highest correlation peak to the second highest peak in a given interrogation window (Keane and Adrian 1992) . The correlation S/N is an important parameter for unsteady flows, because a higher S/N increases the likelihood that the measurement is accurate. Light from out-of-focus particles (Meinhart et al 2000a , Olsen and Adrian 2000b , Klein and Posner 2010 , Brownian motion (Olsen and Adrian 2000a ) and velocity gradients (Olsen 2009 (Olsen , 2010 can reduce the correlation S/N. Ensemble averaging in correlation space improves the correlation S/N, but is essentially a time average (Meinhart et al 2000b) and ineffective for unsteady aperiodic flows which require more sophisticated interrogation algorithms or adequate two-frame correlation S/N ratios.
Confocal microscopes use pinholes to spatially filter images, removing out-of-focus light and more accurately depicting the physical shape of tracer particles (Petran et al 1968 , Sheppard and Choudhury 1977 , Brakenhoff 1979 , Corle et al 1986 , Carlsson and Aslund 1987 , Xiao et al 1988 , Kino and Corle 1989 . Confocal microscopy has been shown to improve the image S/N and correlation S/N, enabling timeresolved μPIV measurements (Klein and Posner 2010) , as well as reduce depth averaging (Park et al 2004, Park and Kihm 2006a) . Single pinhole, scanning confocal systems are generally too slow for unsteady flows because the pinhole must raster scan the image (Tanaami et al 2002) . Nipkow spinning disk confocal systems acquire images faster than single-pinhole microscopes, with recent models allowing frame rates of 2000 Hz (Petran et al 1968) . Robust phase correlation (Eckstein and Vlachos 2009) can also be used to record time-resolved μPIV measurements (Eckstein et al 2008 , Schmieg et al 2009 by leveraging an advanced version of the generalized cross-correlation technique (Wernet 2005) . Increasing the correlation S/N (by using a confocal or some other method) or using advanced algorithms such as robust phase correlation enables the measurement of unsteady microscale flows.
Typical μPIV and μPTV systems obtain images of particles in a 3D volume projected onto a 2D plane (CCD or CMOS sensor) . Classical μPIV and μPTV methods cannot resolve the depthwise position of the particles accurately. However, stereoscopic, defocusing and interferometric methods can extract the third component of velocity from these projected 2D images. Hori and Sakakibara (2004) describe a macro-scale stereoscopic PIV method for conducting 3D velocity measurements in a measurement volume of ∼100 × 100 × 100 mm 3 . The method scans a laser light sheet through the flow using a flat mirror mounted on an optical scanner. They are able to scan the region at approximately 10 Hz and capture instantaneous vortical structures. Stereoscopic μPIV and μPTV (Bown et al 2006 , Lindken et al 2006 use a stereomicroscope to obtain images of the flow at two perspectives. Stereoscopic methods determine three components of velocity through calibration of the two perspectives (Lindken et al 2005) . The measurement volume is restricted to the overlapping depth of field of the two objectives, so depth scanning is required to resolve the third dimension for samples deeper than the depth of field. The low numerical aperture of stereomicroscopes (NA ∼ 0.3) results in reduced spatial resolution as compared to compound microscopes with high numerical apertures (NA 1). Hajjoul et al (2009) introduced a stereoscopic μPTV technique where multiple viewpoints of the particles are acquired using V-shaped micromirrors embedded in the floor of the microchannels. The system was demonstrated for a low number of tracer particles, indicating low spatial resolution.
Defocusing PTV methods determine the depthwise velocity component by tracking the defocused particle-image patterns. As the particles translate away from the focal plane, their diameter grows and their brightness decreases due to the point-spread function of the microscope objective and geometric optics. If the focal plane is set to one side of the measurement volume, this effect can be used to determine the depthwise velocity (Park and Kihm 2006b, Peterson et al 2008) . One defocusing technique proposed by Pereira and Gharib (2002) uses a mask with three apertures in a triangular pattern placed in the back focal plane of the microscope objective, such that each physical particle generates three particle images (Kajitani and Dabiri 2005) . Kajitani and Dabiri (2005) derived equations relating the distance between the three images of each particle to the distance of the physical particle from the focal plane. Yoon and Kim (2006) applied the same technique to a microfluidic system by calibrating known particle positions with their images. The defocusing method developed by Cierpka et al (2010) tracks particles in the axial depth direction using a cylindrical lens placed in front of the camera sensor. The cylindrical lens elongates the particle images in the image plane, and this effect is used to determine the depth position of the particle. In general, defocusing methods work best at low-volume fractions, and have challenges at high particle volume fractions where the tracer images overlap.
Holographic μPTV uses fringes generated from the interference of coherent light scattered from tracer particles with the unscattered coherent beam to determine the depthwise positions of particle tracers (Sheng et al 2006, Kim and Lee 2007) . Diffraction theory is used to fit the measured fringes and can determine the particle's position, size and index of refraction (Cheong et al 2009) . Although the technique is able to measure 3D3C flows accurately, the computation times are long and the particle volume fraction is limited because the fits become difficult when fringes of neighboring particles overlap (Ooms et al 2009) .
Depth-scanning techniques determine 3D3C velocity fields by acquiring two-dimensional (2D) images at multiple depths and combining them into a 3D image. Several research groups use depth scanning to characterize 3D colloidal crystals (Weeks et al 2000 , Dinsmore et al 2001 , Dinsmore and Weitz 2002 , Prasad et al 2007 , Jenkins and Egelhaaf 2008 , Besseling et al 2009 . Recent works acquire three-dimensional stack images using an electronically controlled z-stage or a microscope positioner. The highest reported 2D acquisition rate is a few hundred frames per second and 3D acquisition rates are not always reported or emphasized (Prasad et al 2007 , Besseling et al 2009 . Particle-tracking algorithms determine the particle centers from these 3D images and track the particles in time (Crocker and Grier 1996) . Kinoshita et al (2007) used similar depth-scanning techniques to measure the 3D internal flow in a moving droplet using spinning disk confocal PIV and depth scanning. They inferred the depthwise velocity based on a series of phaselocked two-component velocity measurements at multiple focal planes and the continuity equation. These reconstruction techniques are not applicable to unsteady aperiodic flows because they use phase-locked ensemble averages in correlation space across many droplets. Oishi et al (2011) extended this technique to measure the velocity inside and outside a microchannel-confined droplet using a multicolor confocal system. The technique was primarily in two components with high spatial resolution, but they estimated the third component of velocity using the continuity equation. The estimated uncertainty for instantaneous measurements is 59.8% for the in-plane measurements and 76.8% for the out-ofplane estimates. The uncertainty reduces to 15.4% (in-plane) and 30.8% (out-of-plane) when ensemble averaging is used. Shinohara et al (2005) adapted Raffel et al's (1996) macroscopic dual plane PIV to volume illumination in microscale flow fields by replacing the light sheet thickness with the depth of field of the objective. In this method, two depth-separated images determine the depthwise displacement of particles using the ratio of the correlation peak heights between the images. Erkan et al (2008) used this method to measure time-averaged, 3D2C pressure-driven flow in a microchannel. The error in the measurements can be as high as 40% due to background noise effects. Techniques to remove background noise are not viable with this technique because it depends on the out-of-focus particle images to determine the depthwise displacements.
In this paper, we develop a diagnostic platform for robust and direct three-component velocity measurements of 3D microflows using confocal depth scanning and super resolution PIV (PTV with a PIV estimator). We improve the temporal and spatial resolution of 3D confocal depth scanning (Besseling et al 2009 ) using a high-speed Nipkow disk confocal system, a high-speed CMOS camera and a piezo objective positioner, allowing us to capture 3D stacks at 30 Hz and 2D confocal images at up to 3000 Hz for a 26 μm deep microchannel. Higher 3D acquisition rates are possible for shallower channels. A 3D3C variant of super resolution PIV estimates the flow velocity (Keane et al 1995) . We acquire measurements of flow in a T-shaped expanding channel and compare them with a computational simulation. Particle traces and vector fields demonstrate velocity measurements that compare well to the simulations. We develop a motion correction algorithm to correct the positions of calculated vectors for the displacement of their origins during the scan. We show that 3D3C super resolution measurements result in fewer outliers and larger maximum measurable velocities compared to PTV alone. Although we use a steady flow to validate the technique, we expect that the system could be used to improve the temporal and spatial resolution of unsteady 3D3C particle-tracking applications (Han et al 2006 , Mikhija et al 2007 , Schultz et al 2009 .
Methodology
In this section, we describe how the system captures 3D images, the experimental methodology, the microchannel geometry, the simulation parameters and equations for the system limits.
Experimental setup
The components of the 3D3C velocimetry system are the epifluorescent microscope, confocal system, solid-state laser, CMOS camera, piezo-actuated objective positioner and timing equipment. Figure 1 shows a schematic of the experimental setup. The specific components of the epifluorescent microscope are the microscope main body (Nikon TE2000, Japan), a 60 × water immersion (NA = 1.20) objective (MRD07601, Nikon, Japan), a 1.2 watt λ ex = 532 nm diode-pumped solid-state (DPSS) laser (LLS 532-TH-1000, LaserGlow, Canada), a clean-up filter (Semrock Inc., New York, FF01-520/35-25) to remove undesirable laser wavelengths, a dichroic mirror (Semrock Inc., New York, LPD01-532RS) and an emission filter (BLP01-532R Semrock Inc., New York). Continuous laser light travels through a liquid light guide (3 mm diameter, 1 m length) (Newport, Irvine, CA, USA) into the spinning disk confocal system (CARV II, BD Biosciences, San Jose, CA, USA) which optically sections the flow, reducing noise from out-of-focus particles. A 12 bit, high-speed CMOS camera (Phantom v12.1, Vision Research, NJ 07470, USA) capable of 6242 frames s -1 at 1280 × 800 resolution (and over a million frames per second at reduced resolution) records the images of the tracer particles. Standard Nipkow disks in the CARV II system can operate at up to 5000 rpm, which corresponds to a maximum frame rate of 1000 Hz. Our spinning disk has 70 μm diameter pinholes and is balanced to allow for speeds of 15 000 rpm, which allows us to capture images at 3000 Hz. A syringe pump (PHD2000, Harvard Apparatus, Holliston, MA, USA) delivers fluid to the microchannels. The focal plane depth and the depth scanning of the imaging system are controlled using a piezo-electric objective positioning system (PI-725, Physik Instrumente, Auburn, MA, USA) and an amplifier/controller (LVPZT, Physik Instrumente, Auburn, MA, USA).
The objective positioner displaces the objective and its focal plane along its optical axis (in the depthwise direction). Images of tracer particles are acquired as the objective displaces. Particles are in focus when their depthwise position lies within the depth of field (Inoue and Oldenbourg 1994) of the objective. The confocal system removes much of the To: PI P725 Piezo Positioner light outside the depth of field and scans the depth quickly, acquiring many 2D images (slices) that are assembled into a 3D volumetric image. Figure 2 shows how the slices are overlapped in the depthwise direction. The interslice spacing in the object space, P zo , defined as the distance between the focal planes of successive image slices must be less than the point-spread function full-width half-maximum (FWHM) of the imaging system to fulfill the Nyquist sampling criterion (we must sample more than twice as finely in depth as intensity information exists). The FWHM is the full width of the pointspread function at 50% of the in-focus intensity (Wilhelm et al 2003) . We have measured the FWHM for our system to be roughly 2 μm by imaging the intensity distribution of subdiffraction-limit-sized (200 nm) fluorescent particles affixed to a glass slide while translating the focal plane of the objective (Meinhart et al 2000a) . For the experiments in this work, P zo is set to 1.04 μm. Pixel locking occurs in PIV applications when the subpixel interpolator breaks down, and in PTV when the centroid algorithm cannot accurately pinpoint the particle centroid. We show in the supplemental information (available at stacks.iop.org/MST/23/085304/mmedia) how we predict and avoid pixel locking in this 3D method using previously established equations and experimental measurements of particle-image diameter. For the experimental setup in this work, P zo can be set based on the Nyquist criterion as it is more stringent in this case than the pixel-locking criterion, based on experimental particle-image measurements.
We synchronize the motion of the objective positioner and the camera using an arbitrary waveform generator (AWG) (Agilent 33220A, CA, USA) and a pulse delay generator (PDG) (Berkeley Nucleonics Corporation, Model 575, CA, USA). The PDG is the master in the synchronization process and controls both the AWG and the camera directly. A transistor-transistor logic (TTL) pulse from the PDG signals the AWG to deliver a sine wave to the piezo amplifier. The amplifier drives the objective positioner, which reports its actual position to the oscilloscope. A delayed and synchronized TTL pulse commands the camera to acquire images. An oscilloscope (Agilent DSO6104A, CA, USA) displays the waveforms and assists in the synchronization of the two TTL pulses. A screen capture of the timing waveforms is shown in figure S1 in the supplemental information (available at stacks.iop.org/MST/23/085304/mmedia).
We synchronize the objective positioner with the camera to ensure that slices occur at the same respective depth in each stack. We drive the positioner with a sine wave to avoid the damped oscillations that can occur when driving the objective positioner quickly with a discontinuous driving signal (such as a triangle or square wave). Additionally, at high frequencies, the actual piezo displacement resembles a sine wave even for a triangle wave input waveform, because the damped system acts as a low-pass filter at high frequencies. The actual position of the piezo at high speeds will be phase lagged behind the input waveform and will have a gain that is less than 1 (the actual displacement reduced compared to the input waveform). We acquire data in the approximately linear portion of the sine wave so that each slice is spaced evenly in the depth direction and adjust for the small deviations from linearity that occur. Figure S2 in the supplemental information (available at stacks.iop.org/MST/23/085304/mmedia) shows the linear portion of the sine wave used in the experiments.
Measurement methodology
We image 1 μm diameter particle tracers flowing through the T-shaped microchannel shown in figure 3. We match the density of the water (0.988 g cm −3 ) to the density of the particles (1.05 g cm −3 ) by adding sucrose (2.125 g cm −3 ) to reduce the settling velocity of the particles. We present data for experiments at a volume fraction of ϕ = 0.001. The syringe pump flows at 5 μL h −1 in the channel. We acquire data for 21.8 s, collecting 640 individual 3D stacks that are composed of N = 25 slices per stack (16 000 total images). The interslice time, t slice , is 333 μs. The imaging volume and microchannel have a total depth given by D = NP z of 26 μm in the expansion. The positioner scans at a rate of 1/ t stack = 30 Hz with a camera frame rate of 3000 Hz. Figure S3 of the supplemental information (available at stacks.iop.org/MST/23/085304/mmedia) shows a detailed diagram of D, P zo , N, t stack and t slice .
We use a super resolution algorithm to determine the 3D3C velocity vectors. The technique uses a PIV vector field as an initial predictor for PTV measurements (Keane et al 1995 , Adrian 1997 , Takehara et al 2000 , Stitou and Riethmuller 2001 , Bastiaans et al 2002 , Kim and Lee 2002 , Devasenathipathy et al 2003 , Yamamoto and Uemura 2003 , Vedula and Adrian 2005 . In PTV, the distance that particles travel between frames should be less than the distance between adjacent particle images in the same frame. In general, using a PIV predictor field for PTV shrinks the required search radius, thus increasing the particle-image density that can be processed effectively for the same particle displacements as compared to PTV (Adrian 1997) . Super resolution velocimetry techniques increase the spatial resolution of the velocity data compared to PIV because the particle-image density rather than the interrogation window size (assuming that the particle displacement is of the same order as the interparticle spacing) defines the resolution (Keane et al 1995) .
We acquire the PIV predictor vector field using an inhouse 3D3C PIV code that we adapted from a 2D algorithm (Mori and Chang 2003) . The interrogation window size is 64 × 64 × 8 pixels in the x, y and z directions, respectively. We use the 3D3C PIV results to predict the displacement of individually tracked particles. The 3D particle-tracking algorithm used here was developed by Crocker, Grier and Weeks (Crocker and Grier 1996, Weeks et al 2000) . Some modifications to the algorithm were required to allow batch processing of multiple volumes, and to include the displacement estimates from the PIV code. The algorithm applies bandpass filtering and background subtraction to preprocess the images before calculating particle centers. We use a PTV search radius (radius that the algorithm searches around the first particle center to match the particle in the next frame) of 3.5 μm.
The normalizations of all experimental and computational data in this work are based on the experimental velocities given in section 2.5 (95, 36 and 39 μm s −1 for the x, y and z directions) and the dimensions of the expanding section given in figure 3 (L = 80 μm, W = 120 μm and D = 26 μm). To construct the scatter and line plots shown in section 3, we choose the coordinates for the line, and then collect all velocities for which coordinates fall within ± 5% of the dimensions of the expanding section. Velocity data are presented after averaging in time onto regularly spaced 3D bins. We assign a vector located at the center of each bin to the median of all the values in the bin. Delaunay triangulation can also be used to create regularly spaced data for sparse PTV data, (Duncan et al 2010) but our time-averaged data are finely spaced enough that Delaunay triangulation is not required. We also quantify outliers using universal outlier detection (UOD) on this temporally averaged data using a threshold of 2 (Westerweel and Scarano 2005, Duncan et al 2010) .
Spatial resolutions in velocimetry techniques can be reported either using time-averaged or time-resolved velocity data. Time-averaged spatial resolutions can be increased (spacing reduced) by an arbitrary amount depending on the amount of time the data are acquired for. For this reason, we report the instantaneous spatial resolution for this technique. At a temporal resolution of 33 ms, the technique achieves an instantaneous spatial resolution 4.5 × 4.5 × 4.5 μm at ϕ = 0.001. The spatial resolution reported here is estimated from the interparticle spacing and without any temporal or spatial averaging of velocities. Particle volume fraction directly affects the spatial resolution and maximum measurable velocity in this method. In most particle-imagebased velocimetry techniques, increasing the particle volume fraction, ϕ, typically results in finer interparticle spacing and spatial resolution as well as a reduction in the maximum measurable velocity (Adrian 2007 , Ooms et al 2009 . We did not optimize for spatial resolution here, and higher spatial resolutions can be achieved with a compromise in the maximum measurable velocity. We discuss the theoretical maximum measurable velocity and instantaneous spatial resolution of the system in section 2.5.
Microchannel fabrication and geometry
We fabricate a polydimethylsiloxane (PDMS) microchannel with a T-shaped spanwise expansion and depthwise expansion as shown in figure 3 . The depthwise and spanwise expansions of the microchannel provide a flow field with three components of velocity. We pattern the channel using two-level SU8 photolithography (Anderson et al 2000) . First, we spin SU8 2010 photoresist onto a silicon wafer, bake for 6 min at 95
• C on a hot plate and expose to 400 mJ cm −2 of UV light for 30 s. After a post-exposure bake at 95
• C for 6 min, we spin the same wafer with another layer of photoresist and bake. A contact aligner (HTG System III, San Jose, CA) registers the second mask to the first-level structures. We develop only the alignment marks with drops of SU8 developer solution for 20 min to improve the visibility of the alignment markers during the registration step. After registration, we expose the master to UV light at 400 mJ cm −2 for 30 s and bake for 6 min at 95
• C. The SU8 developer solution develops the master by light agitation in a small dish. A profilometer (DekTak II, Plainview, NY) measures the SU8 channel heights. The flowfield simulations use this geometrical information to create the computational domain (see section 2.3). We pour a 10:1 mix (A:B) of PDMS elastomer over the master after silanization in tri-chloro-methyl-siloxane (TCMS). TCMS helps prevent the PDMS from adhering to the photoresist. Figure 3 shows the region of interest at the microchannel intersection at the midpoint of the 10 mm total length. The depth of the lower section D 2 is 10 μm and the depth of the upper section D 1 is 16 μm for a total depth of D = 26 μm. The T expansion is W T = 40 μm wide, and both the length of the expanding section and width of the lower channel are L = W c = 80 μm. The chamfers shown are an artifact of the fabrication process.
Simulation parameters
We compare our velocity measurements to computational fluid dynamics (CFD) simulations. The simulations are carried out in a 3D domain with dimensions identical to those in figure 3 and a working fluid of water at room temperature. We ignore variations in viscosity or density caused by the presence of the particles and sucrose. The Reynolds number of the flows is of the order of Re ∼ 2 × 10 −3 , so we solve the steady, incompressible Stokes equations
to obtain the velocity and pressure fields. We apply the no-slip boundary condition,ū = 0, on all interior channel walls. We impose a pressure gradient across the channel such that the u (streamwise) velocity at the midpoint of the field of view (x/L = 0.5, y/W = 0.5, z/D = 0.5 μm) in the simulation data matches with the u velocity at the same location in the experimental data. This one-point calibration allows us to match the velocity profiles without having to measure the volume flow rate in the experiments. We conduct the simulations using COMSOL Multiphysics.
Maximum measurable velocity
In this section, we discuss the maximum measurable velocity of the system as a function of the experimental parameters, including the average piezo speed, camera frame rate, volume fraction and the flow conditions. We predict the maximum velocity based on three conditions: PIV and PTV algorithm constraints from the literature (Ū max,PIV ) and (Ū max,PTV ) and a constraint on the allowable particle deformation (Ū max,def ) during the volumetric scan. The analysis in this section assumes that (a) the camera frame rate is greater than 1/ t slice ; (b) there is a sufficient particle-image signal-to-noise ratio; (c) the data are only acquired on the upward scan of the piezo positioner; (d) data are only acquired in the linear portion of the piezo driving sine wave which we approximate as between -π /4 and π /4 rad ( 1 4 of the period of the sine (see supplemental information, figures S2 and S3 (available at stacks.iop.org/MST/23/085304/mmedia)); (e) D spans the region from -π /4 to π /4 and (f) the confocal disk rotates at least one complete sector during a single exposure. Assumptions (c)-(e) translate into a limit on the speed at which the objective can be displaced through the depth of the volume when the stack is being acquired, given as
where C d is a coefficient representing the extra distance traveled by the piezo compared to the linear region (from assumption (b), C d = √ 2 for our work). Although we measured the maximum average velocity of our piezo and objective to be 4 mm s −1 , we cannot operate the piezo at these speeds because of limitations in the confocal disk angular velocity. Assumption (f) requires that the confocal disk rotates at least a complete sector (1/12th of the disk) over a single exposure, limiting the minimum exposure time of an individual slice, given as
where ω is the angular velocity of the confocal disk and n is any positive integer. These collective assumptions and equations show that in our system, the piezo average translation velocity V piezo,avg is limited by t slice , P zo and C d , and that t slice is limited by ω. If a faster confocal disk is used, then the system would be limited by V piezo,avg . These assumptions and derived equations are explained in more depth in the supplement (available at stacks.iop.org/MST/23/085304/mmedia). For PIV, the maximum displacement of the particles should be less than 1 4 of the size of the PIV interrogation window in Adrian (1991) which limits the maximum 
whereĪ P = (I xp , I yp , I zp ) is the image space interrogation window,P = (P x , P y , P z ) is the 3D image space pixel size, M is the magnification andĪ win =Ī pP /M. The maximum velocity from the PIV constraint is both a function of the experimental parameters such as the average piezo speed, window size, pixel size and magnification, and a function of the scanned depth of interest D. PTV algorithms typically require that the displacement of particles between images is less than the interparticle spacing in a single image x < δs, which also puts a limit on the maximum measurable velocity,Ū max,PTV . In super resolution PIV, this requirement is relaxed somewhat depending on the accuracy of the PIV estimator used to predict the position of the particle. The interparticle spacing can be estimated as δs 0.3π 1/3 dϕ −1/3 where ϕ is the particle volume fraction and d is the particle diameter (Chandrasekhar 1943) . As a conservative estimate, we determine the maximum velocity of the system based on the typical PTV criterion, given as
The maximum velocity based on PTV constraints is directly proportional to V piezo,avg and particle size d, and an inverse function of D. These relations demonstrate that the PTV spatial resolution becomes finer and the maximum measurable velocity is reduced with particle increasing volume fraction. The third constraint on the maximum measurable velocity is the acceptable amount of deformation of the particle images due to particle displacement during the upward scan of the objective positioner. For a particle-image diameter of P zo N p , where N p is the number of slices the particle image spans in the depth direction, the maximum particle displacement during the scan is U max t slice N p . The angle of the deformed particle image is arctan[Pz/(U max t slice )] as shown in figure 4. If we limit the angle of deformation to ± 5
• from the vertical, then Figure 4 . Schematic of possible particle deformation due to motion during the scan. The particle translates U max t slice N p while it is being scanned, where N p is the number of slices the particle spans in the depth. Limiting θ places a limitation on U max .
we arrive at the equation
where C θ is 11.45 (tangent of 85 • ) for U max > 0. The parameters used for these experiments are shown in table 1. The computed maximum PIV-limited x and y velocity is U max,PIV,xy = 145 μm s −1 and the maximum z velocity is U max,PIV,z = 62 μm s −1 . The computed maximum velocity from PTV isŪ max,PTV = 133 μm s −1 , which is the same for all components because the particles are dispersed evenly throughout the volume. Allowing θ to be as large as 85
• , the maximum measurable velocity based on the particle deformation, U max,def , is 275 μm s −1 . The largest experimentally measured velocities at ϕ = 0.001 and D = 26 μm in the x, y and z directions are 95, 36 and 39 μm s −1 , respectively. This equates to velocities of about 1 field of view s -1 and a Peclet number of 100. We do not optimize the experiments for maximum velocity here, and so higher velocities could be measured. For a constant ϕ, we expect that the number of PTV outliers should increase as we approach the predicted maximum velocities, because as the displacements increase, more particles are likely to be incorrectly matched. We show qualitative evidence of this in the supplemental information as figure S4 (available at stacks.iop.org/MST/23/085304/mmedia).
There are several parameters that can be adjusted to increase the maximum measurable velocity. Increasing the window size and interparticle spacing (volume fraction) will increase the maximum velocity but reduce the spatial resolution of the measurement, which may not be desirable. For the parameters used in this work, the maximum measurable velocity is primarily limited by t slice , which is limited by the confocal disk speed, ω. Increasing ω to 30 000 RPM would allow us to decrease t slice to 167 μs and therefore increase V piezo,avg to 4.02 mm s −1 (the maximum V piezo,avg ). This would allow the new maximum velocities of U max,PIV,xy = 274, U max,PIV,z = 118,Ū max,PTV = 252 and U max,def = 544 μm . If a faster confocal disk is used, V piezo,avg would be limiting, followed by the image signal-to-noise ratio, and if that is sufficient, the camera frame rate. Additionally, using channels with smaller depths will allow for faster 3D acquisition rates. Equation (7), which defines the maximum velocity based on the deformation of the particles, is not limiting in our system because we scan fast enough to obtain spherical images of the particles.
Motion correction algorithm
One result of the finite depth-scanning time is that some particle motion occurs during the scan. We can correct for the motion of the particles during the scan and estimate the actual positions of the velocity vectors in a 3D volume at an instant in time by using the measured particle displacement and the measured 3D position of the particles. We choose to correct all the particles to the time point corresponding to the center of the depth, z = 13 μm or z/D = 0.5. This correction assumes that the particle vector remains constant over the correction time scale. Figure 5 shows a schematic of the motion correction algorithm for a uniform flow. The open circles show measured particle locations at the time when the piezo is focused on z = z c at two different stack times. The filled circles show the corrected positions of the particles.
The position correction equation is written as
whereX cor is the corrected position vector,X 0 is the uncorrected position vector measured by our super resolution PIV code, X is the displacement vector of the particle between scans and Z c is the center position of the scanned microchannel. The correction is based on both the velocity and time differential so tracers that have large displacements or are far from the center plane require the largest corrections. If (Z − Z c ) is positive, then the corrected position of the particle will be upstream of the measured position. The magnitude of the correction decreases with increasing P zo , decreasing t slice , and for particle locations closer to the center vertical plane (Z − Z c ∼ 0). Figure 6 shows the results of the motion correction algorithm for the 0.1% volume fraction. Figures 6(a)-(c) show the x, y and z corrections (X cor −X 0 ) compared to the x, y and z displacements. The maximum position correction for the vectors in the x direction is about 0.15 μm (∼1/3 of a pixel), the y direction is 0.05 μm (∼1/10 of a pixel) and the z direction is 0.1 μm (∼ 1/5 of a slice). For the particle velocities and scan rates in the present study, the magnitude of the position correction is small relative to the total displacement. This means that the displacement of the particles during the scan is considerably less than the displacement of the particles between scans.
Results and discussion

Volumetric time-resolved particle velocimetry for microscale flows
We demonstrate 3D3C super resolution PIV measurements in a microchannel flow. We use a steady flow to validate the system, but we do measure instantaneous particle displacements. We expect that the system could be used to measure 3D3C unsteady particle displacements (Han et al 2006 , Mikhija et al 2007 , Schultz et al 2009 . Figure 7 shows isosurfaces of particle-image intensity with traces showing the timevarying displacement of the particles as well as simulation streamlines for comparison. The isosurface algorithm allows direct visualization of the Lagrangian particle motion. Both the side (a, b) and top (c, d) views show agreement between the experiments and the simulations. The particles expand outward into the spanwise T and upward into the depthwise expansion, following the streamlines of the flow depicted in the simulations.
We include a video of the particle motion with a rotating view in the supplementary information (available at stacks.iop.org/MST/23/085304/mmedia). We provide instantaneous vector fields showing super resolution PIV data in this microchannel at ϕ = 0.001 and ϕ = 0.004 in the supplementary information as figure S4 . For the 0.001 volume fraction case, we track ∼280 particles; however, for the 0.004 volume fraction case, we track roughly a thousand particles (∼1100).
Quantitative comparison between the experiment and model
We compare super resolution and classic PTV velocity measurements using scatter plots as shown in figure 8 . The super resolution algorithm reduces the fraction of bad vectors to 3.08% from 5.8% using the standard PTV algorithm. Figure 9 shows 3D vector representations of the experimental and computational data at a time-averaged spatial resolution of 3 × 3 × 3 μm. The time-averaged spatial resolution of this plot could be increased further but this value shows the velocity clearly and is small enough to resolve the flow. We see that some outliers exist even after the UOD algorithm is performed. These are mostly at the edges of the domain where UOD is not applicable. Figure 9 shows that the 3D3C velocity fields for the simulated and experimental flow field are qualitatively similar, have a structure we would expect from this geometry and quantitatively match in the magnitude of velocity. Figure S5 in the supplemental information (available at stacks.iop.org/MST/23/085304/mmedia) shows these timeaveraged data as plane-averaged vector plots. Next we compare the experimental and computational velocities at specific locations in the expansion as shown in figure 10 . To the right of each of the line plots is a schematic of the line location. Figure 10 The discrepancy between the measured velocity and CFD calculation in figure 10(b) is likely due to a mismatch between the fabricated microchannel dimensions and the geometry of the CFD calculation. Although we measure the microchannel dimensions with a profilometer, there are certain to be areas of irregularity due to the photolithography process. The velocity has a skewed parabolic profile in the center region due to the spanwise expansion. Figure 10 We conduct a simple uncertainty analysis to estimate the expected experimental uncertainty. Uncertainty in PIV and PTV is an ongoing research area, and the following analysis is not complete. We show the details of the uncertainty analysis in the supplemental information (available at stacks.iop.org/MST/23/085304/mmedia). Sources of uncertainty include Brownian motion of the spheres, 1/10 of a pixel error in correlation peak finding and particle centroid identification, and mistracked particles.
Following the analysis of Santiago et al (1998) , we estimate the percentage of the particle displacement that is due to Brownian motion at approximately 11% for flow regions of 50 μm s −1
. From the uncertainty propagation analysis (shown in the supplemental information), the combined uncertainty due to the method and Brownian motion is 6.4 μm s −1 or 12% of the mean u velocity. This value roughly corresponds to the error bars in figure 10 . The uncertainty in the technique excluding Brownian motion is of the order of 3.4 μm s −1 or 6.8% of the mean u velocity. The dynamic spatial range (DSR) for PIV and PTV is defined as the ratio of the field of view to the smallest resolvable spatial variation. A related quantity, the dynamic velocity range (DVR), is defined as the ratio of the maximum velocity that can be measured to the minimum resolvable velocity measurement (Adrian 1997) . For 3D PTV systems, Ooms et al (2009) developed equations for DSR xy , DVR xy , DSR z and DVR z . We use the equations from Ooms et al to determine 3D DSR and DVR, replacing their term for the theoretical particle-image FWHM, DOF p,i with the experimentally measured FWHM of the particle image in the z direction (2.32 μm). Using the parameters from table 1 and γ = 0.1, where γ is the ratio of the accuracy of the PTV code and the particle-image diameter, we obtain DSR x,y = 60.2, DVR x,y = 80.5, DSR z = 5.87 and DVR z = 17.1. These values are for experimental timeresolved measurements (not averaged in time). These DSR and DVR values are larger than Ooms et al's (2009) values for 3D holographic PTV for DSR x,y and DVR, but slightly less for DSR z (Ooms: DSR x = 17.2, DSR y,z = 11.3, DVR z = 6.3). The low DSR z results from the low aspect ratio of the channel in the z dimension. These values represent the DSR and DVR for our example set of parameter experimental setup, not the maximum possible DSR and DVR for the system. Increasing the volume fraction has an effect of increasing DSR and reducing DVR.
Summary
We have shown that a confocal volumetric scanning method can robustly and accurately measure 3D3C velocity fields in microscale flows. The system can measure velocity fields at rates of 30 Hz using super resolution PIV and a piezo objective positioner. We have developed equations that estimate the maximum measurable in-plane velocity U max,xy to be of the order of 133 μm s −1 and U max,z to be of the order of 62 μm s −1 at t stack = 33.3 ms. These predicted values are in excess of our maximum measured velocity of 95 μm s −1 in x and y directions, and 39 μm s −1 in the z direction. We use super resolution PIV to increase the spatial resolution of the velocity data compared with classical PIV. Using super resolution, we increase the maximum measurable velocity and reduce the number of outliers compared to classical PTV. A motion correction algorithm corrects tracer particle positions for their displacement during the finite time it takes to scan the depth. The confocal improves the correlation S/N as shown in our previous work (Klein and Posner 2010) and reduces smearing of the point-spread function in the depthwise direction (Kino and Corle 1989) . However, it also limits acquisition speed and reduces the illumination intensity.
In preliminary experiments, we found that the technique also functions without the confocal disk and allowed for faster camera speeds and 3D stack acquisition rates (reduction in t slice and t stack ). Without the disk, we found that particle volume fractions must remain low (lowering spatial resolution) or outof-focus light increased the likelihood of mistracked particles.
We find that this method enables the direct measurement of the three-dimensional motion of tracer particles in a microscale volume at 4.5 μm × 4.5 μm × 4.5 μm average instantaneous spatial resolution with a temporal resolution of 33 ms. The experimental data collected using the 3D3C confocal volumetric scanning system match well with the numerical computations. To our knowledge, this is the highest instantaneous spatial resolution reported for 3D3C methods. However, time-resolved 3D methods that collect data from 2D projected images using a stereo-, holographic-or defocusingtype imaging system can achieve superior temporal resolution at the expense of spatial resolution.
No calibration or reconstruction algorithms are required for this technique. In addition, the super resolution PTV is robust because it directly estimates the depthwise velocity from 3D images of the actual particle displacements rather than inferring it from 2D projected images. It is also compatible with high numerical aperture objectives allowing high spatial resolution.
