Abstract. In any number of space variables, we study the Cauchy problem related to the fourth order degenerate diffusion equation ∂sh + ∇ · (h m ∇∆h) = 0 in the simplest case of a linearly degenerate mobility m = 1. This equation, derived from a lubrication approximation, also models the surface tension dominated flow of a thin viscous film in the Hele-Shaw cell. Our focus is on uniqueness of weak solutions in the "complete wetting" regime, when a zero contact angle between liquid and solid is imposed. In this case, we transform the problem by zooming into the free boundary and look at small Lipschitz perturbations of a quadratic stationary solution. In the perturbational setting, the main difficulty is to construct scale invariant function spaces in such a way that they are compatible with the structure of the nonlinear equation. Here we rely on the theory of singular integrals in spaces of homogeneous type to obtain linear estimates in these functions spaces which provide "optimal" conditions on the initial data under which a unique solution exists. In fact, this solution can be used to define a class of functions in which the original initial value problem has a unique (weak) solution. Moreover, we show that the interface between empty and wetted regions is an analytic hypersurface in time and space.
1. Introduction 1.1. The model. In this paper, we will be discussing the Cauchy problem related to the fourth order degenerate equation
(tfe) Here h : [0, ∞) × R n → R is a real-valued function of time and space, the gradient and the Laplacian are in the space variables only, and m > 0.
Possibly the simplest context in which equation (tfe) applies is that of a thin liquid film spreading along a solid surface. For such problems, a lubrication approximation 1 simplifies the Navier-Stokes equations to
relating the fluid's velocity in the horizontal direction to its thickness and shape at the liquid-vapor interface. Here the constants µ and γ denote the viscosity and the surface tension, respectively. Moreover, we assume that the mobility coefficient k is a nonnegative function of h, vanishes at zero and has at most polynomial growth (say of order m − 2). A weighted slip condition of the form v = k(h) ∂ z v if z = 0 , demanding that the horizontal fluid velocity v is proportional to its normal derivative (z is the coordinate perpendicular to the surface), entails k(h) = b 3−m h m−2 . For films sufficiently thinner than the slip length, i.e. h ≪ b, the term h 3 can be neglected and equation ( Basically, one distinguishes two qualitatively different cases, weaker slippage (m ∈ (2, 3)) and stronger slippage (m ∈ (0, 2)). For the borderline case m = 2, we recover the classical Navier slip condition. If m = 0, then (tfe) becomes non-degenerate at {h = 0}, leading to the phenomenon of infinite speed of propagation. On the other hand, for m ≥ 3, the support is expected to be constant in time (no slip). Indeed, the behavior of solutions of (tfe) is subject to changes in the parameter regime m ∈ (0, 3).
We briefly compare the fourth-order degenerate diffusion equation (tfe) to its second-order analogue ∂ s h = ∆(h m ) , m > 1 , (pme) the well-known porous medium equation. Both equations (tfe) and (pme) can be expressed by the conservation law ∂ s h + ∇· q(h) = 0 , where q(h) is the vector-valued flux of either an ideal gas in a porous medium or a thin layer of liquid deposited on a flat surface. In the absence of flows across the boundary of the support of h, that is q(h) ∂{h>0} · ν = 0 with ν being the outer normal to ∂{h > 0}, we expect conservation of mass: R n h(s, y) dy ≡ M . For the model (pme), a number of striking features are known by now including the following: (1) In regions of strictly positive h solutions become instantaneously smooth.
(2) There exists a maximum principle.
Compactly supported initial data generate compactly supported solutions at fixed times.
The Cauchy problem has a unique solution for a wide range of data including L 1 (R n ).
While the fact that both equations are diffusive guarantees that property (1) is preserved, a remarkable difference between (pme) and (tfe) is the lack of a maximum principle for the fourthorder equation. This can already be seen in the non-degenerate case ∂ s h + ∆ 2 h = 0, where solutions can change their sign. The remaining properties (3)- (4) have been subject of recent and ongoing study. We will discuss some examples in the following section.
A peculiarity of (tfe) with linearly degenerate mobility h is that its evolution can be understood as the gradient flow of the energy with respect to the L 2 -Wasserstein metric. The corresponding energy is given by
where the contact angle θ at the liquid-solid interface is determined by an equilibrium of surface energies. This is another similarity between the second-order and fourth-order equation since the porous medium equation also has gradient flow structure [24] .
1.2. The background. The initial value problem related to (tfe) admits the construction of nonnegative weak solutions -see Bernis and Friedman [4] , and Bertozzi and Pugh [5] for the case of one space dimension and Dal Passo et al. [6, 8] for that one of multiple space dimensions in the parameter regime m ∈ ( 1 8 , 3). Another remarkable observation is that property (3) holds for m ∈ (0, 3) , that is, the support of solutions propagates with finite speed. In space dimension n = 1, this has been established by Bernis [2, 3] , in the higher dimensional case it is derived in [6, 8] for m ∈ (0, 2) and in [14] for m ∈ [2, 3) .
More recent results on weak (or classical) solutions use the model to describe the dynamics of a moving interface in the context of either a complete wetting (θ = 0) or a partial wetting (fixed positive contact angle θ).
Giacomelli et al. [12] address the regularity theory for solutions in one space dimension with mobility h, when a zero contact angle is imposed. In particular, they study perturbations of a stationary solution near the free boundary and obtain maximal regularity for a linearized operator, and existence and uniqueness for the nonlinear problem. In fact, this solution is smooth up to the boundary of its support. For the Navier-slip model, a solution -a perturbation of a traveling wave -is actually non-smooth at the contact line, as can already be seen in the case of self-similar solutions (see [13] ).
A treatment of the problem in the partial wetting regime may be found in [23, 17] . Wellposedness under the classical Navier slip condition m = 2 is discussed in [16] .
The methods used to prove results about the model proposed in (tfe) rely on sophisticated energy arguments combined with weighted Sobolev estimates. In particular, entropy estimates play an important part in the development of an existence theory for weak solutions from nonnegative data. However, many questions are still unanswered. Probably the most important one lies in the classification of function classes in which (weak) solutions of (tfe) are unique. On that subject, we refer to [8] for a counterexample.
1.3.
Outline. In the present paper, we extend the results in [12] to the case of arbitrary space dimensions n ∈ N under conditions on the initial data that are optimal for the methods we use. The strategy is as follows: It is convenient to transform the evolution free boundary problem formulated in (tfe) to an equivalent problem with fixed domain by formally interchanging the roles of the independent variable y n and the dependent variable h, a technique commonly known as von Mises transformation. In fact, this is the first time one applies this kind of transformation to a fourth-order parabolic equation. Using (t, x) to denote the new independent variables and u = u(t, x) to denote the dependent variable, we can write (tfe) as the following initial value problem
with linear spatial part
In section 2, we will be concerned with the transformation of the equation onto the upper half space {x n > 0}, here and in the following denoted by H.
Section 3 is dedicated to the analysis of the linear equation, where for the moment we ignore the dependency of f on u. In particular, we prove a series of linear estimates for solutions using a rather weak solution concept on relatively open subsets of H. In the further course of section 3, we will be discussing a Gaussian estimate for the Green kernel and some of its useful consequences, allowing us to construct a solution of (pe) via a fixed point argument, as discussed in section 4. Indeed, under very weak regularity assumptions on the initial data g, this solution is unique in an appropriate Banach space. Moreover, we use an argument introduced by Angenent [1] , and later improved by of Koch and Lamm [20] , to obtain analyticity of the solution in time and all tangential directions up to the boundary of its support.
In section 4.2, we prove the main result of this paper: The unique solution u * can be used to generate a solution h of the thin-film equation on its positivity set P (h) = {(s, y) | h(s, y) > 0}. It satisfies the identity
is, it is a weak solution of (tfe). In fact, the solution obtained in this manner is unique and the expression
is finite, where (j, l, α) ∈ CZ means that the triple is admissible in a sense to be specified in (12) . Theorem 1. Suppose T > 0 and ε > 0 is sufficiently small. Given an initial datum h(0) = h 0 with
there exist a constant c > 0 and a unique weak solution h * ∈ C (0, T ) × R n of (tfe) with initial
and h * satisfies the equation (1) . Moreover, the level sets of h * are analytic. In particular, this holds for the interface ∂P (h * ) between empty and occupied regions.
This implies large time stability of solutions that are initially close to the quadratic stationary solution, a possibly optimal result in terms of the regularity of the initial data. Moreover, these solutions are unique in the indicated class of functions and the (moving) interface is an analytic hypersurface in time and space.
To maintain a clear presentation, we defer most of the proofs and technical details to section 5.
Transformation onto a fixed domain
To motivate the consideration of the equation (pe), we will first compute the transformation of the thin-film equation (tfe) when one interchanges independent and dependent variables near the boundary. As we suppose that any solution h is nonnegative in its support this change of coordinates ensures that the original problem becomes a degenerate parabolic problem on a fixed domain, a method that has previously been used in the context of the porous medium equation (see [9, 18] ).
Local coordinates.
Assume that h(s, y) is a solution of (tfe) on (0, T ) × R n with positivity set at time s given by
Pick a point (s 0 , y 0 ) on ∂P (h) with ∂ yn h(s 0 , y 0 ) = ε 0 > 0. Thus, by the implicit function theorem, we can solve the equation z = h(s, y) locally near (s 0 , y 0 ) with respect to y n giving rise to a function
defined for all (s, y ′ , z) in a small neighborhood of (s 0 , y
This suggests a change of coordinates (s, y) → (s ′ , y ′ , z) =: (t, x) which in turn implies the following relation:
Also note that the free boundary {h = 0} has now been transformed into the fixed boundary ∂H. We can differentiate with respect to the y-variable to compute the second order derivatives. We get
where ∆ ′ = ∆ R n−1 is the (n − 1)-dimensional Laplacian leaving aside the x n -direction. In similar fashion, we obtain
by the chain rule. Here, ∇ ′ x = ∇ x ′ denotes the gradient in the variable x ′ = (x 1 , . . . , x n−1 ) and therefore is an (n − 1)-dimensional vector.
2.2. Perturbations of stationary solutions. We assume that the profile of a solution is approximately quadratic, i.e. h 0 ∼ dist(y, R n \ P 0 (h)) 2 . In this case we seth = √ h and rewrite (tfe) in the form
or equivalently
Remark: We only consider the possibly simplest case of a linearly degenerate mobility m = 1.
Now as a reference frame for (tfe) we take the stationary solution h st (y) = (y n ) 2 + , corresponding toh st (y) = (y n ) + for (2). In the new coordinates, this becomes v st (x) = x n for x ∈ H. We are now interested in the perturbed steady state v(t, x) = v st (x) + u(t, x), where u can be regarded as a small perturbation. Via the above change of coordinates (with h replaced byh), equation (tfe) -or rather (2) -transforms into (pe), where all the nonlinear terms are collected in f [u]. Its precise form will be discussed in Lemma 1. Figure 1 captures the situation a) before and b) after these transformations. Figure 1 . Changing independent and dependent variables.
In order to give f[u] a more convenient form we first introduce the ⋆ notation to denote an arbitrary linear combination of products of indices for derivatives of u. For example, we write ∇u ⋆ D 2 x u for both ∂ xn u∆u and ∇ ′ u · ∇ ′ ∂ xn u. Moreover, we abbreviate the iterated application of ⋆ by
Proof. Considering equation (2) we first transform each summand separately and then linearize the transformed terms around the steady state v st (x) = x n . For the temporal part we get ∂ sh = − ∂tu vn , where v n = ∂ xn v = 1 + ∂ xn u. Using the transformation formulas from section 2.1, we calculate term by term.
where this time the remainder reduces to R 2 (u) = x n f 1 [u] . For the next expression, we argue similarly to get
The last term of (2) transforms to
It remains to check the quadratic expressions in (2). These terms, however, do not contain any linear parts such that both are completely absorbed by the inhomogeneity. Indeed, one can prove that
in the same manner as above. Altogether this finishes the proof of the lemma.
Remark 1.
A more detailed computation of the inhomogeneity f [u] shows that the f k i (∇u) in Lemma 1 decompose into factors of the form P j (∇u) and (1 + ∂ xn u) −m , for some combinations of the integers 0 ≤ j ≤ 4 and 1 ≤ m ≤ 6. We shall use this fact later on when it comes to proving the nonlinear estimates in section 4.1.
For 0 < T ≤ ∞, let I = (0, T ) and Ω ⊆ H be open. We begin by discussing the linear equation
Formally, we obtain this weak formulation by integrating the equation against a suitable test function ϕ and then applying integration by parts with respect to time and space, respectively. In such a way, we can relax the requirements on the differentiability of solutions considerably, and thus we will use the integral representation (3) as a model for our definition of solution.
The following scaling behavior turns out to be crucial: If u is a solution of the linear equation
is a solution on T −1
where (t,x) = (λ 2 t, λx) and L is the spatial linear operator with respect to the variablex. The last equality can be verified by means of the formula ∂
3. The model linear degenerate equation 3.1. Preliminaries. Our aim in this section is to prove a Gaussian estimate for the linear degenerate evolution equation
The diffusion L is governed by a Riemannian metric g given by the family of inner products
n that is attached to x ∈ H, where by v · w we denote the standard scalar product on R n . The Riemannian structure allows to measure the length of parametrized curves γ ⊂ H by
and hence induces an intrinsic metric d called the metric of Carnot-Caratheodory. The distance between two points x and y in this metric can be extended to the boundary ∂H and is equivalent to the expression
in the sense that c 
a Radon measure is canonically associated with the weight x σ n . For the Lebesgue measure (the case σ = 0), we write L n instead of µ 0 and |Ω| instead of |Ω| 0 . For every σ > −1, the measure µ σ satisfies a doubling condition with respect to the metric d, that is, we have 0
for some constants c, b ≥ 1. Hence the metric measure space (H, d, µ σ ) defines a space of homogeneous type, a setting in which the Calderón-Zygmund theory can be established. Also note that µ σ has the same collection of null sets as the Lebesgue measure (in symbols µ σ ∼ L n ). For local considerations, we will also need the following properties: Using the above notations we have B eu c
and as a consequence
For the parabolic equation we use the parabolic distance function
is a homogeneous type space corresponding to the linear parabolic equation ∂ t u + Lu = f . For more details and the proofs of (5)- (8), we refer the reader to [9, 18] .
The Lebesgue space with respect to
We sometimes abbreviate the notation to
, where p ′ is the conjugate exponent satisfying
Another important property of (weighted) Lebesgue spaces is that C ∞ c (Ω) is a dense subspace for p ∈ [1, ∞) (for p = ∞ this is false). Now suppose Ω = H. Then the same density result holds true for weighted Sobolev spaces defined by
More precisely, [21] . Here the closure refers to the norm
This density result will be very useful for proving certain inequalities which only involve Sobolev norms. In such situations it suffices to prove the inequalities only for functions in C ∞ c (H) (with classical derivatives instead of distributional ones). For example, applying integration by parts repeatedly, we get
for any ϕ ∈ C ∞ c (H). By approximation, the same identity also holds for all u ∈ W 2,2 (H, µ 1 , µ 1 , µ 3 ).
Energy estimates.
Considering the linear equation one can in general not expect to have classical solutions. Indeed, not even the solution concept of a distributional solution that we have introduced in section 2.2 satisfies our requirements. However, we take the integral representation (3) as a starting point (or motivation) and search for admissible extensions to relatively open subsets of H. We will call a solution to be legitimate if it retains a certain behavior towards the boundary in the sense that it admits values at ∂H. For this it is important to choose the test function space properly. More precisely, a test function is sometimes supposed to vanish at initial time depending on whether we consider the initial value problem or not.
, and the identity (3) holds for all test
x u satisfy the assumptions of (i), and (3) holds for all ϕ ∈ C ∞ c [0, T ) × Ω with the additional term Ω g ϕ(0) dµ 1 added to the right hand side of identity (3).
A solution is constructed by the Galerkin method: We choose a suitable increasing sequence of finite dimensional subspaces V N ⊂ W 2,2 (H, µ 1 , µ 1 , µ 3 ) and look for functions u N : I → V N for which the weak formulation of the equation projected onto V N holds. The problem reduces to an ODE which can be solved by standard ODE theory. Each of the u N satisfies an a priori estimate, the so-called energy estimate, which allows us to pass to the limit N → ∞. This yields a weak solution in the sense of Definition 1 (ii).
for any s ∈ I and we have the energy identity
is given, then there exists an energy solution u ∈ C Ī , L 2 (µ 1 ) with u(0) = g and the energy identity also holds for s = 0.
Proof. First note that the density result of section 3.1 allows us to use modifications of the solution itself as test functions. In particular, the energy identity follows directly from a formal calculation using ϕ = χ (s,t) u as test function. In order to make this a legitimate test function we need to approximate the characteristic function and to regularize u with respect to time. More precisely, we use
in the weak formulation of the linear equation (regularized in the same manner) and send δ, ε → 0. This gives the energy identity for every energy solution. Here, the approximate characteristic function is given by
for a sufficiently small δ > 0. As a consequence, we see that
is weakly continuous. This implies the continuity of t → u(t) in the Hilbert space L 2 (µ 1 ). For the initial value problem, we proceed similarly.
Remark 2. It is essential in the proof of Proposition 1 to consider a solution on the whole half space H, because only here we have the density result stated in (9). For general local solutions, the energy identity is false.
Corollary 1.
An energy solution of the Cauchy problem on I × H is uniquely determined by f and g: If u 1 and u 2 are two solutions with u 1 (0) = u 2 (0) = g, then u = u 1 − u 2 satisfies the homogeneous equation with zero Cauchy data. Proposition 1 now implies u(t) L 2 (µ1) = 0, and hence u ≡ 0.
We wish to show that the operator f → u is a singular integral operator defined on certain weighted Sobolev spaces. This requires two types of estimates: kernel estimates and a pointwise estimates. In preparation for the latter, we prove an energy-type estimate.
, then there exists a positive constant c only depending on space dimension n such that the energy estimate
holds for the unique energy solution u of ∂ t u + Lu = f on I × H with u(0) = 0.
We next state a sort of analogue to the global energy estimate for local solutions, i.e. energy solutions defined in
the half-closed circular cylinder of radius R > 0, top center (t, x) and height R 4 . In the following we refer to Q R (t, x) simply as (fourth-order) parabolic cylinder.
Remark 3. If u solves the homogeneous equation on
for all l ∈ N 0 and all multi-indices α. The proof essentially relies on the scaling behavior of the linear equation. Indeed, scaling reduces 3 the estimate to Q R (0, e n ) with R ≪ 1 or Q 1 (0, 0).
The "derivative factor" involving R and x 0,n is an important quantity. In the following we will abbreviate it by
3.3. Pointwise estimates. Our goal here is to prove a pointwise estimate for solutions of the homogeneous equation on the cylinder Q R (t 0 , x 0 ). At the same time, this shows that any local solution is indeed smooth, at least on a smaller cylinder.
Proposition 3. Suppose u satisfies the equation ∂ t u + Lu = 0 on Q R (t 0 , x 0 ) in the energy sense for some (t 0 , x 0 ) ∈ R × H. Then for any l ∈ N 0 and any multi-index α there exists c = c(n, l, α) such that
We now consider the initial value problem on the whole half space again. Clearly, any such solution on I ×H is also a solution on Q R (t 0 , x 0 ) for any x 0 ∈ H provided we have
Corollary 2. For T > 0 let I = (0, T ) be an open interval, l ∈ N 0 and α be a multi-index. We further suppose that u is an energy solution of
for all (t, x) ∈ I × H.
Proof. The estimate follows from Proposition 3 with R = 4 √ t and Propostion 1.
The crucial ingredient in this proof has been the property that u(t) L 2 (µ1) decreases in t. In the next step we want to extend this norm decrease of solutions by an exponential function depending on the intrinsic metric d that has been introduced in section 3.1.
To obtain a function Ψ with the required properties, one has to construct a suitable approximation of the metric d in terms of the equivalent quasimetric ρ and use the relation (5).
L holds for all x ∈ H. Further let γ : [a, b] → H be the geodesic between the two points x and y which is parameterized by arc length, i.e. we may assume that b = a + d(x, y) and γ
By the fundamental theorem of calculus we then get
Proof. Let v = e Ψ u. Formally we multiply the equation by e Ψ v, and then integrate with respect to x ∈ H to get
Now using the Cauchy-Schwarz inequality, the first integral is bounded (up to some constant
Here we use the properties of the Lipschitz function Ψ which, combined with identity (10), implies that
Lemma 2 enables us to prove the following result.
Proposition 4. Let I = (0, T ) be open, l ∈ N 0 and α be any multi-index. We further suppose that Ψ is as in Lemma 2 and u is a solution of
Proof. We argue as in the proof of Corollary 2, with the additional factor 1 = e Ψ−Ψ in the norm, to get
Now we can use Lemma 2 to factor in the initial value. Eventually, the Lipschitz continuity of Ψ guarantees that
for all z ∈ B4 √ t (x), giving the estimate the appearance stated in the proposition. Note that Proposition 4 implies Corollary 2 by setting c L = 0. The exponential function, however, enables us to obtain a pointwise control by rough initial data, i.e. initial data with finite Lipschitz norm
Proposition 5. Let I = (0, T ) ⊆ R, l ∈ N 0 and α be any multi-index with either l = 0 or α = 0. If u is an energy solution of
for all (t, x) ∈Ī \ {0} × H.
Using this we can control the L p -norm on the cylinder bounded away from initial time 0. To this end, we define
for R > 0 and x ∈ H.
Corollary 3. Let I = (0, T ), j ≥ 0, l ∈ N 0 and α be a multi-index with either l = 0 or α = 0. If u is an energy solution of
T and x ∈ H.
Proof. For the first part of the estimate we apply Proposition 5 with l = 0, |α| = 1. For p < ∞, we get
and the complete statement follows from √ y n R + √ x n and √ x n R + √ y n for y ∈ B R (x), as well as
3.4. Gaussian estimates. Solutions of parabolic equations are often given by kernels which in turn can be estimated by Gaussian functions. For example, Koch and Lamm [20] show that the biharmonic heat kernel G(t, x, y) that is associated to the equation ∂ t u + ∆ 2 u = 0 has a pointwise control of the type |G(t, x, y)| ≤ c t .
The power of t in front of the Gaussian factor appears in situations in which the volume of a ball is comparable to its radius -here a Euclidean setting is considered with |B
for every x ∈ R n . In non-Euclidean situations, on the other hand, one has to replace this factor by an expression of the form
where µ denotes the underlying measure and B4 √ t (·) denotes the intrinsic ball of radius 4 √ t. This illustrates that both analytic and geometric properties are combined by the kernel G. We now want to derive a Gaussian estimate for the Green function in terms of the intrinsic metric d and the measure µ 1 . The approach presented here follows an idea of Fabes and Stroock [10] .
Theorem 2. For T > 0 let I = (0, T ) be an open interval in R, l ∈ N 0 and α be any multi-index. Then there exists a Green function G : I × H × I × H → R with G(t, x, s, y) = 0 for t < s ∈ [0, T ), and
for all 0 ≤ s < t ≤ T , x ∈ H and any energy solution u of ∂ t u + Lu = 0 on [0, T ) × H with initial condition u(0) = g. In particular, there exist positive constants c = c(n, l, α) and c n = c(n) such that
for almost every x = y ∈ H.
Corollary 4. The Gaussian estimate allows us to solve the initial value problem also for other data than those in L 2 (H, µ 1 ).
Sketch of proof.
Given an initial datum g in either L 1 (µ 1 ) orĊ 0,1 , one can truncate g to become a function in L 2 (µ 1 ). Using the representation by the Green function one obtains a solution and the exponential decay ensures convergence of the truncated solution.
Remark 5. We can substitute x and y in |B R (x)| 8) . In the same manner we can replace δ l,α (R, x) by δ l,α (R, y). For instance, this shows that the estimate 1 and refer to an estimate of this type as "Gaussian estimate".
We conclude this section with three estimates for the Green function G: The first one generalizes the Gaussian estimate to derivatives in the s-and y-variable. The second one rephrases it in a more convenient form, but limited to (s, y) outside of a certain cylinder Q. In the last result we use (ge) to show that, in a certain range of q ≥ 1, G and its weighted derivatives (leaving temporal derivatives aside) are in the space L q , where the integral is taken with respect to L n+1 .
Lemma 3. Let I = (0, T ), l, m ∈ N 0 and α, β be multi-indices. If G is the Green function associated to the homogeneous initial value problem, then there exist ε = ε n and c = c(n, l, m, α, β) such that
for any t > s ∈ I and x, y ∈ H.
Proof. First, one may check that y Thus Proposition 3 applied to ξ ,y) ) . We can now use the Gaussian estimate proposed in Theorem 2 with respect to (t, x) to bound this by ,y) ) . Finally, we use the triangle inequality to show that d(x, ξ) Then, for every j ≥ 0, l ∈ N 0 and any multi-index α ∈ N 0 n satisfying |α| ≥ 2j, we have the estimate
Here, c n is the constant from the Gaussian estimate (ge) and c depends on n, j, l and α.
Proof. With Q = (
A straightforward computation now shows that, for almost all (s, y) ∈ M 1 · ∪ M 2 · ∪ M 3 , we have the estimate
, and the assertion follows from Theorem 2 and the doubling property (6), or rather (8).
Lemma 5. Let G be as in Lemma 4, j ≥ 0 and α be a multi-index satisfying 2j ≤ |α| < j + 2.
for all t ∈ (0, 1], almost all x ∈ H and for any 1 ≤ q < n+2 n−j+|α| .
Proof. Let t > s and x ∈ H. With
, we decompose the half space into the annuli
Applying the Gaussian estimate (ge), followed by repeated application of the formula (8), we obtain
if |α| ≥ 2j. We subsume the convergent series into the constant and then integrate in s ∈ (0, t) to get
which is bounded above by a constant depending on n, j, α and q, if q < n+2 n−j+|α| . But since also q ≥ 1, this condition is satisfied as long as −j + |α| < 2.
Remark 6. Following the same line of argument we can show that, for any 2j ≤ |α| < j + 2, we have
for all s ∈ (0, 1], almost all y ∈ H and for any 1 ≤ q < n+2 n−j+|α| . 3.5. Kernel estimates. We now consider again the inhomogeneous equation ∂ t u + Lu = f with zero Cauchy data and note, using Duhamel's principle, that any solutions can be written in integral form u(t, x) = Proof. Since 2j ≤ |α| < j + 2, we can apply Lemma 5 and Remark 6 to get the following kernel estimates:
Let V (t, x, s, y) be the volume of the "smallest" ball centered at (t, x) that contains (s, y). As the volume function V is essentially symmetric, i.e. V (t, x, s, y) ∼ V (s, y, t, x), it is equivalent to say V is given by
Moreover, suppressing all the arguments, we define
Proposition 6. Let G be the Green function and K be given by any of the following expressions:
x G(t, x, s, y) . Then there exists C = C(n) > 0 such that |K(t, x, s, y)| ≤ C V (t, x, s, y) −1 , and if in addition x, s, y) .
The kernel estimates in Proposition 6 and the energy estimate in Proposition 2 provide all that is needed to apply the theory for singular integral operators. For j, l and α admissible in the sense that
we obtain that the operator f → x j n ∂ l t ∂ α x u is a Calderón-Zygmund operator on a homogeneous-type metric space, and therefore it is bounded on L p I; L p (µ 1 ) for any p ∈ (1, ∞).
Then T is a Calderón-Zygmund operator on I × H, d 0 , L × µ 1 if and only if (j, l, α) ∈ CZ, i.e. if T assigns to f either
x u . Now, the theory of Muckenhoupt weights provides us with a tool to dispense with the weight. Such a weight on (H, d, µ 1 ) is a nonnegative and locally µ 1 -integrable function ω : H → R such that
where the supremum is taken with respect to all d-balls B. We write ω ∈ A p (µ 1 ) and the best A p constant is denoted by [ω] Ap . The main result of this theory is the following: Let p ∈ (1, ∞), ω ∈ A p (µ 1 ) and T a Calderón-Zygmund operator. Then there exists a positive constant c = c(b, p, ω)
for all f ∈ L p (ω). Here, b ≥ 1 is the doubling constant from (6). For further reading on Muckenhoupt theory on spaces of homogeneous type we refer to [19] and the references therein.
) and p ∈ (1, ∞). Assume further that u is an energy solution of ∂ t u + Lu = f on [0, T ) × H with u(0) = 0 and (j, l, α) ∈ CZ. Then we have
for all − 3.6. The spaces X p and Y p . The next step consists in defining appropriate function spaces. Here and in the rest of this paper we assume that the initial value g belongs to the homogeneous Lipschitz spaceĊ 0,1 (H), that is, g Ċ0,1 = ∇g L ∞ < ∞. By Corollary 3 this is a natural bound on the solution of the homogeneous initial value problem and hence motivates the definition of a new norm, denoted X p : For p ∈ [1, ∞), we refer to X p as the function space of all functions with finite norm
Remark: In order to have any chance to bound this by the inhomogeneity f , the sum has to be taken over (j, l, α) ∈ CZ (see Proposition 7), rather than all possible combinations of j, l and α as proposed in Corollary 3.
Finally, we define the Banach space Y p based on time-space cylinders by
We recall the invariance of the linear equation under the scaling defined in (4) and note that the solution and the initial datum exhibit the same scaling behavior in their respective norms. More precisely, λ u Xp ∼ u • T λ Xp and λ g Ċ0,1 = g(λ ·) Ċ0,1 .
As opposed to this, the scaling of the Y p -norm is characterized by the estimate
Our goal now is to show that
for solutions of the linear problem with u(0) = 0. Then this implies the following crucial result.
Proposition 8. Let I = (0, T ) be open, f ∈ Y p for p ∈ (n + 2, ∞) and g ∈Ċ 0,1 (H). Then we have
for any energy solution u of ∂ t u + Lu = f on [0, T ) × H satisfying the initial condition u(0) = g.
Main results
In this section we finally turn to the nonlinear equation for the perturbation of the steady state given by
see Lemma 1. Using Duhamel's principle, we can rewrite this equation
where
In the first part of this section we can use the linear estimates obtained in section 3 to implement a fixed point argument in the function space X p . In order to do so, one needs to impose additional requirements concerning the nonlinearity f [u], the maximal time of existence T or the initial data g, at least one of which needs to be small. Much in the spirit of Koch and Lamm [20] we reach global existence and uniqueness for (pe) from small Lipschitz data.
The goal for the rest of this section is to use the unique solution to generate a solution h on its positivity set P (h).
Nonlinear estimates.
Under a smallness assumption on the solution we obtain the estimate from Proposition 8 in the opposite direction, i.e. an estimate of the Y p -norm by the X p -norm. (15) there is an operator F g : X p ∋ u →ũ ∈ X p defined such that
Due to Proposition 8 and Lemma 7 there exist δ, ε > 0 such that, for all g ∈Ċ 0,1 (H) with g Ċ0,1 < ε, the mapping F g :B X δ →B X δ has a unique fixed point u * ∈B X δ that depends on the initial value in a Lipschitz continuous way. Indeed, using the second inequality in Lemma 7, we arrive at
for a Lipschitz constant c L ∈ (0, 1) provided that u 1 , u 2 ∈ X p are chosen sufficiently small. Since F g (u * ) = u * , this turns out to be the unique solution of (pe) we have been looking for.
In addition, we get that the unique solution obtained in Theorem 3 is analytic in temporal and all tangential directions. Analyticity in vertical direction (x n -direction) is still an open problem. Proposition 9. Let u * ∈B X cε be the unique solution of (pe). This solution depends analytically on the initial data g ∈Ċ 0,1 (H). Moreover, u * is analytic in temporal and all tangential directions, and there exists a number R > 0 such that for any l ∈ N 0 and for any multi-index α ′ ∈ N n−1 0 the estimate sup
holds with a constant c > 0 depending only on n and R.
As our equation is non-degenerate in t and x ′ , the same arguments as used for the related equation
apply. For full details we refer to the paper [20] by Koch and Lamm.
4.2.
Proof of Theorem 1. Before we can prove the main result of this paper, we show that the change of coordinates (t, x) → (s, y) introduced in section 2.1 is a quasi-isometry.
Proof. We assume that x n >x n without loss of generality. Then, applying the mean value theorem in the vertical direction and invoking the assumption on v, there exists a numberx n < z < x n such that
This implies
and hence the assertion.
Proof of Theorem 1. Assume that there exist δ ∈ (0, 1) and C > 1 such that v :
Then, Lemma 8 allows us to reparametrize the graph of v = x n + u globally via φ, reversing the local transformation applied in section 2. Now usingh = x n as the new independent variable we obtain
and thus
We will prove the theorem in two steps. First, we show that a solution of (pe) yields a weak solution of the thin-film equation in the sense of definition (1). Second, we prove uniqueness of this solution by imposing additional conditions on h in terms of the transformed cylinders Q R (x).
Under a change of coordinates (s, y) → (t, x) as in section 2, the integral on the left hand side transforms to
where v n = ∂ xn v = 1 + ∂ xn u. For the second integral, we proceed as in the proof of Lemma 1 to get
Next we employ the ⋆-notation, as introduced in section 2.2, to rewrite the remainder in the form
Again, the functionsf 2 andf 
. Reversing the transformation yields the existence of a solution h of ∂ s h + ∇ y · (h ∇ y ∆ y h) = 0 on P (h). Finally, extending h by 0 outside of spt h and applying integration by parts, we conclude that
The boundary terms vanish since h vanishes on ∂P (h).
Uniqueness: Given g v with |∇ x g v − e n | < ε, then by Theorem 3 there exists a unique solution u * of (pe) satisfying the initial condition u * (0) = g v . Moreover, with v * = x n + u * as above, we have v * − x n Xp ε .
In particular, |∇ x v * − e n | ε which implies |∇ yh − e n | ε after the transformation (t, x) → (s, y), cf. ( * ). Under this transformation applied to cylinders of the form Q R (x) = (
which follows from Lemma 8. Now let (j, l, α) ∈ CZ, for example take (j, l, |α|) = (0, 0, 2). Then
, with similar transforms for the other combinations of j, l and |α|. The supremum is now taken over all 0 < R <
4

√
T and all y ∈ P s (h) = {y ∈ R n |h(s, y) > 0}, s ∈ I. Also note thath is controlled by
which follows from a transformation of the statement in Lemma 8. All these calculations show that v * generates a solutionh 1 via (t, x) → (s, y) which satisfies the inequality sup
Leth 2 be another weak solution. Then, reversing the transformation, we obtain a second solution, say v * * , of the transformed problem. Thus, by uniqueness of such a solution,h 1 =h 2 is a unique solution of
Finally, we substitute back forh = √ h to see that the initial value problem for the equation (tfe) has a unique weak solution, denoted h * . Moreover, since the level set of h * at height λ ≥ 0 is given by
the analyticity of N λ (h * ) follows directly from Proposition 9. The proof is complete.
The proofs
In this section we provide the proofs of section 3 and the proof of Lemma 7. We begin with the global energy estimate.
Proof of Proposition 2. Similar as for Proposition 1, we use a regularized version of χ I ∂ t u as test function. This gives
Treating t as a parameter, it is therefore sufficient to consider the elliptic equation Lu = f on H. To be more precise, in the remaining part of the proof we assume that u satisfies the integral identity
. Now, formally one can prove the energy estimate by testing the elliptic equation with the operator Lu itself. A rigorous justification of this result requires a careful treatment of certain commutators. However, we take a different approach exploiting the fact that the operator L can be factorized as
is the related second order degenerate equation (for a discussion of this equation see [18] ). We begin to study the equation L 1 u = w and perform Fourier transformation in the tangential directions x 1 , . . . , x n−1 to get
Taking the Fourier variable ξ ∈ R n−1 as a parameter and putting z = |ξ|x n , this becomes an ODE of the formLû = z ∂ 2 zû + 2 ∂ zû − zû = − |ξ| −1 w , withû =û(ξ, z) and w = w(ξ, z). RenamingL = L,û = u and −|ξ| −1 w = w, we obtain
an equation of one independent variable z ∈ R + . Now if we substitute u = z
are a fundamental system. Hence a fundamental system for ( * ) is given by ψ 1 (z) = z (z) and
The Wronskian is W ψ 1 (z), ψ 2 (z) = z −2 and the operator T : w → z j u has the kernel
) by ( * ). Now recall that u =û and |ξ|w = − w. A retransformation from z to x n and integration in ξ ∈ R n−1 yield
By another application of the estimate, we get
which is possible sinceL w = |ξ| −1 f . Now an inverse Fourier transformation converts the inequality into
) by means of the auxiliary formula (10).
Higher order derivatives can be obtained in a similar manner: Differentiating ( * ) leads to the modified Bessel equation of order ν = 1. Following the same line of argument, we can verify the kernel estimates (i)-(ii) with k replaced by ∂ z k, and thus whenever u satisfies the equation
) after renaming back the involved variables and an inverse Fourier transformation. Repeating this procedure we obtain z ∂
) and Proposition 2 follows by a combination of the above estimates .
To prove ( * * ) we consider the equation z ∂ xn (x). This particular behavior suggests to consider different treatments depending on the ball's position relative to ∂H. We start with the derivation of an energy estimate in the latter case, i.e. for solutions defined in the parabolic cylinder
with R ≪ d(x, ∂H).
Lemma 9. Let l be any nonnegative integer and α any multi-index. If u is a an energy solution of ∂ t u + Lu = 0 on Q R (0, e n ), with R ≪ 1 and e n = (0, . . . , 0, 1) ∈ H, then there exists a small
for some positive constant c = c(n, l, α).
Proof. First we choose a suitable cut-off function η ∈ C ∞ c (−R 4 , R 4 ) × B R (e n ) with η ≡ 1 on Q δR (0, e n ) for a sufficiently small δ ∈ (0, 1). Taking a product ansatz we may additionally assume that |∂
Now suppose u is an energy solution of
n ∇η · ∇u . To put it concisely, the local solution u becomes a global solution by multiplication by η. Finally, we observe that x n ∼ 1 in B R (e n ), and hence we can replace any weighted measure by the Lebesgue measure and vice versa. This also reflects the property that locally ∂ t u + Lu = f is a uniformly parabolic equation of fourth order.
Let Q R = Q R (0, e n ). Using the integration by parts formula and the Cauchy-Schwarz inequality, we find
by means the energy identity in Proposition 1 combined with the auxiliary calculation (10) . Next, we invoke the Poincaré inequality applied to the function
. This is possible because η(t) = 0 on ∂B R for all t ∈ (−R 4 , 0]. Altogether this amounts to the estimate
since also η ≡ 1 on the smaller cylinder Q δR . Tangential derivatives commute with the operator ∂ t + L. Thus boundedness of all tangential derivatives follows from boundedness of the first order derivatives given in ( * ) by iteration.
To control vertical derivatives as well, we first set
. Also note thatf 0 = f . We can do the same calculations for the operator
∆) to obtain analogues of the results established in the Propositions 1 and 2. Assuming f = 0, we can now prove that R ∇u
by induction over k = 0, . . . , α n . The regularity of u (k) needed in each of the iteration steps follows from the iterated energy identity and the iterated energy estimate in a similar way as ( * ) follows from the corresponding statements for k = 0.
Finally, solving inductively ∂ j t (∂ t u + Lu) = 0 for ∂ j+1 t u and using the bounds for spatial derivatives we get
and the lemma follows with a (possibly smaller) scaling factor δ < 1.
The situation at the boundary is covered by the following lemma.
Lemma 10. If u is a an energy solution of ∂ t u + Lu = 0 on Q 1 (0, 0), then there exists a δ > 0 such that
) for a positive constant c depending on n, l and α.
Proof. As before we keep the right endpoint of the time interval and the center of the ball stationary, and we merely write Q R to mean Q R (0, 0). Both the proof of Lemma 9 and the present one show basically the same pattern. The major change concerns the cut-off function: Via a product ansatz we obtain |∂ l t ∂ α x η| 1 for any l ∈ N 0 and any multi-index α, as well as η ≡ 1 on Q δ while spt η ⊂ (−1, 1) × B 1 . Another difference is the behavior of the measure. Near the boundary we have no control of the weight from below, but still from above. More precisely, we know that x n < 2 for x ∈ B 1 .
By means of these preliminary considerations, we proceed the same way as in the previous proof to find ∇u
and ∇u
If α n = 0 we are already done. Suppose now α n ≥ 1. With Hardy's inequality applied α n times to ∂ αn xn (ψu), where ψ is a spatial cut-off function obeying the above estimate, we obtain ∂
for a sufficiently small δ < 1. To bound temporal derivatives we proceed as before. This finishes the proof.
Remark 7.
Note that the local energy estimate obtained in Remark 3 is independent of the position of the ball B R (x 0 ) and it contains Lemma 9 and Lemma 10 as special cases.
The pointwise estimate in Proposition 3 will be a consequence of the previous two lemmas combined with the following Morrey-type inequality: Let Ω ⊆ H open satisfy the cone condition.
for all u ∈ W k,2 (Ω).
Proof of Proposition 3. Since the equation ∂ t u + Lu = 0 is invariant under translation in any direction except the x n -direction it suffices to consider t 0 = 0 and x 0 = (0, . . . , 0, x 0,n ). Moreover, we recall that u • T λ is an energy solution on T −1 λ (Q R (0, x 0 )), where T λ is defined as in (4), whenever u is a solution on Q R (0, x 0 ).
First we assume that R ≤ C √ x 0,n for some C ≫ 1 and take λ = x 0,n as scaling factor. In this case we can find an ε < 1 such that r = εR C √ x0,n ≪ 1 is a legitimate radius in Lemma 9, and so we get
In the first estimate we used inequality (16) in Q δr (0, e n ) applied to the function ∂ l t ∂ α x (u • T x0,n ), and in the second one we used Lemma 9 and the fact that x n ∼ 1 in B 1 (e n ). The last line follows from
and the enclosure T x0,n (Q r (0, e n )) ⊂ Q R (0, x 0 ), see (7) . Finally, the coefficient can be estimated to be x
which is bounded above (up to some constant) by δ l,α (R,
as stated.
In order to investigate the situation at the boundary, we assume R > C √ x 0,n . Now we claim that |∂
provided 2k > n + 1. As in the proof of Lemma 10, we apply Hardy's inequality to find this bounded by
Since x n 1 in B δ (0), we can replace µ 2 by µ 1 . Thus by Lemma 10 and the transformation formula we get |∂ Q1(0,0) ),µ1) .
Taking λ = εR 2 , we observe that T λ (Q 1 (0, 0)) ⊂ Q R (0, x 0 ) if ε is chosen appropriately small. This combined with R −n−3
gives the estimate the desired form.
To prove ( * ) we invoke inequality (16) once more, this time applied to
Proof of Proposition 5. Fix x ∈ H and t ∈ I, with t ≤ 1, and a constant C. Since either l = 0 or α = 0, we conclude ∂
. Proposition 4, together with the fact that u − C is again a solution with (u − C)(0) = g − C, then implies
. Now for a fixed radius R ∈ (0, 1], we decompose H into the annuli
This gives the estimate
We choose Ψ so that Ψ ∼ − e 2Ψ(y) |x − y| 2 dµ 1 (y)
Since e −i goes to zero as i → ∞ faster than any polynomial, the sum is bounded above. Now, as usual, we set R = 4 √ t such that the exponential factor e cnc 4 L t−Ψ(x) = e cn is a constant. Altogether, we obtain |∂
for all (t, x) ∈ (0, min{1, T }] × H.
The general case follows from this estimate by scaling. Let (t,x) ∈ I × H be arbitrary, but fixed. Then
with 0 < λ ≤ √ T , and the statement follows with λ = √t .
We are now ready to prove the crucial Gaussian estimate for the Green kernel.
which follows from Proposition 4 applied to v in the points s = t 2 < t.
To prepare the next step, we introduce the multiplication operator M :
assigns to a function its multiplication by |B4 √ t (·)| 1 2
1 and, given an energy solution v, the modified solution operator S s (t) :
. In these notations, we apply Proposition 4 once more, but now in the points s = 0 < t 2 , for l = α = 0 and with Ψ replaced by −Ψ, to find
and the operator norms coincide. Now choosingg = e Ψ |B4 √ t (·)|
Consequently e Ψ(x) |B4 √ t (x)| and the theorem follows.
To rule out the quadratic term in the exponential factor, we have to assume that c L , which has been calculated to be
is greater or equal than 1. In the opposite situation when c L < 1, we thus have d(x, y) < 4c n t. Scaling further reduces the time length scale to t = 1 (cf. the proof of Proposition 5). Now following the same line of argument as above, but with Corollary 2 instead of Proposition 4, we reach in this case and the proof is complete.
We can use the exponential decay in d to prove the kernel estimates in Proposition 6 which are necessary to apply the Calderón-Zygmund theory on (I × H, d 0 , L × µ 1 ).
Proof of Proposition 6. Let s < t, and j, l, α be as in the proposition. The Gaussian estimate (ge) implies y for all x ∈ B 1 (x 0 ), and hence it remains to estimate the integral. To this end, we first cover the upper half space by countably many balls B 1 (y 0 ). Then the above integral is (up to a constant) bounded by This covering result is due to Vitali (see e.g. [19] ). Hence, invoking also the doubling property (6), we find (1 + √ y n ) −1 |B 1 (y)| −1 |f (s, y)| dyds .
The idea now is to consider the boundary-case and the situation away from the boundary separately. Write {y 0 } = { √ y 0,n ≪ 1} ∪ {1 ≪ √ y 0,n } = A ∪ A ′ .
We start by discussing the latter case y 0 ∈ A ′ . If y 0,n is sufficiently large in comparison with 1, we already know that y 0,n ∼ y n for all y ∈ B 1 (y 0 ) and hence, in particular, for y = z i . Thus by transitivity,
|f (s, y)| dyds .
Finally, using Hölder's inequality and the estimate obtained in ( * ), we see that this is bounded above by
for all p ≥ 1.
6 This is related to the Gauss circle problem that asks how many lattice points are inside a given ball of radius k.
In the 2-dimensional Euclidean setting there are about N (k) = πk 2 + O(k 0.5+ε ), with 0 < ε ≤ 0.1298 . . . , integer lattice points in B k (0). The lower limit 0 was obtained independently by Hardy and Landau in 1915, and the upper bound by Huxley [15] .
Turning to the case y 0 ∈ A, we apply the rather rough estimate (1 + √ y n ) −1 |B 1 (y)| −1
to get
if |α| ≥ 2j. Given (j, l, α) ∈ CZ, this last condition is always true. In addition, with |α| = 1 and j = l = 0, Lemma 11 yields |∇u(t, x)| f Yp for all (t, x) ∈ Q 1 (x 0 ) = (
