Adopting a purely group-theoretical point of view, we consider the star product of functions which is associated, in a natural way, with a square integrable (in general, projective) representation of a locally compact group. Next, we show that for this (implicitly defined) star product explicit formulae can be provided. Two significant examples are studied in detail: the group of translations on phase space and the one-dimensional affine group. The study of the first example leads to the Grönewold-Moyal star product. In the second example, the link with wavelet analysis is clarified.
Introduction
The concept of star product of functions is a remarkable achievement of theoretical physics. The archetype -and still nowadays, the most important realization -of this concept is the Grönewold-Moyal star product (see [1] and references therein). Although there is no unique general mathematical framework encompassing all known star products, one can certainly single out a simple leading idea to which the various possible definitions of star products are more or less inspired: to replace the ordinary pointwise product of (C-valued) functions defined on a certain set (a 'phase space' endowed with some structures: a differentiable manifold, a measure space etc.) with a suitable non-commutative, associative product that mimics the typical non-commutative behavior of linear operators.
We will make no attempt at surveying the rich and varied literature on star products. We will content ourselves with recalling that both differential-geometric [3, 4, 5] and algebraic [6] approaches to the subject have been adopted, also in view of different purposes and applications. It is also worth mentioning the fact that the most important topics where the formalism of star products plays a relevant role are, probably, the construction of quantum mechanics 'on phase space' and the study of the classical limit of quantum mechanics [1, 7] . Thus, one may regard E. Wigner [8] and H. Weyl [9] as the fathers of this formalism.
More recently, a general approach to star products based on the idea of using suitable 'quantizers' and 'dequantizers' has been proposed and developed by various authors [10, 11, 12, 13, 14, 15, 16] . This approach is very close to applications in quantum mechanics since the star products of functions that one obtains are, by construction, nothing but the 'images' of the products of quantum-mechanical operators.
In our present contribution, we will adopt a purely group-theoretical point of view which is conceptually similar to the 'quantizer-dequantizer' approach cited above. Indeed, rather than trying to define a star product directly in a given space of functions (as usual, for instance, in the differential-geometric approach), we consider the star product (implicitly) induced by a suitable group-theoretical quantization-dequantization scheme. Clearly, at this point, the real problem is to find explicit formulae for the implicitly defined star product.
Before illustrating the main points of our work, it is worth mentioning that recently another group-theoretical approach to star products -in the context of a suitable quantizationdequantization scheme -has been elaborated; see ref. [17] . However, this approach, differently from the approach adopted in the present paper, relies on the concept of 'frame transform' and it is not directly related to the Groenewold-Moyal product.
Let us now briefly outline our method and our main results. First, we show that by means of the quantization (Weyl) and dequantization (Wigner) maps generated by a square integrable (in general, projective) representation U of a locally compact group G -see [17, 18, 19] -it is possible to introduce, in a natural way, a star product in the Hilbert space L 2 (G) of square integrable C-valued functions on G. The product of two functions is obtained by quantizing them, by forming the product of the two operators thus obtained and, finally, by dequantizing this product. Endowed with the operation just described, L 2 (G) becomes a H * -algebra. We will then prove -this is the main result of the paper -that the star product in L 2 (G) admits a simple explicit formula. More precisely, we will show that with every orthonormal basis in the Hilbert space of the representation U is associated a formula for the star product (however, all these formulae share the same general form). This basic result can be generalized or specialized in various ways. For instance, an expression of the 'K-deformed star product' -see [13, 14] which is an interesting generalization of the star product, can also be obtained. On the other hand, in the case where G is unimodular, a particularly simple formula for the star producta sort of 'twisted convolution'à la Grossmann-Loupias-Stein [20] -can be derived.
We believe that the point of view on star products adopted in this paper is very close to the 'original spirit' of the Grönewold-Moyal star product since it solely relies on (generalized) Wigner and Weyl maps. In fact, 'our' star product is essentially the Grönewold-Moyal star product in the case where the group G is the group of translations on phase space; i.e., the two products -the twisted convolution and the Grönewold-Moyal product -are related by the symplectic Fourier transform.
We stress that our approach relies on the existence of a square integrable representation U of the locally compact group G for defining an associated star product in L 2 (G). This feature, however, should not be regarded as a limit of this approach. As is well known, when dealing with mathematics nothing is free: the weaker are the assumptions, the poorer will be the results that one is able to prove. Moreover, our group-theoretical point of view is very natural having in mind applications to physics. If G is regarded as a 'symmetry group' of a quantum system and U as the symmetry action of this group in the Hilbert space H of the system, then the associated star product in L 2 (G) is nothing but the realization in terms of functions of the product of quantum-mechanical operators (observables or states); moreover, it turns out that the star product is 'equivariant' with respect to the natural action of the symmetry group. Namely, the natural action of G on operators in H translates into (i.e. is intertwined by the dequantization map with) a simple transformation of the corresponding functions in L 2 (G), and the star product of two transformed functions coincides with the transformed product of the two untransformed functions.
The paper is organized as follows. In Sect. 2, we fix the main notations and we briefly recall some mathematical notions; in particular, we review some basic facts concerning square integrable representations. Next, in Sect. 3, we define the dequantization (Wigner) and quanti-zation (Weyl) maps generated by a square integrable representation, and we derive the relevant 'intertwining properties' of the Wigner map. On the basis of these definitions we then introduce -see Sect. 4 -the notion of star product associated with a square integrable representation, and we study its main properties. The star product introduced in such a way is, however, only implicitly defined. As already mentioned, it is a remarkable fact that it admits an explicit realization; furthermore, in the case of a unimodular group, a particularly simple formula can be derived. These results -that form the core of our paper -are stated and proved in Sect. 5 . In Sect. 6, we consider two significant examples: the group of translations on phase spacewhich is related to the standard Grönewold-Moyal star product -and the affine group, which plays a central role in wavelet analysis. Eventually, in Sect. 7, a few conclusions are drawn, with a glance at various possible developments of our work.
Some known facts and notations
In this section, we will recall some basic facts of the theory of representations of topological groups; standard references on the subject are [21, 22] . We will also fix the main notations that will be used in the following sections.
Let G be a locally compact, second countable, Hausdorff topological group (in short, l.c.s.c. group). We will denote by µ G and ∆ G , respectively, a left Haar measure (of course uniquely defined up to a multiplicative constant) and the modular function on G. The symbol e will indicate the unit element in G.
For the scalar product ·, · in a separable complex Hilbert space H, we will always follow the convention that it is linear in the second argument. The symbol U(H) will denote the unitary group of H -i.e. the group of all unitary operators in H, endowed with the strong operator topology -which is a metrizable, second countable, Hausdorff topological group.
We will mean by the term projective representation of a l.c.s.c. group G a Borel projective representation of G in a separable complex Hilbert space H (see, for instance, ref. [21] , chapter VII), namely a map of G into U(H) such that 1. U is a weakly Borel map, i.e. G ∋ g → φ, U (g) ψ ∈ C is a Borel function, 1 for any pair of vectors φ, ψ ∈ H;
2. U (e) = I, where I is the identity operator in H;
3. denoting by T the circle group, namely the group of complex numbers of modulus one, there exists a Borel function m :
The function m -which is called the multiplier associated with U -satisfies the following conditions:
and
It is, moreover, immediate to check that m (g, g −1 ) = m (g −1 , g). Clearly, in the case where m ≡ 1, U is a standard unitary representation; in this case, according to a well known result, the hypothesis that the map U is weakly Borel implies that it is, actually, strongly continuous.
The notion of irreducibility is defined for projective representations as for standard unitary representations. Let U : G → U( H) be a projective representation of G in a (separable complex) Hilbert space H. We say that U is physically equivalent to U if there exist a Borel function β : G → T, and a unitary or antiunitary operator W : H → H, such that
It is obvious that a projective representation -physically equivalent to an irreducible projective representation -is irreducible too. We will say that the representations U and U are unitarily equivalent if, in relation (4), β ≡ 1 and W is a unitary operator.
Observe that we can identify the unitary dual of G with any (suitably topologized) maximal set of mutually unitarily inequivalent, irreducible, unitary representations of G. We will denote byǦ such a set, and we will call it a realization of the unitary dual of G. It is well known that, if G is compact, 2 thenǦ is a finite or countable set (endowed with the discrete topology); moreover,Ǧ consists of finite-dimensional representations.
Let U be an irreducible projective representation of the l.c.s.c. group G in the Hilbert space H. Then, given two vectors ψ, φ ∈ H, we define the function (usually called 'coefficient' of the representation U ) c
and we consider the set (of 'admissible vectors for U ')
where 
and the following 'orthogonality relations' hold:
for all φ 1 , φ 2 ∈ H and all ψ 1 , ψ 2 ∈ A(U ). The Duflo-Moore operatorD U is semi-invariantwith respect to U -with weight ∆ 1/2
it is bounded if and only if G is unimodular (i.e. ∆ G ≡ 1) and, in such case, it is a multiple of the identity.
Remark 1 If U is square integrable, the associated Duflo-Moore operatorD U , being injective and positive selfadjoint, has a positive selfadjoint densely defined inverse. In the case where U is a unitary representation, Duflo and Moore call the square ofD
U the formal degree of the representation U . Note that the operatorD U is linked to the normalization of the Haar measure µ G : if µ G is rescaled by a positive constant, thenD U is rescaled by the square root of the same constant. We will say, then, thatD U is normalized according to µ G . On the other hand, if a normalization of the left Haar measure on G is not fixed,D U is defined up to a positive factor and we will call a specific choice a normalization of the Duflo-Moore operator. In particular, if G is unimodular, thenD U = I is a normalization of the Duflo-Moore operator; the corresponding Haar measure will be said to be normalized in agreement with the representation U . Moreover, observe that, as a consequence of relation (9) , the dense linear span Dom D −1
U -is stable under the action of U and
From this relation, using the fact that
, we obtain:
We finally note that, in the case where G is not unimodular, a square integrable representation of G cannot be finite-dimensional (since the associated Duflo-Moore operator is unbounded).
Let us list a few basic facts about square integrable representations:
• The square-integrability of a representation is a property which extends to all its physical equivalence class.
• If the representation U of G is square integrable, then the orthogonality relations (8) imply that, for every nonzero admissible vector ψ ∈ A(U ), one can define the linear operator
-sometimes called (generalized) wavelet transform generated by U , with analyzing or fiducial vector ψ -which is an isometry. For the adjoint W ψ * U : L 2 (G) → H of the isometry W ψ U the following weak integral 'reconstruction formula' holds:
The ordinary wavelet transform arises in the special case where G is the 1-dimensional affine group R ⋊ R + * (see [25, 26] ); we will better clarify this point in Sect. 6.
• The isometry W ψ U intertwines the square integrable representation U with the left regular m -representation R m of G in L 2 (G), see ref. [23] , which is the projective representation (with multiplier m ) defined by:
for every f ∈ L 2 (G); namely:
Hence, U is (unitarily) equivalent to a subrepresentation of R m . Note that, for m ≡ 1, R ≡ R m is the standard left regular representation of G.
• Let the group G be compact (hence, unimodular), and letǦ be a realization of the unitary dual of G. In this case, the unitary irreducible representations of G are all finite-dimensional -we will denote by δ(U ) the dimension of the Hilbert space of the representation U ∈Ǧ -and square integrable (since the Haar measure on G is finite and every coefficient of this representation is a bounded function). They are ruled by the Peter-Weyl theorem [22, 27] . Precisely, the Hilbert space L 2 (G) admits the following orthogonal sum decomposition
is an invariant subspace for the regular representation R and the restriction of R to Ran W χn U is unitarily equivalent to U ; therefore, 'U appears with multiplicity δ(U ) in the left regular representation R', namely, R is unitarily equivalent to the representation
3. assuming that the Haar measure µ G is normalized as usual for compact groupsi.e. µ G (G) = 1 -for any φ, ψ we have:
hence, the Duflo-Moore operator associated with the unitary representation U is of the form d U I, where
• Letq,p the standard position and momentum operators in L 2 (R). Then, the map
is a projective representation of the (additive) group R × R. This representation is square integrable and, fixing (2π) −1 dqdp as the Haar measure on R × R, we have thatD U = I; see [17] . Therefore, the Haar measure (2π) −1 dqdp is normalized in agreement with U . If ψ 0 ∈ L 2 (R) is the ground state of the quantum harmonic oscillator, then {U (q, p) ψ 0 } q,p∈R is the family of standard coherent states [28, 29] .
For the reader's convenience, we conclude this section fixing some further notations and recalling a technical result that will be useful later on.
IfĈ is a closable operator in H, the symbolĈ will indicate the closure ofĈ; a core forĈ is a linear span in H, contained in the domain Dom(Ĉ), such that the closure of the restriction ofĈ to this linear span coincides with the closure ofĈ. For any pair of selfadjoint operatorŝ A,B in H, with a slight abuse of notation we will denote byÂ ⊗B the closure of the ordinary tensor product ofÂ byB, closure which is a selfadjoint operator. Given a subspace S of H, we will denote by S ⊥ the orthogonal complement of S in H. We will denote by B(H) the Banach space of bounded linear operators in the Hilbert space H and by · the associated norm. We recall that the Hilbert space of Hilbert-Schmidt operators B 2 (H) in H is a twosided ideal in B(H) [30] ; the associated scalar product and norm will be denoted by ·, · B 2 and · B 2 , respectively. Another two-sided ideal in B(H) is the Banach space of trace class operators B 1 (H) ⊂ B 2 (H). We will often use Dirac's notation for rank-one operators: |φ ψ| χ := ψ, χ φ, for any φ, ψ, χ ∈ H. Given a measure space (X, µ) the locution "for µ-almost all x in X" will be usually substituted by the symbol ∀ µ x ∈ X. The following well known result will turn out to be very useful for our purposes in Sect. 5. Let the measure space (X, µ) be complete, and let {f n } n∈N be a sequence in L 2 (X, µ; C) converging (in norm) to f . If there is a functionf : X → C such that lim n→∞ f n (x) =f (x), ∀ µ x ∈ X, thenf is µ-measurable and we have: f =f , the two functions being regarded as elements of L 2 (X, µ; C) (i.e. the two functions coincide µ-almost everywhere). 4 
Weyl-Wigner quantization-dequantization maps
As we have recalled in the previous section, with every square integrable representation of a l.c.s.c. group G one can associate an isometry -the (generalized) wavelet transform -mapping the Hilbert space of the representation into the space L 2 (G). Beside this map, one can define another important isometry. This isometry maps the space of Hilbert-Schmidt operatorsacting in the Hilbert space of the representation -into L 2 (G). Since it transforms operators into functions, it is called the Wigner (dequantization) map. Its adjoint, which transforms functions into operators, is called the Weyl (quantization) map.
Indeed, we recall that -see [17, 18, 19] -given a square integrable projective representation U : G → U(H) (with multiplier m ), with every Hilbert-Schmidt operatorÂ ∈ B 2 (H) one can suitably associate a function
. Denoting byD U , as in Sect. 2, the Duflo-Moore operator associated with U (normalized according to a left Haar measure µ G on G), consider the following formal definition: S UÂ (g) := tr U (g) * ÂD−1 U . Since the operator U (g) * ÂD−1 U (or, possibly, its closure) is not, generally speaking, a trace class operator, the given definition requires a rigorous interpretation. This can be achieved by suitably restricting the class of Hilbert Schmidt operators for which the definition makes sense, and then extending 'by density' the map obtained in such a way. To this aim, one can exploit the fact that the finite rank operators form a dense linear span FR(H) in the Hilbert space B 2 (H).
Precisely, consider those rank one operators in H that are of the type
The linear span generated by the operators of this form, namely, the set
is dense in FR(H) and, hence, in B 2 (H):
Explicitly, the elements of FR | (H; U ) are those operators in FR(H) that admit a canonical decomposition of the formF
where {φ k } N k=1 , {ψ k } N k=1 are linearly independent systems in H, with {ψ k } N k=1 ⊂ Dom D −1 U . Later on, it will also turn out to be useful the definition of the following dense linear span in
Observe now that, if we set
then, by virtue of the orthogonality relations (8), for any
Therefore, extending the map S U to all FR(H; U ) by linearity, and then to the whole Hilbert space B 2 (H) by continuity, we obtain an isometry
called the (generalized) Wigner map, or Wigner transform, generated by the square integrable representation U . We will denote by R U the range of the isometry S U . It is easy to check that R U depends only on the unitary equivalence class of U . As the reader may prove, if the group G is unimodular (hence:D U = d U I, with d U > 0), then for every trace class operator ρ ∈ B 1 (H) -in particular, for every density operator in H -we have simply:
).
Remark 2 Suppose that U is, in particular, a standard unitary representation, and let V be another square integrable unitary representation of G (acting in a Hilbert space H ′ ), unitarily inequivalent to U . Then, it is easy to show that
where S V is the Wigner map generated by V . Indeed, let W ψ U and W η V be the wavelet transforms generated by U and V , with analyzing vectors ψ ∈ H and η ∈ H ′ , respectively. Relation (16) (with m ≡ 1) implies that the bounded linear map W η * V W ψ U : H → H ′ intertwines the unitary representation U with V ; hence, by Schur's lemma, it must be identically zero. Therefore, we have that
i.e. Ran W
At this point, relation (32) follows observing that
and, of course, an analogous relation holds for the range of S V .
Remark 3 Suppose that the group G is compact -hence, unimodular -and U is a (irreducible) unitary representation. Then, by relation (18), we have:
where the function c U ψ,φ ∈ L 2 (G) is the coefficient defined by (5) . Therefore, by relation (17), we conclude that
where we recall that the symbolǦ denotes a realization of the unitary dual of G.
We will now explore the 'intertwining properties' of the Wigner map S U with respect to the natural action of the group G in the Hilbert-Schmidt space B 2 (H), and to the standard complex conjugation in B 2 (H). To this aim, let us consider the map
defined by
The map U ∨U is a (strongly continuous) unitary representation -even if, in general, the representation U has only been assumed to be projective -which can be regarded as the standard action of the 'symmetry group' G on the 'quantum-mechanical operators' ('observables' or 'states'). Next, let us consider the map
where the function
As the reader may check by means of a direct calculation involving multipliers, the map T m is a unitary representation; the presence of the square root of the modular function ∆ G in formula (40) takes into account the right action of G on itself. Notice that, for m ≡ 1, it coincides with the restriction to the 'diagonal subgroup' of the two-sided regular representation of the direct product group G × G; see [22, 31] .
Proposition 1 The Wigner transform S U intertwines the representation U ∨U with the representation T m ; namely,
Therefore, R U is an invariant subspace for the unitary representation T m and the representation U ∨U is unitarily equivalent to a subrepresentation of T m , i.e. to the restriction of T m to R U .
Proof: Let us first prove that S U U ∨U (g) φψ = T m (g) S U φψ for any rank-one operator φψ of the form φψ ≡ |φ ψ|,
Observe that, for every g ∈ G, we have:
At this point, we can exploit relation (11) and the standard properties of multipliers:
This relation extends to the linear span generated by the rank-one operators of the form (43); i.e. to the dense linear span FR | (H; U ). Therefore, the bounded operators S U U ∨U (g) and T m (g) S U coincide on a dense linear span in B 2 (H); hence, they are equal.
Remark 4 By a procedure analogous to the one adopted for proving relation (42) one can check that
This relation will be useful in Sect. 5.
Let us consider, now, the antilinear map
We leave to the reader the easy task of verifying that the map J m is (well defined and) a complex conjugation in L 2 (G): J m = J * m and J 2 m = I (i.e. J m is a selfadjoint antiunitary map).
Proposition 2 The isometry S U intertwines the standard complex conjugation
in the Hilbert space B 2 (H) with the complex conjugation J m in L 2 (G); namely,
Therefore, R U is an invariant subspace for the complex conjugation J m .
Proof: We will first prove that S U J φψ = J m S U φψ for any rank-one operator φψ of the form
Observe that we have:
where for obtaining the last equality we have used relation (11) . Then, taking into account
, we find:
Extending this relation to the linear span generated by the rank-one operators of the form (50) -i.e. to the dense linear span FR | | (H; U ) in B 2 (H) -and then, by continuity, to the whole B 2 (H) one completes the proof.
Since the generalized Wigner transform S U is an isometry, the adjoint map
is a partial isometry such that
where P R U is the orthogonal projection onto the subspace
. Thus, the partial isometry S * U is the pseudo-inverse of S U and we will call it (generalized) Weyl map associated with the representation U .
Let us provide an expression of the Weyl map. As is well known, the weak integral
defines a bounded operator in H (here the square-integrability of U does not play any role). Then, one can easily prove the following result:
In the case where the group G is unimodular, the following weak integral formula holds:
We will now prove a result that will be useful in Sect. 6.
Proposition 4 Suppose that the Hilbert space H where the representation U acts is a space
a. x ∈ X, and the following relation holds:
we have:
Proof: By definition of the operatorÛ (f) (which involves a weak integral), we have that, for every f ∈ L 1 (G) and any φ, ψ ∈ L 2 (X),
By the arbitrariness of ψ ∈ L 2 (X), relation (59) can be proved showing that
namely, that the iterated integrals in the last member of (61) can be permuted. In fact, since (X, µ) (like (G, µ G )) is a σ-finite measure space, we can use Tonelli's theorem; by this theorem, the Schwarz inequality and the fact that U (g) φ = φ , we have:
Therefore, the function
, and the iterated integrals in the last member of (61) can indeed be permuted.
Star products from quantization-dequantization maps
In this section, we will show that the quantization-dequantization maps previously introduced induce, in a natural way, a 'star product of functions' enjoying remarkable properties. Let U be a square integrable projective representation of the l.c.s.c. group G in the Hilbert space H, and let S U :
i.e. f 1 U ⋆ f 2 is the function obtained dequantizing the product (composition) of the two operators which are the 'quantized versions' of the functions f 1 , f 2 . We will call the bilinear map (64) the star product associated with the representation U .
Before considering the properties of the star product associated with U , it is worth fixing some terminology about algebras. By a Banach algebra we mean an associative algebra A which is a Banach space (with norm · A ) such that
Given Banach algebras A and A ′ , we will say that a linear map E : A → A ′ is an (isometric) isomorphism of Banach algebras if it is a surjective isometry such that E(a b) = E(a)E(b), for all a, b ∈ A. A Banach algebra A -endowed with an involution 5 (a → a * ) -such that
5 Let V be a vector space, and (·, ·) : V × V → V a bilinear operation in V. We recall that an an involution in V, with respect to the bilinear operation (·, ·), is an antilinear map V ∋ a → a * ∈ V satisfying: (a * ) * = a and (a, b)
will be called a Banach * -algebra (Banach star-algebra; of course, the 'star' in * -algebra, which refers to an involution, should not generate confusion with the 'star' product). A Banach * -algebra A is said to be a H * -algebra [32, 33] if, in addition, it is a (separable complex) Hilbert space (with a A = a, a A ) satisfying:
Clearly, condition (66) now means that the involution A ∋ a → a * ∈ A is a complex conjugation (an idempotent antiunitary operator).
Remark 5 The definition of a H * -algebra given above may seem to be stricter than the usual definition. In fact, one usually defines a H * -algebra as a Banach algebra A which is a Hilbert space and satisfies the following condition: for each a ∈ A, there is an element a ⋄ ∈ A (which need not be unique) -an adjoint of a -such that
Let us show that the two definitions are equivalent; i.e. that the usual definition implies the strict definition. We will use some terminology and results from [32, 33] . Let A be a H * -algebra, according to the usual definition. For every element x of a A, the two relations xA = {0} and A x = {0} turn out to be equivalent. The annihilator ideal of A is the set defined by
The annihilator ideal is a selfadjoint 6 closed two-sided ideal in A; the set of all the adjoints of any x ∈ A 0 is A 0 itself. A H * -algebra A is said to be proper (or semisimple) if it satisfies the following two equivalent conditions:
namely, if A 0 = {0}. Every element y of a proper H * -algebra A has a unique adjoint -which we denote by y • -and y A = y • A ; moreover, the map A ∋ y → y • ∈ A is an involution. A H * -algebra A admits an orthogonal sum decomposition of the following type:
where A 0 is the annihilator ideal of A, and A 1 is a closed two sided ideal which (endowed with the restriction of the algebra operation of A) is a proper H * -algebra. We will call A 1 the canonical ideal of A, and we will denote by P A 1 the orthogonal projection onto A 1 . The canonical ideal is characterized by the relation
in the following sense. Suppose thatÃ ⊂ A is a closed two-sided ideal, which is a proper H * -algebra such that a b = PÃ a PÃ b , ∀ a, b ∈ A. Then, it is easy to show thatÃ = A 1 . 7 Let J 0 : A 0 → A 0 be an arbitrary complex conjugation in the annihilator ideal, and J 1 : A 1 → A 1 the involution defined by J 1 y = y • , for any y ∈ A 1 -where y • is the unique adjoint of y 6 A subset E of A is said to be selfadjoint if the set E ⋄ consisting of all the adjoints of the elements of E coincides with the set E itself. 7 Indeed, for each a ∈Ã ⊥ , it is clear that a b = 0, ∀ b ∈ A. Hence,Ã ⊥ ⊂ A0 andÃ ⊃ A1. Now, let c be a vector inÃ. Then, c = c0 + c1, for some c0 ∈ A0 and c1 ∈ A1, and, sinceÃ ⊃ A1, c0 = c − c1 ∈Ã. Therefore, c0 = 0 asÃ is a proper H * -algebra. It follows thatÃ = A1.
belonging to A 1 8 -which is a complex conjugation since y and y • satisfy: y A = y • A . We can now define an antilinear map a → a * in A by setting:
It is clear that this map is an involution that verifies both conditions (66) and (67). It is easy to check that any involution a → a * in A satisfying (66) and (67) must be of the form (73).
A linear map E : A → A ′ -where A, A ′ are H * -algebras -is said to be an isomorphism of H * -algebras if it is a unitary operator such that
As is well known, the Hilbert space B 2 (H) is a proper H * -algebra with respect to the ordinary composition of operators (algebra operation) and to the standard complex conjugation J (involution), see (48).
The star product defined above is characterized by the following result: 
3. L 2 (G) -regarded as a Banach space with respect to the norm · L 2 , and endowed with the the star product associated with U and with the involution J m -is a Banach * -algebra; in particular, it satisfies the relation
closed two-sided ideal in
A U and -endowed with the restrictions of the star product associated with U and of the involution J m (R U is an invariant subspace for J m , see Proposition 2) -is a H * -algebra; 6 . the H * -algebra R U is proper and, for any
hence, R U and its orthogonal complement R ⊥ U are, respectively, the canonical ideal and the annihilator ideal of A U , and the H * -algebra A U is proper if and only if R U = L 2 (G);
the unitary operator
is an isomorphism of (proper) H * -algebras;
8. the canonical ideal R U is an invariant subspace for the representation T m -(see (40)) -and the star product associated with U is equivariant with respect to this representation, i.e.
Proof: Since the star product (·)
is by construction a bilinear map, the vector space L 2 (G) -endowed with this operation -is an algebra. Let us prove that this algebra is associative. Indeed, observe that -using definition (64), and by virtue of the relation S * U S U = I and of the associativity of the H * -algebra B 2 (H) -for any f 1 , f 2 , f 3 ∈ L 2 (G) we have:
From this relation, using again the fact that S * U S U = I and definition (64), we get
Let us now prove that the antilinear map J m is an involution with respect to the bilinear
The first of relations (75) is certainly satisfied (since J m is a complex conjugation in L 2 (G)). In order to prove the second of relations (75), observe that the intertwining relation (49) implies that
The proof of the second of relations (77) is analogous; we leave the details to the reader.
Properties (78) and (79), and the fact that the map (80) is an isomorphism of H * -algebras can be immediately verified by the definition of the star product associated with U . Moreover, R U is a proper H * -algebra, being isomorphic to B 2 (H).
Eventually, we can prove the equivariance relation (81) by a procedure similar to (85). In fact, exploiting the intertwining relation (42), for every f 1 , f 2 ∈ L 2 (G), we have:
The proof is complete. It is interesting to note that the definition of the star product (64) can be suitably generalized. In fact, since B 2 (H) is a two-sided ideal in B(H), with every bounded operatorK ∈ B(H) is associated a bilinear map (·)
Observe that B 2 (H), endowed with the operation (·)
, is an associative algebra, and, ifK is selfadjoint, then J is an involution in B 2 (H) with respect to this operation. Moreover, since
it is clear that, if K ≤ 1, then B 2 (H), (·) •
Main results: explicit formulae for star products
The aim of this section is to provide suitable expressions for the star products associated with square integrable representations that have been defined and characterized in Sect. 4. For the sake of clarity, we will split our presentation into a few subsections. In particular, in Subsect. 5.3 we will prove a simple formula for the star product (·) U ⋆ (·) -see Theorem 2 -and from this formula we will derive various consequences, including an expression for thê K-deformed star product (Corollary 3). We will then show in Subsect. 5.4 -see Theorem 3 -that Theorem 2 can be actually generalized: there is a 'wide range' of possible realizations of the star product (in general, of theK-deformed star product); as we will see, one for each suitably characterized right approximate identity in the H * -algebra B 2 (H). Of course, we could prove Theorem 3 first, and regard Theorem 2 just as a consequence. However, the latter result can be obtained by means of a simpler procedure. So, for the reader's convenience, we prefer to prove it first.
One can find various alternative routes for getting to the main results of this section. We have tried to choose these routes in such a way to allow the reader to achieve a certain insight in 'what is going on'.
Assumptions and further notations
In the following, we will always assume that U is a square integrable projective representation (with multiplier m ) of the l.c.s.c. group G in the Hilbert space H. We will denote, as usual, bŷ D U the associated Duflo-Moore operator, normalized according to a given left Haar measure
We will use -often without any further explanation -the notations and the tools introduced in Sects. 2-4; in particular, we will exploit the orthogonality relations for square integrable representations and the result recalled at the end of Sect. 2.
Before starting our program, it is worth fixing a few additional notations. We will denote by · L 2 lim n→∞ the limit of a sequence in L 2 (G) (converging with respect to the norm · L 2 ). Given a finite or countably infinite index set N , we denote by · L 2 n∈N either simply a finite sum in L 2 (G) (N finite) or an infinite sum in L 2 (G) (converging with respect to the norm · L 2 ). Clearly, analogous meanings will be understood for the symbols · B 2 lim n→∞ and · B 2 n∈N (of course, in this case the relevant space is B 2 (H)), or, in general, · n∈N . Given a bounded operatorB in H, we can define two natural bounded operators in the Hilbert-Schmidt space B 2 (H); i.e. the operators
It is obvious that LB RB ′ = RB ′ LB. In particular, given a vector χ ∈ H, we will denote by R b χ the bounded linear operator in B 2 (H) defined by
where we set: χ ≡ χχ ≡ |χ χ|. It is clear that -for χ nonzero and normalized -R b χ is an orthogonal projector in the Hilbert space B 2 (H).
Remark 6 Let J be a complex conjugation in H (a selfadjoint antiunitary operator). Then, the linear map U J : H ⊗ H → B 2 (H), determined (in a consistent way) by
is a unitary operator (indeed, it is an isometry on the dense linear span generated by the separable elements of H ⊗ H, and the image of this linear span is FR(H), which is dense in B 2 (H)). It is easy to check that U J (I ⊗ χ ) U * J = R b χ ′ , where χ ′ = J χJ = |J χ J χ|. Let {χ n } n∈N be an orthonormal basis in H. One can always choose the complex conjugation J in such a way that J χ n = χ n , for any n ∈ N ; hence: U J (I ⊗ χ n ) U * J = R b χn , with χ n ≡ |χ n χ n |. This choice of J is convenient for noting the fact that the relation · n∈N (I ⊗ χ n Ψ) = Ψ, ∀Ψ ∈ H ⊗ H, is equivalent to · B 2 n∈N R b χnÂ =Â, ∀Â ∈ B 2 (H).
Besides, given a vector χ contained in the dense linear span Dom D −1 U , letχ be the linear operator in H, of rank at most one, defined by
Then, we can consider the bounded linear operator Rχ : B 2 (H) ∋Â →Âχ ∈ B 2 (H). Note that, if the group G is unimodular, we have:
Let us also introduce two integral kernels. Our formulae for star products will be based on these kernels. First -for any bounded operatorK in H and any vector χ ∈ H, contained in the dense linear span Dom D −2
For notational convenience, we set
Exploiting relation (11) and the fact that
we find:
Observe that -since
U χ χ| * -for any g ∈ G, the function
Preliminary results
The following result will turn out to be fundamental for our purposes.
Proposition 7
For every bounded operatorK ∈ B(H), for every function f ∈ L 2 (G) and for every vector χ ∈ Dom D −2 U , the following formula holds:
10 Recall that Ran`D
−1
U´i s a dense linear span in H, stable under the action of the representation U ; hence:
Proof: Indeed, for every f ∈ L 2 (G), we have:
Hence, we conclude that
The proof of formula (107) is complete. At this point, in order to prove the main theorem of this section, we need to pass through three technical results. The first result (Lemma 1) will turn to be useful both in this subsection and in Subsect. 5.4. The third one (Lemma 3) 'essentially contains' the expression of the star product, already, but it requires a refinement (see Proposition 8 below) before getting to the main theorem swiftly.
Lemma 1 For every f ∈ L 2 (G) and for every g ∈ G, the following relation holds:
∀ µ G h ∈ G. Therefore, for any f 1 , f 2 ∈ L 2 (G) and for every g ∈ G, the function
belongs to L 1 (G) and
Proof: Recalling the definition of the representation R m : G → U(L 2 (G)) (see (14) ) and of the complex conjugation J m : L 2 (G) → L 2 (G) (see (47)), we have that, for every f ∈ L 2 (G) and for every g ∈ G,
Observe now that -identifying the group elements g 1 , g 2 , g 3 in relation (3) with g −1 , h and h −1 g, respectively -we have:
From relations (113) and (114) one obtains immediately formula (110).
Lemma 2 For any f 1 , f 2 ∈ L 2 (G) and for every χ ∈ Dom D −2 U , the following relation holds:
Proof: Taking into account (106), by relation (107) -withK = I -we obtain:
At this point, relation (115) is a straightforward consequence of Lemma 1.
Lemma 3 Let χ be a vector belonging to Dom D −2 U . Then, for every φ 1 ∈ H, and for any ψ 1 , ψ 2 , φ 2 ∈ Dom D −1 U -setting, as usual, φ j ψ j ≡ |φ j ψ j |, j = 1, 2 -we have:
Proof: First observe that
∀ h, g ∈ G, where we have used the fact that φ 2 is contained in Dom D −1 U . Then, exploiting relation (118) and the fact that
The proof is complete. As anticipated, the following result can be regarded as a generalization of Lemma 3. It will allow us to prove the main result of this section in a straightforward and transparent way.
Proposition 8 Let χ be a vector contained in Dom D −2
U . Then, for any f 1 , f 2 ∈ L 2 (G), the following formula holds:
Proof: By Lemma 3, relation (121) holds for any pair of functions f 1 , f 2 belonging to the linear span S U (FR | | (H; U )) (see (27) ), which is dense in R U . Moreover -since Ker S * U = R ⊥ U , and R U is an invariant subspace for the complex conjugation J m and for the representation R m -for any pair of functions f 1 , f 2 ∈ L 2 (G), of which at least one is contained in R ⊥ U , we have:
Thus, if f 1 and/or f 2 is contained in R ⊥ U , recalling relation (115) we conclude that
Therefore, relation (121) is satisfied by f 1 , f 2 in the dense linear span S U (FR | | (H; U )) + R ⊥ U . In the case where the Hilbert space H is finite-dimensional (hence, G is unimodular), this linear span actually coincides with L 2 (G) itself and the proof is complete.
Let us assume, instead, that dim(H) = ∞, and let us prove relation (121) for a generic pair of functions in L 2 (G). To this aim, consider first a pair of functions f 1 , f 2 of this kind: f 1 is an arbitrary function contained in the dense linear span S U (FR | | (H; U )) + R ⊥ U , and f 2 any function belonging to L 2 (G). Next, take a sequence of functions
U and converging (with respect to the norm · L 2 ) to f 2 . Then, we have:
On the other hand, by the first part of the proof and by Lemma 2, we have that
From relations (124) and (125) it descends that formula (121) holds true for any pair of functions
. At this point, using this result and a density argument analogous to the one adopted for obtaining it, one proves relation (121) for a generic pair of functions in L 2 (G).
Remark 7
One can arrive at formula (121) by various alternative routes. For instance, one can derive it from Lemma 2 using the intertwining relations (46) and (49). This way will be adopted for proving Theorem 3. The above proof offers the advantage of a direct computation. Another way is to prove that, for every f ∈ L 2 (G),
and from this relation deduce that the function
is equal to the function on the l.h.s. of (121), for all f 1 , f 2 ∈ L 2 (G). Observe that this shows, in particular, that the iterated integrals on the r.h.s. of (121) can be permuted.
Formulae for star products
We are now ready to prove the theorem that can be regarded as the main result of this section. It provides a simple expression for the star product associated with the square integrable projective representation U . 
where the integral kernel κ U (χ n ; ·, ·, ·) :
Proof: In order to prove formula (127) we can exploit relation (121) and the fact that
where χ n ≡ |χ n χ n |; see Remark 6. Indeed, for any
By definition, the last member of (130) is equal to f 1
Remark 8 Taking into account the last assertion of Remark 7, we conclude that the iterated integrals on the r.h.s. of formula (127) can be permuted.
Remark 9
One can readily derive from formula (127) various alternative expressions for the star product; in particular:
The first expression is obtained by relation (106); then, by the change of variables h → gh and
, from the first expression one obtains the other two.
Remark 10 It is rather boring, but straightforward, to check that, for every χ
Since formula (127) does not depend on a specific choice of the orthonormal basis {χ n } n∈N contained in Dom D −2 U (recall that this dense linear span is stable with respect to U ), relation (132) confirms the fact that
-see (81)-i.e. the equivariance of the star product with respect to the representation T m .
Theorem 2 has various implications. First of all, it is remarkable that, in the case where G is unimodular, the star product associated with the representation U admits a simple alternative expression. that the l.c.s.c. group G is unimodular. Then, for any f 
Corollary 1 Suppose
Therefore, for any f 1 , f 2 ∈ R U , the following formula holds:
Proof: Let f 1 , f 2 be functions in L 2 (G). Then -using formula (127), relation (115) and the fact that
On the other hand -by virtue of the continuity of the scalar product in L 2 (G) and of the boundedness of the operators R m (g), J m and S U , and exploiting relations (129) and, then, (110) with (∆ G ≡ 1) -we also have that
Relations (135) and (136) imply that the first of equations (133) holds true; the other two are obtained using the fact that P R U is a projector satisfying R m (g)J m P R U = P R U R m (g)J m .
Remark 11
We stress that the particularly simple formula (134) -differently from formula (127) -holds for any pair of functions f 1 , f 2 ∈ L 2 (G) of which at least one belongs to the (closed) subspace R U of L 2 (G), which is the canonical ideal of the H * -algebra A U , see Proposition 5. The r.h.s. of (134) is a 'twisted convolution' generalizing the standard twisted convolution [20] that appears in the case where G is the group of translations on phase space and U is the projective representation (21) (we will examine this case in Sect. 6).
Let us derive another consequence of Theorem 2. In the case where the group G is compact (hence, unimodular), there is a precise link between the convolution product in L 2 (G) [22] and the star products associated with a realizationǦ of the unitary dual of G. normalized as usual for compact groups, i. e. that µ G (G) = 1. Then, for any f 1 , f 2 ∈ L 2 (G), the following formula holds:
Corollary 2 Suppose that the l.c.s.c. group G is compact and that the Haar measure µ G is
Proof: As is well known, since G is compact, the convolution of any pair of functions in L 2 (G) is again a function belonging to L 2 (G). Moreover, from relation (36) it follows that
hence -denoting by R the left regular representation of G and by J the complex conjugation
-for any
for all g ∈ G. On the other hand, by Corollary 1 we have that
where we recall that δ(U )
Moreover, by relations (79) and (76), for any f 1 , f 2 ∈ L 2 (G) we obtain the following estimate:
Hence, taking into account (78), we see that · L 2 U ∈Ǧ δ(U )
At this point, relations (139) and (142) imply that formula (137) holds true. We will now prove that it is possible to achieve a simple expression of theK-deformed star product associated with the representation U , for every bounded operatorK ∈ B(H). Although this result is more general than Theorem 2 -which corresponds to the case wherê K = I -we will derive it as a consequence of formula (127) for the star product. To this aim, it is useful to observe that, by the definition of theK-deformed star product and the fact that S * U S U = I, we have:
Moreover, for every bounded operatorK in H and for every vector χ contained in Dom D −2 U , let us define an integral kernel κ U (K, χ; ·, ·, ·) : G × G × G → C by setting:
Comparing this definition with (104), it is clear that
Corollary 3 LetK be a bounded operator in H and {χ n } n∈N an orthonormal basis contained in the dense linear span Dom D −2 U . Then, for any f 1 , f 2 ∈ L 2 (G), the following formula holds:
Proof: Taking into account relation (143), we can apply formula (127) for the (standard) star product, and next we use relation (115), thus getting
From (146), by virtue of relations (112) and (107), it follows that
where the last member is obtained by (144). The proof is complete. Formula (145) assumes a remarkably simple form in the special case where the carrier Hilbert space H of the representation U is finite-dimensional (so that the l.c.s.c. group G must be unimodular; see the last assertion of Remark 1).
Corollary 4 Suppose that the Hilbert space H, where the square integrable representation U acts, is finite-dimensional. Then, for any pair of functions
Proof: If H is finite-dimensional, then on the r.h.s. of formula (145) we have a finite sum and D −1
where
by definition of the trace.
Remark 12
Assume that G is a compact -in particular, a finite -group and U is a (irreducible) unitary representation. In this case, formula (148) reads:
where the function C U : G → C is the character of the finite-dimensional representation U ; i.e.
, the obvious equation
translates into the following relation for the character C U :
Thus, we recover results previously found in ref. [16] .
A generalization of Theorem 2
As anticipated, Theorem 2 can be further generalized. This generalization is based on the notion of right approximate identity in a Banach algebra -in particular, in a H * -algebra. We will say that a sequence {T n } n∈N ⊂ B 2 (H) is a right approximate identity in the H * -algebra
n→∞ÂT n =Â, for allÂ ∈ B 2 (H); otherwise stated, if the sequence RT n n∈N of bounded operators in the Hilbert space B 2 (H) is strongly convergent to the identity. As is well known, the H * -algebra B 2 (H) admits an identity if and only if H is finite-dimensional, but it always admits a right approximate identity. For instance, in the case where H is infinitedimensional, for every orthonormal basis {χ n } n∈N in H the sequence { n k=1 |χ k χ k |} n∈N is a right (and left) approximate identity in B 2 (H). This example also provides the link between Theorem 2 and its generalization, i.e. Theorem 3 below.
We will now define a positive selfadjoint operator in the Hilbert space B 2 (H) induced by the Duflo-Moore operatorD U . In the dense linear span FR | (H; U ) ⊂ B 2 (H) -see (24) -we can define the linear operator X • U as follows:
where a canonical decomposition ofF is given by (26) . It is easy to check that X • U is a symmetric operator in the Hilbert space B 2 (H); hence, it is closable. Denoting by X U the closure of X • U -i.e. X U ≡ X • U -for every complex conjugation J in H, we have:
where U J is the unitary operator determined by (101). X U is a positive selfadjoint operator (since it is unitarily equivalent to I ⊗ (JD (24)) defined by
The elements of FR || (H; U ) are those finite rank operators in H that admit a canonical decomposition of the formF
where {φ k } N k=1 , {χ k } N k=1 are linearly independent systems in H, with {χ k } N k=1 ⊂ Dom D −2 U . It is clear that, ifF is positive selfadjoint, then one can set φ k = χ k in (157) (in particular, one can always choose the vectors {χ k } N k=1 mutually orthogonal). Also note that, for everŷ F ∈ FR || (H; U ), since the operator X • UF belongs to FR | (H; U ), we have:
where a canonical decomposition ofF is given by (157). Moreover -since, for any complex
LetK be a bounded operator in H andT an Hilbert-Schmidt operator contained in the dense linear span Dom X 2 U . In association with these operators, we can define the integral kernel γ U (K,T ; ·, ·) : G × G → C as follows:
Observe that -since, by virtue of the intertwining relation (49), S UÂ * = J m S U (Â * ) * , ∀Â ∈ B 2 (H) -we have:
In the case whereT ≡F is a positive selfadjoint belonging to FR || (H; U ) -let N k=1 |χ k χ k | be a canonical decomposition ofF -the integral kernel (159) has the following form (compare with (103)):
The following result shows that with every suitable right approximate identity in B 2 (H) is associated a formula for theK-deformed star product (·)
, formula that (taking into account (161)) extends the first of the expressions (131) for the star product.
Theorem 3 LetK be a bounded operator in H, and let {T n } n∈N be a right approximate identity in the H * -algebra
, the following formula holds:
Proof: Since the proof goes along lines similar to those already traced in Subsects. 5.2 and 5.3, we will be rather sketchy. For the sake of clarity, we subdivide our argument into a few steps.
1) Let us first show that, for everyF ∈ FR
|| (H; U ) ⊂ Dom X 2 U and every f ∈ L 2 (G), we have:
In fact, if N k=1 |φ k χ k | is a canonical decomposition ofF , taking into account relation (158) we find that
2) Let us observe the following fact. LetĈ be a selfadjoint operator in a (complex separable) Hilbert space S, and let S 0 be a dense linear span in S contained in Dom Ĉ 2 ; we suppose, furthermore, that S 0 is a core for the positive selfadjoint operatorĈ 2 . Then, for every vector ϕ ∈ Dom Ĉ 2 , there exists a sequence {ϕ n } n∈N ⊂ S 0 such that both lim n→∞ ϕ − ϕ n = 0 and lim n→∞ Ĉ 2 (ϕ − ϕ n ) = 0. These two relations imply that lim n→∞ Ĉ (ϕ − ϕ n ) = 0, as well. Indeed, this fact can be easily checked in the case where S is a space of square integrable functions andĈ is a multiplication operator by a measurable function -hint: an unbounded multiplication operator can be written as the sum of a (bounded) multiplication operator by a function of modulus not larger than one and, possibly, of a multiplication operator by a function of modulus larger than one, these two functions having disjoint supports. Hence, by virtue of the spectral theorem in 'multiplication operator form' -see [30] -this property holds true for a generic selfadjoint operatorĈ.
3) It is possible to generalize formula (163); i.e. one can prove that, for everyT ∈ Dom X 2 U and every f ∈ L 2 (G), the following relation holds: 
. (166) On the other hand, for every f ∈ L 2 (G) and every g ∈ G, we also have that
From (166) and (167) it follows that relation (165) holds true.
4)
Let us now prove that, for everyT ∈ Dom X 2 U and any pair of functions
Indeed, according to relations (165) and (112), for any f 1 , f 2 ∈ L 2 (G) we have:
Then, using the intertwining relation (49) and relation (46), we find that
The next step is to show that, for everyT ∈ Dom X 2 U and any
We will first give a proof of this relation in the case whereT ≡F ∈ FR || (H; U ). In fact, considering a canonical decomposition N k=1 |φ k χ k | ofF , we get:
Next, letT be a generic Hilbert-Schmidt operator in Dom X 2 U , and let {F l } l∈N be a sequence in FR
where we have used relation (172) and the fact that · B 2 lim l→∞ RF lÂ = RTÂ, for everŷ A ∈ B 2 (H). Moreover, we also have that
for all g ∈ G. From (173) and (174) it follows eventually that relation (168) holds true.
6)
Relations (168) and (171) imply that, for everyT ∈ Dom X 2 U and any pair of functions
7) Finally, as in the proof of Theorem 2, one can exploit relation (175), the boundedness of the Wigner map and the fact that the sequence {T n } n∈N is a right approximate identity for obtaining formula (162).
The proof is complete.
Applications
In this section, we will consider two simple -but extremely significant -applications of the theory developed in Sects. 3-5. We will first consider the case of a square integrable -genuinely projective -representation of a unimodular group; i.e., the group of translations on phase space. The analysis of this case leads to the Grönewold-Moyal star product, i.e. the prototype of star product. Next, we will study a case where square integrable unitary representations are involved of a group which is not unimodular; namely, the 1-dimensional affine group. As already mentioned, this group is at the base of wavelet analysis.
The group of translations on phase space
Let us consider the group of translations on the (1 + 1)-dimensional phase space, namely, the additive group R × R (the extension to the (n + n)-dimensional case is straightforward). As is well known (see, e.g., ref. [34] ), the map
-whereq,p are the standard position and momentum operators -is a projective representation of the unimodular group R × R, representation which we will call (with a slight abuse of terminology) Weyl system. The Weyl system is -as already observed in Sect. 2 -a square integrable representation. It 'encodes' the canonical commutation relations of quantum mechanics (in the integrated form), as shown by the last two members of (177). The (generalized) Wigner transform associated with the Weyl system is not the standard Wigner transform but the so-called Fourier-Wigner transform [35] . In fact, it turns out that these maps are related by the symplectic Fourier transform, i.e. by the unitary operator
Recall that F sp enjoys the remarkable property of being both unitary and selfadjoint:
As already mentioned in Sect. 2, (2π) −1 dqdp is the Haar measure on R × R normalized in agreement with the Weyl system U . Then, in this case, the generalized Wigner transform S U is the isometry from
The multiplier m : (R × R) × (R × R) → T associated with U is of the form
Hence, for the function (41)) we find, in this case, the following expression:
namely, the twisted product (see [20] ). Using the fact that T = F sp S U and T * = S U F sp , we obtain that
f (·, ·) is the integral kernel associated with the Hilbert-Schmidt operator S *
Of course, what we have found -i.e. S *
≤ f 2 L 2 -is coherent with the fact that the Weyl map S * (±) is a partial isometry. Now, let f be a generic function in L 2 (G) and
fn } n∈N converges in L 2 (R ± * × R ± * ) to the integral kernel of the Hilbert-Schmidt operator S * (±) f , kernel which for the moment is still 'unknown'. But, arguing as in (206), we see that the function ς
It follows that the integral kernel of S * (±) f is ς
f for every f ∈ L 2 (G). Moreover, we have that
Therefore, denoting by R (±) the range of the Wigner map S (±) (we know that R (−) ⊥ R (+) , see
⊥ -the following relation must hold:
Let us now consider the star products in L 2 (G) associated with the square integrable representations U (−) and U (+) . By definition -see (64) -we have
Exploiting the results of Sect. 5 we can provide explicit formulae for these star products. Let {χ
For instance, one can choose the Laguerre functions
where, of course, L k is the Laguerre polynomial of order k. According to the main result of Sect. 5 -see Theorem 2 -we have:
where the integral kernel κ (±) χ 1. the projection onto L 2 (R ± * ) (regarded as a subspace of L 2 (R)) of the Fourier transform of ψ belongs to Dom D (±) , i.e.
2. denoting by ε R ± * the characteristic function of the subset R ± * of R, 11 the vectorŝ
are both normalized, i.e.
One can obtain a variant of the scheme analyzed above by allowing both positive and negative dilations; this variant is widely exploited in wavelet analysis, see [26] . It amounts to considering the semidirect product R⋊R * , with R * denoting the group of nonzero real numbers (with respect to multiplication). This semidirect product group admits a single square integrable irreducible representation, up to unitary equivalence; namely, the unitary representation
Of course, one can repeat for R ⋊ R * the same analysis performed for the group R ⋊ R + * . We leave this analysis as an exercise for the reader.
Conclusions, final remarks and perspectives
In this paper we have considered star products from a purely group-theoretical point of view. In particular, we have not assumed to deal with Lie groups, but, in general, with locally compact topological groups. Therefore, our treatment allows us to include in a unified framework, for instance, all the finite groups (in the paper regarded as compact groups). This feature is certainly appealing in view of the increasing interest in realizing quantum mechanics on discrete spaces (see [40] and references therein). We think, in particular, that applying our results to a formulation of quantum mechanics on finite groups would be extremely interesting.
Let us briefly review the main points of our work. We have first recalled -see Sect. 3 -that with a square integrable (in general, projective) representation U : G → U(H) of a locally compact group G are naturally associated a dequantization (Wigner) map S U , which is an isometry, and its adjoint, the quantization (Weyl) map S * U . The standard Wigner and Weyl maps are recovered in the case where the group under consideration is the group of translations on phase space, up to a (symplectic) Fourier transform. We stress that this Fourier transform does not play any -mathematically or conceptually -relevant role; essentially, it allows to obtain the usual quantization rule for the functions of position and momentum.
Next, in Sect. 4, we have observed that by means of the quantization and dequantization maps associated with the representation U one can define a star product of functions enjoying remarkable properties. Endowed with this product and with a suitable involution, the Hilbert space L 2 (G) becomes a H * -algebra A U , and -regarding G as a 'symmetry group' of a quantum 11 Observe that the orthogonal projection of L 2 (R) onto L 2 (R ± * ) is just the multiplication operator by ε R ± * . system -the star product is, by construction, equivariant with respect to the natural action of G in A U , i.e. the action with which the standard symmetry action of G on states or observables in the Hilbert space H is intertwined via the Wigner map. Observe that the star product associated with U is such that the canonical ideal of A U -ideal which coincides with the range R U of S U -is a simple H * -algebra (see [32, 33] ), isomorphic to B 2 (H). It is clear that the algebra A U is commutative if and only if dim(H) = 1 (in this case, the squareintegrability of U forces the group G to be compact). Observe moreover that, in the case where G admits various (unitarily) inequivalent unitary representations, one can define more general star products by forming suitable 'orthogonal sums' of 'simple' star products; see, e.g., formula (218). In Sect. 4, we have also considered an interesting deformation of the star product associated with U , namely, theK-deformed star product, and studied its main properties. We will consider applications of this deformed product elsewhere. At this point, our main task has been to derive explicit formulae for the previously defined star products. This task has been accomplished in Sect. 5. We have shown that for every orthonormal basis contained in the domain of the positive selfadjoint operatorD −2 U (withD U denoting the Duflo-Moore operator associated with U ) one has a realization of the star product, see Theorem 2; more generally -see Theorem 3 -for every suitable right approximate identity in the H * -algebra B 2 (H) one can provide a realization of theK-deformed star product. In the case where the group G is unimodular, the star product of two functions belonging to the range of the Wigner map S U assumes the particularly simple form of a 'twisted convolution', which reduces to the standard convolution if U is a unitary representation. It is interesting to note, incidentally, that it is the Banach space L 1 (G) which is usually endowed with the structure of a Banach * -algebra by means of convolution [22] , while in L 2 (G) the convolution product is, in general, an 'ill-posed' operation. Namely, if the convolution product exists and belongs to L 2 (G) for all pairs of functions in L 2 (G), then the group G must be compact (recall, however, that by Hölder's inequality the convolution of any pair of functions in L 2 (G) does exist, for G unimodular). This is a particular case (p = 2) of the classical 'L p -conjecture' (p > 1), which has been finally proved (in its general form) in 1990 by Saeki [41] . Therefore, the whole vector space L 2 (G) can be endowed with the structure of an algebra by means of the convolution product if and only if G is compact.
Consider, now, the specific case where the group G is compact. In this case, one obtains a nice decomposition formula for the convolution in L 2 (G) in terms of the star products associated with a realization of the unitary dualǦ of G; see Corollary 2. The Hilbert space L 2 (G), endowed with the convolution product and with the involution (138), is a H * -algebra which we denote by L(G). The orthogonal sum decomposition (36) -complemented by formula (137) -can be regarded as the decomposition into minimal closed (two-sided) ideals of L(G) prescribed by the 'second Wedderburn structure theorem for H * -algebras' [32, 33] . Any of these ideals -say R U = L 2 (G) [U ] -is a simple finite-dimensional H * -algebra which is embedded, in a natural way, in the H * -algebra A U determined by the star product (151) and by the involution (138); precisely, as already observed, R U is the canonical ideal of A U . It is actually the interest in the algebra L(G) that motivated Ambrose's study of H * -algebras [32] . On our opinion, the formalism of star products provides a concrete and conceptually clear framework for Ambrose's ideas.
It is worth noting that -differently from the quantization-dequantization scheme which has been recently developed in ref. [17] -in the 'Weyl-Wigner approach' that is considered in the present contribution there is no canonical way for representing a generic quantum observable as a suitable 'phase space function' since, for H infinite-dimensional, B 2 (H) B(H) (in the case of the standard Weyl quantization, this problem has been studied, for instance, in [42] ). This feature, of course, reflects into the fact that there is no standard way for representing within the framework considered here the product of a generic quantum observable by a state as a star product of functions. However, we believe that suitably extending the domain of the first argument of the star product -this time defined as the r.h.s. of (127) -from L 2 (G) to some larger space of functions (or distributions), and, possibly, restricting the domain of the second argument, one should be able to generalize the results obtained in the paper. This interesting topic will be the object of further investigation.
One can, in principle, elaborate several examples of star products defined along the lines traced in the present paper that are potentially relevant for applications. In addition to the case of compact groups, for all groups admitting square integrable projective representations it is possible to define star products of functions. In Sect. 6 we have considered the significant examples of the group of translations on phase space and of the affine group, but, of course, several other examples would deserve attention. As an example, we mention the group SL(2, R). According to classical results due to Bargmann [43] , this group admits a (infinite) countable set of mutually inequivalent square integrable unitary representations -the 'discrete series' -with carrier Hilbert spaces consisting of suitable holomorphic functions on the upper half plane.
A wide class of groups with important applications in physics and related research areas (in particular, signal analysis) is formed by the semidirect products with an abelian normal factor. For these groups square integrable representations can be suitably characterized, see [38] , and examples of such groups, admitting square integrable representations and having remarkable applications, can be found in refs. [18, 19] . From the point of view of signal analysis, the image through the Weyl map of a function in L 2 (G) can be regarded as a localization operator of a different kind with respect to the localization operators usually considered in wavelet and Gabor analysis [26] . Thus, the star product provides a way for characterizing the product of two localization operators. Possible applications of our results to signal analysis is a further topic that we plan to investigate in the future.
