In this paper, we describe a new method for extracting monolingual collocations. The method is based on statistical methods extracts. VN collocations from large textual corpora. Being able to extract a large number of collocations is very critical to machine translation and many other application. The method has an element of snowballing in it. Initially, one identifies a pattern that will produce a large portion of VN collocations. We experimented with an implementation of the proposed method on a large corpus with satisfactory results. The patterns are further refined to improve on the precision ration.
The algorithm
We used Sinorama Corpus to develop methods for extracting monolingual collocations. A number of necessary preprocessing steps were carried out. Those preprocessing steps include:
1. Part of speech tagging for English and Chinese test 2. N-gram construction 3. Logarithmic likelihood ratio (LLR) computation
Extraction of English VN collocations
In our research, we discovered some problems about XTRACT. The problems with XTRACT include:
1. XTRACT produce a list of collocation types rather than instances. 2. XTRACT is complicated because it requires thresholds for three statistical measures.
3. There is no systematic way of setting thresholds for a certain level of confidence. 4. XTRACT is based on the author's intuition about collocation. 5. XTRACT does not provide explicitly types of collocation.
For the above reasons, we decided to research and explore new methods for extracting monolingual collocations.
Step1: Computing such VN types with high counts
The method has an element of snowballing in it. Initially, one identifies a pattern that will produce a large portion of VN collocation. We started with the following pattern(1):
By extracting such VN types with high counts, we got a list of highly likely collocation types. In addition, we also take the passive form(2) of VN into consideration:
The list is further filtered for higher precision: the pairs with LLR lower than 7.88 (confidence level 95%) are removed from consideration.
Step2: Extracting VN patterns from corpus
After obtaining the list, we gather all the instances where the VN appears in the corpus. From the instances, we compute the following patterns(3) for extracting VN collocations:
POS preceding V POS sequence between V and O (3) POS following O
and we also consequently consider the passive form and its context: Log-likelihood ratio : LLR(x;y)
k 1 : # of pairs that contain x and y simultaneously. k 2 : # of pairs that contain x but do not contain y. n 1 : # of pairs that contain y n 2 : # of pairs that does not contain y p 1 =k 1 /n 1, p 2 = k 2 /n 2 , p = (k 1 +k 2 )/(n 1 +n 2 ) POS preceding O POS sequence between O and V (4) POS following V 2.1.3 Step3: Manipulating the correct structure statistics of VN patterns
We eliminated patterns that appear less than three times. These patterns are much more stringent than pattern we started out with. These patterns help us get rid of unlikely VN instances such as "make film" in "make a leap into TV and film," since the POS sequence of "a leap into TV and" has a low count in the initial batch of "likely" collocations. On the other hand, "make film" in "make my first film" would be kept as a legistimate instance of VN, since the pos sequence of "my first" has rather high count in the initial batch of "likely" collocations.
Actually, the POS sequences of intervening words has a skew distribution concentrating on a dozen of short phrases(see Table1) : These patterns can be coupled with other constraints for best results:
1. No punctuation marks should come between V and O 2. The noun closest to the verb takes precedence
For now, we only consider verbs with two obligatory arguments of subject and object. Therefore, we exclude instance like (make, choice) in "make entertainment at home a choice." We plan to extract VN in three-argument proposition separately.
The other issue has to do with data sparseness. For collocation types with low count, the estimation of LLR is not as reliable. In the future, we will also experiment with using search engine such as Google to estimate word counts and VN instance count for more reliable estimation of LLR.
XTRACT does not touch on the issue of identify VN collocation instances in (6) and exclude that in (5). In our research, we explored the identification of collocation instances and attempt to avoid cases that maybe a correct collocation type but not a correct collocation instance.
… make a leap into TV and film… (5) … made great efforts to promote documentary film… (6)
Example
To extract VN collocations, we first run part of speech tagging on sentences. For instance, we get the results of tagging below :
He/pps defines/vbz success/nn for/in a/at paper/nn as/cs not/* needing/vbg to/to exert/vb political/jj influence/nn or/cc obtain/vb financial/jj subsidies/nns ,/, but/cc rather/rb being/beg able/jj to/to rely/vb wholly/rb on/in content/nn to/to attract/vb readers/nns that/cs in/in turn/nn attract/vb advertisers/nns ,/, and/cc thus/rb keep/vb afloat/rb by/in its/pp$ own/jj efforts/nns ./.
After tagging English sentences, we construct N-gram extracted likely VN types with high count from bigram, trigram and fourgram. We then obtained got a list of highly likely collocation types ( Table 2 ). The pairs with LLR lower then 7.88 are eliminated from Table 2 . If the pair appeared less than once. we also eliminated the pair.
After obtaining likely collocation types, we gathered all instances where the VN appears in the corpus. The distance between the verb and the object is at most five words. Both of the words before the verb and after the object are recorded. Table 3 shows those patterns of VN instances. Table 2 A list of highly likely collocation types We worked with around 50,000 aligned sentences from the Sinorama parallel Corpus in our experiments with an implementation of the proposed method. The average English sentence had 43.95 words. From the experimental data, we have extracted 17,298 VN collocation types. Then, we could obtain 45,080 VN instances for these VN types. See Table 3 for some examples for the verb "influence."
We select 100 sentences from the parallel corpus of Sinorama magazine to evaluate the performance. A human judge majoring in English identified the VN collocations in these sentences. The manual VN collocations are compared with the instances extracted from the corpus and the result is showed in the Appendix. The evaluation indicates an average recall rate of 74.47% and precision of 66.67 %. It is very difficult to evaluation the experimental results. There were obvious and clear-cut collocations and non collocation, but there were a lot of cases such as "improve environment" and "share housework" that were difficult to judge and may be evaluated differently by different people. There is room for improvement as far as recall and precision ratios are concerned. Nevertheless, the extracted VNs are very diverse and useful for language learning purpose.
Discussion
The proposed approach offers a simple algorithm for automatic acquisition of the VN instances from a corpus. The method is particularly interested in following ways:
i.
We use a data-driven approach to extract monolingual collocations.
ii. The algorithm is applicable to elastic collocations.
iii. Systematic way of setting thresholds for a certain level of confidence iv. We could obtained instances of VN collocation through the simple statistical information.
While Xtract extracts VN types, we focus on the VN instances. It is understandable that we would get slightly lower recall and precision rates.
Conclusion & Future work
In this paper, we describe an algorithm that employs statistical analyses to extract instance of VN collocations from a corpus. The algorithm is applicable to elastic collocations. The main difference between our algorithm and Xtract lies in that we extract the instances from the sentence instead of extracting the VN types directly.
Moreover, in our research we observe other types related to VN such as VP (ie. verb + preposition) and VNP (ie. verb + noun + preposition). In the future, we will further take these two patterns into consideration to extract more types of verb-related collocations.
