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1. INTRODUCTION 
The purpose of this paper is to study the incomplete Cauchy problem 
U”(t)EAU(t), o<t<x, 
u(0) = x, 
sup(ju(t)~:t30~<c, 
(1.1) 
where A is a nonlinear (possibly discontinuous and set-valued) m-accretive 
operator in a Banach space (A’, 1 I). 
It is natural to consider such a problem because the corresponding com- 
plete Cauchy problem is not well posed, even if A is linear. Problem (1.1) is 
also of interest because of its relationship to fractional powers of linear 
operators and to interpolation theory, as well as to certain problems in 
probability and in optimization theory. It has applications to (nonlinear) 
partial differential equations and to variational inequalities. See [4] and 
[ 151 for more details. 
In Section 2 we establish the existence of solutions to (1.1) (Theorem 2.8) 
and to the boundary value problem (2.24) (Theorem 2.9). Theorem 2.10 
provides us with a connection between these two problems. These theorems 
are preceded by several differentiation and convergence lemmata, as well as 
by several lemmata in accretive operator theory. They are followed by a 
proposition in the geometry of Banach spaces. 
In Section 3 we use the results of Section 2 to construct a class of non- 
linear semigroups with some remarkable properties (Theorems 3.1 and 3.2). 
Theorem 3.1, for example, shows that these semigroups have a smoothing 
effect on initial data. This fact, as well as (2.22), are reminiscent of the 
properties of the nonlinear semigroups generated by subdifferentials in 
Hilbert space and of linear analytic semigroups. These results, previously 
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known only in Hilbert space [3, 71, provide a partial solution to the 
problem raised by H. Brezis [S, Problem 7, p. 1641 and V. Barbu [4, 
p, 1881 in their books. In addition to regularity results, Section 3 also con- 
tains two theorems on the asymptotic behavior of these semigroups 
(Theorems 3.4 and 3.5). To each such semigroup there corresponds, by 
[24, Theorem 3.41, a unique m-accretive operator A 1,2 which generates it 
via the exponential formula. When A is linear, A,,, coincides with the 
square root of A [2]. In contrast with the linear case, we do not know how 
to construct A,,, directly from A. Nevertheless, we are able to show that 
A,,, inherits some of the properties of A (Theorems 3.6 and 3.7). We con- 
clude this section with a convergence result (Theorem 3.8). 
In Section 4 we study the difference inclusions (4.1) and (4.2) which are 
the discrete analogs of the differential inclusions (1.1) and (2.24) respec- 
tively. We prove existence theorems (Theorems 4.1 and 4.2) as well as 
several results on the asymptotic behavior of the solution to (4.1). 
Theorem 4.3 is concerned with weak convergence, while Theorem 4.4 deals 
with strong convergence. 
The last section, Section 5, is devoted to a brief discussion of the quasi- 
autonomous problems (5.1) and (5.2). 
Although our main interest is in special or general Banach spaces, some 
of our results seem to be new even in Hilbert space. See, for example, 
Theorems 3.8 and 4.4. The Banach space setting has required new ideas in 
the proofs of the other results as well. 
Some of the results presented here were previously announced in [30]. 
2. EXISTENCE 
In this section we establish the existence of solutions to the incomplete 
Cauchy problem (1.1) and to a related boundary value problem. Certain 
other facts are also included. 
Let X be a real Banach space, and let I denote the identity operator. 
Recall that a subset A of Xx X with domain D(A) and range R(A) is said 
to be accretive if 
Ix1 -%I 6 Ix, -x* +r(y, -yz)l 
for ail [xi, vi] E A, i= 1, 2, and r>O. The resolvent J,: R(Z+rA)+D(A) 
and the Yosida approximation A r: R(Z+ rA) + R(A) are defined by J, = 
(I+ t-A)-’ and A, = (I- Jr)/r, respectively. An accretive operator is called 
m-accretive if R(Z+ A) = X. (It then follows that R(Z+rA) = X for all 
positive r.) 
Consider now the problem (1.1) where A is an m-accretive operator with 
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0 E R(A). First, observe that without loss of generality we may assume that 
0 E AO, and then define an accretive operator .cyl in E = L’(0, x; X) by 
LEMMA 2.1. The operator .zl is m-uccretiw. 
Proof: Given .f‘ in E, we define g by g(t) = (I + A ) ’ f(t) for almost all 
t. Since the resolvent (I + A) ’ is nonexpansive and (I+ A) ‘(0) =O, 
Ig(t)l<I,f(t)I for almost all t and gEE. Thus ,fcg+Ag and 
R(l+.d)=E. 
Given x in X we now define another operator B in E by 
B= {[u, V]C Ex E: UE W*.*(O, co; X), u(O)=xand u(t)= -u”(t) 
for almost all t > 0). 
Recall that each function in W’.2(0, a; A’) coincides almost everywhere 
with a function u in C’ ([0, x); X) such that U’ is locally absolutely con- 
tinuous and U” belongs to L2(0, rj; X). 
LEMMA 2.2. The operator B is m-accretive. 
Proof Given f‘ E E and a > 0, define u: [0, XI ) --f E by 
u(t) = 1’ g(t, r) .f’(r) dr, o<t<rj, 0 
where 
and b= 114. 
g(t, r) = 
bsh(br)e “, rgt 
bsh(bt)e hr, r3t 
Since jc g(t, r) dr = 1 - e ” and j$ g(t, r) dt = 1 -e hr, we have 
IN(f)l*G(/’ g(t,r)drj(/i g(t,r)ll.(r)12dr] 
0 0 
and 
d .r x s(t~r)l.f’~r)l*dr 0 
d i‘ oi I.f’(r)I’dr. (2.1) 
INCOMPLETE CAUCHY PROBLEM 517 
It follows that u is the unique solution to the problem 
-au”(t)+u(t)=f(t), o<t<co, 
u(0) = 0, (2.2) 
24 E L2(0, Co; X). 
Now let u1 and u2 belong to the domain of B. Then U= U, - u2 is the 
solution to (2.2) with f = U, - u2 + a(Bu, - Bu,). Since 11 u (1 6 I/ f II by 
(2.1), B is seen to be accretive. To see that it is, in fact, m-accretive we have 
to solve the problem 
-aw”(t)+w(t)=f(t), o<t<co, 
w(0) =x, (2.3) 
w E L2(0, co; X). 
To this end, we first solve (2.2) and then observe that the function 
W: [0, co) + E defined by 
w(t) = u(t) + e- hrX, o<t<al, 
is the solution to (2.3). This completes the proof. 
Since the Yosida approximation &r : E + E of d is Lipschitzian, JZ$ + B 
is also m-accretive, and we can solve equation 
.dru+ Bu+pu=O (2.4) 
for all positive r and p. Since (c&ru)(t) = A,u(t) for almost all t, II is the uni- 
que solution of the problem 
u”(t)=A,u(t)+pu(t), o<t<m, 
u(0) = x, (2.5) 
24 E L2(0, co; X). 
Since A, is Lipschitzian, this solution u belongs in fact to C2( [0, co); X) 
and u”(t) is locally absolutely continuous. If, in addition, the Banach space 
X has the Radon-Nikodym property, then u”‘(t) exists almost everywhere. 
Recall that the duality map J from X into the family of nonempty subsets 
of its dual X* is defined by 
J(x)= {x*EX*: (x,x*)= Ix12= 1x*1’}. 
It is single-valued if and only if X is smooth. An operator A in X is 
409 II7 2.14 
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accretive if and only if for each y, E Ax,, i = 1, 2, there exists j in J(s, - .v>) 
such that (J, - J‘?, j) 3 0. The duality map J: X-r X* is uniformly con- 
tinuous on bounded sets if and only if X is uniformly smooth (equivalently, 
if and only if X* is uniformly convex.) 
To analyze the behavior of the solutions of (2.5) as r + 0 + we need the 
following perturbation lemma for accretive operators. 
LEMMA 2.3. Let A and B be two m-accretive operators in a uniformly 
smooth Banach space X. For a ,fixed p > 0, consider the solutions x, of the 
inclusion OE Arx, + Bx, + px,. If {x,} and { A,.u,} remain bounded as 
r + 0 + , then x, converges strongly as r + 0 + to x E D(A) A D(B) and 0 E 
Ax + Bx + px. 
Proof: Let the sequence {r,,} converge to 0, and denote x,~ by x,, and 
- A,“.~,, - px,, E Bx, by h,. Since 
PI-~, -x,, 1’6 -(A,,x, -A,nxx,,, J(-x, -,x,)-JJ(Jr,x, -J,sx,,)) 
and J is uniformly continuous on bounded subsets of X, the boundedness 
of b4 and Mm xn} implies that {xn} is a Cauchy sequence. Let it con- 
verge to x, and let subsequences of { A,“x,,} and {h,) converge weakly to a 
and h, respectively. Since both A and B are demiclosed, a E Ax, h E Bx, and 
a + b + px = 0. Since x must be unique, the strong lim, _ (, + X, = x and the 
proof is complete. 
We shall also need the following differentiation and convergence lem- 
mata. The first of these is essentially known. 
LEMMA 2.4. Let J: X+X* be the duality map qf a smooth Banach space 
X, u: [0, co)-+X, and define p: [0, x))+ [0, m) byp(t)=f Iu(t)l*. !f u is 
differentiable, then so is p and p’(t) = (u’(t), Ju(t)) for all t. 
The duality map J is always monotone. We shall say that it is strongly 
monotone if there is a positive constant A4 such that 
(x - y, Jx - Jy) 3 M I x - I’ 1’ (2.6) 
for all x and y in X. 
LEMMA 2.5. Suppose u: [0, T] -+X is continuously differentiable, u’ is 
absolutely continuous, and u” E L’(0, T; X). lf J: X-r X* satisfies (2.6) and 
q: [0, T] + R is defined by q(t) = (u’(t), Ju(t)), then 
(a) q is dtfferentiable almost everywhere; 
(b) j:.q’(r)drGq(t)-q(s)forallOds<tdT; 
(C) q’(t)a(u”(t),Jz4(t))+M\u’(t)12.for almost all t. 
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Proof: Since 
u(r)=u(.s)+(r-s)u’(s)+~‘(~-r)u”(r)dr, 
s 
we see that for 0 <s < t d T, 
s(t) - q(s) 
= 0 ’ u”(r) dr, Ju( t) s 
+ u(t)-U(S)-Ji 
( 1 
b -([y lu”(r)l dr) lull 
lu”(r)l dr 
> 
(l4t)l + l4~)I)l(f--S) 
2 -38 
1 
’ lu”(r)l dr, 
s 
where B = max { 1 u(t) I : 0 6 t < T}. Denoting - 3 B J; ( u”(r) 1 dr by G(t), we 
conclude that q(t) - q(s) > G(t) - G(s) and that q - G is nondecreasing on 
[0, r]. Hence q - G is differentiable almost everywhere and so is q. This 
proves (a). We also have 
s , (q - G)‘(r) dr f q(f) - G(t) - q(s) + G(s), ., 
which implies (b). Finally, to establish (c), we note first that 
Ix+y12-lx12-2(y,Jx) 
=2Ji (y,J(x+r”~)-Jx)drbMIyl* 
for all x and y in A’. Therefore 
p(t+ h) - p(t) - (u(r + A) - u(t), h(t)) 
>((M/2) (u(t+h)-u(t)12 
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p(r-II)-p(t)-(u(t-/I)-u(t),Ju(t)) 
>(M/2) IU(t-~h)-U(t)~2, 
where we have used the notation of Lemma 2.4. Hence 
At + A) - &7(t) + P(f - A) 
-(u(t+h)-2u(r)+u(r-h),Ju(t)) 
~(M/2)(Iu(t+h)-u(t)l’+Iu(t-h)-u(t)l’) 
and (c) follows. 
LEMMA 2.6. Let X he reflexive and let {u,,} be a bounded sequence in 
IV*-*(O, a3; X). Zf u, + u in L*(O, co; X), then u E W232(0, CO; X) and 
(4 u;-u’ in L*(O, co; X); 
(b) uL--u” in L*(O, 00; X); 
(c) 24, + u in C([O, 03); X); 
(d) u:(t)-u’(t) in Xfor all t 20. 
Proof: Every weak subsequential limit of {u:} ( (u:} ) coincides with the 
distributional (second) derivative of U. Since L2(0, co; X) is reflexive, parts 
(a) and (b) f 11 o ow. Since {u;} is bounded in L2(0, co; X), the sequence 
{u,,} is equicontinuous, and since it converges strongly in L2(0, co; X) it 
actually converges in C( [0, T]; X) for each T > 0. To prove convergence in 
C( [0, co); X), we denote 4 ( u,(t) - u(t) ( 2 by Pn( t) and integrate 
P;(t) = (4(t) - u’(t), J(u,(t) - u(t))) 
to obtain 
p,(t) - P,(O) d II &I - 24’ II II u, - u Il. 
Finally, part (d) follows from parts (a) and (b), the equality 
uL( t) = u;(O) + ji u:(r) dr, 
and the reflexivity of X. 
We now return to the solution u of (2.5). Since 0 E AO, (A,u(t), A(t)) > 0 
for all t. Hence 
;-$ lu(t) I2 =$ (u’(r), Ju(t)) 
kMlu’(t)12+plu(t)12 a.e. 
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by Lemmata 2.4 and 2.5, and I u(t)/* is convex. Since UE L2(0, co; X), 
1 u(t) 1 2 must decrease. In particular, 
l4f)l G 1x1 (2.7) 
for all t B 0. By Lemma 2.5 we also have 
pj; lu(s)l*ds+M~~ lu’(s)12ds 
< (u’(t), Ju(t)) - (u’(O), 140)). 
Since q(t) = (u’(t), Ju(t)) belongs to L’(0, co), lim inf,, cc q(r) = 0, so that 
Pl141261~‘(0)l 1x1 V-8 1 
and 
~11~‘112~1~‘(0)1 1x1. (2.9) 
When X has the Radon-Nikodym property u”‘(t) exists almost everywhere 
and (u”‘(t), Ju’(t)) 2 0 a.e. Hence 
~~lu’(t)12~Mlu”(t)12 a.e., 
for all t > 0, and 
I u’(t) I G I u’(O) I? 
M ((2.4” (I2 G - (u”(O), h’(0)) 
= - (A,x + px, h’(0)) 
G<(lA,xl +plxl) lu’(O)l. 
(2.10) 
When x is in the domain of A, 1.4,x1 < ~$0, Ax) for all positive r, where 
d(0, Ax) = inf{ I y I: y E Ax}. Hence 
~ll~“l12~Mwx)+ PIXI) lu’(O)l. (2.11) 
Since (d/dt) I u’(t) I * = 2(u”( t), Ju’( t)) and lim inf, _ m 1 u’(t) 1 = 0, we obtain 
~u’(0)~2--)~‘(t))2= -2 j-i (u”(s),Ju’(~))ds 
and 
I~‘(o)12~211~“ll IIU’II. 
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Combining this last inequality with (2.9) and (2.11), and assuming that the 
duality map J is strongly monotone, we obtain 
((u’(O)1 <(2/M)(d(O, Ax)+plAl)‘~* l.Yl’*. (2.12) 
By (2.8) and (2.11) we conclude that 
I(uI/2~(2/pM)(d(0,Ax)+p(.u~)‘2 Ix13.* (2.13) 
and 
ll~“l12<(2/M2)(d(0, A.x)+p~xl)“* (xl’:*. (2.14) 
Since IAAf)l’= (u”(f)-p(t), J(A,~4f)))<(ld(r)l +plu(t)l) lA,u(r)l. 
we see that II G$U II can also be bounded by a bound which is independent 
of r > 0. When X is uniformly smooth, so is the space E= L2(0, co;X). 
Applying Lemma 2.3 to this space, we conclude that as r + 0 +, the 
solutions (u, } of (2.5) converge in L2(0, co; X) (and by Lemma 2.6 also in 
C( [0, co); X)) to the unique solution in W2.2(0, a; X) of the problem 
u”(t)EAu(t)+pu(t), o<t<cG, 
u(0) = I, (2.15) 
u E L2( 0, cx: X). 
Lemma 2.6 shows that this solution satisfies (2.7) and (2.14). We also have 
Iu’(t)I <(2/M)(d(O, Ax)+pl.ul)“‘lXI * (2.16) 
for all t 30, and 
)I u’ II2 d (2/kP)(d(O, Ax) + p 1 x 1 )I,‘* I x I 3:2. (2.17) 
To analyze the behavior of the solutions of (2.15) as p--f 0 + we need 
another convergence lemma. 
LEMMA 2.7. Let X he reflexive and let {u,,> he a sequence in 
W*-*(O, co; X) such that {u;} converges strongly in L*(O, 00; X), {u,(O)) 
converges strongly in X, and {uz} is bounded in L*(O, m: X). Then there is a 
function u which is in W*,*(O, P, X) jbr T> 0 such that 
(a) u, + u in C( [0, T]; X) ,for alf T> 0; 
(b) u; -+ u’ in L’(O, co; X) and in C( [0, CG); X); 
(c) u;- u” in L’(O, 00; X). 
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Proof: Denote the strong limit of {u:} by u and the strong limit of 
{Q-W by 40). S ince (u:> is bounded, U: + u in C([O, co); X) by the 
proof of Lemma 2.6. Define U: [0, co) + X by u(t) = u(0) + s:, U(Y) dr. Then 
U, + u in every C( [0, r]; X) and U’ = u. Part (c) again follows from the 
proof of Lemma 2.6. 
We are now ready to establish the following existence theorem for the 
incomplete Cauchy problem (1.1). 
THEOREM 2.8. Let X be a Banach space and A c Xx X an m-accretive 
operator with 0 E R(A). Assume that X is untformly smooth and that the 
duality map J: X--t X* is strongly monotone. Then for each x in D(A) there 
is a unique function u in C’([O, co); X)n L”(0, co; X) such that u’ and u” 
belong to L*(O, co; X), u(t) E D(A) and u”(t) E Au(t) for almost all t >O, and 
u(0) =x. 
Proof Continuing to assume (without loss of generality) that OE AO, 
we let u be the solution of (2.15), r(t)=: lu(t)l*, and q(t)= (u’(t), Ju(t)). 
By Lemmata 2.4 and 2.5, (d/dt) (tq( t) - r(t)) > Mt 1 u’(t) 1’ for almost all t. 
Since r(t) is nonincreasing, q(t) = r’(t) < 0 for all t. Hence 
M j’s 1 u’(s) I2 ds < tq(t) - r(t) + r(0) 6 r(0) 
0 
and 
I K tIu’(t)12dt<Ix12/2M. 0 (2.18) 
Consider now, for a positive h, the function v: [0, co) -+ X defined by 
v(t) = u( t + h) - u(t). Since 1 v(t) I2 is both convex and bounded, it must be 
nonincreasing. Hence 
(u’(t+h)-u’(t), J(u(t+h)-u(t))<0 
for all t. Dividing this inequality by h2 and letting h -+ 0 + , we obtain 
(u”(t), Ju’( t)) < 0 
for almost all t. In other words, (d/dt) I u’(t) I2 6 0 and I u’(t) I is also non- 
increasing. Combining this fact with (2.18) we see that for each T>O, 
(T*/2) lu’(T)12+Tjm Iu’(t)~2dt<Ix~2/2M. 
7 
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I u’(r) / d I .Y liJ%r (2.19) 
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Hence 
and 
i ’ lz4’(s)12dsd lxl’/2Mt (2.20) 
for all t > 0. 
Consider now two solutions up and uy of (2.15) and let u = up - uy. We 
have 
(u”,Ju)2(pup -qu,,J(u, -U&b -2(p+q) lx12 
by (2.7). Therefore Lemma 2.5 implies that 
(u’(t),Ju(t))> -2t(p+q) Isl‘+MI; Iu’(s)l’ds. 
Hence 
i‘ : Iu’(s)12ds<(Ix 
By (2.20) we also have 
c T I u’(s f 
I u’(t) I + 2tl x 12b + 41)/M. 
I 2 ds 6 2 I x I ‘/Mt. 
Combining the last two inequalities with (2.19) and choosing t = Jp + q, 
we see that { $} is a Cauchy sequence in L’(0, co; X) as p -+ 0 + Therefore 
we can combine now Lemma 2.7 with the demi-closedness of the lifting of 
A to L’(O, T: X) to conclude that for each T> 0, {u,} converges in 
C( [0, T]; X) as p -+ 0 + to a solution u of (1.1). If u is another such 
solution, let p(t) = i 1 u(t) - u(t) I 2. By Lemma 2.5, 
almost everywhere, so that p is convex. Since it is also bounded, it must be 
nonincreasing. Hence p(t) d 0 for all t 3 0, u = II, and the proof is complete. 
Let u be the solution of (1.1) obtained in Theorem 2.8. Upper bounds for 
the norms of u’ and u” in L*(O, co; X) can be derived from (2.17) and 
(2.14), respectively. Pointwise estimates for u and u’ follow from (2.7) and 
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(2.16). We note, in particular, the following consequences of (2.18) and 
(2.19): 
s m tIu’(t)12dt6 (x-z)2/2M (2.21) 0 
for all z E A -l(O), and 
lu’(t)I 6 Ix--=I/&[ 
for all t>O and ZEA-~(O). 
We shall also need the following estimate: 
(2.22) 
s 
cc t3(~“(t))2dtd31x-z~2/2M2 
0 
(2.23) 
for all z in A -l(O). To prove (2.23) we let u(t) = u(t + h) - u(t) for positive 
h, q(t) = (o’(t), Ju(t)), and r(t) = sh 3s’q(s) ds. Since A is accretive, we 
obtain (v”(t), Ju( t)) B 0 and (d/dt) ( t3q( t) - r(t)) 3 Mt3 ) o’(t) 1 2 for almost 
all t by Lemma 2.5. Since p(t) = f 1 u(t) ) * is convex and bounded, it must be 
nonincreasing. Hence p’(t) = q(t) d 0 and the proof of Lemma 2.5 shows 
that 
M~‘s31u’(s)~‘ds<t3q(t)-r(t)< -r(t). 
0 
Since r(t) = 3t2p( t) - j’; 6sp(s) ds, it follows that 
Dividing by h2 and letting h + 0, we obtain (2.23) (and (2.22)) by using 
(2.21). 
We now sketch another proof of Theorem 2.8. This proof is based on an 
existence theorem for the boundary value problem 
u”(t) E Au(t), O<t<T, 
u(0) =x, u(T)=y. 
(2.24) 
THEOREM 2.9. Let X be a Banach space and A c X x X an m-accretive 
operator. Assume that X is uniformly smooth and that the duality map 
J: X -+ X* is strongly monotone. Then for each x and y in D(A) the problem 
(2.24) has a unique solution in W2,2(0, T; X). 
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Proqf: Consider first the problem 
u”(r)=A,u(t), O<r<T, 
u(0) = x, u(T) = J, 
(2.25) 
which is obtained from (2.24) by replacing A with its Yosida 
approximation A,. To solve this problem we define an operator C in the 
space F = L*(O, T; X) by 
C = { [u, u] E Fx F: u E W*,‘(O, T; X), u(0) = u(T) = 0 and 
u(t) = -u”(t) for almost all t > 0 ). 
It can be shown (cf. [14]) that this operator is m-accretive. It is also 
strongly accretive: /I(Z+rC) ‘I/ <T*/(r+T’). Let g(t)=(t/T)y+ 
(1 - f/T)x and denote the resolvent (I + rA) ’ of A by J,. Banach’s fixed 
point theorem provides us with a unique solution to the problem 
u(f) = (I+ rC) ‘(J,(c(t) + g(t)) - s(r)). 
The function U: [0, T] + X defined by u(f) = u(t) + g(r), 0 < t < T, is then 
the unique solution of (2.25). 
Since A, is Lipschitzian and accretive, and X is reflexive, this solution is 
in C’( [0, T]; X), U”‘(C) exists almost everywhere, and (u”‘(t), N(t)) 3 0 a.e. 
Applying now Lemma 2.5 to q(t) = (u”(t), Ju’(r)) = (A,u(t), h’(r)) we 
obtain 
Wu”ll’d IA7 lu’(O)l + lA,~l l~‘(T)l 
d d(0, Ax) ( u’(0) I + d(0, Ay) I u’(T) 1. (2.26) 
Since u’(s) = (y - .Y + jr 1: u”(r) dr dt)/T, we see that 
I u’(s) I 6 I I’ - x I/T+ 311 u” /I (2.27) 
for all 0 d s 6 T, and that I/ U” (1 is bounded by a constant which is indepen- 
dent of r. We now define another m-accretive operator in F= L’(O, T; X) 
by 
.c4={[u,u]~FxF:u(t)~D(A)andv(t)~Au(t)foralmost 
all 0 < t < T}. 
To analyze the behavior of the solutions of (2.25) as r + 0 + , we apply 
Lemma 2.5 to 
4(t) = (U;(t) - u;(t), J(u,(r) - u,(t))). 
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Since A is accretive, we can then integrate to obtain 
where J denotes the duality map of X as well as that of F. Since X is 
uniformly smooth, so is F. Therefore its duality map is uniformly con- 
tinuous on bounded sets. We also know that 11 U, II and /) $11 remain boun- 
ded as r + 0. We conclude that (~4:) is a Cauchy sequence in F. Noting that 
d is demiclosed, we can now complete the existence proof by appealing to 
(a variant of) Lemma 2.7. If u and u are two solutions of (2.24), then p(t) = 
t 1 u(t) - u(t) (* is convex and p(O) = p(T) = 0. Therefore p(t) = 0 for all 
06tdTand u=v. 
Remark. It can be shown that if x and y are in cl(D(A)), then problem 
(2.24) has a unique solution in 
C(CO, Tl; -U ,-- W;zdt (0, T; XI. 
Let x belong to D(A), and let u and u, be the solutions of (2.24) and 
(2.25), respectively, with x = y. We remark in passing that (2.26) and (2.27) 
imply that 
II 4’ II 6 2fi40, AxjIM, (2.28) 
I u,(t) - u(t) I 
<4Td(O,Ax)I/ J(u,-u)-J(J,u, -u)II/M*, (2.29) 
for all 0 < t 6 T, 
II u, II d (I x I + 2T2 40, Ax)/Wfi, (2.30) 
and 
II u, - Jrur II < 2rfi 40, A-x)/M (2.31) 
for all positive r. 
We return now to the incomplete Cauchy problem (1.1). 
THEOREM 2.10. Let X be a Banach space and A c Xx X an m-accretive 
operator with 0 E R(A). Assume that X is uniformly smooth and that the 
duality map J: X + X* is strongly monotone, For x in D(A), let uT be the 
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solution to the problem (2.24) with u,(O) = u7.( T) = x, and let u he the 
solution to (1.1). Then lim., , uT = u in C([O, L]; X),/b all L>O. 
Proof: Fix L>O, let T,>T, >L, and let uI =u7,, u2=uTz. Consider 
p(t)=$lu,(t)-u,(t)l* and p’(t)=q(t)=(u;(t)--u;(t), J(u,(t)-uAt))). 
Using Lemma 2.5, we see that 
2P(f) = I u,(t) - 4(t) I2 
! 
2 
< 1 u;(s) - u;(s) I ds 
<t s ; lu;(s)-u;(s)I*ds 
6 tq( t)/M = tp’( t)/M. 
Hence 
s ” (2pft)lr) dt G P( TI )lM. L 
Since p is convex and p(0) = 0, it is nondecreasing on [0, T,]. Therefore 
~P(L)~~~(T,IL)~P(T,)IM. 
Assuming without loss of generality that 0 E AO, we note that 1 UT(t) (* is 
also convex and therefore 1 u=(t) I 6 I ,X I for all 0 Q t 6 T. Consequently, 
forallO<t~L,sothatu(t)=lim.,, uT( z) exists uniformly in every boun- 
ded interval [0, L]. It is also clear that u is bounded. Since it can also be 
shown that SOT/* I u’;(t) I * dt and I u;(O) 1 remain bounded as T -+ m, we can 
use a demi-closedness argument o conclude that u is indeed the solution to 
( 1.1). This completes the (sketch of the) proof. 
In the Hilbert space case, Theorems 2.8, 2.9, and 2.10 are due to Barbu 
[ 31 (see also [7]). The Banach space setting has required new ideas and 
considerable modifications of the proofs. A crucial assumption is the strong 
monotonicity of the duality map. It would be of interest to determine if 
these results remain true without this assumption. In any case, we are able 
to characterize those Banach spaces with a strongly monotone duality map. 
PROPOSITION 2.11. A smooth Banach space has a strongly monotone 
duality map if and only if it is uniformly convex with a modulus of convexity 
of power type 2. 
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Proof If 6(s) 3 Cs2 for some constant C, then the inequality 
Ix+y12 
( 
IX-Y1 
2(lx12+ lY12) G l -6 (2(1x1’+ ly12)p2 ) 
implies that 
Since 
1x1*+ Iyl’-+ Ix+ yl’a(c/2) Ix- y12. 
and 
it follows that 
I (x + Y)/2 I * 2 I Y I 2 + (x - Y, JY), 
(x-Y,Jx-Jy)LIx12+Iy12-~lx+y12~(c/2)~x-y12, 
as claimed. Conversely, if (2.6) holds, then 
lx+yl’-lx]‘-2(y,Jx)=21: (y,J(x+ry)-Jx)dr>M(y12, 
lx-y12-Ix12+2(y,Jx)>Mly12, 
and 
Ix+y12+lx-y12>21x12+2Mly~2 
for all x and y in X. Choosing x = (z + w)/2 and y = (Z - w)/2, where 
IzlQl, IwlGl,and )z-WI>&, wesee that 
I (z + w)/2 1 2 Q 1 - (M/4)&2 
and the result follows. 
3. A CLASS OF NONLINEAR SEMIGROUPS 
In this section we use the results of Section 2 to define a class of non- 
linear semigroups and to present some of their properties. 
Recall that if, in the setting of Therem 2.8, u and u are two solutions of 
(1.1) with u(O) =x and o(O) = y, then I u(t) - u(t) I d I x - y I for all t B 0. It 
follows that nonexpansive nonlinear semigroup S can be defined on 
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cl(D(A)) by setting s(t)x= u(t) for x in D(A) and then extending S to all 
of cl(D(A)). In view of Proposition 2.11, we can use [24, Theorem 3.41 
(see also [27]) to conclude that there is a unique m-accretive operator B 
such that - B generates S via the exponential formula. When A is linear, B 
coincides with the square root of A [2]. Therefore we shall sometimes 
denote B by A ,,Z and S by S, ,>. The (negative) infinitesimal generator B, of 
S (defined by B,x = lim, _ ,, + (x - S(t)x)/t) equals the canonical restriction 
B” of B (defined by Box = { y E Bx: I y 1 = d(0, Bx)) ). 
THEOREM 3.1. For each positive t, S,,,(t) maps cl(D(Aliz)) into D(A,.,). 
ProojI Let x belong to cl(D(A,!,))=cl(D(A)), and let the sequence 
{xn 1 CD(A) converge to x. Denote S,J~).X,, by u,(t) and SIjZ(f)x by u(t). 
Since U, -+ u in C( [0, cc); X), we can combine (2.21) and (2.23) with a 
variant of Lemma 2.6 to conclude that u belongs to W2~2(a, h; X) for each 
bounded closed interval [a, h] c (0, E ). The result follows. 
Still in the same setting, a demi-closedness argument shows that 
u(t) E D(A) and u”(t) E Au(t) for almost all t > 0. In other words, for each x 
in cl(D(A)), u(t) = S,,z(t)x is the unique solution in 
C( [O, cc ); X) n Wf;f(O, a ; X) 
of (1.1). As we have seen, this solution also belongs to C’( (0, cc ); X). It is 
even smoother when the initial point x belongs to D(A,;,). 
THEOREM 3.2. Zfxe D(A,,,), then SIj2(t)x belongs to C’([O, a); X). 
Proof Denote Sl12(t)x by u(t) and A,,, by B. We already know that for 
any x in cl(D(A)), u’(t) + B’u(t) = 0 for all t > 0. When x is in D(B), B’u(t) 
is right continuous for all t 3 0 and the result follows. 
Theorem 3.1 shows that the nonlinear semigroup S,,, has a smoothing 
effect on initial data. This fact, as well as (2.22), remind us of the properties 
of the nonlinear semigroups generated by subdifferentials in Hilbert space 
and of linear analytic semigroups. These results, previously known only in 
Hilbert space [3, 71, provide a partial solution to the problem raised by 
Brezis [S, Problem 7, p. 1641 and Barbu [4, p. 1881 in their books. In this 
connection see also [31] and the L’ semi-linear example studied in [33], 
as well as [6, 12, 131. 
We already know that if x~cl(D(A)) and u(t) = S,,,2(r)~, then t3!2~“(t) 
belongs to L*(O, co; X). This can be improved when x E D(,’ l,2). 
PROPOSITION 3.3. If x is in D(A,,2) and u(t)=S,,,(t)x, then t’/2~“(t) 
belongs to L*(O, co; X). 
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Proof: For positive h, we let u(t)=u(t+h)-u(t), p(r)=4 Iu(t)l’, and 
q(r) = p’(t) = (u’(t), Jo(t)). Since A is accretive we obtain (v”(t), Ju(t)) 3 0 
and (d/d) (rq(r) - p(t)) 3 Mt 1 u’(t) 1 2 for almost all r by Lemma 2.5. Since 
p(t) is convex and bounded, it must be nonincreasing. Hence q(r) < 0 and 
the proof of Lemma 2.5 shows that 
M~'.rllil(.l.)l2ds~rq(r)-P(r)+~(0)~P(O) for all r 3 0. 
0 
Dividing by h2 and letting h + 0, we obtain 
s msIz4~ys)12dS< )A7,,xIZ/2M, (3.1) 0 
and the proof is complete. 
We turn now from regularity problems to the asymptotic behavior of 
s l/2. 
THEOREM 3.4. For each x in cl(D(A)), Sl12(t)x converges weakly as 
t-+co toazeroofA. 
Pro@ The estimate (2.22) implies that 
lim (S,,,(t + h)x- S,,,(r)x) = 0 
,-Co 
for all h > 0. Therefore Sl12(t)x converges weakly as r + co to a fixed point 
of S,,2 by [29, Corollary 11. This fixed point of S1,2 is also a zero of A. 
In general, Sli2(t)x does not converge strongly, even in Hilbert space 
[32]. Therefore it is of interest to find sufficient conditions for the strong 
convergence of these trajectories. To this end, let P: X-t A-‘(O) be the 
nearest point map onto the (closed and convex) zero set of A. Recall that 
the operator A is said to satisfy the convergence condition [18, 191 if 
,‘,xii;.$~A, Ix,IGK, IY,I~K and lim,,, (Y,, .4x,-hJ)=Oiwb 
n + m(x, - Px,) = 0. 
THEOREM 3.5. If A satisfies the convergence condition, then for each x in 
cl(D(A)), S&t)x converges strongly as t + co to a zero of A. 
Proof: Let u(t) = S,,2(t)~. We know that u”(t) belongs to L2(a, co; X) 
for each positive a. Therefore (u”(t), J(u(t) - Pu(r))) belongs to L2(a, CQ) 
and there is a sequence t, + cc such that (u”(t,), J(u(t,) - Pu(t,))) -+ 0 
as n + Go. By the convergence condition, this implies that 
lim ,-,(u(tJ-Pu(t,))=O. But lu(r+h)-Pu(r+h)l Q Iu(r+h)-Pa(t)/ < 
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1 u(t) - I%(t) 1, ( u(t) - Pu(r) / is non-increasing, and we have, in fact, 
lim ,+,(u(t)-Pu(t))=O. Since 
Iu(t+h)-u(t)1 d Iu(t+h)-Pu(t)I + IPU(f)-u(t)1 <2/u(t)-Pu(r)(, 
the convergence of u(t) also follows. 
Let y be a maximal monotone graph in R’ with O~y(0), and let D be a 
bounded domain in R” with a smooth boundary XI. One consequence of 
Theorem 3.5 is the strong convergence in L”(Q), 1 < p < 2, of the solutions 
to the following problems: 
u,, E -du+y(u) in (0, co)x52, 
dupn = 0 on (0, co)x~Q, 
40, x) = %(X) in Q, 
sup{ju(t, .)I: taO} <cc 
(3.2) 
and 
u,, + Au = 0 in (0, co)xO, 
- au/an E Y(U) on (o,a)xas2, 
40, x) = %(X1 in Q, 
(3.3) 
sup{Iu(t, .)I: t>O} < cc 
For the Hilbert space case of Theorem 3.5 see [ 161. Strong convergence 
also occurs when A is odd (by [ 1, Theorem 4.11 and (2.22)), when the 
resolvents of A are compact, or when the interior of the zero set A -l(O) is 
not empty (by [ 18, Theorem 41). 
We do not known how to construct A,!, directly from A (and not 
through SljZ). Consider, for example, an m-accretive (equivalently, 
maximal monotone) operator A in a Hilbert space H with 0 E AO, and 
define a sequence of operators (M, : n > 1 } by 
M,x= a s I/n l- 
‘I2 A,x dt. 
Since these Lipschitzian operators are defined on all of H, they are 
maximal monotone too. When n + cc the sequence {M, > converges in the 
sense of resolvents to a maximal monotone operator R [9]. When A is 
linear R = nA l’*. Unfortunately, R/n is no longer equal to A,,, when A is 
nonlinear. Nevertheless, we are able to show that Alj2 inherits some of the 
properties of A. Here are two examples of this phenomenon. 
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Recall that an accretive operator A in a (smooth) Banach space X is said 
to be strongly accretive if there is a positive constant b such that 
(Y, -y,>J(x, -x,))dblx, -x212 (3.4) 
for all [x,, yi] E A, i= 1, 2. 
THEOREM 3.6. If A is strongly accretive, so is A 1,2. 
Proof: Let x and y belong to the domain of A, let u,(t)=S,,,(t)x and 
u2( t) = S&t) y, and set p(t) = t ( u1 (t) - u2( t) 1 2. Lemma 2.5 and (3.4) imply 
that p”(t) > 2bp(t) for almost all t > 0. Let r(t) = exp( - ,,I!%[) p(O) and 
g(t) = p(t) - r(t). Then g(0) = 0 and g”(t) > 2bg( t) almost everywhere. Sup- 
pose g(to) > 0 for some positive t,. Let T, = inf{ t < t,: g(s) > 0 for all 
t<s<t,} and Tz = sup(t > to: g(s) > 0 for all t, < s < t}. Then 
OGT, <to<T2<~, g(t) is positive for all T, <~-CT,, and g(T,)=O. 
Since g”(t) > 0 for almost all t in (T,, T2), g is convex there by Lemma 2.5. 
Hence T2 = cc and hm, _ oc g(t) = cc. But g is bounded. The contradiction 
we have reached shows that g(t) < 0 for all t and the result follows. 
Now let 4: X+ ( - cc, 00) be a bounded continuous convex function. 
Recall that a subset A c Xx X is said to be #-accretive if
c&XI -x*1 d d-x, -x2 + r(.Y, - 1’2)) (3.5) 
for all [xi, yi] E A, i= 1, 2, and r > 0. 
THEOREM 3.7. If A is &accretive, so is A,,,. 
Proqf: Let x and y belong to D(A), let u,(t)=S,,,(t)x and u,(t)= 
s,/,(t) y, and set g(t) = d(u,(t) - uz(t)). Since 4 is continuous, it can be 
shown (cf. [S, 331) that g is convex. Since it is also bounded, it must be 
nonincreasing, so that g(t) 6 4(x- y) for all t > 0. Now let 
P: X+ cl(D(A)) be the unique sunny nonexpansive retraction onto 
cl(D(A)) [22,24], and let J, =(I+rA)-’ be the resolvent of A. Since 
lim r+O+Jr~= Px for all x in X [25], (3.5) implies that q5(Px-Py)d 
fj(x - ,v). Consequently, 
d(s,,,(t) I?- s,,,(t) PY) G 4(x - Y) (3.6) 
for all x and y in X and the result follows by [28, Theorem 21. 
We conclude this section with a convergence result which seems to be 
new even in Hilbert space. It shows that if the sequence of m-accretive 
operators {A”: n = 1,2,...} (with a common zero) converges to the m- 
accretive operator A in the sense of resolvents, then the sequence 
{A;,21 n = 1, 2 ,...) converges to A,,2. More precisely, we shall prove that if 
lim Jf”x = J/x (3.7) n-x 
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for each x in X and Y > 0, then 
(3.8) 
for each x in cl(D(A)) and r>O. 
THEOREM 3.8. If {A”: n = 1, 2,...} and A are m-accretive operators with a 
common zero in a uniformly smooth Banach space X with a strongly 
monotone duality map, then (3.7) implies (3.8). 
Proof. To simplify our notation, we shall denote the semigroups S;/, 
and Sl12 corresponding to A” and A by S” and S, respectively. Their 
(negative) generators A;,2 and A,,2 will be denoted by B” and B. 
It is known (cf. [26, p. 801) that when (3.7) is satisfied, then for each x 
in D(A) there is a sequence x, E D(A”) such that x, -+ x and 
(A”)‘x, -+ A’x. We intend to show that 
lim Sll(t)x, = S(t)x (3.9) ,I - m 
for all t > 0, uniformly on compact t intervals. To this end, fix L > 0 and let 
E be positive. For T> 0 let uT and u7.? be the solutions of (2.24) and (2.25), 
respectively, with u,(O) = u T,r(0) = uy( T) = u,,(T) = x. The functions u’f 
and u;~ are defined similarly with A and x replaced by A” and x,. For 
0 6 t 6 ‘T set 
Lqt) = 1 syt)x, - U”T(f)(, 
E(t)=lu”,(t)-u”,,(t)l, 
F(t) = lu$,,(t) - u,,(t) II 
G(f) = I G,r(t) - UT(f) I> 
H(t)= 12+(f)-S(t)xI. 
We then have, of course, 
lS”(t)x,-S(t)x(<D(t)+E(t)+F(t)+G(t)+H(t). 
Since the operators {A”] have a common zero, the estimate (2.32) implies 
that we can find T> L such that D(t) < E and H(t) < E for all 0 G t d L and 
all n. Since the space L2(0, T; X) is also uniformly smooth, the estimates 
(2.29), (2.30), and (2.31) show that we can choose a positive r such that 
E(t) < E and G(t) < E for all 0 d t 6 T and all n. 
Consider now, in the notation of the proof of Theorem 2.9, the operator 
R: L’(O, T; X) + L2(0, T; X) defined by 
(Qv)(t)=(I+rC)-‘(J;(v(t)+x)-x), 
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as well as the operators Qfl which are obtained when A and x are replaced 
by A” and x,, respectively. All of these operators are strict contractions 
with a common Lipschiz constant, namely T’/(r + T*). Let W, and w be 
the unique fixed points of Q” and Q, respectively. Since (3.7) implies that 
{ Qn} converges pointwise on L*(O, T; X) to Q, it follows that w, -+ w in 
L*(O, T; X) (see [20] for more general results in this direction). Recall that 
w, = u;,r - xand w=u=,, -x, and set v, = w, -w. It follows that (v,} is a 
sequence in W*,*(O, T; X) such that v, -+ 0 and 0:: + 0 in L*(O, T; X), and 
lim n+mu,(0)=lim,,, u,(T) = 0 in X. Now we have 
and 
u,(O)=(a,(T)-c,(O)-~‘!?~:(p)dpds)/T. 
0 0 
Since 1 jh j; v\(p) dp ds 1 <ST ,,& I( 0:: )I ds = (2/3) T3’*II v,“ll, we see that 
I dt) I d I u,(O) I+ Tl v;(O) I+ (z/3) T3’*ll u:: II 
G2lu,(O)I + IvJ7’)I +(4/3) T3’*IIdiI/. 
Hence u, + 0 in C( [0, T]; X), F(t) <a for all 0 ,< t < T and sufficiently 
large n, and (3.9) is established. Now let y, l cl(D(B”)) =cl(D(A”)) be a 
sequence of points such that y, -+ y~cl(D(B))=cl(D(A)). Given L>O 
and E > 0, we first choose x in D(A) such that Ix - yl <E and then a 
sequence x, + x such that (3.9) holds. Since 
I Sri(t) Y, - s(t) Y I 6 I SYt) Y, - Sn(tbn I 
+ IS”(f)Xn -S(t)xI + IS(t)x-S(t)yI 
61Y,-xx,I+lS”(t)x,--(t)xI+lx-~l, 
we conclude that lim, _ o3 F(f) y, = s(t) y for all t 2 0, uniformly on com- 
pact t intervals. Since (3.7) already implies that cl(I)(A)) is contained in 
the lower limit Li .,,D(A”) of {D(A”)}, (3.8) now follows by [26, 
Theorem 11. The proof is complete. 
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4. THE DISCRETE CASE 
In this section we study the difference inclusion 
u ,,+, -24 +u+, Ec.,,AU,, n = 1) 2,..., 
l&J = x, (4.1) 
sup{~u,~:nb0}<n3, 
where {c,> is a given sequence of positive numbers. This the discrete 
analog of the differential inclusion ( 1. I ). 
We begin with the following analog of the boundary value problem 
(2.24), 
untl -2u,, +u,m, ~c,Au,,, 1 <n<N, 
(4.2) 
u() = x, UN+1 =Y, 
where N is a positive integer and { cn : 1 < n 6 N} is a given finite sequence 
of positive real numbers. We denote by XN the product space consisting of 
all N-tuples u = (uI, Us,..., uN) with u, E X for all 1 6 n < N equipped with 
the norm 
Ilull =[ f lu,I12)‘~2. 
\,,=I / 
THEOREM 4.1. Let X be a Banach space and A c Xx X an m-accretive 
operator. Then for each x and y in X the problem (4.2) has a unique solution 
in XN. 
Proof Consider the operators d and B defined by 
du = ((c,v,, c2v2 )...) cNuN): u,, E Au,} + (X, O,..., 0, y) 
and 
Bu= (214, -u2, -uI +2u,-u, ,..., -uN z + 2u, , -uN, -uN 1 + 2u,), 
respectively. The operator .d c XN x X N is m-accretive and the accretive 
operator B: XN + X N is continuous and everywhere defined. Therefore 
&‘+ B is also m-accretive. Now let u E XN and x* = (XT,..., xz) E Ju. Then 
N-I 
(Bu,x*)=21/412- c i(u,,x,*+,)+(u,,+,,x,*)~ 
n=l 
and the inequality 2(x, x*) d b I x I 2 + (l/b) I x* I 2, valid for any positive h, 
leads us to conclude that the (linear) operator B is trongly strongly 
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accretive (cf. [17] for the Hilbert space case). Consequently d + B is sur- 
jective and the result follows. 
THEOREM 4.2. Let X be a Banach space and A c Xx X an m-accretive 
operator with 0 E R(A). Assume that the duality map J of X is strongly 
monotone. Then for each x in X there is a unique solution to the difference 
inclusion (4.1). 
Proof: For each Na 1, let uN be the solution of (4.2) with x = y. Let z 
belong to A-‘(O) and set y, = y,” = u,” -z. Since A is accretive, 
(Y n+1-2YH +y,-1, w,)?O (4.3) 
for some w, E Jy, and all 16 n d N. Hence 
and 
I Ynl G Ix--z1 
for all n. The strong monotonicity of J combined with (4.3) yields 
(Y n+1-Yn, WA-(Y,-YeIr wn~I)~~IYn-Yn~*12. 
Hence 
A4 f /u,“-un”-I 12641x-z(2 
n=l 
(4.4) 
(4.5) 
by (4.4). Now let No < N, < N, and set z, = u,Nl - ~2, 0 d n d N, + 1. Since 
A is accretive and J is strongly monotone, there are s, E Jz, such that 
Mlz,-z, *12~(z,I+l -z,,s,,)-(~,--z,~,,s,.. I). 
Hence 
IZk12~wwh+l -Zk,Sk)~<(k/2M)(Izk+112-IZk12). 
Summing from k = N, to k = N1, we see that 
,I (M/k) Iz,12< IzN,+, 12/2<21x-z12. 
” 
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Since Iz~+~~ > 1~~1, we infer that for n<N,, 
Mlzn12 
Therefore 
IU,NW4,Nzl2<(2/M)d(X,A lo)* z l/k ‘. 
( 1 
(4.6) 
k = Ng 
We conclude that U, = lim. _ ‘*r u,” exists for each n = 1, 2,.... The sequence 
{u,: n = 1, 2,...} . b is ounded by (4.4) and solves (4. I ) because A is closed. If 
(II,: n = 1, 2,...} . is another solution of (4.1), then we set p, = f ( U, - u,, (* to 
obtain p,, 6 t (pm+, + pn ~ i). Since { pn} is also bounded, it must be non- 
increasing. Since p0 = 0, U, = u,, for all n, and the proof is complete. 
We continue now with several comments on Theorem 4.2. The Hilbert 
space case appears in [17]. When the duality map J satisfies 
(x-y,Jx-Jy)>MIx-ylP for some p>2 and bounded x and y, the 
sum c,“~,,, l/k in (4.6) becomes CFl N0 l/kPIY where l/p + l/q = 1. The 
proof then breaks down because p/q > 1. The estimate (4.6) itself resembles 
(2.32). To establish a relationship between the discrete and continuous 
cases, fix T > 0, let h = T/(N + l), and consider the solutions uT of (2.24) 
and 8 of (4.2) with x = y and c, = h* for all 1 d n 6 N. Assume further 
that A is single-valued and Lipschitzian, and let u, = u,(nh) for 
n = 0, 1) 2 )...) N+l. We then have u,+, -2221,+u,-r =h’Au,+g,(h), 
where Jg,(h) l/h3 is bounded. Denoting u,, - u, by w,, 0 <n d N + 1, we see 
that (wn + , - 2w, + w, ~, , Jw,) + Kh3 2 0 for some constant K because A is 
accretive. Consequently, Iwnl6t(l Wn+l I+Iw,d)+Kh3, Iw,ld 
Iw,+,I+2nKh3, and Iw,16N(N+1)Kh3dT2Kh for all ObndN+l. 
Thus we see that for large N the solution of (4.2) provides us with a good 
approximation to the solution of (2.24) which in turn approximates the 
solution of (1.1). 
We conclude this section with several results concerning the asymptotic 
behavior of the solution to (4.1). 
THEOREM 4.3. Let X be a Banach space and A c Xx X an m-accretiue 
operator with OE R(A). Assume that the norm of X is Frechet differentiable 
and that the duality map J of X is strongly monotone. Let {u,} c X be the 
solution of (4.1). Zf the sequence {cn} is bounded away from zero, then {u,} 
converges weakly as n + co to a zero of A. 
Proof Let {u,,} be another solution of (4.1) with u0 = y, and let qn = 
(2.4, -u,l. Since 
(U n+l -u,+~ -2(u, -u,)+u,-, -u,-~, J(u, -u,))>O, 
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we obtain qn < f (qn + 1 + qn ~, }. Since {TV} is also bounded, it must be non- 
increasing. Hence 1 u1 - ur 1 < )x - y I. For each k = 1, 2,..., we now let {u:} 
be the solution of (4.1) with IQ, = x and the sequence { ck, ck + 1 ,...}. Defin- 
ing the mappings Tk : X + X by Tkx = uf; we see that each Tk is nonexpan- 
sive and that U, = T,,u, _ 1, n = 1, 2 ,.... Denote (u, + 1 - 2u, + U, ~ 1)/c, by 
W, EAu,, and let J, = (I+ rA)-’ be the resolvent of A. The estimate (4.5) 
shows that { 1 U, - U, _ r I} belongs to I*. Since {c, } is bounded away from 
zero this implies, in particular, that w, + 0. Since X is uniformly convex by 
Proposition 2.11 and ) u, - Jru, 1 < r I w, 1, every subsequential weak limit of 
{un} is a fixed point of .Z,, hence a zero of A. Let z, and z2 be two such 
limits. By the Proposition of [23], (z,, J(z, -z*))= (z,, .Z(z, -z,)), 
z, = z2, and the result follows. 
For the Hilbert space case of Theorem 4.3 (with a different proof) see 
[17]. It also holds in those Banach spaces with a strongly monotone 
duality map which satisfy Opial’s condition, Our next result is an analog of 
Theorem 3.5. 
THEOREM 4.4. Assume that a smooth Banach space X has a strongly 
monotone duality map, and let (u,,} c X be the solution of (4.1). Zf A satisfies 
the convergence condition and C,“= 1 cz = co, then {u, ] converges trongly as 
n+oo toazeroofA. 
Proof: Denote (u,, I - 2u, + u,~ l)/c, by w, E Au,, and let 
P: X+ A-‘(O) be the nearest point map onto the zero set of A. Since 
{ I u, - u, _ 1 I } belongs to 1’ and C,“=, cz = co, there is a sequence nk --f co 
such that (w,,~, .Z(U,, - Pu,,)) + 0 as k - co. By the convergence condition, 
this implies that lim, _ m(~,k - Punk) = 0. But (4.3) implies that ( 1 U, - z I } 
is nonincreasing for each z E A -r(O), and 
Iu n+l -p%+l I d I%+1 -PunI 6 1% -%I. 
Thus {I U, - Pu,l } is nonincreasing and we have, in fact, 
lim n+m(~n-Pz4n)=0. Since Iu,+, --u,(~(u,+,-Ppu,I+IPu,-u,I~ 
2 I U, - Pu, 1, the convergence of {u,} also follows. 
This result seems to be new even in Hilbert space. 
Denoting 4 I U, - PM, I * by qn and .Z(u, - Pu,) by j,, we note that 
0 G C”(W,, j”) = (%I+ 1 - pun+ 1 +u,-I-Pu"-l -2(u, -Pu,), j,) 
+(Pu,+, -Pu,+Pu,~,-Pu,,j,) 
Q4n+l +%?I +4n-I -49, 
=9n+1 -29, +9np1. 
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Therefore lim inf,, , , (IV,,, j,,) = 0 as soon as x:,: , ~1,~ = ;c. If 1 \i’,, i is 
bounded, then {u,!} converges strongly in this case too. Here is another 
result in this direction. 
PROPOSITION 4.5. Let the Banach spuce X hare u strongly monotone 
duality map and let {u,,} c X he th e solution of’ (4.1 ). [f‘ A is strongl? 
accretive and C,F_ , c,, = ~8, then {u,, 1 converges stronglv as n + x to the 
zero qf‘ A. 
Proqj Let ,- be the unique zero of A. For each n there exists 
I:,, E J(u,, - Z) such that (u,, + , - 2u,, + u,, , , u,,) > hc,, 1 u,! - ; / ‘, where h is a 
positive constant. Therefore 
hc,, 14, -=12<lu,, --II t/u,,+, --,-I -2/U,, --=I + I& , -:I) 
d I&, --II flu,, , --,I -III,, -=I). 
Consequently, 
14, --= I<(1 fhc,,) ’ Iu,, , -=I, 
1% --= /d fi (1 -t/r,) ’ /.\.---‘I, 
/~ ’ 
and the result follows. 
Strong convergence also occurs when the sequence {c,,) is bounded 
away from zero and the resolvents of A are compact, or when {c,,} is a 
constant sequence and A is odd. 
5. THE QUASI-AUTONOMOUS CASE 
In this section we briefly discuss the boundary value problem 
u”(t)~Au(t)+ f(t), O<t<T, 
u(0) = x, u(T)=J 
and the incomplete Cauchy problem 
(5.1) 
u”(t)EAu(t)+f(t), o<t<cG, 
u(0) = x, (5.2) 
sup(~u(t)I:t30}<x. 
First, we modify the proof of Theorem 2.9 to obtain the following result. 
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THEOREM 5.1. Let X be a Banach space and A c Xx X an m-accretive 
operator. Assume that X is uniformly smooth and that the duality map 
J: X -+ X* is strongly monotone. Then for each x and y in D(A) and f in 
W’,‘(O, T; X) the problem (5.1) has a unique solution in W2,*(0, T; X). 
When x and y are in cl(D(A)) and f is in W’.‘(O, T; X), then problem 
(5.1) has a unique solution in C( [0, T]; X) n e,f(O, T; X). This can be 
seen by modifying the arguments leading to Theorem 2.1 of [lo]. 
In general, problem (5.2) has no solution even if A = 0 and 
f E W’%‘(O, co; X). It turns out however, that if (5.2) has a solution for one 
point x in cl(D(A)), then it has a unique solution for all x in cl(D(A)). 
THEOREM 5.2. Let X be a Banach space, A c Xx X an m-accretive 
operator, andf E W,‘,$(O, co; X). Assume that X is uniformly smooth and that 
the duality map J: X + X* is strongly monotone. If problem (5.2) has a 
solution in C( [0, co); X) n W$f(O, co; X) f or some x in cl(D(A)), then it has 
a unique solution there all x in cl (D( A )). 
It can also be shown that if u and v are two solution of (5.2) with 
u(O) = x and v(O) = y, then 
s 
“J tIu’(t)-u’(t)I*dt<Ix- y12/2M 
0 
(5.3) 
and 1 u(t) - v(t) 1 is non-increasing on [0, co). 
These facts explain why the assumption 0 E R(A) is necessary in 
Theorem 2.8. Indeed, if (1.1) has a solution for some x in D(A), then by 
Theorem 5.2 it has a unique solution for each x in cl(D(A)). These 
solutions yield a nonexpansive semigroup on cl (D(A)). Since this 
semigroup is bounded, it must have a fixed point (cf. [21]) which is, of 
course, a zero of A. Note also that (5.3) is an extension of (2.21). 
If the setting of Theorem 5.2 ,j’ is periodic of period T, and (5.2) has a 
solution u, then there is a solution of (5.2) which is also T-periodic. 
Moreover, when cl(D(A )) is boundedly compact, then there exists a 
solution w in C( [0, co); X) n w;-df (0, cc; X) of period T such that 
u(t) - w(t) + 0 and u’(t) - w’(t) -+ 0 as t + co. For the Hilbert space case of 
these results, see [lo]. 
When we assume in addition that J: X+ X* is Lipschitzian, then 
Theorem 5.1 remains true when ,f is merely in L2(0, T; X) and Theorem 5.2 
remains true when f belongs to L&,(0, co; X). In this way we obtain com- 
plete extensions of the Hilbert space results in [3] and [lo]. The duality 
map of X is indeed Lipschitzian when the modulus of convexity of X* is of 
power type 2. Spaces for which the moduli of convexity of both X and X* 
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are of power type 2 appeared in a different context in [ 111. Such a space 
need not be isometric to a Hilbert space. 
It is expected that a more detailed treatment of the problems (5.1) and 
(5.2) will appear elsewhere. 
No& added in proof: More details concerning problems (5.1) and (5.2) can indeed bc 
found in our paper entitled “A quasi-autonomous second-order differential inclusion”, in 
“Nonlinear Analysis,” pp. 387-392, North-Holland, Amsterdam, 1985. 
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