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Players I and II play the following game. From a compact Hausdorff 
space S, player II secretly selects a point x. A number i E {1,2,3,..., p} is 
secretly chosen by player I. After their selections I receives from II an amount 
ji(zc) where jr , ji ,..., j, are real continuous functions on S. For such a 
game the following theorem is classical in game theory [2] (Theorem 2.4.2, 
page 4% 
THEOREM. There exist probability vectors X = (& , X, ,..., hp) and 
P = (PI Y  IL2 ,..., p,.), Y  G p and a constant v, such that, by selecting i with 
probability hi player I gets on the average 
T w&4 2 v  for any choice x E S of player II. (1) 
Also it is possible for player II to select Y  points x1 , x2 ,..., x, with probability 
p1 , pLz ,..., tar so that he loses on the average at most 
for any choice i ojplayer I. (2) 
Further v  is unique. v  is called the value of the game. In case Y = 1, namely if 
ji(xo) < v  for all i = 1, 2 ,..., p, we say that x,, is a good point for player II. 
Using this theorem we will prove the following theorems. The idea is that 
one can hope to prove similar classes of theorems by viewing them as two- 
person games. For the sake of completeness we sketch the proof of this 
game theoretic result. 
Proof. Let T: x + (jr(x), fi(x),..., j,(x)) be the continuous map from 
S to RD. T(S) is compact and hence the convex hull K of T(S) is compact. For 
each y E K, let Y’(y) be the maximum coordinate of y and v = minVEK Y(y). 
Let G be the open convex set with all coordinates <et in RD. G n K = 4 
and by separation theorem there exists a nontrivial vector X in R* and a 
scalar a: with (X, y) > CY for y E K and (X, y) < OL for y E G. One can show that 
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h can be chosen as a probability vector and that OL = et. Also if Y(y,) = V, 
ya is a boundary point of K and also of G and that ya = C$ tiny by 
Caratheodory’s theorem [5] whereyo) E T(S) for allj. Herep = (pr, ps ,..., pD) 
is a probability vector. Since each coordinate of y0 is at most o, the theorem 
follows. 
Now we prove the following theorems. 
THEOREM 1. Let E be a metric space and C, , C, ,..., C, be closed sets in E 
whose union is a compact set S. Let every (p - 1) of them have nonnull inter- 
section. Then the following are equivalent. 
(4 f-L, G f 4; 
(ii) the value v of the above game with fi(x) = d(x, C,), x E S is zero 
(here d denotes the distance); 
x E iii) 
t 
h 
ere exists a good point for player II for the game fi(x) = d(x, Ci), 
Proof. (i) 3 (ii). Let y E 0,” Ci . Then from inequalities (1) and (2) 
we get 0 = C Aed(y, CJ > v 2 0. Thus v = 0 and y is a good point for 
player II. 
(ii) 2 (iii) let v = 0. From inequalities (2) we have 
0 < i pj d(xj , Ci) < 0, i = 1, 2 ,..., p. 
j=l 
Thus t+d(xj, CJ = 0 for all i, j. Since C pj = 1 we have for some j,, , 
d(xjO , CJ = 0 i = 1, 2,...,p. The point xjO is a good point for player II. 
(iii) 3 (i). Let player II have a good point x0 . Then we have two cases. 
In case some hi = 0, say h, = 0, then by choosing yi E ni,i Ci (which exists 
by assumption) we have 0 = 2 Aid(yI , Ci) > v. Thus v < 0. This shows 
0 d 4x0 , CJ < 0 for all i and that x,, in,” Ci . In case all the &‘s are 
positive, at the good point x0 we have d(x,, , CJ = v for all i; for otherwise 
if d(xo , CJ < v for some i, then 2 h,d(xO , Ci) < v which contradicts (1). 
Further since (J,” Ci = S, x0 E Ci for some i and that d(x,, , Ci) = v = 0 
for all i. Thus x,, E f$ Ci . This completes the proof of the theorem. 
THEOREM 2 (Berge). Let E be a topological vector space and let 
Cl , c-2 ,--*> C, be closed convex sets in E whose union S is compact and convex. 
I f  every (p - 1) of them have nonnull intersection, then they all have a point 
in common. 
Proof. Let yi E ni,j Ci j = 1, 2 ,..., p. In the finite dimensional subspace F
containingy, , ys ,..., yP the convex hull T of (yi , yz ,..., yB} is the continuous 
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image of probability vectors in Rp and hence compact. Since Ci n F are 
relatively closed, Ki = C, n T are compact in F and further T = u Kj . 
Also we have nizj Ki # 9, j = 1, 2,..., p. We can give a norm topology in F 
which incidentally is the strongest topological vector space topology in F [6]. 
Further T is compact and since Ci n F are also closed in the new norm 
topology, Ki are compact in F in the norm topology of F. Let I( .I] denote the 
norm. For the game with payoff d(x, KJ, x E T we have 
c CL~ 4xj 3 Ki) = 1 I.Q II xj - yij II < v for all i. 
Here xj E T, yij E Ki for all i,j. Thus 11 C PjXj - C piyij 11 < v for all i and 
that for x,, = C pjxj E T we have d(x, , Ki) < v for all i. Thus x0 is a good 
point for player II and from Theorem 1 nf KS # 4. Thus 0: Ci # 4. This 
completes the proof of the theorem. 
Remark. It is well-known that Helly’s theorem [5] follows from the above 
theorem of Berge. 
THEOREM 3. Let C, , C, ,..., C, be any p compact convex sets in a normed 
linear space E. Let every (p - 1) of them have nonnull intersection, but all of 
them have empty intersection. Then there exists a sphere of radius v that touches 
all the Ci’s. Further no sphere of radius < v touches all of them with a center 
in the convex hull of uz C, . In case E is a Hilbert space, no sphere with radius 
<v and with a center anywhere in E could intersect all the Ci’s. 
Proof. Consider the usual game with payoff fi(x) = d(x, C,) where 
x E convex hull of u Ci = S. In case some Xi = 0 in inequality (l), we know 
that n,” Ci # + by Theorem 1. Since by assumption n,” Ci = 4, we have 
all the Xi’s positive for player I. Thus we have 
7 pi d(xj , CJ = c pj I( xj - yii 11 = v for all i, 
where x, E T and yij E Ci for all i, j. 
Again as in Theorem 2 
and that x0 = C twixt E S is a good point for player II. As before (see the 
proof of (iii) 3 (i) in Theorem 1) since all X,‘s are positive d(xO , CJ = v for 
all i. Namely a sphere with center x0 and radius v intersects all the sets 
Cl 7 CL! ,***, C, . Further v # 0, for otherwise by (ii) 3 (i) in Theorem 1 we 
will contradict 0: Ci = (b. Also no sphere of radius smaller then v and with a 
center in S could touch all the Ci’s for in such a case we will have d( y, CJ < v 
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for some y in S which contradicts the fact that v is the value of the game. 
Finally to check the last assertion in the theorem let us assume without 
loss of generality that 0 $ S and a sphere of radius r < v with center 0, inter- 
sect all Ci’s. Since we assume E to be a Hilbert space, there exists a unique 
point x,, which has the minimum norm among all points of S. Let y be any 
point of S. Consider Ay + (1 - A) xOeS for any O,<A.< I. We have 
II AY t (1 - 4 x0 II2 = II x0 + A(Y - HOW 
= II x0 /I2 + 2wy - x0 > x0> + x2 I! Y - x0 II2 3 II ql /12, 
i.e. 
~~~Y--o,~o~+~211y--ol123~ for all 0 < A < 1 
and that (y - x o , x0) > 0 as the first term dominates the sign of the total 
for small values of A. We have 
II Y /I2 = II Y - x0 + 30 II2 = II Y - 30 /I2 + II x0 /I2 + XY - %%), 
i.e. 
II y II2 - II y - ql II2 3 II x0 II2 > 0. 
We therefore have )I y // > // y - x0 /I . In particular d(xo , CJ < d(0, CJ < v. 
This contradicts the fact that v is the value of the game. Hence the last 
assertion. 
Remark. If Ci’s are considered the faces of an n-simplex S with interior 
in Rn the above theorem proves that we can inscribe a sphere in any norm 
that touches all the (n - 1) dimensional faces of S. It can also be shown that 
the sphere is unique. In this connection we would like to mention a theorem of 
Ky Fan which sharpens the theorem of Berge. Corollary 1 in [3] implies the 
following result: 
In a topological vector space E, let C, , C, ,..., C, be closed convex sets 
such that every (p - 1) of them have nonnull intersection but all of them 
have empty intersection. If D is a closed set in E such that D u Cl u ... u C, 
is convex, then for every nonempty subset I of the set { 1,2,..., p}, we have 
where Ci’ = E\C. This result specializes to a theorem of Ghoula-Houri [4] 
when I contains only one index. It would be interesting if one could prove 
the above theorem by our game theoretic method. 
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