The propagation of nonreturn-to-zero pulses, composed by a superposition of two exact shock-wave solutions of a complex-cubic Ginzburg-Landau equation linearly coupled to a linear nondispersive equation, is studied in detail. The model describes the distributed (average) propagation in a dual-core erbium-doped fiberamplifier-supported optical-fiber system where stabilization is achieved by means of short segments of an extra lossy core that is parallel and coupled to the main one. The linear-stability analysis of the two asymptotic states of the shock wave in combination with direct numerical simulations provide necessary conditions for optimal propagation of the nonreturn-to-zero pulse. The enhancement of the propagation distance by at least an order of magnitude, under a suitable choice of the parameters, establishes the beneficial role of the passive channel.
INTRODUCTION
In the past few years there has been a considerable amount of theoretical research as well as experiments on designing long-haul and high-bit-rate fiber systems with periodic optical amplification for data transmission. Experiments performed as early as 1994 have demonstrated the potential of such a system, operating in the nonreturn-to-zero (NRZ) format for transoceanic optical communications. [1] [2] [3] Therefore the goal of achieving speed rates of 100 Gbits/s and over for distances exceeding 9000 km (transpacific order of magnitude) had been set as early as in the mid 1990s. Thus in the fall of 1996 the TPC-5CN, a 25 000-km transpacific optical cable loop linking Japan, Guam, Hawaii, and the United States was installed, operating at 5 Gbits/s per fiber. A few years later, the TPC-5CN was followed by the design of the more advanced TPC-6, which is a 20-channel (at 5 Gbits/s each) wavelength-division-multiplexed (WDM) NRZ system. Experiments demonstrated that WDM NRZ systems permitted transmission capacities of as much as 1 Tbit/s over 150 km 4 and 100 Gbits/s over 9100 km. 5 In such a system the limiting factors are the combined action of group-velocity dispersion (GVD), fiber nonlinearity [self-phase modulation (SPM)], and noise accumulation.
Numerical simulations were mainly employed for the evaluation of the role of these detrimental effects in the early stages of the research work. 6 The analytical descriptions were based on variational methods for obtaining the evolution of slowly varying parameters (such as the pulse width) of an ansatz of the shape of the pulse. 7, 8 Analytical expression for the evolution of the guidingcenter square pulse, under the influence of SPM and weak GVD, was also obtained by the WKB procedure on the nonlinear Schrödinger (NLS) equation in the normal dispersion regime. 9 Simple extension of the latter work (Ref. 9 ) to the hydrodynamic-type instabilities induced by cross-phase modulation and to the collisions in WDM NRZ transmissions based on coupled NLS equations has also been reported. 10 There is also an extension of the work in Ref. 9 to consider fast saturable absorption (nonlinear gain) simultaneously with GVD and SPM in a system with periodic amplification. 11 It is common practice in the aforementioned systems that the losses, which are inevitably present in the fibers, are compensated by Er-doped fiber amplifiers. 12 The basis of the analytical investigation, on the other hand (model equation), is the aforementioned NLS equation, which supports soliton solutions (bright solitons) in the anomalous-dispersion regime. 13 However, optical amplifiers give rise to various instabilities and related detrimental effects, the most serious one being a random jitter of the solitons induced by their interaction with the optical noise generated by the amplifiers. A scheme that provides stabilization of the transmission of periodically amplified solitons is the use of guiding filters. 14, 15 The model equation that takes into regard GVD, SPM, amplification, and fixed-frequency guiding filters is a modified NLS equation that is simultaneously a particular case of the complex-cubic Ginzburg-Landau (CCGL) equation,
where z and t are the propagation distance and the socalled reduced time, and D is the dispersion coefficient. The SPM coefficient, excessive gain, and the effective filtering strength are all normalized to be unity. The gain and filtering terms in Eq. (1) are assumed to be uniformly distributed along the fiber communication link. This approximation, although it disregards the discrete character of the amplification and filtering, is well justified for suf-ficiently broad solitons (with a temporal width of about or more than 10 ps), whose soliton period is sufficiently larger than the amplification spacing. A fundamental difference of the CCGL equation from the unperturbed NLS one is that, whereas the latter supports brightsoliton solutions (suitable for bit coding in telecommunication) only in the case of the anomalous-dispersion regime (D Ͼ 0), the former has exact bright solitary-wave solutions 16, 17 in all cases. It also supports exact bright solitary-wave solutions in the case where the SPM coefficient is complex (if two-photon absorption effects are taken into account). Furthermore, CCGL supports exact dark solitary-wave solutions and, more importantly for the present work, shock-type solutions. 18, 19 Shock-type pulses could play the role of building blocks for NRZ pulses of arbitrary width: One may consider a NRZ pulse as a superposition of two shock-type pulses with a phase difference of . However, the shock-type solutions of the model equation, Eq. (1), are extremely unstable since both the background and the cw are simultaneously unstable. Therefore apart from their mutual interaction, the shock-type constituents of NRZ pulse cannot propagate undistorted even for small distances. It is well known that the fundamental drawback of the model Eq. (1) is that is cannot support stable solutions, as the zero solution to this equation, i.e., the background, is unstable against perturbations ϳexp(Ϫit) with 2 Ͻ 1. This instability reflects a fundamental problem, which exists in systems in which the transmission of pulses is supported by means of a distributed linear gain. However, in the case of bright-soliton transmission, a new approach allowing one to suppress the instability of the background and thus open the way to the generation of absolutely stable bright solitons was recently proposed 20 : One should linearly couple the fiber to an additional lossy one. In this approach the active erbium-doped fiber-amplifier (EDFA) fiber segment inside the amplification hub is linearly coupled to an additional lossy fiber. This yields a system of two coupled CCGL equations that are then averaged over the amplification spatial period, rending a distributed model system. This model has also been numerically investigated 21 as well as fully analyzed for both time-domain-multiplexing (TDM) and WDM brightsoliton transmission systems. [22] [23] [24] It has been demonstrated that, in the new model's multidimensional parameter space, there is a vast region where the pulses are fully stable, for both the anomalous and the normaldispersion regimes. Stable propagation for large distances (thousands of kilometers) for WDM and TDM systems has also been demonstrated. The aim of the present work is to investigate analytically and numerically the stability of the single shock-type solutions of Eqs. (2) and (3) as well as the stability of NRZ pulses formed by the superposition of such shock-type solutions. The stability regions for the zero state and the cw in the parameter space ⌫ -K for both the anomalous and normal-dispersion regimes are obtained. The investigation extends to considering pairs of such NRZ pulses in a TDM system as well. In the latter case the relation between pulse width, temporal separation of pulses, and distance of stable (or almost stable) propagation is also numerically investigated. It will be shown that, although the zero state and the cw cannot be simultaneously stable, the presence of the passive channel highly increases the stable-propagation distance. Furthermore it will be shown that NRZ pulses in the normal-dispersion regime are characterized by much greater stablepropagation distances compared with the ones in the anomalous-dispersion regime. The latter are susceptible to strong broadening and distortion.
The proposed model is a distributed approximation (in the sense of a mean-field approach) for a transmission system with periodic optical amplifiers that are linearly coupled with lossy fibers in a dual-core (active EDFApassive lossy) scheme within their respective amplification hubs. It can also model (with parameter values in a different range, of course) a dual-core long EDFA (of tens of kilometers) in a single point-to-point optical link. [25] [26] [27] From the mathematical point of view, the proposed model supports quite robust shock-type solutions and it is amenable to a far less tedious theoretical investigation as opposed to the realistic periodic-amplification system. From the practical point of view, these solutions can be equally considered as building blocks for NRZ pulses or temporal trains of NRZ pulses. The model provides the possibility of easily controlling the width and temporal separation of NRZ pulses. It can also be extended to WDM systems with distributed amplification as well as WDM transmission in optical links with periodically placed dual-core EDFAs. Extensive simulations of the latter and comparison with the distributed model is the subject of our current and future work.
The rest of the paper is organized as follows: In Section 2 we formulate the model, which describes the exact SW solutions of the Nozaki-Bekki type and how these solutions bifurcate with the trivial one. In Section 3 we perform a systematic linear-stability analysis of the zero and the continuous-wave (cw) solution in it, which provides a necessary basis for the direct numerical analysis of the shock-wave (SW) stability given in Section 4. The main differences between the modulational instability that the zero and the cw solutions exhibit in our case and the respective one for the NLS equation are also briefly discussed. In Section 4 we provide the conditions for maximizing the propagation distance of a SW solution and of an NRZ pulse formed by the combination of two exact SW solutions. The necessary connection with optical communications is also presented, by providing realistic values of the model in hand. mismatch between the two cores. Nonlinearity and dispersion in the passive core are assumed small compared with the loss coefficient.
This system of equations can also be derived in a systematic way for an optical link with periodically placed dual-core EDFAs by an averaging over the fast spatial scale, namely, the distance between two successive amplifiers. This mean-field approach is quite suitable in such cases since the length of a dual-core amplifier is much smaller than the spatial amplification period in all practical cases. It is straightforward, though tedious, to show that in the framework of this averaging, one needs only terms up to first and second order in the smallness parameter (namely, the ratio between the length of the EDFA and the spatial amplification period) for the active and the passive cores, respectively. Formally, the outcome of such an approach is again the system of Eqs. (2) and (3).
This system of equations possesses an exact analytical solution in the form originally found by Nozaki and Bekki 19 for the case of a single CCGL equation. With hyperbolic functions this analytical solution can be written, for the case of a dual-core fiber, as
ͪ , (9) so that the expression u 0 / depends only on the dispersion parameter, D. Finally, the inverse propagation speed of the front is analogous to , and more specifically
(10) Equation (7) might provide one or three values for the wave number k that are real, a prerequisite for propagation. However, the physically acceptable ones must lead to positive values for u 0 2 or 2 (since is always negative, these conditions are equivalent). Therefore the number of acceptable SW solutions might vary from one to three, and furthermore there is a region in the parameter space where, for all the available real values of the wave number (one or three), no solutions exist, i.e., u 0 2 р 0. Varying the parameter values (the linear-coupling coefficient, K, for instance), physically acceptable solutions may either come into existence or cease to exist. Full representation of this process through respective bifurcation diagrams is a tedious and lengthy task. Without sacrificing generality and for the sake of clarity and economy of this paper, the investigation to be presented will be limited to the case where only one physically acceptable solution exits other than the zero solution. To compute the bifurcation point (zero-to-nonzero solution) one may obviously take advantage of the condition that near this point the amplitude of the SW is very small (u 0 2 Ӷ 1). Thus direct substitution of the ansatz (4) and (5) into Eqs. (2) and (3) yields the following algebraic relations:
Assuming small-amplitude solutions u 0 ϭ ⑀u (0) and scaling the parameters as
, one can obtain the values for the parameters of the SW near the bifurcation point. Specifically, to the zeroth order, the value of the wave number k (0) at that point is
which leads to ␦ ϭ Ϫk
. The value of the coupling coefficient at the bifurcation point (to the zeroth order), on the other hand, can easily be expressed as a function of the losses in the passive core and also the phase-velocity mismatch, i.e.,
Equations (14) and (15) provide the relations between the parameters in Eqs. (2) and (3) at the bifurcation point.
Proceeding to the next order, it can be easily shown that the values of u (1) , c (1) , and (1) are related exactly as in Eqs. (9) and (10), and the correction in the wave number is given by
Finally, the approximate (to first order) squared inverse slope is proportional to the variation in the coupling coefficient,
For Ͼ 0( Ͻ 0) a SW solution near the bifurcation point emerges if
. The amplitude of the bifurcation can be easily obtained by utilizing Eqs. (9) and (17) . In Fig. 1 , typical bifurcation diagrams are shown where the amplitude of the SW is plotted as a function of the coupling coefficient, K, in a case where ⌫ ϭ 2. In Figs. 1(a) and 1(b) , various cases for normal (with k 0 ϭ Ϫ2) and anomalous dispersion (with k 0 ϭ 2) are respectively shown, and a single-case comparison (with ͉D͉ ϭ 4) is shown in Fig. 1(c) . Notice that the bifurcation point depends on the absolute value of the phasevelocity mismatch, k 0 , as Eq. (15) also suggests. The dashed (solid) curve part of the zero solution is always unstable (stable) to zero-frequency perturbations, as is discussed in Section 3. A solid curve also depicts the nonzero SW solution and consists of parts of alternating character (stable-unstable to zero-frequency perturbations).
LINEAR STABILITY OF THE SOLUTIONS
The SW solution reaches asymptotically two different states at → Ϯϱ. Specifically at → ϱ it reaches the zero solution, and at → Ϫϱ it reaches the corresponding continuous-wave (cw) solution. The stability of the SW is related to the stability of its asymptotic states, i.e., the stability of the zero solution and the stability of the respective cw solution.
Proceeding to the stability analysis of the zero solution, we first notice that in the case of a single CCGL equation the background is unstable for all the frequencies that satisfy the condition 2 Ͻ 1 and stable for all other frequencies. The instability mechanism can be understood as follows: The gain term, Ϫiu, causes exponential growth that can be matched only by the losses the diffusion term (filtering), iu tt , is responsible for. The latter becomes important at high frequencies (where the second time derivative of the solution becomes important). Similarly, the energy associated with the high-frequency part of the instability spectrum can be dissipated by the filtering losses. However, this energy dissipation cannot efficiently suppress the low-frequency part of the instability spectrum. The dual-core model 20 provides that extra mechanism (through energy deposition in the lossy core) necessary for the complete suppression of these lowfrequency instabilities.
The stability of the physically acceptable SW solutions is tightly connected with the stability of the zero background and the stability of the asymptotic nonzero state (cw solution). In order to investigate the stability of the The dashed (solid) curve part of the zero solution is unstable (stable) to zero-frequency perturbations. The nonzero solution is also depicted as a solid curve that consists of alternating stable and unstable parts.
former, Eqs. (2) and (3) are linearized by considering the following small amplitude fluctuations of the zero background:
(18) Here k and are respectively the wave number (generally, complex) and the frequency (always real) of the fluctuations. Then the stability region in the plane of the model's parameters (⌫, K, k 0 , c) is determined by the condition Im k Ͼ 0, which, after some algebra, yields the following inequality:
This inequality holds automatically, provided that
which is a well-known necessary condition found in the recent scientific literature. 20, 21, 28 However, extensive numerical investigation shows that the condition of stability of the zero solution, inequality (19) , over the entire perturbation holds for the frequency spectrum for parameter values (K, ⌫, k 0 , c, and D) that are outside the region of the existence of the nonzero solution [i.e., real wave number k and amplitude u 0 values in Eq. (4)]. Nevertheless, physically acceptable nonzero solutions may exist for parameter values for which the zero solution is only partially stable (not for all values). Specifically, one may focus on the bifurcation process as shown in Fig. 1(c) : It is generally true that at the bifurcation point, Eqs. (9) and (10) imply that c ϭ 0. Setting ϭ 0 to Eq. (19), one obtains an inequality that states that the minimum acceptable value of the linear-coupling coefficient for stability to perturbations with ϭ 0 is given by Eq. (15) . That is, the minimum value is precisely the bifurcation value of the coupling coefficient. Thus the nonzero SW solution bifurcates from the zero solution at the point where the latter becomes unstable at zero frequency. Therefore the stability in the vicinity of the latter will play an important role in the rest of the investigation.
On the other hand, the cw solution obtained from Eqs. 
with ⑀ being a small parameter. To order ⑀, the linearized system is
By separating the real and the imaginary parts of these equations, that is, 
where
The cw solution will be stable in the case where all four values of the wave number Q obtained from the quintic Eq. (21) will have their imaginary parts greater than or equal to zero, i.e., Im Q i Ͼ 0 i ϭ 1..4. The complexity of Eq. (21) is a serious obstacle for further analytical calculations. Therefore what follows is purely a result of extensive numerical investigation.
Solving Eq. (21) numerically in the four-dimensional parametric space K, ⌫, D, k 0 , no region of full stability (stability for all frequencies of the perturbation) is found. Nevertheless, one can find isolated regions where the cw solution is stable for the zero frequency, ⍀ ϭ 0. The zero-frequency perturbations are generally considered as the ''most dangerous'' perturbations, since when they turn unstable, they affect the asymptotic state not locally in time but as a whole. Temporally localized unstable perturbations, on the other hand, pose a much less detrimental effect that might remain confined for long propagation distances before it distorts or completely destroys the initial (at z ϭ 0) waveform (the SW in the case in hand). Therefore it is inside the regions of stability at ⍀ ϭ 0 where one expects maximum propagation distance for a single SW. According to the numerical investigations made, such regions exist only for the cases where the normalized phase-velocity mismatch between the active and the passive cores, k 0 , and the normalized dispersion coefficient in the active core, D, have the same sign. In the cases where the dispersion coefficient is zero, no such regions were found. In Figs. 2(a) and 2(b) two such examples corresponding to the anomalous and normaldispersion regimes respectively are shown. As one can see, the regions where the cw is stable to the aforementioned zero-frequency perturbations are bounded by the curves that limit the existence of the SW solutions.
In Figs Figs. 3(c)-3(d) ] dispersion are considered. The value of the normalized loss rate in the respective passive cores, ⌫, is 2 for both cases. In both anomalous and normal cases the parameters chosen correspond to points inside the cw stability regions displayed in Figs. 2(a) and 2(b) , respectively. In Figs. 3(a)-3(c) the instability growth rate of the zero solution corresponds to the inverse negative part of the left-hand side of Eq. (19) . In Figs. 3(b)-3(d) , on the other hand, the respective instability growth rates correspond to the inverse of the negative imaginary parts that two (out of four) eigenvalues possess [obtained from Eq. (21)]. The other two of the eigenvalues are fully stable (possessing positive imaginary parts). One can easily observe that the two sidebands of the cw instability are located near the zero perturbation frequency, while there is, as expected, a region of stability in the neighborhood of the zero frequency. However, as already discussed, both the zero and the cw solutions cannot be simultaneously stable to zero-frequency perturbations, a fact that is perfectly clear from these figures.
It is worth mentioning that the aforementioned modulational instability is quite different than the one the usual NLS equation exhibits: It is well known, theoretically and experimentally, 29, 30 that a cw in the NLS equation and in the anomalous-dispersion regime is unstable to small modulations in amplitude, and the instability eventually evolves to a short pulse train. On the other hand, in the normal-dispersion regime, the same equation supports dark-soliton solutions whose cw asymptotic states are modulationally stable. In contrast, as we have seen, the system in hand possesses a much richer behavior as far as the zero and the cw solutions are concerned, depending upon the choice of the parameters involved. Furthermore, a model based on the NLS equation is energy conserving, thus leading, upon modulation, to the formation of structures that conserve the overall energy, whereas the model based on the CCGL equation, as the one in hand, is dissipative and therefore possibly leading to chaotic behavior in certain cases.
LAMINAR PROPAGATION FOR SINGLE SHOCK WAVES AND NONRETURN-TO-ZERO COMBINATIONS
Initially the propagation of a single exact SW solution is examined, and the role of the coupling coefficient, K, between the two cores is quantitatively investigated. It is expected that by increasing the coupling coefficient, the maximum propagation distance before the instability, which in both the zero background and the cw asymptotic state come into play, will also be increased. This propagation distance will be called ''laminar'' in the rest of the paper. Both cases of anomalous and normal dispersion are considered. In each of these cases the phase-velocity mismatch between the active and the passive cores is chosen to satisfy the condition k 0 D Ͼ 0. It is specifically set as ͉k 0 ͉ ϭ 2, since large values of ͉k 0 ͉ increase the instability of the zero solution: The region of values of the physical parameters that can satisfy inequality (19) is considerably reduced as ͉k 0 ͉ increases. Thus both the instability bandwidth and the instability growth rate of the zero solution is increased. It is also set as ⌫ ϭ 2 in order to ensure that the corresponding cw solution will lie in its respective stability region.
In Fig. 4 a single shock propagating laminarly for considerable distance is shown. Here the parameter values refer to a normal-dispersion case, namely, D ϭ Ϫ4, k 0 ϭ Ϫ2, K ϭ 2.8, ⌫ ϭ 2, and c ϭ 1.08. In Fig. 5 the laminar-propagation distance as a function of the coupling coefficient K is displayed in the cases D ϭ 4 (crosses) and D ϭ Ϫ4 (stars). As it is readily seen, the laminar-propagation distance increases with K. Thus larger values of laminar-propagation distance (at least an order of magnitude) can be achieved for moderate values of the coupling coefficient, K, as compared with the laminar-propagation distance without the passive core present (K ϭ 0). Here, D ϭ Ϫ4, k 0 ϭ Ϫ2, K ϭ 2.8, ⌫ ϭ 2, and c ϭ 1.08. As it is already pointed out, the construction of a temporally localized pulse, perhaps as bound states of two interacting SWs, is very important for optical communications. A NRZ pulse can be modeled at z ϭ 0 as a superposition of two (eventually interacting as they propagate) exact SWs. These two SW constituents are acceptable as long as the physical parameters of the system lead to stable cw (common) solutions to zerofrequency perturbations. This superposition can be written in the following general form:
where ϭ t Ϫ cz, is the temporal separation between the two shocks, and is the phase mismatch between them. To generate a localized pulse, Eq. (22) must reach asymptotically the zero solution as → Ϯϱ. This condition is always satisfied for → ϱ, but for → Ϫϱ the condition is fulfilled when the two cw solutions have a phase difference of a multiple of 2. This condition leads to a certain relation between and as
where N is an integer. Notice that without loss of generality one can assume that N ϭ 0. The pulse width can be easily controlled in terms of the phase difference . This is a major advantage of this SW-based NRZ propagation: In contrast, in the case of bright-soliton propagation in similar dual-core systems, 16, 17 there is more freedom in selecting pulse characteristics (the pulse width, for instance, becomes a free parameter), whereas all the parameters of the chirped bright-soliton pulse are determined explicitly from the parameters of Eqs. (2) and (3).
The value of the chirp in the SW constituents of the NRZ pulse characterizes the interaction: It is strong (weak) if ӷ 1 ( Ӷ 1). In the case of strong interaction, fluctuations in the initial pulse profile will be developed near ϩ /2 ϭ 0. The analytical form of these fluctuations can be obtained assuming that ӷ t Ϫ cz, so that the magnitude of Eq. (22) can be well approximated by
ͪͬͮ . (24) Equations (6)- (24) suggest that for large positive values of D (anomalous-dispersion regime) corresponding to ӷ 1, the second oscillating term on the right-hand side of Eq. (24) becomes important, and the interaction is therefore strong. On the other hand, for large negative values of D (normal-dispersion regime), the oscillating term is small compared with the first term, and the interaction is weak.
Let (2) and (3). The propagation of such an initial condition is, as already mentioned, highly affected by the value of the chirp . The laminar-propagation distance is controlled by the regions of instability growth rates for both the zero background and the cw asymptotic state. The values of the parameters ⌫, K, and k 0 must be properly chosen to maximize this laminar-propagation distance. A strategy could be fixing the parameters in such a way that the respective cw asymptotic state (the plateau of the NRZ pulse, in other words) is stable to the zero-frequency perturbations.
A typical example for the anomalous-dispersion case with D ϭ 4, k 0 ϭ 2, and K ϭ 2.8 (strong-interaction regime) shown in Fig. 6(a) is contrasted with an example for the normal-dispersion regime with D ϭ Ϫ4, k 0 ϭ Ϫ2, and K ϭ 2.8 (weak-interaction regime) shown in Fig. 6(b) . The value of ⌫ in Fig. 6 is 2 . In the first case the initial pulse profile oscillates near ϩ /2 ϭ 0 and the initial pulse width tends to increase linearly with the propagation distance z. Specifically, the constituent SW with temporal location Ϫ /2 ϭ 0 propagates with the same speed as expected by the exact SW solution [Eq. (10)], whereas the second constituent located at ϩ /2 ϭ 0 propagates with a smaller speed. This results in a broadening of the pulse. Furthermore, the amplitude of the cw near the temporal location Ϫ /2 ϭ 0 remains constant with z, and near ϩ /2 ϭ 0 a region is generated where the amplitude varies rapidly between arbitrary values located mainly in the range between zero and two times the initial cw amplitude. This disturbance tends to spread out but does not destroy the pulse. This result can be viewed as a consequence of the cw stability of the zero frequency. The pulse blows up when the zero-solution instability sets in. In the second case, the initial pulse profile stays smooth over the laminar-propagation distance due to the low value of the chirp the constituent SW solutions possess. After this distance, the chirp causes the instability of the cw to set in. Then the instability grows rapidly and finally tends to radiate from the pulse.
Different initial pulse profiles have also been tested. Of particular interest is the generation of a NRZ pulse by superimposing an exact shock-wave solution and another chirpless SW, that is, without the ͓sech( ϩ /2)͔ i term. As already mentioned, this term is responsible for the strong oscillations and lack of any laminar propagation of the initial pulse profile in the strong-interaction regime. Numerical simulations performed for this type of an initial condition lead to the conclusion that these short NRZ pulses exhibit very similar behavior to those composed of two exact (chirped) single shocks: The evolution of the initial pulse profile is quite similar to that of the laminar propagation, for both the anomalous-and normaldispersion regimes. A quite interesting behavior exists for cases where the shock-wave constituents of the NRZ pulse are initially (z ϭ 0) chirpless: In the anomalousdispersion regime there is a moderate broadening of the NRZ pulse, [Fig. 6(c) ]. The amplitude, however, lacks any erratic behavior [as compared with Fig. 6(a) ], although there is a smooth and rather slow amplitude oscillation. In the normal-dispersion regime [ Fig. 6(d) ], on the other hand, the pulse is more unstable than the prior case. This leads to a blowup of the NRZ pulse although the pulse width behaves reasonably well.
In Fig. 7 (a) the laminar-propagation distance of an initial pulse profile in the form of Eq. (22) is displayed as a function of the coupling coefficient K for two values of the dispersion located in the normal-dispersion regime, namely, D ϭ Ϫ4, Ϫ8. The values of the rest of the parameters are ⌫ ϭ 2 and k 0 ϭ Ϫ2. As the coupling between the two cores is increased, the propagation distance of the pulse is highly increased. Also the enhancement of the absolute value of the dispersion tends to increase the propagation distance. This can easily be explained by the fact that the larger the value of ϪD is, the smaller the value of will be [as given by Eq. (6)], and the interaction between the two SWs will become weaker. However, there is a trade-off in the choice of D: It is clear from the bifurcation diagram, Fig. 7(b) , that the larger the value of ϪD is, the smaller the amplitude of the NRZ pulse becomes.
The major advantage of using SWs as building blocks of NRZ pulses is the ability to control the width of the pulse. This leads to the ability of using pulses of variable width in an NRZ communication system. In a bit-transmission system that uses the NRZ format for the pulse that encodes ''1,'' two successive ''1's'' (i.e., two successive pulses) are realized as a single NRZ pulse twice as broad. As observed by numerical simulations, for narrow pulses, i.e., when the temporal separation is small (then the NRZ pulse resembles a bright pulse), the laminar-propagation distance scales with . However, when an NRZ pulse is well formed, the propagation distance becomes insensitive to . Therefore there is an abundance of NRZ pulses of different pulse widths (encoding a variety of strings of bits) that can laminarly propagate for long distances in the normal-dispersion regime. Such a typical example can be seen in Fig. 8 for the case D ϭ Ϫ4, k 0 ϭ Ϫ2, K ϭ 2.8, and ⌫ ϭ 2.
The applicability of the model in hand to optical communication systems can be illustrated by the following example: As already mentioned, Eqs. (2) and (3) describe the average soliton profile propagating in an optical fiber. 13 A necessary condition for lossless evolution is given by z a ␥ ϭ L a g 0 , where z a is the spatial period in a periodic amplification scheme and L a is the amplifier (EDFA) length. Here, ␥ describes the line fiber loss and g 0 is the gain of the EDFA. For a single-mode and dispersion-shifted fiber, losses are minimal at the wavelength ϭ 1.55 m, where ␥ ϭ 0.2 dB/km Ϸ 0.05 km Ϫ1 . Also typical values for the amplifier spacing and the am- plifier length are given by z a ϭ 40 km and L a ϭ 40 m, so that from the previously mentioned condition the amplifier gain must have the value g 0 ϭ 0.2 dB/m Ϸ 50 km Ϫ1 in order to overcome the losses of the fiber. In Fig. 8 the values of the parameters for optimal propagation (i.e., the minimum pulse width obtaining maximum propagation distance) are ϭ 140 and a normalized propagation distance of ϳ50. In our model, time and distance are normalized to the values 0 ϭ (␥ 2 /g) 1/2 and z 0 ϭ 1/g, respectively. Here g is the distributed energy excess needed to overcome both the losses due to the filtering and the losses in the passive core, whereas ␥ 2 represents the distributed action of the bandpass filter. Finally, the dispersion parameter is obtained from the relation ␤ 2 ϭ D␥ 2 .
Assuming typical values ␥ 2 ϭ 0.005 ps 2 /km and g ϭ 0.005 km Ϫ1 , we obtain 0 ϭ 1 ps and z 0 ϭ 200 km. For the case represented in Fig. 8 (corresponding to K ϭ 2.8, ⌫ ϭ 2, D ϭ Ϫ4, and k 0 ϭ Ϫ2), the optimal value of the temporal separation between two successive bits of information is T ϭ 150 ps, and the laminarpropagation distance is L Ϸ 10 000 km. In another typical example (for the same values of the parameters) we choose ␥ 2 ϭ 0.005 ps 2 /km and g ϭ 0.03 km Ϫ1 , resulting in T ϭ 56 ps and L ϭ 1600 km. In Fig. 9 the interaction of two such pulses representing four successive bits of information (1101) is displayed. Here the parameters of Eqs. (2) and (3) are also set to the values K ϭ 2.8, ⌫ ϭ 2, D ϭ Ϫ4, and k 0 ϭ Ϫ2. The respective pulse widths for the first (11) and the second segment (1) are 300 ps and 150 ps, and the intermediate bit 0 also has a pulse width of 150 ps. The laminar-propagation distance is L Ϸ 10 000 km(50z 0 ). It is evident that the laminarpropagation distance of this bit segment is determined almost exclusively by the propagation distance of a single NRZ pulse.
CONCLUSION
In this work we explore the possibility of stabilizing NRZ pulses in optical communication systems with periodic use of EDFAs. The stabilization of the pulses is achieved by means of sort segments of an extra lossy core, which is parallel coupled to the EDFA. The model in hand constitutes two coupled CCGL equations for the respective active (EDFA) and passive (lossy) cores and represents a distributed picture (averaged over the spatial amplification period) of the optical link. Nevertheless, it models (1101) for D ϭ Ϫ4, k 0 ϭ Ϫ2, K ϭ 2.8, and ⌫ ϭ 2. The full width at half-maximum (FWHM) of the pulses is 32 ps, and the temporal separation between them is ϳ60 ps.
equally well a dual-core long EDFA point-to-point optical link with the second core being a common-type lossy one. The beneficial role of the passive channel is well established by the fact that the laminar-propagation distance is highly increased (at least an order of magnitude) with a suitable choice of the parameters. Thus our model in hand provides an attractive way for the optimal use of EDFAs with NRZ signal formats.
The NRZ pulse can be considered as being formed by the interaction of two exact SW solutions of the system of equations the model is based on with a phase difference of . Optimal values for the parameters were obtained to achieve maximum propagation distance. It was found that simultaneous stabilization of the zero solution and the corresponding cw solution cannot be achieved. However, one may easily choose the parameters of the media (active, passive) in such a way that the instability growth rate becomes minimal. Furthermore, the chirp that is responsible for the deconstruction of the pulse may similarly be reduced.
Propagation of NRZ pulses has been tested for both signs of the dispersion. In the anomalous-dispersion regime the chirp parameter is big enough to immediately generate various detrimental effects. However, if the NRZ shock-wave constituents are initially (z ϭ 0) unchirped, the NRZ exhibits only moderate pulse-width broadening and amplitude oscillations over reasonably long laminar-propagation distances. In contrast, in the normal-dispersion regime (corresponding to small values of the chirp), the NRZ pulse achieves high laminarpropagation distances in the case where the NRZ pulse consist of two exact (i.e., chirped) solutions. In conclusion, the normal-dispersion regime is more favorable for undistorted NRZ pulse propagation.
