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ERROR ESTIMATES OF THE BLOCH BAND-BASED GAUSSIAN BEAM
SUPERPOSITION FOR THE SCHRO¨DINGER EQUATION
HAILIANG LIU AND MAKSYM PRYPOROV
(DEDICATED TO OUR FRIEND JAMES RALSTON)
Abstract. This work is concerned with asymptotic approximations of the semi-classical
Schro¨dinger equation in periodic media using Gaussian beams. For the underlying equation,
subject to a highly oscillatory initial data, a hybrid of the Gaussian beam approximation and
homogenization leads to the Bloch eigenvalue problem and associated evolution equations
for Gaussian beam components in each Bloch band. We formulate a superposition of Bloch-
band based Gaussian beams to generate high frequency approximate solutions to the original
wave field. For initial data of a sum of finite number of band eigen-functions, we prove that
the first-order Gaussian beam superposition converges to the original wave field at a rate of
ǫ1/2, with ǫ the semiclassically scaled constant, as long as the initial data for Gaussian beam
components in each band are prepared with same order of error or smaller. For a natural
choice of initial approximation, a rate of ǫ1/2 of initial error is verified.
1. Introduction
We consider the semiclassically scaled Schro¨dinger equation with a periodic potential:
(1.1) iε∂tΨ = −ε
2
2
∆Ψ + V
(x
ε
)
Ψ+ Ve(x)Ψ, x ∈ Rd, t > 0,
subject to the two-scale initial condition:
(1.2) Ψ(0, x) = g
(
x,
x
ε
)
eiS0(x)/ε, x ∈ Rd,
where Ψ(t, x) is a complex wave function, ε is the re-scaled Planck constant, Ve(x)– smooth
external potential, S0(x)– real-valued smooth function, g(x, y) = g(x, y+2π)– smooth func-
tion, compactly supported in x, i.e., g(x, y) = 0, x 6∈ K0, K0– is a bounded set. V (y) is
periodic with respect to the crystal lattice Γ = (2πZ)d, it models the electronic potential
generated by the lattice of atoms in the crystal [14].
A typical application arises in solid state physics where (1.1) describes the quantum dy-
namics of Bloch electrons moving in a crystalline lattice (generated by the ionic cores) [39].
The asymptotics of (1.1) as ε → 0+ is a well-studied two-scale problem in the physics and
mathematics literature [8, 16, 20, 41, 23, 13, 33, 1, 14]. On the other hand, the compu-
tational challenge because of the small parameter ε has prompted a search for asymptotic
model based numerical methods, see e.g., [29, 37].
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The main feature of this type of problems is the “band structure” of solutions. For suitable
initial data, the solution depends on the semi-classical Hamiltonian operator
(1.3) H(k, y) =
1
2
(−i∇y + k)2 + V (y), y ∈ Γ,
and the solution of the eigenvalue problem:
(1.4)
{
H(k, y)z(k, y) = E(k)z(k, y),
z(k, y) = z(k, y + 2π),
where k ∈ [−1/2, 1/2]d– called Brillouin zone, see [46]. The behavior of the eigen-pairs for
general k can be characterized by that for k in this zone through a periodic extension.
According to the theory of Bloch waves [45], the self-adjoint semi-bounded operator
H(k, y) with a compact resolvent has a complete set of orthonormal eigenfunctions zn(k, y)
in L2, with eikyzn(k, y) called Bloch functions. The correspondent eigenvalues En(k) are
called band functions. Standard perturbation theory [38] shows that En(k) is a continuous
function of k and real analytic in a neighborhood of any k such that
(1.5) En−1(k) < En(k) < En+1(k).
The proof has been given first in [22] and [9, 10] for d = 1 and in [32] for d = 3. We
assume that (1.5) is satisfied, i.e., all band functions are strictly separated, ∀n, k. Under
this assumption one can choose zn(k, y) associated to En(k) to be real analytic functions of
k [14]. This allows for a unique analytic extension of both zn(k, y) and En(k) so that they
can be evaluated for some complex k, say k = ∂xΦ, where Φ is the Gaussian beam phase.
A classical approach to solve this problem asymptotically is by the Bloch band decom-
position based WKB method [7, 17, 40], which leads to Hamilton-Jacobi and transport
equations valid up to caustics. The Bloch-band based level set method was introduced in
[29] to compute crossing rays and position density beyond caustics. However, at caustics,
neither method gives correct prediction for the amplitude. A closely related alternative to
the WKB method is the construction of approximations based on Gaussian beams. Gaussian
beams are asymptotic solutions concentrated on classical trajectories for the Hamiltonian,
and they remain valid beyond “caustics”. The existence of Gaussian beam solutions has
been known since sometime in the 1960’s, first in connection with lasers, see Babicˇ and
Buldyrev [2, 4]. Later, they were used to obtain results on the propagation of singularities
in solutions of PDEs [22, 34]. The idea of using sums of Gaussian beams to represent more
general high frequency solutions was first introduced by Babicˇ and Pankratova in [5] and
was later proposed as a method for wave propagation by Popov in [30]. At present there is
considerable interest in using superpositions of beams to resolve high frequency waves near
caustics. This goes back to the geophysical applications in [12, 21]. Recent work in this
direction includes [35, 44, 36, 28, 42, 31, 37].
The accuracy of the Gaussian beam superposition to approximate the original wave field
is important, but determining the error of the Gaussian beam superposition is highly non-
trivial, see the conclusion section of the review article by Babicˇ and Popov [6]. In the past
few years, some significant progress on estimates of the error has been made. One of the first
results was obtained by Tanushev for the initial error in 2008 [42]. Liu and Ralston [25, 26]
gave rigorous convergence rates in terms of the small wave length for both the acoustic
wave equation in the scaled energy norm and the Schro¨dinger equation in the L2 norm. At
about the same time, error estimates for phase space beam superposition were obtained by
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Bougacha, Akian and Alexandre in [3] for the acoustic wave equation. Building upon these
advances, Liu, Runborg and Tanushev further obtained sharp error estimates for a class of
high-order, strictly hyperbolic partial differential equations [27].
Other methods that also yield an asymptotic description for time-scales of order O(1) (i.e.
beyond caustics) have been developed such as those based on Wigner measures [15]. The
dynamics of the Wigner function corresponding to the Schro¨dinger wave function can be
semiclassically approximated to an error of order O(ǫ), see [43] and references to previous
works therein. More recently, so-called space-adiabatic perturbation theory has been used
to derive an effective Hamiltonian, governing the dynamics of particles in periodic potentials
under the additional influence of slowly varying perturbations [23, 33]. The semi-classical
asymptotics of this effective model is then obtained in a second step, invoking an Egorov-
type theorem. Another analogous approach is the propagation of the so called semiclassical
wave packets, developed by Hagedorn et al. [19]. A recent rigorous analysis is given by
Carles and Sparber [11] in the context of the Schro¨dinger equation with periodic potentials.
There the authors prove that using semiclassical wave packets within each Bloch band, an
approximation result up to errors of order O(ǫ1/2) can be achieved, but for times up to the
Ehrenfest time-scale T ln(1
ε
).
In this paper, we develop a convergence theory for the Gaussian beam superposition as
a valid approximate solution of problem (1.1)-(1.2). The novel contribution of the present
work lies in the accuracy justification for an explicit construction – the Gaussian beam
superposition. Indeed, Gaussian beam methods are widely used in numerical simulations of
high frequency waves fields.
The Gaussian beam construction is based on Gaussian beams in each Bloch band, and
carried out by using the two scale expansion approach, essentially following DiMassi et al.
[14] for adiabatic perturbations. The accuracy study in [14] was only on how well each
Gaussian beam asymptotically satisfies the PDE. In order to handle more general initial
data in this paper, we (i) present the approximation solution through beam superpositions
over Bloch bands and initial points from which beams are issued; and (ii) estimate the error
between the exact wave field and the asymptotic ones. Numerical results using this type of
superpositions were presented in [37].
Our focus in this work is mainly on (ii). We use the notation: f ∈ Cmb (Rd) means that f
is m times differentiable function, and all derivatives up to m-th order included are bounded
functions in Rd. f ∈ L2x means that f belongs to L2(Rd) in x variable. The main result can
be stated as follows.
Theorem 1.1. Suppose that S0 ∈ C3b (Rd), Ve ∈ Cd+4b (Rd), both V (y) and g(x, y) are periodic
in y with respect to the crystal lattice Γ = (2πZ)d, also V ∈ C2(Γ) and g(x, y) has compact
support in x. We also assume g has the following expression
g(x, y) =
N∑
n=1
an(x)zn(∇xS0(x), y),
where zn(k, y) are eigen-functions of (1.4) with eigenvalues En(k) satisfying (1.5). Let Ψ(t, x)
be the solution to (1.1)-(1.2), and
Ψǫ(t, x) = Ψ˜ε
(
t, x,
x
ε
)
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be the Gaussian beam superposition defined by (3.37) for 0 < t ≤ T , then
‖Ψ−Ψǫ‖L2x ≤ Cε1/2,
where C may depend on T , N and data given, but independent of ε.
Remark 1.1. The regularity requirement of V is sufficient for validating the Gaussian beam
approximation, but excludes the Coulomb-like singularity which is typical of the mean field
electrostatic potential in real solids. It would be interesting to investigate how such an as-
sumption could be relaxed.
We prove this result in several steps. We first reformulate the problem using the two
scale expansion method [7, 14], in which both x and y = x
ε
are regarded as two independent
variables. The well-posedness estimate for this reformulated problem tells that the total
error is bounded by the sum of initial and evolution error. For initial error, we use some
techniques similar to those developed by Tanushev [42], except that here we have to deal
with the band structure. The band structure induces additional technical difficulties, which
we solve in several steps. As for evolution error part, we rely on the non-squeezing argument
proved in [27], which is the key technique for the proof. After we obtain estimate in L2x,y we
convert to L2x.
This paper has the following structure: in section 2 we use the two scale method to
reformulate our problem and state the corresponding results; in the end of this section
we prove Theorem 1.1 for the original problem. In section 3 we review Gaussian beam
constructions and formulate our Gaussian beam superposition. Justifications of main results
are presented in section 4 and section 5. In section 6 we discuss possible extensions of our
results and some remaining challenges.
2. Set-up and Main Results
In order to construct an asymptotic solution of (1.1) we use the two-scale method as in
[7, 14]. We regard x and y =
x
ε
as independent variables and introduce a new function
Ψ˜(t, x, y) ≡ Ψ(t, x),
equation (1.1) can be rewritten in the form:
(2.1)
{
iε∂tΨ˜ = −12(ε∇x +∇y)2Ψ˜ + V (y)Ψ˜ + Ve(x)Ψ˜,
Ψ˜(0, x, y) = g(x, y)eiS0(x)/ε, x ∈ Rd, y ∈ [0, 2π]d.
We assume that the initial amplitude g(x, y) can be decomposed into N bands,
(2.2) g(x, y) =
N∑
n=1
an(x)zn(∇xS0, y),
where an is determined by
(2.3) an(x) =
∫
[0,2π]d
g(x, y)zn(∇xS0, y)dy,
and
{
zn(∂xS0, y)
}∞
n=1
are eigenfunctions of the self-adjoint second order differential operator
H(k, y) defined by (1.3).
{
zn(∂xS0, y)
}∞
n=1
form an orthonormal basis in L2(0, 2π).
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For each energy band, the Gaussian beam ansatz was constructed in [14], which we will
review in section 3 :
(2.4) Ψ˜nGB(t, x, y; x0) = A
n(t, x, y; x0)e
iΦn(t,x;x0)/ε,
where Φn and A
n are Gaussian beam phases and amplitudes, respectively, n = 1, . . .N . The
Gaussian beam phase is defined as:
(2.5)
Φn(t, x; x0) = Sn(t; x0) + pn(t; x0)(x− x˜n(t; x0)) + 1
2
(x− x˜n(t; x0))⊤Mn(t; x0)(x− x˜n(t; x0)),
where x˜n, pn, Sn and Mn, as well as the amplitude an satisfy corresponding evolution equa-
tions (see section 3 for details). Using the fact that the Schro¨dinger equation is linear, we
sum the Gaussian beam ansatz for each band to obtain the approximate solution along the
ray:
(2.6) Ψ˜GB(t, x, y; x0) =
N∑
n=1
Ψ˜nGB(t, x, y; x0).
Using Ψ˜GB(t, x, y; x0) as a building block of the approximate solution, we have the following
superposition of Gaussian beams:
(2.7) Ψ˜ε(t, x, y) =
1
(2πε)
d
2
∫
K0
Ψ˜GB(t, x, y; x0)dx0,
where
1
(2πε)
d
2
is a normalizing constant which is needed for matching the initial data of
problem (2.1). The initial data is approximated by:
(2.8) Ψ˜ε(0, x, y) =
1
(2πε)
d
2
∫
K0
N∑
n=1
An(0, x, y; x0)e
iΦ0(x;x0)/εdx0,
where An(0, x, y; x0) is the initial data for the amplitude, and Φ
0 is the initial Gaussian beam
phase for all bands, chosen as follows:
(2.9) Φ0(x; x0) = S0(x0) +∇xS0(x0) · (x− x0) + 1
2
(x− x0)⊤ · (∇2xS0(x0) + iI)(x− x0).
We address the two-scale problem, with y =
x
ε
considered to be independent variables, and
then convert to the original problem. The norm L2x,y is defined as follows:
(2.10) ‖u‖2L2x,y =
∫
[0,2π]d
∫
Rd
|u(x, y)|2dxdy.
We obtain two major results formulated in the following theorems:
Theorem 2.1. [Initial error estimate] Let K0 ⊂ Rd be a bounded measurable set, g(x, y) ∈
H1(K0 × [0, 2π]d), S0(x) ∈ C3b (Rd). Then the initial error made by the Gaussian beam
superposition (2.8) is as follows:
‖Ψ˜(0, x, y)− Ψ˜ε(0, x, y)‖L2x,y ≤ Cε1/2,
where constant C depends only on the initial amplitude g(x, y) and the initial phase S0(x).
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The proof is split in two parts, see Lemma 4.1 and Lemma 4.2.
In order to measure the evolution error, we define P the two-scale Schro¨dinger operator,
(2.11) P (Ψ˜) = iε∂tΨ˜ +
1
2
(ε∇x +∇y)2Ψ˜− V (y)Ψ˜− Ve(x)Ψ˜.
Theorem 2.2. [Evolution error estimate] Let K0 be a bounded set, condition (1.5) is satis-
fied, the external potential Ve(x) ∈ Cd+4b (Rd). Then the evolution error is
sup0≤t≤T ‖P (Ψ˜ε(t, ·))‖L2x,y ≤ Cε3/2,
where constant C depends on the measure of set K0, finite time T , the number of bands N ,
and external potential Ve.
The proof of this theorem is done in several steps, one step requires a phase estimate
which uses essentially the “Non-squeezing” result obtained by Liu et al. [27].
Finally we recall the well-posedness estimate for the two-scale Schro¨dinger equation (2.1).
Lemma 2.1. The L2–norm of the difference between the exact solution Ψ˜ and an approximate
solution Ψ˜ε of the problem (2.1) is bounded above by the following estimate:
(2.12)
‖Ψ˜(t, x, y)−Ψ˜ε(t, x, y)‖L2x,y ≤ ‖Ψ˜(0, x, y)−Ψ˜ε(0, x, y)‖L2x,y+
1
ε
∫ T
0
‖P (Ψ˜ε)‖L2x,ydt, 0 < t ≤ T,
where T is a finite time, Ψ˜(0, ·), Ψ˜ε(0, ·) are initial values of the exact and approximate
solution respectively.
This result when combined with both initial error and evolution error gives the following.
Corollary 2.1. The total error made by the first order Gaussian beam superposition method
is of order ε1/2 in the following sense
‖Ψ˜− Ψ˜ε‖L2x,y ≤ Cε1/2.
In order to convert the two-scale result stated in Corollary 2.1 to the original problem, we
prepare the following lemma.
Lemma 2.2. Assume that f(x, y) ∈ L2(Rd, [−π, π]d) and f is 2π periodic in y. Then for
sufficiently small ε,
(2.13)
∥∥∥f (x, x
ε
)∥∥∥
L2x
≤ 1
π
d
2
‖f(x, y)‖L2x,y .
Proof. Denote Y kε = [2πkε, 2π(k + 1)ε]
d and let Iε = {k ∈ Zd, Y kε ∩ [−R,R]d 6= ∅} for any
fixed R > 0. Then, ∫
|x|≤R
f 2
(
x,
x
ε
)
dx ≤
∑
k∈Iε
∫
Y kε
f 2
(
x,
x
ε
)
dx.
Here |x| denotes l∞– norm of the vector x, hence |x| ≤ R corresponds to a d-dimensional
cube. Introducing a change of variable y = x
ε
and taking advantage of the periodicity in y,
one can rewrite the right hand side of the above expression in the shifted cell form:∫
|x|≤R
f 2
(
x,
x
ε
)
dx ≤
∑
k∈Iε
εd
∫
|y|≤π
f 2(ε(y + 2πk), y)dy.
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For fixed y the right hand side corresponds to the Riemann sum of the function
g2(x) =
∫
|y|≤π
f 2(x+ εy, y)dy
sampled at xk = 2πkε. Note that the step size in all direction ∆xk = (2πε)
d, hence∑
k∈Iε
εd
∫
|y|≤π
f 2(ε(y + 2πk), y)dy =
1
(2π)d
∑
k∈Iε
g2(xk)∆xk
→ 1
(2π)d
∫
|x|≤R
∫
|y|≤π
f 2(x, y)dydx as ε→ 0,
with the first order of convergence. Therefore,∫
|x|≤R
f 2
(
x,
x
ε
)
dx ≤ 1
(2π)d
∫
|x|≤R
∫
|y|≤π
f 2(x, y)dydx+ Cε.
Taking C = (2π)−d‖f‖2L2x,y and ε < 1, then the right hand side is bounded above by
1
2d−1πd
∫
R
∫
|y|≤π
f 2(x, y)dydx.
Passing limit R→∞ leads to the desired estimate (2.13). 
Set the error in two scale setting as
e(t, x, y) = Ψ˜(t, x, y)− Ψ˜ε(t, x, y),
then the error in original variable gives
Ψ(t, x)−Ψǫ(t, x) = e(t, x, x/ε).
Applying Lemma 2.2 and using Corrolary 2.1 we prove Theorem 1.1 for the original problem.
3. Construction
In this section we first review the classical asymptotic approach and the band structure,
then the Gaussian beam construction following [14]. For simplicity, the construction and
proofs are presented in one-dimensional setting.
Asymptotic Approach. We look for an approximate solution to (2.1) of the form:
(3.1) Ψ˜ε(t, x, y) = A(t, x, y)eiΦ(t,x)/ε,
where
A(t, x, y) = A0(t, x, y) + A1(t, x, y)ε+ · · ·+ Al(t, x, y)εl,
with Ai satisfying:
Ai(t, x, y) = Ai(t, x, y + 2π), i = 0, . . . l.
Then the two-scale Schro¨dinger operator P defined in (2.11) when applied upon Ψ˜ε gives
P (Ψ˜ε) = (c0 + c1ε+ c2ε
2 + · · ·+ cl+2εl+2)eiΦ/ε,
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where by a direct calculation,
c0 = [−∂tΦ− 1
2
(−i∂y + ∂xΦ)2 − V (y)− Ve(x)]A0 =: G(t, x, y)A0,(3.2)
c1 = i∂tA0 +
1
2
(2∂x · ∂y + 2i∂xΦ · ∂x + i∂2xΦ)A0 +G(t, x, y)A1 =: iLA0 +GA1,(3.3)
cj = ∂
2
xAj−2 + iLAj−1 +GAj , j = 2, 3, . . . , l + 2.(3.4)
Here
L := ∂t + (−i∂y + ∂xΦ)∂x + 1
2
∂2xΦ.
Observe that, when Φ is real valued, (3.1) is a standard ansatz of the geometric optics [14].
In the construction of geometric optic solutions it is required that cj = 0, j = 0, 1, . . . l + 2,
which gives PDEs for Φ, A0, · · · , Al. However, Φ may develop finite time singularities at
‘caustics’ and equations for Aj then become undefined [14].
Band Structure/Bloch Decomposition. The relation c0 = 0 can be rewritten as
(3.5) (Φt +H(∂xΦ, y) + Ve(x))A0 = 0,
where H(k, y) with k = ∂xΦ is a self-adjoint differential operator, when k is real.
(3.6) H(k, y) =
1
2
(−i∂y + k)2 + V (y).
We let zn be the normalized eigenfunction corresponding to En(k):
H(k, y)zn = En(k)zn, 〈zn, zn〉 = 1.
From now on we will suppress the index n, since the construction for each band remains the
same.
We set the leading amplitude as
(3.7) A0(t, x, y) = a(t, x)z(k(t, x), y),
where k = ∂xΦ, hence (3.5) is satisfied as long as Φ solves the Hamilton-Jacobi equation:
(3.8) F (t, x) := ∂tΦ + E(∂xΦ) + Ve(x) = 0.
A Bloch Decomposition-Based Gaussian Beam Method. Let (x, p) = (x˜(t), p(t)) be
a bicharacteristics of (3.8), then
(3.9) ˙˜x = E ′(p), p˙ = −V ′e (x˜).
From now on, we fix a bi-characteristics {(x˜(t), p(t)), t > 0} with initial data (x0, ∂xS0(x0))
for any x0 ∈ K0 = suppx(g(x, y)). We denote by γ its projection into the (x, t) space.
The idea underlying the Gaussian beam method is to build asymptotic solutions concen-
trated on a single ray γ so that Φ(t, x˜(t)) is real and Im{Φ(t, y)} > 0 for y 6= x˜(t). We
are going to choose Φ so that Im(Φ) ≥ cd(x, γ)2, where d(x, γ) is a distance from x to the
central ray γ [35]. Therefore, instead of solving (3.8) exactly, we only need to have F (x, t)
vanish to higher order on γ. For the first order Gaussian beam approximation we choose the
phase Φ(t, x) a quadratic function:
(3.10) Φ(t, x) = S(t) + p(t)(x− x˜(t)) + 1
2
M(t)(x− x˜(t))2.
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With this choice we have
(3.11) F (t, x) = S˙ + p˙(x− x˜)− p ˙˜x+ 1
2
M˙(x− x˜)2−M(x− x˜) ˙˜x+E(p+M(x− x˜)) + Ve(x).
We see that F (t, x˜(t)) = 0 gives the evolution equation for S,
S˙ = pE ′(p)− E(p)− Ve(x˜).
It can be verified ∂xF (t, x˜(t)) = 0 is equivalent to p˙ = −V ′e (x˜), which is the second equation
in (3.9). From ∂2xF (t, x˜(t)) = 0 we obtain the equation for M :
(3.12) M˙ = −E ′′(p)M2 − V ′′e (x˜).
It is clear that we should set initial condition for the phase as
(3.13) S(0) = S0(x0),
where S0 is a given initial phase in (1.2). Note that equation (3.12) is a nonlinear Ricatti
type equation. The important result about M is given in [14], proving that global solution
for M exists and Im(M) remains positive (positive definite in multi-dimensional setting) for
all time t as long as Im(M(0)) is positive. Therefore we choose
(3.14) M(0) = ∂2xS0(x0) + i,
which satisfies Im(M(0)) > 0 as required in the Gaussian beam approximation.
It follows from our construction that c0 vanishes up to third order on x˜. In fact,
c0 = G(az(k(t, x), y))(3.15)
= a(t, x)F (t, x)z(k(t, x), y)
=
a(t, x)
3!
∂3xF (t, x
∗)z(k(t, x), y)(x− x˜)3,
where x∗ is an intermediate value between x and x˜. A simple calculation gives
(3.16) ∂3xF (t, x
∗) = (V (3)e (x
∗) + E(3)(p+M(x∗ − x˜))M3(t)),
which is uniformly bounded near the ray x˜ since Ve ∈ C5b (R) and (1.5) holds. Hence c0 will
be bounded by O(|x− x˜|3) as long as the amplitude is bounded.
Equation for the Amplitude. For the first order Gaussian beam construction, we shall
determine the amplitudes so that c1 vanishes to the first order on γ. Note that
c1 = iLA0 +GA1,
where
G = −(Φt +H(k, y) + Ve(x)) = −F (t, x) + E(k)−H(k, y).
On the ray x = x˜(t), we require that c1 = 0, that is
iLA0 + (E(p)−H(p, y))A1 = 0.
In order for A1 to exist, it is necessary that
(3.17) 〈LA0, z〉|x=x˜(t) = 0.
For x 6= x˜(t), we have
c1 = iLA0 − FA1 + (E(k)−H(k, y))A⊤1 ,
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where A⊤1 contains the orthogonal compliment of z, satisfying 〈A⊤1 , z〉 = 0. We let
(3.18) A⊤1 = i(E(k)−H)−1[〈LA0, z〉z − L(A0)].
Therefore using (3.17) and Taylor expansion at x˜,
(3.19) c1 = i〈LA0, z〉 − FA1 = i∂x〈LA0, z〉(t, x∗)(x− x˜)− FA1.
With further refined calculation, (3.17) and (3.19) yield the following result.
Lemma 3.1. For the first order Gaussian beam construction, a(t, x) = a(t; x0) and satisfies
the following evolution equation along the ray x = x˜(t):
(3.20) at = a
(
V ′e (x˜)〈∂kz(p, ·), z(p, ·)〉 −
1
2
E ′′(p)M
)
.
Moreover, for x 6= x˜(t) we have
c0 =
a(t; x0)
3!
∂3xF (t, x
∗)z(k, y)(x− x˜)3,(3.21)
c1 = −ia〈∂kz(p, ·), z(p, ·)〉(E ′′(p)M2 + V ′′e (x˜))(x− x˜)− F (t, x)A1,(3.22)
c2 = a(t; x0)M
2∂2kz(k, y) + iLA1,(3.23)
where A1 ∈ span{A⊤1 , z}.
Proof. Recall that
A0 = az(k(t, x), y), k(t, x) = p(t) +M(t)(x− x˜(t))
and
L = ∂t +Hk(k, y)∂x +
1
2
∂2xΦ = ∂t +Hk(k, y)∂x +
1
2
M.
We take a(t, x) = a(t; x0), and calculate
〈L(az), z〉 = ∂ta+ 1
2
aM + a〈∂tz, z〉 + a〈Hk∂xz, z〉
= ∂ta+ a
(
1
2
M + kt〈∂kz, z〉 + kx〈Hk∂kz, z〉
)
.
We observe that the eigenvalue identity Hz = Ez holds for any k, implying
Hkkz + 2Hk∂kz +H∂
2
kz = E
′′(k)z + 2E ′∂kz + E∂
2
kz.
This against z using Hkk = 1 and 〈(H − E)∂2kz, z〉 = 0 leads to
E ′′(k) = 1 + 2〈Hk∂kz, z〉 − 2E ′〈∂kz, z〉.
Hence using kx =M we have
1
2
M + kx〈Hk∂kz, z〉 = 1
2
E ′′(k)M + E ′M〈∂kz, z〉.
Putting together we obtain
〈L(az), z〉 = ∂ta+ a
(
1
2
E ′′(k)M + (kt + E
′M)〈∂kz, z〉
)
,
where
kt = −V ′e (x˜)− E ′(p)M + M˙(x− x˜(t)).
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Thus (3.17) gives the desired amplitude equation. Recalling (3.15) and (3.16) we have (3.21).
(3.19) yields
c1 = iaM˙〈∂kz, z〉(x − x˜)− FA1,
which in virtue of (3.12) gives (3.22). From (3.4) it follows that
c2 = ∂
2
x(az) + iLA1 = a(kx)
2∂2kz + iLA1
which gives (3.23). 
Therefore, the system of ODEs for GB components is set up:
(3.24)


˙˜x = E ′(p), x˜|t=0 = x0,
p˙ = −V ′e (x˜), p|t=0 = ∂xS0(x0),
S˙ = pE ′(p)−E(p)− Ve(x˜), S|t=0 = S0(x0),
M˙ = −E ′′(p)M2 − V ′′e (x˜), M |t=0 = ∂2xS0(x0) + i,
a˙ = a(V ′e (x˜)〈∂kz(p, ·), z(p, ·)〉 − 12E ′′(p)M), a|t=0 = a(x0),
where the initial value for the amplitude a(t; x0) is taken as
(3.25) a|t=0 = a(x0) =
∫ 2π
0
g(x, y)z(∂xS0, y)dy.
Remark 3.1. For the derivation of the equations for the Gaussian beam components for the
higher order approximations, we refer the reader to [14].
In order to complete the estimate for ci, we still need to estimate A1. The following result
will be used later in the estimate of the evolution error.
Lemma 3.2. For any positive integer m, each eigenvector zn(k, y) satisfies the following
condition:
(3.26)
∑
|β1|≤m,|β2|≤3
‖∂β1k ∂β2y zn(k, y)‖L2y ≤ Z <∞.
Proof. For every fixed k, let (z(k, y), E(k)) be an eigen-pair that satisfies the eigenvalue
equation (1.4), i.e,
(3.27) H(k, y)z(k, y) =
(
1
2
(−i∇y + k)2 + V (y)
)
z(k, y) = E(k)z(k, y), y ∈ Γ.
Since v ∈ C2(Γ) and E ∈ L∞, by the elliptic regularity theory [18, Theorem 6.19], z(k, y) ∈
C3(Γ) in y variable, which gives (3.26) for m = 0.
We next prove (3.26) by induction. We assume that ∂βk z ∈ C3(Γ) for |β| ≤ l − 1 with
1 ≤ l ≤ m− 1. Note that ∂αkH = 0 for any α with |α| ≥ 3, then differentiation of (3.27) to
higher order, using the general Leibnitz rule, gives
(H(k, y)− E(k))∂βk z =
∑
α<β
(
β
α
)
(∂β−αk E(k))(∂
α
k z)(3.28)
−
∑
α<β,|α|≥|β|−2
(
β
α
)
(∂β−αk H(k, y))(∂
α
k z).
The same elliptic regularity theory when applied to (3.28) yields
∂βk z ∈ C3(Γ), |β| = l.
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Here the needed ∂β−αk E ∈ L∞ is ensured again by assumption (1.5). The proof of (3.26) is
complete. 
Lemma 3.3. With the eigenvector z(k, y) satisfying (3.26), we have that for α = 0, 1,
(3.29) sup
t,x0
∫ 2π
0
|LαA1|2dy ≤ CZ(1 + Z + Z2),
where C depends on the spectral gap ∆E = min
i 6=j
|Ei − Ej | > 0 and the Gaussian beam
components.
Proof. Since A1 is a linear combination of A
⊤
1 and z, we will prove (3.29) for A
⊤
1 only. Set
B := i(LA0 − 〈LA0, z〉z),
we have
(3.30) A⊤1 = (H − E)−1B.
We proceed in two steps:
Step 1. Estimate of LA⊤1 in terms of B.
A careful calculation gives that
(3.31) (H − E)LA⊤1 = LB − kt(Hk −Ek)A⊤1 − kxHk(Hk −Ek)A⊤1 + iV ′(y)∂xA⊤1 .
In fact, applying L to (3.30) gives
(Hk − Ek)ktA⊤1 + (H −E)∂tA⊤1 +Hk∂x[(H − E)A⊤1 ] +
1
2
kx(H − E)A⊤1 = LB.
Note that
∂x[(H − E)A1] = (Hk − Ek)kxA1 + (H −E)∂xA1.
Using the definition of operators H and Hk we also have
Hk(H − E) = (H −E)Hk − iV ′(y).
These together verifies (3.31).
From (3.31) it follows that
(3.32) ‖LA⊤1 ‖L2y ≤
C
∆E
(
‖LB‖L2y +
2∑
j=0
‖∂jyA⊤1 ‖L2y + ‖∂xA⊤1 ‖L2y
)
,
here C depends on kt, kx, Ek and V
′(y), and we have used the following resolvent estimate,
‖(H − E)−1‖L2 ≤ 1
∆E
,
where the domain of the operator (H − E)−1 is restricted to the orthogonal complement of
the eigenvector z. Next we estimate the right hand of (3.32) in terms of B. From here on
we use C to denote a generic constant depending on ∆E, k, E, z and their derivatives. We
note that
LB = Bt +HkBx +
1
2
kxB = Bt − iBxy + kBx + 1
2
kxB,
which yields
‖LB‖L2y ≤ C(‖B‖L2y + ‖Bt‖L2y + ‖Bx‖L2y + ‖Bxy‖L2y).
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In the rest of this proof, we shall use ‖ · ‖ to denote ‖ · ‖L2y .
From (3.30) it follows that
By = (H − E)A1y − iV ′(y)A1,
Byy = (H − E)A1yy − 2iV ′(y)A1y − iV ′′(y)A1,
Bx = (H − E)A1x + kx(Hk −Ek)A1.
Again from (3.30) we obtain ‖A⊤1 ‖ ≤ C‖B‖, which when combined with the above gives
‖A1y‖ ≤ C(‖B‖+ ‖By‖),
‖A1yy‖ ≤ C (‖Byy‖+ ‖A1y‖+ ‖A1‖) ≤ C
2∑
j=0
‖∂jyB‖,
‖A1x‖ ≤ C (‖Bx‖+ ‖A1y‖+ ‖A1‖) ≤ C (‖B‖+ ‖By‖+ ‖Bx‖) .
Therefore,
(3.33) ‖LA⊤1 ‖ ≤ C(‖B‖+ ‖Bt‖+ ‖Bx‖+ ‖Bxy‖+ ‖By‖+ ‖Byy‖).
Step 2. Estimate of B.
Note that
B = L(az)− 〈L(az), z〉z
= akt(zk − 〈zk, z〉z) + akx(Hkzk − 〈Hkzk, z〉z)
= aktf˜1 + akxf˜2,
where f˜i are of the form
f˜(k, y) = f(k, y)− 〈f(k, ·), z(k, ·)〉z(k, y),
with f1 = zk and f2 = Hkzk = −izky + kzk. The right hand side of (3.33) is majored by
I1 + I2 := C
2∑
i=1
((‖f˜i‖+ ‖∂tf˜i‖+ ‖∂xf˜i‖+ ‖∂2xyf˜i‖+ ‖∂yf˜i‖+ ‖∂2y f˜i‖).
We apply Lemma 3.4 below to bound both I1 and I2.
I1 ≤ C(‖zk‖+ ‖zkk‖+ ‖zk‖2 + (1 + ‖zk‖)(‖zky‖+ ‖zkyy)‖) + ‖zkky‖
‖zkk‖‖zy‖+ ‖zky‖‖zk‖+ ‖zk‖2‖zy‖)
≤ CZ(1 + Z + Z2).
Since f2 = −izky + kf1, it suffices to bound I2 by considering only f2 = zky. By Lemma 3.4
we have
I2 ≤ C(‖zky‖+ ‖zkky‖+ ‖zky‖‖zk‖
+ ‖zkyy‖+ ‖zkyyy‖+ ‖zky‖(1 + ‖zy‖+ ‖zyy‖)
+ ‖zkkyy‖+ ‖zkky‖‖zy‖+ ‖zkyy‖‖zk‖+ ‖zky‖2 + ‖zky‖‖zk‖‖zy‖)
≤ CZ(1 + Z + Z2).
These together with (3.33) yield
‖LA⊤1 ‖ ≤ CZ(1 + Z + Z2).
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This proves the boundedness of ‖LA1‖. 
Lemma 3.4. Let f(k, y) be smooth and integrable in y and
(3.34) f˜(k, y) = f(k, y)− 〈f(k, ·), z(k, ·)〉z(k, y).
Then for k = k(t, x) the following estimates hold:
(1) ‖f˜t, f˜x‖ ≤ C(‖fk‖+ ‖f‖‖zk‖),
(2) ‖∂jyf˜‖ ≤ ‖∂jyf‖+ ‖f‖‖∂jyz‖, j = 1, 2,
(3) ‖f˜xy‖ ≤ C(‖fky‖+ ‖fk‖‖zy‖+ ‖fy‖‖zk‖+ ‖f‖‖zky‖+ ‖f‖‖zk‖‖zy‖),
where constant C depends on kt and kx, and the norm ‖ · ‖ := ‖ · ‖L2y .
Proof. By the chain rule,
f˜t = ktfk − kt〈fk, z〉z − kt〈f, zk〉z − kt〈f, z〉zk.
Using the Cauchy inequality together with the fact that z is normalized, we obtain
‖f˜t‖ ≤ C(‖fk‖+ 2‖f‖‖zk‖).
Same estimate follows for fx.
For differentiation in y we have
∂jy f˜ = ∂
j
yf − 〈f, z〉∂jyz,
leading to
‖∂jyf˜‖ ≤ ‖∂jyf‖+ ‖f‖‖∂jyz‖.
Finally,
f˜xy = kxfky − kx〈fk, z〉zy − kx〈f, zk〉zy − kx〈f, z〉zky.
Hence
‖f˜xy‖ ≤ C(‖fky‖+ ‖fk‖‖zy‖+ ‖f‖‖zk‖‖zy‖+ ‖f‖‖zky‖)
which concludes the proof of the lemma. 
Gaussian Beam Superposition and Residuals. We solve ODE system (3.24) for each
band, and obtain a band based Gaussian beam approximation along a given ray:
(3.35) Ψ˜εnGB(t, x, y; x0) = (an(t; x0)zn(kn, y) + εA
n
1 (t, x, y; x0))e
iΦn(t,x;x0)/ε.
Since the Schro¨dinger equation is linear, the approximate solution can be generated by a
superposition of neighboring Gaussian beams and over all available bands
(3.36) Ψ˜ε(t, x, y) =
1√
2πε
∫
K0
N∑
n=1
Ψ˜εnGB(t, x, y, x0)dx0,
where
1√
2πε
is a normalized constant chosen to match initial data against the Gaussian
profile. Let us use the notation
(3.37) Ψ˜εn(t, x, y) :=
1√
2πε
∫
K0
Ψ˜εnGB(t, x, y; x0)dx0,
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then Lemma 3.1 yields the following residual representation:
(3.38) P (Ψ˜εn) =
1√
2πε
∫
K0
(
c0n + εc1n + ε
2c2n
)
eiΦn(t,x;x0)/εdx0.
In next two sections we provide proofs of the accuracy results. We start with the initial error
estimation.
4. Initial Error - proof of Theorem 2.1.
In this section, the unmarked norm ‖ · ‖ denotes ‖ · ‖L2x,y- norm unless otherwise specified.
For simplicity of presentation, we only give the one dimensional estimate with d = 1. The
initial phase can be expressed as
S0(x) = S0(x0) + S
′
0(x0)(x− x0) + S ′′0 (x0)
(x− x0)2
2
+Rx02 [S0] = T
x0
2 [S0](x) +R
x0
2 [S0](x),
where
Rx02 [S0] =
|S(3)0 (η(x, x0))|(x− x0)3
3!
is the remainder of the Taylor expansion. The idea of the proof of Theorem 2.1 is to introduce
(4.1) Ψ∗ =
1√
2πε
∫
R
g(x0, y)e
iT
x0
2 [S0](x)/εe−
(x−x0)
2
2ε dx0,
so that
(4.2) ‖Ψ˜0 − Ψ˜ε0‖ ≤ ‖Ψ˜0 −Ψ∗‖+ ‖Ψ∗ − Ψ˜ε0‖,
where the initial condition Ψ˜0 = Ψ˜(0, x, y) defined in (2.1), Ψ˜
ε
0 = Ψ˜
ε(0, x, y) defined in (2.8)
is the the Gaussian beam superposition evaluated at t = 0,
(4.3) Ψ˜ε0 =
1√
2πε
∫
K0
N∑
n=1
(an(x0)zn(∂xΦ
0(x; x0), y) + εA
n
1 (0, x, y; x0))e
iΦ0(x;x0)/εdx0,
where from (2.9) we have
Φ0(x, x0) = T
x0
2 [S0](x) +
i(x− x0)2
2
.
The rest of this section is to estimate two terms on the right of (4.2), which will be given
in Lemma 4.1 and Lemma 4.2 below, respectively.
Lemma 4.1. Let Ψ∗ be defined in (4.1), g(x, y) ∈ H1(K0 × [0, 2π]), then
‖Ψ∗ − Ψ˜0‖ ≤
(
‖∂xg‖+
√
5
12
max
x∈R
|S(3)0 (x)|‖g‖
)
ε1/2.
Proof. Using that
1√
2πε
∫
R
e−
(x−x0)
2
2ε dx0 = 1,
(4.4) Ψ∗ − Ψ˜0 = 1√
2πε
∫
R
[g(x0, y)e
iT
x0
2 [S0](x)/ε − g(x, y)eiS0(x)/ε]e− (x−x0)
2
2ε dx0 = I + J,
where
I =
1√
2πε
∫
R
(g(x0, y)− g(x, y))eiT
x0
2 [S0](x)/εe−
(x−x0)
2
2ε dx0,
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J =
1√
2πε
∫
R
g(x, y)(eiT
x0
2 [S0](x)/ε − eiS0(x)/ε)e− (x−x0)
2
2ε dx0.
Our next step is to find estimates for ‖I‖ and ‖J‖.
‖I‖2 = 1
2πε
∥∥∥ ∫
R
(g(x0, y)− g(x, y))|eiT
x0
2 [S0](x)/ε|e− (x−x0)
2
2ε dx0
∥∥∥
=
1
2πε
∫ 2π
0
∫
R
[ ∫
R
(g(x0, y)− g(x, y))e−
(x−x0)
2
2ε dx0
]2
dxdy.
For fixed x, we introduce a new variable ξ =
x− x0√
2ε
, dx0 = −
√
2εdξ to obtain
‖I‖2 = 1
π
∫ 2π
0
∫
R
(∫
R
|g(x−
√
2εξ, y)− g(x, y)|e−ξ2dξ
)2
dxdy.
By the Ho¨lder inequality,
‖I‖2 ≤ 1
π
∫ 2π
0
∫
R
∫
R
|g(x−
√
2εξ, y)− g(x, y)|2e−ξ2dξ
∫
R
e−ξ
2
dξdxdy
=
1√
π
∫ 2π
0
∫
R
∫
R
|g(x−
√
2εξ, y)− g(x, y)|2e−ξ2dξdxdy.
Using the mean value theorem for g, we have
g(x−
√
2εξ, y)− g(x, y) = −∂xg(x− η∗
√
2εξ, y)
√
2εξ = −∂xg(x− η∗(x− x0), y)
√
2εξ.
Hence,
‖I‖2 ≤ 2ε√
π
∫ 2π
0
∫
R
∫
R
|∂xg(x− η∗(x− x0), y)|2dxξ2e−ξ2dξdy
=
2ε√
π
‖∂xg‖2
∫
R
ξ2e−ξ
2
dξ = ε‖∂xg‖2.
Now we turn to the estimation of ‖J‖ :
‖J‖2 = 1
2πε
∥∥∥ ∫
R
g(x, y)(eiT
x0
2 [S0](x)/ε − eiS0(x)/ε)e− (x−x0)
2
2ε dx0
∥∥∥2
≤ 1
2πε
∫ 2π
0
∫
R
[ ∫
R
|g(x, y)||eiS0(x)/ε||e−iRx02 [S0](x)/ε − 1|e− (x−x0)
2
2ε dx0
]2
dxdy.
Since S0 is real, |eiS0(x)/ε| = 1. The above is further bounded by
1
2πε
∫ 2π
0
∫
R
[ ∫
R
|g(x, y)|
[(
cos
Rx02 [S0](x)
ε
− 1
)2
+ sin2
Rx02 [S0](x)
ε
]1/2
e−
(x−x0)
2
2ε dx0
]2
dxdy.
Using a half-angle formula for sin x and that | sinx| ≤ |x|, we obtain:
‖J‖2 ≤ 1
2πε
∫ 2π
0
∫
R
[ ∫
R
|g(x, y)|
(
4 sin2
Rx02 [S0](x)
2ε
)1/2
e−
(x−x0)
2
2ε dx0
]2
dxdy
≤ 1
2πε
∫ 2π
0
∫
R
[ ∫
R
|g(x, y)|R
x0
2 [S0](x)
ε
e−
(x−x0)
2
2ε dx0
]2
dxdy.
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Using the remainder formula and the Ho¨lder inequality,
‖J‖2 ≤ 1
2πε
∫ 2π
0
∫
R
∫
R
|g(x, y)|2e− (x−x0)
2
2ε dx0
∫
R
(|S(3)0 (η)|)2
36
|x− x0|6
ε2
e−
(x−x0)
2
2ε dx0dxdy.
Now, applying the same change of variable as for the term I, ξ =
x− x0√
2ε
, (x variable is
fixed) we get:
‖J‖2 ≤ 1
2πε
‖g‖2 (max |S
(3)
0 (x)|)2
36
√
2πε
∫
R
8
√
2ε−2+3+1/2|ξ|6e−ξ2dξ
≤
√
2πmaxx∈R |S(3)0 (x)|2
72π
× 8
√
2× 15
8
√
π‖g‖2ε
=
5
12
max
x∈R
|S(3)0 (x)|2‖g‖2ε.
Hence, summing both parts, we conclude that:
‖Ψ∗ − Ψ˜0‖ ≤ ‖I‖+ ‖J‖
≤
(
‖∂xg‖+
√
5
12
max
x∈R
|S(3)0 (x)|‖g‖
)
ε1/2.

Our next step is to find an estimate for the difference between GB ansatz and Ψ∗.
Lemma 4.2. The following estimate holds:
‖Ψ˜ε0 −Ψ∗‖ ≤ Cε1/2,
where
C = 2π max
k,1≤n≤N
‖∂kzn(k, y)‖2L∞y
∫
K0
∣∣∣ N∑
n=1
an(x0)
∣∣∣2(S ′′20 (x0) + 1)dx0,
can be computed from the initial data.
Proof. According to our construction,
‖Ψ˜ε0 −Ψ∗‖2 =
∥∥∥Ψ˜ε0 − 1√
2πε
∫
R
g(x0, y)e
iT
x0
2 [S0](x)/εe−
(x−x0)
2
2ε dx0
∥∥∥2
=
1
2πε
∫ 2π
0
∫
R
∣∣∣ ∫
K0
N∑
n=1
(an(x0)(zn(∂xΦ
0(x, x0), y)− zn(∂xS0(x0), y))
+ εAn1 (0, x, y; x0))e
iΦ0(x,x0)
ε dx0
∣∣∣2dxdy.
Then, putting the absolute value sign inside the integral over K0, we observe that
‖Ψ˜ε0 −Ψ∗‖2 ≤
1
2πε
∫ 2π
0
∫
R
[ ∫
K0
∣∣∣ N∑
n=1
(an(x0)(zn(∂xΦ
0(x, x0), y)− zn(∂xS0(x0), y))
+ εAn1 (0, x, y; x0))
∣∣∣e− (x−x0)22ε dx0]2dxdy.
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By the Ho¨lder inequality,
‖Ψ˜ε0 −Ψ∗‖2 ≤
1
2πε
∫ 2π
0
∫
R
∫
K0
∣∣∣ N∑
n=1
(an(x0)(zn(∂xΦ
0(x, x0), y)− zn(∂xS0(x0), y))
+ εAn1 (0, x, y; x0))
∣∣∣2e− (x−x0)22ε dx0
∫
K0
e−
(x−x0)
2
2ε dx0dxdy
=
1√
2πε
∫ 2π
0
∫
R
∫
K0
∣∣∣ N∑
n=1
(an(x0)(zn(∂xΦ
0(x, x0), y)− zn(∂xS0(x0), y))
+ εAn1 (0, x, y; x0))
∣∣∣2e− (x−x0)22ε dx0dxdy.
Using that
zn(∂xΦ
0(x, x0), y)− zn(∂xS0(x0), y) =zn(S ′0(x0) + (S ′′0 (x0) + i)(x− x0), y)− zn(S ′0(x0), y)
=∂kzn(ηn(x, x0), y)(S
′′
0 (x0) + i)(x− x0),
we obtain:
‖Ψ˜ε0 −Ψ∗‖2 ≤
1√
2πε
∫ 2π
0
∫
R
∫
K0
∣∣∣ N∑
n=1
(an(x0)∂kzn(ηn(x, x0), y)(S
′′
0 (x0) + i)(x− x0)
+ εAn1 (0, x, y; x0))
∣∣∣2e− (x−x0)22ε dx0dxdy
≤ 2√
2πε
( ∫ 2π
0
∫
R
∫
K0
∣∣∣ N∑
n=1
(an(x0)∂kzn(ηn(x, x0), y)(S
′′
0 (x0) + i)(x− x0)
∣∣∣2
· e− (x−x0)
2
2ε dx0dxdy + ε
2
∫ 2π
0
∫
R
∫
K0
∣∣∣ N∑
n=1
An1 (0, x, y; x0))
∣∣∣2e− (x−x0)22ε dx0dxdy)
= I1 + I2.
Switching the order of integration and applying the change of variable for fixed x0,
ξ =
x− x0√
2ε
, dx =
√
2εdξ
together with the fact that S ′′0 (x0) is real,
I1 ≤ 1√
2πε
∫ 2π
0
∫
K0
∫
R
∣∣∣ N∑
n=1
an(x0)∂kzn(ηn(ξ, x0), y)(S
′′
0 (x0) + i)
∣∣∣22εξ2e−ξ2√2εdξdx0dy
≤ 2ε√
π
max
k,1≤n≤N
‖∂kzn(k, y)‖2L∞y
∫
R
ξ2e−ξ
2
dξ
∫ 2π
0
∫
K0
∣∣∣ N∑
n=1
an(x0)
∣∣∣2(S ′′20 (x0) + 1)dx0dy
≤ 2πε max
k,1≤n≤N
‖∂kzn(k, y)‖2L∞y
∫
K0
∣∣∣ N∑
n=1
an(x0)
∣∣∣2(S ′′20 (x0) + 1)dx0.
Since N < ∞ is finite, the right hand side is bounded by Cε where constant C depends on
the initial data.
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As for I2,
I2 =
ε
3
2√
2π
∫ 2π
0
∫
R
∫
K0
∣∣∣ N∑
n=1
An1 (0, x, y; x0))
∣∣∣2e− (x−x0)22ε dx0dxdy,
we use the definition of A1 in (3.18), where we use that (H(k, y) − E(k))−1 is bounded
operator (moreover, it is compact), hence A1 is bounded. Also, the same change of variable
as in the case of I1 estimate will produce the additional rate of convergence.
Hence,
I2 ≤ Cε2
and may be neglected since its order of convergence is higher than for I1. 
Using the triangle inequality, we thus get the estimate for the initial error:
‖Ψ˜0 − Ψ˜ε0‖ ≤ ‖Ψ˜0 −Ψ∗‖+ ‖Ψ∗ − Ψ˜ε0‖ ≤ Cε1/2.
5. Evolution Error - proof of Theorem 2.2
We prove Theorem 2.2 in several steps, in one dimensional setting; an extension to multi-
dimensions will be given in next section. Taking advantage of the band structure of the
asymptotic construction and the linearity of the Schro¨dinger operator, we rewrite
P (Ψ˜ε) = P
( N∑
n=1
Ψ˜εn
)
=
N∑
n=1
P (Ψ˜εn),
where Ψ˜εn is defined in (3.37). By the Minkowski inequality,
‖P (Ψ˜ε)‖ ≤
N∑
n=1
‖P (Ψ˜εn)‖.
Using residual representation of P (Ψ˜ε,n) from (3.38) in section 3, we have
P (Ψ˜εn) =
2∑
j=0
Ijn,
where
(5.1) Ijn =
εj−
1
2
(2π)
1
2
∫
K0
Gjn(t, x; x0, y)(x− x˜n(t; x0))(3−2j)+eiΦn(t,x;x0)/εdx0,
where
G0n(t, x; x0, y) =
1
3!
an(t; x0)∂
3
xFn(t, x
∗)zn(kn, y),(5.2)
G1n(t, x; x0) = (ia〈∂kzn, zn〉M˙ − 1
3!
∂3xFn(t, x
∗)A1n(x− x˜n)2).(5.3)
G2n(t, x; x0, y) = an(t; x0)M
2
n∂
2
kzn(kn, y) + iLA1n.(5.4)
Let ′ denote quantities defined on the ray emanating from x′0 such as x˜
′
n, c
′
jn and Φ
′
n.
From Lemma 3.1 and Lemma 3.3 it follows the following bound:
(5.5)
∫ 2π
0
|GjnG′jn|dy ≤ C1.
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Here we note that G1n contains a term involving (x− x˜n)2 which becomes unbounded when
x is far away from the ray x˜n. In such case, the Gaussian beam factor e
−δ|x−x˜n|2/ε needs to
be taken into account.
We compute the L2 norm of Ijn by
‖Ijn‖2 =
∫ 2π
0
∫
R
Ijn(t, x; x0, y) · Ijn(t, x; x′0, y)dxdy
=
∫ 2π
0
∫
R
∫
K0
∫
K0
Jjn(x, y, x0, x
′
0)dx0dx
′
0dxdy,
where
(5.6) Jjn(x, y, x0, x
′
0) =
ε2j−1
2π
GjnG
′
jn(x− x˜n)(3−2j)+(x− x˜′n)(3−2j)+eiψn/ε
with
(5.7) ψn(t, x, x0, x
′
0) = Φn(t, x; x0)− Φ′n(t, x; x′0).
Let ρj(x, x0, x
′
0) ∈ C∞ be a partition of unity such that
(5.8) ρ2 =
{
1, |x− x˜n| ≤ η ∩ |x− x˜′n| ≤ η,
0, |x− x˜n| ≥ 2η ∪ |x− x˜′n| ≥ 2η,
and ρ1 + ρ2 = 1. Moreover, let
J1jn = ρ1Jjn(x, y, x0, x
′
0), J
2
jn = ρ2Jjn(x, y, x0, x
′
0),
so that Jjn(x, y, x0, x
′
0) = J
1
jn + J
2
jn.
The rest of this section is to establish the following
(5.9)
∣∣∣∣
∫ 2π
0
∫
R
∫
K0
∫
K0
J ijndx0dx
′
0dxdy
∣∣∣∣ ≤ Cε3
for i = 1, 2. With this estimate we have ‖Ijn‖ ≤ Cε 32 , leading to the desired estimate. Since
for j = 2 we already have the needed convergence rate, the following proof will be concerned
with j = 0 or j = 1 cases.
5.0.1. Estimate of J1jn. Using that ℑψn = ℑΦn + ℑΦ′n ≥ δ(|x − x˜n|2 + |x − x˜′n|2) and the
definition of ρ1, in J
1
jn either |x− x˜n(t; x0)| or |x− x˜n(t; x′0)| is greater than 2η, hence∫ 2π
0
|J1jn|dy ≤ Ce−
δ
2ε
|x−x˜n|2e−
2η2δ
ε ,
we thus obtain an exponential decay∣∣∣∣
∫ 2π
0
∫
R
∫
K0
∫
K0
J1jndx0dx
′
0dxdy
∣∣∣∣ ≤ C(2πεδ
) 1
2 |K0|2e− 2η
2δ
ε ≤ Cεs ∀s.
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5.0.2. Estimation of J2jn. Using the estimate
spe−as
2 ≤
(p
e
)p/2
a−p/2e−as
2/2,
with s = |x− x˜n| or s = |x− x˜′n|, p = 3, 1, or 0, a = δ2ε , we have∫ 2π
0
|J ijn|dy ≤ CC2ε2e−
δ
2ε
(|x−x˜n|2+|x−x˜′n|
2),
where
C2 ≤ 1
2π
(
6
eδ
)3/2
.
Next we note that
(5.10) |x−x˜n(t; x0)|2+|x−x˜n(t; x′0)|2 = 2
∣∣∣x− x˜n(t; x0) + x˜n(t; x′0)
2
∣∣∣2+1
2
|x˜n(t; x0)−x˜n(t; x′0)|2,
with which we have∫ 2π
0
∫
R
|J2jn|dxdy ≤ Cε2
∫
R
e−
δ
ε
x2dxe−
δ
4ε
|x˜n(t;x0)−x˜n(t;x′0)|
2
.
Hence,
(5.11)
∣∣∣∣
∫ 2π
0
∫
R
∫
K0
∫
K0
J2jndx0dx
′
0dxdy
∣∣∣∣ ≤ Cε 52
∫
K0
∫
K0
e−
δ
4ε
|x˜n(t;x0)−x˜n(t;x′0)|
2
dx0dx
′
0.
In order to obtain (5.9), we need to recover an extra ε
1
2 from the integral on the right hand
side, which is difficult when |x˜n(t; x0)− x˜n(t; x′0)| is small.
Following [27], we split the set K0 ×K0 into
D1(t, θ) =
{
(x0, x
′
0) : |x˜n(t, x0)− x˜n(t, x′0)| ≥ θ|x0 − x′0|
}
,
which corresponds to the non-caustic region of the solution, and the set associated with the
caustic region
D2(t, θ) =
{
(x0, x
′
0) : |x˜n(t, x0)− x˜n(t, x′0)| < θ|x0 − x′0|
}
.
For the former we have∫
D1
e−
δ
4ε
|x˜n(t;x0)−x˜n(t;x′0)|
2
dx0dx
′
0 ≤
∫
D1
e−
δθ2
4ε
|x0−x′0|
2
dx0dx
′
0.
Letting Λ = supx0,x′0∈K0 |x0 − x′0| < ∞ be the diameter of K0, we continue to estimate the
above D1-integral ∫
D1
e−
δθ2
4ε
|x0−x′0|
2
dx0dx
′
0 ≤ C
∫ Λ
0
e−
δθ2
4ε
τ2dτ ≤ Cε1/2,
which concludes the estimate of J2jn when restricted on D1 in (5.11).
To estimate J2jn restricted on D2, we need the following result on phase estimate.
Lemma 5.1. (Phase estimate) For (x0, x
′
0) ∈ D2, it holds
|∂xψn(t, x, x0, x′0)| ≥ C(θ, η)|x0 − x′0|,
where C(θ, η) is independent of x and positive if θ and η are sufficiently small.
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The proof of this result is due to [27], where the non-squeezing lemma is crucial. Since all
requirements for the non-squeezing argument are satisfied by the construction of Gaussian
beam solutions in present work, we therefore omit details of the proof.
To continue, we note that the phase estimate ensures that for (x0, x
′
0) ∈ D2, x0 6= x′0,
∂xψn(t, x, x0, x
′
0) 6= 0. Therefore, in order to estimate J2jn|D2 we shall use the following non-
stationary phase lemma.
Lemma 5.2. (Non-stationary phase lemma) Suppose that u(x, ξ) ∈ C∞0 (Ω× Z where
Ω and Z are compact sets and ψ(x; ξ) ∈ C∞(O) for some open neighborhood O of Ω× Z. If
∂xψ never vanishes in O, then for any K = 0, 1, . . . ,
∣∣∣ ∫
Ω
u(x; ξ)eiψ(x;ξ)/εdx
∣∣∣ ≤ CKεK K∑
α=1
∫
Ω
|∂αxu(x; ξ)|
|∂xψ(x; ξ)|2K−αe
−ℑψ(x;ξ)/εdx,
where CK is a constant independent of ξ.
Using the non-stationary lemma, we obtain for (x0, x
′
0) ∈ D2,
∣∣∣∣
∫ 2π
0
∫
R
J2jndxdy
∣∣∣∣ = CKεK+2j−12π ×∫ 2π
0
∫
R
K∑
α=1
|∂αx [ρ1GjnG′jn(x− x˜n)3−2j(x− x˜′n)3−2j]|
|∂xψn(t, x; x0, x′0)|2K−α
e−ℑψn(x;ξ)/εdxdy.
By Leibniz’s rule,
∂αx [ρ1GjnG
′
jn(x− x˜n)3−2j(x− x˜′n)3−2j ] =
∑
α1+α2=α
(∂α1x [ρ1GjnG
′
jn]
+ ∂α2x [(x− x˜n)3−2j(x− x˜′n)3−2j ]).
Here we take a detailed look at the term
∣∣∣ ∫ 2π
0
∂α1x [ρ1GjnG
′
jn]dy
∣∣∣, for each case when j = 0, 1.
For j = 0, we have
∣∣∣ ∫ 2π
0
∂α1x [ρ1G0nG
′
0n]dy
∣∣∣ = ∣∣∣ ∫ 2π
0
ana′n∂
α1
x (ρ1∂
3
xFnzn∂
3
xF
′
nz
′
n)dy
∣∣∣
=
∣∣∣ ∑
α11+α12=α1
ana′n∂
α11
x [ρ1∂
3
xFn∂
3
xF
′
n] ·
∫ 2π
0
∂α12x [znz
′
n]dy
∣∣∣
≤ |an|2|Mn|α12 ·
∑
α11+α12=α1
∂α11x [ρ1∂
3
xFn∂
3
xF
′
n] ·
∫ 2π
0
∂α12k [znz
′
n]dy
∣∣∣
≤ CZ2 := C2.
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For j = 1, we notice that G1n does not depend on y,
∣∣∣∂α1x [ρ1G1nG′1n]∣∣∣ ∼ ∣∣∣ana′n∂α1x (ρ1M˙n〈∂kzn, zn〉M˙ ′n〈∂kz′n, z′n〉)∣∣∣
=
∣∣∣ ∑
α11+α12=α1
ana′n∂
α11
x [ρ1M˙nM˙
′
n] · ∂α12x [〈∂kzn, zn〉〈∂kz′n, zn〉]
∣∣∣
≤ |an|2|Mn|α12 ·
∑
α11+α12=α1
|∂α11x [ρ1M˙nM˙ ′n]∂α12k [〈∂kzn, zn〉〈∂kz′n, zn〉]|
≤ CZ2 := C2.
Here we used the fact that indices α12 and α13 are not greater than 2 and j is either 0 or 1,
which is consistent with the boundedness requirement in (??).
Going further,
∂α2x [(x− x˜n)3−2j(x− x˜′n)3−2j ] ≤C
∑
α21+α22=α2
(x− x˜n)3−2j−α21
· (x− x˜′n)3−2j−α22 ,
we have
∫ 2π
0
∫
R
|∂α1x [ρ1GjnG′jn]∂α2x [(x− x˜n)3−2j(x− x˜′n)3−2j]|e−ℑψn/εdxdy
≤ C
∑
α21+α22=α2
∫
R
|x− x˜n|3−2j−α21 |x− x˜′n|3−2j−α22e−ℑψn/εdx
≤ Cε−α22 +3−2j
∫
R
e−
δ
ε
(|x−x˜n|2+|x−x˜′n|
2)dx
≤ C
(π
δ
)1/2
ε
1−α2
2
+3−2je−
δ
2ε
|x˜n−x˜′n|
2
,
where (5.10) has been used. Hence,
∣∣∣∣
∫ 2π
0
∫
R
∫
D2
J2jndx0dx
′
0dxdy
∣∣∣∣ ≤
∫
D2
e−
δ
2ε
|x˜−x˜′|2
K∑
α=1
ε
α
2
+2j−1
inf |∂xψn/
√
ε|2K−α
·
∑
α1+α2=α
Cε
1−α2
2
+3−2jdx0dx
′
0
≤Cε 52
∫
D2
e−
δ
2ε
|x˜n−x˜′n|
2
K∑
α=1
1
inf |∂xψn/
√
ε|2K−αdx0dx
′
0.
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The last estimate together with (5.11) yields:∣∣∣∣
∫
J2jn1D2
∣∣∣∣ ≤ Cε 52
∫
D2
e−
δ
2ε
|x˜n−x˜′n|
2
min
[
1,
K∑
α=1
1
inf |∂xψn/√ε|2K−α
]
dx0dx
′
0
≤ Cε 52
∫
D2
e−
δ
2ε
|x˜n−x˜′n|
2
K∑
α=1
min
[
1,
1
inf |∂xψn/
√
ε|2K−α
]
dx0dx
′
0
≤ Cε 52
∫
K0
∫
K0
e−
δ
2ε
|x˜n−x˜′n|
2
K∑
α=1
1
1 + inf |∂xψn/
√
ε|2K−αdx0dx
′
0
≤ Cε 52
∫
K0
∫
K0
K∑
α=1
1
1 + (C(θ, η)|x0 − x′0|/
√
ε)2K−α
dx0dx
′
0.
Taking K = 2 and changing variable ξ =
x0 − x′0√
ε
, we compute
∣∣∣∣
∫
J2jn1D2
∣∣∣∣ ≤ Cε 52
∫
K0×K0
1
1 + (|x0 − x′0|/
√
ε)
K
dx0dx
′
0
≤ Cε3
∫ ∞
0
1
1 + ξK
dξ =
π
2
Cε3,
which gives (5.9) when restricted to the caustic region.
Putting all together we complete the proof of (5.9), hence Theorem 2.2.
6. Extensions
The extension of the one-dimensional results to multidimensional case is straightforward.
We still have the two-scale formulation,
(6.1) iε
∂Ψ˜
∂t
= −1
2
(ε∇x +∇y)2Ψ˜ + V (x
ε
)Ψ˜ + Ve(x)Ψ˜, x ∈ Rd,
(6.2) Ψ(0, x, y) = g(x, y)eiS0(x)/ε, x ∈ K0 ⊂ Rd, y ∈ [0, 2π]d.
The Gaussian beam construction of the phase will have the following form:
(6.3) Φ(t, x; x0) = S(t; x0) + p(t; x0) · (x− x˜(t; x0)) + 1
2
(x− x˜(t; x0))⊤ ·M(x− x˜(t; x0)).
Following the procedure of the Gaussian beam construction in section 3, we only check
possible different formulations in the multidimensional setting. For instance, equation (3.4)
will take a form:
cj = ∆xAj−2 + iLAj−1 +GAj , j = 2, 3, . . . , l + 2,
where L reads
L = ∂t + (−i∇y +∇xΦ) · ∇x + 1
2
∆xΦ.
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The evolution equations for the Gaussian beam phase components:
(6.4)


˙˜x = ∇kE(p), x˜|t=0 = x0,
p˙ = −∇xVe(x˜), p|t=0 = ∇xS(x0),
S˙ = p · ∇kE(p)− E(p)− Ve(x˜), S|t=0 = S0(x0),
M˙ = −M∇2kE(p)M −∇2xVe(x˜), M |t=0 = ∇2xS0(x0) + iI.
An equation for the amplitude can be derived from (3.19), however because of the matrix
M, it has more sophisticated form than in 1- dimensional case:
(6.5) a˙ = a(〈(∇kz · (∇xVe(x˜) +M∇kE(p)), z〉 − 〈(−i∇y + p) ·M∇kz, z〉 − 1
2
Tr(M)).
One can easily verify that the amplitude equation for d = 1 follows from (6.5).
The superposition formula (3.37) for the approximate solution is:
(6.6) Ψ˜ε(t, x, y) =
1
(2πε)d/2
∫
K0
Ψ˜εGB(t, x, y, x0)dx0.
The technique for estimating the initial error can be carried out in multi-dimensional setting,
without any further difficulty.
As for the evolution error, some clarification of the notation needs to be done. For example,
the main representations (5.1)-(5.6), can be reformulated as follows:
(6.7) Ijn =
εj−
d
2
(2π)
d
2
∫
K0
∑
|β|=(3−2j)+
Gjnβ(t, x, y; x0)(x− x˜n(t; x0))βeiΦn(t,x;x0)/εdx0,
where
G0nβ(t, x; x0, y) =
1
β!
an(t; x0)∂
β
xFn(t, x
∗)zn(k, y), |β| = 3,(6.8)
G1nβ(t, x; x0) = (ia〈∂kzn, zn〉M˙n(t; x0)−
∑
|β|=3
1
β!
∂βxFn(t, x
∗)A1n(x− x˜)(β−1)+),(6.9)
G2n(t, x; x0, y) = an(t; x0)(Tr(Mn))
2∆kzn(kn, y) + iLA1n.(6.10)
Finally,
Jjn(x, y, x0, x
′
0) =
ε2j−d
(2π)d
∑
|β|=(3−2j)+
(Gjnβ(t, x, y; x0))(x− x˜n(t; x0))β
×
∑
|β|=(3−2j)+
(Gjnβ(t, x, y; x′0))(x− x˜n(t; x′0))βeiψn/ε.
The rest of the ingredients of the proof remain unchanged, except when using the non-
stationary phase method K need to be taken as d+ 1.
Another possible extension of this result is to apply our technique to higher order Gaussian
beam superpositions, using the Gaussian beam construction in [14].
Our results valid for finite number of bands can be used in practice by approximating a
given high frequency initial data by finite number of bands within certain accuracy. An open
question is to deal with infinite number of bands, which is left in a future work.
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