a We will only use the term quality of life to represent the effectiveness data. Quality adjusted life-years (QALYs) can be readily converted to a per year quality of life estimate by dividing by the number of years over which QALYs are calculated.
Purpose. To develop regression models for outcomes with truncated supports, such as health-related quality of life (HRQoL) data, and account for features typical of such data such as a skewed distribution, spikes at 1 or 0, and heteroskedasticity. Methods. Regression estimators based on features of the Beta distribution. First, both a single equation and a 2-part model are presented, along with estimation algorithms based on maximum-likelihood, quasi-likelihood, and Bayesian Markov-chain Monte Carlo methods. A novel Bayesian quasi-likelihood estimator is proposed. Second, a simulation exercise is presented to assess the performance of the proposed estimators against ordinary least squares (OLS) regression for a variety of HRQoL distributions that are encountered in practice. Finally, the performance of the proposed estimators is assessed by using them to quantify the treatment effect on QALYs in the EVALUATE hysterectomy trial. Overall model fit is studied using several goodness-of-fit tests such as Pearson's correlation test, link and reset tests, and a modified Hosmer-Lemeshow test. Results. The simulation results indicate that the proposed methods are more robust in estimating covariate effects than OLS, especially when the effects are large or the HRQoL distribution has a large spike at 1. Quasi-likelihood techniques are more robust than maximum likelihood estimators. When applied to the EVALUATE trial, all but the maximum likelihood estimators produce unbiased estimates of the treatment effect. Conclusion. One and 2-part Beta regression models provide flexible approaches to regress the outcomes with truncated supports, such as HRQoL, on covariates, after accounting for many idiosyncratic features of the outcomes distribution. This work will provide applied researchers with a practical set of tools to model outcomes in cost-effectiveness analysis. Keywords: regression, quality of life, QALYs, Beta distribution, quasi-likelihood, Bayesian. (Med Decis Making 2012;32:56-69) I n cost-effectiveness analysis (CEA), treatment effects on costs and health outcomes and the heterogeneity in these effects across observed patients' characteristics are often estimated using regression estimators. A large literature exists on how to develop and identify appropriate regression models for cost data, primarily developed to deal with the idiosyncrasies in the distribution of costs (e.g., nonnegative values, skewness to the right, and heteroskedasticity), features that make additive models and ordinary least squares (OLS) regression inapplicable to such data. [1] [2] [3] [4] [5] However, less attention has been paid to the appropriate use of regression estimators on the health outcomes side of the cost-effectiveness equation, especially when dealing with generic health-related quality of life (HRQoL) and quality-adjusted life years (QALYs), a despite these sharing many of the idiosyncrasies observed in cost data.
HRQoL data are typically characterized by a truncated support at both ends of the distribution (usually ranging between 0 and 1). They are typically negatively skewed, with most of the sample's HRQoL values lying at the higher end of the measurement scale and some observations displaying extremely low levels of HRQoL. In fact, much like cost data, where there usually is a spike at 0, we often see a spike at 1 in HRQoL data. Examples of these are data generated from the EQ5D 6 and SF6D 7 instruments. Right-skewed distributions of HRQoL are occasionally observed among certain groups of patients (e.g., terminally ill patients or individuals with chronic conditions) where most of the individuals in the sample report poor health states. Spikes at 0 in such cases are usually not observed. In any case, heteroskedasticity is an integral part of such limited dependent variables.
The primary goal of this article is to develop a particular class of regression models based on Beta distribution (originally proposed by Mullahy 8 for such applications) to address the aforementioned characteristics of the HRQoL data. b Although a wider range of regression models has been proposed to analyze HRQoL data, [9] [10] [11] [12] [13] we compare the performance of the proposed models only against OLS regression. There are 2 main reasons for this: 1st because OLS has been used in the majority of the applications that analyzed HRQoL and QALYs, and 2nd because recent simulation studies 14 found OLS to be superior to many of the alternative approaches that have been proposed. The Beta distribution is a very flexible starting point in that it allows modeling left and right skewed (and heteroskedastic) distributed outcomes.
All our regression models fall under the purview of the generalized linear model (GLM), [15] [16] [17] although we often do not rely on full distributional assumption. For example, we study the quasi-likelihood estimator for a Beta-based mean-variance model that is similar to maximizing a Bernoulli likelihood function. Such regressions are also popular in the econometrics literature under the name of ''fractional models.'' 17 Our choice is dictated by the fact that a Beta regression model has been found to be superior to alternative regression strategies in comparative studies, 18, 19 although full distributional assumptions for the Beta distribution have been found to be restrictive. 20 The rationale for moving beyond a standard linear regression model, often estimated using least squares minimization, is that predictions from such a model are never guaranteed to lie within the unit interval even when nonlinearity in responses may be addressed using added interaction terms. Consequently, these out-of-range predictions may yield inconsistent estimates of covariate effects. For binary data, similar limitations of the linear probability models have led to the development of the logit and the probit models.
We propose both a single equation and a 2-part version of the Beta regression estimator, with the 2part model extension developed to address the challenges posed by the presence of a spike at 1 in the HRQoL distribution. This article defines incremental and marginal effects of covariates on the mean HRQoL and shows how to estimate these effects and associated standard errors. Algorithms based on maximum-likelihood estimation (MLE), quasilikelihood estimation (QMLE) and Bayesian Markovchain Monte Carlo (McMC) estimation methods are presented. We also propose a novel Bayesian QMLE approach to model such data. Relevant codes to implement these methods are produced in STATA 21 (for the MLE and QMLE) and WinBUGs 22 (for McMC estimation) and reported in the Web appendix. Finally, we discuss choice among alternative estimators through a variety of goodness of fit measures.
In the next section, we motivate the readers by illustrating a typical HRQoL distribution that arises within a randomized controlled clinical trial context. We then build on this early example to compare the effect of alternative regression models in estimating treatment effects on HRQoL. We further motivate the reader by illustrating a variety of shapes that HRQoL distributions can take in real applications. The article lays out the model's definition, basic assumptions, and estimation methods for model parameters and the marginal and incremental effects. Next, we present a simulation study comparing the performance of the proposed estimators under different data generating processes. Finally, we illustrate the application of the proposed method to the analysis of HRQoL data from the case study presented.
OBSERVED DISTRIBUTION OF HRQOL AND QALYs IN REAL APPLICATIONS
The EVALUATE trial is the largest comparison of laparoscopic-assisted hysterectomy with standard methods yet undertaken. Details of the results of the b In this article we focus on the analysis of HRQoL data collected alongside randomized controlled clinical trials and do not deal with the issues related to selection bias in nonrandomized settings. clinical and economic analyses from the trial have been published elsewhere. 23, 24 The time horizon for this initial analysis was 1 year. In this article, we revisit the comparative effectiveness of abdominal laparoscopic-assisted hysterectomy (ALH; n = 487) relative to abdominal hysterectomy (AH; n = 263) in women for whom the latter would be the conventional procedure of choice. QALYs were calculated, for each participant in the trial, on the basis of her responses to the EQ 5D 6 at baseline and at up to 3 points post-operatively (6 weeks, 4 months, and 1 year). Given the time horizon of the analysis, total QALYs remained undiscounted. Administrative censoring will be ignored in the present application for simplicity. Table 1 reports the descriptive statistics for the baseline characteristics of patients in the trial as well as their total QALY for the comparison of interest. Figure 1 shows the histogram of the QALY by treatment groups. Within each treatment group, QALYs were negatively skewed. The QALY distribution in the ALH group appears to have a greater skewness and kurtosis than the AH group (ALH: skewness = -1.9, kurtosis = 7.6; AH: skewness = -2.4, kurtosis = 12.0).
Other plausible HRQoL data distributions typically encountered in real practice are illustrated in Figure 2 . These distributions jointly illustrate many of the idiosyncratic characteristics that we discussed in the introduction.
REGRESSION ESTIMATORS FOR QUALITY OF LIFE DATA

Model
Consider N iid observations ðY i , X i Þ, where Y i is a nonnegative response variable with Y ∈ ½0, 1, c and X i = ðX i1 , :::, X ip Þ T is a vector of covariates that may include an intercept. Interest here is in modeling the mean function mðxÞ ≡ EðY i jX i = xÞ and functionals thereof. Two particular models for the mean function are proposed: a single-equation and a 2-part model. Single-equation model. Letting m i = mðX i Þ, we posit a generalized linear model (GLM) wherein logitðm i Þ = Z i , Z i = X T i b, and b is a p × 1 vector of regression parameters. Here, the logit link function is selected because of the unit-support of the outcome variable. d The logit is a strictly monotone differentiable link function that relates m i to the linear predictor Z i .
A special case of a single equation model is the linear model where the link function is identity,
Two-part model. As discussed earlier, HRQoL distributions often carry a spike at 1 (e.g., Figure 2a ). e In such cases, modeling the complement Y 0 = ð1 À Y Þ is most convenient, in that the spike is moved to 0 and The methods presented here can be readily extended to outcomes with any truncated support Y ∈ ½a, b where b > a and b, a ∈ R. One can scale the response variable so that Y 0 = ðY À aÞ=ðb À aÞ. Because Y 0 ∈ ½0, 1, one can model Y 0 with the methods presented here. Note that in such cases, we can relax the assumption of nonnegativeness of Y, that is, Y ∈ R.
d Alternative options (e.g., probit or complementary log-log link) may also be used.
e If the spike is at 0 instead, the 2-part model can be directly applied to Y.
the overall expectation EðY 0 Þ = ð1 À EðY ÞÞ is then given by:
For each individual i, PrðY 0 i > 0Þ can be modeled using a traditional logit or probit model, whereas EðY 0 i jY 0 i > 0Þ can be modeled using the GLM described above.
Parameters Estimation in the Single-Equation Model
For a linear model, the traditional estimation technique follows the least squares (LQ) regression, which is semiparametric in nature. Coefficient estimates are obtained by minimizing the sum of squares of residuals from the regression model, that is, b = arg min fY À X T i bg 2 . Although it is not required that Y be normally distributed for such a least squares estimation method, the support of Y is not assumed to be restricted and therefore may not properly represent the distribution of Y that naturally has a (0,1) range.
As indicated in the introduction, the Beta distribution is a natural candidate for modeling the distribution of Y as it supports the (0,1) range, while handling both negatively and positively skewed distributions. Assuming that Y i ∼ Betaðm i , jÞ, with mean m i = EðY i Þ, m i ∈ ½0, 1, and variance 
with j = 1=ð1 + xÞ representing the over-dispersion term, one can write the Beta density function as f :
One obvious caveat of the Beta distribution standard formulation is that by definition it excludes the values 0 and 1 from its support, that is, Y ∈ ð0, 1Þ. However, this limitation can be overcome using quasi-likelihood techniques that do not require the full distributional characteristics of the Beta but only its 1st and 2nd moments (as described below).
It is interesting to contrast the likelihood function
Although the maximum likelihood estimator for these 2 distributions may be dissimilar, quasi-likelihood estimators, as shown below, are identical as they share the same mean and variance function models.
Estimation using maximum likelihood (Beta-MLE).
Parameters estimation in the Beta regression can be carried out via maximum-likelihood (ML) techniques. The log likelihood function of the Beta, following Equation 3, can be written as
One can solve for the parameter values using the 1st and the 2nd derivatives of the log-likelihood function with respect to the parameters and follow a Newton-Raphson or a Fisher scoring algorithm for the maximum estimation procedure. As evident from Equation 4, values of 0 and 1 cannot be supported by the distribution of Y. A computational solution to this problem often used in practice is to add a very small positive (negative) noise (~1.0E-06) to values of 0 (1) to facilitate the MLE (this is automatically implemented in our STATA code). The same solution can be implemented for Bayesian estimation purposes as described below.
Estimation using quasi-likelihood (Beta-QMLE).
The quasi-likelihood approach can overcome the problems of excluding values of 0 and 1 in the Beta regression. It also relaxes dependence on the full distributional assumption as in the maximum likelihood-based estimator. In the quasi-likelihood approach, the regression parameters are estimated using the well-known quasi-score equations 15 :
McCullagh and Nelder 16 showed that solving Equation 5 is equivalent to maximizing a quasi-likelihood function that behaves in many ways as a likelihood function for the regression parameters. Note that using the mean-variance relationship of a Beta distribution generates a quasi-score equation (given in Equation 5 ) that is identical to the maximum likelihood score equation under a Bernoulli likelihood function 17 with an additional overdispersion parameter x.
We use estimating functions G i x for the overdispersion parameter x that is unbiased and therefore provide consistent estimators of x under the assumption that the mean model m i and the variance model hðm i ; xÞ are correct. 25,26 g 
x g T and the extended estimating function for g as G g = P N i = 1 G i g . We estimate g by solving for G g = 0, which yields the estimator g N . Under mild regularity conditions,ĝ N p −→g 0 as N → ∞ and ðĝ N À g 0 Þ is asymptotically normal with mean 0 and covariance matrix A N given by
Replacing byĝ N and EðG i g G iT g Þ with G i g G iT g in the above equation yields a sandwich estimator of the variance-covariance ofĝ N . 27,28 f This formulation is slightly different to the traditional formulation of a Beta
The cross walk between these 2 formulas is straightforward: m = a/(a + b) and x = (a + b). The formulation we use is usually suitable for a generalized linear model. g The inclusion of x is not necessary for estimating the mean model parameters as it is just a constant scaling factor. However, its use serves 2 purposes: (1) a large estimated variance of x indicates that there might be residual heteroskedasticity that remains unaccounted for, and (2) it sets up the estimating algorithm to let x vary by X, thereby accounting for the residual over dispersion in the variance model. We delegate these aspects to our future work.
Estimation using Bayesian McMC. There are several advantages (and some potential caveats) associated with estimating the proposed models within a Bayesian framework. These have been well rehearsed in various textbooks (see, for instance, Reference 29) and more recently by Luce and O'Hagan. 30 Briefly, compared with frequentist methods, a Bayesian approach (1) offers a more natural and intuitive framework for statistical inference; (2) can make use of all existing evidence prior to the experiment by using prior distributions; (3) can address more complex models (that sometimes cannot be examined under a standard classical framework); and (4) it is ideal for decision making given the way we can interpret the output of Bayesian analyses. However, one may need to be very careful when using Bayesian methods to make sure that subjectivity is not an issue and the application of the methods is as transparent as it can possibly be.
Traditional Bayesian models usually assume parametric distributions for the outcomes of interest. For example, for modeling outcomes such as the generic HRQoL measure EQ5D, one can assume that the outcome follows a Beta distribution. However, following the quasi-likelihood principle, it is often more robust to relax such distribution assumptions. Because quasi-likelihood estimation based on Beta distribution corresponds to a Bernoulli likelihood model, one can ''trick'' the WinBUGS software to implement a quasi-likelihood estimator. [31] We present both versions here.
(a) Bayesian Beta-MLE:
The Bayesian Beta regression model can be expressed as
Following the likelihood function in Equation 3, the posterior joint distribution for ðb, xÞ is given as
For priors, we assume pðb, xÞ = pðbÞpðxÞ and define vague priors on the unknown parameters. More specifically, the regression coefficients b are assigned normal distributions with mean 0 and large variance (see the code in appendix). Similarly, instead of specifying a prior for x, one can directly specify a prior for the overdispersion parameter j = 1=ð1 + xÞ, which can be assumed to follow a gamma or a uniform distribution with large dispersion.
This model can be estimated in Bayesian terms using McMC simulation techniques, 32 via the freely available software WinBUGS 1.4.3, 22 by iterative sampling of the full conditional distributions pðbj x, yÞ / Lðb, xÞpðbÞ and pðxjb, yÞ / Lðb, xÞpðxÞ. Posterior inference for the parameter b, x and the mean response mðxÞ can be easily obtained in WinBUGS.
(b) Bayesian Beta-QMLE:
The idea behind Bayesian QMLE is to specify a Bernoulli-type likelihood for maximization. Because our outcome variable is not a 0/1 (binary) variable, we follow the zeros-trick in WinBUGS to implement this.
First, we create a new variable Z i that takes the value of 0 for all observations; then we specify the following model:
Because the likelihood for the Poisson distribution when Z i = 0 is given by e Àl i , maximizing the Poisson likelihood corresponds to maximizing the Bernoulli likelihood given by the 2nd expression in Equation 10 .
All priors are specified the same way as in the Bayesian MLE estimation.
Parameters Estimation in the 2-Part Model
Estimation for the 2nd part of the 2-part model follows the same estimation methods described under single-equation models (LQ, Beta-MLE, Beta-QMLE, Bayesian Beta-MLE and Bayesian Beta-QMLE).
For the 1st part of the 2-part model, one can use a traditional logistic regression to model the 0/1 binary outcome. The logistic regression can be implemented either by using a full maximum likelihood method, quasi-likelihood estimation technique or by using Bayesian analogs of these methods. Details of estimating a logistic regression using these methods are standard practice and their details can be found elsewhere. 33 
Estimation of Marginal and Incremental Effects
Because the regression coefficients from single and 2-part models have different interpretations, it is useful to focus on a metric that would be comparable across models. The marginal and incremental effects of a covariate on outcomes on their original scale are 2 such metrics. The estimation of marginal and incremental effects follows the procedures detailed in Basu and Rathouz. 26 The marginal effect, c j of any continuous covariate X j on Y is the estimated partial derivative of mðx i Þ with respect to a covariate X j , averaged over all i. For the single-equation model proposed, an estimator of the marginal effect is given bŷ
Here the hat ð^Þ onm indicates that the b coefficients have been estimated and the hat onÊ X indicates that the sample expected value has replaced the population expected value. To estimate the incremental effect, j of an indicator variable X j , we use the method of recycled predictions. 34 This method estimates j aŝ
where X i, Àj represents the vector of all other X's except for X i, j . Robust variance estimators for the marginal and incremental effect estimators can be obtained using Taylor series approximations (formulas are given in the appendix). Alternatively, variance estimators can be obtained by using nonparametric methods such as bootstrap or by using McMC. For the 2-part model, the marginal effect is computed using the chain rule used in expressing the partial derivative of a product. Specifically, ifm 1 ðXÞ and m 2 ðXÞ are the predicted means andâ andb are the estimated coefficients from the 2 parts, respectively, then an estimator of the marginal effect is given bŷ
An estimate of the incremental effect in a 2-part model is identical to that given in Equation 12 , wheremðX i,Àj ,X ij =kÞ=m 1 ðX i,Àj ,X ij =kÞ·m 2 ðX i,Àj ,X ij =kÞ, k=0,1. Again, standard errors for these effects in 2 part models can be more conveniently estimated via simulation methods (e.g., bootstrap or McMC).
SIMULATIONS Designs
Our primary goal is to estimate the effect of a continuous covariate X on the outcome Y ∈ ½0, 1. We generate X using a uniform distribution between 0 and 1 and Y following a variety of distributions. The data generating mechanisms (DGPs) for Y are broadly grouped into 2 sets. In the 1st set, the true marginal effect of a standard-deviation change in X was designed to be much greater than 0.03. In the 2nd set, the data were designed for a true marginal effect of a standard deviation change in X to be less than 0.03. The 0.03 cutoff was chosen arbitrarily, with the primary rationale being that in outcome distributions that are truncated at both sides, the effect of a covariate is usually small, in which case the biases due to model misspecification may not appear so obvious. Each of the DGP from either DGP set carries the typical idiosyncratic characteristics of HRQoL data described in the introduction.
Specifically, the following data generating processes were used: Again, interest lies in estimating the marginal effect of X on Y:
= E X ∂EðY jXÞ=∂X f g . The true values for this quantity are -0.063, -0.068, and -0.087, respectively, and the corresponding values for a standard deviation change in X are -0.02, -0.02, and 0.025, respectively.
Estimators
We compare the performance of 5 estimators using a single equation model under each DGP. These estimators are (1) simple OLS regression with an identify link, (2) Beta MLE, (3) Beta QMLE, (4) Bayesian-Beta MLE, and (5) Bayesian-Beta QMLE, which are described in above. Under DGPs 3 and 5, because of the spike at 0 in the distribution of Y, we additionally run 2 estimators for a 2-part model : (6) 1st part logistic regression and 2nd part Beta QMLE and (7) 1st part Bayesian logistic regression and 2nd part Bayesian-Beta QMLE, which are described above. We also study the use of Beta-MLE for the 2-part model but do not present results for clarity because the results for Beta-MLE from the single equation models carry over to the 2-part ones.
Evaluations
We generate 1000 replicate samples of 500 each under each data-generating mechanism. For each replicate data set and under each of 5 different estimators (k = 1,2, . . . , 5), we estimate the marginal effect,ĉ k with respect to X that is computed using Equation 11 or 13. For Bayesian estimations, we run 3 chains and discard the 1st 5000 iterations from each chain as burn-ins. We then compute the posterior mean of the parameters over the next 10,000 replicates from each chain that were sampled with a thinning of 5. h We report the percentage mean bias (and 95% confidence interval) in estimating c k under each method that is given by ðĉ k À c True Þ · 100=c True . (95% central confidence interval (CCI) calculated using the empirical distribution of c k across replicates).
We also report and compare the root mean squared error (RMSE) for predictions, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n À1 · P 
Results
Typical distributions arising from each of the 6 DGPs are summarized in Figure 3 . DGP 1 generates a Beta distribution that is positively skewed; all the remaining DGPs generate distributions that are negatively skewed; DGP 6 generates a categorical distribution with multiple modes and DGPs 3 and 5 generate modified Beta distributions with a large spike at 1. Beta MLE and QMLE estimators. One surprising exception is that we find the (single equation) Bayesian MLE to generate biased estimates under DGP 2, which itself is a Beta distribution. The biases were consistent across alternative specification of priors; for example, we also tried the prior, exp(b)/ (1 + exp(b))~Uniform(0,1). The (single equation) Beta QMLE again performs well and shows no sign of bias. The 2-part models, both the frequentist and the Bayesian approach, perform better than any other estimator under DGP 3 where there was a large spike at 1.
In terms of efficiency, the RMSE for predictions were fairly similar across all estimators. The Bayesian estimators showed slightly higher RMSEs. However, the dispersion in estimating the marginal effect varied widely across estimators as evident from the 95% CCI for the biases. In DGPs 1 and 2, Bayesian QMLE produced slightly wider 95% CCI whereas in DGPs 3 the Bayesian QMLE produced better results. Table 3 presents our simulation results for the 2nd set of DGPs where the true marginal effects of a standard deviation change in X were all less than 0.03. Here we find OLS to perform well and estimate the marginal effect without bias except under DGP 5, where there is a large spike at 1. Under DGP 5, both OLS and the MLE methods show significant bias. All estimators perform well under DGP 4, given the additive nature of the data generation process. In terms of efficiency, the RMSE for predictions were again fairly similar across all estimators.
Summary of Results
Our simulations show that 1-and 2-part Beta regression models, especially the quasi-likelihood estimators, provide flexible approaches to regress the mean of an outcome with truncated support such as HRQoL on a covariate. We find substantial benefits, both in terms of bias and efficiency, of these regression estimators over traditional OLS approaches.
The fact that (single equation) Beta-MLE and Beta-QMLE produce different results in DGPs 3 and 5 indicates that the issue is more than just misspecification of the logit mean function. Results from these DGPs highlight the advantage of QMLE over MLE methods.
Moreover, both the linear and the logit specifications only provide approximations to the conditional mean under DGP 6. However, both these approximations turn out to be good enough for estimating the marginal effect of X because the effect is small and the residual bias cannot be detected with any precision. In contrast, in DGP3, where both the linear and the logit specifications provide again approximations to the true mean function, the linear approximation fails whereas the logit is successful. Here, the bias with linear approximation is larger than that with the logit specification, and this bias is detected because the overall effect is large.
One can conclude that when the marginal effects of covariates are small, the biases in estimating marginal effect using OLS may also be small, even if OLS does not provide the optimal fit to the data. However, this luxury for OLS no longer holds when there is a large spike at 1. Overall, the Beta-based regression estimators and especially their quasi-likelihood based variants provide a flexible approach to model HRQoL data. In specific instances, it is quite possible that even the logit link used by the Beta-based regression may provide poor fit to the data. Therefore, a rigorous set of goodness of fit test should always be applied to study the appropriateness of a model and to choose among alternative estimators. We present a variety of such tests in our empirical section.
EMPIRICAL EXAMPLE
Let us now turn the attention to the case study introduced in section 2: the EVALUATE trial. Although the 2 groups are well balanced in many baseline characteristics, Table 1 suggests that the laparoscopic-assisted arm (ALH) includes a higher proportion of current smokers and women who were found to have unexpected pathological abnormalities during surgery. In terms of QALYs-which is the outcome of interest here-a higher proportion of women in the ALH arm had a computed QALY of 1 at the end of the follow up period. We applied the same regression methods used in our simulations and as discussed to the EVALU-ATE data. In addition to the treatment indicator, we adjusted for baseline values of smoking, unexpected pathological abnormality, age, and body mass index (Table 1) . Specifically, we compare the performance of 5 estimators using a single equation model. These estimators are (1) simple OLS regression, (2) Beta MLE, (3) Beta QMLE, (4) Bayesian-Beta MLE, and (5) Bayesian-Beta QMLE. In addition we ran 2 estimators for a 2-part model: (6) 1st part logistic regression and 2nd part Beta QMLE and (7) 1st part Bayesian Logistic regression and 2nd part Bayesian-Beta QMLE, as described previously. Table 4 reports the incremental (treatment effect) estimates together with the RMSE and the predicted QALYs (and related standard deviation) for each treatment group in the EVALUATE trial. To facilitate model comparison we evaluate the following goodness of fit criteria:
1. The mean residuals across deciles of the corresponding linear predictorẐ = x Tb . By looking at the pattern in the residuals as a function ofẐ, we can determine whether there is a systematic pattern of misfits in the forecasts. A formal version of this test is provided by the test of goodness of fit proposed by Hosmer and Lemeshow 36 and is implemented by using an F-test that the mean residuals across all 10 of the deciles are not significantly different from 0. Note that the original Hosmer and Lemeshow test was devised on a binary outcome whose mean possesses similar distributional characteristics as the mean of a fractional response. If the residual pattern is U-shaped, then there is evidence for a more nonlinear response than was assumed. 2. We present the Pearson correlation between the raw-scale (y-scale) residual andmðxÞ. If this statistic is significantly different from 0, then the model is providing a poor prediction of mðxÞ.
A more parsimonious test for nonlinearity is Pregi-
bon's link test. 37 Based on the initial estimate of the regression coefficients,Ẑ and its square are included as the only covariates in a 2nd version of the model. If there is no additional nonlinearity in the specification, then the coefficient on the square of the linear predictor should not be significantly different from 0. 4. Similar to the Link test, another test of misspecification is Ramsey's reset test. 38 We run a modified version of the Reset test whereẐ, its square, and its cube are included. i If there is no additional nonlinearity in the specification, then the joint test for the coefficients on the higher-order terms should not be significantly different from 0.
For the 2-part models, the Hosmer-Lemeshow and the Pearson correlation tests were run based on the overall predictions of QALYs generated after combining estimates from both parts of the 2-part models.
Examining the incremental effects reported in Table 4 for the EVALUATE trial data, it appears that Deciles of predictions for two-part QMLE Figure 4 Mean residuals across deciles of linear predictors (or predictor) across alternative estimators.
i We do not use the fourth power term as used in traditional reset test given the small sample size. the frequentist and Bayesian Beta MLE produced identical results showing a significant improvement of 0.03 QALYs for patients receiving ALH versus AH. In contrast, OLS, frequentist, and Bayesian Beta QMLE and their 2-part extensions all estimated the incremental effect to lie between 0.004 and 0.007, which was not statistically significant under any of the estimators. To further understand the differences in results we look at the goodness of fit tests in Table 5 and Figure 4 . We suppressed test results for the Bayesian estimators because they were identical to their frequentist counterparts. Table 5 shows that the all estimators passed all the tests with the exception of the Beta MLE, which failed the Pearson correlation test showing significant correlation between residuals and prediction. This is evident from Figure 4 , which plots the mean residuals over the deciles of the linear predictor. Beta MLE underestimated the mean at the lower end of the distribution while overestimating the mean at the higher end of the distribution. Our empirical results are consistent with the simulation results in that we found the Beta MLE to produce biased estimates of the incremental effect. This is probably due to the continuity correction implemented by subtracting a small noise to the observations with QALY = 1 and the fact that the 2 treatment groups differ in the proportion of observations with QALY = 1. Also, because the correct incremental effect appears to be small and insignificant in this example and the distribution of QALY did not have a spike at 1, the OLS estimate of the effect is believed to be potentially unbiased.
All models have the same RMSE, which may indicate that this diagnostic is not of great help with limited dependent variables.
CONCLUSIONS
In this article, we discuss and compare the performance of a wide range of estimators that can be used to model an outcome variable with truncated support on both ends. Our focus was on modeling HRQoL and QALY data, because these outcomes share the same features in their distributions. Our estimators are primarily based on the Beta distribution, although we also studied a quasi-likelihood estimation technique that relaxes the full distributional assumptions required by maximum likelihood based estimation methods. We present a novel Bayesian estimator that possesses the robustness of a quasi-likelihood technique. Our simulation results indicate that when the effect of a standard deviation change in covariate value is small (our general rule is <0.03) and there are no spikes at 1, OLS provides an unbiased estimate of the covariate effect. When the covariate effect is large, OLS can produce substantially biased results. Although we think that such a cutoff is a conservative estimate of the threshold below which OLS may work fine, more work and simulations are needed to validate such a conclusion. When effects are large, Beta QMLE appears to be the most robust alternative. When there are large spikes at 1, a 2-part Beta QMLE can improve the fit and produce both unbiased and more efficient estimates of covariate effects compared with Beta QMLE. Both the Beta QMLE and the 2-part Beta QMLE can be implemented using Bayesian methods, and our results still hold.
We provide detailed Stata and WinBUGS codes in the Web Appendix to implement each of the estimators that we studied. We hope these will provide researchers with the tools to apply and appropriately model quality of life outcomes and other data with similar features.
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ANALYTICAL VARIANCE ESTIMATORS
The analytical variance estimator forĉ j (Equation 11) will depend both on the variance of (b) and on the variance of covariates X in the population of interest. The variance for the estimator in (11) In Equation A.1, the 1st term is the sample variance ofĉ j attributable to using the empirical expected value over X -j ,Ê X Àj fD j ðm; X Àj Þg rather than the population expected value. Here X -j represents the vector of all other covariates besides X j . The 2nd term is due to the fact that is estimated. An estimator of the variance (Equation A.1) is obtained by replacing withĝ and replacing the 1st term in Equation A.1 with N À1 ðN À 1Þ À1 X N i = 1 fD j ðm; X Àj ÞÀĉ j g 2
( )
:
ðA:2Þ
An estimator for Varð^ j Þ analogous to (A.1) may be obtained through a similar approach.
