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We propose a realization of a synthetic Random Flux Model in a two-dimensional optical lattice.
Starting from Bose-Hubbard Hamiltonian for two atom species we show how to use fast-periodic
modulation of the system parameters to construct random gauge field. We investigate the trans-
port properties of such a system and describe the impact of time-reversal symmetry breaking and
correlations in disorder on Anderson localization length.
I. INTRODUCTION
The fractional quantum Hall effect (QHE) has been ef-
fectively described by the Chern-Simons field theory [1, 2]
in which quasiparticles are weakly interacting fermions
constructed by attaching an even number of flux quanta
to the electrons under a Chern-Simons transformation
[3]. In such a case fractional QHE is effectively mapped
into integer QHE for the composite fermions suspended
in an effective magnetic field. At filling factor νf =
1/2 the effective magnetic field vanishes and composite
fermions are subject to random fluctuations of the gauge
field induced by the ordinary impurities. In this context
it is important to study the localization properties of non-
interacting charged particles in the presence of a random
magnetic field to understand the half-filling system. The
problem of charged particles moving in a random mag-
netic field is also relevant to theoretical studies of high-Tc
models where gauge field fluctuations could significantly
alter the critical temperature in high-Tc superconductors
[4].
Anderson (strong) localization (AL) follows its precur-
sor - a “weak localization” which describes a reduction
of the conductivity due to constructive interferences be-
tween electronic paths and their time-reversed counter-
parts that hold at finite temperatures and a regime of
small disorder. Due to the electron-electron and electron-
phonon interactions a direct observation of Anderson lo-
calization in solid state systems is an impossible task and
one has to rely on conductance measurements (for review
see [5]). Still it has been directly observed in experi-
ments with light [6–9], microwaves [10], ultrasound [11]
and ultracold quantum gases experiments [12–17]. Scal-
ing theory of localization predicts that in 2D noninteract-
ing particles are Anderson localized, as an effect of quan-
tum interference between time-reversal symmetric paths.
Standard disordered systems with time-reversal symme-
try has the coherent backward scattering which results in
the weak localization. The symmetry class of the problem
could be changed (thus qualitatively changing results) for
example by addition of the spin-orbit coupling, which cre-
ates anti-localization correction leading to an appearance
of the mobility edge in two dimensional systems [18, 19].
Another possible route is an addition of the magnetic
field which breaks the time-reversal symmetry, destroys
the interference effects and results in the suppression of
the weak-localization correction [20–22] leading to an in-
crease of the localization length. The case of Random
Flux Model (RFM), where disorder appears as a random
gauge field, is a subclass of systems with broken time-
reversal symmetry. The existence of the mobility edge
for RFM in two dimensions was for a long time a con-
troversial issue with different predictions: some of them
conclude that there exist extended states [23–28] while
other conclude that the localization length in the vicin-
ity of the band center is just extremely big so it could not
be determined numerically [29–31]. RFM model with the
diagonal disorder presents the interesting interplay be-
tween the two effects: as upon the appearance of random
fluxes Anderson localization is weakened by breaking of
the time-reversal symmetry and simultaneously strength-
ened by the appearance of a flux disorder [32, 33].
Cold atoms provide a particularly good environment
for investigating AL. The ultracold atomic gases espe-
cially ’artificial crystals’ – the optical lattices, provide
an unprecedented tunability of almost all parameters.
The factors important for the localization such as the
dimensionality of the system or the disorder distribution
could be controlled. The interactions could be switched
off with the help of the Feshbach resonances [34]. The
off-diagonal disorder and particularly random complex
tunnelings – equivalent to random fluxes of gauge field –
could be created by the means of the fast periodic mod-
ulation [44, 45].
In this paper we propose an experimental scheme al-
lowing the construction of the two-dimensional lattice
system with synthetic random magnetic fields. We show
that time-reversal symmetry breaking not always leads to
anincrease of localization length. We investigate trans-
port properties of systems, we propose, analyze a com-
petition between the strengthening and the weakening of
the localization by an introduction of random fluxes and
present a simple toy model explaining an unexpectedly
strong localization in some of cases with correlations.
The article is structured as follows: In section II we
describe the model we use: a two dimensional Bose-
Hubbard Hamiltonian for two atomic species. The first
specy, forming a diagonal disorder, is composed of im-
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2mobilized atoms randomly distributed in the lattice. A
second one is formed by mobile atoms that interact only
with immobile atoms. Artificial gauge field is created
by simultaneous fast periodic modulation of the mobile-
immobile atoms interactions and a lattice height. Further
in section III we present results of the numerical calcula-
tion of the localization length. We identify observed phe-
nomena and present a simple model of transport through
one plaquette to justify appearing discrepancies of local-
ization length from the expected behavior. Finally in
section IV we conclude.
II. THE MODEL
In order to create a disordered potential in the opti-
cal lattice we consider randomly distributed frozen par-
ticles (f superscript) with repulsive interactions. Second
species of atoms (mobile), are non-interacting bosons ex-
periencing frozen atoms as a disorder potential. For
a deep lattice, the system may be described by Bose-
Hubbard model:
H0 =
∑
d
∑
〈ij〉d
(ta†iaj + t
faf†i a
f
j)
+
∑
i
U
2
ni(ni − 1) + U
f
2
nfi(n
f
i − 1) + V nfini, (1)
where i is the lattice site, ai and a
†
i are bosonic annihila-
tion and creation operators respectively, ni is a particle
number operator, t is a hopping amplitude between near-
est neighbors, U and V are intraspecies and interspecies
contact interaction strengths, respectively and 〈ij〉d de-
notes summing over the nearest neighbors in a direction
d which could be either x or y. To obtain an appropriate
disordered potential we envision the following scenario:
at the beginning only the frozen particles are present in
the lattice. By setting tf & U f we put the system into a
deep superfluid state. Now, the tunnelings are changed
rapidly, for example by a fast increase of the lattice depth,
the occupation of the lattice sites after the quench will
be random and given by the Poisson distribution with
the mean ρf – mean occupation of the frozen particles.
Into such a prepared system the mobile particles could
be injected. As we assume that tf = 0 and additionally
that the mobile particles interact only with the frozen
ones (V 6= 0 and U = 0, where the latter is obtained by
the means of an optical or microwave Feshbach resonance
[34]) we get the Hamiltonian:
Hd = t
∑
d
∑
〈ij〉d
a†iaj + (V n
f
i)ni. (2)
As a distribution of the frozen particles is now fixed, we
could treat nfi as a number and consequently the last
term of the Hamiltonian (2) as just the on-site energy
(i = V nfi). This means that the Hamiltonian (2) de-
scribes a two dimensional system with the diagonal (on-
site) disorder taken from the discrete Poisson distribu-
tion. In the next step we want to add a gauge field to
this picture. As having the gauge field in the lattice is
equivalent to adding complex phases to the tunnelings
we will proceed with creating complex phases using a
fast periodic modulation of the lattice parameters. In
our case we use the simultaneous modulation of the in-
terspecies interaction V → V0 + V1 sin(ωt) and the tun-
neling rates t→ t0 + t(d)1 fω(t), where ω is the frequency
of modulation and fω(t) is some periodic function. An
important point is that we allow different modulations
of the tunneling rates in different lattice directions. In
an experiment the modulation of the interactions could
be obtained by changing a magnetic field in the vicinity
of the Feshbach resonance [35, 36], while the tunneling
rates could be changed by the modulation of the lattice
depth. The time dependent Hamiltonian reads:
H(t) =
∑
d
(t0 + t
(d)
1 fω(t))
∑
〈ij〉d
a†iaj
+
∑
i
((V0 + V1 sinωt)n
f
i)ni. (3)
H(t) is time periodic so we use Floquet theory [37–39]
to decouple fast micromotion from long term dynam-
ics described by a time independent effective Hamilto-
nian. Obtaining the exact effective Hamiltonian is usu-
ally a formidable task, but the approximate result could
be calculated using the Magnus expansion [38, 40], pro-
viding a series in powers of 1/ω. In most of the cases
the convergence rate of the series could be enhanced by
a transformation to a rotating frame, alas in our case it
is impossible as time dependent terms do not commute
with each other. Nevertheless, we could make a partial
transformation:
U = exp
(
iV1 cosωt/ω
∑
i
nfini
)
, (4)
which removes the time dependence from the on-site part
of the Hamiltonian and more importantly takes system to
a frame in which the modulation is a symmetric function
of time (which makes the odd elements of the Magnus
expansion identically 0 [41]):
H ′(t) = UH(t)U† =
∑
i
(V0n
f
i)ni
+
∑
d
(t0 + t
(d)
1 fω(t))
∑
〈ij〉d
ei
V1
ω (n
f
j−nfi) cosωta†iaj .
(5)
In this frame the 0-th order of the Magnus expansion
(simply a time average of the Hamiltonian) already gives
the result with an error of the order of 1/ω2[42]:
Heff = 〈H ′(t)〉T =
∑
d
∑
〈ij〉d
Jdij [fω]a
†
iaj + (V0n
f
i)ni, (6)
3where 〈.〉T stands for a time averaging over period T =
2pi/ω. The exact form of the effective tunneling rate Jdij
depends on the procedure of modulation fω. We consider
two different cases. First is the harmonic modulation:
Jdij [cosωt] = 〈(t0 + t(d)1 cosωt)ei
V1
ω (n
f
j−nfi) cosωt〉T
= t0J0
(
V1
ω
(nfj − nfi)
)
+ it
(d)
1 J1
(
V1
ω
(nfj − nfi)
)
,
(7)
where Jn(x) is n-th order Bessel function. If we set t(d)1 =
±√2t0, eq. (7) could be approximated as:
Jdij [cosωt] ≈ J˜dij [cosωt]
= t0 exp
(
±i tan−1
(
V1
ω
(
nfj − nfi
)))
. (8)
Although that approximation works only in the close
vicinity of zero, especially for the phase, we will use it in
calculations alongside the exact form (7). J˜dij [cosωt] has
several favorable features: its amplitude is always one,
so only random fluxes are present (no random tunneling
amplitudes); its phase depends nonlinearly on the argu-
ment, so in the case of the symmetric modulation in both
directions (t(x)1 = t
(y)
1 ) we could expect non-vanishing
fluxes; tan−1 saturates on ±pi/2 and consequently the
fluxes takes values smaller than 2pi (2pi is reached asymp-
totically for a very strong modulation) so the flux ampli-
tude is monotonic function of the modulation strength.
A second option are periodic delta kicks IIIω(t) =∑
n δ(t+
2pi
ω n), which gives:
Jdij [IIIω] = t0 exp
(
±V1
ω
(
nfj − nfi
))
. (9)
It has the desired property of the constant amplitude,
unluckily its phase is changing linearly, so only for t(x)1 6=
t
(y)
1 we will get nontrivial fluxes. Furthermore, its phase
will wind up and in result it is possible to get smaller
fluxes for stronger modulation/larger variation of parti-
cle number. Although this modulation procedure could
seem to be experimentally demanding, it could be easily
approximated by the sum of the harmonic modulations:
t
(d)
1 (cosωt+cos 2ωt+cos 3ωt+ . . .), for t
(d)
1 = ±2t0. Con-
trary the to previous case, here we have a very fast con-
vergence both for the amplitude and the phase.
In our model the diagonal disorder is obviously corre-
lated with the off-diagonal one, as both are taken from
the same distribution of the frozen particles. It is worth
checking what impact on the localization this correla-
tion has. To that end we consider also a different model
in which we pick the on-site energies and tunnelings in-
dependently. Such a model with uncorrelated disorders
is also possible to be experimentally realized, it could be
created for example by using two different types of frozen
atoms. Yet another variation we consider is a model with
solely diagonal disorder placed in a staggered gauge field.
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FIG. 1. Anderson localization length (in units of the lattice
constant) in function of the energy (in units of tunneling am-
plitude). Diagonal disorder is given by Poisson distribution
of frozen atoms (with mean ρf = 2.5) and interaction ampli-
tude V0 = 1.5. Black solid curve is for undriven system, red
dashed is for delta modulation (9) with modulation parameter
V1/ω = 1 (for the correlated disorder case).
A reason for introducing that model is to distinguish ef-
fects due to breaking of the time reversal symmetry from
those created by an appearance of a new type of disorder.
III. RESULTS
In order to calculate Anderson localization length for
system with diagonal and off-diagonal disorder we use the
modified MacKinnon & Kramer method [43, 44]. We nu-
merically calculate two point Green’s function in a quasi-
1D stripe of size M ×N , where we increase N to obtain
a desired convergence. Each i − th slice of a stripe is
described by a one-dimensional Hamiltonian Hi which is
coupled to i+1− th slice by Hi+1,j matrix element. Ex-
ponential decay of Green’s function smallest eigenvalue
allows us to extract the localization length, λM (E), as a
function of energy for a fixed disorder amplitude. Next,
changing stripe width M from 16 to 128 lattice sites we
analyze the scaling behavior of λM (E)/M and extract
two dimensional Anderson localization length [46].
In calculations we have used all three forms of effective
tunneling described in preceding section. For harmonic
modulation of lattice height Jdij [cos(ωt)] (7) and its ap-
proximation J˜dij [cos(ωt)] (8) we consider cases of sym-
metric t(x)1 = t
(y)
1 as well as antisymmetric t
(x)
1 = −t(y)1
modulation. For the delta modulation Jdij [IIIω] (9) only
the antisymmetric case is calculated as the symmetric
one gives no flux trivially. All presented results are calcu-
lated for interspecies interactions value V0 = 1.5 (which
effectively marks the scale of the on-site disorder). Qual-
itatively results for different V0 values are similar but for
smaller V0 numerical errors grow due to a rapidly grow-
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FIG. 2. The maximum localization length (in units of the lat-
tice constant) as a function of the parameter of modulation
V1/ω. Top: Antisymmetric lattice modulation t(x)1 = −t(y)1 .
Red squares and black discs shows results for harmonic mod-
ulation (7) for correlated and uncorrelated disorder respec-
tively. Green diamonds and blue triangles are results for ap-
proximated harmonic modulation (8) also for correlated and
uncorrelated cases. Bottom: Results for delta lattice modu-
lation (9) Red squares are results for diagonal disorder cor-
related with off-diagonal, while black circles for uncorrelated
case (lines are guides for the eye).
ing localization length, while for the stronger disorder
the features become less distinctive. The mean density
of frozen particles is fixed to ρf = 2.5. Due to a dis-
crete character of the disorder used, there is a risk that
for some energies and specific occupations of frozen par-
ticles the resonant transport will occur and significantly
alter the results. To check if it is an issue in our case
we have done calculations for disorder taken from the
folded normal distribution (with mean ρf and variance√
ρf), which greatly resembles the Poisson distribution.
Results obtained in this way do not differ significantly.
Figure 1 presents the localization length as a function
of energy for two cases: without the modulation and for a
strong delta modulation. The behavior shown is typical
for considered systems. We do not observe the mobility
edge or separated extended states so we could rely on the
maximal localization length (MLL) – a maximal value of
the localization length in the interval of energies studied
– as a good measure of the overall transport properties
of the system for given parameters.
In Fig. 2 the MLL is plotted as a function of the modu-
lation amplitude V1/ω. The upper panel shows results for
the antisymmetric harmonic modulation (comparing the
exact (7) and the approximate (8) variants), in the lower
panel results for delta modulation (9) are presented. In
both cases models with correlated and uncorrelated disor-
der are considered. Regardless the correlations between
diagonal and off-diagonal disorder, the approximate re-
sults for the harmonic modulation (8) agree well with the
exact results (7) for V1/ω up to 0.4, see upper panel of
Fig. 2. For modulations V1/ω & 0.4 the amplitude of ex-
pression (7) starts to significantly differ from 1, and the
disorder that appears in absolute values of the tunneling
amplitudes seems to lower significantly the localization
length.
The most striking of the observed effects is the large
discrepancy between the results for the correlated and
uncorrelated disorder, visible for all three considered ef-
fective tunnelings (both panels of Fig. 2). In the uncorre-
lated case the MLL grows rapidly after the appearance of
the random fluxes which is consistent with the growth of
MLL expected when the time reversal symmetry is being
broken. Surprizingly, for the correlated case, MLL grows
much slower or even shows a small decrease.
In an attempt to understand this effect we analyse the
transport through a single plaquette disconnected from
the lattice (as in Fig. 3 top panel). The effective tunnel-
ing through such a structure is calculated to be:
teff =
1
E − V0nfA
J
(y)
2A J
(x)
A1 +
1
E − V0nfB
J
(x)
2B J
(y)
B1 , (10)
where the lattice sites are denoted as in the Fig. 3 and E
is energy of the state. We calculate teff for cases of the
correlated and uncorrelated disorder (using the effective
tunneling for the delta modulation case) and average it
over disorder realizations. The results are shown in the
lower panel of Fig. 3 versus the modulation parameter
V1/ω. As the states corresponding to MML have typ-
ically energies around E = 3.15, this energy is chosen
for calculation of teff (the results qualitatatively do not
depend on E). We may observe qualitatatively similar
behaviour of teff for both correlated and uncorrelated
disorder, for the latter the growth of teff is significantly
faster. For sufficiently large V1/ω > 0.7 the difference
between the two cases disappears.
Those results indicate that understanding of the sur-
prizing behavior observed for the correlated disorder can-
not be obtained in the single plaquette model. Appar-
ently the interference of different paths involving several
50 0.25 0.5 0.75 1 1.25
V0/ω
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0.6
〈 ln
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FIG. 3. Top panel: A single lattice plaquette. Cutting the
outer connections at sites A and B we could calculate tun-
neling through plaquette from site 1 to site 2 as given by
(10). Bottom panel: The effective tunneling across the diag-
onal of the plaquette as a function of V1/ω for uncorrelated
(black circles) and correlated (red squares) of delta type lat-
tice modulations at a single energy E value. Similar behaior
is observed at other energies.
plaquettes is responsible for the observed behavior for
small and moderate V1/ω.
As the correlations between the diagonal disorder and
the flux disorder affect localization properties strongly
we should use results for the uncorrelated case to check
the possible dependence of the MLL on the flux through
a single plaquette. Plotting MLL for the uncorrelated
case as a function of a mean absolute flux through lattice
plaquette (Fig. 4 left panel), we can observe a similar
behavior for the approximate harmonic modulation (for
symmetric and antisymmetric versions) as well as for the
delta modulation (we do not consider here the exact har-
monic modulation as it gives also the disorder in absolute
values of tunnelings which obscures the effects discussed).
For smaller V1/ω values those curves coincide with (also
plotted) results for the diagonal disorder in the staggered
field. This suggests that breaking of the time-reversal
symmetry is a more important effect in this regime. For
bigger fluxes the results for the disordered systems start
to diverge from one for the staggered field – this marks
the region in which the random character of the fluxes
gives a significant contribution to MLL. As we could see
in the right panel of Fig. 4 all three models scale in similar
manner also as a function of the variance of the flux.
For correlated disorder, the Anderson localization
length can diverge for specific momenta. In the vicin-
ity of such singularities there are intervals of momenta
values in which the localization length is typically very
large, allowing atoms with those momenta to leave the
finite system. In that way the band-pass filter for mo-
menta is formed as wavefunctions for momenta outside
of those, typically tiny, intervals, remain Anderson local-
ized. Such a mechanism has been proposed for BEC in
speckle potential in 1D [47] and in periodically-driven 1D
optical lattice [44, 48].
The model presented in this paper can be utilized to
construct a band-pass filter for the center of energy band
in 2D. Using the example of studied above static disor-
der with amplitude V0 = 1.5 let us consider an optical
lattice system of size 30 × 30. All atoms are Anderson
localized and remain in the system. Now, applying har-
monic antisymmetric modulation with V1/ω = 1 MLL
for E ≈ 4 increases to 55 lattice site (Fig.1) and atoms
with energy distribution centered at E ≈ 4 can escape
from the system.
IV. CONCLUSIONS
In this paper we have presented a method for creating
two-dimensional disordered system with artificial random
gauge field for the ultracold atoms in the optical lattice
using fast periodic modulations of atoms interaction. We
showed that the time-reversal symmetry breaking does
not necessary lead to increase of the Anderson localiza-
tion length. The presented model could be used to quan-
tum simulation of high-Tc superconductors models where
scattering on random gauge field could significantly lower
the critical temperature [4].
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FIG. 4. Maximum localization length as a function of the mean of the absolute flux through a single plaquette (left) and as
a function of the variance of the flux through plaquette (right). Results are presented for the case of no correlation between
the diagonal and the off-diagonal disorder. Black diamonds correspond to the approximate symmetric harmonic modulation
(8) while red circles to the approximate antisymmetric harmonic modulation (t(x)1 = −t(y)1 ). Blue squares stand for the delta
modulation (9) and green triangles for the pure diagonal disorder in the staggered field (lines are drawn to guide the eye).
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