1. Introduction. For a sequence S = (s 1 , s 2 , . . .) of positive integers, define
Call S complete if Σ(S) contains all sufficiently large integers.
It has been known for some time (see [B] ) that if gcd(a, b) = 1 then the (nondecreasing) sequence formed from the values a s b t with s 0 ≤ s, t 0 ≤ t ≤ f (s 0 , t 0 ) is complete, where s 0 and t 0 are arbitrary, and f (s 0 , t 0 ) is sufficiently large.
In this note we consider the analogous question for sequences formed from pure powers of integers. Specifically, for a sequence A of integers greater than 1, denote by Pow(A; s) the (nondecreasing) sequence formed from all the powers a k where a ∈ A and k ≥ s ≥ 1. Although we are currently unable to prove it, we believe the following should hold:
Conjecture. For any s, Pow(A; s) is complete if and only if
The necessity of (ii) is immediate. On the other hand, if (i) fails to hold then standard results in diophantine approximation show (as pointed out by Carl Pomerance) that in fact Σ(Pow(A; s)) has upper density less than 1.
The main result.
For a sequence A, denote by A(x) the number of entries a ∈ A with a ≤ x. Theorem 1. Suppose A is a sequence of integers greater than 1 satisfying:
Then for any s, there is a finite subset
P r o o f. To begin with, we first remove (by (ii)) a finite subsequence A 0 ⊂ A so that gcd{a ∈ A 0 } = 1. We will use A 0 at the end of the proof. Next, we choose (by (i)) a finite increasing subsequence 
Now, let
By Szemerédi's theorem [S] , there is an integer R = R(δ, s) such that any subset of R consecutive integers with cardinality at least δR contains an arithmetic progression of length 2 
Claim 2. For each s it is possible to partition (1) and (2) hold for s = 1. Now assume that s ≥ 1 is fixed, and that (1) and (2) hold for s. Then
By (1) and (2), this reduces to
Thus, the claim follows by induction.
Since (1) is invariant under the affine transformation k → a j + kd j , by Claim 2 we can decompose the set {a j + kd j : 0 ≤ k ≤ 2 s − 1} into two disjoint sets P j and Q j so that (A 1 ; s) ) + . . . + Σ (Pow(A u ; s) ) contains an arithmetic progression of length u + 1 and step size D.
Finally, we will need: 
where, of course, gcd(c(i),
it follows that Σ(Pow(A 0 ; s)) contains a complete residue system modulo D as claimed.
To conclude the proof of Theorem 1, we observe by Claims 3 and 4 that
consecutive integers, provided u is taken sufficiently large. However, by Claim 1, it follows at once that Σ (Pow((B, A 0 , A 1 
contains all sufficiently large integers. This proves the theorem.
Concluding remarks.
We remark here that with very similar arguments, one can prove somewhat sharper forms of Theorem 1 when the initial set A has a special structure.
Theorem 2. For any ε > 0, there is an integer n 0 (ε) so that if n > n 0 (ε) and N > (e + ε)n then Pow({n, n + 1, . . . , N }; 1) is complete (and , in fact, contains all integers ≥ n) .
Note that the bound on N is essentially best possible because of the necessity of condition (i) in the conjecture for any set A to have Pow(A; s) complete.
Theorem 3. There exists a function f :
The results we have described have all had an asymptotic flavor. That is, the sets A for which Pow(A; s) was proved complete were large. One might well ask for similar results for specific small sets A (indeed, this was our original motivation). The first nontrivial example is probably the set {3, 4, 7} (since We close by remarking that our investigations grew out of the following conjecture of Erdős and Lewin [EL] . Suppose {a 1 , . . . , a k } is a set of k ≥ 2 positive integers so that gcd(a 1 , . . . , a k ) = 1. Prove that every sufficiently large integer is a sum of terms a k with all r i ≥ 1 so that no term in the sums divides any other. This was shown to hold for {2, 3} by Selfridge and Lewin (independently), and for {2, 5, 7} (and several other sets) by Erdős and Lewin [EL] .
