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OPTIMAL RECOVERY OF INTEGRAL OPERATORS AND ITS
APPLICATIONS∗
V. BABENKO† , Y. BABENKO‡ , N. PARFINOVYCH† , AND D. SKOROKHODOV†
Abstract. In this paper we present the solution to the problem of recovering rather arbitrary
integral operator based on incomplete information with error. We apply the main result to obtain
optimal methods of recovery and compute the optimal error for the solutions to certain integral
equations as well as boundary and initial value problems for various PDE’s.
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1. Introduction. Solutions to boundary (or initial) value problems for various
partial differential equations require knowledge of a boundary (or initial) function.
However, often time, those functions are not fully known and only partial information
about them can be measured, e.g. values at some finite set of points, average values
over small measurement intervals, values of N first consecutive Fourier coefficients,
etc. Thus, it is very important to find an approximate solution based on available
information on the boundary (or initial) function. Furthermore, it is also natural and
important to develop methods that provide an optimal (in some sense) approximation
to the true solution. These research questions have been explored under the theory
of optimal recovery of functions and operators, which is an area of Approximation
Theory that started to develop in 1970s. More information on the development of the
area can be found, for instance, in [20, 28, 21, 12, 17, 24, 25, 11].
As for specific applications to recovering solutions of boundary and initial value
problems, Magaril-Ill’yaev, Osipenko, and co-authors (see, for instance, [16, 22, 18])
have considered the problem of optimal L2-approximation of the solution to the Dirich-
let problem for Laplace’s and Possion’s equations in simple domains (disk, ball, an-
nulus) based on the first N consecutive Fourier coefficients of the boundary function
(possibly given with an error). In order to solve this problem they have used methods
of Harmonic Analysis and general results from Optimization Theory.
In this paper we address related questions of optimal approximation of the solu-
tion to several types of integral equations, boundary and initial value problems for
PDE’s. We begin by solving a more general problem of recovering a rather arbitrary
integral operator and sum of operators. We then present the optimal method of recov-
ery as well as the optimal error. Next, we apply this general result to recover solutions
to various boundary and initial value problems. Moreover, we present optimal meth-
ods of recovery of the solution to boundary-value problems based on this incomplete
information with error. Naturally, the solution to the problem when information with
error is used will also lead to the solution to the problem with exact information.
In this paper we focus on considering the Volterra’s and Fredholm’s linear integral
equations as well as boundary value problems for wave, heat, and Poisson’s equa-
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tions. Nevertheless, the developed method is more general and can be applied to
other similar problems.
The paper is organized as follows. Section 2 contains necessary definitions and
notation as well as the formulation and solution of the main problem. In Section
3, we solve the problem of optimal recovery of positive integral operators on classes
of functions defined by moduli of continuity, based on information with an error
about values of such functions at a fixed system of points. In Section 4, we use our
general result from Section 3 to address optimal recovery problems for the solutions
of Volterra and Fredholm integral equations of the second kind, systems of linear first
order differential equations with constant coefficients, Poisson’s equation, the heat
and wave equations.
2. Statement and solution of the main problem.
2.1. Definitions and notation. For l,m ∈ N, we let {Xj}
m
j=1 be a collection
of real linear spaces, {Yi}
l
i=1 be a collection of real linear normed spaces, and {Zj}
m
j=1
be a collection of real linear spaces. Set
X := X1 × . . .×Xm, Y := Y1 × . . .× Yl, Z := Z1 × . . .× Zm.
We write elements of spacesX, Y , Z as vector-columns, e.g. x ∈ X is a vector-column
consisting of elements x1, x2, . . . , xm with xj ∈ Xj , j = 1, . . . ,m. This allows us to
equip spaces X , Y , Z with natural coordinate-wise linear structure. In addition, in
the space Y we introduce the norm
(2.1) ‖y‖Y = ‖y‖ψ := ψ (‖y1‖Y1 , . . . , ‖yl‖Yl) ,
where ψ is an arbitrary norm in Rl, monotone with respect to the natural partial
order in Rl.
By θ we denote zero of a linear space. It will be clear from the context what space
is being discussed and, hence, we omit specifying it in the notation.
Next, for a collection of linear operators Aij : Xj → Yi, i = 1, . . . , l, and j =
1, . . . ,m, with domains of definition D (Aij) we consider operator matrix
A :=


A11 A12 · · · A1m
A21 A22 · · · A2m
...
...
. . .
...
Al1 Al2 · · · Alm

 .
The matrix A defines the operator A : X → Y mapping an element x ∈ X into
the element y = Ax, which is a result of formal multiplication of matrix A by the
vector-column x, i.e., for every i = 1, . . . , l, the element yi is defined as
yi =
m∑
j=1
Aijxj .
For a given set of numbers σj ∈ {−1, 1}, j = 1, . . . ,m, by σ we denote the diagonal
matrix
σ = diag (σ1, . . . , σm) =


σ1 0 · · · 0
0 σ2 · · · 0
...
...
. . .
...
0 0 · · · σm

 .
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We define the product of operator matrix A by matrix σ as a result of formal multi-
plication of corresponding matrices, i.e. Aσ is the operator matrix:
Aσ =


σ1A11 σ2A12 · · · σmA1m
σ1A21 σ2A22 · · · σmA2m
...
...
. . .
...
σ1Al1 σ2Al2 · · · σmAlm

 .
In each of spaces Xj , j = 1, . . . ,m, we select a class of elements Wj ⊂
l⋂
i=1
D(Aij),
and consider the Cartesian products of classes Wj ’s and their linear spans, respec-
tively:
W :=W1 × . . .×Wm ⊂ X, and spanW := spanW1 × . . .× spanWm.
Let us assume that a collection of operators Ij : spanWj → Zj , j = 1, . . . ,m, is
given. We call information operators each of operators Ij and the operator matrix
I = diag (I1, . . . , Im) : spanW → Z as well. Note that in majority of applications we
consider in this paper, information operators will be linear.
Finally, for a collection of operators Lj : Zj → Xj , j = 1, . . . ,m, by AL we denote
the operator matrix obtained as a result of formal multiplication of operator matrices
A and L = diag (L1, . . . , Lm), where by AijLj we understand the composition of
operators Aij and Lj .
2.2. Optimal recovery problem and general lower estimate for the error
of recovery. In this paper we consider the problem of optimal recovery of operator
A on the class W using information Ix on elements x from this class.
For non-empty sets U1, . . . Um in spaces Z1, . . . , Zm, respectively, we set
U = U1 × . . .× Um.
We assume that instead of Ix, we know some element z ∈ Ix + U , where U is given
set, containing zero θ. In this situation we say that information Ix is known with
U -error. Note that if U coincides with the origin of Z then z = Ix, and we say that
information Ix is given exactly.
An arbitrary mapping Φ : Z → Y is called a method of recovery. Given the
operator A, class W , information I with U -error, we define the error of recovery of
operator A with the help of method Φ as follows
E
(
A;W ; I;U ; Φ
)
= Eψ
(
A;W ; I;U ; Φ
)
:= sup
x∈W
sup
z∈Ix+U
∥∥Ax− Φz∥∥
ψ
,
and the error of optimal recovery of operator A as
(2.2) E
(
A;W ; I;U
)
= Eψ
(
A;W ; I;U
)
:= inf
Φ:Z→Y
E
(
A;W ; I;U ; Φ
)
.
The problem of optimal recovery of operator A: find the optimal error
E
(
A;W ; I;U
)
and the method of recovery Φ (if any exists) delivering the inf in the
right hand part of (2.2).
Clearly, when U is the origin of Z, problem (2.2) reduces to the problem of optimal
recovery of operator A on the class W based on exact information Ix on elements
x ∈W .
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Problems of optimal recovery of operators based on exact information were studied
in [27, 5, 9, 20], and on approximate information in [15, 19, 21, 17, 16, 4]. We also refer
the reader to the discussion of closely related questions in [28, 20, 12, 30, 24, 1, 2].
Let us provide the lower estimate on the error E
(
A;W ; I;U
)
. ByW (U) we denote
the following class:
W (U) :=
{
x ∈W :
(
Ix+ U
)
∩
(
I(−x) + U
)
6= ∅
}
Proposition 1. If for every i = 1, . . . , l and j = 1, . . . ,m, the operator Aij is
odd, W (U) 6= ∅, and the class Wj is centrally symmetric, then
(2.3) Eψ
(
A;W ; I;U
)
> sup
x∈W (U)
∥∥Ax∥∥
ψ
.
Proof. For any method of recovery Φ : Z → Y ,
Eψ
(
A;W ; I;U ; Φ
)
= sup{
x∈W
z∈Ix+U
} ‖Ax− Φz‖ψ
> max

 sup{ x∈W
z∈Ix+U
} ‖Ax− Φz‖ψ; sup{
−x∈W
z∈I(−x)+U
} ‖ −Ax− Φz‖ψ


>
1
2
sup
x∈W (U)
{∥∥Ax− Φz∥∥
ψ
+
∥∥Ax+Φz∥∥
ψ
}
> sup
x∈W (U)
∥∥Ax∥∥
ψ
,
which completes the proof.
In particular, when I is an even operator, the condition(
Ix+ U
)
∩
(
I(−x) + U
)
6= ∅
is valid for every x ∈ W . Also, one can easily verify that there holds the following
consequence from Proposition 1.
Proposition 2. Let assumptions of Proposition 1 hold. In addition, for every
j = 1, . . . ,m, we let Ij be odd, and Uj be centrally symmetric. Then
(2.4) Eψ
(
A;W ; I;U
)
> sup{
x∈W
Ix∈U
}
∥∥Ax∥∥
ψ
.
Note that the lower estimate provided by Proposition 2 might not be sharp.
Therefore, in the rest of this section we consider some general situations when in-
equality (2.4) turns into equality.
2.3. Normed lattices and positive operators. . Let us follow [26] in order
to introduce the concepts of an ordered vector space, a normed lattice, and a positive
operator.
Definition 1. Given a linear space X over the field of real numbers R and a
partial order “≺X” on the set X, we call the pair (X,≺X) an ordered vector space if:
1. x ≺X y implies x+ z ≺X y + z, for all x, y, z ∈ X;
2. x ≺X y implies λx ≺X λy, for all x, y ∈ X and λ ∈ R+.
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In what follows, for brevity (when it does not lead to confusion), we omit men-
tioning partial order “≺X” in the notation of an ordered vector space (X,≺X).
Also, we reserve notation “6” for the standard linear order in R.
Definition 2. An ordered vector space X is called a vector lattice (the Riesz
space), if any two elements x, y ∈ X have supremum x ∨ y := sup{x; y} and infimum
x ∧ y := inf{x; y}.
For a vector lattice X , by |x| := x ∨ (−x) we define absolute value of x ∈ X . In
addition, we call a norm on a vector lattice X a lattice norm, if |x| ≺X |y| implies
‖x‖ 6 ‖y‖ for all x, y ∈ X .
Definition 3. A normed lattice is a real normed space X endowed with an
ordering “≺X” such that (X,≺X) is a vector lattice and the norm on X is a lattice
norm.
Note that given a collection of ordered vector spaces Xj , j = 1, . . . ,m, their
Cartesian product X is also an ordered vector space with respect to naturally defined
partial order “≺X”:
(x′ ≺X x
′′)⇔ (∀j = 1, . . . ,m, x′j ≺Xj x
′′
j ).
Similarly, for a collection of normed lattices Yi, i = 1, . . . , l, their Cartesian product
Y is also a normed lattice with respect to the norm ‖ · ‖ψ defined by (2.1) and partial
order “≺Y ”.
Finally, we define the positive operator between ordered vector spaces as follows.
Definition 4. Let X and Y be ordered vector spaces. A linear operator T : X →
Y is called positive if θ ≺Y Tx whenever θ ≺X x.
2.4. General results for positive operators. In this subsection we present
some results on optimal recovery of positive operators and, in particular, identity
operator. Furthermore, we show that under certain assumptions, once we know how
to recover (in an optimal way) the identity operator on each of classes Wj , based on
information Ij with Uj-error, we can recover (in an optimal way) any operator matrix
A consisting of positive linear operators (and even operator matrix Aσ) on the class
W , based on information I with U -error.
Let X be a normed lattice, and by idX we denote the identity operator. We
start with the problem of optimal recovery of the identity operator. Let Z be a real
linear space, W ⊂ X be centrally symmetric class, I : X → Z be an odd information
operator, and U ⊂ Z be non-empty centrally symmetric set.
Proposition 3. If there exist an operator L : Z → X and a function ϕ ∈ W ,
Iϕ ∈ U , such that for any x ∈ W and z ∈ Z we have
(2.5) (z ∈ Ix+ U) ⇒ (−ϕ ≺X x− Lz ≺X ϕ),
then operator L is the optimal method of recovery of idX on the class W , based on
information I with U -error, and
(2.6) E (idX ;W ; I;U) = E (idX ;W ; I;U ;L) = ‖ϕ‖X .
Proof. By assumption, for every x ∈ W and z ∈ Ix+ U we have
−ϕ ≺X x− Lz ≺X ϕ.
Since X is a normed lattice, from the latter we obtain
‖x− Lz‖X 6 ‖ϕ‖X .
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Hence,
E (idX ;W ; I;U) 6 E (idX ;W ; I;U ;L) = sup
x∈W
sup
z∈Ix+U
‖x− Lz‖X 6 ‖ϕ‖X .
On the other hand Iϕ ∈ U . Hence, due to Proposition 2, we obtain
E (idX ;W ; I;U) > sup
{ x∈WIx∈U }
‖x‖X > ‖ϕ‖X .
Next, we present the result on optimal recovery of positive operators, which fol-
lows from Proposition 3.
Proposition 4. Under assumptions of Proposition 3, let Y be a normed lattice
and A : X → Y be a positive linear operator with domain of definition D(A) ⊃ W .
Then Φ = AL is the optimal method of recovery of operator A on the class W , based
on information I with U -error, and
E (A;W ; I;U) = E (A;W ; I;U ; Φ) = ‖Aϕ‖Y .
Proof. Indeed, let x ∈ W and z ∈ Ix + U be arbitrary. According to (2.5), we
have −ϕ ≺X x− Lz ≺X ϕ. Hence, due to positivity of operator A, we obtain
−Aϕ ≺Y Ax−ALz ≺Y Aϕ.
Taking into account that ‖ · ‖Y is a lattice norm, we deduce that
‖Ax−ALz‖Y 6 ‖Aϕ‖Y
and, therefore,
E (A;W ; I;U) 6 E (A;W ; I;U ;AL) 6 ‖Aϕ‖Y .
The opposite inequality follows from Proposition 2.
Remark 1. In Proposition 4 the condition that X is a normed lattice can be
relaxed to the following one: X is an ordered vector space.
Finally, we present the generalization of Proposition 4 to the case of optimal
recovery of operator matrices.
In order to state the corresponding result, we let X1, . . . , Xm be ordered vector
spaces, Z1, . . . , Zm be real linear spaces, and Y1, . . . , Yl be normed lattices, m, l ∈ N.
In addition, let Aij : Xj → Yi, j = 1, . . . ,m and i = 1, . . . , l, be positive linear
operators with domains of definition D (Aij), and Ij : Xj → Zj , j = 1, . . . ,m, be
odd information operators. Let also Wj ⊂
l⋂
i=1
D (Aij), j = 1, . . . ,m, be centrally
symmetric classes, and Uj ⊂ Zj, j = 1, . . . ,m, be centrally symmetric sets. Finally,
let ψ : Rl → R be an arbitrary norm monotone with respect to the natural partial
ordering in Rl.
Theorem 2.1. If for every j = 1, . . . ,m, there exist an operator Lj : Zj → Xj
and a function ϕj ∈ Wj, Ijϕj ∈ Uj, such that for any x ∈ W and z ∈ Z, we have(
z ∈ Ix+ U
)
⇒
(
∀j = 1, . . . ,m, −ϕj ≺Xj xj − Ljzj ≺Xj ϕj
)
,
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then for every σ = diag (σ1, . . . , σm), σj ∈ {−1, 1}, j = 1, . . . ,m, the operator
Φ = AσL is the optimal method of recovery of operator Aσ on the class W based
on information I with U -error, and, furthermore,
Eψ
(
Aσ;W ; I;U
)
= Eψ
(
Aσ;W ; I;U ; Φ
)
=
∥∥Aϕ∥∥
ψ
.
Proof. Let x ∈ W and z ∈ Ix+ U . Then for any j = 1, . . . ,m, we have
−ϕj ≺Xj xj − Ljzj ≺Xj ϕj .
Since operators Aij are linear and positive, we obtain
−Aijϕj ≺Yi Aij(xj − Ljzj) = Aijxj −AijLjzj ≺Yi Aijϕj .
From the latter we conclude that ∀σj ∈ {−1, 1}
−Aijϕj ≺Yi σjAijxj − σjAijLjzj ≺Yi Aijϕj .
Summing up these inequalities over j, we see that
−
m∑
j=1
Aijϕj ≺Yi
m∑
j=1
σjAijxj −
m∑
j=1
σjAijLjzj ≺Yi
m∑
j=1
Aijϕj .
Therefore, ∣∣∣∣∣∣
m∑
j=1
σjAijxj −
m∑
j=1
σjAijLjzj
∣∣∣∣∣∣ ≺Yi
m∑
j=1
Aijϕj .
Since ‖·‖Yi is the lattice norm, from the latter we derive∥∥∥∥∥∥
m∑
j=1
σjAijxj −
m∑
j=1
σjAijLjzj
∥∥∥∥∥∥
Yi
6
∥∥∥∥∥∥
m∑
j=1
Aijϕj
∥∥∥∥∥∥
Yi
,
and since Φ = AσL,∥∥Aσx −AσLz∥∥
ψ
=
∥∥Aσx− Φz∥∥
ψ
6
∥∥Aϕ∥∥
ψ
.
Hence,
Eψ
(
Aσ;W ; I;U ; Φ
)
6 Eψ
(
Aσ;W ; I;U
)
6
∥∥Aϕ∥∥
ψ
.
In order to obtain the lower estimate, we observe that σϕ ∈ W and I(σϕ) ∈ U . Due
to Proposition 2 we obtain
Eψ
(
Aσ;W ; I;U
)
> sup{
x∈W
Ix∈U
}
∥∥Aσx∥∥
ψ
>
∥∥Aσ(σϕ)∥∥
ψ
=
∥∥Aϕ∥∥
ψ
as σσ = diag (1, . . . , 1) is the identity matrix.
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3. Optimal recovery of integral operators. In this section we introduce the
concept of an integral operator and apply Theorem 2.1 to the problem of optimal
recovery of positive integral operators on classes of functions defined by moduli of
continuity, based on information with an error about values of such functions at a
fixed system of points.
3.1. Integral operators on metric spaces. We follow [3] (see also [13]) to
introduce the notion of integral operators on metric spaces. First, we let (M,µ) be the
space with σ-finite measure, i.e. M is some set and µ is a σ-finite measure on σ-algebra
ΣM of subsets in M . By M (M,µ) we denote the space of all µ-measurable µ-a.e.
finite functions defined on M (identifying µ-equivalent functions as usual). The space
M (M,µ) is equipped with the natural partial order “≺”: for every x′, x′′ ∈M (M,µ),
(x′ ≺ x′′) ⇔ (for µ− a. e. t ∈M, |x′(t)| 6 |x′′(t)|) .
Hence, we can consider the space M (M,µ) as an ordered vector space.
Definition 5. (see [3], [13, Ch. 1, §2]) Let (M,µ) and (N, ν) be spaces with
σ-finite positive measures, E be a linear manifold in M(M,µ). A linear operator
T : E →M(N, ν) is called integral operator if there exists ν × µ-measurable function
K(s, t) such that for every x ∈ E,
(3.1) Tx(s) :=
∫
M
K(s, t)x(t) dµ(t), for µ− a. e. s ∈ N.
The above integral is understood in the Lebesgue sense. The function K(s, t) is called
the kernel of operator T .
Remark 2. Clearly, an integral operator is positive if its kernel is ν × µ-a.e.
non-negative.
Next, we let M = Mρ be a metric space endowed with the metric ρ. By Σρ we
denote the Borel σ-algebra of subsets of Mρ, i.e. the minimal σ-algebra generated by
open sets inMρ. We consider an arbitrary non-negative σ-finite measure µ : Σρ → R+.
For convenience, if the equivalence class in M (Mρ, µ) contains a continuous function,
then we identify this function with the whole equivalence class.
By Bµ and Cµ let us also denote the sets of µ-essentially bounded and µ-a.e.
continuous functions x :Mρ → R, respectively.
For a compact setM ′ ⊂Mρ, we let χM ′ stand for the characteristic (or indicator)
function of the set M ′. We consider classes
Bµ(M
′) := {x ∈ Bµ : suppx ⊂M ′} ,
Cµ(M
′) := {x = y · χM ′ : y ∈ Cµ} ,
C˜µ(M
′) := {x ∈ Cµ : suppx ⊂M
′} .
By definition, C˜µ(M
′) ⊂ Cµ(M ′) ⊂ Bµ(M ′).
3.2. Classes Hω and generalized Voronoi cells. We recall that a function
ω : R+ → R+, R+ := [0,∞), is called a modulus of continuity (see, for example, [10])
if ω(0) = 0, ω is continuous, non-decreasing, and semi-additive function. The latter
means that ω(t′ + t′′) 6 ω(t′) + ω(t′′), for every t′, t′′ ∈ R+.
We consider the problem of optimal recovery of positive integral operators on the
classes defined by a modulus of continuity ω:
Hωµ (M
′) := {x ∈ Cµ(M
′) : |x(t′)− x(t′′)| 6 ω (ρ(t′, t′′)) , ∀t′, t′′ ∈M ′} ,
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H˜ωµ (M
′) := Hωµ (M
′) ∩ C˜µ(M
′).
In addition, we assume that information on functions x ∈ Hωµ (M
′) or x ∈ H˜ωµ (M
′)
is provided by information operators I : Cµ (M
′)→ Rn, n ∈ N, of the form
Ix = IQx := (x (q1) , . . . , x (qn)) , x ∈ Cµ(M
′),
where Q = {qj}
n
j=1 is a fixed set of points in M
′, and is known with Ue-error, e ∈ Rn+,
where
Ue = [−e1, e1]× . . .× [−en, en].
Next, we construct the operator L that would satisfy assumptions of Proposi-
tion 3. To this end, we first introduce the following two functions:
(3.2) τ(t) = τω,Q,e(t) :=
{
min
j=1,...,n
(ej + ω(ρ(t, qj))) , t ∈M ′,
0, t ∈M \M ′,
and
(3.3) τ˜ (t) = τ˜ω,Q,e(t) := min {τω,Q,e(t); ω(ρ(t, ∂M
′))} , t ∈M,
where ρ(t, ∂M ′) := inf
s∈∂M ′
ρ(t, s) denotes the distance between point t ∈ M and the
boundary ∂M ′ of M ′. One can easily verify that τ ∈ Hωµ (M
′), τ˜ ∈ H˜ωµ (M
′), and
IQτ = IQτ˜ ∈ Ue.
Next, we define generalized Voronoi cells. To this end, we first let
Π˜0 = Π˜0(ω,Q, e) := {t ∈M
′ : ω(ρ(t, ∂M ′)) 6 τω,Q,e(t)} ,
and, for j = 1, . . . , n, we consider
Π′j = Π
′
j(ω,Q, e) := {t ∈M
′ : τω,Q,e(t) = ej + ω(ρ (t, qj))} .
Then, generalized Voronoi cells (see Figure 3.2) are defined iteratively as follows
Π1 := Π
′
1, Πj := Π
′
j \
j−1⋃
s=1
Πs, j = 2, . . . , n,
and
Π˜j = Π˜j \ Π˜0, j = 1, . . . , n.
Since every function x ∈ Cµ(M ′) is µ-measurable onM in the Borel σ-algebra Σρ,
we see that sets Π1,Π2, . . . ,Πn, and sets Π˜0, Π˜1, . . . , Π˜n are µ-measurable. Moreover,
due to construction, we conclude that both collections of sets are pairwise disjoint
and
M ′ = Π1 ∪ . . . ∪ Πn = Π˜0 ∪ Π˜1 ∪ . . . ∪ Π˜n.
Finally, we define operators L = Lω,Q,e : R
n → Bµ (M ′) and L˜ = L˜ω,Q,e : Rn →
Bµ (M
′) (see Figure 3.2) as follows: for every z ∈ Rn,
Lz(t) :=
{
zj , t ∈ Πj , j = 1, . . . , n,
0, t ∈M \M ′,
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Fig. 1. Generalized Voronoi cells on the segment [a, b]
Fig. 2. Method of recovery of a function defined on the segment based on information about its
values at 6 points with error
and
L˜z(t) :=
{
zj , t ∈ Π˜j , j = 1, . . . , n,
0, t ∈ Π˜0 ∪ (M \M ′) .
Note that when some of ej ’s are large enough, it is possible that some of the sets
Πj and Π˜j are empty. This, in turn, means that information at the corresponding
point qj is “ignored” by operators L and L˜.
3.3. Optimal recovery of operators on the class Hω. In this section, we
present some important direct corollaries from Theorem 2.1 for positive integral op-
erators and their sums.
For a space (M,µ) with σ-finite measure, we let L1 (M,µ) be the space of abso-
lutely integrable functions x :M → R with the standard norm
‖x‖1 =
∫
M
|x(t)| dµ(t).
We start with the corollary from Proposition 4 for positive integral operators. In
order to state the corresponding result, we let n ∈ N, ω be a modulus of continuity,
e ∈ Rn+, Mρ be a metric space, µ be a σ-finite measure on Σρ, M
′ be a compact
subset of Mρ, (N, ν) be a space with σ-finite measure, A : Bµ(M
′)→M (N, ν) be an
integral operator with the non-negative kernel K, Y ⊂ M (N, ν) be a normed lattice
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such that A (Bµ (M
′)) ⊂ Y , Q = {qj}
n
j=1 ⊂M
′ be a fixed system of points.
Theorem 3.1. Let either W = Hωµ (M
′), ϕ = τω,Q,e, L = Lω,Q,e, or W =
H˜ωµ (M
′), ϕ = τ˜ω,Q,e, L = L˜ω,Q,e. Then the method Φ = AL is the optimal method of
recovery of operator A on the class W based on information IQ with Ue-error, and
(3.4) E (A;W ; IQ;Ue) = E (A;W ; IQ;Ue; Φ) =
∥∥∥∥
∫
M ′
K(·, x)ϕ(x) dµ(x)
∥∥∥∥
Y
.
Proof. We consider only the first case whenW = Hωµ (M
′), ϕ = τω,Q,e, L = Lω,Q,e
as the proof of the second case follows similar arguments.
We let x ∈ Hωµ (M
′) and z ∈ Ix + U be given, and let Π1, . . . ,Πn be generalized
Voronoi cells on the set M ′. We observe that for every j = 1, . . . , n and t ∈ Πj ,
x(t)− Lz(t) = |x(t) − zj| 6 |x(t)− x(qj)|+ |x(qj)− zj|
6 ω(ρ(t, qj)) + ej = τω,Q,e(t) = ϕ(t).
Hence, we conclude that −ϕ ≺ x − Lz ≺ ϕ where “≺” is the natural partial order
in M (Mρ, µ). Since A is a linear positive operator, conditions of Theorem 2.1 are
satisfied, and by applying it, we complete the proof.
When Y = L1 (N, ν), we obtain the following consequence from Theorem 3.1.
Corollary 1. Under assumptions of Theorem 3.1, we take kernel K to be
ν × µ-integrable and Y = L1(N, ν). Then
(3.5) E (A;W ; IQ;Ue) =
∫
M ′
ϕ(x)
∫
N
K(y, x) dν(y) dµ(x).
In particular, when the inner integral in (3.5) is independent of x and is denoted by
CK , we have
E (A;W ; IQ;Ue) = CK
∫
M ′
ϕ(x) dµ(x).
Next, we state the consequence of Theorem 2.1 for the problem of optimal recovery
of sums of positive operators on classes defined by moduli of continuity. We need the
following notation. Let m, l ∈ N and ψ : Rl → R be a norm monotone with respect to
the natural partial order in Rl. For every j = 1, . . . ,m, we let nj ∈ N; ωj be a modulus
of continuity; ej ∈ R
nj
+ and Uj = Uej ; Mj = Mρj be a metric space, µj be a σ-finite
measure on Σρj ; M
′
j be a compact subset in Mj ; Qj ⊂ M
′
j be a fixed systems of nj
points, and Ij := IQj . For every i = 1, . . . , l, we let (Ni, νi) be a space with σ-finite
measure. For every i = 1, . . . , l and j = 1, . . . ,m, we let Aij : Bµj
(
M ′j
)
→M (Ni, νi)
be an integral operator with non-negative kernelKij , and Yi ⊂M (Ni, νi) be a normed
lattice such that
m⋃
j=1
Aij
(
Bµj
(
M ′j
))
⊂ Yi.
Theorem 3.2. Let, for every j = 1, . . . ,m, either Wj = H
ωj
µj
(
M ′j
)
, ϕj =
τωj ,Qj ,ej , Lj = Lωj ,Qj ,ej , or Wj = H˜
ωj
µj
(
M ′j
)
, ϕj = τ˜ωj ,Qj ,ej , Lj = L˜ωj,Qj ,ej . Then,
for every σ = diag (σ1, . . . , σm), where σj ∈ {−1, 1}, j = 1, . . . ,m, the method Φ =
AσL, where L = diag (L1, . . . , Lm), is the optimal method of recovery of operator Aσ
on the class W based on information I with U -error, and
(3.6) Eψ
(
Aσ;W ; I;U
)
= Eψ
(
Aσ;W ; I;U ; Φ
)
=
∥∥Aϕ∥∥
ψ
.
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The next proposition deals with the optimal recovery problem of the sum of
integral operators in the space L1(N, ν).
Corollary 2. Let assumptions of Theorem 3.2 hold. In addition, we assume
that kernels Kij are νi×µj-integrable (i = 1, . . . , l, and j = 1, . . . ,m), Yi = L1 (Ni, νi),
and ψ is ℓ1-norm on R
l. Then
Eψ
(
Aσ;W ; I;U
)
= Eψ
(
Aσ;W ; I;U ; Φ
)
=
l∑
i=1
m∑
j=1
∫
Ni
∫
M ′
j
Kij (y, x)ϕj (x) dµj(x) dνi(y).
4. Applications. In this section we demonstrate how main results of this pa-
per can be applied to the problems of optimal recovery of the solutions to integral
equations, and boundary and initial value problems for differential equations.
In Section 4.1 and 4.2 we present optimal methods and error of recovery of solu-
tions for Volterra and Fredholm integral equations of the second kind.
We then present optimal methods and errors of recovery for solutions of systems of
linear first order differential equations with constant coefficients, Poisson’s equation,
the heat and wave equations. Certainly, our approach is not restricted to optimal
recovery of the solutions to mentioned equations and is applicable to a wider range of
integral equations, ODE’s, and PDE’s.
4.1. Linear Volterra integral equations of the second kind. Let [a, b] ⊂ R
be the interval, µ be the Lebesgue measure on [a, b], function f : [a, b] → R and
kernel k : [a, b]2 → R be given, x : [a, b]→ R be unknown function. A linear Volterra
equation of the second kind is the equation
(4.1) x(t) = f(t) +
∫ t
a
k(t, s)x(s) dµ(s), t ∈ [a, b].
We let Γ be the resolvent kernel for k:
Γ(t, s) :=
∞∑
n=1
kn(t, s), t, s ∈ [a, b],
where k1 = k, and, for n = 2, 3, . . .,
kn(t, s) :=
∫ t
s
k(t, τ)kn−1(τ, s) dµ(τ), t, s ∈ [a, b].
It is well known (see, for instance, [14, Theorem 3.3]) that for continuous function
f and kernel k the solution to (4.1) exists, is unique, and can be written in the form
(4.2) x(t) = f(t) +
∫ t
a
Γ(t, s) f(s) dµ(s), t ∈ [a, b].
Let ω be the modulus of continuity, Q be the set of n ∈ N points on [a, b],
and e ∈ Rn+. Let us consider the problem of optimal recovery of the solution to
equation (4.1) under assumptions that the values of function f ∈ Hωµ ([a, b]) are known
at the system of points Q with Ue-error.
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By (4.2), the solution x to problem (4.1) can be considered as the image x = Af
of the function f under the operator A, which is the sum of identity operator and an
ntegral operator with the kernel K(t, s) = k(t, s) · χ(a,t)(s).
Let Y ⊂ M([a, b], µ) be a normed lattice containing the set of Bµ([a, b]) of µ-
essentially bounded on [a, b] functions. Then in view of Proposition 4, there holds
true the following
Corollary 3. If the kernel k is non-negative on [a, b]2 then the method Φ =
ALω,Q,e is the optimal method of recovery of operator A on the class H
ω
µ ([a, b]) based
on information IQ with Ue-error, and, furthermore,
E
(
A;Hωµ ([a, b]); IQ;Ue
)
= E
(
A;Hωµ ([a, b]); IQ;Ue; Φ
)
= ‖Aτω,Q,e‖Y
=
∥∥∥∥∥τω,Q,e(·) +
∫ (·)
a
Γ((·), s) τω,Q,e(s) dµ(s)
∥∥∥∥∥
Y
.
It follows directly from Corollary 3 that for Y = L1([a, b], µ),
E
(
A;Hωµ ([a, b]); IQ;Ue
)
=
∫ b
a
(
1 +
∫ b
s
Γ(t, s) dµ(t)
)
τω,Q,e(s) dµ(s).
4.2. Linear Fredholm integral equations of the second kind. Let [a, b] ⊂
R, µ be the Lebesgue measure on [a, b], f : [a, b] → R be continuous function, x :
[a, b]→ R be unknown function, and kernel k : [a, b]2 → R be such that
(4.3)
∫ b
a
∫ b
a
|k(t, s)|2 dµ(t) dµ(s) < 1.
The linear Fredholm integral equation of the second kind is the equation
(4.4) x(t) = f(t) +
∫ b
a
k(t, s)x(s) dµ(s).
By Γ we denote the resolvent kernel for k:
Γ(t, s) :=
∞∑
n=1
kn(t, s), t, s ∈ [a, b],
where k1 = k, and, for n = 2, 3, . . .,
kn(t, s) =
∫ b
a
kn−1(t, u) k(u, s) dµ(u), t, s ∈ [a, b].
It is well known (see, for instance, [6, p. 44]) that the unique solution to (4.4) is given
by
(4.5) x(t) = f(t) +
∫ b
a
Γ(t, s) f(s) dµ(s), t ∈ [a, b].
We let ω be a modulus of continuity, Q be a set of n ∈ N points on [a, b], e ∈ Rn+.
We consider the problem of optimal recovery of the solution to equation (4.4) under
assumption that the values of function f ∈ Hωµ ([a, b]) are known at the system of
points Q with Ue-error.
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In virtue of (4.5), the solution x to problem (4.10) can be considered as the image
x = Af of the function f under the operator A, which is the sum of identity operator
and an integral operator with the kernel K(t, s) = k(t, s).
Let Y ⊂M([a, b], µ) be a normed lattice containing the space Bµ([a, b]). Then by
Proposition 4, there holds true the following
Corollary 4. If the kernel k is µ-a.e. non-negative on [a, b]2 and satisfies (4.3),
then the method Φ = ALω,Q,e is the optimal method of recovery of operator A on the
class Hωµ ([a, b]) based on information IQ with Ue-error, and, furthermore,
E
(
A;Hωµ ([a, b]); IQ;Ue
)
= E
(
A;Hωµ ([a, b]); IQ;Ue; Φ
)
= ‖Aτω,Q,e‖Y
=
∥∥∥∥∥τω,Q,e(·) +
∫ b
a
Γ((·), s) τω,Q,e(s) dµ(s)
∥∥∥∥∥
Y
.
It follows directly from Corollary 4 that for Y = L1([a, b], µ)
E
(
A;Hωµ ([a, b]); IQ;Ue
)
=
∫ b
a
(
1 +
∫ b
a
Γ(t, s) dµ(t)
)
τω,Q,e(s) dµ(s).
4.3. Optimal recovery of solutions to the systems of differential equa-
tions. Next, we consider the problem of optimal recovery of the solution to initial
value problem for the system of linear first order differential equations with constant
coefficients. Let us introduce several notation: let d ∈ N, S be d × d matrix with
real entries, [a, b] ⊂ R be a finite interval, µ be the Lebesgue measure on [a, b]. By x
we denote vector function x = (x1, . . . , xd)
T
consisting of functions xi ∈M ([a, b], µ),
i = 1, . . . , d. Finally, we let q be a continuous function, and p ∈ Rd be some point.
The system of linear nonhomogeneous equations has the form:
(4.6)
{
x′(t) = S x(t) + q(t), t ∈ [a, b],
x (a) = p.
It is well known that the solution to (4.6) exists, is unique, and is provided by:
(4.7) x(t) = eS(t−a) p+
∫ t
a
eS(u−a) q(u) dµ(u), t ∈ [a, b],
where eM stands for the exponent of matrix M which is the series
eM :=
∞∑
j=0
M j
j!
.
Next, we let ω1, . . . , ωd be given moduli of continuity, W1 := R
d and
W2 := H
ω1
µ ([a, b])× . . .×H
ωd
µ ([a, b]),
Q be the given set of n ∈ N points on [a, b], I1 := idRd : R
d → Rd and I2 :=
diag (IQ, . . . , IQ), consisting of d operators IQ : Cµ([a, b]) → R
n, be information
operators, e ∈ Rd+ and e1, . . . , ed ∈ R
n
+ be the errors describing information, U1 := Ue
and U2 := Ue1 × . . .× Ued .
Let us consider the problem of optimal recovery of the solution to the system (4.6)
under assumptions that the initial value p is known with U1-error, and, for i = 1, . . . , d,
Optimal recovery of integral operators and its applications 15
the values of component qi of the function q ∈W2 at the system of points Q are known
with Uei -error.
Next, for i, j = 1, . . . , d, by kij(t), t ∈ [a, b] we denote the element of matrix
eS(t−a) located in the ith row and the jth column. In addition, we consider operators
Bij : R→ Cµ([a, b]) and Cij : Bµ([a, b])→ Cµ([a, b]) defined as follows
(Bijx) (t) = kij(t) · x, t ∈ [a, b], x ∈ R,
and
(Cijx) (t) =
∫ t
a
kij(u)x(u) dµ(u), t ∈ [a, b], x ∈ Bµ([a, b]).
In view of (4.7), the solution x to (4.6) is the sum x = Bp+Cq of images of initial value
p and function q under operator matrices B and C, respectively. This observation
allows us to consider the problem of optimal recovery of the solution to equation (4.6)
as the problem of optimal recovery of the matrix operator A =
(
B C
)
on the class
W =W1 ×W2 based on information I = diag (I1, I2) with U = U1 × U2-error.
Next, we remark that a square matrix S is called essentially non-negative if every
non-diagonal entry of this matrix is non-negative. It is well known that for such
matrix S, operators Bij and Cij (the entries of matrix operator A) are positive.
For i = 1, . . . , d, we let Yi ⊂ M ([a, b], µ) be a normed lattice, containing space
Bµ([a, b]), and let ψ be a monotone norm in R
d. Let also L1 := idRd , and L2 :=
diag (Lω1,Q,e1 , . . . , Lωd,Q,ed). In addition, we set τ1 := e and
τ2 := (τω1,Q,e1 , . . . , τωd,Q,ed)
T
.
Applying Theorem 2.1, we obtain the following
Corollary 5. Let S be essentially non-negative d × d matrix. Then Φ = AL,
L = diag (L1, L2), is the optimal method of recovery of operator A on the class W
based on information I with U -error, and, furthermore,
Eψ
(
A;W ; I;U
)
= Eψ
(
A;W ; I;U ; Φ
)
=
∥∥Aτ∥∥
ψ
=
∥∥Be+ Cτ2∥∥ψ , τ = τ1 × τ2.
One can easily adjust the arguments of this section to solve the problem of optimal
recovery of the solutions to the system of linear homogeneous equations and to the
system of linear nonhomogeneous equations with homogeneous initial values.
4.4. Optimal recovery of the solution to the Dirichlet problem for Pois-
son’s equation. In this section, we consider the problem of optimal recovery of the
solution to the Dirichlet problem for Poisson’s equation. We let d ∈ N, | · | denote the
standard norm in Euclidean space Rd, µ be the standard Lebesgue measure in Rd,
Ω ⊂ Rd be a bounded domain with C1-boundary, σ be the surface area measure on
the boundary ∂Ω. As usual, ∆ stands for the Laplace operator. In addition, we let
C(Ω ∪ ∂Ω) be the space of continuous on Ω ∪ ∂Ω real-valued functions, and C2(Ω)
be the space of continuous functions having continuous first, and second order partial
derivatives inside Ω.
The Dirichlet problem for Poisson’s equation consists of finding a function x ∈
C(Ω ∪ ∂Ω) ∩ C2(Ω), called the solution, which satisfies
(4.8)
{
−∆x(t) = f(t), t ∈ Ω,
x(t) = g(t), t ∈ ∂Ω.
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It is well known (see [7]) that the solution x to (4.8) exists, is unique, and can be
presented in the form
(4.9) x(t) =
∫
Ω
G(t, s) f(s) dµ(s) −
∫
∂Ω
∂G
∂n¯
(t, s)g(s) dσ(s), t ∈ Ω,
where G(t, s) is Green’s function of the domain Ω, and ∂G∂n¯ (t, s) is the outer normal
derivative of G.
Below, we assume that the domain Ω and it boundary ∂Ω are endowed with
the respective Euclidean metric, and the metric which agrees with the surface area
measure σ on ∂Ω. We consider classes W1 := H
ω1
µ (Ω) and W2 := H
ω2
σ (∂Ω), where
ω1, ω2 are given moduli of continuity, finite sets of points Q1 ⊂ Ω and Q2 ⊂ ∂Ω
consisting of, respectively, n1 ∈ N and n2 ∈ N points. We also assume that information
operators I1 := IQ1 and I2 := IQ2 , and sets U1 := Ue1 and U2 := Ue2 , where e1 ∈ R
n1
+
and e2 ∈ R
n2
+ , describing the error of information, are given.
Let us consider the problem of optimal recovery of the solution to the prob-
lem (4.8) under assumptions that the values of functions f ∈ W1 and g ∈ W2 at
systems of points Q1 and Q2 are known, respectively, with U1 and U2-errors.
By (4.9), the solution x to (4.8) is the sum x = A1f +A2g of images of functions
f and g under integral operators A1 : Bµ(Ω) → M (Ω ∪ ∂Ω, µ) and A2 : Bσ(∂Ω) →
M (Ω ∪ ∂Ω, µ) respectively with kernels
K1(t, s) = G(t, s), t, s ∈ Ω,
and
K2(t, s) = −
∂G
∂n¯
(t, s), t ∈ Ω, s ∈ ∂Ω.
Hence, the problem of optimal recovery of the solution to the problem (4.8) can be
reformulated as the problem of optimal recovery of the matrix operator A = (A1 A2)
on the class W =W1 ×W2 based on information I = diag (I1, I2) with U = U1 ×U2-
error.
Since both operators A1 and A2 are positive, the assumptions of Theorem 3.2 are
satisfied. For convenience, we let Y ⊂M (Ω ∪ ∂Ω, µ) be a normed lattice, containing
space Bµ(Ω ∪ ∂Ω), Li := Lωi,Qi,ei , and τi := τωi,Qi,ei , i = 1, 2.
Corollary 6. The operator Φ = AL, with L = diag (L1, L2), is the optimal
method of recovery of operator A on the class W based on information I with U-
error. Moreover, the optimal error is
E
(
A;W ; I;U
)
= E
(
A;W ; I;U ; Φ
)
=
∥∥Aτ∥∥
Y
, τ = τ1 × τ2.
It follows directly from Corollary 6, that for Y = L1 (Ω ∪ ∂Ω, µ)
E
(
A;W ; I;U
)
=
∫
Ω
τ1(s)
∫
Ω
G(t, s) dµ(t) dµ(s)
−
∫
∂Ω
τ2(s)
∫
Ω
∂G
∂n¯
(t, s) dµ(s) dσ(s).
In particular, when Ω is the disk of radius r centered at the point a ∈ Rd, we have
E
(
A;W ; I;U
)
=
1
2
∫
Ω
(
r2 − |s− a|2
)
τ1(s) dµ(s) +
r
2
∫
∂Ω
τ2(s) dσ(s).
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One can apply similar arguments to solve the problem of optimal recovery of
solutions to the Dirichlet problem for Laplace’s equation, and to the homogeneous
Dirichlet problem for Poisson’s equation.
Fig. 3. Solution to the Laplace equation
Fig. 4. Recovery of the solution to the Laplace equation
4.5. Optimal recovery of the solution to the initial value problem for
heat equation. The heat (or diffusion) equation describes the evolution in time of
the density of some quantity such as heat, chemical concentration, etc. In the present
section we apply results on optimal recovery of integral operators to the problem of
optimal recovery of the solution to initial value problems for this type of PDE.
In what follows, we use the following notation. Let D = Rd × (0,+∞), d ∈ N.
Let also | · | stand for the Euclidean norm in Rd. For a function x : D → R, we denote
by ∆x its space-coordinates Laplace operator, i.e.
∆x(u, t) :=
d∑
j=1
∂2x
∂u2j
(u, t).
In addition, we let N to be a manifold in D. By µ we denote the standard Lebesgue
measure corresponding to the dimension of the manifold, equipped with this measure,
i.e. for the space M (D,µ) measure µ is (d + 1)-dimensional Lebesgue measure,
while for the space M
(
R
d, µ
)
the measure µ is d-dimensional Lebesgue measure. We
take f : D → R to be a continuous, compactly supported function with continuous
partial derivatives ∂f∂t ,
∂f
∂uj
, and ∂
2f
∂uj∂uk
, j, k = 1, . . . , d. Finally, let g : Rd → R be a
continuous, bounded function.
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The Cauchy problem for the heat equation consists of finding a function x ∈
C(D ∪ ∂D) ∩ C2(D), called the solution, which satisfies
(4.10)
{
∂x
∂t (u, t)−∆x(u, t) = f(u, t), (u, t) ∈ D,
x(v, 0) = g(v), v ∈ Rd.
It is well known (see, for instance, [8]) that the solution x to (4.10), satisfying a growth
condition
(4.11) |x(u, t)| 6 αeβ|u|
2
, (u, t) ∈ D,
for some constants α, β > 0, exists, is unique, and can be presented in the form
(4.12)
x(u, t) =
∫ t
0
∫
Rd
exp
(
− |u−v|
2
4(t−s)
)
(4π(t− s))d/2
f(v, s) dµ(v, s)
+
∫
Rd
exp
(
− |u−v|
2
4t
)
(4πt)d/2
g(v) dµ(v), (u, t) ∈ D.
Below, we assume that D and Rd are endowed with the Euclidean distance, M1 ⊂
D and M2 ⊂ Rd are compact sets. We consider the classes W1 := H˜ω1µ (M1) and
W2 := H˜
ω2
µ (M2), where ω1, ω2 are given moduli of continuity, finite sets of points
Q1 ⊂ M1 and Q2 ⊂ M2 consisting of, respectively, n1 ∈ N and n2 ∈ N points. We
also assume that information operators I1 := IQ1 and I2 := IQ2 , and sets U1 := Ue1
and U2 := Ue2 describing the error of information, where e1 ∈ R
n1
+ and e2 ∈ R
n2
+ , are
given.
Let us consider the problem of optimal recovery of the solution to the prob-
lem (4.10) under assumptions that the values of functions f ∈ W1 and g ∈ W2 at
systems of points Q1 and Q2 are known respectively with U1 and U2-errors.
Due to (4.12), we can easily see that the solution x to (4.10), satisfying the
growth condition (4.11), is the sum x = A1f + A2g of images of functions f and g
under integral operators A1 : Bµ(D) → M(D,µ) and A2 : Bµ(Rd) → M(D,µ) with
respective kernels
K1((u, t), (v, s)) :=
exp
(
− |u−v|
2
4(t−s)
)
(4π(t− s))d/2
· χ(0,t)(s), (u, t), (v, s) ∈ D,
and
K2((u, t), v) :=
exp
(
− |u−v|
2
4t
)
(4πt)d/2
, (u, t) ∈ D, v ∈ Rd.
Hence, the problem of optimal recovery of the solution to problem (4.10) satisfying
growth condition (4.11) can be reformulated as the problem of optimal recovery of
the matrix operator A = (A1 A2) on the class W = W1 ×W2 based on information
I = diag (I1, I2) with U = U1 × U2-error.
Since both operators A1 and A2 are positive, the assumptions of Theorem 3.2
are satisfied. For convenience, we let Y ⊂ M(N,µ) be a normed lattice containing
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the space of µ-essentially bounded and integrable on N functions, Li = L˜ωi,Qi,ei and
τi = τ˜ωi,Qi,ei , i = 1, 2.
Corollary 7. The operator Φ = AL, L = diag (L1, L2), is the optimal method
of recovery of operator A on the class W based on information I with U -error. More-
over,
E
(
A;W ; I;U
)
= E
(
A;W ; I;U ; Φ
)
=
∥∥Aτ∥∥
Y
, τ = τ1 × τ2.
In particular, for Y = L1(N,µ) we obtain
1. If N = Rd × {t0} where t0 > 0, then
E
(
A;W ; I;U
)
=
∫
Rd
∫ t0
0
τ1 (v, s) dµ(s) dµ(v) +
∫
Rd
τ2 (v) dµ(v);
2. If N = {u0} × (0,+∞) where u0 ∈ Rd is fixed, then
E
(
A;W ; I;U
)
=
4d−1Γ
(
d
2 − 1
)
πd/2
{∫ +∞
0
∫
Rd
τ1(v, s)
|u0 − v|
d−2
dµ(v) dµ(s)
+
∫
Rd
τ2 (v)
|u0 − v|
d−2
dµ(v)
}
;
3. If N = {u0} × {t0} where u0 ∈ Rd and t0 > 0 are fixed, then
E
(
A;W ; I;U
)
=
∫ t0
0
∫
Rd
exp
(
− |u0−v|
2
4(t0−s)
)
τ1(v, s)
(4π (t0 − s))d/2
dµ(v) dµ(s)
+
∫
Rd
exp
(
− |u0−v|
2
4t0
)
(4πt0)
d/2
τ2 (v) dµ(v).
Finally, we note that one can adjust the above arguments to solve the problem
of optimal recovery of the solutions to the Cauchy problem for the homogeneous heat
equation, and to the homogeneous Cauchy problem for the heat equation satisfying
growth condition (4.11).
4.6. Optimal recovery of the solution to initial value problem for the
wave equation. In this section we consider the problem of optimal recovery of the
solution to the wave equation. We recall that the wave equation describes wave
propagation in a media and is a simplified model for a vibrating string (d = 1),
membrane (d = 2), or elastic solid (d = 3).
For the purpose of this section, we take d = 1, 2, 3. Let | · | be the Euclidean norm
in Rd. We introduce notation of a d-dimensional ball Bt(u) ⊂ Rd and a d-dimensional
sphere St(u) ⊂ Rd−1 centered at point u ∈ Rd with radius t > 0. In addition, we let
D = Rd × (0,+∞). Similarly to the previous section, for a function x : D → R, we
denote by ∆x its space-coordinates Laplace operator, let N ⊂ D be a manifold, and
µ be the standard Lebesgue measure corresponding to the dimension of the manifold,
equipped with the measure. Let also f : D → R, g : Rd → R, and h : Rd → R be
some functions.
First, we let d = 1 and consider the Cauchy problem for one-dimensional wave
equation, which consists of finding a twice continuously differentiable function x :
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D → R, called a solution, satisfying the system of equations:
(4.13)


xtt(u, t)− xuu(u, t) = f(u, t), (u, t) ∈ D,
x(u, 0) = g(u), u ∈ R,
xt(u, 0) = h(u), u ∈ R.
If f is continuous, g is twice continuously differentiable, and h is continuously differ-
entiable, then the unique solution to the problem (4.13) is delivered by the Dalambert
formula:
(4.14)
x(u, t) =
1
2
∫ t
0
∫ u+s
u−s
f(v, t− s) dµ(v) dµ(s)
+
g(u− t) + g(u+ t)
2
+
1
2
∫ u+t
u−t
h(v) dµ(v).
As we are interested in applications of Theorem 3.2, we would need to assume that g
and h are compactly supported and have a majorant for their modulus of continuity.
This means that g and h are continuous, but might be non-differentiable. Hence,
the formula (4.14) does not deliver the solution to the problem (4.13). Therefore, we
follow [23] to introduce the concept of the generalized solution to the problem (4.13).
Let g, h ∈ C˜µ(Ω), where Ω is a compact in R. Let also
{
g(n)
}∞
n=1
be a sequence of
twice continuously differentiable functions converging uniformly on Ω to the function
g, as n → ∞. Similarly, let
{
h(n)
}∞
n=1
be a sequence of continuously differentiable
functions converging uniformly on Ω to h, as n → ∞. The function x(u, t) is called
the generalized solution to the problem (4.13) if it is a limit of uniformly converging
sequence of solutions
{
x(n)(u, t)
}∞
n=1
to the wave equation x
(n)
tt (u, t) − x
(n)
uu (u, t) =
f(u, t), (u, t) ∈ D, with initial conditions
x(n)(u, 0) = g(n)(u), u ∈ R,
x
(n)
t (u, 0) = h
(n)(u), u ∈ R.
Using the above definition, the Dalambert formula (4.14) delivers the unique gener-
alized solution to the problem (4.13).
Next we let M1 ⊂ D, and M2,M3 ⊂ R be compact sets. For i = 1, 2, 3, we let
ωi be modulus of continuity, Wi := H
ωi
µ (Mi) be a class of functions, Qi be the set
of ni ∈ N points on Mi, Ii := IQi be information operator, and Uei be the error of
information, ei ∈ R
ni
+ .
We see that the generalized solution x to (4.13) can be presented as the sum
x = A1f+A2g+A3h of images of functions f , g, and h under linear positive operators
A1 : Bµ(M1) → M(N,µ), A2 : Bµ(M2) → M(N,µ), and A3 : Bµ(M3) → M(N,µ).
This allows us to consider the problem of optimal recovery of the generalized solution
x to the wave equation (4.13) as the problem of optimal recovery of operator A =
(A1 A2 A3) on the classW =W1×W2×W3 based on information I = diag (I1, I2, I3)
with U = U1 × U2 × U3-error.
Let us formulate the following corollary from Theorem 3.1. Let Y ⊂ M(N,µ)
be the normed lattice containing essentially bounded and integrable on N functions,
and, for i = 1, 2, 3, we let Li := Lωi,Qi,ei , τi := τωi,Qi,ei .
Corollary 8. The operator Φ = AL, L = diag (L1, L2, L3), is the optimal
method of recovery of operator A on the class W based on information I with U-
error. Moreover,
E
(
A;W ; I;U
)
= E
(
A;W ; I;U ; Φ
)
=
∥∥Aτ∥∥
Y
, τ = τ1 × τ2 × τ3.
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In particular, for Y = L1(N, ν), and N = R × {t0}, where t0 > 0 is fixed, we
obtain
E
(
A;W ; I;U
)
=
∫ t0
0
s
∫ +∞
−∞
τ1(v, t0 − s) dµ(v) dµ(s) +
∫ ∞
−∞
τ2(v) dµ(v)
+t0
∫ ∞
−∞
τ3(v) dµ(v).
Next, we let d = 2, 3, and consider the Cauchy problem for the wave equation with
zero initial form, i.e. g ≡ 0. This problem consists of finding a twice continuously
differentiable function x : D → R, called a solution, which satisfies the system of
equations:
(4.15)


xtt(u, t)−∆x(u, t) = f(u, t), (u, t) ∈ D,
x(u, 0) = 0, u ∈ Rd,
xt(u, 0) = h(u), u ∈ Rd.
If f is continuous, and h is twice continuously differentiable then the unique solution
to the problem (4.13) is delivered by the Poisson formula when d = 2:
(4.16)
x(u, t) =
1
2π
∫ t
0
∫
Bs(u)
f(v, t− s)√
s2 − |u− v|2
dµ(v) dµ(s)
+
1
2π
∫
Bt(u)
h(v) dµ(v)√
t2 − |u− v|2
,
and by the Kirchhoff formula for d = 3:
(4.17)
x(u, t) =
1
4π
∫
Bt(u)
f (v, t− |u− v|)
|u− v|
dµ(v)
+
1
4πt
∫
St(u)
h(v) dσ(v),
where σ stands for the surface area measure of the sphere St(u).
Similarly to the case d = 1, we would need to assume that h is compactly sup-
ported and has a majorant for the modulus of continuity. Therefore, we follow [23],
and introduce the generalized solution to the problem (4.15) as follows.
Let h ∈ C˜µ(Ω), where Ω is a compact in R, and
{
h(n)
}∞
n=1
be the sequence of twice
continuously differentiable functions converging uniformly on Ω to h, as n→∞. The
function x(u, t) is called the generalized solution to the problem (4.15) if it is a limit
of uniformly converging sequence of solutions
{
x(n)(u, t)
}∞
n=1
to the wave equation
x
(n)
tt (u, t)− x
(n)
uu (u, t) = f(u, t), (u, t) ∈ D, with initial conditions
x(n)(u, 0) = 0, u ∈ R,
x
(n)
t (u, 0) = h
(n)(u), u ∈ R.
Using the above definition, the Poisson and the Kirchhoff formulas deliver the unique
generalized solution to problem (4.15).
Now, we let M1 ⊂ D and M2 ⊂ Rd be compact sets. For i = 1, 2, we let ωi to
be a modulus of continuity, Wi := H
ωi
µ (Mi) be a class of functions, Qi be the set
of ni ∈ N points on Mi, Ii := IQi be information operator, and Uei be the error of
information, ei ∈ R
ni
+ .
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We see that the generalized solution x to (4.15) can be presented as the sum
x = A1f + A2h of images of functions f and h under linear positive operators A1 :
Bµ(M1) → M(N,µ), and A2 : Bµ(M2) → M(N,µ). This allows us to consider the
problem of optimal recovery of the generalized solution x to the wave equation (4.15)
as the problem of optimal recovery of operator matrix A = (A1 A2) on the class
W =W1 ×W2 based on information I = diag (I1, I2) with U = U1 × U2-error.
From Theorem 3.2 we obtain the following corollary. Let Y ⊂ M(N,µ) be the
normed lattice containing µ-essentially bounded and integrable on N functions, and,
for i = 1, 2, we let Li := Lωi,Qi,ei , τi := τωi,Qi,ei .
Corollary 9. The operator Φ = AL, L = diag (L1, L2), is the optimal method
of recovery of operator A on the class W based on information I with U -error. More-
over,
E
(
A;W ; I;U
)
= E
(
A;W ; I;U ; Φ
)
=
∥∥Aτ∥∥
Y
, τ = τ1 × τ2.
In particular, for Y = L1(N,µ), and N = R
d × {t0}, where t0 > 0 is fixed, we
obtain
E
(
A;W ; I;U
)
=
∫ t0
0
s
∫
Rd
τ1(v, t0 − s) dµ(v) dµ(s) + t0
∫
Rd
τ2(v) dµ(v).
REFERENCES
[1] V.V. Arestov, V.N. Gabushin, Best approximation of unbounded operators by bounded ones,
Russ. Math. 39, No.11, 38-63 (1995); translation from Izv. Vyssh. Uchebn. Zaved., Mat.
1995, No.11 (402), 1995, pp. 42-68.
[2] V.V. Arestov, Approximation of unbounded operators by bounded operators and related ex-
tremal problems, Russian Math. Surveys, 51:6 (1996), pp. 1093–1126.
[3] N. Aronszajn, P. Szeptycki, On general integral transformations, Math. Ann., 1966, V. 163,
N. 2, pp. 127–154.
[4] V. F. Babenko, V. V. Babenko, and M. V. Polischuk, On the optimal recovery of integrals
of set-valued functions, Reports of the National Academy of Science of Ukraine, 2014, 11,
pp. 7-10.
[5] N. S. Bakhvalov, On the optimality of linear methods for operator approximation in con-
vex classes of functions, USSR Computational Mathematics and Mathematical Physics,
Volume 11, Issue 4, 1971, pp. 244–249.
[6] R. Corduneanu, Integral equations and applications, Cambridge University Press, 1991
[7] L.C. Evans, Partial differential equations. Graduate Studies in Mathematics, 19, American
Mathematical Society, Providence, RI, 1998.
[8] E. Ferretti, Uniqueness in the Cauchy problem for parabolic equations, Proceedings of the
Edinburgh Mathematical Society, 2003, V. 46, p. 329–340.
[9] M. Golomb, Interpolation operators as optimal recovery schemes for classes of analytic func-
tions, Optimal Estimation in Approximation Theory, The IBM Research Symposia Series
1977, pp. 93-138.
[10] N.P. Korneichuk, Extremal problems in approximation theory, Nauka, M., 1976. (in Russian)
[11] N.P. Korneichuk, Exact constants in approximation theory, Cambridge University Press,
1991.
[12] N.P. Korneichuk, Optimal methods of coding and functions recovery, Optimal algorithms,
Sofia, 1986, pp. 157–171.
[13] B.V. Korotkov, Integral operators, Nauka, Novosibirsk, 1983.
[14] P. Linz, Analytical and numerical methods for Volterra equations, SIAM, Philadelphia, 1985.
[15] A.G. Marchuk, K.Yu. Osipenko, Best approximation of functions specified with an error at
a finite number of points, Mathematical notes of the Academy of Sciences of the USSR
March 1975, V. 17, Issue 3, pp. 207–212.
[16] G.G. Magaril-Il’yaev, K.Yu. Osipenko, Optimal reconstruction of functions and their
derivatives from Fourier coefficients specified with error. (Russian) Mat. Sb. 193 (2002),
no. 3, 79–100; translation in Sb. Math. 193 (2002), no. 3-4, pp. 387–407.
Optimal recovery of integral operators and its applications 23
[17] G.G. Magaril-Il’yaev, K.Yu. Osipenko, Optimal recovery of functionals based on inaccurate
data, Mathematical notes of the Academy of Sciences of the USSR, December 1991, V. 50,
Issue 6, pp. 1274–1279.
[18] G.G. Magaril-Il’yaev, K.Yu. Osipenko, Optimal recovery of the solution of the heat equa-
tion from inaccurate data, Sb. Math, 2009, V. 200, Issue 5, pp. 665–682.
[19] A.A. Melkman, C.A. Micchelli, Optimal estimation of linear operators in Hilbert spaces
from inaccurate data, SIAM J. Numer. Anal., 16:1 (1979), pp. 87–105.
[20] C.A. Micchelli, T. J. Rivlin, A Survey of optimal recovery, Optimal Estimation in Approx-
imation Theory, The IBM Research Symposia Series 1977, pp. 93-138.
[21] C.A. Micchelli, T. J. Rivlin, Lectures on optimal recovery, Lect. Notes in Math., 1129, 1985,
pp. 21–93.
[22] K.Yu. Osipenko, N.D. Vysk, Optimal reconstruction of the solution of the wave equation
from inaccurate initial data, Math. Notes, 81:6 (2007), pp. 723–733.
[23] I.G. Petrovsky, Lectures on partial differential equations, M.: Fizmatlit, 1961.
[24] L. Plaskota, Noisy information and computational complexity, Cambridge Univ. Press, Cam-
bridge, 1996.
[25] K. Yu. Osipenko, Optimal recovery of analytic functions, Nova Science Publishers, Inc., Hunt-
ington, New York, 2000.
[26] H.H. Schaefer, Banach lattices and positive operators, Springer-Verlag, 1974.
[27] S.A. Smolyak, On optimal restoration of functions and functionals of them, PhD (Candidate)
Dissertation, Moscow State University, 1965.
[28] J. F. Traub, H. Wozniakowski, A General theory of optimal algorithms, Academic Press,
Mathematics, 1980.
[29] A. A. Zhensykbaev, Problems of recovery of operators, Moscow-Izhevsk, Institute of Computer
Studies, 2003.
[30] A.A. Zhensykbaev, Spline approximation and optimal recovery of operators, Russian
Academy of Sciences, Mat. Sb., 184:12, 1993, pp. 3 – 22
