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Abstract
We consider the Gamma limit of the Abelian Chern–Simons–Higgs energy
Gcsh := 12
∫
U
|∇Aεuε|2 +
μ2
4
|curlAε − hex|2
|uε|2 +
1
ε2
|uε|2
(
1 − |uε|2
)2
dx
on a bounded, simply connected, two-dimensional domain under the ε → 0 limit. As a first step we study
the Gamma limit of
Ecsh := 12
∫
U
|∇uε|2 + 1
ε2
|uε|2
(
1 − |uε|2
)2
dx
under two different scalings; Ecsh ≈ |log ε| and Ecsh ≈ |log ε|2. We apply the |log ε|2-scaling result to the
full Chern–Simons–Higgs energy Gcsh, and as a consequence we are able to compute the first critical field
H1 =H1(U,μ) for the nucleation of a vortex. The method entails estimating in certain weak topologies the
Jacobian J (uε) = det(∇uε) in terms of the Chern–Simons–Higgs energy Ecsh.
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Abelian Chern–Simons–Higgs (CSH) theory serves as an anyon model [6,13,14,39] and is
a classical field theory defined on (2 + 1)-dimensional Minkowski space. Such models have
applications to the theory of high temperature superconductivity, quantum Hall effects and carry
fractional charge values [6,39]. The model is described on the (2+1)-Minkowski space (R1,2, g)
(the metric tensor g = diag[1,−1,−1] is used in the usual way to lower and raise indices) by the
following CSH Lagrangian density:
Lcsh =DαuDαu+ μ4 
αβγ Aα
(
Fβγ − F exβγ
)− 1
ε2
|u|2(1 − |u|2)2,
where A = −iAα dxα with Aα : R1,2 → R for α = 0,1,2 is the gauge potential with covariant
derivative DA = d − iA. The corresponding curvature FA = − 12Fβγ dxβ ∧ dxγ with Fβγ =
∂βAγ − ∂γ Aβ defines the gauge field, and u : R1,2 → C is the Higgs scalar with Dηu = ∂ηu −
iAηu, η = 0,1,2. Furthermore, the antisymmetric Levi-Civita tensor αβγ is fixed by setting
0,1,2 = 1 and μ,ε > 0 are the Chern–Simons coupling parameters. Here αβγ Aα(Fβγ −F exβγ ) is
the Chern–Simons term with applied field tensor F ex, see (1.3). The associated Euler–Lagrange
equations are
DαD
αu+ 1
ε2
u
(|u|2 − 1)(3|u|2 − 1)= 0, (1.1)
μ
4
αβγ
(
Fβγ − F exβγ
)+J α = 0, (1.2)
where J α = (iu,Dαu) is the matter current. Eq. (1.2) is very different from the more con-
ventional Maxwell’s current equation, DβFαβ +J α = 0, found in the more widely studied
Maxwell–Higgs model, which says that the change in the matter current is due to the rate of
change of the electromagnetic field. In the Chern–Simons case μ4 
αβγ Fβγ +J α = 0 implies
the matter current is proportional to the electromagnetic field. This model has been the source of
much interest in the physics community; the book of Yang [39] offers an excellent overview of
Chern–Simons–Higgs and related theories.
To date most rigorous analysis has been restricted to self-duality which occurs when μ = ε
and hex = 0, as discovered independently by Hong, Kim, Pac and Jackiw, Weinberg in [13,14].
On the other hand in this paper we consider ε  1 and μ=O(1). Since the α = 0 refers to time
coordinates, we replace D0 by ∂Φ = ∂t − iΦ and replace Dα by ∇A = ∇ − iA when α ∈ {1,2}.
Here (Φ,A) is the field potential. The curvature tensor is defined by
F =
( 0 −E1 −E2
E1 0 −h
E2 h 0
)
,
(0 0 0
0 0 −hex
0 hex 0
)
, (1.3)
where h = curlA, Eα = ∂tAα − ∂αΦ are the induced magnetic and electric fields and hex is the
applied magnetic field. We write the currentJ α in a more classical notation by setting
J 0 = (iu, ∂Φu) = q, J α = (iu,∇Aαu) = jAα
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reads μ2 (h − hex) + q = 0,−μ2 E2 + j1A = 0, and μ2 E1 + j2A = 0, and in more classical notation
we write the CSH equations as:
∂2Φu = ∇2Au+
1
ε2
u
(
1 − |u|2)(3|u|2 − 1), (1.4)
q = −μ
2
(curlA− hex), (1.5)
jA = μ2 (E × e3). (1.6)
If we take the curl and div of the equations, then we get the following useful identities
div jA = μ2 curlE = ∂tq = −
μ
2
∂th, (1.7)
JA(u) = −μ4 divE, (1.8)
where JA(u) = 12 curl jA(u) = J (u)− 12 curl(A|u|2) and
J (u) = 1
2
curl j (u) = det∇u.
Well-posedness questions for Eqs. (1.4)–(1.6) were studied in [7,8].
Since u : R2 → C we can easily induce the formation of topological vortices—regions where
|u| = 0 and about which the winding number of the phase is nontrivial. Setting u = ρeiϕ ≈
eiϕ over R2 and ϕ = dθ , then JA ≈ 12 curl(∇ϕ − A) = det∇u − 12h. Assuming that E → 0 as
|x| → +∞, then we can formally integrate (1.8) over R2 and get 2πd = ∫
R2 hdx. Furthermore,
integrating (1.5) over the plane and assuming that hex = 0 yields the relation
d = 1
2π
∫
R2
hdx = − 1
μπ
∫
R2
q dx. (1.9)
As in Ginzburg–Landau theory, we see that the current and the magnetic field are quantized about
a topological vortex; however, in CSH theory the magnetic field induces a quantized electric
charge, which can have arbitrary values, depending on μ. This quantized electric charge is a
fundamental feature of Chern–Simons–Higgs theory.
Following the approach of [13] and [14], we will consider static solutions of Chern–Simons–
Higgs systems as stationary points of a two-dimensional energy functional. The correct (Hamil-
tonian) energy density can be calculated by a Legendre transform as in [39, pp. 164–165]; we
sketch an approach through just the Euler–Lagrange equations. We focus on the case of bounded
domains as discussed in [11] for the self-dual and in [12] for the general, possibly nonselfdual
case.
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−Φ2u= ∇2Au+
1
ε2
u
(
1 − |u|2)(3|u|2 − 1),
Φ|u|2 = μ
2
(curlA− hex), jA(u) = μ2 ∇Φ × e3.
Removing the electric field potential Φ , we are left with an unusual system of coupled elliptic
PDE’s:
−μ
2
4
| curlA− hex|2
|u|4 u= ∇
2
Au+
1
ε2
u
(
1 − |u|2)(3|u|2 − 1), (1.10)
0 = −μ
2
4
curl
(
curlA− hex
|u|2
)
+ jA(u). (1.11)
Taking the curl and div of (1.11) yields two more useful equations
JA(u) = −μ
2
4

(
curlA− hex
|u|2
)
, (1.12)
div jA(u) = 0. (1.13)
Eqs. (1.10)–(1.11) can be formally viewed as the Euler–Lagrange equations of the following
Chern–Simons–Higgs energy
Gcsh(u,A;hex)= 12
∫
U
|∇Au|2 + μ
2
4
| curlA− hex|2
|u|2 +
1
ε2
|u|2(1 − |u|2)2 dx (1.14)
for an applied magnetic field, hex, and a bounded, simply connected domain, U ⊂ R2. The con-
nection appears to be only formal at first glance, as the singularity at |u| = 0 makes it difficult
to rigorously justify a naive calculation of the Euler–Lagrange equations. However, it is possible
to show by a regularization technique that minimizers of (1.14) satisfying |u| = 1 on ∂U exist
for any choice of ε, μ and hex and satisfy the Euler–Lagrange equations (1.10)–(1.11), see [36,
Theorem 1.5]. The idea of the regularization is to replace 1|u|2 by
1
|u2|+δ2 and to let δ → 0.
For appropriate choices of the parameters, such minimizers will have vortices with |u(z)| = 0
at some point z, see [36] or Corollaries 1.4 and 1.5.
We note some unusual features of (1.14). Let hex = 0 and suppose u has a topological vortex
at 0. Then u must vanish at the origin. But the second term of (1.14) implies that h = curlA must
likewise vanish at the origin. On the other hand the quantization relation (1.9) implies there exists
a finite mass of magnetic field about this vortex, and consequently the magnetic field concen-
trates in an annular region about each topological vortex. This is in contrast to Ginzburg–Landau
vortices, where the magnetic field concentrates at the site of the vortex. The second term proves
to greatly increase the difficulty of analyzing (1.10)–(1.13), including the lack of a maximum
principle.
Another important feature of (1.14) is that in the ε → 0 limit, |uε| relaxes to S1 ∪ {0}, as
opposed to S1 in the Ginzburg–Landau case. This implies that regions where |u| = 0 with trivial
winding number about the region are possible and potentially favorable. We show, however, that
such regions are small unless uε → 0 on the whole domain.
M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588 5391.1. Results
Up to now, most attention has focussed on the self-dual case where ε = μ. In this case the
CSH equations reduce, following Hong, Kim, Pac and Jackiw, Weinberg [13,14], to a system of
first order PDE’s. Solutions can be recovered by solving (after a substitution) a Liouville-type
elliptic equation, similar to the Jaffe–Taubes approach to solving the self-dual Ginzburg–Landau
equations [15]. It is impossible to give an adequate accounting of the extensive results on self-
dual solutions to the Chern–Simons–Higgs equations, but we direct the reader to [6,9,11,13,14,
28,37,39] and the references therein.
We turn our attention to nonself-dual Chern–Simons–Higgs theory. The only results to our
knowledge for small ε and μ = O(1) for the CSH functional are those of Han, Kim [12], who
studied among other things sequential minimizers {uε,Aε} of (1.14) with Aε ≡ 0 and Dirichlet
boundary condition uε = g on ∂U with |g| = 1. Their proofs are similar in spirit of the methods
Bethuel, Brezis, Helein [3] for the simplified Ginzburg–Landau energy (1.24) and rely heavily
on the maximum principle for |uε|. The maximum principle fails when gauge field Aε ≡ 0, so
another approach is needed.
In this paper we make no restrictions on either Aε or the boundary behavior of |uε|; our study
yields compactness and Γ -convergence results for two scalings of the energy. In particular, our
convergence results are true for non-minimizers and indeed even for sequences of functions that
are not solutions of the corresponding equations. Our techniques are related to the approach of
Jerrard, Soner [18,19] combined with the Sandier [30] version of the vortex ball construction
method of Jerrard [16] and Sandier [30]. Similar to their approach, we first study the simplified
functional
Ecsh(u) = 12
∫
U
|∇u|2 + 1
ε2
|u|2(1 − |u|2)2. (1.15)
(In fact our approach is robust enough to deal with more general potentials of the form 1
ε2
W(|u|2)
with W(s) = sp(1 − s)q for p  0 and q  1.) The results for (1.15) are then used to analyze the
case with a magnetic field hex and gauge field A.
We have the following results, stated here in the spirit of Γ -convergence; that is, separated
into a compactness result combined with a lower bound for the energy and a construction that
shows that the lower bound is essentially optimal. Like most results of Γ -convergence type,
our theorems imply that minimizers of the approximating energies converge to minimizers of
the limit energy, and minimizers of the limit energy can be recovered as limits of sequences
of almost minimizers of the approximating energies, see Corollary 1.4. For the sake of unified
exposition, we only state the two-dimensional results here, although some of the results are also
true in higher-dimensional domains (see Proposition 4.1).
Our general assumption is that U ⊂ R2 is a simply connected domain with the CSH extension
property (see Definition 4.5) and that {uε} is a sequence of functions in H 1(U ;C). By Proposi-
tion 4.6, every simply connected C1,α domain has the CSH extension property, but many other
domains also fall into this class, see Section 4.
Theorem 1.1 (Compactness and Γ -convergence in the |log ε| scaling). Assume Ecsh(uε) 
K|log ε| for some constant K > 0. Taking a subsequence, the modulus ρε = |uε| satisfies ρε → ρ
strongly in Lp for p <+∞ where ρ is either identically 0 or identically 1. The Jacobians J (uε)
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J = π∑i diδai for some di ∈ Z. Furthermore,
lim inf
ε→0
1
|log ε|Ecsh(uε) ‖J‖M. (1.16)
Here J = 0 if ρ = 0.
Conversely, for every measure J of the form J = π∑i diδai , there exists a sequence {uε} with
J (uε)⇀ J and
lim
ε→0
1
|log ε|Ecsh(uε) = ‖J‖M. (1.17)
The proof of this theorem is contained in the proofs of Propositions 5.2 and 5.5. The next
result concerns the most interesting energy scaling, that where vortex interaction energy and
vortex core energy are of the same order, and where we can observe nucleation of vortices in
minimizers induced by a magnetic field, see [19,32,34] in the Ginzburg–Landau case.
Theorem 1.2 (Compactness and Γ -convergence in the |log ε|2 scaling). Assume Ecsh(uε) 
K|log ε|2, for some constant K .
Set vε = 1|log ε|j (uε) and wε = 1|log ε|J (uε) = 12 curlvε . Taking a subsequence, the modulus
ρε = |uε| satisfies ρε → ρ strongly in Lp for p < +∞ where ρ is either identically 0 or iden-
tically 1. The scaled Jacobian, {wε}, is precompact in the weak (C0,β)∗ topology and {vε} is
bounded in Lp for 1 p < 2. Furthermore, if wε ⇀w = 12 curlv and vε ⇀ v, then also vε|uε | ⇀v
in L2, and the energy satisfies
lim inf
ε→0
1
|log ε|2 Ecsh(uε)
1
2
(‖v‖2
L2 + ‖curlv‖M
)
. (1.18)
If ρ = 0, then v = 0.
Conversely, for every v ∈ L2(U ;R2) such that w = 12 curlv is a Radon measure, there exists
a sequence {uε} in H 1(U ;C) with |uε| = 1 on ∂U such that vε = 1|log ε|j (uε) ⇀ v in L2 and
wε = 1|log ε|J (uε)⇀w in (C0,β)∗ and the energy satisfies
lim
ε→0
1
|log ε|2 Ecsh(uε)=
1
2
(‖v‖2
L2 + ‖ curlv‖M
)
. (1.19)
The proof of this theorem is contained in the proofs of Propositions 5.1 and 5.3.
In the energy scaling of Theorem 1.2, we also have a result with an external magnetic field
hex and gauge field A. For simplicity, we state the result only in Coulomb gauge, which amounts
to considering only pairs (u,A) with ∇ ·A = 0 in U and A · ν = 0 on ∂U . These conditions can
always be satisfied by an appropriate gauge transformation replacing (u,A) by (ueiχ ,A+ ∇χ)
without changing the energy.
M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588 541Theorem 1.3 (Compactness and Γ -convergence with external field). Assume that the external
field satisfies hex =H |log ε| for some H > 0, and consider a sequence {uε,Aε} that satisfies the
Coulomb gauge condition and
Gcsh(uε,Aε;hex)K|log ε|2.
Set aε = 1|log ε|Aε , then {aε} is weakly precompact in W 1,p for all p < 2, and for a subsequence
such that aε ⇀ a there holds curlaε−H|uε | ⇀ curla −H in L2.
Additionally, the compactness assertions of the last theorem hold: vε = 1|log ε|j (uε) converges
to v weakly in all Lp with p < 2, vε|uε | ⇀ v in L
2
, and wε = J (uε)|log ε| ⇀ w = 12 curlv. Taking a
subsequence, the modulus ρε = |uε| satisfies ρε → ρ strongly in Lp for p < +∞ where ρ is
either identically 0 or identically 1. If ρ = 0, then curla = H and v = 0. Furthermore, the
energy satisfies
lim inf
ε→0
1
|log ε|2 Gcsh(uε,Aε;hex)G
ρ(v, a;H), (1.20)
with
G1(v, a;H)= 1
2
( ∫
U
|v − a|2 + μ
2
4
|curla −H |2 + ‖curlv‖M
)
(1.21)
and
G0(v, a;H)= 0. (1.22)
Conversely, for any a ∈ H 1(U ;R2) and v ∈ L2(U ;R2) such that w = 12 curlv is a Radon
measure, there exists a sequence {uε} in H 1(U ;C) with |uε| = 1 on ∂U and a sequence {Aε} ∈
H 1(U ;C) satisfying the Coulomb gauge conditions such that vε = 1|log ε|j (uε)⇀ v in L2, wε =
1
|log ε|J (uε) ⇀ w in (C
0,β)∗, aε = 1|log ε|Aε ⇀ a in H 1, and such that (1.20) holds with equality
for ρ = 1. For ρ = 0, there exists a sequence (uε,Aε) with uε → 0 and 1|log ε| curlAε → H such
that Gcsh(uε,Aε;hex) → 0.
This theorem follows from Propositions 6.1, 6.2, and 6.3.
Regarding minimizers under a Dirichlet boundary condition on the modulus (such minimizers
exist and satisfy the Euler–Lagrange equations (1.10), (1.11) by the results of [36]), we have the
following.
Corollary 1.4. Let (uε,Aε) be a sequence of minimizers of (1.14) under the conditions |uε| = 1
on ∂U and ∇ ·Aε = 0 in U , Aε ·ν = 0 on ∂U . Then |uε| → 1 in the strong topology of all Lp(U)
with 1 p <∞.
Setting vε = 1|log ε|j (uε), we have ( for a subsequence) that vε ⇀ v in Lp for p < 2 and vε|uε | ⇀
v in L2 while curlvε ⇀ curlv in (C0,β)∗. Also up to extraction of a subsequence, Aε|log ε| ⇀ a
weakly in W 1,p for p < 2 and curlA−hex ⇀ curla −H in L2.|uε ||log ε|
542 M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588The limit (v, a) is the unique minimizer of the limit functional (1.21) in the space of pairs
(v′, a′) ∈ L2(U ;R2) × H 1(U ;R2) such that curlv′ is a Radon measure, ∇ · a′ = 0 in U and
a′ · ν = 0 on ∂U .
The energies satisfy the following limit equality:
lim
ε→0
1
|log ε|2 Gcsh(uε,Aε;hex) =G
1(v, a;H).
The proof of this corollary is given in Proposition 6.4 and is mainly an application of the well-
known result that Γ -convergence implies convergence of minimizers and of minimizing energies,
see [5] for an introduction. We remark that the corollary is based only on the energy, not on the
Euler–Lagrange equations, and remains valid even if we replace sequences of minimizers by
sequences of functions whose energies exceed that of a minimizer only by a term that vanishes
as ε → 0.
As an application, we calculate the critical field hc1 for which vortices appear in nonzero min-
imizers of Gcsh(uε,Aε;hex), for example for minimizers under a boundary condition |uε| = 1.
To be precise, we define the critical field as the field for which the rescaled vorticities 1|log ε|J (uε)
converge to a nonzero limit; this implies via the mapping degree that there exist points z where
|uε(z)| = 0.
Corollary 1.5. As ε → 0, the critical field hc1 is given asymptotically by H1(μ)|log ε|, where
H1(μ) = 2
μ2 maxU |zμ|
and zμ is the solution of
−μ
2
4
zμ + zμ + 1 = 0
with homogeneous Dirichlet boundary conditions. Concerning the dependence on μ, we have
that μ2H1(μ) → 2 as μ → 0. Furthermore, H1(μ) is decreasing in μ and converges to a limit
H(U) > 0 as μ→ ∞. Finally, when U ≡ BR , a ball of radius R, then
H1(μ,R) =
2I0( 2Rμ )
μ2(I0(
2R
μ
)− 1) ,
where I0 is the modified Bessel function of zeroeth order.
The corollary follows from Theorem 1.3 using some analysis of the limit functional, see
Proposition 7.1.
1.2. Methodology with a comparison to Ginzburg–Landau
We can compare (1.14) with the Ginzburg–Landau energy
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∫
U
|∇Au|2 + |curlA− hex|2 + 12ε2
(
1 − |u|2)2 dx. (1.23)
The asymptotic properties of (1.23) have been a topic of extensive research since the ground-
breaking study of the corresponding functional without gauge field
Egl(u) := 12
∫
U
|∇u|2 + 1
2ε2
(
1 − |u|2)2 dx (1.24)
in the book of Bethuel, Brezis, Helein [3], and (1.24) is commonly referred to as the BBH energy.
Here the authors offer a complete description of the small ε limit of energy minimizers to (1.24)
by PDE and comparison methods. Since energy about each vortex core is of size π |log ε|, uni-
form energy bounds can be found by cutting out the vortices from the domain. Furthermore, the
authors expand the energy (1.24) asymptotically to second order, finding, up to boundary effects,
a Coulomb potential. There has also been great success in higher dimensions including [1,4,18,
25,29]. In higher dimensions the vorticity concentrates on (n − 2)-dimensional, integer multi-
plicity, rectifiable currents. In the case of minimizing sequences the current is area minimizing,
see [25].
Non-minimizing sequences have also been subject to significant interest, see [4,17,18,21,22,
24,30,31,33] among other places. The Γ -limit result for the BBH energy was proven in Jerrard,
Soner [18] in two-dimensional domains. The higher-dimensional Γ -limit was established jointly
in Jerrard, Soner [18], who proved the compactness and energy lower bound, and Alberti, Baldo,
Orlandi [1], who were able to construct the needed energy upper bound. The calculation of the
first critical field H1 for (1.23) can be found in [32,34]. The Γ -convergence for the full Ginzburg–
Landau energy was proven in Jerrard, Soner [19], and the authors used this for a new derivation
of H1.
We briefly outline of rest of the paper. Our approach to proving the Γ -limit works well under
two cases: either |uε| = 1 or |uε| = 0 on ∂U , and Sections 2 and 3 provide basic results under
the restrictive and more difficult condition |uε| = 1 on ∂U . In Section 4 we consider the case
|uε| = 0 on ∂U , and later on we get rid of any boundary assumption via an extension argument.
In Section 2 we provide several basic estimates on the Chern–Simons–Higgs energy. We make
use of the Modica–Mortola method to prove strong convergence of |uε| → 1 when |uε| 12 on
the boundary. In Section 3 we prove, assuming |uε| = 1 on ∂U , the basic Jacobian estimate∣∣∣∣ ∫ φJ (uε) dx∣∣∣∣ πd‖φ‖L∞ +Cεγ ‖φ‖C0,1 (1.25)
where d ≈  1
π
∫
ecsh(uε)|log ε| dx, γ ∈ (0,1), and C depends on
∫
ecsh(uε)|log ε| dx. The estimate, in the
spirit of [18], follows from integration by parts and the co-area formula,
∫
φJ (uε) dx = 12
∞∫
0
∫
∂Ω(t)
∇φ × j (uε) dl dt ≈ 12
∞∫
0
∫
∂Ω(t)
τ · ∇ϕ dl dt
≈ π
∞∫
deg
(
uε, ∂Ω(t)
)
dt,0
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∫
φJ (uε) dx
consists of finding estimates on the degree of u on level sets of φ. In order to establish (1.25) we
can divide the level sets t ∈ (0,‖φ‖L∞) into high and low degree sets, and, not surprisingly, the
lower degree level sets are rather easy to estimate. On the other hand the higher degree level sets
are much more difficult to understand. In particular we expect
Dd =
{
t such that deg
(
uε, ∂Ω(t)
)
 d + 1},
where d ≈  1
π
∫
U
ecsh(uε) dx|log ε| dx, should be of small measure otherwise there should be a viola-
tion of our energy bound. In [18,19] this is accomplished via a covering lemma that relies on
lower bounds on the Ginzburg–Landau energy. In the CSH case the Jerrard–Soner method fails;
however, we provide a new approach to estimating the size of the set |Dd | that is much more
topological in nature than previous methods, and we find
|Dd | 8εαε
(
1 + exp
(
ηε
π(d + 1)
∫
V
ecsh(uε) dx
))
‖∇φ‖L∞,
where 0 1 −αε  1 and 0 ηε − 1  1, and where V = ⋃˙Brk with Brk ⊆ spt(φ) and ∑ rk =|Dd |
2‖∇φ‖L∞ . This bound provides good control on |Dd | and allows us to establish (1.25) for both
the Ecsh(u) =O(|log ε|) and Ecsh(u) =O(|log ε|2) cases.
Sections 4, 5 handle the proof of compactness and Γ -convergence of the CSH energy for
energy of size O(|log ε|) and O(|log ε|2). Our arguments are similar to the approach found in
[18,19]. Section 4 establishes the compactness of the Jacobian in a weak Banach space (C0,β)∗
for energies of size O(|log ε|) and O(|log ε|2). Here we can lift the restriction on the domain
being two-dimensional, and we can show that the limiting Jacobian is an (n − 2)-dimensional,
integer multiplicity rectifiable current, see Propositions 4.1. We make use of estimate (1.25) and
methods developed in [18] to establish this result, and rely on the existence of extensions of our
sequence with good boundary conditions that is guaranteed by our assumption that the domain
is a CSH extension domain as in Definition 4.5.
Section 5.1 provides the lim inf condition on the CSH energy, and this lower bound follows
almost directly from estimate (1.25). Section 5.2 completes the Γ -limit proof by constructing the
upper bounds in both the O(|log ε|) and O(|log ε|2) cases. Here we make use of constructions of
[20,31]. Section 6 then establishes the Γ -limit in the presence of the magnetic field potential and
the external magnetic field. Finally, in Section 7 we study the limiting energy of the full CSH
energy functional in the O(|log ε|2) case, as computed in Section 6. The critical field calculations
are similar in spirit to the critical field calculation for Ginzburg–Landau energy (1.23).
1.3. Discussion
Our choice of a purely energy-based method to study the asymptotic behavior of Chern–
Simons–Higgs systems provides a good understanding of minimizers under conditions that
ensure |uε| → 1 on the whole domain. We have demonstrated that it successfully explains a
magnetic field induced formation of vortices in domains with the topological boundary condition
|u| = 1, which is related to previous study of solutions on all of R2 with |u| → 1 at infinity. At
least in the self-dual case, vortex solutions have also been found with so-called nontopological
boundary conditions, |u| → 0 at infinity. Our corresponding limit functional G0 does not yield
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extend existence proofs for such nontopological vortices to the nonself-dual case.
An obvious question to ask is what happens when μ= μ(ε) varies with ε. Some of the possi-
ble limits in this case are studied in [23], especially with regard to μ(ε) → 0 and μ(ε) → +∞.
For the energy scaling Ecsh(uε) ≈ Cε , we expect domain walls between regions where |uε| ≈ 0
and |uε| ≈ 1 to form. The interaction of those with the magnetic field, especially in the case where
μ → 0, and a comparison with the phase diagram for type I and type II superconductors is an
interesting open problem.
Finally, the dynamics of vortices in the full CSH equations (1.10)–(1.13) can also be con-
sidered. In this case it is possible to generate more refined Jacobian estimates in terms of the
CSH energy that establishes the rate of Γ -convergence, see [21,22]. Such estimates provide suf-
ficient control to establish the dynamics of topological vortices. Rigorous results that establish
the vortex motion law are found in [16,24] for the nonlinear wave equation and [10,35] for the
Maxwell–Higgs equations.
2. Basic energy bounds
Let u= ρeiϕ : U → C and A :U → R2 then we define two CSH energy densities
gcsh(u,A;hex) = 12
[
|∇Au|2 + μ
2
4
| curlA− hex|2
|u|2 +
1
ε2
|u|2(1 − |u|2)2],
ecsh(u) = 12
[
|∇u|2 + 1
ε2
|u|2(1 − |u|2)2],
and set
Ecsh(u) =
∫
U
ecsh(u) dx and Gcsh(u,A;hex) =
∫
U
gcsh(u,A;hex).
We note
gcsh(u,A;hex) 12
[
|∇ρ|2 + 1
ε2
ρ2
(
1 − ρ2)2]= ecsh(|u|);
therefore, Gcsh(u,A;hex)  Ecsh(|u|) provides a simple lower bound that will be exploited
throughout. We have the following useful energy bounds.
Lemma 2.1. Suppose |U |Ecsh(|u|) and ε  1 then
‖ρ‖H 1(U)  C
√
Ecsh
(|u|), (2.1)∥∥jA(u)∥∥Lα(U)  Cα Gcsh(u,A;hex), (2.2)
‖h− hex‖Lα(U)  Cα
μ
Gcsh(u,A;hex) (2.3)
for all 1 α < 2 and Cα → ∞ as α → 2. If Ecsh(|u|) < |U | then see Remark 2.2.
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1. By Young’s inequality ρ6 +ρ2 = ρ6 −2ρ4 +ρ2 +2ρ4  ρ2(1−ρ2)2 + 2ρ63 + 2
3
3 so
ρ6
3 +ρ2 
ρ2(1 − ρ2)2 + 233 which implies∫
U
|∇ρ|2 + ρ2 dx 
∫
U
|∇ρ|2 + ρ2(1 − ρ2)2 dx + 8
3
|U |
 2
∫
U
ecsh
(|u|)dx + 8
3
|U |.
By the assumptions on the energy, this shows (2.1). Furthermore, this implies by Sobolev em-
bedding
‖ρ‖Lp(U)  Cp‖ρ‖H 1(U)  Cp
√
Ecsh
(|u|) (2.4)
for any p <∞.
2. Since |∇Au|2 = | jA(u)ρ |2 + |∇ρ|2  | jA(u)ρ |2,
∥∥jA(u)∥∥Lα(U) = ∥∥∥∥jA(u)ρ ρ
∥∥∥∥
Lα(U)

∥∥∥∥jA(u)ρ
∥∥∥∥
L2(U)
‖ρ‖
L
2α
2−α (U)
 Cα
√
Gcsh(u,A;hex)
√
Ecsh
(|u|) CαGcsh(u,A;hex)
follows from (2.4).
3. Finally, since
∫
U
μ2
8
|h−hex|2
ρ2
dx Gcsh(u,A;hex) then
‖h− hex‖Lα(U) =
∥∥∥∥h− hexρ ρ
∥∥∥∥
Lα(U)

∥∥∥∥h− hexρ
∥∥∥∥
L2(U)
‖ρ‖
L
2α
2−α (U)
 Cα
μ
√
Gcsh(u,A;hex)
√
Ecsh
(|u|) Cα
μ
Gcsh(u,A;hex)
follows from (2.4). 
Remark 2.2. If Ecsh(|u|) < |U | then replace (2.1) by ‖ρ‖H 1  C, (2.2) by ‖jA(u)‖Lα 
Cα
√
Gcsh, and (2.3) by ‖h− hex‖Lα  Cαμ
√
Gcsh.
We have an important covering argument for {|u| < 1/4} that exploits the Modica–Mortola
trick [26,27], used with great success by Sandier for complex Ginzburg–Landau energies [30].
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⋃
Brj with∑
rj  CεEcsh
(|u|)
for all ε  ε0 small enough.
Proof. For any open set A⊆U , we define
H1∞(A) = inf
{∑
2rj : A⊂
∑
Brj (yj )
}
then H1∞(A)H1(∂A ∩ U), as noted in Sandier. For any level set ρ−1(t) with t < 12 , then the
interior of the level set is completely included in the set U .
Note that Cauchy–Schwarz implies
|∇ρ|2
2
+ 1
2ε2
ρ2
(
1 − ρ2)2  1
ε
ρ
∣∣1 − ρ2∣∣|∇ρ|.
So
∫
U
ecsh
(|u|)dx  1
ε
∫
U
ρ
∣∣1 − ρ2∣∣|∇ρ|dx = 1
ε
∞∫
t=0
t
∣∣1 − t2∣∣H1(ρ−1(t))dt
 1
ε
1
2∫
t= 14
t
(
1 − t2)H1(ρ−1(t))dt.
From the bound above and the fact that
α →H1∞
({
x: ρ(x) α
})
is an increasing function, we have
∫
U
ecsh
(|u|)dx  1
ε
1
2∫
t= 14
t
(
1 − t2)H1(ρ−1(t))dt
 1
ε
1
2∫
t= 14
t
(
1 − t2)H1∞({x: ρ < t})dt
 1
ε
H1∞
({
x: ρ <
1
4
}) 12∫
t= 1
t
(
1 − t2)dt,4
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2
t= 14
t (1 − t2) dt = 811024 > 116 . Therefore, H1∞({x: ρ(x) 14 }) 16ε
∫
U
ecsh(|u|) dx. 
In particular, this implies control on the rate of convergence of ρ → 1, which will be used in
the proof of compactness of the Jacobian.
Corollary 2.4. Suppose |u| 12 on ∂U . Then we have bounds on the rate of strong convergence
of ρ → 1 when Ecsh(|u|) |U |:∥∥1 − ρ2∥∥
L2 CεEcsh
(|u|), (2.5)
‖1 − ρ‖Lp Cp,γ ε
2
p
−γ
Ecsh
(|u|) 12 + 1p (2.6)
for all 2 <p <+∞ and some small γ > 0.
Proof. We decompose U = {ρ  14 } ∪ {ρ  14 } and use our control on the first set.∫
U
(
1 − ρ2)2 dx = ∫
{ρ 14 }
(
1 − ρ2)2 dx + ∫
{ρ 14 }
(
1 − ρ2)2 dx
 16
∫
{ρ 14 }
ρ2
(
1 − ρ2)2 dx + ∣∣∣∣{ρ  14
}∣∣∣∣
 Cε2Ecsh
(|u|)+C[εEcsh(|u|)]2,
where in the last line we use (
∑
rj )
2 
∑
r2j if rj > 0. Finally, we note that the second term
dominates for ε  1.
To establish the Lp rate recall (2.1), so∫
U
∣∣∇(1 − ρ)∣∣2 + (1 − ρ)2  (1 + ε
2
)
Ecsh
(|u|)+ 4|U | 6Ecsh(|u|). (2.7)
We now interpolate between the norms. Since ‖f ‖Lp  ‖f ‖βLq‖f ‖1−βLr for 1p = βq + 1−βr , then(2.7) implies
‖1 − ρ‖Lp(U)  ‖1 − ρ‖βL2(U)‖1 − ρ‖
1−β
Lr (U)
 Cr
∥∥1 − ρ2∥∥β
L2(U)‖1 − ρ‖1−βH 1(U)
 Cr
(
εEcsh
(|u|))β(Ecsh(|u|)) 1−β2  CrεβEcsh(|u|) 1+β2 ,
where 1
p
= β2 + 1−βr = β2 + γ2 for some small γ > 0. Hence, we can take β = 2p − γ , which
proves (2.6). 
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In this section we show a relationship between the Jacobian
J (u) = det∇u= 1
2
curl j (u)
and the energy density ecsh(u). Let φ ∈ C0,1c (U) be a Lipschitz function vanishing on ∂U . We
define Ω(t) = {x ∈U such that φ(x) > t} then ∂Ω(t) is a level set of φ. Let
Reg(φ) :=
{
t ∈ [0,‖φ‖L∞] such that ∂Ω(t) = φ−1(t),
∂Ω(t) rectifiable, andH1(∂Ω(t)) <∞
}
.
By the co-area formula |Reg(φ)| = ‖φ‖L∞ and t ∈ Reg(φ) implies ∂Ω(t) is a union of finite
Jordan curves, Γi(t). We set, as in [18],
Γ (t) :=
⋃{
components of ∂Ω(t) such that min
x∈Γi(t)
|u| > 1
2
}
,
γ (t) :=
⋃{
components of ∂Ω(t) such that min
x∈Γi(t)
|u| 1
2
}
.
We set d ∈ Z+ and define
Dd := {t ∈ Reg(φ): ∣∣deg(u;Γ (t))∣∣ d + 1 orH1(γ (t)) ε},
A := Reg(φ) \Dd.
Furthermore, define
Dγ :=
{
t ∈ Reg(φ): H1(γ (t)) ε},
Dd :=
{
t ∈ Reg(φ): Γ (t) is nonempty and ∣∣deg(u;Γ (t))∣∣ d + 1}
so that Dγ ∪Dd =Dd and ∣∣Dd ∣∣ |Dγ | + |Dd |.
We will choose d in a special way in Section 4. In Section 3.1 we offer a bound on |Dd | in
terms of the excess energy. Let us define
Eφ(u) =
∫
spt(φ)
ecsh(u) dx
for short. The main results of this section are as follows.
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U
φJ (u)dx
∣∣∣∣ (πd + ε 12 )‖φ‖L∞ + ε 13 ‖∇φ‖L∞[2E2φ(u)+ 3Eφ(u)+ |spt(φ)|4
]
+ |Dd |
4
Eφ(u) (3.1)
for any ε  1.
We defer the proof of Proposition 3.1. In order to use (3.1), we need to estimate |Dd |. This is
controlled by the following result.
Proposition 3.2. Suppose |u| = 1 on ∂U and let ε ∈ (0, e−2). Define
εαε = ε|log ε|2
∫
U
ecsh(u) dx, ηε = 1
1 − 2|log ε|
> 1,
then
|Dd | 8εαε‖∇φ‖L∞
(
1 + exp
(
ηε
πd
∫
V
ecsh(u) dx
))
, (3.2)
where d = d + 1. Here V ≡ ⋃˙jBrj is the union of disjoint balls Brj with Brj ⊆ spt(φ) ⊆U and∑
j rj = |Dd |2‖∇φ‖L∞ .
Remark 3.3. Estimate (3.2) implies a weaker estimate
|Dd | 8εαε‖∇φ‖L∞
(
1 + exp
(
ηε
πd
Eφ(u)
))
(3.3)
which is sufficient for the E1(u) ≈ |log ε| case. In this case we choose d + 1  Eφ(u)π |log ε| , which
provides a good bound on Dd . For the large energy Eφ(u) ≈ |log ε|2, we need the refined esti-
mate (3.2).
The proof of Proposition 3.2 is deferred until Section 3.1. Although the proof of Proposi-
tion 3.2 employs some ideas of [18], it is fundamentally different. This is because the argument
of [18] relies on point-wise lower bounds of ∫
∂Bs
egl(u) dH1 > 0 on each radius ∂Bs . In the
CSH case the point-wise lower bound of
∫
∂Bs
ecsh(u) dH1 is zero for each radius s, even when
deg(u, ∂Bs)) = 0. To overcome this difficulty, we use a strongly modified version of the method
originating in [30], see also [31]. In fact our method can be used for energies of the form∫
|∇u|2 + 1
ε2
W
(|u|2)dx,
where W(s) = sp(1 − s)q .
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U
φJ (u)dx = 1
2
∫
A
∫
Γ (t)
j (u) · t dH1 dt + 1
2
∫
A
∫
γ (t)
j (u) · t dH1 dt + 1
2
∫
Dd
∫
∂Ωt
j (u) · t dH1 dt
= IA,Γ + IA,γ + IDd . (3.4)
From Lemmas 3.5, 3.6, and 3.8 below we have∣∣∣∣ ∫
U
φJ (u)dx
∣∣∣∣ πd‖φ‖L∞ + 2ε‖∇φ‖L∞Eφ(u)+ 12ε 12 ‖∇φ‖L∞Eφ(u)+ ε 12 ‖φ‖L∞
+ ε 13 ‖∇φ‖L∞
[
2E2φ(u)+
1
2
Eφ(u)+ |spt(φ)|4
]
+ 1
4
|Dd |Eφ(u).
The bound follows. 
In order to finish the proof of Proposition 3.1, we need to establish Lemmas 3.5, 3.6, and 3.8.
We start with a basic estimate of Jerrard, Soner [18].
Lemma 3.4. (See Jerrard, Soner [18].) For any set S,∫
S
∣∣∣∣ ∫
∂Ω(t)
j (u) · t dH1
∣∣∣∣dt  |S|2
∫
spt(φ)
ecsh(u) dx (3.5)
and for any non-negative function f ,
T∫
0
∫
∂Ω(t)
f (x) dH1 dt  ‖∇φ‖L∞
∫
spt(φ)
f (x) dx. (3.6)
Proof. For any t ∈ Reg(φ), Stokes’ theorem implies∫
∂Ω(t)
j (u) · t dH1 = 2
∫
Ω(t)
J (u)dx.
Since |J (u)| = 12 curl j (u) 12 |∇u|2  ecsh(u), then we get the first identity. On the other hand
from the co-area formula,
T∫
0
∫
∂Ω(t)
f dH1 dt =
∫
spt(φ)
f |∇φ|dx  ‖∇φ‖L∞
∫
spt(φ)
f dx. 
We bound these three terms via the follow lemmas.
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A
∫
Γ (t)
j (u) · tH1 dt
∣∣∣∣ 2πdλ‖φ‖L∞ + 4ε 12 ‖∇φ‖L∞Eφ(u).
Proof. For t ∈ A, |u| 12 . We set v = u|u| and so j (v) = j (u)|u|2 . Therefore,∫
Γ (t)
j (v) · t dH1 = 2π deg(u;Γ (t)).
Therefore, ∫
Γ (t)
j (u) · t dH1 = 2π deg(u;Γ (t))+ ∫
Γ (t)
j (u)
|u|2 − 1
|u|2 · t dH
1.
This implies (since j (u) |u||∇u|) then∫
A
∣∣∣∣ ∫
Γ (t)
j (u) · t dH1 − 2π deg(u;Γ (t))∣∣∣∣dt  ∫
A
∫
Γ (t)
|∇u|
∣∣∣∣ |u|||u|2 − 1||u|2
∣∣∣∣dH1
 4ε
∫
A
∫
Γ (t)
ecsh(u) dH1
 4ε‖∇φ‖L∞Eφ(u).
The bound follows from noting |A| ‖φ‖L∞ . 
Lemma 3.6. Let γ (t) such that H1(γ (t)) ε with ε  1 then∣∣∣∣ ∫
Reg(φ)\Dγ
∫
γ (t)
j (u) · t dH1 dt
∣∣∣∣ ε 12 ‖∇φ‖L∞Eφ + ε 12 ‖φ‖L∞ .
Proof.
1. We claim that any x  0 satisfies x  x(x−1)2
b
+ ( b4 + 1) for any b > 0. In particular if x  0
then by Young’s inequality,
x  2
3
x
3
2 + 1
3
= 2
3
√
x(x − 1)+ 2
3
√
x + 1
3
 2
3
√
x(x − 1)+ x
3
+ 2
3
so 23x 
2
3
√
x(x − 1)+ 23 . Applying Cauchy–Schwarz,
x 
√
x(x − 1)+ 1 x(x − 1)
2
+
(
b + 1
)
,b 4
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2. Therefore, since |j (u)| |u||∇u| then
|j (u)| |∇u||u| a
2
|∇u|2 + 1
2a
|u|2 = a
2
(
|∇u|2 + 1
a2
|u|2
)
 a
2
(
|∇u|2 + |u|
2(1 − |u|2)2
a2b
)
+ 1
2a
(
1 + b
4
)
.
Set a = εα and b = ε2(1−α) then |j (u)| εαecsh(|u|) + ε−α so long as ε  1. Since |A| T =
‖φ‖L∞ andH1(γ (t)) < ε for every t ∈ A then from Lemma 3.4 and the definition of IA,γ in (3.4)
|IA,γ |
∫
A
∫
γ (t)
εαecsh(u) dH1 dt +
∫
A
∫
γ (t)
ε−α dH1 dt
 εα‖∇φ‖L∞Eφ(u)+ ε−α
∫
A
H1(γ (t))dt
 εα‖∇φ‖L∞Eφ(u)+ ε1−α
∫
A
dt
 εα‖∇φ‖L∞Eφ(u)+ ε1−α‖φ‖L∞ .
Setting α = 12 finishes the proof. 
In order to bound the Dd terms, we prove a lower bound on contours.
Lemma 3.7. Suppose H1(γ (t)) ε and ‖u‖L∞(γ (t))  εα then∫
γ (t)
ecsh(u) dH1  18
1
ε1−2α
.
Proof. The proof is similar to, but weaker than, a result in [18]. Fix a connected component
Γi(t) of γ (t) and set ρ := |u| and
βi :=
∫
Γi(t)
1
2
|∇ρ|2 dH1.
By the definition of γ (t) there is a point x ∈ Γi(t) such that εα  x  12 . Let us parametrize
Γi(t) by arclength with
Γi(t) =
{
x(s)
∣∣ s ∈ [0,Gi]}, Gi :=H1(Γi(t))
with x = x(0) = x(Gi). Then since |x˙(s)| = 1,
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(
x(s)
)= ρ(x(0))+ s∫
0
∇ρ(x(r)) · x˙(r) dr
 1
2
+ √s
√√√√√ s∫
0
∣∣∇ρ(x(r))∣∣2 dr  1
2
+√sβi  34
and ρ(x(s))  εα − √sβi  εα2 , so long as s  σi := min{Gi, 116βi , ε
2α
4βi }. This implies for x ∈[0, σi]
1
4
ρ2
(
x(s)
)(
1 − ρ2(x(s))) 1
4
(
εα
4
)2(
1 −
(
3
4
)2)
= ε2α 7
2
44
.
Therefore, ∫
Γi(t)
ecsh(u) dH1  βi +
∫
Γi(t)
1
4ε2
ρ2
(
1 − ρ2)dH1  βi + σi
ε2
ε2α72
44
and minimizing over βi we find (for ε2α  14 ),
βi + σiε
2α−272
44
= βi + ε
2α−272
44
min
{
Gi,
ε2α
4βi
}
min
{
ε2α−272Gi
44
,
ε2α−17
25
}
= ε
2α
ε
7
25
min
{
Gi7
ε23
,1
}
.
Summing over components, we find∫
γ (t)
ecsh(u) dH1 =
∑
Γi(t) components of γ (t)
∫
Γi(t)
ecsh(u) dH1
 ε
2α
ε
7
25
min
{∑
Gi7
ε23
,1
}
 ε
2α
ε
7
25
min
{
ε7
ε23
,1
}
 ε
2α
ε
72
28
 ε2α−1 48
28
= ε2α−1 3
(
24
)
28
 ε2α−1 2
5
28
,
which finishes the lower bound. 
Recall
Dγ :=
{
t ∈ Reg(φ): H1(γ (t)) ε},
Dd :=
{
t ∈ Reg(φ): Γ (t) is nonempty and ∣∣deg(u;Γ (t))∣∣ d + 1}.
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Dd
∫
γ (t)
j (u) · t dH1 dt
∣∣∣∣ ε 13 ‖∇φ‖L∞[4E2φ(u)+Eφ(u)+ |spt(φ)|2
]
+ 1
2
|Dd |Eφ(u).
Proof. We first consider Dγ bounds.
1. We subdivide Dγ :
D1γ :=
{
t ∈ Reg(φ): H1(γ (t)) ε and ∥∥u(γ (t))∥∥
L∞  ε
α
}
,
D2γ :=
{
t ∈ Reg(φ): H1(γ (t)) ε and ∥∥u(γ (t))∥∥
L∞ < ε
α
}
,
and we consider a bound on D1γ first. Since∫
Dγ
∫
∂Ω(t)
ecsh(u) dH1 dt 
∫
D1α
ε2α−1
8
dt = |D
1
α|
8ε1−2α
then ∣∣D1γ ∣∣= 8ε1−2α ∫
D1γ
∫
∂Ω(t)
ecsh(u) dH1 dt  Cε1−2α‖∇φ‖L∞Eφ(u).
Therefore,∣∣∣∣ ∫
D1γ
∫
γ (t)
j (u) · t dH1 dt
∣∣∣∣ |D1γ |2
∫
spt(φ)
ecsh(u) dx  4ε1−2α‖∇φ‖L∞E2φ(u).
This implies ∫
D1γ
∫
γ (t)
j (u) · t dH1 dt  4ε1−2α‖∇φ‖L∞E2φ(u). (3.7)
2. Next for D2γ we have |j (u)| |u|
1
2 |∇u||u| 12  |u| |∇u|22 + |u|2 then∫
D2γ
∫
γ (t)
∣∣j (u)∣∣dH1 dt  ∫
D2γ
∫
γ (t)
|u| |∇u|
2
2
+ |u|
2
dH1 dt
 εα‖∇φ‖L∞
∫
spt(φ)
(
ecsh(u)+ 12
)
dx
or
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D2γ
∫
γ (t)
j (u) · t dH1 dt  εα‖∇φ‖L∞
[
Eφ(u)+ |spt(φ)|2
]
. (3.8)
We choose α = 13 and the bound on Dγ follows.
3. Finally for Dd we have∣∣∣∣ ∫
Dd
∫
Γ (t)
j (u) · t dH1 dt
∣∣∣∣ |Dd |2
∫
spt(φ)
ecsh(u) dx 
1
2
|Dd |Eφ(u).
In the following subsection we show that Dd must have small measure. 
3.1. Control on Dd
In order to prove Proposition 3.2 we show that |Dd | is controlled by the energy and the de-
gree d . We first define ωt = {x ∈ U : |u(x)| t} to be the level set of |u|. Here we make use of
the boundary condition on |u|.
Lemma 3.9. Suppose |u| = 1 on ∂U and set t ∈ (0,1 − 1|log ε| ] then
H1∞(ωt) 2ε|log ε|2E1(u) (3.9)
for ε  150 .
Proof. Repeating the argument from Lemma 2.3,
∫
U
ecsh(u) dx 
1
ε
1∫
0
t
(
1 − t2)H1(ρ−1(t))dt
 1
ε
1− 12|log ε|∫
1− 1|log ε|
t
(
1 − t2)H1(ρ−1(t))dt

H1∞({ρ < 1 − 1| log ε| })
ε
1− 12|log ε|∫
1− 1|log ε|
t − t3 dt
 H
1∞({ρ < t})
ε
1− 12|log ε|∫
1− 1|log ε|
t − t3 dt
= H
1∞({ρ < t})
ε
(
t2
2
− t
4
4
)∣∣∣∣1− 12|log ε|
1− 1
.|log ε|
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(
t2
2
− t
4
4
)∣∣∣∣1− 12|log ε|
1− 1|log ε|
= 3
4
1
|log ε|2 −
7
8
1
|log ε|3 +
15
64
1
|log ε|4 
1
2
1
|log ε|2
for |log ε| 72 . Therefore,
H1∞(ωt) 2ε|log ε|2
∫
U
ecsh(u) dx
so long as |log ε| 72 . 
In this part we use the ideas of Sandier in [30] to compute lower bounds on the S1-valued
map. The following covering lemma follows from an iteration process for S1-valued maps and is
a slight modification of the method introduced by Sandier [30].
Lemma 3.10. Suppose ω is a compact subset of V U and let r(ω) =∑ rj (0) be the minimum
sum of radii of balls Brj (0) covering ω, i.e.
r(ω) = inf
{∑
rj (0) such that ω ⊂
⋃
Brj (0)
}
=H1∞(ω).
Let v : U \ω → S1 then for each s  0 there exists a collection of balls Ks = {Brk(s)} such that:
(1) rk(s) is an increasing function of s for each k.
(2) For any subset of balls {Brkj (s)} ⊆ {Brk(s)} in Ks
1
2
∫
⋃
kj
Brkj
(s)\ω
|∇v|2 dx  π
(∑
kj
|dkj |
)
log
∑
kj
rkj (s)
r(ω)
,
where dkj = deg(v, ∂Brkj (s)).
Proof.
1. We start with a family of disjoint balls {Bk(0)} with ω =⋃Bk(0) and set dj = deg(v, ∂Bk).
For a later time t > 0 we define a new family of balls {Bi(t)} with radii ri(t) and degrees di(t).
We also define a seed size εi(t) of Bi(t). We set εi(0) = ri(0). Finally we define an expansion
function
α(t) = log rj (t)
εk(0)
identical for all k. We now grow the balls rk(t). We have two cases:
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continuously such that each α(s) = log ri (s)
εi (s)
is the same. This implies α(s) increases contin-
uously.
(2) If Bi(t) ∩ Bj (t) = ∅ some i = j then merge. Include both balls in the smallest ball that
contains both balls. If the closure hits another ball, continue merging until we have a ball
disjoint from all other balls in the family. This ball contains Bi1(t), . . . ,Bik (t) and has radius
r(t) ri1(t)+ · · · + rik (t) and degree d(t)= di1 + · · · + dik (t). The only issue is to redefine
the seed size. In particular we want α(t) = log r(t)
ε(t)
for the r(t) defined above. Therefore, we
take ε(t)= r(t)e−α(t).
This process can be continued indefinitely, although every ball in the collection may intersect ∂U .
2. We collect some facts about the expansion and merging process.
(1) ω ⊂⋃Bi(t) for all t  0. This is trivial.
(2) For any subset {kj } ⊂ {k}:
α(t) = log ri(t)
εi(t)
= log
∑
j rkj (t)∑
j εkj (t)
.
This follows from the simple observation that if a
c
= b
d
then a+b
c+d = ac = bd .(3) The upper bound
εi(t)
∑
j such that Bj (0)⊂Bi(t)
rj (0).
This fact holds through expansion, so we need only check that it holds through merging.
Suppose at time t we merge Bi1(t), . . . ,Bik (t) into B with radius r and seed size ε. Then
log r
ε
= α(t) = log rj (t)
εj (t)
= log
∑
k rik (t)∑
k εik (t)
. Therefore,
r
ε
=
∑
ik
rik (t)∑
k εik (t)
or
ε = r∑
ik
rik (t)
∑
ik
εik (t)
∑
ik
εik (t)
since r 
∑
ik
rik (t),
which concludes the needed facts on the growth process.
3. For any annulus 12
∫
Br\Bε |∇v|2 dx  πd2 log rε  π |d| log rε for our S1-valued function v.
Following our growth strategy for the r(t)’s and ε(t)’s we have bounds
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2
∫
⋃
Brj (t)\Bε(t)
|∇v|2 dx  π
∑
j
|dj |log rj (t)
εj (t)
= π
(∑
j
|dj |
)
log
rj (t)
εj (t)
= π
(∑
j
|dj |
)
log
∑
j rj (t)∑
j εj (t)
.
Since
∑
j εj (t)
∑
j εj (0) |ω| = r(ω) then we get the required lower bound. 
Definition 3.11. Recall the different types of domains:
ωt =
{
x ∈U such that |u| t}
and
Ω(t) = {x ∈ U such that φ(x) < t}.
Note Γ (t) = ∂Ω .
We can now turn to the
Proof of Proposition 3.2. We will choose our set V in step 6. We recall an energy bound of [30],
see also [31].
1. Let Θ(t) = ∫
V \ωt |∇ϕ|2 dx where u = ρeiϕ . Then following [30]
∫
V
ecsh(u) dx = 12
∞∫
0
[ ∫
∂ωt∩V
|∇ρ| + t
2(1 − t2)2
ε2|∇ρ| dl − t
2Θ ′(t)
]
dt
by the co-area formula. Cauchy–Schwarz and integration by parts yields
∫
V
ecsh(u) dx 
1∫
0
[ ∫
∂ωt∩V
|∇ρ|
2
+ t
2(1 − t2)2
2ε2|∇ρ| dl + t
∫
V \ωt
|∇ϕ|2 dx
]
dt
or
∫
V
ecsh(u) dx 
1∫
0
a(t)+ 2tb(t) dt
with
a(t)=
∫ |∇ρ|
2
+ t
2(1 − t2)2
2ε2|∇ρ| dl,∂ωt∩V
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2
∫
V \ωt
|∇ϕ|2 dx.
Therefore,
1∫
0
2tb(t) dt 
1− 1| log ε|∫
1
|log ε|
t
( ∫
V \ωt
|∇ϕ|2 dx
)
dt

(
inf
t∈
[
1
|log ε| ,1− 1|log ε|
]
∫
V \ωt
|∇ϕ|2 dx
) 1− 1|log ε|∫
1
|log ε|
t dt
= 1
2
(
1 − 2|log ε|
) ∫
V \ωt
|∇ϕ|2 dx
for t = 1 − 1|log ε| since
∫
V \ωt |∇ϕ|2 dx is a decreasing function in t . This yields a lower bound
1
1 − 2|log ε|
∫
V
ecsh(u) dx 
1
2
∫
V \ωt
|∇ϕ|2 dx (3.10)
with t = 1 − 1|log ε| .
2. To simplify further discussion, we redefine U ≡ {x ∈ U such that φ(x) > 0}. As an artifact
of the proof, we use a subdomain Uε ⊂ U which is roughly within a distance εαε from the
boundary of U . We determine the boundary via foliation of the domain by the level sets of our
test function φ. We claim there are t ∈ (0,5εαε‖∇φ‖L∞) such that ∂Ω(t)∩ωt = ∅, and where
4εαε = 4ε|log ε|2E1(u)H1∞(ωt )
is the bound from Lemma 3.9. To prove this let
G = {t ∈ (0,5εαε‖∇φ‖L∞)∩ Reg(φ) such that ∂Ω(t)∩ωt = ∅}.
Then G⊂⋃φ(Brk(0)), since ωt ⊂⋃Brk(0), a set of disjoint balls, and
|G| 2‖∇φ‖L∞
∑
rk(0)
 4‖∇φ‖L∞ε|log ε|2E1(u)
= 4‖∇φ‖L∞εαε . (3.11)
Assume that there are no such t ∈ (0,5εαε‖∇φ‖L∞), then |G| = 5εαε‖∇φ‖L∞ which contra-
dicts (3.11). Therefore, there exists a set of t ∈ (0,5εαε‖∇φ‖L∞) ∩ Reg(φ) of positive measure
with Γ (t)∩⋃Br (0) = ∅. Choose one such tε .k
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are well defined. For each Γj let Ij be its interior, i.e. ∂Ij = Γj . We define Uε =⋃ Ij , which
satisfies the following properties:{
x ∈U such that φ(x) tε
}⊆Uε, (3.12)
∂Uε ∩ωt = ∅, (3.13)
dist
(
∂Uε,U
)
 εαε . (3.14)
The last fact follows from φ ∈ C1c (U); φ vanishes before the boundary. For a y ∈ U and x ∈ Uε
the mean value theorem implies
|x − y|‖∇φ‖L∞ 
∣∣φ(x)− φ(y)∣∣= φ(x) tε = 2εαε‖∇φ‖L∞
by the definition of tε . We define
Dεd =Dd ∩ {t  tε}
and bound |Dεd | in the following steps.
3. Unleash the expand and merge process of Lemma 3.10 for initial domain ωt , which we can
think of as a union of disjoint balls ⋃Brj (0). For each s we have from Lemma 3.10 a set of balls
Ks = {Brk(s)} with ωt ⊂
⋃
Brk(s). We define
Kints =
{
Brk(s) ∈Ks such that Brk(s) ⊂Uε
}
,
where the balls of Kints are wholly included in our subdomain Uε .
We claim we can continue the expansion process until some time sσ with
∑
Brj (sσ )∈Kintsσ
rj (sσ )= σ = |D
ε
d |
2‖∇φ‖L∞ . (3.15)
Let
Υ (s) =
∑
Brk(s)∈Kints
rk(s).
From the expansion process defined in Lemma 3.10, each rk(s) with Brk(s) ∈Ks is continuously
increasing until a merging happens. Furthermore, if a merge of Bk1 , . . . ,Bkl happens at s, then
the new ball’s radius r(s)
∑
j rkj (s). Finally, by definition and the nesting of balls in Ks , balls
can only leave Kints and not enter at a later time. These three facts imply that
Υ (s) is
⎧⎪⎨⎪⎩
lower semi-continuous,
increasing on continuous intervals,
nonincreasing on discontinous points.
(3.16)
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σmax = lim sup
s>0
Υ (s)
to be the largest covering of components of ωt that lie inside Uε and
s = lim sup
s>0
{
s such that Υ (s) = 0}
to be the last time which contains a vortex ball inside Uε . Note σmax  diam(U)2 implies s <∞.
We prove (3.15) by contradiction. Suppose the claim (3.15) is false, then Υ (s) < σ for all
s  0. We now prove a contradiction by showing that if Υ (s) < σ for all s ∈ [0, s], then we can
find sδ > s such that Υ (s) > 0 for all s ∈ [0, sδ], which contradicts the definition of s. Let a
and b satisfy 0 a  b, then we define
K˜ab =
{
Brl(b) ∈Kb such that there exists Brk(a) ∈Kinta with Brk(a) ⊂ Brl(b)
}
and
Cab =
{
t ∈ (tε,‖φ‖L∞)∩ Reg(φ) such that Γ (t)∩ [ ⋃
Brk(b)∈K˜ab
Brk(b)
]
= ∅
}
.
This definition lets us grow balls from a previous time without worrying about balls leaving Kinta .
Since the merge and expand process of Lemma 3.10 yields continuously increasing radii of balls
except on a countable number of jumps we have two cases. Either we can find an sδ > s with
sδ − s  1 and ∑
Brl (sδ )∈K˜ssδ
rl(sδ) < σ (3.17)
or there is a jump at the exit time s. The case where there is a jump at the exit time s is handled
in step 4 below. We suppose (3.17) holds.
For any 0 a  b,
Cab ⊆
⋃
Brk(b)∈K˜ab
φ
(
Brk(b)
)
so by (3.17) ∣∣Csδs ∣∣ 2‖∇φ‖L∞ ∑
Brl (sδ )∈K˜ssδ
rl(sδ) < 2‖∇φ‖L∞σ =
∣∣Dεd ∣∣.
This implies |Dεd | > |Cssδ |, so there exists a t0 ∈ Dεd \ Cssδ . In particular Γ (t0) ⊂ Uε \ ωt is a
Jordan curve with
deg
(
u,Γ (t0)
)
 d + 1 = 0. (3.18)
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ωt ∩Uε ⊂
⋃
Brk(sδ )∈K˜ssδ
Brk(sδ),
we see that |u| t = 1 − 1|log ε| > 0, and as a consequence u|u| is a well-defined vector field in
Uε \
⋃
Brk(sδ )∈K˜ssδ
Brk(sδ).
Since s is the last time that there can exist balls inside Uε and since Brk(s) ⊂ Brl(sδ) for some
Brl(sδ) ∈ K˜ssδ then Brl(sδ) ∩ ∂Uε = ∅ for each Brl(sδ) ∈ K˜ssδ . However, Lemma 3.12 below implies
Uε \
⋃
Brk(sδ )∈K˜ssδ
Brk(sδ)
must be a disjoint union of simply connected sets. Therefore, given any Jordan curve
γ ⊂Uε \
⋃
Brk(s)∈K˜ssδ
Brk(s),
the Brouwer fixed point theorem implies deg( u|u| , γ ) = 0 since each component is simply con-
nected. Therefore,
deg
(
u,Γ (t0)
)= 0,
which in turn contradicts (3.18). Therefore, there exists a ball Brl(sδ) ∈ K˜ssδ such that Brl(sδ) ⊂Uε ,
and this in turn implies Kintsδ = ∅. Hence Υ (sδ)  rl(sδ) > 0, which contradicts the definition
of s.
This contradiction implies Υ (s) < σ for all s  0 is false; hence, there exists s ∈ [0, s] such
that Υ (s)  σ . By the continuity properties (3.16) of Υ (s) and the definitions of Kints and s,
there exists a set of at least one time(s) {sjσ } ∈ [0, s] such that
Υ
(
sjσ
)= ∑
B
rk(s
j
σ )
∈Kint
s
j
σ
rk
(
sjσ
)= σ.
We choose sσ = minj {sjσ } to be the first time s ∈ [0, s] that achieves (3.15). By (3.16) this sσ is
a point of full continuity, a fact which is used in step 5.
4. If in step 3 there is a jump ∑Brl (s)∈K˜ss rl(s) at s = s then we restart the entire process by
redefining Uε with a different level set of φ. In particular since (a) there is a set of t’s of positive
measure such that ∂Ω(t) ∩ ωt = ∅ with 0  t  5εαε‖∇φ‖L∞ and (b) the number of jumps of∑ ˜s rl(s) is at most countably infinite and independent of φ, then we can choose a new tεBrl (s)∈Ks
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step 3.
5. We now estimate the degree of the balls in Kintsσ . Since sσ is a point of full continuity of Υ (s),
there exists a slightly earlier time s− < sσ with sσ − s−  1 such that for all s−  s  sσ no
jumps in Υ (s) occur and the balls in the set Kints are identical except for their radii. In particular:
Υ (s−) < σ (3.19)
and ∑
Brk(s−)∈Kints−
∣∣deg(u, ∂Brk(s−))∣∣= ∑
Brk(sσ )∈Kintsσ
∣∣deg(u, ∂Brk(sσ ))∣∣. (3.20)
This follows from (3.16), the definition of sσ , and the conservation of degree in the expand and
merge process of Lemma 3.10.
Let
Ca =
{
t ∈ (tε,‖φ‖L∞)∩ Reg(φ) such that Γ (t)∩ [ ⋃
Brk(a)∈Kinta
Brk(a)
]
= ∅
}
then by (3.19) and the argument in step 3 we have
|Cs−| <
∣∣Dεd ∣∣,
and hence there is t0 ∈Dεd \Cs− . So
d 
∣∣deg(u,Γ (t0))∣∣= ∣∣∣∣ ∑
Brk(s−)∈Ω(t0)∩Uε
deg(u, ∂Brk(s−))
∣∣∣∣

∑
Brk(s−)∈Kints−
∣∣deg(u, ∂Brk(s−))∣∣
by the definition of Dεd . Thus by (3.20) we have
d 
∑
Brk(sσ )∈Kintsσ
∣∣deg(u, ∂Brk(sσ ))∣∣. (3.21)
6. Returning to our step 1 estimate,
1
1 − 2|log ε|
∫
V
ecsh(u) dx 
1
2
∫
V \ωt
|∇ϕ|2 dx by (3.10)
 1
2
∫
⋃
B ∈Kints Brk(sσ )\ωt
|∇ϕ|2 dx
rk (sσ ) σ
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( ∑
Brk(sσ )∈Kintsσ
|dk|
)
log
∑
Brk(sσ )∈Kintsσ rk(sσ )
r(ωt )
by Lemma 3.10
 πd log
σ
r(ωt )
by (3.15) and (3.21)
so long as V ⊇ Brk(sσ ) ∈Kintsσ . We can now define
V ≡
⋃
Brk(sσ )∈Kintsσ
Brk(sσ ) (3.22)
with
∑
rk(sσ ) = σ . We see V is composed of a union of disjoint balls Brk(σ ) ⊆ spt(φ) such that∑
rk(sσ ) = σ .
7. Recall d = d + 1 and t = 1 − 1|log ε| then by Lemma 3.9
r(ωt ) 4ε|log ε|2E1(u) = 4εαε .
Set ηε = 11− 2|log ε| > 1 then by step 6 above
πd log
σ
4εαε
 ηε
∫
V
ecsh(u) dx
and so
σ  4εαε exp
(
ηε
πd
∫
V
ecsh(u) dx
)
.
Since σ = |Dεd |2‖∇φ‖L∞ and |Dd | 5εαε‖∇φ‖L∞ + |Dεd |, the bound follows. This finishes the proof
of Proposition 3.2. 
We finish this section with a lemma about the connectedness of two-dimensional sets used in
step 3 of the proof of Proposition 3.2.
Lemma 3.12. Let A⊂ R2 be a simply connected, open, bounded set, and let {Bk} be a countable
collection of balls such that for each k,
∂A∩Bk = ∅.
Then A \⋃Bk is a union of disjoint, simply connected sets.
Proof. Since A is simply connected, then A \⋃Bk = ⋃˙Cj , a disjoint union of connected open
sets. We claim that each Cj is simply connected.
Suppose not, then there is a Cj that is not simply connected. Since Cj is open, connected,
and non-simply connected, we can find a Jordan curve γ ⊂ Cj which is not contractible to a
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contractible to a point, there exists x0 ∈ Int(γ ) with x0 /∈ Cj .
But γ ⊂ A, since Cj ⊂ A. Since γ is a closed Jordan curve in A, then it is contractible to a
point. Hence, x0 ∈ A. Finally, we see x0 ∈ A but x0 /∈ Cj ⊂ A \⋃Bk . Therefore, x0 ∈ Bn for
some Bn in the collection of balls {Bk}. Since Bn ∩Cj = ∅ and x0 ∈ Bn then
Bn ⊂ Int(γ ) ⊂A.
Thus Bn ∩ ∂A = ∅, which contradicts our hypothesis. 
4. Compactness of the Jacobian J(uε) via Ecsh(uε) bounds
Given bounds on J (u) from Propositions 3.1, 3.2, we can establish compactness results of the
spirit of those found in [1,18,19,33]. In particular the we show that sequences {J (uε)} are pre-
compact in the weak norm (C0,βc )∗. This section is subdivided into three subsections. In the first
subsection we handle sequences with trace |uε| ≡ 1 on ∂U , and in the short second subsection
we study sequences with trace |uε| ≡ 1 on ∂U . Finally, we are able to hand general sequences
via an extension of uε that has trace either 0 or 1 on the new domain boundary. This reduces to
one of the previous two cases.
4.1. Compactness when ρε = 1 on ∂U
Here we can lift restriction on uε ∈H 1(R2;C) and let uε ∈H 1(Rm;C) for m 2.
Proposition 4.1. Let U ⊂ Rm, and suppose that uε ∈ H 1(U ;C) is a collection of smooth func-
tions such that
sup
ε∈(0,1]
∫
U
ecsh(uε)
|log ε| dx =K
U
1 <∞. (4.1)
Suppose U is a simply connected, bounded domain with smooth boundary, and suppose |uε| = 1
on ∂U . Then there exists a subsequence εn → 0 and a Radon measure J such that:
(1) J (uε) converges to a limit J in the (C0,β)∗ norm for every β > 0;
(2) 1
π
J is (m− 2)-dimensional integer multiplicity rectifiable; and
(3) if ν is the weak limit of a subsequence of {νε} ≡ ecsh(uε)|log ε| , then |J |  ν and d|J |dν  1. In
particular, |J |(U)KU1 .
Remark 4.2. When m = 2 then Proposition 4.1 implies J (uε) ⇀ 1π J =
∑d
j=1 dj δaj in (C
0,β
c )
∗
for all β ∈ (0,1] with dj ∈ Z and |J | = π∑j |dj | KU1 . In other words the limiting Jacobian
will condense down to a finite number of delta functions with total mass bounded by νε .
As a consequence we have
Proposition 4.3. Suppose |uε| = 1 and
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0<ε<ε0
∫
spt(φ)
ecsh(uε)
|log ε|2 dx <∞. (4.2)
Set vε = j (uε)|log ε| and wε = J (uε)|log ε| = 12 curlvε , then wε is precompact in (C0,β)∗ for any β > 0.
Furthermore, ‖vε‖Lp  C for 1 p < γ+2γ+1 and all ε > 0. Finally, vε|uε | ⇀v weakly in L2.
The proof of Proposition 4.1 follows from the arguments of [18].
Sketch of the proof of Proposition 4.1. We now sketch the proof of Proposition 4.1, using
several technical results of [18]. Since the m  3 case follows from a 2-dimensional slicing
argument, we first consider the two-dimensional case uε ∈ H 1(R2;C).
1. Given the assumptions in Proposition 3.2 and supposing (4.1) holds, then we have the follow-
ing Jacobian bound. Fix λ = (1,2] and dλ =  λπ
∫
U
ecsh(uε)|log ε| dx, then∣∣∣∣∫ φJ (uε) dx∣∣∣∣ πdλ‖φ‖L∞ +Cε λ−12λ ‖φ‖C0,1 (4.3)
for all ε ∈ (0, e− 8λ−1 ), where C = C(λ,KU1 , spt(φ)). To establish (4.3) we set d = dλ in Propo-
sition 3.1, then dλ = dλ + 1 =  λπ Eφ(uε)|log ε|  + 1 λπ Eφ(uε)|log ε| , which implies 1 + exp( ηεπdλ Eφ(uε))
2ε−
ηε
λ where ηε = 11− 2|log ε| . Therefore, from Proposition 3.2 and Remark 3.3 we have the inequal-
ity
|Ddλ |
4
Eφ(uε) εαε |log ε|K
U
1
2
(
1 + exp
(
ηε
πdλ
Eφ(uε)
))
‖∇φ‖L∞

(KU1 )
2
2
ε|log ε|4
(
1 + exp
(
ηε
πdλ
Eφ(uε)
))
‖∇φ‖L∞
 Cε λ−12λ ‖∇φ‖L∞, (4.4)
so long as there is a constant C  ε1−
ηε
λ
− λ−12λ |log ε|4 = ε λ+1−2ηε2λ |log ε|4.
Setting λ − 1 = δ > 0 then δ − 4|log ε|  λ + 1 − 2ηε  δ so long as ε  e−4. Therefore, for
ε  e− 8δ
δ
4λ
 λ+ 1 − 2ηε
2λ
 δ
2λ
,
which means ε
λ+1−2ηε
2λ |log ε|4  ε δ4λ |log ε|4. By a simple calculus calculation εa|log ε|b  ( b
ae
)b ,
so
ε
δ
4λ |log ε|4 
(
16λ
)4
,
δe
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completes (4.3).
2. We claim that J (uε) is strongly precompact in (C0,β)∗ for all β > 0. By (4.3) and Proposi-
tion 3.2 of [18] we can decompose J (uε)= J ε0 + J ε1 , both signed measures, with ‖J ε0 ‖(C0)∗  C
and ‖J ε1 ‖(C1)∗  Cεα where α = λ−12λ . By Lemma 3.4 (C0)∗ is compactly embedded in (C0,β)∗;
therefore, {J ε0 } is precompact in (C0,β)∗.
Next we show {J ε1 } is precompact in (C0,β)∗. Since ‖J (uε)‖(C0)∗ = sup |
∫
φJ (uε)| 
‖J (uε)‖L1  C‖∇u‖2L2 , then ‖J ε1 ‖(C0)∗  ‖J (uε)‖(C0)∗ + ‖J ε0 ‖(C0)∗  C|log ε| + C. By
Lemma 3.3 of [18] we can interpolate the weak norms
∥∥J ε1 ∥∥(C0,β )∗  C∥∥J ε1 ∥∥(C0)∗∥∥J ε1 ∥∥(C0,1)∗ Cεα|log ε|,
so {J ε1 } is also precompact in (C0,β)∗. This finishes the claim.
3. We now establish the limit of these measures {J (uε)}, and the argument in this step is es-
sentially the same as in the proof of Theorem 3.1 in [18]. Set νε = ecsh(uε)π |log ε| then νε ⇀ ν, Radon
measure on U . We claim that J is supported only on x0 such that limr→0 νε(Br(x0) ∩ U) π .
If there is a subsequence εn with
∫
Br0 (x0)∩U dνε  α < π for all εn sufficiently small then, using
Proposition 3.1 with λ= α+π
α
yields
∫
φJ dx = lim
n→∞
∫
φJ (uεn) dx = 0
since dλ = 0 for such φ. Thus, x0 /∈ spt(J ). Since νε(U)  KU1 < ∞, there exists only finitely
many points aj such that limr→0 νε(Br(aj ) ∩ U)  π . Thus, J = π∑ ciδaj for the limiting
Jacobian measure, J .
We show that cj ’s are integers. Take a1 ⊂U with dist(a1, ∂U) > r1. We choose Lipschitz test
function φ = (r1 − |x − a1|)+ then dλ =  λπ νε(Br1(aj )) 1π limr→0 νε(Br(aj )). As in [18] we
set
An =
{
t ∈ (0,‖φ‖L∞)∩ Reg(φ) such that Γ (t) = ∅ and ∣∣deg(uεn, ∂Ω(t))∣∣ dλ}
so that An = A ∩ {t : Γ (t) = ∅}, where A is as in Proposition 3.1 and where the n refers to
an εn and uεn . From (4.3) we can show that |An|  ‖φ‖L∞ − εαC. If t ∈ An then there is a
component Γ (t) nonempty. This implies φ−1(t) = ∂Br1−t (a1) satisfies min∂Br1−t (a1) |uεn |  12
and |deg(uεn, ∂Br1−t (a1))| dλ  1π limr→0 νε(Br(aj )).
We claim that there is an integer dn  dλ such that
Sdnn =
{
r ∈ [0, r1] such that min |uεn |
1
, deg
(
uεn, ∂Br(a1)
)= dn}
∂Br (ai ) 2
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dn
n with |Σn| = k0. Defining ψn(x) =
fn(|x−a1|) where fn(r) = |[r, r1]∩Σn|. Then for some r , deg(u,ψ−1(t)) = deg(u, ∂Br(a1)) =
dn for a.e. t ∈ (0, k0). It is easy to see from Proposition 3.1 that∫
ψnJ (uεn) dx = πdnk1 +Cεα
and
0 = lim
n→∞
∣∣∣∣ ∫ ψnJ (uεn) dx − πc1ψn(a1)∣∣∣∣= limn→∞
∣∣∣∣ ∫ ψnJ (uεn) dx − πc1k1∣∣∣∣.
We see that dn = c1, an integer, with dn  dλ. This completes the compactness argument for
uε : R2 → C.
4. We now turn to higher-dimensional domains. If u : Rn → C then the supercurrent is the one-
form
j (u) = (iu, du) =
n∑
i=1
(iu, ∂xi u) dx
i
whereas the Jacobian J (u) is a two-form
J (u) = det(uxi , uxj ) =
1
2
dj (u).
Component-wise we can write
J (u) =
∑
i<j
J ij (u) dxi ∧ dxj = 1
2
∑
i,j
J ij (u) dxi ∧ dxj ,
where
J ij (u) = (i∂xi u, ∂xj u) = det(uxi , uxj ).
The Jacobian can be viewed as a co-dimension 2 current acting on (n− 2)-forms via
J (u)(φ) = 1
2
∫
U
J (u)∧ φ dx
for φ ∈ Λn−2(Rn). Here Λk(Rn) is the space of smooth k-forms on Rn and Λk0(U) are those
forms with compact support in U ⊂ Rn.
The proof that 1
π
J is an integer-multiplicity rectifiable current was shown in the Ginzburg–
Landau case by Jerrard, Soner [18] via a two-dimensional slicing argument, see also [1]. Later
Sandier, Serfaty in [33] prove that Jacobians with variable metrics have a similar compactness
property. In both cases the authors make use of the fact that an (n − 2)-dimensional current is
integer-multiplicity rectifiable if and only if almost every projected two-dimensional slice is an
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need only identify what happens on each two-dimensional slice of J (uε), as we have done in
steps 1–3. Since the rest of the proof is pretty much identical to arguments in [18,33], we point
the reader to [18] for a precise treatment. 
We now consider the large Ecsh compactness, Proposition 4.3.
Proof of Proposition 4.3. Set vε = j (uε)|log ε| , wε = J (uε)|log ε| = 12 curlvε , and
∫
U
ecsh(uε) dx  gε =
ε−γ .
1. From Lemma 3.2 and the energy bound (4.2) we have
|Dd | 8εαε‖∇φ‖L∞
(
1 + exp
(
ηε
πd
∫
V
ecsh(u) dx
))
,
where
ηε = 1
1 − 2|log ε|
,
εαε = ε|log ε|2
∫
U
ecsh(u) dx KU2 ε|log ε|4,
V ≡
⋃˙
j
Brj ,
∑
rj = |Dd |2‖∇φ‖L∞ .
We fix λ ∈ (1,2] and define
dλ =
⌊
λ
π
∫
V
ecsh(uε)
| log ε| dx
⌋
.
Setting dλ = dλ + 1 then
|log ε|
λ
 1
πdλ
∫
V
ecsh(uε) dx;
which implies
|Ddλ | 16KU2 ε|log ε|4‖∇φ‖L∞ε
ηε
λ .
Returning to the bound in (3.1), we see
1
2
|Ddλ |Eφ(uε) 8
(
KU2
)2
ε1−
ηε
λ |log ε|6‖∇φ‖L∞
 Cε λ−12λ ‖∇φ‖L∞
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∣∣∣∣ ∫ φwε dx∣∣∣∣ πdλ‖φ‖L∞ +Cε λ−12λ ‖φ‖C0,1 . (4.5)
As in the proof of Proposition 4.1, once we have estimate (4.5), the compactness of wε in (C0,β)∗
for all β ∈ (0,1) follows.
2. We claim ‖vε‖Lp C(KU1 ) for all 1 p < 2+γ1+γ for 0 γ < 2. This follows from
∫
|vε|p dx 
(∫ |∇uε|2
|log ε|2 dx
) p
2
(∫
|uε|
2p
2−p
) 2−p
2p

(
KU2
) p
2 ‖uε‖
L
2p
2−p
.
From Corollary 2.4 we have ‖1−ρε‖L6  Cε
1
3 g
1
3
ε since |1−ρε|2  |1−ρ2|, and |∇ρε| |∇uε|
then ‖ρε‖L2  Cg
1
2
ε . By Sobolev estimates
‖1 − ρε‖Lr  ‖1 − ρε‖θL6‖∇uε‖1−θLq  C
(
ε
1−γ
3
)θ (
ε−
γ
2
)1−θ = Cε θ6 (2+γ )− γ2
for 1
r
= θ6 + ( 1q − 12 )(1 − θ) and p < 2. Therefore, letting q get arbitrarily close to 2 implies
θ >
3γ
2+γ and hence r <
2(γ+2)
γ
. Returning to the original bound, we get a uniform Lp bound on
vε so long as 1 p < γ+2γ+1 . Therefore, if vε ⇀ v in L
p
loc then
vε|uε | ⇀v.
Since E1(uε)  gε  ε−2 and |ρε|  12 on the boundary then ρε → 1 strongly in Ls for all
1 s  6 by Corollary 2.4. Therefore, if vε
ρε
⇀ v weakly in L2 then vε = vερε ρε converges weakly
to v in Lploc for 1 p0 where p0 = γ+2γ+1 . Finally, if vε ⇀ v then by strong convergence of ρε → 1,
we can show that vε
ρε
⇀ v. Since vε
ρε
precompact in L2 implies vε
ρε
⇀ v weakly in L2. 
4.2. Compactness when ρε = 0 on ∂U
On the other hand if ρ = 0 on the boundary, then j (uε) → 0 strongly in Lp(U) for p < 2,
which in turn implies that the Jacobian limit is trivial.
Proposition 4.4. Suppose Ecsh(uε)K|log ε| or Ecsh(uε)K|log ε|2, and suppose uε = 0 on
∂U then
‖ρε‖Lp(U) → 0 in Lp(U) for all p <+∞, (4.6)∥∥j (uε)∥∥Lp(U) → 0 in Lq(U) for all 1 q < 2, (4.7)
as ε → 0. Furthermore, J (uε) converge to zero in (C0,α)∗ with α ∈ (0,1).
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∫
U
ecsh(uε) dx 
1
ε
∫
U
|∇uε||uε|
∣∣1 − |uε|2∣∣dx = 12ε
∫
U
∣∣∇H(ρε)∣∣dx,
where ρε = |uε| and H(ρε) = ρ2ε (1− ρ
2
ε
2 ). Since H(ρε)|∂U = 0 then the above inequality implies∥∥H(ρε)∥∥W 1,10 (U) CεEcsh(uε).
By the Poincaré inequality ‖H(ρε)‖L1(U)  C‖H(ρε)‖W 1,10 (U)  CεEcsh(uε). We can now show
that ρε → 0 strongly. First note that if ρ2ε > 43 then ρ2ε − 1 13 ; therefore, on the set {ρ2ε > 43 } we
have ρ2ε  9ρ2ε (1 − ρ2ε )2. On the other hand in the set {ρ2ε < 43 } we have 1 − ρ
2
ε
2 >
1
3 :
‖ρε‖2L2 =
∫
{ρ2ε< 43 }
ρ2ε +
∫
{ρ2ε 43 }
ρ2ε
 3
∫
{ρ2ε< 43 }
ρ2ε
(
1 − ρ
2
ε
2
)
+ 9
∫
{ρ2ε 43 }
ρ2ε
(
1 − ρ2ε
)2
 C
∥∥H(ρε)∥∥L1(U) +Cε2Ecsh(ρε) CεEcsh(ρε).
Hence ‖ρε‖L2  Cε
1
3 for ε small enough. By interpolation with the H 1(U) bound on ρ im-
plies ‖ρε‖Lp(U)  Cεγ for any p < +∞ and some γ > 0, which establishes (4.6) Finally,
‖j (uε)‖Lq(U)  C‖ρε‖Lp(U)Ecsh(uε) 12 CεγEcsh(uε) → 0 as ε → 0, and hence (4.7).
Therefore,
∣∣∣∣ ∫
U
φJ (uε) dx
∣∣∣∣= 12
∣∣∣∣ ∫
U
j (uε)× ∇φ
∣∣∣∣ C‖∇φ‖L∞(U)εγ , (4.8)
for some γ > 0. By steps 2 and 3 of the proof of Proposition 4.3 we can use (4.8) to show that
J (uε) converges to zero in (C0,α)∗. 
4.3. Compactness without assumptions on ρε on ∂U
We now consider the compactness without assumptions on the boundary behavior. For this,
we assume that all functions on U can be extended to a larger domain such that they satisfy one
of the previous conditions.
Definition 4.5. A simply connected domain U ⊂ R2 is a CSH extension domain if the following
holds:
M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588 573There exists a domain V ⊃ U and a constant K such that for any sequence uε ∈ H 1(U ;C)
with Ecsh(uε;U)Mε  1ε there exists an extension sequence vε ∈ H 1(V ;C) with vε = uε
on U such that Ecsh(vε;V )KMε and the boundary values satisfy |vε||∂V ≡ bε , with con-
stant boundary value bε ∈ {0,1}.
The class of CSH extension domains is quite large. In particular, it contains the class of smooth
domains by the following result.
Proposition 4.6. Every simply connected domain whose boundary is of class C1,α is a CSH
extension domain.
Proof. First, we will assume the domain U to be the unit ball. We will construct a sequence of
functions vε on V = B2(0) that satisfies one of the boundary conditions.
1. Find a good radius. Let
Rε =
{
r ∈ ( 35 , 45): uε ∈ H 1(∂Br) and ∫
∂Br
ecsh(uε) 10Mε
}
.
Then
[ 3
5 ,
4
5
] \Rε = ∫
[ 35 , 45 ]\Rε
1dr  1
10Mε
∫
[ 35 , 45 ]
∫
∂Br
ecsh(uε) dH1 dr
 Ecsh(uε)
10Mε
 1
10
.
Therefore, we have that |Rε| 110 > 0.
Now we set
R′ε =
{
r ∈Rε: such that min
θ
|uε|
(
reiθ
)
 1
4
and max
θ
|uε|
(
reiθ
)
 3
4
}
and since uε ∈ H 1(∂Br) then uε ∈ C0, 12 (∂Br), hence the extrema are achieved. We show that
|R′ε|  110 (we only need Rε \R′ε = ∅). By Morrey’s inequality
‖uε‖
C
0, 12 (∂Br )
 C‖uε‖H 1(∂Br )  C
√
Mε
for a universal constant C. Fix r ∈R′ε then by continuity there exist φ1 = φ1(r) and φ2 = φ2(r)
such that |uε(reiφ1)| = 14 and |uε(reiφ2)| = 34 and 14  |uε(reiθ )|  34 for all φ1  θ  φ2 (or
φ2  θ  φ1—assume the former without loss of generality).
We now show that r ∈R′ε implies a large amount of potential energy on ∂Br . In particular
||uε(reiφ2)| − |uε(reiφ1)||
1  ‖uε‖
C
0, 12 (∂Br )
 C
√
Mε,|φ2 − φ1| 2
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∣∣φ2(r)− φ1(r)∣∣ 1
CMε
.
This is in fact a long interval, and the potential term will have a large value. Thus for r ∈R′ε and
since r ∈ [ 35 , 45 ],
∫
∂Br
ecsh(uε) dH1  12ε2
∫
∂Br
ρ2
(
1 − ρ2)2 dH1
 r
2ε2
φ2∫
φ1
ρ2
(
reiθ
)(
1 − ρ2(reiθ ))2 dθ
 3
10ε2
(
3
5
)2(
1 −
(
4
5
)2)2
|φ2 − φ1|
 1
CMεε2
.
Hence, 1 Cε2Mε
∫
∂Br
ecsh(uε) dH1 for r ∈R′ε and C independent of uε and r . Therefore,
∣∣R′ε∣∣ = ∫
r∈R′ε
1dr Cε2Mε
∫
r∈R′ε
∫
∂Br
ecsh(uε) dH1 dr
 Cε2MεEcsh(uε)Cε2M2ε
 1.
2. (Extension by reflection to the inverse of the good radius.) Let rε ∈ Rε \ R′ε , i.e. a ra-
dius such that uε ∈ H 1(∂Brε ), Ecsh(uε; ∂Brε )  2Mε and |uε| < 34 or |uε| > 14 on ∂Brε . Set
Rε = 1rε ∈ [ 54 , 53 ]. We define vε in BRε by reflection, setting vε(reiφ) = uε( 1r eiφ) for r ∈ (1,Rε).
Now |∂rvε|(reiφ)  C|∂ruε|( 1r eiφ) and |∂θvε|(reiφ)  |∂θuε|( 1r eiφ), and it follows easily that
the energy of vε in BRε \B1 is bounded by a multiple of the energy of uε in B1 \Brε (in fact, the
Dirichlet part of the energy is identical since reflection at the circle is an anticonformal mapping).
3. (Extension by interpolation to the full circle.) In the annulus B2 \BRε , we define vε by inter-
polation. There are two cases.
(1) If |uε|< 34 on Brε , we interpolate down to 0.
Define vε(reiφ) = 2−r2−Rε uε(rεeiφε ). It is clear that |vε| = 0 on ∂B2. It is not difficult to check
that Ecsh(vε;V )KMε , using the assumption on
∫
ecsh(uε) dH1.∂Brε
M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588 575Set ρ0(φ) = |uε|(rεeiφ). By assumption, ε−2
∫
ρ20(1 − ρ20)2 KMε and ρ0 < 34 , hence (1 −
ρ20)
2  c and thus ε−2
∫
ρ20  cKMε . Now |vε| = f (r)ρ0 with 0 f  1 and it follows that
ε−2
∫
∂Br
f 2ρ20
(
1 − f 2ρ20
)2  ε−2 ∫
∂Br
ρ20  CKMε
for every r ∈ (Rε,2), so the penalty term is bounded. That the derivative term is bounded
correctly is obvious.
(2) If |uε| > 14 on Brε , we interpolate up to 1.
Define vε(reiφ) = (|uε(rεeiφ)| 2−s2−Rε + s−Rε2−Rε ) uε(rεe
iφε )
|uε(rεeiφε )| . We check that the penalty term is
bounded.
Setting a = ρ0 2−s2−Rε + s−Rε2−Rε , we then have (1−a2)2  (1−ρ20)2 and a  ρ0 +1 5ρ0, hence
a2(1−a2)2  25ρ20(1−ρ20)2, and it follows again that the potential term for our interpolation
is bounded by a constant times the potential term for uε(rεeiφ), which is controlled since rε
is a good radius.
For the radial derivatives, we see that |∂rvε|  1+ρ02−Rε  Cρ0. However,
∫
∂Brε
ρ20  CMε by
Sobolev embedding, so this term can be bounded as claimed. The angular derivatives are
obviously controlled by those on ∂Brε , finishing the proof.
4. (General domains.) To arrive at the setup used in the proof above, we use Riemann’s mapping
theorem to find a conformal mapping of B1 to U . By the Kellogg–Warschawski theorem, this
map is of class C1,α up to the boundary and the derivative does not have a zero on the boundary,
hence can be extended as a diffeomorphism to a domain containing B1. It is straightforward to
use this to construct a C1 diffeomorphism from B2 to a domain V ⊃U that extends the conformal
mapping. If we undo the mapping, we find two domains U ⊂ V and extension vε of uε such that
vε|U ≡ uε and
∫
V
ecsh(vε) dx KMε for K a fixed constant depending only on the initial domain
U . This holds since
∫
B2\B1 |∇x′vε|2 dx′ =
∫
V \U |W ′ij∇j vε|2 ∂(x
′,y′)
∂(x,y)
dx  K
∫
V \U |∇vε|2 dx by
the change of variables, where K depends only on the initial mapping U → B1. 
Corollary 4.7. Any rectangular domain A⊂ R2 is a CSH extension domain.
Proof. By reflection, we can extend a function defined on A to a doubly periodic function on R2.
Choose a simply connected C1,α domain A′ ⊂ R2 that contains A. By the previous proposition,
A′ is a CSH extension domain, and it follows that A is an extension domain. 
If U is a extension domain, then we achieve our general compactness result without assump-
tions on the boundary.
Proof of compactness in Theorems 1.1 and 1.2. We now consider our sequence {uε} with
Ecsh(uε)K|log ε| without assumption on the boundary. Since our domain is a CSH extension
domain, we can find extensions {vε} of {uε} in V ⊃U such that
∫
V
ecsh(vε) C|log ε|. Since we
have an infinite sequence, there exists a subsequence vεj with vεj |∂V = 1 or a subsequence with
vεj |∂V = 0. Using either Proposition 4.1 in the first case or Proposition 4.4 in the second case
shows J (vε)⇀ J in (C0,βc )∗(V ), where J ≡ 0 in the second case.
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choosing test functions within the subset U . The case Ecsh(uε)K|log ε|2 follows in the same
manner. 
5. Energy bounds and Γ -convergence for Ecsh(uε)
In this section we show the lower and upper bound parts of Theorems 1.1 and 1.2.
5.1. Lower bound for Ecsh(uε)
As in Section 3 we consider only the case ρε = 1 or ρε = 0 on ∂U . The extension of the lower
bound to general functions uε follows by the CSH extension domain properties as in Section 4.3.
Proposition 5.1. For every sequence {uε} such that
sup
0<ε<ε0
∫
U
ecsh(uε)
|log ε| dx =K
U
1 <∞
with J (uε) → J in (C0,β)∗, there holds
lim inf
ε→0
∫
U
ecsh(uε)
|log ε| dx  ‖J‖M.
Here J satisfies the structure condition J = π∑diδai with di ∈ Z. Note that when ρε → 0, the
right-hand side is zero.
Proof. In the case where uε has an extension with boundary value 1 then from (3.1) and our
choice of dλ =  λπ
∫
U ecsh(uε)|log ε| :
π
∣∣∣∣ ∫
U
φJ dx
∣∣∣∣= π limn→∞
∣∣∣∣ ∫
U
φJ (uεn) dx
∣∣∣∣
 λ‖φ‖L∞ lim inf
n→∞
∫
U
ecsh(uεn)
|log εn| dx (5.1)
for every λ > 1. Letting λ → 1 yields the bound. If uε has an extension with boundary value 0,
then the proposition follows from Proposition 4.4.
When ρε = 0 on ∂U , Proposition 4.4 implies that both ρε and j (uε) converge strongly to zero
as ε → 0. Trivially we have lim inf∫
U
ecsh(uε)|log ε| dx  ‖J‖M where J ≡ 0. For general boundary
behavior we build an extension vε on V ⊃ U such that
∫
V
ecsh(vε)|log ε| dx  C for some constant C
depending on K and U . If our subsequence is converging to zero, then we follow the second case
and lower bound follows trivially. On the other hand if our subsequence is converging to 1, we
choose our test function in (5.1) with support in U . This restricts our energy to the energy of the
initial domain U , and the energy lower bound follows. 
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Proposition 5.2. Let the sequence {uε} satisfy
sup
0<ε<ε0
∫
U
ecsh(uε)
|log ε|2 dx =K
U
2 <∞.
Set vε = j (uε)|log ε| and wε = J (uε)|log ε| = 12 curlvε . Suppose vε|uε | ⇀ v in L2 and vε ⇀ v in L
p
loc for
1 p < 2. Then w = 12 curlv is a measure and
lim inf
ε→0
∫
ecsh(uε)
|log ε|2 dx 
1
2
[‖v‖2
L2 + ‖curlv‖M
]
. (5.2)
Note that when ρ0 → 0, the right-hand side is zero.
Proof. Again, this follows from Proposition 4.4 for sequences that can be extended with bound-
ary value 0. For sequences that can be extended with boundary value 1, we use essentially the
proof of Theorem 6.1 of [19], but we include it for the sake of completeness.
1. From Proposition 3.2 there is a set V = ⋃˙Brk with Brk ⊆ spt(φ) where the Jacobian concen-
trates. We define
χε(x) =
{
1 if x ∈⋃Brj ,
0 otherwise,
then for any h we have ‖h vε|uε |χε‖2L2 
∫ |h|2χε ∫ | vε|uε | |2. By the dominated convergence theorem,
the first integral converges to zero and the second is bounded by the assumptions. Thus vε|uε |χε ⇀
0 in L2 and vε|uε | (1 − χε)⇀ v in L2. Therefore,
lim inf
ε→0
∫
U\⋃Brj
ecsh(uε)
|log ε|2 dx  lim infε→0
∫
U\⋃Brj
1
2
∣∣∣∣ ∇uε|log ε|
∣∣∣∣2 dx
 lim inf
ε→0
∫
U\⋃Brj
1
2
∣∣∣∣ vε|uε|
∣∣∣∣2 dx
 lim inf
ε→0
∫
U
1
2
∣∣∣∣ vε|uε| (1 − χε)
∣∣∣∣2 dx
 1
2
‖v‖L2 .
2. We have wε = 12 curlvε ⇀ w in the sense of distribution with w = 12 curlv. Let ψ ∈ C∞c (U)
then
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‖ψ‖L∞1
∣∣∣∣ ∫
U
ψ curlv dx
∣∣∣∣= sup‖ψ‖L∞1
∣∣∣∣ lim
ε→0
∫
U
ψ
J(uε)
|log ε| dx
∣∣∣∣
 sup
‖ψ‖L∞1
λ‖ψ‖L∞ lim inf
ε→0
∫
U∩⋃Brj
ecsh(uε)
|log ε|2 dx
= λ lim inf
ε→0
∫
U∩⋃Brj
ecsh(uε)
|log ε|2 dx.
Adding this bound to step 1 yields
1
λ
lim inf
ε→0
∫
U
ecsh(uε)
|log ε|2 dx 
1
2
‖curlv‖M + 12‖v‖L2 .
We take λ→ 1 which finishes (5.2). 
5.2. Upper bounds for Ecsh(uε)
In this subsection, we establish the upper bounds corresponding to the lower bounds of the
last section, thus finishing the proofs of Theorems 1.1 and 1.2 in the case ρε = 1 on ∂U . The
constructions we use are heavily based on those of Jerrard, Soner [19]. The upper bound for the
case ρε = 0 on ∂U is straightforward, since the Γ -limit is zero.
Proposition 5.3. For every v ∈ L2(U ;R2) such that w = 12 curlv is a Radon measure, there
exists a sequence {uε} in H 1(U ;C) such that
vε := 1|log ε|j (uε)⇀ v in L
2(U ;R2), (5.3)
wε := 1|log ε|J (uε)⇀w in
(
C0,α
)∗ for every α > 0. (5.4)
Furthermore, the energy of the sequence satisfies
lim sup
ε→0
1
|log ε|2
∫
U
ecsh(uε)
1
2
(‖v‖2
L2 + ‖curlv‖M
)
. (5.5)
The proof follows from the following proposition by a standard approximation argument,
since C∞(U) is “dense in energy” in the limit spaces. Note that by Proposition 4.3 the weak
convergence of vε in Lp for 1 p < 2 holds if and only if vε|uε | converges weakly in L
2
, and their
respective weak limits are the same.
Proposition 5.4. Let v ∈ C∞(U ;R2). Let {dε} be an increasing sequence with dε → ∞ and
εdε → 0. Then there exists a sequence of functions {uε} ∈ H 1(U ;C) with the following proper-
ties:
M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588 579|uε| 1 in U , |uε| = 1 on ∂U, (5.6)
vε := j (uε)
dε
⇀ v in Lp for all p < 2, (5.7)
wε := J (uε)
dε
⇀
1
2
curlv =:w in W−1,p for all p < 2 (5.8)
and the energy satisfies
Ecsh(uε)
d2ε
2
‖v‖2
L2(U) + dε|log ε|‖w‖L1(U) + o
(
d2ε
) (5.9)
as ε → 0.
Proof. This follows as in the proof of Proposition 7.1 of [19]. In that proof one sees that |uε| 1
and |uε| = 1 on ∂U . The construction shows that |uε| = ρε satisfies ‖(ρε)p − 1‖Lq(U) → 0 for
all p,q ∈ [1,∞).
In fact, ρε is a function that is 1 outside Bε(aεi ), i = 1, . . . ,Nε , for some points aεi that satisfy
|aεi − aεj | cd
− 12
ε and dist(aεi , ∂U) cd
− 12
ε , and ρε satisfies |ρε| 1 everywhere.
Since |uε| 1, we have
1
ε2
∫
|uε|2
(
1 − |uε|2
)2  CNε  Cdε‖w‖M = o(d2ε )
as in [19]. The statements on the convergence of the other terms in the energy are indepen-
dent of the difference between our functional and the Ginzburg–Landau functional, we sketch
the argument here for the convenience of the reader. The proof in [19] relies on a Hodge-type
decomposition of L2(U ;R2) into vector fields that are curls of functions that are zero on the
boundary, gradients, and harmonic vector fields. Gradients and harmonic vector fields are easily
approximated as in Lemma 7.4 of [19], and the combination is done as in the proof of Proposi-
tion 7.1. For the vector fields that are curls with zero boundary conditions, the measure w is first
approximated by a sum wε of point masses at appropriately chosen points aεi as above. In the
next step, a vector field vˆε is defined as
vˆε = −2 curl−1D wε,
where D denotes the Laplacian with zero Dirichlet boundary data. Setting uˆε = eiϕε , where
∇ϕε = dεvˆε , the functions uˆε then satisfy j (uˆε)dε = vε and J (uε)dε = wε . Using the cutoff function
ρε above, and defining uε = ρεuˆε , one obtains a sequence with the desired properties. 
In the scaling
∫
U
ecsh(u) ≈ C|log ε|, we have the following upper bound result.
Proposition 5.5. Let J = π∑Ni=1 diδai for ai ∈ U . Then there exists a sequence {uε} with
1
|log ε|J (uε)⇀ J and
lim
ε→0
1
|log ε|
∫
U
ecsh(uε) = ‖J‖M(U). (5.10)
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of |di | = 1, it is already contained in [3]): Choose points bεi,j → ai with |bεi,j − bεi,k|  ε|log ε|
for 1  j < k  |di |. Construct uε as a function that satisfies |uε| = 1 in U \⋃Bε(bεi,j ) and
satisfies deg(uε, ∂Bε(bεi,j )) = sgn(di) for all i, j, k. Similar to the construction in [3], this can be
done with an energy bounded by |J ||log ε| +C log|log ε|, or even by |J ||log ε| +C if all di are
±1. 
6. Extension to the full CSH energy
In this section we discuss the generalization of the results on Ecsh(u) to Gcsh(u,A;hex), for
the scaling Gcsh  C|log ε|2 and hex =H |log ε|, proving Theorem 1.3.
We use
Gcsh(u,A;hex) = 12
∫
|∇Au|2 + μ
2
4
| curlA− hex|2
|u|2 +
1
ε2
|u|2(1 − |u|2)2.
The functional has a gauge invariance: it stays invariant under the gauge transformation (u,A) →
(ueiχ ,A+ ∇χ): Gcsh(ueiχ ,A+ ∇χ;hex) =Gcsh(u,A;hex) for any χ ∈H 1(U).
The appropriate gauge-invariant quantities are the supercurrent jAε = j (uε)−|uε|2Aε and the
magnetic field curlAε . For simplicity, we will fix the gauge invariance by choosing the Coulomb
gauge: we can choose A such that ∇ · A = 0 and A · ν = 0. (Otherwise, let ξ be a solution of
ξ = −∇ ·A, ν · ∇ξ = −A · ν. Then A˜ = A+ ∇ξ − ∫
U
(A+ ∇ξ) satisfies these assumptions.)
We use (u˜, A˜) with u˜ = ueiξ instead of (u,A).
Proposition 6.1. Assume Gcsh(uε,Aε;hex)  K|log ε|2 and |uε| = 1 on the boundary of a
domain V containing U . Set aε = 1|log ε|Aε , where Aε is in the Coulomb gauge. Then aε is
weakly compact in W 1,p for all p < 2. For a subsequence where aε ⇀ a, we also have that
curlaε−H|uε | ⇀ curla − H in L2. In addition, the compactness assertions of Proposition 5.2 hold:
vε = 1|log ε|j (uε) converges to v weakly in all Lp , vε|uε | ⇀ v in L2, and wε = J (uε)|log ε| ⇀ w =
1
2 curlv. Furthermore, the energy satisfies
lim inf
ε→0
1
|log ε|2 Gcsh(uε,Aε;hex)
G(v,a;H)= 1
2
( ∫
U
|v − a|2 + μ
2
4
|curla −H |2 + ‖curlv‖M
)
. (6.1)
Proof. From the energy bound, it follows directly that curlaε−H|uε | is bounded in L
2
. Since curlaε−
H = curlaε−H|uε | |uε|, we can use Hölder’s inequality and obtain for p < 2
‖curlaε −H‖Lp 
∥∥∥∥curlaε −H|uε|
∥∥∥∥
L2
‖uε‖
L
2
2−p
C(p),
since |uε| → 1 in L
2
2−p by (2.6). Using the Coulomb gauge condition and elliptic regularity it
follows that aε is bounded in W 1,p .
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that Hölder’s inequality again implies that∥∥∥∥curlaε −H|uε| − (curlaε −H)
∥∥∥∥
Lp
=
∥∥∥∥curlaε −H|uε| (1 − |uε|)
∥∥∥∥
Lp

∥∥∥∥curlaε −H|uε|
∥∥∥∥
L2
∥∥1 − |uε|∥∥
L
2
2−p
,
which tends to zero by (2.6).
Decomposing
Gcsh(uε,Aε;hex) =Ecsh(uε)−
∫
j (uε) ·Aε + 12
∫
|Aε|2|uε|2
+ μ
2
4
|curlAε − hex|2
|uε|2 , (6.2)
we see that all we need to deal with is
∫
j (u) ·A. Adapting again the proof of [19], we have that
∣∣Aε · j (uε)∣∣ 14 |j (uε)|2|uε|2 + |uε|2|Aε|2
 1
4
|∇uε|2 +
(|uε|∣∣|uε|2 − 1∣∣+ 1)|Aε|2
 1
4
|∇uε|2 + |Aε|2 + 14ε2 |uε|
2(1 − |uε|2)2 + 2ε2|Aε|4
 1
2
Ecsh(uε)+ |Aε|2 + 2ε2|Aε|4.
By the uniform W 1,p bounds on aε , it follows via (6.2) and Sobolev embedding that
1
2
Ecsh(uε)K|log ε|2 +C|log ε|2 +Cε2|log ε|4 C|log ε|2.
This shows that the compactness and lower bound results of Proposition 5.2 are applicable for uε ,
and we obtain that vε is compact as claimed.
We now continue as in [19, p. 555] and decompose
Gcsh(uε,Aε;hex) =G1csh(uε,Aε)+G2csh(uε,Aε)+G3csh(uε,Aε)+G4csh(uε,Aε),
where
G1csh(uε,Aε) =Ecsh(uε),
G2csh(uε,Aε) =
|log ε|2
2
∫
|aε|2 + μ
2|log ε|2
8
∫ | curlaε −H |2
|uε|2 ,U U
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|log ε|2
2
∫
U
(|uε|2 − 1)|aε|2,
G4csh(uε,Aε)= −|log ε|2
∫
U
aε · vε.
For G1csh, we use the lower bound of Proposition 5.2 and obtain
lim inf
ε→0
1
|log ε|2 G
1
csh(uε,Aε)
1
2
(‖v‖2
L2 + ‖curlv‖M
)
. (6.3)
By the weak L2 convergence of curlaε−H|uε | → curla − H , the convergence of aε → a and lower
semicontinuity, we find that
lim inf
ε→0
1
|log ε|2 G
2
csh(uε,Aε)
μ2
8
‖curla −H‖2
L2 +
1
2
‖a‖2
L2 . (6.4)
For the third term, we need Corollary 2.4 that shows that ‖1 − |uε|2‖2L2  Cε2|log ε|4, hence
∣∣G3csh(uε,Aε)∣∣ (∫
U
(|uε|2 − 1)2)1/2(∫
U
|Aε|4
)1/2
 Cε|log ε|4 → 0. (6.5)
The convergence
1
|log ε|2 G
4
csh(uε,Aε) → −
∫
U
a · v
follows from the weak convergence of vε in Lp with p < 2 and the strong convergence aε → a
in Lq for all q < ∞ that is implied by the weak W 1,p convergence and the Rellich–Kondrachov
theorem. Summing up the terms, we obtain the lower bound as claimed. 
Proposition 6.2. Given a ∈ H 1(U ;R2) and v ∈ L2(U ;R2) such that w = 12 curlv is a Radon
measure, there exists a sequence {Aε} ∈ H 1(U ;R2) and uε ∈ H 1(U ;C) such that vε =
1
|log ε|j (uε) satisfies vε ⇀ v in Lploc with p < 2, vε|uε | ⇀v in L2. Also, 1|log ε|Aε ⇀ a in H 1.
Proof. We choose the sequence {uε} constructed in Proposition 5.4. To find Aε , we set Aε =
|log ε|aε , where aε is defined as the Coulomb gauge solution of
curlaε =H + |uε|(curla −H).
We thus have
curlaε − curla = (H − curla)
(
1 − |uε|
)
,
and since |uε| 1, it follows that (curlaε) is bounded in L2. The weak limit must be curla, since
M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588 583∫
|curlaε − curla|
(∫ (
1 − |uε|
)2)1/2(∫ |H − curla|2)1/2 → 0.
Elliptic regularity shows that (aε − a) is bounded in H 1, and we obtain aε ⇀ a in H 1.
To see the convergence of the energy, we need to check the convergence of the terms G1ε to
G4ε as above. The convergence of G1ε was dealt with in the proof of Proposition 6.1. We observe
that
|curlAε − hex|2
|uε|2 =
|uε|2
|uε|2 |log ε|
2| curla −H |2,
and aε → a strongly in L2 by the compactness of the embedding H 1 ⊂ L2, so G2ε converges as
claimed.
The terms G3ε and G4ε converge by the same arguments as used in the lower bound proof. 
Proposition 6.3. Assume Gcsh(uε,Aε;hex)  K|log ε|2 and |uε| = 0 on the boundary of a do-
main V containing U . Set aε = 1|log ε|Aε , where Aε satisfies the Coulomb gauge condition.
Then ρε = |uε| → 0 in all Lq with q < ∞. Furthermore, curlaε → H in Lp for all p < 2,
and aε converges in W 1,p to the solution of curla =H , diva = 0 in U , a ·ν = 0 on ∂U . For vε =
j (uε), we have vε → 0 in Lp . The energy satisfies the lower bound lim infGcsh(uε,Aε;hex) 0.
Conversely, there exist functions (uε,Aε) with 1|log ε| curlAε → H in Lp and |uε| → 0 in L∞
such that |log ε|−2Gcsh(uε,Aε;hex)→ 0.
Proof. As above, we deduce the weak compactness of curlaε and the boundedness of Ecsh(uε).
By Proposition 4.4, we obtain that ρε → 0 in all Lq and it follows by Hölder’s inequality that
curla −H strongly converges to 0. The lower bound inequality is trivial.
The construction of a recovery sequence is simple: Let uε = ε2 and Aε = a|log ε|, where a is
the Coulomb gauge solution of curla =H . Then
|log ε|−2Gcsh(uε,Aε;hex) = 12
∫
U
ε4|a|2 + ε2(1 − ε4)2|log ε|−2 → 0
as ε → 0. 
We now consider the special case of minimizers under the boundary condition |u| = 1. The
existence of such minimizers is shown in [36].
Proposition 6.4. Assume that hex =H |log ε| and define the minimal energies gε and g as
gε := inf
{
Gcsh(u,A): u ∈H 1(U ;C), |u| = 1 on ∂U, A ∈H 1
(
U ;R2)}, (6.6)
g := inf{G1(v, a;H): v ∈ L2(U ;R2), curlv is a Radon measure, a ∈ H 1(U ;R2)}. (6.7)
Then there exists a unique (v∗, a∗) in the admissible set such that G1(v∗, a∗) = g, and there
exists a sequence (uε,Aε) ∈H 1(U ;C)×H 1(U ;R2) such that |uε| = 1 on ∂U and
Gcsh(uε,Aε) g|log ε|2 + o
(|log ε|2) (6.8)
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For any sequence of (uε,Aε) that satisfies (6.8), |u| = 1 on ∂U and the Coulomb gauge condi-
tion, the compactness statements of Propositions 5.2 and 6.1 hold, and the limit of (vε, aε) defined
as vε = 1|log ε|j (uε) and aε = 1|log ε|Aε in the appropriate topology is the minimizer (v∗, a∗) of G1.
The energy infima satisfy
gε
|log ε|2 → g
as ε → 0.
Proof. The minimizers of G1 are unique (up to the gauge invariance G1(v, a;H) = G1(v +
∇χ,a+∇χ;H), but we have excluded this by choosing Coulomb gauge) by the strict convexity
of G1 over the admissible set. The existence of an approximating sequence (uε,Aε) that sat-
isfies (6.8) and |uε| = 1 on ∂U is the content of Proposition 6.2. It follows that minimizers of
Gcsh under this boundary condition also satisfy (6.8). By Corollary 2.4, the boundary condition
implies that |uε| → 1 in all Lp(U), hence we can apply the compactness and lower bound results
of Theorem 1.3, which shows that (vε, aε) defined as above converge to some (v0, a0) and
G1(v0, a0;H) lim inf
ε→0
1
|log ε|2 Gcsh(uε,Aε) g.
However, (v∗, a∗) was the unique minimizer of G1, so v0 = v∗ and a0 = a∗. As (uε,Aε) was
chosen as (almost) minimizing, the convergence of the infima also follows. 
7. Application: critical hex
In this section we analyze the limit functional
G(v,a;H)= 1
2
‖v − a‖2
L2 +
μ2
8
‖curla −H‖2
L2 +
1
2
‖curlv‖M. (7.1)
We look for the critical field H1 such that for H <H1, minimizers of (7.1) will satisfy curlv = 0,
and for H >H1, curlv = 0. The critical field in the original scaling will then be hext ≈H1|log ε|.
Similar results for the Ginzburg–Landau functional are due to Sandier, Serfaty [31,32] where also
the relation to a free boundary problem is derived; while this can be done here, we omit this for
the sake of brevity. We will follow the argument in [19] but keep the dependence on the extra
parameter μ. We show
Proposition 7.1. The critical field H1 =H1(μ) can be calculated by H1(μ) = 2μ2 maxU |zμ| , where
zμ is the solution of −μ24 zμ + zμ + 1 = 0 in U with homogeneous Dirichlet boundary data.
The function μ → H1(μ) has the following properties:
(1) H1(μ) is a decreasing function;
(2) μ2H1(μ)→ 2 as μ→ 0;
(3) H1(μ) → H(U) as μ→ ∞, where H(U) is given by H(U) = 12 supU w , and w is the solution
of w = −1 in U , w = 0 on ∂U .
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F(a;H) = 1
2
‖a‖2
L2 +
μ2
8
‖curla −H‖2
L2 . (7.2)
The minimizer a∗ of F satisfies the Euler–Lagrange equations
a∗ + μ
2
4
curl(curla∗ −H)= 0 in U, curla∗ −H = 0 on ∂U. (7.3)
Taking the curl of this equation, we obtain
curla∗ −H − μ
2
4
(curla∗ −H)+H = 0, (7.4)
so setting Hzμ = curla∗ −H we see that zμ is the solution of
−μ
2
4
zμ + zμ + 1 = 0 in U, zμ = 0 on ∂U. (7.5)
We now decompose the energy of (7.1) by setting a = a∗ + b. We obtain
G(v,a;H)= 1
2
∫
U
|a∗|2 + |b|2 + 2a∗ · b
+ μ
2
8
∫
U
|curla∗ −H |2 + | curlb|2 + 2(curla∗ −H) curlb
−
∫
U
(v · a∗ + v · b)+ 12
∫
U
|v|2 + 1
2
‖ curlv‖M. (7.6)
Integrating by parts and using (7.3) and (7.4), we see that∫
U
v · a∗ = −μ
2
4
∫
U
v · curl(curla∗ −H)
= −μ
2
4
H
∫
U
v · curl zμ = μ
2
4
H
∫
U
zμ curlv (7.7)
and ∫
U
(
a∗ + μ
2
4
curl(curla∗ −H)
)
· b = 0. (7.8)
Using (7.7) and (7.8) lets us rewrite (7.6) as
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∫
U
μ2
8
| curlb|2 + 1
2
|v − b|2 + F(a∗)+ 12‖curlv‖M −
μ2
4
H
∫
U
curlvzμ
 F(a∗)+ ‖curlv‖M
(
1
2
− μ
2
4
H max
U
|zμ|
)
. (7.9)
It follows that the minimizer of G satisfies curlv = 0 if and only if
1
2
− μ
2
4
H max
U
|zμ| < 0,
that is if and only if
H <H1(μ) = 2
μ2 maxU |zμ| .
The dependence of zμ (and hence H1) on μ can be calculated explicitly in the case of U =
BR(0): the solution of (7.5) is the given by
zRμ(r) =
I0(
2r
μ
)
I0(
2R
μ
)
− 1,
where I0 is the modified Bessel function of zeroeth order. It follows that
max|zRμ | = 1 −
1
I0(
2R
μ
)
.
Since I0(x) ∼ ex√2πx for x → ∞ and I0(x) = 1 +
1
4x
2 + O(x4) as x → 0, it follows that
max |zRμ | → 1 as μ→ 0 and μ2 max |zRμ | →R2 as μ→ ∞. Finally we see that
H1(μ) =
2I0( 2Rμ )
μ2(I0(
2R
μ
)− 1) .
The general behavior is similar:
Proposition 7.2. The solution zμ of (7.5) has the following properties:
(1) −μ2zμ(x) is monotonically increasing in μ for every x ∈U .
(2) supU |zμ| → 1 as μ→ 0.
(3) μ24 supU |zμ| → A(U) as μ → ∞, where A(U) = supU y and y is the solution of y = −1
in U , y = 0 on ∂U .
Proof. We set yμ = −μ24 zμ. Then yμ solves yμ − 4μ2 yμ + 1 = 0. Differentiating, we obtain
that wμ = ∂ yμ solves∂μ
M. Kurzke, D. Spirn / Journal of Functional Analysis 255 (2008) 535–588 587wμ − 4
μ2
wμ = − 8
μ3
yμ  0, (7.10)
and so by the maximum principle, wμ  0, which proves the first claim.
The second claim follows since zμ → −1 in every U ′  U , for the third we observe that yμ
as defined above converges to a solution of y = −1, and A(U) = supU y. 
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