The construction of the stationary states of a one dimensional particle moving freely or in the presence of a Dirac delta potential is an elementary exercise in quantum mechanics. This problem is generalized in this work for open dynamics where the stationary reduced density matrix is found by solving a master equation, derived for weak test particle-environment interactions. The goal is to assess the effects of decoherence and dissipative forces on the equilibrium state, with special attention payed to universal relations, obtained in the infinitesimal system-environment interaction limit. The pure plane waves are generalized into two directions, to propagating and to tunneling states, by constructing the desired representations of translations.
I. INTRODUCTION
While we usually follow only few appropriately chosen degrees of freedom in our experiments, the theoretical background is canonical quantization, developed for closed manybody dynamics with prescribed initial and final states. To understand the impact of the environment on the observed system, an unavoidable issue in assessing the error caused by the fixing of the final state or addressing the classical limit, we need some simple training ground for open first quantized systems. The toy model, employed in this work, consists of a test particle interacting with an ideal gas. The main new elements, compared with the closed dynamics, are the presence of effective dissipative forces and the environment induced decoherence. The simplest one dimensional elementary examples, such as the construction of plane wave states, the spread of the wave packet and the bound state of a Dirac delta potential, are discussed within this model by solving the master rather than Schrödinger's equation.
The master equation has already been obtained for such a test particle [1] , by including decoherence and then taking the dissipation into account followed shortly [2] [3] [4] . The more systematic description, based on kinetic theory, the Born approximation scheme [5] [6] [7] and the inclusion of the higher order perturbative contributions within the gas [8] was added later, together with the traditional many-body treatment of the environment [9] .
Another approach, followed in the present work, is the derivation of the effective dynamics of the test particle. This approach is more general because it has a phenomenological feature, namely it covers different environments when the numerical values of the parameters in the effective equation of motion are chosen appropriately. The simplest, exactly solvable model consists of a particle, coupled linearly to infinitely many harmonic oscillators [10] [11] [12] . The state of an open system is mixed hence we need the Closed Time Path (CTP) formalism, introduced in quantum field theory [13] , condensed matter physics [14] [15] [16] and used later in an ever widening area [17] . The exact master equation with memory for the reduced density matrix was derived in this formalism for harmonic effective dynamics in ref. [18] .
We rely in this work on the master equation obtained for a test particle interacting with an ideal gas and truncated at the leading order of the perturbation expansion in the test particle-gas interaction, the displacement and the velocity of the particle by the interaction.
Our goal is modest, some preliminary exploration of the weakly open particle dynamics in its simplest form, namely to construct the generalization of the plane wave states for translation invariant dynamics, to establish the time evolution of a wave packet and to find perhaps the simplest bound state of all, in the presence of an attractive Dirac delta potential.
It is important to keep this plan as simple as possible because the mixed components of the states generate important changes compared with the pure state dynamics. The point is that the pure states of closed dynamics are defined uniquely by the help of some auxiliary conditions, initial conditions in time and some boundary conditions in space. The latter can be imposed at internal points of the spatial region as well and can be time-dependent. A mixed state consists of several pure states, corresponding to different, eventually unrelated auxiliary conditions, imposed at different space points. This possibility makes it more difficult to find all necessary auxiliary conditions for mixed states even in a closed dynamics. The master equation has a real frequency spectrum and its solutions, following exponential time dependence, are the stationary density matrices. The time independent solutions play an important role, they describe the relaxed, equilibrium states of the test particle.
The stationary solutions are derived for a free particle in section III. We discuss equilibrium states which are the open generalization of the plane waves and realize one dimensional representations of translations. The multiplicative factor, generated for the density matrix by translation, must be non-negative rather than a phase due to the probabilistic interpretation of the diagonal elements. Hence one can define propagating and tunneling states by requiring that translations preserve the state or induce a non-trivial multiplicative factor, respectively.
The propagation is maintained in the presence of dissipative forces by the help of an external homogeneous dragging force. A tunneling state represents the open generalization of the pure state of a particle, tunneling under a homogeneous potential barrier.
The perturbative derivation of the self energy of the test particle limits our results to weakly open systems, a restriction which offers an interesting point. Namely, the self energy, characterized by three O(g 2 ) constants, realizes a phenomenological scheme which remains valid for any other weakly coupled many-body environments: The effective Lagrangians, induced by different environments differ only in the numerical value of the three effective constants. Special attention is paid to the infinitesimal interaction limit, g → 0, which is non-continuous. The non-trivial relations, characterizing this limit, apply for any realistic system, whatever strong isolation it is placed into.
The Dirac-delta potential represents the simplest potential problems and is discussed in section IV by following the usual procedure, developed for Schrödinger's equation: First the translation invariant master equation is solved in different regions of the coordinate space and then the solutions are matched at the boundaries. This procedure is far more involved than for pure states because the matching conditions spread over infinitely long lines due to the mixed components. The adiabatically slow switch on of the interaction with the environment helps to find the unique equilibrium state that the usual pure bound state develops into.
Section V contains the discussion of the spread of the wave packet. Universal relations are found for infinitesimal environment interactions and the characteristic differences with the closed dynamics are underlined.
Three appendices are added for the sake of completeness, the derivation of the master equation, the general solution for Wigner's function of a tunneling state and the general solution of the master equation by the help of Laplace transformation.
II. EQUATION OF MOTION
The starting point of this work is the effective equation of motion for the reduced density matrix, ρ(x + , x − ), of a one dimensional test particle in a weakly coupled environment.
While the variables x ± are motivated by the physical origin of the density matrix and the easy identification of the factorizability, ρ(x + , x − ) = ψ(x + )ψ * (x − ), the combinations 
A. Master equation
The derivation of the effective equation of motion for the reduced density matrix, briefly reviewed in appendix A, yields the master equation, Eq. (1) is is the most general translation invariant master equation [26] of the Lindblad form [27] and preserves the positivity of the density matrix for weak friction,
The classical equation of motion can formally be found by canceling the imaginary part of the Lagrangian [28] , i.e. by performing the limit d 0 , d 2 → 0. While this limit is excluded by the inequality (2) the true classical limit, induced by strong decoherence, remains within reach. 
An obvious but important feature of the Liouville operator L of the master equation, ∂ t ρ = Lρ, is that it preserves the hermiticity of the density matrix. As a result, the operator L has a real spectrum, ∂ t ρ = Ωρ = Lρ requires real Ω on the space of hermitian density matrices. Therefore we seek the stationary states ρ(x, x d , t) = e Ωt ρ(x, x d ).
B. Probability current
Schrödinger's equation for closed systems keeps the bare probability current,
conserved. It is easy to check that the renormalized current,
is preserved by our master equation. The renormalization, the correction in the spatial component, a reminiscent of Flick's law, is generated by the decoherence driven diffusion and represents the polarization cloud induced by the system particle in the environment.
C. Auxiliary conditions and Hilbert spaces
To understand the role of the initial and boundary conditions of the master equation let us start with the time evolution of a pure state, generated by Schrödinger's equation, for a ≤ x ≤ b and 0 ≤ t. The solution is identified by the initial condition, ψ(x, 0) = ψ i (x) and two boundary conditions, say ψ(x 0 , t) = f (t), ∇ψ(x 0 , t) = g(t), a ≤ x 0 ≤ b. They fix the probability density and the flux at x 0 , n(x 0 , t) = |f (t)| 2 and j(x 0 , t) = Im(f * (t)g(t))/m.
Hence the boundary conditions represent a particle source with given density and flux. One can define an instantaneous Hilbert space, consisting of the wave functions of finite norm, satisfying these boundary conditions with cf (t) and cg(t), c being an arbitrary complex number. Such a linear space of states can be characterized by z = g/f which determines the rate of change of the probability density in space and the particle velocity at the source, Rez = ∇n/n, Imz = −j/n. While the particle remains in a fixed Hilbert space in the case of time independent z, the time-dependent boundary conditions drive the particle through 
yields the distribution of the wave number at the location x. Thus the presence of the mixed state contributions allows us to prescribe freely a time-dependent probability density along the x axis (x d = 0) and the distribution of the momentum at some space point. The horizontal lines in Fig. 1 
III. EQUILIBRIUM STATES
There are two, qualitatively different kind of particle states, within and without the classically allowed regions in space, describing the mass-shell propagation of a real particle and the off-shell dynamics of a virtual particle in tunneling, respectively. The corresponding states are identified in translation invariant open dynamics, U(x) = U 0 , in this section.
An interesting difference between Schrödinger's and Neumann's equations, corresponding to the Hamiltonian, H 0 = − 2 ∇/2m + U 0 , is that U 0 appears in the former but drops out from the latter. Hence the translation invariant Neumann's equation has two classes of stationary states, corresponding to the pure states ψ rq (x) = e iqx (E > U 0 ) and ψ vq (x) = e qx (E < U 0 ), the real and virtual particle states, respectively. It will be shown that the master equation, (1), preserves this property.
A. Propagating state formalism, x →x = (x + , x − ), introduces a translation invariant coordinate combination,
hence the open propagating states may possess a non-trivial internal structure.
The stationary propagating state can be found by elementary integration of the master equation for x-independent density matrix,
The result,
preserves translation invariance as in the case of pure plane waves. The term proportional to x d in the exponent corresponds to an on-shell particle, moving with the wave number k f = f / ν, generated by the dragging force. The particle made propagating despite Newton's friction force by the external homogeneous force, f . However its momentum, k f , is determined by the dragging force rather than being a free parameter. The dynamics, generated by the translation invariant master equation, is harmonic hence the classical equation of motion is satisfied by the coordinate and the momentum. The O(x d2 ) part introduces a decoherence with a characteristic length scale, defined by
and ℓ 0 is a normalization scale. The singularity at x d = 0 in (6) arises from the lack of length scales for the solution of the equation of motion at x d = 0 and is reminiscent of the need of using a non-vanishing subtraction scale in renormalizing classically scale invariant quantum field theories. It is worthwhile noting that the Gaussian equilibrium density matrix is the Gibbs operator with a quantum fluctuations induced temperature,
. The bound ℓ 2 dec ≥ 0 is needed for the momentum operator,
with ∇ ± = ∂/∂x ± to stay Hermitian when acting on the relaxed state,
While the pure plane waves belong to the null-space of Neumann's equation, Ω is an independent parameter of the state (7). The solutions with Ω < 0 represent unstable transitory states, driven to an equilibrium state, a stationary states with Ω = 0. The distribution of the momentum in equilibrium is given by Wigner's function and is proportional to
This equation reveals that a particle, dragged by a homogeneous force relaxes to a completely decohered wave packet with Gaussian momentum distribution, centered at the drift momentum and spread to the inverse decoherence length. In brief, the decoherence of a particle consists of the decohered spread of its wave packet.
B. Tunneling state
A virtual particle state, ρ q (x, x d ) = e qx , gives a one dimensional representation of transla-
, where the inequality ρ q (x, 0) ≥ 0 renders q real. Hence the density matrix is factorizable in the variables x and
gives the solution
It is not difficult to show that such a functional form is necessary for factorizable dependence on x and x d . The exponential growth in an unbounded region, excluded in a Hilbert space, is regulated by the potential under which the particle tunnels, for instance a potential which This analogy shows that Wigner's function is positive only for a discrete subseries within the continuous Ω spectrum.
The damping of the probability distribution of x,
is reminiscent of a particle which is tunneling under a homogeneous potential barrier in a closed system. The contribution of the location x to the momentum expectation value,
is complex because the exponential growth in x renders the momentum operator nonHermitian. The source of the trouble, the term containing ∇ in (9), is a total derivative and the imaginary part of the momentum is proportional with the value of n(x) at the edge of the coordinate space, a well known relation in the usual argument about the hermiticity of the momentum operator. Assuming that the state is suppressed in a regular manner at the edge of the available space, the ∇ term can be ignored and the modified form of the momentum operator, p = −i ∇ d , is proportional with the non-conserved probability flux of Schrödinger's equation, j = p/m. The conserved current, J = −e qx Ω/q, indicates that the flux of the polarization cloud is −j(x). Hence the impression of having no motion in the equilibrium state is the result of the cancellation of two fluxes, corresponding to the bare test particle and to its polarization cloud, generated in the environment. The classical analogies suggest a motion in the direction of decreasing density, apply to the polarization
, a large many-body system, and not to the bare test particle. Note that the tunneling state is rather resistant against the external dragging force, f , which modifies the higher moments of the flux operator only.
C. Complete set of stationary tunneling state
The rich boundary condition structure of mixed states makes it plausible that there are a number of stationary states, corresponding to a given frequency, Ω. The solution (13)- (14) actually provides a one parameter family of such states, labeled by q. The n-th derivative of the stationary master equation for the tunneling state with respect to q shows that ∇ n q ρ q,Ω is a solution, too. Hence we have another discrete quantum number to label the breakdown of translation invariance by the environment, ρ n,q,Ω = ∇ n q ρ q,Ω with q = 0 and n ≥ 0. The probability density of the coordinate, ρ n,q,Ω (x, 0) = x n e qx , shows that the set ρ n,q,Ω is complete in the Hilbert space, corresponding to tunneling states with a given imaginary wave number. The solution of the stationary master equation by means of Laplace transformation, presented in appendix C, reproduces this set of solutions.
D. Infinitesimal environment interaction
It is instructive to inspect the infinitesimal coupling limit, g → 0, of equilibrium states.
Though the system-environment interaction is translation invariant, the open tunneling states violate this symmetry due to dissipation. This latter is the fingerprint of a soft environment, without gap in the excitation spectrum. The lack of a gap can be established only after an infinitely long time observation [22] , leading to the non-commutativity of the limits t → ∞ and g → 0: While the solution of the time-dependent master equation is a continuous function of g at any finite time, the stationary solutions remain influenced by an infinitesimal interaction and develop a non-continuous limit at g = 0. The structure, developed in this limit, is universal in the sense of the laws of Statistical Mechanics, i.e.
remains valid for weakly open systems, independently of the details of the infinitesimal environment interactions.
The dependence of the effective dynamics on the coupling constant g can be made explicit by the help of the parameterization
decoherence length, ℓ * dec = 2 ν/d 0 . The discontinuity of the limit g → 0 indicates that no isolation can prevent a particle from developing a universal O(g 0 ) Gaussian decoherence,
rendering the application of closed dynamics an irrealistic approximation for real, propagating particles. Such a singularity of the equilibrium state does not imply singular dynamics.
In fact, the decoherence is a dynamical process [30] and the time needed to establish the finite decoherence length diverges as g → 0.
If the particle tunnels under a homogeneous potential then there is a finite length scale, 1/q, available to screen the on-shell singularity of (12) and to cancel the x d -depend terms in the exponent of the right hand side of eq. (13) for small g. The result is the continuity of the limit g → 0 and the suppression of the decoherence in the equilibrium state for infinitesimal environment interaction,
IV. BOUND STATES OF A DIRAC DELTA POTENTIAL IN EQUILIBRIUM
The simplest bound state, corresponding to a Dirac-delta potential U(x) = −λδ(x), λ > 0, is discussed in this section. The standard approach to this problem is followed, namely the matching conditions are clarified first, followed by the construction of the stationary state. 
One integrates this equation along short horizontal and vertical straight lines of Fig. 1 (a) , crossing the singularity, and finds
It is easy to check that the A → D → C matching conditions, covering the half plane
are the complex conjugate of this equation. The symmetry of the second derivative matrix,
requires the consistency condition
at the origin. Note that the consistency condition is λ-independent for reflection symmetrical density matrices, ρ(
The matching conditions, imposed on a factorizable density matrix, ρ(x + , x − ) = ψ(x + )ψ * (x − ), contain the same information at any points along the lines x + = 0 and x − = 0 since the trivial multiplicative factor, depending on the other variable, x − or x + , respectively, drops out. Thus the rich structure of the matching conditions for the master equation, spreading over lines rather than concentrated at a single point, is due to the mixed nature of the state rather than the opennes of the dynamics.
The result of the boundary condition structure on Fig. 1 (b) , discussed in section II C, is that an arbitrary pair of solutions in regions A and C which satisfies the consistency condition (21) 
B. Bound states in equilibrium
The pure bound states of reflection symmetrical potentials possess well defined space inversion parity and their density matrix is reflection symmetrical. Since the interaction with the environment preserve the parity this relation can be assumed for open systems, as well. The matching condition for symmetrical density matrix, eq. (22), is satisfied by the equilibrium state (13) . The derivation with respect to q preserves the equation hence the states ρ n,q,0 , introduced in section III C fulfil the consistency condition. For instance the bound state, constructed by ρ 0,q,0 is Let us now assume that we have a pure bound state of the Dirac delta potential, 
V. SPREAD OF A WAVE PACKET
The time evolution of a wave packet, one of the simplest dynamical problems, is considered here from a pure initial wave packet to a fully decohered equilibrium state.
A. Driven equilibrium states
The variation of the parameters a, d, k and r of the equilibrium state (13) generates x ddependence on the left hand side of the master equation (1) which is similar to that of the right hand side. Hence rather than finding the general solution of the time-dependent master equation, it is sufficient to follow the time dependence of these parameters to establish an interpolating solution between a pure plane wave and its equilibrium state.
The master equation reads
upon the replacement of the density matrix (13) with time dependent parameters. The set of coupled ordinary differential equations, obtained by cancelling the coefficient of each different x d -dependent term, can easily be solved,
for arbitrary p. The parameters a i , d i , k i and r i denote the initial values at t = 0. The time scale τ diss = 1/ν characterizes the relaxation of the parameters to their equilibrium values, in particular the dissipative and the decoherence time scales agree [31] . The friction makes the domain of attraction of the tunneling equilibrium state infinitely large on the (d, k) plane.
The equilibrium value of r is not attractive, r approaches zero unless r i = mν/ q. Since a = O(t) as t → ∞ the multiplicative factor of the state diverges exponentially with time.
It is found below that this divergence turns into the decoherence mechanism of the wave packet.
The time dependence of the propagating state of the type (7) can be obtained from eqs.
(25) by setting q = 0 and p = 0. Hence the density matrix of the initial pure plane wave
B. Wave packet
The spread of a wave packet can be monitored by the help of either the density or the probability flux. The initial pure state
at t = 0 of a particle in a closed dynamics generates the density matrix
up to a time-dependent normalization constant. It is an elementary fact of quantum mechanics that the center of the wave packet, X 0 = ( k 0 /m)t, follows a free motion and the 2 ) can be seen in the probability flux,
The first term describes the homogeneous motion of the center and the spread of the wave packet is reflected in the second term, describing a flux leaving the center of the moving wave packet.
The initial state of the open system is assumed to be (27) with k 0 = 0 and the corresponding density matrix is (13) with r = 0 and imaginary q. The solution (25) can therefore be used with the replacement q → i(k + − k − ) and
The Gaussian integral, obtained in such a manner, can easily be carried out and results the density matrix
up to a normalization constant.
The x-dependence of (31) is rather remarkable. The coefficient of x in the exponent, a time-independent quantity for a single plane wave, now depends on time owing to the interference between the pure plane waves. The gradual suppression of the x-dependence, the spread of the wave packet, takes place already in closed dynamics, governed by the time reversal Schrödinger's equation and is not a genuine irreversible process, it is due to the smooth phase relations between the plane waves in the initial state. Were we able to prepare a state with highly irregular phases between the plane waves, we would observe its shrinking during the time evolution. On the contrary, the decoherence of the open dynamics is a genuine irreversible process. In fact, the master equation (1) breaks time reversal invariance because this transformation does not act on the invisible environment [22] . Hence one expects that the spread of the wave packet will be different in open dynamics.
The probability distribution
displays a Gaussian wave packet which follows the trajectory
with v f = f /mν. Though this is a trivial result of Newton's equation its microscopical background offers a mode detailed picture: The motion starts with a constant acceleration,
) with a f = f /m since it takes some delay, approximately τ diss = 1/ν, to establish the stationary energy loss to the environment. The motion is delayed by τ diss by the time the dissipation is stabilized, in a manner reminiscent of the phase shift in the scattering processes, the rearrangement of the particle state by the external forces.
The width of the wave packet,
reproduces the result of the closed dynamics when g → 0 according to the first casde. The second and the third cases show that the spread speeds up at the beginning and is slowed down after the dissipation and the decoherence mechanism are fully developed, respectively.
The speed up comes from the O(d 2 ) velocity-dependent decoherence term of the influence Lagrangian which directly suppresses the interference between the pure components of the wave packet with different momentum. This effect is present from the very beginning. The slowing down can be understood by recalling that the spread of the wave packet is due to the irregular phases arising from the interference between different plane wave components in the probability distribution. Both the decoherence and the friction suppress these contributions thereby they delay the spread. Note that the no-commutativity of the limits g → 0 and t → ∞, is manifested in the incompatibility of the first and the last lines. There is no manifest singularity on the right hand side of the first equation simply the dominant term depends on the order of the limits [29] . This is the way the non-commutativity of the limits shows up in eqs. (37), (40) and (41) below, too.
The Gaussian decoherence strength,
in the denominator displays the asymptotics 1 ℓ
The initial value, 1/2σ 2 , is a relic of the spread of the pure state and is unrelated to decoherence. It is interesting that the friction tends to recohere the narrow wave packets in the initial phase of the motion. The decoherence saturates in agreement with earlier calculations in the framework of kinetic theory [1] .
Let us now turn to the momentum content of the state. The wave number,
reflects the classical build up of the drift velocity. The conserved current displays a particle flux, leaving the center of the wave packet,
with the amplitude
The result of the closed dynamics recovered for infinitesimal environment interaction according to the first case. The environment makes the initial value of the amplitude non-vanishing by generating decoherence in a constant rate. It is rather surprising that the details of the environment drop out from the long time asymptotic value despite making it different, half of that of the closed dynamics.
Finally, the term iκ 2 xx d in the exponent of the right hand side of eq. (31) performs a gauge transformation on the state, ψ(x) → e iκ 2 x 2 ψ(x) with
This is not a symmetry because the transformation acts on the state only, leaving the operators unchanged.
VI. SUMMARY
The stationary equilibrium states of a one dimensional particle in the presence of weak open interaction channels are investigated in this work. The master equation is derived in the leading order by expanding in the system-environment interactions, the magnitude and the velocity of the displacement of the particle coordinate by the interactions. It supports a conserved probability flux which includes the polarization effect of the environment.
There is an essential difference between the dynamics of pure and mixed states already in the closed dynamics. Namely, the boundary conditions needed to identify a mixed state in a unique manner contain functions along the boundary of some region in the CTP doublet coordinate space of the density matrix rather than simple numbers in the case of pure states.
This is related to the absence of the interference between the additive components of the density matrix, allowing to go beyond a Hilbert space in constructing the density matrix as function of the chronon coordinates. The equilibrium bound state of the Dirac delta potential is calculated by matching the solution within the regions with constant potential. The matching conditions are streched over the border of the regions, rather than being imposed at a point as in the case of pure states. Such a richness allows to match states, characterized by two arbitrary functions, the probability distribution function in the coordinate space and in the momentum space at the singularity, assuming that a single consistency condition at the location of the singularity is satisfied. Such a wide class of bound states can be restricted to a single state by following the time evolution of the system. It is argued that the adiabatic switch on of the environment interactions generates a bound state which can be made up by the tunneling states with scale parameters, given by the pure bound state of the closed dynamics.
The spread of a wave packet is followed by tracing its probability distribution in space and its probability flux pattern. The interference between the pure plane waves is suppressed exponentially fast in time and the spread which speeds up at the beginning is slowed down at long time. The wave packet displays the non-commutativity of the long time and the closed dynamics limits in a specially transparent manner.
Though our calulation and its results are rather simple they indicate that the identification of a mixed state of an open dynamics is a far more involed problem than its closed counterpart. In particularly, the determination of bound states becomes more involved.
It is reasonable to assume that once the participating particles are brought close to each others and start to interact, the formation of the bound state is fast enough to ignore the environment, and leads to a pure state which is dressed by the environment subsequently.
The construction of the detailed time evolution and the monitoring of the dressing might be needed to gain a clearer picture of this process.
Another open question, related to the bound state formation, is the clarification of the way the Gaussian spread of the momentum of a propagating equilibrium state transforms into a Lorentzian energy spread, when the particle is trapped by an attractive potential.
Appendix A: Effective equation of motion
The derivation of the equation of motion for the reduced density matrix of a test particle, interacting with a translation invariant ideal gas, is reviewed briefly in this appendix. The argument consists of two steps:
(i) First the degrees of freedom of the gas are eliminated in the leading order perturbation expansion in g, the coupling constant of the particle-gas interaction [20] . The resulting effective action, governing the open dynamics of the first quantized test particle in the path integral formalism, is an involved functional of the particle trajectory and is simplified by the help of the Landau-Ginzburg double expansion. This expansion is organized by two small parameters, by assuming that the deformation of the particle trajectory due to the interaction is small and changes slowly in time. The leading order contribution to the effective action is quadratic in the particle trajectory (small amplitude deformation), local in time and O(∂ 2 t ) (slow deformations can be expanded in frequency). The system-environment interactions are characterized by three coupling constants, the dissipation is represented by Newton's friction force, k, and the decoherence is parameterized by two constants, d 0 and d 2 . The internal interation of the environment, ignored in this argument, influences only the numerical value of these parameters.
(ii) The effective Lagrangian governs the time evolution of the (reduced) density matrix in finite time steps ∆t, the UV cutoff of the calculation. The path integral, describing such a small step evolution, becomes Gaussian as ∆t → 0 and can easily be carried out for analytic density matrices.
Closed system
It is worthwhile to recall that Schrödinger's equation appears as a "Fokker-Planck equation" in the framework of the path integral formalism. In fact, the Lagrangian
yields the time evolution for the wave function,
with x = x N +1 , ∆t = (t − t i )/(N + 1) in the limit N → ∞. The derivation of a local differential equation in time needs the last time step only [21] ,
with a small jump in space,
reproduces Schrödinger's equation.
CTP formalism
The observed system and its environment are supposed to be described by the coordinates,
x and y, respectively and we assume that the closed dynamics for the full system, including the observed subsystem and the environment, is defined in the path integral formalism by the help of the action S[x, y] = S s [x] + S e [x, y]. The time evolution of the density matrix is given by the path integral expression,
over the pair of trajectoriesx = (x + , x − ),ŷ = (y + , y − ). This expression can be obtained by following the usual derivation of the path integral formula for the time evolution operator U and U † , appearing in the full density matrix, ρ = Uρ i U † , by means of the trajectories x + , y + and x − , y − . An infinitesimal imaginary part is introduced in the action,
to split the degeneracy of the integrand for x + (t) = x − (t) or y + (t) = y − (t) and render the integral convergent [22] . This scheme might be called Open Time Path formalism because the pair of paths have freely chosen final points.
The time evolution of the full density matrix, (A5), preserves the factorizability and can be split into the trivial product of the matrix elements of U and U † . The power of the CTP formalism becomes evident in calculating the reduced density matrix, ρ s = Tr e ρ.
In fact, the trace operation closes the environment trajectories, y
establishing correlations between the system trajectories x ± (t), which encode the systemenvironment entanglement and dissipative forces [23] . Let us choose the initial state at time t i factorizable for the sake of simplicity, ρ(x + , y
The reduced density matrix can be written in the form
involving the effective action,
, and the influence functional [24] ,
where the pair of paths have the same final point, y
. This is the Closed Time Path formalism. Note the difference in the handling way of the the observed and the non-observed coordinates, they are part of the Open and Closed Time Path schemes, respectively.
The final time has been identical for the system and its environment in the previous expressions. Such a restriction can be relaxed by exploiting the unitarity of the time evolution of a closed system which amounts to causality, namely the possibility that the final time can be chosen arbitrarily after the observation,
with t f ≥ t o . We take U(t f , t o ) and U † (t f , t o ) in this expression as the time evolution operator of the environment in the absence of the system, allowing the set t o and t f as the final time in eqs. (A7) and (A8), respectively. The possibility of having t f ≥ t o is specially important for dissipative systems where the environment has a continuous spectrum, requiring t f → ∞ for t o < ∞.
We note by passing that the unitarity of the full, closed dynamics, implies important restrictions: Any CTP action, in particular the influence functional, satisfies the relation
and the diagonal part of the influence functional is vanishing,
The first property is a trivial result of the structure of the integrand in eq. (A5) and the second follows by considering the system trajectory x ± (t) = x(t) as an external source to the environment, realizing unitary dynamics and preserving Tr e ρ e . Note that x + (t) = x − (t) for unitary dynamics. is actually the density matrix.
Effective Lagrangian
In the case of a large, many body environment, the coordinate y is replaced by a field and it is easy to find the perturbative series for the influence functional by expanding in the system-environment and the internal environment interactions. The former is spelled out in ref. [25] where the effective action of a test particle interacting with a non-relativistic ideal gas is considered and the latter can be taken into account by the standard perturbation expansion within the environment. Such a perturbative scheme is specially well suited to a large environment which remains in equilibrium during the interaction with a small system. The resulting influence functional can be approximated within the Landau-Ginzburg double expansion, by assuming that the system-environment interaction generates slow, small amplitude modification of the system. The leading order of this scheme yields an
Other possible quadratic terms are excluded by the unitarity of the full closed dynamics and translation invariance. Note that the term proportional to ξ is a total time derivative and its role is to generate a time-independent, non-dynamical multiplicative factor exp ξmx 
Such a set of solutions has a discrete quantum number and shows no similarity with the solution (13) . This puzzle can be resolved by analytically continuing the dependence on n.
This is easier to carry out for the density matrix because the transformation ρ → ρ ′ = f (x d )ρ brings the master equation (1), written for a stationary density matrix with frequency Ω
into
which induces the shift
when the choice
or
is made for the tunneling or the propagating state, respectively.
The spectrum of the harmonic oscillator is non-degenerate hence the solution (13)- (14) with Ω = Ω n differs from the Fourier transform of (B7) only in an x d -independent constant. The distinguishing features of the tunneling solutions, corresponding to the discrete spectrum (B6) embedded into the continuous one, is the asymptotic form k n e −ℓ 2 d k 2 . The positivity holds only for n = 0, in particular Wigner's function of the equilibrium state is not positive without some fine tuning of the the environment parameters. 
