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ABSTRACT  
Classification and regression trees form an important and indispensable tool in data analysis and 
classification problems. Class trees are described in detail with examples. The method is applied 
to a data set pertaining to evaluation of teachers. In addition, two other classificatio n methods, 
bagging and AdaBoost are explained. These methods improve existing classifiers to nearly 
optimal classifiers. 
 
 
1 
 
CHAPTER 1. INTRODUCTION  
According to Breiman (1984) “the basic purpose of a classification study can be either to 
produce an accurate classifier or to uncover the predictive structure of the problem”. In 
classification problems, a large number of measures have been created to evaluate the accuracy 
of classifiers. A good classifier should not only be accurate in terms of minimizing 
misclassification errors, but also be a good predictor of future data. 
For the model-based methods in statistics, there are a variety of classification procedures such as 
linear discriminant analysis, quadratic classifier, logistic regression and variable kernel density 
estimation. Linear discriminant analysis abbreviated as LDA is a statistical method used widely, 
in pattern recognition and machine learning. LDA is related to principal component analysis 
since both methods use linear combinations of features to classify data. (Martinez, 2011)  
Quadratic classifier is another method of statistical classification that uses a quadratic surface to 
classify data for pattern recognition (Cover, 1965). Logistic regression is a statistical method that 
predicts the outcome as a categorical variable, and “focuses instead upon the relative probability 
(odds) of obtaining a given result category.” (Guido, 2006) Variable kernel density estimation is 
the method of using the size of kernels to estimate the locations. (Terrell, 1992)  
For the algorithmic methods in statistics, decision tree, bootstrap aggregation and boosting are all 
typical algorithmic methods in classification problems. There are two kinds of decision trees. 
One type is called classification trees, and another is called regression trees. CART is the 
acronym for decision trees, and stands for classification and regression trees. The method 
consists in using a tree structure to classify data and build the most accurate tree, in order to 
classify or predict the numerical value of a response variable. Section 2.1 will briefly discuss the 
algorithm for building a classification tree. In section 2.2, there is an illustration of how to use 
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the program Rattle in R to build the classification tree in order to evaluate the teachers’ 
efficiency based on the test scores of students. “R is a programming language and environment 
developed for statistical analysis by practicing statisticians and researchers” (Williams, 2011), 
and Rattle is a graphical user interface for data mining that is created by the programming 
language R. In section 2.3, the algorithm for building a regression tree by finding the optimal 
splitting points will be presented. Section 2 explains the ways to build classification as well as 
regression trees, and the differences between them. CART was invented 30 years ago, and 
recently, several of these methods have been proposed. Bootstrap aggregation is a method that 
can improve the performance of an existing classifier. Bagging predictors introduced in 
Breiman(1996), is a method based on bootstrap aggregation in order to overcome limitations of 
data and attain better classification. In section 3.1, the algorithm for bagging predictors will be 
discussed.  The principle of bagging predictors in classification and numerical prediction will be 
addressed in section 3.2. Boosting algorithm is a method that improves the performance of weak 
classifiers; it uses an average of weak classifiers to perform the classification. Adaboost is the 
most popular of the boosting algorithms (Hertzmann& Fleet, 2011). In section 4.1, Adaboost 
algorithm will be discussed.  An example that illustrates the Adaboost algorithm is given in 
section 4.2. Finally, Section 5 details the advantages and disadvantages of CART, bagging and 
Adaboost with a full comparison of these three methods. 
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CHAPTER 2. DECISION TREES  
Consider a data set in which there is a target attribute and at least one conditional attribute. The 
target attribute is the response variable that one needs to classify or predict. Conditional 
attributes are the input variables that help us to build a model to classify or predict the value of a 
response variable. If the target attribute is numerical, the model is called a regression tree; if the 
target attribute is categorical or labeled by classes, the model is called a classification tree.  To 
build trees, one needs to separate data into a learning set and a testing set. (Breiman, 1984) 
recommends setting up 70% of original data as learning set, and the rest of the data as a testing 
set before building a tree. In building a decision tree, we need a rule for selecting the best split at 
any node and a criterion for choosing the right-sized tree. In the section 2.1, we start with a 
discussion on ways to find the best split at any node.  
2.1 Algorithm for Classification Tree 
Definition 2.1.1 (Impurity Function) 
Let J be a positive integer, and let D denote set of all J-tuples of numbers (          )  
satisfying                ∑      . A non-negative function   defined on D is called an 
impurity function if the following properties hold: 
(i)   attains maximum at the point  
 
 
 
 
 
   
 
 
 , 
(ii)   achieves its minimum at the points                                 , 
(iii)   is a symmetric function of            . 
Definition 2.1.2 (Impurity Measure) 
Given an impurity function   the corresponding impurity measure      at any node t is defined 
by 
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          |      |       |   , 
where    |  is the estimated probability of class j given at node  . 
If a split s of a node t sends a proportion    of the data already in t to    and the proportion    
to   , define the decrease in impurity to be 
                              . 
Maximizing the decrease in          impurity is a criterion for split selection. 
In classification trees, entropy, Gini index and misclassification error are the most popular 
impurity functions. Entropy and Gini index are differentiable and are more sensitive to change in 
the node probabilities. Hence, they are preferred in finding splitting points. Though entropy as an 
impurity function was well-known for a longtime, Gini index used by Breiman is the measure 
most commonly chosen for classification trees. And misclassification error is used to prune a tree 
to find the right-size of a tree after we build the model by using the learning data set. (Tan, 2006) 
Next, the three impurity functions are introduced, and the relationship between entropy and Gini 
index will be shown. 
Entropy is a measure of randomness, and is defined by the impurity function of entropy 
      ∑          
 
   , 
where    is the probability of class k, in a multinomial convex t.  
Next, an example is given of how to use entropy impurity function to find the split points. 
Suppose there is a root node   that includes all the learning set of data with the sample size is 10, 
and this data is classified into two classes where the class 1 has the sample size is 4, and the class 
2 has the sample size is 6. Let us look at the Figure 1.  
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Figure 1. Illustration for Finding a Splitting Point 
  
The impurity function of entropy at node t is 
      (
 
  
)    (
 
  
)  (
 
  
)    (
 
  
)        . 
Consider two possible splitting points to separate the root node into two parts. We below 
describe the rule to choose the optimal splitting points, among the two choices. Consider splitting 
point 1 where the left node contain four observations with one observation belonging to class 1 
and three observations belonging to class 2. The right node contains six observations with three 
belong to class 1 and three observations belong to class 2. At splitting point 1, the impurity of the 
left side node with    
 
  
 is 
       (
 
 
)    (
 
 
)  (
 
 
)    (
 
 
)         . 
The impurity of the right side node with    
 
  
 is 
       (
 
 
)    (
 
 
)  (
 
 
)    (
 
 
)        . 
So the decrease of impurity 
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                                     (
 
  
)         (
 
  
)                   
Now consider splitting point 2 where the left node contains six observations with two in class 1 
and four in class 2; the right node contain two observations in class 1 and two observations in 
class 2. Repeat the same steps of splitting point 2, the 
                     
 
  
   
                      
 
  
   
so 
                                      . 
 As the          of splitting point 1 is greater than that of splitting point 2, splitting point 1 is 
preferred. 
Gini index will be introduced next, which is the most important and widely used impurity 
function. It is also the default option in most of the programs to run the classification tree, 
especially the rpart package in R. First, the idea of how to use Gini index to find the splitting 
points will be elaborated. 
Gini measure, used by Breiman (1984) is defined below: 
               ∑                  , 
                   , 
                    , 
Where         is the estimated probability given in node t of a sample in class j.        is the 
estimated probability of a sample in group j at node t.      is the probability of a sample at node 
t.      is called the prior probability of class j, it is used to calculate the proportion of data in 
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every class.       is the number of samples in class j at node t.    is the number of samples in 
each class. 
The Figure 2 and the example below give a brief explanation of the notations shown in the 
formulas of Gini measure: 
 
 
 
           
 
  
                
Figure 2. Explanation of Notations in Gini Measure  
Suppose there are   independent observations, the total number of samples is n=10 that indicates 
N, which is also called the root node. If N is separated into 3 classes, so the number of samples 
in each class indicates as N j.  
If the root node is separated to two notes, one is called node t, and another is called node p, the  
number of samples going to node t is defined by 
      , 
and the number of samples going to node p is indicated by       .  
As N is separated to three classes, the node t and node p also will be separated to three classes. 
Let j=1, 2, 3, suppose the number of samples in  
       ,                , 
so they represent as      .  
         =6 
 
        
 
diff 
        
 
     =1 
 
N=n=10 
cut 
 (p)=4 
9 
        
 
diff 
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Suppose the number of samples in 
       ,                , 
 so they represent as      , and it follows 
              , 
 with 
              . 
 If N is separated by k parts,  
∑     
 
    . 
And at node t, it also needs to be satisfy with 
∑   
 
           . 
     is called the prior probability of class j, and the prior probability is used to estimate the 
proportion of data in every class.  
In figure 1, if the prior probability of class   is wanted, so 
          
[           ]
 
 
[   ]
  
    . 
By the formulas given by Breiman,        is the estimated probability of a sample in group j and 
at node t. For example,  
       
         
  
     
 
 
    . 
As     is the estimated probability of a sample at node t, so it follows 
           . 
And         is the estimated probability of a sample in group j given at node t, so         
           . 
For example, 
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    .                                (Breiman, 1984) 
In fact, the most common and equal way using Gini index is written as 
               (∑   |  
 
)
 
 ∑    |  
 
 
                                                             ∑     |    , 
where k is the number of classes for the response variable. 
Let us consider the example in Figure 1. The impurity by using Gini index at node t is  
       (
 
  
)
 
 (
 
  
)
 
      . 
Considering the splitting point 1, the impurity of the left side node with    
 
  
 is 
        (
 
 
)
 
 (
 
 
)
 
       . 
The impurity of the right side node with    
 
  
 is 
        (
 
 
)
 
 (
 
 
)
 
    . 
So the decrease of impurity 
                                   (
 
  
)      (
 
  
)               
Repeat the steps and do the splitting point 2, the             with     
 
  
,           
with    
 
  
, so the decrease impurity  
                                     . 
As the          of splitting point 1 is greater than that of splitting point 2, the splitting point 1 is 
also preferred to be selected by the impurity measures defined by Breiman (1984). This is the 
same result obtained by using entropy. 
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Now let us look at the relationship between entropy and Gini index working under 2 classes. 
Let k=2, the impurity function of Entropy is  
              ∑         
 
                                
                                                              (
    
   
)         
        
   
                                  
As we know,        [       ]  approximates         because expanding of the Taylor 
series when|     |   , so 
               
 
   
[                        ]  
                        
 
   
[   
           
      ] 
                        
 
   
 [    
        
 ]           This is the Gini index under 2 classes. 
                        
 
   
                
 As 
 
    
 is greater than 1, under the 2 classes, the impurity in using Gini index is a little smaller 
than using entropy. As the two impurity functions do not make big difference between each 
other, this is also why entropy and Gini index are two popular ways using in CART, however, 
Gini index is more sensitive to change in the node probability. And Breiman (1984) found “The 
Gini index is simple and quickly computed, it can also incorporate symmetric variable 
misclassification costs in a natural way.” (Breiman, 1984) 
As a tree cannot grow infinitely, the stopping criterion can depend on the number of sample s, the 
depth of the tree growing, the probability of accuracy and the number of classes in terminal 
nodes. These criterions can be specified and set up in the program while running CART and will 
be discussed in section 2.2.  
The last impurity function is Misclassification rate that is defined as: 
                                    |  , 
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Where    |   is the estimated probability of class j at node t, and misclassification rate is 
preferred to use in pruning the tree. (Tan, 2006) When the classification tree is developed, the 
misclassification rate will initially decrease, but it will hit a minimum rate while the tree is 
growing. After the tree reaches a minimum misclassification rate, it will increase, so the part of 
the tree after the misclassification rate has hit the minimum is called over fitting. Hence it is 
necessary to prune the tree. Cross validation is the most popular method to prune the tree and is 
the default method in most programs. Cross-validation is a node validation technique that can 
estimate the accuracy and performance of a model build. K-fold cross-validation randomly 
divides the data into k parts with the same size, and uses these parts to test the estimated 
accuracy. However, 10-fold cross-validation is more preferred in forming a good classifier 
method (Kohavi, 2005). Further methods about pruning classification trees are discussed in 
Breiman (1984). 
2.2 Example of Building Classification Tree 
The data included in Appendix A is provided by Dr. Madden in the mathematics department at 
Louisiana State University. The data includes 728 teachers containing a different number of 
students in each class, and the students’ pretest and posttest score. The data is organized by each 
teacher and is provided in Appendix B. It is clear to understand pretest average score is the 
average of the students’ pretest score for each teacher, and pretest sd is the stand deviation of the 
students’ pretest scores for each teacher. It is similar as the explanations of posttest average score 
and posttest sd. The difference sd is the stand deviation for the difference of two average scores. 
The percentage going up is the percentage of the students who make the improvement from 
pretest score to posttest score. And the number of students is the class size for each teacher in the 
data. With the limitation of data, the difference of the two average scores becomes a condition to 
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assume the classification of the teachers. In cases where the difference is greater than 5, we 
classify these teachers as having made improvements with the students, and this is indicated as 1. 
If the difference is less than or equal to 5, we classify that these teachers did not make 
improvements with the students and this is indicated as 0. It is clear to see     for this data as 
the target attribute in 2 classes.  
Figure 3 is the interface of Rattle in R. The partition command refers to the ratio of splitting the 
learning set and testing set. Rattle defaults that the learning set is 70% of the original data, and 
the remaining 30% sets up as the testing data. As the target attribute is class labeled, the 
categorical target type was checked on the interface. The rows shown on the interface are the 
attributes in the organized data. Bin is the classifier for the teachers, so it puts in XXX as the 
target. As we use the difference of two average scores to assume the classification of the teachers, 
the attribute of ‘post-pre’ should be ignored. Presume the three conditional attributes are checked 
in the Figure to be used in building the classification tree. 
 
Figure 3. Interface for Rattle in R 
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After executing the Rattle in R, Figure 4&5 shows the information and classification tree.  
Graham Williams (2011) suggests in his book Data Mining with Rattle and R that the defaults in 
Rattle are all based on rpart’s defaults.  The min split argument specifies the minimum 
observations of doing the splitting in a node. The min bucket argument designates the minimum 
observations of each leaf nodes or terminal nodes. The complexity argument is utilized for 
controlling the pruning of the decision tree; it will provide the most optimal tree. The default of 
complexity is 0.0100, indicating that there is at least 1% probability gain in every continuous 
splitting of the nodes. Max Depth is used for limiting the depth of a decision tree. The defaults 
for these arguments can be changed to control the size of the tree, however, in the data; the 
defaults are used for the programming of the decision tree. (Williams, 2011) 
 
Figure 4. Output for Running the Data by Using Rattle 
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Figure 5. Classification Tree for the Data 
 
After executing the Rattle, the classification tree is shown in Figure 5. It is clear to see that three 
conditional attributes were chosen to build the classification tree. The program only uses the 
percentage going up as the conditional attribute because this conditional attribute will give the 
best probability of classification in the terminal nodes. In node 2, 91% of teachers 181, were 
classified as class 0, having made no improvements and in node 3, 95% of the teachers,328, 
classified as the class 1, having made improvements with the students. The correct rate in 
terminal nodes is significant enough to say this is an adequate classification tree even utilizing 
one conditional attribute.  
The Figure 6 is showing the importance of each conditional attribute with the target attributes: 
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Figure 6. Importance of the Conditional Attributes 
In Figure 6, the importance of each conditional attribute is illustrated by running the program; 
the percentage going up affects the target attributes the most. This is also an important reason 
that the decision tree only has percentage going up as the conditional attribute to do the 
separation. The classification tree shown in Figure 5 is the final tree that is already pruned by the 
testing set. The cross-validation is the default method to prune the tree in Rattle. The cross-
validation measures the relative error; this is the default method in rpart package in R to prevent 
over fitting. (Williams, 2011) 
If the conditional attribute of percentage going up is ignored and the separation of a big class and 
small class is based on the number of students, the standard devia tion in average scores can 
measure the level of improvement of the students for each teacher, and the standard deviation in 
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pretest scores can indicate the level of the students in each class for the teacher. So after 
executing the Rattle, the classification tree will be shown as Figure 7: 
 
Figure 7. New Classification Tree for the Data 
Based on the tree built above, it can be concluded that this classification tree is sufficient as the 
terminal nodes that all have very high percentage have correctly classified the teachers. Suppose 
we pick the terminal 4 to do the explanation. There are two splitting points are showed in the 
classification tree which are pretest average scores greater or equal to 330 and the pretest average 
score greater or equal to 348, altogether, if a teacher is classified into this node, it indicates that 
the teacher has a probability of 98% that there is no improvement by the students. 
2.3 Algorithm for Regression Tree 
A Regression tree is used when the target attribute is numerical. The tree can be used to predict 
the value of the response variable y. Suppose the learning set is given by {     }, where   
      . Let the response variable y be numerical. Suppose      is the number of data elements 
that fall in the node t, define  
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    ̅̅ ̅̅ ̅̅  
 
    
∑   
    
   
where n(t) is the total number of data in node t. Let  ̃denotes all the nodes in the regression tree, 
so the average of the total sum of squared errors for the tree is  
     
 
 
∑ ∑            ̃       
̅̅ ̅̅ ̅̅    
Breiman (1984) defined the best split of building regression tree as 
Definition 2.3.1 (Best split for regression tree) 
The best split   of   is that split in   which most decreases       
More precisely, for any split S of t into    and   , let  
                        . 
Take the best split s to be a split such that 
                     . 
Next, the steps of building a regression tree are introduced. The first step to set up a regression 
tree is the same as for classification trees, to separate the data to learning set and testing set. 
Breiman referred that the learning set is around 70% of the original data, and the remaining 30% 
is the testing set in order to prune the tree. Then start with a single node that contains all the data 
in the learning set. The key difference of splitting in a regression tree is using the mean squared 
error to measure the variance reduction. The largest decrease in the variance will be the best 
splitting point in building a regression tree. (Breiman, 1984) The stopping criterion can depend 
on the same principles that were used for classification trees, and cross-validation can also be 
employed to prune the tree. 
The decision tree algorithm can be used extensively in mixed types of variables, even where 
some values are missing. This section has introduced how to identify splitting points in either 
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classification tree or regression tree. The algorithm is easy to follow and the models are generally 
simple to interpret. Since the decision tree has been very popular for 30 years, the power of 
prediction tends to be inferior and there are more and more classification methods developed to 
improve the accuracy of the data. (Williams, 2011) In the next section, bagging will be 
introduced. 
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CHAPTER 3. BAGGING 
Breiman (1996) referred to the classification and regression trees as unstable, if the classifier is 
sensitive to small changes in the sample. “Bagging predictors is a method for generating multiple 
versions of a predictor and using these to get an aggregated predictor.” Breiman (Breiman, 1996) 
mentioned in his paper of “Bagging Predictors”, is the procedure of “bootstrap aggregation”. 
3.1 Algorithm for Bagging Predictor 
Consider a learning set   {     }         ,   can be any positive integer. The sample size 
of this learning set is n, and the response variable of y is either categorical or numerical. Suppose 
       is the predictor from the learning set and there are a sequence of learning sets {  }, each 
also contains   independent observations were given from the same learning set   . For each 
learning set of {  }, there is a new predictor         for the response variable. The goal for the 
Bagging is using these new predictors to find a better predictor than using a single learning set 
predictor. 
If the response variable y is categorical and is separated by   {       } classes, it indicates 
       predicts a class label. For each predictor         in the sequence of learning sets {  }, 
we are going to take the voting of these predictors to aggregate the predictor       . Let 
     {           }and the new predictor denotes as                , the results of 
class label will follow the maximum of   .  
If the response variable of y is numerical, the       equals the average of the sequences of 
predictors       , it denotes  
                             
with the expectation over   is denoted by    . 
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However, there are not many replicates of   in each dataset, so bootstrap samples become a good 
method to assume the    in a single learning set. Pick up random n observations with the 
replacement from the learning set every time that is denoted by   , so the new predictor of each 
bootstrap sample denotes as         and the final aggregate predictor denoted as      .  If the 
response variable y is class labeled, the       will be voted by      
  . 
For example, the table 1 below is a learning set where the response y is categorical and indicates 
the sample size is 4 in 2 classes: 
Table 1. An Example for Bagging Predictor with Response Variable is Categorical 
index 1 2 3 4 
Value of x 2 4 6 8 
Value of y 1 1 0 1 
 
Suppose it is resampled 3 times    the first instance includes the samples indexed as  1,1,2,3, and 
the procedure method for the           =1; the second sampling includes the samples indexed as 
1,3,3,4, and the procedure method for the          ; the final instance includes the samples 
indexed as 1,2,3,4, and the procedure method for the           . In the aggregate for the three 
predictors, it is clear to see         as class 1 have more instances than class 0. 
If the response variable of y is numerical, the       equals the average of the sequences of 
predictors       , it denotes  
             
           
    
For example, the table 2 below is a learning set where the response variable y is numerical and is 
given with the sample size of 4: 
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Table 2. An Example for Bagging Predictor with Response Variable is Numerical 
Index 1 2 3 4 
Value of x 2 4 6 8 
Value of y 6 8 9 7 
 
Suppose these are also resampled 3 times    the first time includes the samples that are indexed as 
1,1,2,3, and the procedure method form the         =6.7; the second sample includes the 
samples that are indexed as 1,3,3,4, and the procedure method for the             ; the third 
sampling includes the samples that are indexed as 1,2,3,4, and the procedure method for the 
           . In the aggregate of the three predictors, it is clear to see  
              
   
         
 
     , 
the new predict value of y for the input x is 7.6. 
3.2 Principle in Classification 
Suppose a learning set   {     }         ,   can be any positive integer and the response 
variable of y is class label   {       }. Let a predictor        of this learning set predicts a 
class label j {       }, and set up a new notation    |  , it denotes the relative frequency of 
the predictor        predicts input   in class j within the number of independent resampling 
from the learning set  . Let 
   |              . 
If    | ) indicates the probability of input x that can lead to the class j, then ∑    |     |    is 
the probability of predictor        correctly classify class label of the input  . Set up    |   is 
an indicator function which is defined as 
   |   {
       |          |   
        |          |  
, 
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So it is easy to obtain 
∑    |     |            | )      (1) 
 Let      denotes the probability distribution of x in each class and make 
     [∑    |     |   ]     . 
 Integrating the above equation on both sides, it becomes 
     ∫[∑    |     |   ]        . 
From the inequality (1), it follows that 
     ∫       |                
and this is the maximum correct classification probability of input x. It also gives us the equality 
of  
           |              |  ,                 
this indicates the predict class label of aggregating the predictors is the same as the classifier 
with the theoretical probability.  That is, if the relative frequency of predictors make more 
predictions in class j than other classes, the actually input x also has more probability in class j 
than other classes. 
However, it is not every input   will be in the right classifier by predictor   . Define the indicator 
function, 
  {
              |    
                 |    
  . 
So the correct overall classification probability of aggregating of predictors is 
     ∫∑               |        |          . 
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Let   be the set of inputs   in the correct classifier with the predictor  , and  ’ is the set of 
inputs x in the other classifiers with the predictor  , the correct classification probability of input 
x by using aggregate predictor is  
 ∫       |                ∫∑               |        |             
   . 
This means if there are more input x are predicted in the correct classification, it indicates the 
predictor tends to be more optimal. 
3.3 Principle in Numerical Prediction 
Suppose a learning set   {     }         ,   can be any positive integer and the response 
variable of y is numerical. Let a predictor        of this learning set predicts number for input  . 
As discussed above, the aggregate predictor        equals the average of the predictors        , 
it denotes                 with the expectation over   is denoted by    . Suppose y is the 
output value for the input x, the expectation  
  [        ]
    [ 
             (      )
 
] 
                                                                     [ 
 ]    [ ]    [      ]    [      ]
 . 
As y is numerical, it changes to  
  [        ]
         [      ]    [      ]
         (1) 
Since              [  ] [ [ ]]   , we obtain 
  [        ]
  [  [        ]]
   , 
With                 it will change to   [        ]
  [       ]
   , thus  
  [        ]
  [       ]
                      (2) 
Applying (1) in (2),  
       [      ]    [      ]
             [     ]
 , 
The inequality becomes  
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  [      ]
  [     ]
 , 
it also equals 
  [      ]
  [        ]
                   (3) 
Let        is the joint distribution, integrating (3) by both sides, 
∬  [      ]
            ∬[        ]
            
The new inequality becomes 
  [      ]
  [        ]
  
If         changes substantially, there will be an improvement in classification. This is a case of 
an unstable regression tree. Additional information can be found in (Breiman, 1996). 
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CHAPTER 4. ADABOOST 
AdaBoost is very simple to use and often improves given weak classifiers, and there are also 
tremendous weak classifiers can be chosen. The algorithm of AdaBoost and how to use the 
algorithm to calculate will be introduced in the following section. (Hertzmann & Fleet, 2011) 
4.1 AdaBoost Algorithm 
Definition 4.1.1 (AdaBoost) 
AdaBoost is an algorithm for construction a “strong” classifier as linear combination 
         [∑       
 
   
] 
of “simple” “weak” classifiers      .   
Suppose there is given a learning set   {     }         ,  can be any positive integer, 
where     
  and    {    }. Let       denotes the best weak classifiers at each iteration t, 
and make        {    } with            
As         , the initial initially assign uniform weights           when    . At each 
iteration t, find the best weak classifier       using weights     .  
Suppose there is a set of weak classifiers   {     }. Compute the error rate: 
      = ∑      ⟦         ⟧
 
   ,  
where                                                                     .                             
When    
 
 
 , it will stop to use the new method to classify. 
Let    
 
 
  
    
  
 , the weights for each new weak classifier is  
          
                     
  
, 
Where    is the new normalization factor, and then the output for the final classifier: 
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         [∑        
 
   ], 
Where       denotes the number of weak classifiers at each iteration t. 
As the algorithm is introduced above, the weights for each weak classifier is given by  
          
                     
  
, 
   
 
 
  
    
  
  
And    needs to be less than   in the algorithm,      is the condition to be satisfied with. It is 
easy to follow the inequality of    (           )   
   (           ){
               
               
   . 
The inequality follows the rule that if          , it will increase the weight of wrong classifiers; 
if           , it will decrease the weight of right classifiers. So AdaBoost focus on the 
informative examples. 
So the following upper bound theorem holds. The theorem is due to maximize the training error 
in order to control the accuracy of the Algorithm.  (Yoav Freund, Robert E. Schapire, 1996) 
Definition 4.3.1 (Upper bound Theorem) 
The following upper bound holds on the training error of H 
 
 
∑⟦         ⟧
 
 ∏  
 
   
 
Proof: As the weights function is  
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         ∑              
∏    
 , 
As      is the initial weight with          . 
                                                  
 
 
 
    ∑              
∏    
 . 
Using the inequality above, when           , so            , and              , it is 
easy to follow 
    ∑                . 
Now we have 
⟦        ⟧      ∑               , 
Multiply 
 
 
 both sides, it becomes 
(
 
 
)⟦        ⟧  (
 
 
)   (∑           
 
) 
(
 
 
)∑⟦        ⟧
 
 (
 
 
)∑   (∑           
 
)
 
 
 
(
 
 
)∑ ⟦        ⟧  ∏     ∑          . 
As ∑           , so 
(
 
 
)∑ ⟦        ⟧  ∏     . 
Where does    come from? As we know,    is the new normalization factor for each t, the 
function for    is  
   ∑            
 
               , 
If we take the derivative respect to each    and find the minimum value of     
  
   
  ∑      [         ]      
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Using the equality function 
         {
               
              
  , 
The derivative becomes 
∑                        ∑                           . 
Using the error rate, 
   = ∑      [         ]
 
    . 
It becomes 
                            , 
Solve for the equation, we can get        
   
 
 
  
    
  
  . 
4.2 Example of Using AdaBoost 
Below is an example of how the AdaBoost algorithm can be used to classify the teachers’ 
efficiency. Suppose there is a given training data with six teachers. The Y value of -1 and 
classifies that the teacher does not make an improvement, and the Y value of 1 classifies the 
teacher does make an improvement. The X value can include any features that can be used to 
classify the teachers. 
 
Table 3. An Example for AdaBoost 
number 1 2 3 4 5 6 
X value 1 2 3 4 5 6 
Y value -1 1 1 -1 -1 1 
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The weak learner       that minimizes the probability of error over the entire data, and the 
       are 
Table 4. Weak Classifier Predicts the Value of Response Variable 
 Y value -1  -1 1  -1 1 1 
 
With initial weights are  
Table 5. Initial Weights for the Response Variable  
Initial 
weights 
1/6 1/6 1/6 1/6 1/6 1/6 
 
There are 2 teachers are not correctly classify by the first method, so 
   = ∑      ⟦        ⟧
 
         
   
 
 
  
    
  
       , 
And                                                                     . 
The pre-normalized    is  
Table 6. Pre-normalized Probability for the Response Variable 
 
Pre-
normalized 
   
 
Index1= 
 
0.1178 
 
Index2= 
 
0.2358 
 
Index3= 
 
0.1178 
 
Index4= 
 
0.1178 
 
Index5= 
 
0.2358 
 
Index6= 
 
0.1178 
 
 
 Let us pull out the index 1 and index2 to show how the calculation working in this problems. 
Pre-normalized  
    
                     
 
, 
And 
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   (
 
 
)     (                 )        , 
   (
 
 
)     (                )          
The normalization factor    ∑   
 
   = 0.9468, the new weight is  
       
                     
  
 
Showed in the table 7 below: 
Table 7. The New Weights for the Response Variable 
 
      
 
Index1= 
0.1244 
 
Index2= 
0.2490 
 
Index3= 
0.1244 
 
Index4= 
0.1244 
 
Index5= 
0.2490 
 
Index6= 
0.1244 
 
If the above steps are repeated till the    
 
  
   it will stop. Suppose there are 3 methods used for 
this example, the final classifier:          [                       ], If         it 
is a strong classifier and indicates this teacher does make an improvement; if       , it is a 
weak classifier and indicates this teacher does not make an improvement with the students. 
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CHAPTER 5.  DISCUSSION AND CONCLUSION 
Decision trees are widely used for solving classification problems as they can handle mixed 
types of variables to classify data or perform numerical predictions. Breiman addressed “it has 
the potential for being a powerful and flexible classification tool”. Since the final decision trees 
are in a simple form which includes the original data and also can do the efficiency classifiers for 
the new data, it is very useful and competitive to use the conditional information to do the 
classifiers (Breiman, 1984). Deng et al (2011) pointed out that if the data includes the categorical 
variable with the number of levels in decision trees, not in binary levels, the information gain 
will be biased and calculation can be very complex if many values are uncertain. However, 
Nayab(2011) suggests that the instability is also another problem for a decision tree, even if there 
is a small change in the input x, it can change the tree significantly by using the original data. In 
order to avoid the unstable problem in decision trees, Brieman (1996) explored the method called 
bagging predictor. It can improve an unstable and weak classifier to a better one. Dong et al 
(2006) indicated that the bagging predictor focuses on the global accuracy to get the average of 
classification accuracy; it may obtain less over fitting. However, Breiman (1996) provided 
evidence that bagging predictors do not perform well with stable data. In order to make a better 
frame for doing classification, AdaBoost became the most popular algorithm in Boosting; it is 
good for outliers. It was formed by Yoav Freund and Robert Schapire. Freund and Schapire 
(2011) indicated AdaBoost is simple and easy to program and can provide consistently effective 
results according to the rules. It can combine many classification methods and be “less 
susceptible to the over fitting problems than most learning algorithm.” AdaBoost with decision 
tree is considered to be the best classifier. As AdaBoost is used to form a linear combination of 
weak classifiers, if weak learners are quite strong, the AdaBoost may not be effective to do the 
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classification. If hypotheses are too complex, the test error might be much larger than the 
training error (Freund, 2011). Comparison of the above three popular methods in doing 
classification, the properties of the data decide which methods will be most accurate and efficient. 
With the limitations of the data, and based on the different criteria for the school districts across 
the nation, the methods described can be used to classify teacher efficiency, and to improve 
existing classifiers. 
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APPENDIX  B. ORGANIZED DATA IN SPREADSHEET 
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