A system for the automatic evaluation of interference patterns has been developed. After digitizing the interferograms from classical and holografic interferometers with a television digitizer and performing different picture enhancement operations the fringe loci are extracted by use of a floating-threshold method. The fringes are numbered using a special scheme after the removal of any fringe disconnections which might appear if there was insufficient contrast in the interferograms. The reconstruction of the object function from the numbered fringe field is achieved by a local polynomial least-squares approximation. Applications are given, demonstrating the evaluation of interferograms of supersonic flow fields and the analysis of holografic interferograms of car -tyres.
Introduction
Interferometry is an essential measurement tool in the field of flow visualization, mechanical deformation measurement, vibration analysis etc. After introduction of holografic methods, interferometry is being used more and more as a tool in fabrication and final testing. With the increasing number of applications the problem of interferogram evaluation becomes important especially if industrial testing applications, investigation of unsteady processes in fluid flow research or three -dimensional reconstructions from holografically recorded density fields are to be considered. The qualitative evaluation often is performed by hand and therefore has proven to be very time -consuming with high personnel requirements. The usefullness of interferometric methods could be increased if the process of interferogram evaluation would be automated.
A few approaches of automatic interferogram analysisl'2'3 are known, dealing with less complex interferograms often occurring in optical component testing. While in wave front errors are detected by a measurement of fringe straightness, a Zernike polynomial expansion is used in 2 and 3 to evaluate optical aberrations from interferometric data. Some work on automatic or semiautomatic fringe evaluation is done in the field of holografic interferometry with multiple reference beams4 -2 or with multiple illumination beams to measure three -dimensional deformations of diffuse objects.° Dual reference beam holografy shows several advantages compared to holografy with one reference beam, because the interference pattern may be shifted by inserting a relative phase shift between the two reference beams. Therefore an interpolation between the fringes and a noise reduction by image intensity subtraction is easier to perform. 4 The approaches in these papers partially make use of the special holografic set -up to get information about the increase or decrease of fringe order or to get the absolute fringe order. On the other hand the fringe fields are restricted to less complex structures and the input of additional data by hand is often necessary (e.g. the fringe numbers4 '8) .
In this paper a system for the automatic analysis of classical and holografic interferograms is presented, performing the steps of fringe segmentation from the digitized and preprocessed interferograms, representing the fringes as a polygonal data structure, numbering the polygons corresponding to the relative or absolute fringe order and transforming the polygonal data into a local polynomial representation to permit interpolation at arbitrary points in the object plane. The classical interferograms are obtained from investigations of instationary transonic plane flows using high speed equipment with a Mach -Zehnder-interferometer.9 The holografic interferograms are double exposure holograms of car -tyres, recorded with one reference beam at two different air pressures.1°T
opology of interferograms
The interferometric process may be described by a surjective mapping of the optical path difference (OPD) at object location (x,y) OPD(x,y) = X N(x,y) with a periodic function, e.g. in the case of two -beam interference I(x,y) = Io(x,y) [1 + cos(27 N(x,y))], (1) where I(x,y) is the interferogram intensity, N(x,y) is the fringe order and A is the wavelength of light.
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Topology of interferograms
The interferometric process may be described by a surjective mapping of the optical path difference (OPD) at object location (x,y) OPD(x,y) = A N(x,y) with a periodic function, e.g. in the case of two-beam interference I(x,y) = I 0 (x,y) [1 + cos(2ir N(x,y))], (D where I(x,y) is the interferogram intensity, N(x,y) is the fringe order and A is the wavelength of light.
In order to adopt the OPD-values from the interference patterns mathematically one has to inverse the mapping function (1) . In general this may not be obtained in a mathematical closed form regarding to the ambiguity of (1) . Therefore the fringe order has to be determined according to the OPD at the fringe location. Criteria for the fringe numbering are partially derived from the shape of the fringes as well as from the knowledge of some physical properties of the object under consideration. In a region of the object where the function of OPD's is steady and smooth a set of criteria is valid due to the fact that the interferogram represents a contour map of a wavefront. These criteria are: a) the difference in fringe order of two adjacent fringes may only be ± 1 or 0 b) fringes of unequal order do not touch or intersect each other c) a fringe can never end except at the boundary of the field of view unless it is a circular fringe.
If the local gradient of the interference number function N(x,y) is unknown, it is not always possible to derive the fringe order respectively the direction of increase or decrease of fringe order from the adjacent fringes (e.g. in a region with circular fringes or with fringes that are situated parallel to discontinuities of the OPD-function). In the case of studying unsteady processes one usually takes a series of interferograms. If the interframe time is chosen properly, one gets a further criterion d) the difference between the fringe number function at time t and t + At
is less than 1 in most sections of the interferogram.
With the last criterion additional information can be derived by comparing the actual fringe field with the previously numbered field. In this way one may overcome difficulties with unsteady OPD-functions, as they often occur in fluid flow research in the form of shock waves.
System components
The holografic interferograms are reconstructed and viewed through the hologram with a TV-camera with high spatial resolution and high spectral sensitivity. The classical interferograms recorded on 16 mm film are projected directly at the target of the TV-camera. The video signal of the TV-camera is digitized line by line by a transientrecorder (biomation) connected to a minicomputer (PDP 11/34). The resolution is selectable by choice of the scan frequency and the line spacing. Usually a resolution of 512 x 512 or 512 x 256 picture points (pixels) with eight bit gray levels is used, but also 1024 x 512 pixels may be achieved.
The digitized TV -lines are fed into the computer and are processed sequentially or stored on disk for subsequent processing. In the near future the system will have access to an array processor (AP120B) via a fast data link reducing the computing time for some steps of processing. Further a data tablet and a grafic terminal is connected to the system to enable hand input of grafic data and to show intermediate steps of processing. A detailed description of the system is given in 11.
Preprocessing
While the picture quality of the classical interferograms is adequate as far as contrast and eveness of illumination is concerned, the holograms have a variable partially very small contrast, especially in the outer regions of the interferograms. Furthermore the illumination is very uneven due to the fact that the actual interferogram intensity is modulated by the object intensity as well as by a diffraction pattern located at the hologram surface. This diffraction pattern is imaged because a wide -angle optic has to be used to pick up the holograms. Depending on the quality of the interferograms, different enhancement procedures can be employed. To increase the signal -to-noise -ratio (SNR) of the low contrast holografic interferograms, an averaging of multiple frames of the same picture is performed. The speckle pattern is reduced by application of a spatial smoothing procedure where each pixel is replaced by an average of the eight neighbouring pixels. Another enhancement procedure is the removal of the uneveness of illumination. The procedure uses the average gray level in a grid of windows of suitable size (e.g. 32 x 32) to construct a smooth surface by bilinear interpolation between every four adjacent nodes and subtracts this surface from the original interferogram. Due to the bilinear interpolation the surface shows a discontinuity in slope at the margins of the windows (Fig.1 ). This may be ignored as experience shows. The method is similar to a so called "very low pass filtering" proposed by 8, where each pixel In order to adopt the OPD-values from the interference patterns mathematically one has to inverse the mapping function (1) . In general this may not be obtained in a mathematical closed form regarding to the ambiguity of (1) . Therefore the fringe order has to be determined according to the OPD at the fringe location. Criteria for the fringe numbering are partially derived from the shape of the fringes as well as from the knowledge of some physical properties of the object under consideration. In a region of the object where the function of OPD's is steady and smooth a set of criteria is valid due to the fact that the interferogram represents a contour map of a wavefront. These criteria are: a) the difference in fringe order of two adjacent fringes may only be ±1 or 0 b) fringes of unequal order do not touch or intersect each other c) a fringe can never end except at the boundary of the field of view unless it is a circular fringe.
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Preprocessing
While the picture quality of the classical interferograms is adequate as far as contrast and eveness of illumination is concerned, the holograms have a variable partially very small contrast, especially in the outer regions of the interferograms. Furthermore the illumination is very uneven due to the fact that the actual interferogram intensity is modulated by the object intensity as well as by a diffraction pattern located at the hologram surface. This diffraction pattern is imaged because a wide-angle optic has to be used to pick up the holograms. Depending on the quality of the interferograms, different enhancement procedures can be employed. To increase the signal-to-noise-ratio (SNR) of the low contrast holografic interferograms, an averaging of multiple frames of the same picture is performed. The speckle pattern is reduced by application of a spatial smoothing procedure where each pixel is replaced by an average of the eight neighbouring pixels. Another enhancement procedure is the removal of the uneveness of illumination. The procedure uses the average gray level in a grid of windows of suitable size (e.g. 32 x 32) to construct a smooth surface by bilinear interpolation between every four adjacent nodes and subtracts this surface from the original interferogram. Due to the bilinear interpolation the surface shows a discontinuity in slope at the margins of the windows (Fig.1 ). This may be ignored as experience shows. The method is similar to a so called "very low pass filtering" proposed by 8 , where each pixel Fringe numbering A fringe numbering scheme has to introduce the previously discussed criteria into an algorithm. Furthermore the a priori known properties of the current object have to be involved. Different schemes have been developed to number various kinds of fringe fields.
A primary numbering scheme is applicable to correctly extracted fringe fields showing no fringe disconnections derived from objects with steady and local monotonous OPD-functions. The line field is divided into systems of adjacent and similar behaved lines, e.g. sets of concentric circular fringes. In the next step the centroids of the enclosed area belonging to the inner closed lines or the inner lines of systems intersected by the boundary are connected with one adjacent system by straight lines. The inner concentric line systems are connected only to the line systems which have a similar curvature along the connecting line (see Fig.5a ). The polygons are numbered relative to the sequence of intersecting along the connecting lines, starting with the line system containing the most number of lines. If two consecutive points of intersection belong to the same polygon, the fringe-counting is inverted. To get the absolute fringe order the relative numbers have to be fixed by an offset and the counting direction derived from the experimental set -up known at one location.
If the extracted line field contains disconnections, as often is the case in the holografic interferograms due to less contrast, the numbering scheme additionally has to localize and correct the erroneous locations. The idea of the scheme is based on the fact that in general there are only a few locations with small area, at which the fringe lines are falsely extracted, while the line field in most parts of the interferogram is represented correctly. The line map of the interferogram is divided into rectangular segments by a grid of suitable -sized meshes. The line segments inside the meshes are now numbered mesh by mesh, starting at the mesh with the maximal number of line segments and with a minimal number of inversion points of fringe-counting (e.g. a mesh containing parallel lines). The algorithm now looks for the adjacent meshes, in which the numbering can continue, i.e. which have at least two consecutive already numbered line segments at their common grid line. From these meshes, the one showing the best conditions is chosen. The numbering makes use of the fact that the sum of the differences in fringe order derived along a closed line always has to be zero because of the previously discussed properties of interference fringe fields. If the line numbering of the actual mesh is not in accordance with the numbering of the adjacent meshes, it is put back and handled later. In this way, the meshes containing disconnections are processed after all other meshes have been numbered. The numbering scheme now tries to number the line segments inside the erroneous meshes using the numbers known in the adjacent meshes. If a line has to get different numbers, it is divided into two segments. For example in Fig.5b a line field with disconnections is shown. The order in which the meshes are processed by the numbering scheme is shown by the numbers drawn inside the meshes. Encircled numbers are marking the meshes which contain lines erroneously connected, as localized by the algorithm.
A further development of this algorithm currently being programmed, uses a local surface approximation similar to that discussed in the following section to reconstruct the line course in strongly disturbed regions of larger size by extrapolation of a continuous surface.
The idea of a third numbering scheme applicable to series of interferograms, taken at an appropriate interframe time, is to get additional information from the previously numbered fringe field. This proceeding assumes that the fringe locations vary only a small fraction of fringe spacing at most locations of the interferogram, as is often the case in interferograms of instationary flows. The regions of the shock waves are restricted to small areas and often the shock waves are instationary, i.e. in most cases there are some interferograms showing no shock waves at all (see Fig.6 ). The numbering of a series of interferograms starts with the numbering of the first frame using the previously discussed method or by setting the absolute fringe numbers by hand. The fringe lines are superimposed by a set of so called "test lines" (see Fig.5c ) at which a set of order number functions is defined by a rational spline approximation. This set of spline functions is fitted to the fringe lines of the next following interferogram. The numbers of those fringes overlapping uniquely at the test lines are accepted directly; the other numbers are derived from the spline functions. In this manner the fringe numbering may be continued across a shock wave, although due to the insufficient resolution, the fringes situated inside the shock are not represented in the line map or exhibit disconnections.
Polynomial approximation
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After numbering the fringe lines, the OPD-function is defined at a set of contour lines, but most of the mathematical transformations to follow require the interpolation of fractional fringe order numbers. Some methods for interpolation between random points on a surface have been discussed in 14 . An algorithm best suited in regard to computation time as is replaced by the mean value in an expanded window. However, the computation time of this method would be larger. To remove a distortion pattern appearing in the interferograms of car -tyres as a result of manufacturing, a two -dimensional filtering procedure is implemented using fast Fourier transform algorithms. The straight grating -like distortion pattern could be removed or at least reduced significantly by masking off the corresponding frequency components.
Fringe segmentation
The process of fringe segmentation from the digitized and preprocessed interferograms is performed in two steps: first the gray level fringes have to be improved by a contrast enhancement, after that the loci of the extrema or the zeros of the fringes have to be derived from the fringe pattern and connected to consecutive lines. In the actual implementation of the method the zeros are used to define the fringe positions because the accuracy is higher and the data structures are easier to manipulate. This is due to the fact that no line branching occurs. A simple gray level transformation which converts the interferogram into a binary tone pattern is achieved by comparison with a threshold value. Where the thresholding with a fixed average gray value is not applicable, as in the case of the holografic interferograms, a gray scale transformation using a floating threshold can be used. The algorithm works line by line. Starting from the last recognized extremum in the line, the next extrema are examined and accepted only, if the gray level difference between the previously accepted and the current extremum exceeds a threshold derived from the mean amplitude of noise. The extrema obtained in this way defines a steplike threshold function, which takes the mean gray level between two adjacent extrema (Fig.2) .
The representation of the fringes by polyloons is performed by a sequential tracking algorithm similar to a technique proposed in The left-and right -edge points of the fringes due to the scan line are taken from the gray level transformed interferogram and compared to the left-and right -edge points derived from the next scan line. Each of the edge points in the current scan line is assigned to a fringe polygon by a simple boundary continuation test. Different actions have to be taken depending on the continuation conditions, e.g. if two edge points merge to one edge point in the adjacent scan line, the right -edge points of the left fringe polygon and the left -edge points of the right fringe polygon received so far, are connected together to form a single polygon. A new couple of polygons is initialized each time, if two edge points have no connection to the previous scan line. The collected points belonging to the same fringe polygon are put into a temporary storage buffer. To reduce the amount of data to store, a redundancy reduction algorithm'3 is activated every time the temporary storage buffer of a certain polygon is filled. In this way the actual polygon is approximated by a subset of vertices of the original polygon within a certain given range of tolerance.
If a fringe goes outside the field of view, or if a background object (e.g. an airfoil) resides inside the fringe field, the visible area of the fringes can be handled by using the points on the boundary as edge points of the fringes. Of course, the corresponding polygons may not be connected along the boundary of the background object because they may have different fringe orders. In order to establish the boundary test in a quick, easy and robust manner, it is not desirable to derive the boundary information from the fringe field itself. Therefore, the geometry of the test region (i.e. the coordinates of the boundary) is used to generate a binary valued mask which is compared pixel by pixel with the actual interferogram. With regard to some problems encountered in the fringe numbering process where the knowledge about the "colour" of a region is of importance, the vertices are stored in such an order, that the black region of a fringe is on the right hand side, if one looks from one point of the polygon to the next (see Fig.3 ).
In the case of insufficient contrast, or local exceeding of the system resolution because of a very small fringe spacing, disconnected fringes may occur and thus polygon segments representing fringes of different order may be connected. In most cases information obtained from the close surrounding of these locations is insufficient to solve the problems, instead the knowledge about the whole fringe field is necessary. A complete correction of all the incorrectly linked polygon segments may be performed only during the fringe numbering. However, to facilitate the numbering process, most of the "suspicious looking" locations may be detected in advance by analysis of the geometrical parameters of the polygons. These are the shape features e.g. circularity (enclosed area divided by the perimeter squared), the distance of the polygon end points or the angles between polygon segments. An example is shown in Fig.4 . Some of the polygons extracted from the interferogram of a Laval nozzle flow are disconnected or falsely connected because of the small fringe spacing in the boundary layer, as well as in the separation region. The geometrical analysis procedure determines the locations where the polygons have to be divided into single segments, as is shown in Fig.4b .
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is replaced by the mean value in an expanded window. However, the computation time of this method would be larger. To remove a distortion pattern appearing in the interferograms of car-tyres as a result of manufacturing, a two-dimensional filtering procedure is implemented using fast Fourier transform algorithms. The straight grating-like distortion pattern could be removed or at least reduced significantly by masking off the corresponding frequency components.
Fringe segmentation
The representation of the fringes by polycrons is performed by a sequential tracking algorithm similar to a technique proposed in * . The left-and right-edge points of the fringes due to the scan line are taken from the gray level transformed interferogram and compared to the left-and right-edge points derived from the next scan line. Each of the edge points in the current scan line is assigned to a fringe polygon by a simple boundary continuation test. Different actions have to be taken depending on the continuation conditions, e.g. if two edge points merge to one edge point in the adjacent scan line, the right-edge points of the left fringe polygon and the left-edge points of the right fringe polygon received so far, are connected together to form a single polygon. A new couple of polygons is initialized each time, if two edge points have no connection to the previous scan line. The collected points belonging to the same fringe polygon are put into a temporary storage buffer. To reduce the amount of data to store, a redundancy reduction algorithm 13 is activated every time the temporary storage buffer of a certain polygon is filled. In this way the actual polygon is approximated by a subset of vertices of the original polygon within a certain given range of tolerance.
If a fringe goes outside the field of view, or if a background object (e.g. an airfoil) resides inside the fringe field, the visible area of the fringes can be handled by using the points on the boundary as edge points of the fringes. Of course, the corresponding polygons may not be connected along the boundary of the background object because they may have different fringe orders. In order to establish the boundary test in a quick, easy and robust manner, it is not desirable to derive the boundary information from the fringe field itself. Therefore, the geometry of the test region (i.e. the coordinates of the boundary) is used to generate a binary valued mask which is compared pixel by pixel with the actual interferogram. With regard to some problems encountered in the fringe numbering process .where the knowledge about the "colour" of a region is of importance, the vertices are stored in such an order, that the black region of a fringe is on the right hand side, if one looks from one point of the polygon to the next (see Fig.3 ).
In the case of insufficient contrast, or local exceeding of the system resolution because of a very small fringe spacing, disconnected fringes may occur and thus polygon segments representing fringes of different order may be connected. In most cases information obtained from the close surrounding of these locations is insufficient to solve the problems, instead the knowledge about the whole fringe field is necessary. A complete correction of all the incorrectly linked polygon segments may be performed only during the fringe numbering. However, to facilitate the numbering process, most of the "suspicious looking" locations may be detected in advance by analysis of the geometrical parameters of the polygons. These are the shape features e.g. circularity (enclosed area divided by the perimeter squared), the distance of the polygon end points or the angles between polygon segments. An example is shown in Fig.4 . Some of the polygons extracted from the interferogram of a Laval nozzle flow are disconnected or falsely connected because of the small fringe spacing in the boundary layer, as well as in the separation region. The geometrical analysis procedure determines the locations where the polygons have to be divided into single segments, as is shown in Fig.4b . well as numerical representation seems to be a local distance -weighted polynomial least squares approximation. On a rectangular grid (ai,b.) (i= 1,...,n; j= 1,...,m) the coefficients of a two -dimensional polynomial of second order 
where w(d2)= exp( -ad2) is a weighting function, which gives more weight to the data points (xr,y) having a shorter distance d to the grid point (ai,b.) than the more distant points. The additional advantage of this is that the more distant points may be ignored in the computation. The solution of equation (3) is performed by solving a system of linear equations (Gauss' method). The parameter a in the weighting function is chosen in accordance with the number of fringe points inside the mesh. The interpolation of the OPD-function at a point (x,y) is achieved by evaluation of the polynomials defined at the four adjacent grid points of the mesh containing the point (x,y) . If a smooth approximation of the OPD-surface is desired, a two -dimensional spline function may be defined at the corners of the rectangular grid using only the zero and first order coefficients from the previously obtained polynomials. As an example the polygonal line map of the holografic interferogram of Fig.7a is shown in Fig.7b , while a contour line map of the polynomial surface derived from the numbered fringe polygons is to be seen in Fig.7c . The advantage of the polynomial representation is the fact that averaging and subtraction of interferograms as well as computation of first and second order derivations of the OPD-function is easily performed by manipulation of the polynomial coefficients. Besides, an enormous reduction of data has been achieved.
Evaluation time
The computation time necessary to evaluate an interferogram depends on the steps of preprocessing required as well as on the complexity of the fringe field. As an example the processing of a hologram similar to Fig.7a with a resolution of 512 x 512 pixels performing the steps of spatial smoothing, gray scale transformation and fringe polygon extraction, numbering and computing of the polynomial coefficients takes approximately 5 -10 minutes. If some of the time -consuming procedures as e.g. the computing of the polynomial coefficients, are executed by the array processor (AP), the total time expected lies in the range of a minute. The previously mentioned two -dimensional filtering techniques can be accelerated using the AP by a factor of 50 -100. Thus these methods may be applied even in the case of evaluating large series of interferograms.
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