conducted a meta-analysis of 30 data sets reported in the classification literature that involved use of the "5-4" category structure introduced by D. L. Medin and M. M. Schaffer (1978) . The meta-analysis was aimed at investigating exemplar and elaborated prototype models of categorization. In this commentary, the author argues that the meta-analysis is misleading because it includes many data sets from experimental designs that are inappropriate for distinguishing the models. Often, the designs involved manipulations in which the actual 5-4 structure was not, in reality, tested, voiding the predictions of the models. The commentary also clarifies various aspects of the workings of the exemplar-based context model. Finally, concerns are raised that the all-or-none exemplar processes that form part of Smith and Minda's (2000) elaborated prototype models are implausible and lacking in generality.
In their article "Thirty Categorization Results in Search of a Model," Smith and Minda (2000) conducted a meta-analysis of data sets from previous categorization studies. All of the data sets were from tasks that involved use of a particular category structure, coined by Smith and Minda as the "5-4" structure. This 5-4 category structure was first used by Medin and Schaffer (1978) in their seminal studies that introduced the exemplar-based context model and has been used in numerous investigations since then. The structure is highly diagnostic for discriminating between the predictions of the context model and an altemative class of independent-cue prototype models. Smith and Minda (2000, pp. 7-9) acknowledged that, overall, the context model provides a far better account of the data from this paradigm than does the prototype model. However, they pointed out that if one extends the prototype model by allowing it an additional all-or-none exemplar-memorization process, plus a guessing process, then, overall, this mixed prototype/all-or-noneexemplar/guessing model achieves fits to the data sets that are as good as those of the context model. I focus this commentary on three main areas. First, I argue that Smith and Minda's (2000) meta-analysis is misleading because it includes a large number of data sets from designs that are inappropriate for distinguishing between the context model and the alternative prototype model. In many cases, these designs involved experimental manipulations in which the actual 5-4 category structure was not, in reality, being tested, so the purported predicThis work was supported by Grant R01 MH48494-09 from the National Institute of Mental Health. I thank Jerome Busemeyer, Koen Lamberts, Douglas Medin, J. David Smith, Safa Zaki, and an anonymous reviewer for their criticisms and suggestions regarding an earlier version of this article.
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tions of the exemplar model no longer apply. Although Smith and Minda (2000) reported some subsidiary analyses to address this concern, I believe that their response is inadequate and, unfortunately, continues to misrepresent the results from the literature. Second, I attempt to clarify various aspects of the workings of the exemplar-based context model, particularly those pertaining to the similarity-based assumptions in the model. Third, I consider the nature of the alternative prototype plus exemplar models proposed by Smith and Minda (2000) . Specifically, I express concerns regarding the plausibility and generality of their assumption of an all-or-none exemplar memory process that allows for no form of exemplar-based generalization.
Inappropriate Data Sets
In opening their article, Smith and Minda (2000, p. 4) noted that their meta-analysis involves "a comprehensive survey and a deliberately nonselective one." The easiest way to demonstrate my concern about their nonselective approach is by making reference to their scatterplot analysis in which performance on Pattern A2 is compared with that on Pattern A1 across the 30 data sets. As Smith and Minda (2000) explained in detail, with regard to the 5-4 structure, the context model predicts that Pattern A2 will be classified with accuracy equal to or greater than that of Pattern A1, whereas the prototype models (even the ones embellished with guessing and all-or-none exemplar-based processes) predict the opposite. For ease of comparison, Smith and Minda's (2000) original scatterplot of 30 data sets is presented here as Figure 1 . As is evident from inspecting Figure 1 , there is no clear tendency for the points to lie either above or below the line of equality, so Smith and Minda concluded that neither the qualitative prediction of the exemplar model nor the prototype model is supported.
I present another version of this scatterplot in Figure 2 . There are two main differences from Smith and Minda's (2000) primary model-fitting analyses that they reported), Smith and Minda included a number of highly dependent multiple conditions from single experiments. For example, Nosofsky, Kruschke, and McKinley (1992) reported an experiment in which all participants received a fixed training sequence of the 5-4 category structure, and at four intervals during the learning sequence the participants' transfer performance was tested. Nosofsky et al. (1992) also reported the data averaged across the four transfer tests to summarize the main trends. Smith and Minda (2000) treated these four transfer tests and the averaged data as five completely separate and independent data sets and represented them as five separate points on their scatterplot. Likewise, Lamberts (1995) reported a study in which participants made speeded classifications of objects from the 5-4 structure, in which the precise response time deadline varied across conditions. Even though the same participants and stimuli were involved, and the different deadline conditions were presented together in a single session of testing, Smith and Minda (2000) treated the four Lamberts (1995) conditions as four completely separate and independent data sets and represented them as four points on their scatterplot as well. In my revised scatterplot (see Figure 2 ), I have replaced the separate points from these two experiments by single points that represent the averages across the highly dependent multiple conditions. More important, in the revised scatterplot, I have tried to provide some sense of the nature of the individual experiments that are included in the meta-analysis so that systematic patterns in the observed data can be discerned. The data points that are labeled with solid circles are from experiments that involved "standard" category learning conditions involving the 5-4 structure. By a standard condition, I mean that the category training exemplars actually conformed to the assumed 5-4 structure, and participants were provided with neutral instructions for learning the categories. In addition, the task was unspeeded so that participants had time to process all of the dimensions that composed the exemplars before making their responses.
Observation of the Figure 2 scatterplot reveals clearly that if one restricts attention to those cases involving standard testing conditions, the result is that performance on Pattern A2 is greater than or equal to that on Pattern A1. This result is in accord with the predictions of the exemplar-based context model and contrary to the predictions of the alternative mixed prototype models advanced by Smith and Minda (2000) .
Why then are Smith and Minda's (2000) conclusions so different from the one gleaned from inspection of Figure 2 ? Their contrasting conclusions are based on results from the nonstandard tasks that lie below the line of equality. I now consider these results individually to establish their origin.
The first relevant results are from the six data sets labeled with a "P." These data sets are all from a single research study conducted by Medin, Altom, and Murphy (1984) , in which participants were literally trained on the individual dimension values that were prototypical of each category as well as presented with the nine training exemplars from the 5-4 category structure. The individual prototypical dimension values were highlighted in separate trials of training, and the transfer phase did not start until each of the individual prototypical values was learned. (In one set of conditions the prototypes were presented at the outset of training, whereas in a second set they were presented concurrently with the other training exemplars.)
In a nutshell, because the prototypical dimension values were presented as actual training exemplars during the learning sequence, the category structure that was tested does not conform to the 5-4 structure. It is not sensible, therefore, to consider the results from these data sets as evidence that bears directly on the There is no easy solution to the issue of how much weight should be given to any individual data set in conducting this very complicated type of meta-analysis. For example, although all of the remaining data sets are from between-participant designs, it is possible to argue that other conditions from the 30 data sets also involve certain types of dependencies. Nevertheless, the cases I have pointed to here seem fairly extreme in nature, and the resulting revised scatterplot probably provides a better summary description of the trends in the studies than the completely nonselective scatterplot presented by Smith and Minda (2000) . Finally, although it does not affect the appearance of the scatterplot, I should note that Data Sets 2 and 3 analyzed by Smith and Minda (2000) (see their Appendixes A and B) exhibit the most extreme form of dependency of all: They are literally the same data. For ease of comparison with some new conditions, Medin and Smith (1981) simply re-reported a data set collected earlier by Medin and Schaffer (1978, Experiment 3 ). alternative models' predictions for the 5-4 structure. 2 In the Appendix of this commentary, I demonstrate that if one applies the context model in a reasonable way to this modified category structure by viewing the presented prototypes as highlighted training exemplars, the most natural prediction stemming from the model is that performance on Pattern A1 will exceed that on Pattern A2, precisely as observed in the data and as pictured in the Figure 2 scatterplot. In other words, rather than challenging the context model, the results from these studies may be viewed as providing additional supporting evidence for the model. Next, consider the data sets labeled "F" in Figure 2 . These sets correspond to what were called the "first-name-only" and "firstname/last-name" conditions of an experiment reported by Medin, Dewey, and Murphy (1983) . In brief, in these conditions, beyond learning to assign objects to categories, participants were required to learn unique identifying labels for each individual object as well. Of crucial importance, the stimuli that were used did not vary solely along the four dimensions that define the abstract 5-4 category structure. Instead, the stimuli varied in idiosyncratic and uncontrolled ways along innumerable other dimensions as well. Furthermore, in the training phase, there was exceedingly little in the procedure that motivated the participants to pay any attention to the four dimensions that the experimenter had used to define the categories. Instead, the participants would be likely to attend to the numerous other idiosyncratic dimensions composing the objects that provided better cues for learning the individual object names.
At time of classification transfer, participants were presented with new objects that roughly matched the old objects on the four key dimensions, but the new objects mismatched the old objects on the innumerable other idiosyncratic dimensions. Not surprisingly, because participants had attended little (if at all) to the four "defining" dimensions during original training, they were virtually at chance in classifying the new objects at time of classification transfer. (This near-chance performance is why the "F" data points lie at the lower left of the Figure 2 scatterplot.) Indeed, Medin et al.'s (1983) goal in designing these tasks was simply to demonstrate that participants will not automatically attend to the experimenter-defined dimensions composing a category irrespective of the nature of the learning conditions.
In a nutshell, therefore, like the "P" data sets discussed previously, the "F' data sets in the Figure 2 scatterplot are from designs that do not conform to the 5-4 structure (except in an exceedingly remote way). Furthermore, the nature of the learning procedure led participants to attend to dimensions other than those that actually define that structure. It is not sensible, therefore, to consider these designs as providing well-controlled tests of what exemplar models and prototype models predict with regard to the 5-4 structure itself:
The only other data sets that lie markedly below the line of equality are the speeded classification conditions reported by Lamberts (1995) , summarized by Point "S" in Figure 2 . Because the experimental design in these tasks did indeed conform to the 5-4 category structure, I view these data as constituting the single source of evidence that challenges the context model's predictions regarding performance on Patterns A1 and A2. Although the generality of the effect remains to be determined, it may be that, under conditions that stress response speed, participants may not have time to process all of the dimensions and integrate them into a composite exemplar representation. Extended versions of the exemplar model that are designed to account for speeded classification performance are currently under development (Lamberts, 1995 (Lamberts, , 2000 Nosofsky & Palmeri, 1997) .
Finally, the remaining data sets in the Figure 2 scatterplot, labeled with an "I," are all from conditions in which the experimenter provided general instructions to the participants to use classification strategies based on prototypes, rules, or rules and exceptions. Although the data from these studies actually favor the predictions from the context model, they should be distinguished from the standard testing conditions that provided more neutral instructions. It seems 2 To consider these data sets as providing such evidence seems to me to involve an unreasonable interpretation of the context model, namely that, because the context model is an "exemplar' model and the experimenter has highlighted certain training exemplars as "prototype values" in these studies, the participant will, therefore, blank out of memory the presentations of the prototype-value training exemplars. In this regard, I should acknowledge that I disagree with Medin et al.'s (1984, p. 337 ) own characterization of the context model when they stated that "a model that assumes classification judgments are based only on stored exemplars would have to assume that the memorized, typical category attributes are simply ignored when items are categorized." This interpretation seems to me to place arbitrary consa'alnts on what may constitute a training exemplar.
31 have included the last-name-only and last-name-infinite conditions of Medin et al. (1983) as examples of "standard" data sets in the Figure 2 seatterplot, although, in these cases also, the stimuli were composed of numerous idiosyncratic dimensions. At least in these studies, the learning condifions provided some motivation for participants to attend to the relevant dimensions that defined the category structure. Interestingly, however, the only standard data point that lies below the line of equality in the Figure 2 scatterplot comes from Medin et al.'s (1983) last-name-infinite condition.
likely that if one provides sufficiently explicit instructions for use of alternative strategies, then participants will use them, at least in part, even if their natural inclination is to learn categories by use of exemplar storage and retrieval (cf. Nosofsky, Clark, & Shin, 1989, Experiment 2; Palmeri & Nosofsky, 1995, Experiment 1) . Nevertheless, it is interesting to point out that even in the condition in which participants were given explicit instructions to use a prototype strategy (Medin & Smith, 1981 ; Data Set 5 from Smith & Minda, 2000) , the results involving A1 and A2 strongly favored the predictions from the exemplar model.*
In their article, Smith and Minda (2000) reported some subsidiary analyses in which they deleted certain data sets that might bias the results against the exemplar model. Although they deleted the "P" and the 'T' data sets in some of these analyses, they always included the "F" data sets. As I argued previously, including the "F" data sets seems difficult to justify given the nature of the first-name-only and first-name/last-name designs. Smith and Minda (2000) also maintained Data Set 30 from Lamberts' (1995) speeded classification conditions in all of their subsidiary analyses. This particular condition did not use a response time deadline, but it was interspersed in the same session of testing as all of the other deadline conditions. Almost certainly, therefore, participants felt more speed stress in this condition than in most other standard categorization conditions involving the 5-4 structure and probably used similar strategies as were developed for dealing with the actual deadline conditions. In addition, it is worth noting that, although A2 was classified with lower accuracy than AI in this condition, the mean response time associated with A2 was faster than for all of the other training exemplars in the experiment (see Lamberts, 1995, Table 8 ). Thus, some type of speed-accuracy trade-off may have been operating in this condition as well.
Finally, it is important to point out that Smith and Minda's (2000) comparisons between A1 and A2 focus on transfer performance observed at the completion of training, whereas much of the evidence for an A2 advantage comes from the learning data themselves. For example, in their seminal article, Medin and Schaffer (1978, pp. 223, 225) reported various cases in which there were no significant differences between A1 and A2 at time of transfer but in which A1 had displayed significantly more errors than A2 during the course of learning. Likewise, in their categorylearning experiments, Nosofsky et al. (1992) inserted transfer blocks at early stages of learning as well as at the later stages. Nosofsky et al. (1992) found in their first transfer block that A2 had an accuracy of .78 compared to Al's accuracy of .53 (see Data Set 20 from Smith & Minda, 2000) . This difference between A1 and A2 grew smaller in the later transfer blocks.
One obvious reason why the learning data may be more diagnostic than the final transfer data is that, as learning continues, any performance differences that truly exist between A1 and A2 would disappear because of ceiling effects. As learning continues, participants will eventually classify all of the training exemplars with nearly perfect accuracy, so, of course, there will eventually be little difference between A1 and A2. A second reason why performance differences between A1 and A2 would tend to disappear at the later learning stages is explained by Smith and Minda (2000) themselves. Generally, according to certain theoretical analyses involving the context model, the optimal strategy for performing well in the 5-4 structure is to give little or no attention to Dimension 2. However, Dimension 2 provides the only information that distinguishes between A1 and A2. Thus, if participants gradually learn to attend to the psychological dimensions in an optimal manner, which is a hypothesis that has gained some support in previous studies (e.g., Kruschke, 1992; Nosofsky, 1984 Nosofsky, , 1987 Nosofsky, Gluck, Palmed, McKinley, & Glauthier, 1994) , then the context model predicts that performance differences between A1 and A2 should grow smaller. It would mainly be at earlier stages of learning, before the attention-optimization process has taken hold, that performance on A2 should be markedly superior to that on A1.
In summary, if one focuses on those results emanating from the standard category learning studies (i.e., those tasks in which the actual 5-4 structure was tested, neutral instructions were provided, and responding was unspeeded), the clear pattem in the data is that Training Exemplar A2 is classified with accuracy equal to or greater than that of Training Exemplar A1. This result is in accord with the predictions of the exemplar-based context model and contrary to the predictions of the mixed prototype/all-or-none-exemplar/guessing models advanced by Smith and Minda. Furthermore, Smith and Minda (2000, p. 13) were only partially correct when they asserted that deleting certain data sets from the analysis "would narrow exemplar theory's influence within the categorization literature." It is not simply the case that some experimental conditions may not be conducive to the exemplar model. Rather, a large number of the data sets included by Smith and Minda (2000) in their meta-analysis, particularly the "P" and the "F' data sets, involve category structures that do not conform to the 5-4 design, so the exemplar model's predictions regarding the A2 versus A1 advantage no longer apply.
On the Nature of the Similarity Assumptions in the Context Model I now attempt to clarify some aspects of the workings of the context model that Smith and Minda (2000) addressed in their article, particularly those related to the similarity-based assumptions in the model.
At several points in their article, Smith and Minda (2000, pp. 9-12 ) discussed how the context model is able to predict successfully the old versus new item advantage that is generally observed in the data sets involving the 5-4 structure (and in numerous other categorization experiments). They noted correctly that a component of the summedsimilarity decision rule will always contain a perfect match of an old exemplar to its representation in memory, which tends to boost performance on the old exemplars. In closely related discussion, they considered the mechanics of "high sensitivity" in the context model. For example, they noted that the sensitivity parameter values that give good fits of the context model to the data from the 5-4 paradigm imply that two objects that differ by only one feature will have an 4 Medin and Smith's (1981) prototype instructions condition, which I have labeled with an 'T' in Figure 2 , should be clearly distinguished from the six prototype conditions tested by Medin et al. (1984) , which I have labeled with a "P." As explained previously, in the "P" conditions, the prototypical values of each category were explicitly presented to participants during individual trials of training, so they should be conceptualized as highlighted training exemplars. By contrast, in Medin and Smith's (1981) prototype instructions condition, participants were given instructions to gain a general impression of what the objects in each category looked like on average, but no explicit presentations of the actual category prototypes ever occurred during training. estimated similarity of only .13 (compared with a perfect-match similarity of 1.00). These points led Smith and Minda (2000) to discussions such as the following:
This makes one wonder how, if the context model's description is right, participants glue objects that are 95% dissimilar into categories, or whether they even do. Given nine such disparate stimuli, all distant neighbors in psychological space, participants might just pursue an exemplar-memorization strategy that attaches the correct A or B label to each unique exemplar.., the categorization task would degenerate into an identification task in which participants would rotely associate whole instances and their labels but would have no sense of organized categories as they applied the labels. (p. 11) Although Smith and Minda (2000) were correct in explaining that the context model accurately predicts the old-new advantage that is often observed in categorization tasks, their ensuing discussion about how the context model borders on being a pure exemplarmemorization model is potentially misleading. For example, their discussion ignores what is one of the most important achievements of the context model, namely its ability to predict the prototype enhancement effects that are often observed in tasks of categorization. Indeed, for the 5-4 structure, the prototype of Category A is not experienced during training, yet it is usually classified with extremely high accuracy during transfer. As I illustrate shortly, under a wide variety of parameter settings, the context model predicts that the Category A prototype will be classified with higher accuracy than the average of the old Category A exemplars: The model is clearly not acting as a rote memorizer. One reason why the context model successfully accounts for these prototype enhancement effects is that its predictions of classification are not based simply on the absolute degree of similarity that an object has to the exemplars of a target category (which is the aspect of the context model that is emphasized in Smith and Minda's discussions). Rather, its predictions of classification are based on how similar an object is to the exemplars of the target category relative to the contrast categories. Thus, even an object with only .13 similarity to its nearest neighbor in the target category may be classified with nearly perfect accuracy because it has essentially zero similarity to members of the contrast category. (See Nosofsky, 1988 Nosofsky, , 1991b , for extensive discussion and experiments devoted to the importance of the relative similarity rule in predicting classification.)
In a closely related discussion regarding the context model, Smith and Minda (2000, p. 17) further asserted that "high sensitivity just selectively increases old-item performance.., one can also show formally that increases in sensitivity beyond 4.0 (in the case of 5-4 performances) act nearly exclusively to raise old-item performance." This claim is not accurate. For example, in Table 1 , I report the context model's predictions of Category A response probabilities for the 16 stimuli of the 5-4 structure for levels of sensitivity that vary from 0.0 to 10.0 in increments of 1.0. In this example, I assume that the observer has given .10 attention weight to Dimension 2 and .30 attention weight to each of Dimensions 1, 3, and 4. (This attentional distribution is potentially highly representative because it is intermediate between a uniform distribution of weights and one that assumes an optimal distribution.) Regarding the prototype enhancement effects discussed earlier, note first that, across all levels of sensitivity, the context model predicts that the Category A prototype (Stimulus 12) is classified with higher accuracy than the average of the five Category A training exemplars (Stimuli 1 to 5). (The same conclusion holds if one assumes a completely uniform distribution of weights as well.) Clearly, the context model is not acting as a pure exemplarmemorization model that has lost any sense of category structure. Second, note that, as sensitivity increases, the model predicts large and systematic changes in Category A response probabilities for all of the transfer stimuli. (If one assumes a completely uniform distribution of weights, the model still predicts large changes for Transfer Stimuli 12 and 16.) Contrary to Smith and Minda's assertion, the sensitivity parameter does not act simply as an old-item memorization parameter.
Smith and Minda (2000) reported various analyses indicating that not just any value of the sensitivity parameter will suffice to fit the 5-4 data sets. The purpose of these analyses is difficult to understand. The sensitivity parameter is a free parameter in the context model and has always been clearly acknowledged as such. If its value were immaterial to the context model's predictions, then it would not have been included as a free parameter. Smith and Minda (2000, p. 11) described the values of sensitivity that give good fits to the data as allowing the context model to "magnify psychological space enormously." This characterization seems to imply that there is some natural (low) default setting for the sensitivity parameter and that the Note. Stimuli 1 to 5 are training exemplars of Category A; Stimuli 6 to 9 are training exemplars of Category B; Stimuli 10 to 16 are transfer stimuli. The prototype of Category A is Stimulus 12. The attention-weight configuration used in deriving these predictions is explained in the text.
value that is needed to fit the data is abnormally high. Such is not the case. For example, what should the default level of similarity be between two objects that differ by only one feature? In the absence of any form of independent similarity-scaling work, I see no way to answer such a question. Finally, one should carefiflly consider Smith and Minda's (2000, p. 11) assertion that the assumptions of exemplar-based representation and exponential similarity decay in the context model "change traditional thought about the representations and processes underlying humans' categorization." My own view is that the exponential similarity assumption should be regarded as an important strength of the context model. In particular, it draws independent support from Shepard's (1958 Shepard's ( , 1987 classic work suggesting an exponential relation between stimulus generalization and distance in psychological space and has been verified in more modern empirical investigations as well (e.g., Nosofsky, 1987) . It is Smith and Minda's (2000) own preferred assumption of an additive or linear similarity rule that seems to have little independent support from the stimulus generalization literature.
The Mixed Prototype Plus Exemplar Model of Classification I now consider the general nature of Smith and Minda's (2000) proposed prototype/all-or-none-exemplar/guessing model. As is the case in the context model, Smith and Minda (2000) assumed that participants store the individual exemplars of the categories in memory (or, in the twin-sensitivities version of their mixed model, that observers process the old exemplars more "fluently"). However, the exemplar component of their mixed model differs from that of the context model in its assumption that the exemplar process is "all or none" (i.e., there is zero-stimulus generalization to the stored exemplars). In advancing this model, Smith and Minda (2000) pointed out that, at least for the 5-4 structure, one can maintain the assumption of a prototype-based generalization mechanism as long as one also assumes that there is a form of memory for the old exemplars. Obviously, by assuming that there are memories for the old exemplars, the distinctions between the prototype model and the context model are being blurred in important ways. The purported advantage of the mixed model advanced by Smith and Minda is that it requires a "simpler" exemplar-based process than is assumed in the context model, an all-or-none memory for each exemplar that does not generalize to any other item. Smith and Minda (2000, p. 15) emphasized that the all-or-none process has the property of "restricting the effect of any exemplar process to the old items only" and that "it is sufficient to say that old items simply self-retrieve and boost their own performance" fl a . 17).
Although Smith and Minda (2000) extolled this "simpler exemplar process" as a virtue of their model, my own view is that, because stimulus generalization is a seemingly ubiquitous property of cognition and behavior, this all-or-none exemplar process is rather implausible. Furthermore, a conceptual advantage of the context model is that a single process--stimulus generalization to stored exemplars--may be adequate to account for categorization behavior without the need to posit an additional prototype abstraction process (see also Smith & Minda, 2000, p. 18) .
Perhaps most important, however, the mixed prototypeJall-or-noneexemplar model seems extremely limited in its generality. To illustrate my concern, consider the types of experiments reported by Ashby et al. (Ashby & Gott, 1988; Ashby & Maddox, 1990 , 1992 in which participants learn to classify objects from bivariate normally distributed categories. An example of one of these designs is illustrated in Figure 3 , in which each solid line ellipse represents a contour of equal probability for a given bivariate normal distribution. (All objects lying along the ellipse are equally likely to be produced by the normal distribution.) The centroid of each ellipse represents the mean of the bivariate distribution; the expanse of the ellipse along the x-axis and y-axis represents the variability of the distribution along each dimension; and the angle of orientation of the ellipse represents the degree of correlation between the dimensions. Because the distributions are overlapping, it is impossible to classify all objects into their respective categories perfectly. However, it is possible to define an optimal decision boundary that allows an observer to maximize his or her accuracy. In general, for bivariate normal categories, these optimal decision boundaries are quadratic in form. The optimal boundary for the present example is the dashed quadratic boundary shown in Figure 3 . To maximize accuracy, objects that fall within the boundary should be classified in Category B, whereas those that fall outside the boundary should be classified in Category A. In a long series of experiments, Ashby et al. (Ashby & Maddox, 1990 , 1992 Maddox & Ashby, 1993) demonstrated that individuals' performance in these paradigms is extremely well described by the use of such quadratic boundaries and that the best fitting boundaries are often quite close to optimal in form. It turns out also that the exemplar-based context model predicts quite well the patterns of responding in these classification experiments, and its predictions are extremely difficult to distinguish from those of the quadratic decision boundary models, at least when the categories are defined by bivariate normal distributions (McKinley & Nosofsky, 1995) .
These experiments are particularly relevant to the present discussion because they provide a straightforward example of a major Figure 3 . Schematic illustration of one of the bivariate normal category structures tested by Ashby and Maddox (1992) . The solid ellipses are equiprobability contours from the bivariate normal distributions that define the two categories. The dotted contour indicates the optimal (quadratic) decision boundary for classifying objects into the two categories. From "Complex Decision Rules in Categorization: Contrasting Novice and Experienced Performance," by F. G. W. T. Maddox, 1992, Journal of Experimental Psychology: Human Perception and Performance, 18, p. 56. Copyright 1992 by the American Psychological Association. Reprinted by permission of the author.
limitation of Smith and Minda's mixed prototype plus all-or-none exemplar model. First, suppose that participants learn the categories by forming prototypes and classify objects based on their similarity to the prototypes. Thus, if an object is more similar to the prototype of Category A than to that of Category B, then an observer would classify it into Category A. As Ashby and Gott (1988) explained, use of this prototype strategy is equivalent to saying that participants are using a linear decision boundary to divide the perceptual space into categories. (All points lying to one side of the line are more similar to Prototype A, and all points lying to the other side of the line are more similar to Prototype B.) This model can be easily ruled out, because, as explained previously, the results from these paradigms indicate that individuals' performances are well described by the use of highly nonlinear quadratic boundaries. Simple linear boundary models, even ones in which the slope and intercept of the boundary are allowed to be flee parameters, provide extremely poor fits to the data from such experiments. Smith and Minda (2000) could argue, however, that, in addition to using the prototypes, participants memorize the individual exemplars that they had experienced during training and use these all-or-none memories to enhance their prototype-based classification. Let us then conduct the following thought experiment. Suppose that when performance is tested during the final transfer phase, instead of being presented with the original training exemplars, participants are presented with new objects, each one located "a pixel away" in the two-dimensional space from one of the original training exemplars. Because the objects are new, Smith and Minda's mixed model says that the old exemplar traces will no longer be used. Thus, participants will revert to the use of a pure prototype strategy. The prediction, therefore, is that their classification responses will now suddenly be well described by a linear boundary in the two-dimensional space.
The thought experiment just described does not need to be implemented; it is clear that the predicted outcome flom the mixed model will not be observed. It is equally clear that for Smith and Minda's (2000) mixed model to have any hope of adequately accounting for classification performance the authors need to add some form of generalization or lack-of-discrimination mechanism to the stored exemplars. They may even discover that the generalization mechanism that works best is the one already incorporated in the context model. Once such a mechanism is added, then the model that Smith and Minda (2000) proposed becomes a mixed prototype plus exemplar model in which generalization to new objects is supported by both prototypes and stored exemplars. This type of model has a long history of consideration in the field of categorization (e.g., Busemeyer, Dewey, & Medin, 1984; Homa, Dunbar, & Nohre, 1991; Shin & Nosofsky, 1992) . The key question, about which there has been considerable debate, is whether there is a need to extend a pure exemplar-based generalization mechanism with a prototype-based one as well. Smith and Minda's suggestion, however, that they have advanced a model of classification that is on par with the context model in terms of simplicity does not seem to me to be correct: The assumption of zero generalization associated with the stored exemplars is not tenable.
Appendix A

Context Model Predictions of A2 Versus A1 Performances
In this Appendix I use the context model to generate the space of predicted performances of Pattern A2 versus Pattern A1 in the paradigms involving the 5-4 structure. When the baseline version of the model is applied to the standard structure, the probability that item i is classified in Category A is given by
where sia denotes the similarity of item i to exemplar a (and likewise for si,~), and the indexes a~A and b~B indicate that the sums are over all exemplars that belong to Categories A and B, respectively. The similarity between item i and exemplar a is given by Medin and Schaffer's (1978) well-known multiplicative rule, Nosofsky, 1984 Nosofsky, , 1986 , for explanations of how the similarity parameters in Medin and Schaffer's version of the model are formally related to the attention weights and distances in Nosofsky's generalized version of the model.) Figure A1 was generated by randomly sampling 10,000 parameter configurations and then using the context model in combination with each such parameter configuration to predict performance on Patterns A1 and A2. Each parameter configuration was obtained by randomly sampling on a uniform Figure A1 is basically the same as the scatterplot generated by Smith and Minda (2000) in their Figure 8A . The main reason for the slight differences is that Smith and Minda (2000, Appendix C) introduced certain constraints into the parameter settings that the context model could take on. An unfortunate aspect of their original scatterplot is that it seems to suggest that the context model cannot predict that performanc~ on both Patterns A1 and A2 will be near unity. The context model can easily account for such performances, however, simply by letting each of the four similarity parameters approach zero. The scatterplot that I present in Figure A1 shows the true range of joint performances on Patterns A1 and A2 that the context model can fit when the baseline version of the model is applied to the standard 5--4 structure. In agreement with Smith and Minda (2000) , the general prediction firm the model is that performance on Pattern A2 will be greater than or equal to that on Pattern A1.
In the category-learning paradigms used by Medin et al. (1984) , the prototypical values of each category were presented as separate training exemplars during study, and this training continued until the prototypes were fully learned. Because the prototypes can be viewed as highlighted training exemplars, a reasonable application of the context model to this paradigm is formalized in the following equation: P(AIi) = I X s,, + y . P ,^] / [ ( X sio + y" P,^) + ( X S,b + y" P,~), (A3) where PiA denotes the similarity of item i to the Prototype A training exemplar (and likewise for P,~). This equation serves as a simplifying approximation, because in Medin et al.'s (1984) actual experiments, the prototypical values were trained individually on separate trials, not as a composite of all four prototypical values presented at once. An alternative approach to modeling the data would involve summing the similarity of the four-dimensional test patterns to all of the individual single-dimension training exemplars, but then additional assumptions would need to be introduced concerning the precise manner in which such similarities should be computed. In the present case, the similarity of item i to the prototype training exemplar is calculated in the same manner as for all the other training exemplars (Equation A2). Finally, because the presentations of the prototype dimension values were separated out from one another and presented on individual training trials, it is reasonable to suppose that the prototype training exemplars were represented in memory with greater strength than were the other exemplars. I formalize this in terms of the memory-strength parameter y (y > 1) in Equation A3 . (See Nosofsky, 1987 , 1991a , 1991b , for other uses of the memory-strength parameters in situations in which individual exemplars are posited to vary in salience, frequency, and so forth.) Figure A2 was generated in the same manner as Figure A1 , except now using Equation A3 rather than Equation A1. The memory-strength parameter y was randomly selected from a uniform distribution from one to five in creating each random parameter configuration. Inspection of Figure A2 indicates that the context model now predicts that Pattern A2 will most often be classified less accurately than Pattern A1, in accord with the results observed in the Figure 2 scatterplot for the "P" data sets.
