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Н а основании интерполяционного метода решения диф ф еренциаль­
ны х уравнений р ассм атривается задача анализа линейных систем с пе­
ременными параметрами.
Входны е и выходные сигналы  системы представляю тся в виде «то­
чечных» векторов, координаты  которы х есть значения реальны х непрерыв­
ных процессов в некоторых то ч ках (у з л а х  интерполяции). Вводится  по­
нятие матрицы преобразования систем ы , устанавливаю щ ей простую а л ­
гебраическую  связь м еж ду точечными векторами входного и выходного 
сигналов. П о казы вается , что основные вопросы анализа нестационарны х 
систем м огут быть решены с помощью довольно просты х и однообразных 
алгоритмов, удобны х ка к  при использовании цифровых вы числительны х 
машин, та к  и при расчетах вручную .
Интерполяционный метод решения диф ференциальны х уравнений
Рассм отрим  дифференциальное уравнение
h ' = -dZ -  + •.«) S ä  + - - ■ ■ + M O  W  + -  «'> 0 )
с начальными условиями
+  I =  У(ѵ)0 ;  (ѵ =  0 , 1 ,2 , . . . . ,  г а - 1 ) . ( 2 )
a t  ; t=0
Приближ енное решение уравнения (1 ) ищ ется в виде
m
у п( 0  =  Фо(0 +  V  % ? к ( 0  . ( 3 )
к —0
где if>o(t) —  ф ункция, удовлетворяю щ ая заданны м начальным условиям ; 
Ф о ( 0 ,  ф і ( / ) , . . . ,  ф т ( t ) — заданная система функций, удовлетворяю щ ая
нулевым начальным условиям .
О бщ ая идея интерполяционного метода заклю чается в том , что ко­
эффициенты  aK(k =  0 , 1 , 2 , ..., m ), входящ ие в состав приближенного ре­
шения (3 ) , н ахо дятся  из условия обращения в нуль невязки L y n — f  в не­
которых точ ках , назы ваем ы х узлам и интерполяции. Э то  приводит к сис­
теме линейных алгебраических уравнений
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к - 0 ! t=  t,
(Z =  1 , 2 , 3 , . . . 9m +  I )  . (4)
Естественно ож идать , что сходимость и точность метода б удут с у ­
щ ественно зависеть от выбора системы функций в приближенном реше­
нии (3 ) и от выбора узлов интерполяции. И схо дя  из эти х  соображений, 
в качестве координатной системы функций <рк ( 0  +  =  0 , 1 , ..., г п )  вы бира­
ется  система ортогональны х экспоненциальны х полиномов Чебыш ева 
[ 1 ] .  а в качестве узлов интерполяции —  нули первого из отброшенных 
полиномов. При этом приближенное решение (3 ) примет вид
у п(#) =  A e ~at-+- В  (e~~at -  I )  +  С  (e“ at -  I ) 2+  . . .  .- I-
,—at—i \n
)n 2  W ) , (5)
k = 0
где А , В , С , ..., E  —  постоянные, определяемые из начальны х условий; 
L * K(Z) —  экспоненциальны е полиномы Чебы ш ева 1-го рода [1 ] .
В  дальнейш ем для  простоты  будем полагать , что начальны е условия 
{2 ) являю тся нулевы ми. То гда
У п ( 0  =  ( Dn 2  akr *k(0
k=0
(6)
П о д став ляя  ( 6 ) в (1 ) и производя неслож ные преобразования, получае­
мое дифференциальное уравнение можно привести к  виду
To1 (О 2  «кГ*к(0
к = 0
(п) m 1(n—1)
2  а к Т \ ( 0  +  • • • +
к=0
+  т Ѵ О 2  а к Т \ =  A O . (7)
Д алее , следуя общей идее интерполяционного метода, мы долж ны  со ста­
вить систем у линейных алгебраических уравнений для  определения не­
известны х параметров а 0 , а и  ..., а ш .
И спользуя свойства экспоненциальны х полиномов и учиты вая их 
ортогональность в смысле суммирования по узлам  интерполирования 
[ 2 ] ,  можно п о казать , что искомая систем а алгебраических уравнений в 
векторно-матричной форме будет иметь вид
( — о) nM cZ r r m + 1 D n А +  ( _ « ) n- M l , / TTra+, D n- V l  +  . . .  +
+  ( - a )  M n_ , / TTm+i D A  +  M n/TTm+i A  =  F ,  (8 )
M 0, ..., M a  —  диагональны е матрицы вида
M k =  diag-{tp‘ k ( * i ) , ... ,« р У Гщ + П } .
/ ттт+і — та к  назы ваем ая интерполяционная матрица порядка т + 1 , 
элем енты  которой определяю тся выражением
Zuv =  (Zij. ) ;  О* =  1 , 2 , . . . \ m  +  1 ) "(ѵ =  1 , 2 , . . . 9 т  +  1 ) ,
где
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_ 0 у  2 '  21+2'" • . . . .
0  1 2 - 2 ............................ 2т
п  _  0  0  2    2т
D  — матрица дифференцирования вида
0  ........................................т —  1 2т,
_ 0  . . . . . . . . . . .  m _
А  —  вектор-столбец иском ы х коэффициентов 
А  ?= { • а п • • }
и  =  (Дод), Дод)» • • • » Д ^ш+і)}
а  —  параметр полиномов Чебы ш ева [1 ] .
И з ( 8 ) легко находим  неизвестный вектор
A =  [( я)пЛ10/ ттт + , Dn +  . . . +Л 1п/ ТТт  + 1] - ‘+
(9>
И спользуя  далее (б ) , можно получить аналитическое выраж ение прибли­
женного решения.
К а к  показали  непосредственные расчеты , обратная м атрица вы ра­
ж ения (9 ) оказы вается  неустойчивой. С  целью преодоления такого  рода 
некорректности эф ф ективны м  оказалось использование переопределен­
ной системы алгебраических уравнений с последую щ ей обработкой ее 
методом наим еньш их квадратов . При этом векторно-матричное ур авн е­
ние будет иметь вид
[ ( - а ) "  М ' 0 / Т Т т + ] + ь  т + «  D n  +  ( - « Ѵ  M f I r i m+ +  т + І  Z W +  . . . +
+  M  n / TTm o - j +  J,  т  +  Y ]  A  =  F  , 
где M 0', M x', ..., Mn' ■—  ди агонал ьн ы е матрицы  вида
Ліф  =  d iag A Q U  • • • , ? 1kU m + j+ i)} P O )
^  =  {ДД), ДОД>, • • ’ * Д ^ m + ]+ 1) } .
/ TTm+j+i, m+1 —  интерполяционная матрица порядка m + / + 1, в кото­
рой отброшены последние j  столбцов (п р едп о лагает­
ся, что переопределение произведено на j  ур ав н ен и й ). 
Е с л и  обозначить
[( ~ 0)пМ'0І ТТт+і+\, m + 1 Dn +  ( — а)п~х M V t W , / ’mVі On 1-Г • * • +
+  M  n/ TTm + ) + i v m + ]  + ß  >
то задача решения уравнения ( 10 ) сводится к вычислению вектора А  по> 
формуле
А  =  ( B B ) - 1B F r ( 1 1 )
где В  —  м атрица, равная транспонированной матрице В .
М атрица преобразования систем ы . Определение матрицы 
преобразования различны х соединений звеньев
Будем  счи тать , что поведение исследуемой нестационарной динам и­
ческой системы описы вается диф ференциальным уравнением вида ( 1 ) .  
То гда  задача определения реакции системы на входной сигнал / (/ )  сво­
дится  к решению этого  уравнения. При интерполяционном методе, реше­
ния мы представляем  входной сигнал системы в виде вектора, координа-
о*"
тами которого являю тся  значения функции f  ( t )  в у зл а х  интерполяций 
(см . ( 1 0 ) .
F'= [fitJfit2C. . (12)
С помощью метода интерполирования [2 ] по найденному вектору 
коэффициентов ( 1 1 ) решения ( 6 ) нетрудно получить вектор приближ ен­
ных значений выходного сигнала системы в тех же у зл а х  интерполяции 
где
Y  -  V 1 W b  т + і  Л  =  U t t т + і + ь  т + , 1  ( 1 3 )
Tj —  диагональная м атрица, которая в соответствии с (6 ) имеет вид 
У] =  diag ((e_atI -  l)n, (e~at2 -  Dn, • • • . ( e - a t m + j + i  -  l ) n ) ,
Y n  —  вектор выходного сигнала системы
Yu =  {Уп ( + ) 5 Уп (+ )  > • • • » Уп (+ n+j+ i)} • (1 4 )
Обозначив
V TTm +j+1,m + i ( B B ) - iB = W ,  
окончательно найдем і .
Y n = W F 1 . (15)
Назовем м атрицу W  матрицей преобразования системы.
Таким  образом, если для  заданной динамической системы (1 ) вход­
ным сигналом считать вектор (1 2 ) , а выходным —  вектор (1 4 ) , то, со г­
ласно (1 5 ) , сущ ествует матрица W y устанавливаю щ ая связь м еж ду в хо д ­
ным и выходным сигналам и системы. Э та  матрица, как  видно, не зависит 
от приложенного воздействия, а целиком определяется структурой ис­
ходного дифференциального уравнения, описывающего систем у, и, сле­
довательно, хар актер изует свойства самой системы. Зная  матрицу пре­
образования, можно с помощью элементарной операции матричного ум ­
ножения найти вектор приближ енны х значений реакции исследуемой си­
стемы на любой входной сигнал , заданный в виде точечного вектора ( 1 2 ) .
М атрицы  преобразования различны х соединений звеньев могут быть 
найдены по матрицам преобразования звеньев с помощью неслож ных 
алгебраических операций. Т а к , для  последовательного соединения т  зве­
ньев, имею щих матрицы преобразования W u  W 2l  W m i
W = W m W m - ,  . . . , W u  (16)
причем в силу некомм утативности произведения матриц перестановка
матриц в полученном выражении является  недопустимой.
Д л я  параллельного соединения m звеньев с матрицами преобразо­
вания W u  W 21 ... , I F m
W  = W  X - Y W 2 + . . . + W m . (17)
М атрица'преобразования системы, охваченной обратной связью , оп­
ределяется формулой
W = ( E + W x - W 2 ) ~ i W Xl ( 1 8 )
где
W x —  матрица преобразования прямой цепи;
W 2 —  матрица преобразования звена обратной связи ;
E  —  единичная матрица.
Вы раж ения (1 6 ) , (1 7 ) , (18) напоминаю т аналогичные соотношения 
для систем с постоянными параметрами.
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О п р е д е л е н и е  в е р о я т н о с т н ы х  х а р а к т е р и с т и к  в ы х о д н ы х  п р о ц е с с о в
н е с т а ц и о н а р н ы х  с и с т е м
К а к  следует из изложенного выше, при известной матрице преобра­
зования систем ы , описываемой уравнением ( 1 ) ,  выходной случайный 
вектор Y n  может быть найден по входному случайном у вектору F '  по 
формуле (1 5 ) .
Д л я  определения корреляционной функции выходного сигнала си­
стемы прежде всего восстановим его ка к  функцию  времени по своему т о ­
чечному вектору, воспользовавш ись процессом интерполирования.
Коэф фициенты  ряда Ф ур ье— Чебыш ева находим по выражению  [2 ]
^ i F f T T i 7W llr- =  U t i 7 t t " " 1* ' * 7" '  (19)
Тогда случайную  функцию  выходного процесса системы можно прибли­
женно представить в виде
(20)
где T (/) —  вектор-строка полиномов Чебыш ева
f(0 = Іг *0 (Z)WVO, • • • T*m+i (z)} •
И ндекс t  при векторе F '  означает, что случайная ф ункция f ( t ) y из кото­
рой образован вектор F '  та кж е  является  функцией аргум ента t .  А н а ло ­
гично найдем
y W - f W  +  + - ! 7 " " 4 ' 1" '  <2І)
или, что равносильно,
У (О = m+2i + t f w frm+i+ W(t) , (22)
где
/ (т )  —  вектор-столбец полиномов Чебы ш ева,
F ' (  т ) — вектор-строка.
Теперь образуем произведение
I w j M - f W U i V i i f U T i i i i 1 t V 1 r M
и усредним его по множ еству реализаций
4
У ( П  У (+  ^  ( І Г + у  O f- / , 7W tW i  W .  F r i F rx ^ / TTm+j+1L (x )  . (23 )
Л евая  часть полученного выраж ения есть корреляционная функция вы ­
ходного процесса исследуемой системы /Cy ( L t ) .  Усредненное произведе­
ние вектора-столбца F r t  на вектор-строку L v т представляет собой м атри­
цу корреляционных моментов вида
K f { t \ y + )  K y t l y Z2 ) . . . . .  • AQ(L,Тщ+j+i)
K y t 2 i i^ 1) K y t 2yfZ2) ..................... ....  K y t 2i xm+j+i)K y t u Zi
Rf (^ m+j+ь zI Rf (Lu+/1*¾) * • * Rf (Ln+j+i, %i+j + i) 
С  учетом этого выраж ения (23) запишем в следую щ ей форме:
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K y ( f F )  =  f r  +  д + 1 ?  T ( t ) 7 - " m + l + m t u  4 ) W i r r m + i ¥ l T { x ) . (24)
Д л я  н ахож ден и я  м атем атического ож идан ия  вы ходного случайного  
процесса достаточн о проинтегрировать интерполяционны м м етодом  ис­
ходн ое ди ф ф ер ен ц и ал ьн ое уравнение системы (1) при f ( t ) = m t ( t )  — м а ­
тем атическое ож и дан и е входного случайного сигнала.
М ож н о показать, что опр едел ени е статистических характеристик вы­
ходного проц есса  системы, вы званного прилож ением  нескольких сл учай ­
ных воздействий, производится по ф орм улам , аналогичны м (2 4 ) .
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