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Abstract 
This thesis explores three object tracking algorithms for image sequences. These algo-
rithms include the ensemble tracker, the EM-like mean-shift colour-histogram tracker, and 
the wandering-stable-lost scale-invariant feature transform (WSL-SIFT) tracker. The algo-
rithms are radically different from one another. Despite their differences, they are evaluated 
on the same publicly available, moderately sized, research data sets which include 129 test 
cases in 13 different scenes. The results aid in fostering an understanding of their respective 
behaviours and in highlighting their flaws and failures. Lastly, an implementation setup is 
described that is suited to large-scale, grid computing, batch testing of these algorithms. 
Results clearly indicate that none of the evaluated trackers are suited to general purpose 
use. However, one may intelligently choose a tracker for a well-defined application by 
analysing the known scene characteristics. 
Abrégé 
Cette thèse explore trois algorithmes de poursuite d'objets. Ces algorithmes incluent 
l'approçhe "ensemble tracker", la méthode "Mean Shift" par maximisation de l'espérance, 
la poursuite de cible par histogramme couleur, et l'algorithme WSL-SIFT ("wandering-
stable-lost scale-invariant feature transform"). Les algorithmes sont radicalement différents 
les uns des autres, et sont évalués sur les mêmes données de tests (129 cas dans 13 scènes 
différentes). Les différentes expérimentations permettent d'évaluer et de comparer leurs 
qualités d'exécution. De plus, une implémentation applicable des tests grande échelle, par 
lots ou par grille informatique est décrite. Les résultats indiquent clairement qu'aucun des 
algorithmes évalués ne convient tous les cas de poursuite. Cependant, il est possible de 
choisir l'algorithme approprié pour une application précise en analysant les caractéristiques 
connues de la scène. 
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Chapter 1 
Introduction 
1.1 Problem Definition: What Is Tracking? 
Object tracking in video sequences is the ability to delimit a target from all other scene 
information. This can be exceedingly difficult for comput ers given situations where humans 
too would fail to track a given target. Some of these challenges include: target occlusion, 
false-target disocclusion, colour-constancy, movement, multiple-target tracking via monoc-
ular vision, and a poor definition of the target (e.g. clouds). This task of tracking may be 
made impossibly difficult if one attempts to track a never-before-seen target with real-time 
computational constraints and a stationary, monocular, noisy, low-resolution, monochrome 
camera. 
1.2 The Importance of Tracking 
Despite the difficulties associated with object tracking, it nevertheless remains an extremely 
active topic of research. Tracking is at the very base of all vision systems be they biologie al 
or artificial. Thus, tracking must be fully or partially solved before higher-abstract notions 
of vision may be explored. 
There are many applications that eurrently require tracking to be at the heart of the 
solution. A short and non-comprehensive list follows: 
1. Surveillance and analysis of people and of crowds [1] [2]. 
2. Surveillance of vehicular traffic for public use and analysis [3]. 
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3. Military target acquisition and locking [4] [5] [6] [7]. 
4. Biological behavioural studies of migration and of societal interaction [8] [9]. 
5. Active vision [10] [11]. 
6. Navigation for mobile robotics [12]. 
7. Sports analysis [13] [14] [15]. 
8. Shared reality and augmented reality environments [16] [17]. 
9. Marketing research and intelligence data acquisition [18]. 
1.3 Tracking Scope 
With numerous high-Ievel applications for tracking and its derivatives, one should compart-
mentalize them as a general tracking solution is not yet a reality. One may do so via sever al 
de-limiting characteristics which themselves are partitioned into system characteristics and 
environment characteristics. System characteristics are those that are inherent in the data 
acquisition, data processing, and data analysis systems. Environmental characteristics are 
those that are inherent in the nature of the scene being observed (i.e. the target in its physi-
cal environment). A short and non-comprehensive table of these characteristics follows (see 
Table 1.1 and Table 1. 2) . It should be noted that this list of characteristics is in itself a 
meaningful definition of the problem of tracking. Tracking characteristics do not lend weIl 
to categorisation as they defy ease of compartmentalization due to their integrated nature. 
Several sources of data were used to explore several different tracking algorithms, each 
attempting to track sever al different targets. The image sequences have the following sys-
tem characteristics: NTSC (National Television System Committee) encoding of video data, 
steady motion, human visual spectrum, unknown motion, unknown camera parameters, 
mostly colour, mostly progressive-scan, non-real-time execution expectations, monocular 
vision, no compression, and no pre-tracking knowledge. The image sequences have the fol-
lowing environmental characteristics: dynamic background assumption, low clutter, smooth 
scale changes, low scale changes, blob-like shapes, non-rigid shape, single target, smooth 
non-Gaussian motion, dynamic lighting, no complete occlusions, possible self-occlusion, 
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and minimal partial-occlusion. See Chapter 6 for detailed information about the dataset 
of image sequences. 
Characteristic Quick Definition Possible Values or Notion 
fps frames per second NTSC, PAL, SECAM, 15,60 
spectrum the wavelengths to which the human visual, IR, UV, X-Ray, fil-
camera(s) is/are sensitive or is in- tered 
sensitive 
geometric dis- an error of the recorded image due radial, finite scan rate, 
tortions to the physical nature of the ac- panoramic, lens imperfections, 
quisition system photo-sensi tive material type, 
camera parameters, para.llax 
data density the number of pixels mapped to a sparse, dense, non-uniform, 
solid angle observation monochromatic, colour, 
scale, dead-pixels, interlaced, 
progressi ve-scan 
architectural the processing limits defined by real-time, non-real-time, band-
limits the hardware used width allotments, shanxi mem-
ory, distributed computing, mul-
tiple cameras, monocular vision, 
compression methodology, scala-
bility 
camera mo- the motion of the camera(s) zoom, tilt, pan, translational, 
tion whilst capturing data pitch, yaw, roll, shaky, steady, 
unknown, known 
pre-tracking the amount of information one background information, target 
knowledge knows prior to a track attempt physical model, lighting condi-
tions, target expected motion, 
camera model, calibrated metrics 
in real-world coordinates 
Table 1.1 Non-comprehensIve hst of system charactenstIcs. 
1.4 Contribution 
This thesis has several contributions to the field of object tracking in computer vision: 
1. A publicly accessible moderately sized non-annotated dataset1 and corresponding test 
lThis dataset may be obtained by coutacting the author. 
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Characteristic Quick Definition Possible Values or Notion 
noise the amount of cluttcr or of spuri- high clutter, no cluttcr, unknown 
OUH artifacts present in the back-
ground 
scaling the amount of which the target high, low, none, unknown 
changes relative Slze during the 
sequence of images 
shape the shape of the target unicentraJ mass, multieentric 
rnass, rigid, dynamic, blob-like, 
multiple-targets, unknown 
motion the motion of the target(s) rotational, translations, random, 
smooth, Gaussian, non-Gaussian 
lighting illumination of the target and the dynamic, constant 
background throughout the se-
quence 
occlusion visual obstruction of the target self-occlusion, disocclusion, par-
tial occlusion, total occlusion, 
non-opaque occlusion 
Table 1.2 Non-comprchcnslvc hst of cnvmmment characterlstles. 
cases. 
2. A better understanding of the three implemented tracking algorithms: a) the en-
semble tracker (ET), b) the EM-like colour histogram (EMCH) tracker, and c) the 
wandering-stable-lost scale-invariant feature transform (WSL-SIFT) tracker. This 
is obtained by evaluating the algorithms on many test cases. In fact, more than 
previously published. 
3. A qualitative comparison of the algorithms' results. 
4. An cxperimental setup suited to the execution of large batches of test cases. 
1.5 Outline of Thesis 
The thesis is organised in the following manner. In Chapter 2, we explore the field of object 
tracking. In Chapters 3 to 5, we introduce some of the technical details of the implemented 
trackers. In Chapter 6, we discuss the various datasets and their characteristics. In Chapter 
7, we examine the implementation details employed- both software and hardware. In 
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Chapter 8, we investigate and compare the results of the trackers. In Chapter 9, we close 
with a summary of findings and suggestions for avenues of research. 
6 
Chapter 2 
Background 
2.1 Survey of Tracking Aigorithrns 
There is a massive amount of literature in the field of object tracking in image sequences. 
This reflects the many ways in which one may approach the tracking problem. 
Firstly, tracking attempts to solve four basic states of an object: pose, motion, shape, 
and appearance. Each state may be further characterised by metrics that are found in the 
scene (e.g. relative location of the object in pixel coordinates) or standardised elsewhere 
(e.g. the speed of the object in meters per second). Some trackers train on data to learn 
some of the expected states. These training samples may be carefuIly hand-crafted though 
they need not be so diligently chosen. Though, rarely will a tracker attempt to solve for 
aIl four states. 
Classification of tracking algorithms is ambiguous. One may choose to segregate them 
by the image properties used (e.g. colour, edges, motion, etc ... ) or by the underlying 
technology that enables the algorithm (e.g. particle filters, mean-shift, snakes, etc ... ) or by 
the overall design mentality and application (e.g. pedestrian tracker, rigid object tracker, 
real-time, etc ... ) or by the state the tracker is attempting to solve (e.g. appearance tracker, 
pose tracker, etc ... ). Thus, trackers cannot be uniquely classified. For the purpose of this 
survey, the classification will be based on the image properties used to track, but even this 
sometimes overlaps as a tracker may use more than one property. We briefly review the 
plethora of approaches to solve the tracking algorithm in the following sub-sections. 
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2.1.1 Appearance 
Appearance is the most natural approach to tracking. It is also the most familiar for 
humans to relate to. 
The simplest method would be a template tracking algorithm [19] where the template 
area features a few distinct characteristics. Tracking is sim ply a matching problem where 
it will find the highest region of characteristic matches in the new frame data. This suffers 
from a lack of updating and general sophistication to improve robustness. Bence, there 
have been many proposed improvements [20] [21] [22]. 
Another approach would be intensity or colour histogram tracking. These are region-
based statistical trackers and have historically been popular due to the ability to implement 
them in real-time systems. Additionally, they are somewhat robust to the pose and defor-
mation of the object. Sorne of the more popular methods are based on mean-shift col our 
histogram tracking [23] [24] [25] [26] [27]. The mean-shift tracker attempts to find a lo-
cal maxima given a kernel to mark the higher importance of the inner pixels. The kernel 
corresponds to the likelihood of a match given a certain distribution with the size usually 
accounting for the allowed shape of the object. Depending on the feature space, these 
may not be obvious choiccs. Another approach includes intensity gradients to the colour 
histogram information for robustness against 360-degrees out-of-plane rotation, 90-degrees 
tilting, brief occlusions, and arbitrary camera movements [28]. Though probabilistic means 
are not foreign to appearance tracking [29] [30] [31] [32]. 
2.1.2 Curves 
Tracking the outline of an object is yet another approach. It involves outlining an object 
and deforming the outline to match the object in the next frame. A judgement of the 
deformation defines a good or poor fit in the new frame data. This judgement may be 
based on snakes [33], spline forces [34], condensation [35], or level-sets [36]. Each approach 
is technically radically different. Curve tracking is interesting because it allows for complex 
target shapes and target dynamics. 
2.1.3 Subspace 
The idea of a subspace is to map the appearance characteristics to a space which may 
more easily lend to computation or pattern recognition for tracking. This reduction of 
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dimensionality may be achieved in a variety of means. 
One of the most popular and natural manners of thought is eigenvector-like tracking 
via PCA or SVD [37] [38] [9] [39] [40] [41]. The principal notion is the subspace consistency 
assumption. This assumes that an object's appearance may be reconstructed via a linear 
combination of a certain set of base vectors. This requires learning to construct and to 
organise the subspace. 
Another method is the use of support vector machines (SVM). Kerneled SVMs allow 
for the subspace representation of the target's appearance via a grouping of classifiers. 
Support vector tracking (SVT) [3] [42] was recently proposed and requires ofRine training 
on thousands of images to build an appropriate operating subspace. A boosted online 
version [43] was later proposed. 
2.1.4 Models 
Model-based tracking characterises an object using prior knowledge. The model attempts 
to fit itself to new data. Models are the ultimate goal of object tracking as ideally any object 
dynamics may be explained if enough information is modeled. U nfortunately, solving this 
problem is as complex as the original problem of object tracking. Models may be online or 
ofRine trained with various addition al characteristics (e.g. 2D, 3D, parametric, etc ... ). 
OfRine models are usually the simplest forms of modeling as they do not change during 
the track. The model is pre-learned before any tracking attempt occurs. This learning may 
be quite substantial involving many objects from many different views over many days of 
runtime. A fixed form model is then fitted to the new data given an initial location and 
pose. This model may be an 3D parametric model [44] [45], a 2D appearance model [46] 
[47], or something else aIl together [48] [49] [50]. 
Online models attempt to either build a model during runtime or augment a pre-learned 
model to better adapt to the ever changing scene. There are a few principal categories: 
active shape models [51] [52] [53] [54] , active appearance models [55] [56] [52] [54] [57], and 
online appearance models [58] [59] [60]. ASMs soon expanded to become AAMs. AAMs 
are quite popular for face tracking as they may produce photo-realistic reconstructions of 
objects in dynamic poses. Online appearance models are popular because it is exceedingly 
difficult to accurately model appearance throughout an object's entire track as there are 
many factors to consider some of which may be impossible to model. 
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2.1.5 Features 
Tracking on features is a wide-ranging field with many variables and approaches. An image 
is pre-processed to extract the features of a certain nature. This extraction pro cess is 
sometimes implemented in specialised real-time hardware systems [61] [62]; however, this 
may be unrealistic given the nature of the features. Good features to track [63] [64] may 
include any of the following: SIFT [65] [66], SIFT-based [67] [68] [69], PBM [70], HOG [71] 
[72], MSER [73], wavelet-based [58], and simple features [74]. They may then be grouped 
together to model the scene information via a variety of methods (e.g. boosted particle 
filtering [14], boosted weak classifiers, kernel methods, component trees, SVMs, expectation 
maximization (EM), various filtering techniques, etc ... ). Feature tracking is attractive as it 
lends naturally to the idea of high level descriptions for spatially related pixels. This may 
attempt to resolve edges, to mimic low-Ievel biological neural response receptors, to detect 
templates of expected valued characteristics, to ascertain unique affine covariant regions, to 
compute histograms of oriented gradients, or to otherwise render meaningful information. 
2.2 Survey of Comparative Methods and Studies 
Comparing algorithms is key to advancing the state of the art as a better understanding of 
techniques is garnished. However, the radical differences of the approaches surveyed in the 
previous section make comparison a difficult and complex task. Understandably, authors 
usually compare their algorithms with similar algorithms in such a fashion only suited to 
those types of algorithms. Moreover, they do so on a very limited data set, once again, 
perhaps only suited to those types of algorithms. 
ln other fields of computer vision, there have been successful comparative studies and 
methods. Optical flow, for example, has been galvanised by the performance techniques 
of Barron, Fleet, and Beauchemin [75]. They introduced a meaningful and quantitative 
evaluation still in use today for optical flow methods. Ultimately, it allows for radically 
different conceptual methods of optical flow to be unbiasedly compared. Stereo vision has 
a similar comparative study methodology [76]. It amounts to a well-known and well-used 
evaluation website hosted by Middlebury college [77] where one may find common data sets 
for stereo vision along with results from many different algorithms. Indeed, many other 
computer vision fields have comparative methods, studies, initiatives, or websites [78] [79] 
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[80J [81J [82J [83J [84J. However, a holistic, popular, and recent1 comparative method is 
lacking in the field of object tracking in image sequences. 
There are standard datasets for object tracking evaluation purposes. The most promi-
nent are the VIVID DARPA2 and PETS3 datasets. Both are well-known and freely avail-
able. The DARPA dataset features video from an UAV observing targets of interest. Most 
of the data is in the visual spectrum, but sorne of the sequences are from thermal IR sensors. 
One sequence includes a camera zoom of the object. Sorne sequences contain ground-truth 
labeled objects. In general, these sequences are not very interesting as there are no ab-
normal actions of the objects. Lastly, the DARPA data has been publicly available since 
2005. The rights to the PETS datasets are not held by PETS. Rather the word "PETS" 
is a generic label for the different datasets featured during the PETS annual workshop on 
the performance evaluation of tracking and surveillance. PETS has been offering datasets 
since 2000. These datasets feature fixed indoor surveillance footage. They are set in differ-
ent environments with different camera setups (e.g. wide angle lens, single camera view, 
multiple camera views, known metrics, etc ... ) depending on the year of the workshop. 
Sorne of the sequences include the camera calibration information. Sorne of the sequences 
include ground-truth tables and labels. In general, the scenes are challenging and attempt 
to reproduce realistic situations albeit simpler than those found in real-life. In the later 
years, the datasets have acquired an inherent high level action recognition aspect. Indeed 
in 2006, there was a focus on security in highly cluttered public areas with the data con-
taining test cases of unattended baggage. The most well-known PETS featured dataset 
is the CAVIAR4 dataset [86J featuring labeled, indoor, surveillance footage of a shopping 
malI. The ground-truth tables include the positions of limbs and the head. In addition 
to the datasets, PETS also hosts an annual workshop highlighting the algorithms that 
attempt to solve the unique annual challenge. This is important as results from many 
different algorithms may be compared in a meaningful manner. However, the dataset and 
the competition goals are not well-suited for a general study of object tracking. 
There are other lesser known image sequences such as the AVSS 2005 CREDS RATP 
[87] challenge which features a moderately sized5 dataset. This is a high-resolution propri-
11991 features a study comparing image traeker [85]. 
2 Avaiable for download via http://dtsn.darpa.mil/ixo/programs.asp?id=49 
3Available for download via http://ftp.pets.rdg.ae.uk 
4EC Funded CAVIAR projeet/IST 2001 37540. 
5The dataset features 15 scenarios in 3 gigabytes of storage space. 
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etarily encoded surveillance footage of public transportation settings. AlI scenes are in the 
visual spectrum, but sorne scenes are also filmed in the thermal IR spectrum. Most interest-
ingly, the humans perform a variety of abnormal tasks (e.g. walking on rails, being trapped 
in closing doors, falling, etc ... ). However, there is no camera calibration information nor 
ground truth values. In addition, there are the traffic sequences of KOGS/IAKS Universi-
taet Karlsruhe [88]. It features coloured and black & white traffic surveillance footage. The 
cars and pedestrians do not behave in extraordinary manners. Though, one scene features 
an assortment of weather conditions making it more challenging and realistic. Sorne of the 
sequences offer camera calibration information, but none of them offer ground truth values. 
However, ground truth would be difficult to obtain in the sequences as one many track a 
diverse number of objects. It follows that companies developing and selling tracking and 
tracking-based solutions have in-house proprietary testing solutions and setups. Unfortu-
nately, this data is almost never publicly available for research purposes. Lastly, as national 
security agencies and police forces st art to embrace camera networks, sorne efforts are being 
made to provide developers with meaningful data sets for evaluation. i-LIDS6 is one such 
data set developed by the United Kingdom Home Office Scientific Development Branch in 
partnership with the United Kingdom Security Service (a.k.a. MI-5). The i-LIDS data set 
features CCTV footage of various security scenarios. Only one scenario has ground truth 
tables provided by the United States National Institute for Standards and Technology. The 
data is restricted but available via a public application form. And it is quite large featuring 
500GB of compressed video data. 
Recently, there has been interest and work published to quantify the performance of 
trackers. This work is lead by Collins [89] who was pioneering the DARPA funded VIVID 
tracking testbed and evaluation website [90]. There are 5 evaluation met ries presented: 1) 
the percent age of the sequence successfully tracked, 2) the overall average pixel-area7 of 
overlap between the ground-truth object and the tracker's target localisation area, 3) the 
overall average pixel-data8 of overlap between the ground-truth object and the tracker's 
target localisation area, 4) the average Chamfer distance transform focused on the ground-
truth object, and 5) the average Chamfer distance transform focused on the tracker's target 
localisation area. Though this is a quantification method for tracking algorithms, there is 
6i-LIDS is found at http://scienceandreseareh.horneoffiee.gov .ukjhosdbj ec:tv-irmtging-teehnology jvideo-
based-deteetion-systernsji-lidsj 
70nly ealeulated for the suceessfully traeked frames. 
SOnly ealeulated for the suec:essfully traeked frames. 
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no quantification to describe the scene. Thus, it does not advance the understanding of 
an algorithm's performance due to scene characteristics. One must note that a software 
testbed is provided. Using it, a user may: 
• mark ground truth for arbitrary datasets. 
• upload marked datasets for all to use. 
• set the initial object location for a test case. 
• utilise the pre-built tracking algorithms9 . 
• batch evaluate algorithms and test cases. 
• upload results of a tracker for public viewing. 
• upload a tracking algorithm for all to use. 
• extend the software as the source code is open source. 
In addition, there is the PETS metrics effort [91]. They attempt to quantify surveillance 
results via the "PETS Metrics". The PETSM utilises ground truth data in such a way as 
to penalise non-ideal motion segmentation. Unfortunately, at the time of writing, the 
PETSM is not yet implemented for object tracking evaluation. Similarly, the PETS online 
evaluation service lO is not functional for object tracking. 
Lastly, one should note that another advancement in comparative methods is the stan-
dardization of test results. CVML [92] is an XML-based computer vision mark-up language. 
It attempts to facilitate the collaboration of researchers by allowing for uniformed repre-
sentation of data. Moreover, it is extensible and featured in CoreLibrary, its free software 
library. lndeed, standardization and software packages are key to advancing such a vast 
field as object tracking. Other useful computer vision software packages include OpenCV 
and VXL. Both are open source vision libraries widely used in today's research applications. 
9They inc:lude: Fg/Bg Histogram Shift, Basic Mean shift., Template Match, Variance Ratio, Variance 
Ratio Adaptive, Peak Difference, Peak Difference Adaptive. 
10 Available via http://www.cvg.cs.rdg.ae.uk/egi-bin/PETSMETRICS/page.egi?ranking 
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2.3 Summary 
There has been much research to solve the tracking problem. Unfortunately, there has 
been little to quantify and to compare the results of radically different trackers. lndeed, 
the problem itself is ill-defined. To this end, there is a need for a standard and universally 
available database of video sequences for testing tracking algorithms against. Ideally, it 
would contain ground-truth labeled data. In practice, this is exceedingly time consuming. 
Additionally, an array of trackers and their results should also be available. This would 
allow for a better understanding of different tracking technologies and would ultimately aid 
to advance the state of the art. 
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Chapter 3 
Ensemble Tracker 
The ensemble tracker was developed by Shai Avidan[43]. Avidan attempts to model the 
foreground and background via an ensemble of binary classifiers. He does so by boosting 
weak classifiers into forming a strong classifier. These weak classifiers are initially trained 
on a known target localisation area and updated every frame. Hence, every frame shall 
also have an updated strong classifier. On the next frame, the strong classifier provides a 
confidence map from the frame data. A mean-shift algorithm will th en define the target's 
new location. In fact, it does so on three scales, full-scale, half-scale, and quarter-scale. 
This multi-scale approach attempts to capture information found at different scales, so that 
the confidence map is an integration of the three scales. The weak classifiers are re-trained 
on the new target localisation area to form a new strong classifier (see Figure 3.1 for an 
architectural overview). It should be noted that though offiine training is possible, it was 
not implemented. The following sections will define the algorithm in detail. 
trainin 
Fig. 3.1 Simple architectural overview of the ensemble tracker. 
3 Ensemble Tracker 
3.1 Feature Space 
The feature space in which the classifiers operate is 33 dimensions. However, it is kerneled 
three times from an 11 dimension al feature space (see Equation 3.1). The kerneling facili-
tates the construction and convergence of the weak classifiers, where 3 of the 11 dimensions 
are the pixel's raw colour values (i.e. the red-green-blue pixel values), and the other 8 
dimensions are the local orientation histograms. 
(3.1) 
The local orientation histograms operate upon the luminance information of the pixels. 
It maps the gradient information into a directional component to describe the general 
orientation of the local relative area, though, the scale of the gradient must surpass a lower 
threshold. In detail, the 8 features are orientation bins. One calculates and analyzes the 
gradients of a 5x5 pixel area centered at the pixel location of interest. At every 5x5 location, 
one adds a count to the appropriate orientation bin if the scale of the gradient is above a 
gradient threshold value (e.g. 5). 
3.2 Classifiers 
Strong and weak classifiers are used to classify and model the foreground and background. 
If the appearance of the foreground and background are similar, then the strong classifier 
will fail to properly model the object. The weak and strong classifiers are of the form 
h(Xi) ~ Yi, where 
Xi is the sample's feature vector, Xi = Fi, 
Yi is the sample's label, Yi E{ -1, + 1}, 
N is the number of samples. 
In this instance, the weak classifiers are SVMs[3], or separating hyperplane[93] (a.k.a.: 
Widrow-Hoff or LMS), of the form 
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33 
h(Xi) = 2: Fi,k h k , where k is the feature number. 
k=l 
16 
(3.2) 
There are T (e.g. 5) weak classifiers, which are initially trained on a known target 
localisation given in the first frame. The number of weak classifiers is not important as long 
as it is reasonable. A large number of weak classifiers will not aid nor hinder convergence 
as the number of useful weak classifiers (i.e. a weak classifier with an error lower than 0.4) 
rarely exceeds 7. The training of the classifiers for the initialisation is described as follows: 
1. Extract N samples with known labels. 
2. Initialise the weights {Wi }!l each as i:;. 
3. For t = L.T: 
(a) Normalise the weights according to their labels: 
1 
2 
1 
-
2 
i = positive labels 
2: Wi, where Yi = +1, 
i = negative labels 
2: Wi, where Yi = -1. 
(b) Train ht according to the least-squares method[93]. 
( c) Set the error measurement 
N 
errt = 2: wilht(Xi) - Yil· 
i=l 
(d) Set the weak classifier weight for the strong classifier's use 
( e) U pdate the weights 
Il 1 - errt 
Œt = - og 
2 errt 
(3.3) 
(3.4) 
(3.5) 
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4. Construct the strong classifier as 
T 
H(Xi) = L Œtht(Xi)' (3.6) 
t=l 
This training amounts to boosting weighted separating hyperplanes, where at each new 
weak classifier construction, the importance (i.e. weight) of an incorrectly labeled sample 
is increased according to the weak classifier's importance to the strong classifier. Rence, 
the remaining weak classifier may be trained such that incorrect classifications are given 
more importance. 
It should be noted that similar pixels found both inside and outside the target area 
do not register as target pixels if there are enough similar pixels found outside the target 
area. Rence, a good heuristical initialization of the target is critical. The amount of pixels 
qualifying as "enough" is 9:1 outside pixels to inside pixels. This comes from the labeled 
weighting of samples during the weak classifier training. Though, this assumes that the 
samples are distributed evenly throughout the possible target area. This is the case in this 
implementation as aIl possible samples are used (i.e.: every pixel in the possible target area 
is sampled). 
Once again, there are 3 sc ales of operation. Rence there are, in fact, 3T weak classifiers 
to form 3 strong classifiers to operate on the full-scale, the half-scale and the quarter-scale 
versions of the frame data. 
3.3 Target Localisation 
Given a new frame, the trained strong classifiers, and the last known target localisation, one 
uses the basic mean-shift method to localise the target area in the new frame. The mean-
shift algorithm[24] [26] is a density estimation-based non-parametric clustering approach 
(see Appendix C.l for a brieftechnical introduction). It cannot operate on the 33-D feature 
space as there is no clear method to normalise the the pixel colour with the local orientation 
histogram information. Rence, it operates on the multi-scale integrated confidence map. 
The multi-scale integration is simple. Each scaled confidence map is extrapolated to the 
original scale, and the integrated map is the Euclidian addition of the scaled confidence 
maps. Each sc ale de fines the confidence map as: 
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1. Extract N samples with labels defined by H(Xi) at each scale. The raw output of the 
strong classifier to the samples will define the values of the pixels of an image map 
at each of the 3 scales. 
2. Extrapolate the non-full-scaled maps to the full-sc ale resolution. 
:3. Clip the values of the maps to a lower bound of o. 
4. Normalise the maps to the largest value found in them, respectively. 
5. Linearly integrate the maps (i.e. Euclidian addition of the maps) to construct the 
confidence map. 
Once the multi-scale integrated confidence map is constructed from the scaled confidence 
maps, the mean-shift algorithm begins at the last known location, reci j _ 1 . It uses a uniform 
kernel and will return the new target position, rectj • 
3.4 Online Training 
Once the target is found in the new frame at location recij , the tracker requires updating. 
This is done by re-training the weak classifier via Adaboosting[74] using the following 
method: 
1. Redefine the sample labels using Yi = inside(recij ) (see Section 3.5). 
2. Initialise the weights {Wi }{:l each as iJ. 
3. Normalise the weights according to their labels: 
1 
2 
1 
-
2 
i = positive labels L Wi, where Yi = +1, 
i = negative labels L Wi, where Yi = -1. 
4. Calculate the errors, errt, for each weak classifier according to {Wi}{:l and Equation 
3.3. 
3 Ensemble Tracker 19 
5. Remove K (e.g. 1) oldest weak classifiers. In the case that the classifiers' ages are 
the same, remove the on es with the larger errors, errt. 
6. Update the weights for l = K + L.T: 
(a) Normalise the weights according to their labels: 
1 i = positive labels L Wi, where Yi = +1, - = 2 
1 i = negative labels L Wi, where Yi = -1. -
2 
(b) Choose the best weak classifier (i.e. has the smallest error, err) from the set 
of remaining weak classifiers, update its Œt and update the weights, {Wi}~l' 
according to Equation 3.4 and Equation 3.5. 
(c) Mark the current weak classifier as to be not used in the remaining evaluations 
of this loop. This is done as the weights have already been updated to reflect 
the current classifier's contribution. 
7. Add K new classifiers and construct the new strong classifier according to Section 
3.2. 
Additionally, any weak classifier that performs poorly (i.e. err > 0.5) in the new 
location is eliminated. Similarly, if a new weak classifier is trained and performs poorly 
(i.e. err > 0.4), then it too is eliminated. 
3.5 Outlier Rejection 
Outlier rejection is important as Adaboost performs badly in the presence of noise[94]. A 
naive approach is implemented where the label used in Section 3.4 is originally defined as 
a function of whether or not it is found in the target localisation area, rectj. However, any 
sample with a false-positive label and with a weight above a certain threshold will remain 
labeled as a false-positive. Specifically, the labels are defined as 
_ {+1' Xi E inside(rectj) 1\ 
Yi -
-1, else, 
3 
Wi < H' 
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where Wi = Wie(aH1H(x;)-Yil) , 
Il l - errH 
etH = -2 og , 
errH 
N 
errH = L wiIH(Xi) - Yil, 
i=l 
Yi = inside(recij ). 
3.6 Mean-Shift Scale Space 
20 
Despite the malleability of the ET tracker to adapt to an ever changing target, it is limited 
as the target localisation area is static in size. Thus, an independent scaling solution, 
Collins's mean-shift scale space [27], was considered and integrated1 (see Figure 3.2). The 
MSSS algorithm sim ply replaces the mean-shift step of the original ET tracker to form 
the MSSS-ET tracker. Since the MSSS-ET tracker proved weaker than the original ET 
tracker, a detailed technical explanation of the MSSS algorithm is not presented. Though, 
it is not required for an understanding of its behaviour with the ET tracker. A non-technical 
introduction and a brief overview of the results of the MSSS-ET tracker follow. 
trainin 
Fig. 3.2 Simple architectural overview of the ensemble tracker with a mean-
shift scale space integration. 
The MSSS algorithm attempts to solve the scaling issue by employing negative values 
in a modified mean-shift algorithm and a difference of Gaussian kernels. It solves for the 
optimal position and scale in an iterative manner where there is a mean-shift procedure for 
each position and scale. Collins shows that this approach is more efficient and suc cess fuI 
lThe base of the implernentation is written by Robert T. Collins who was kind enough to donate his 
Matlab source code irnplernentation to this study. 
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than naive approaches where the scale is augmented by a set amount (e.g. +/-10%). 
Unfortunately, the Gaussians are symmetric, and, in the choosen subspace, the target 
localisation area is forced to be symmetric (i.e. a square shape in pixel space). This 
limitation is unacceptable. Rence, the MSSS is executed twice: once to solve the horizontal 
position and scale, and yet another time to solve for the vertical position and scale. It 
should be noted that the MSSS algorithm operates using a non-zero-clipped scale-integrated 
confidence map similar to that found in Section 3.3 but omitting step 3. Lastly, integrating 
the MSSS algorithm increases the execution time of the overall tracker by a considerable 
amount as frequent convolutions of differences of Gaussians is computationally expensive. 
Problems arose with the MSSS-ET tracker. Essentially, the target area usually shrunk 
to zero. This is explained by a lack of cooperation between the MSSS and the training of the 
weak classifiers. The training of the weak classifiers attempts to separate the foreground 
and background whilst MSSS attempts to greedily scale a rectangle that fits only the 
most confident pixels. This feedback loop would quickly shrink the target localisation 
area to nothing as the strong classifier would not usually be confident about pixels on 
the edge of the target area and as MSSS would crop those unconfident target edge pixels. 
Tweaking the parameters of MSSS would only slow down this process and not prevent it. 
Thus, the author considers this independent approach flawed due to a lack of meaningful 
communication between the MSSS-ET's pro cess blocks. 
3.7 U niqueness of the ET Tracker 
Although the ET tracker is quite simplistic in nature and is expected to do poorly due to its 
static target localisation, it is interesting due to its flexibility of design. Its architecture is 
such that one may replace any part of it with another algorithm that accomplishes the same 
goal (e.g. replace the weak classifier with another type of weak classifier). lndeed, one may 
use the architecture as a test bed to compare two algorithms solving the same problem. 
Rowever, as seen in Section 3.6, replacing pro cess blocks requires careful considerations 
as the system is a closed loop and susceptible to destructive feedback loops. Lastly, the 
presented version is simple enough to be implemented in real-time though this is not done 
here. 
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Chapter 4 
EM-Like Colour-Histogram Tracker 
The EM-like colour-histogram tracker was developed by Zoran Zivkovic and Ben Krose 
[30]. It attempts to resolve tracking of non-rigid objects via a kernel-based estimation of a 
density function. This is an extension of the mean-shift tracking method[25], and it allows 
for a 5-DOF solution of an elliptical target area. This 5-DOF includes: the origin of the 
ellipse, the semi-major axis length, the semi-minor axis length, and the orientation. Given 
the target's location in the first frame, the tracker will construct a colour histogram that 
describes it. This histogram will be used for all future similarity measurements of potential 
target localisation areas. Given a set of sample points and an initial target localisation 
area, the problem is redescribed in terms of weights, Wi, and arbitrary constants, qi, such 
that an EM method may solve the new form. Hence, an estimated position, e(k+l) , and an 
estimated elliptical variance, V(k+l), may be found. The variance is the size and orientation 
of the ellipse. If this estimate includes no new pixels, then it is assigned to be the new 
target localisation area; else, the position and variance are re-calculated using its current 
estimate, and k is iterated. An overview of the algorithm is presented in Figure 4.1. The 
following sections will briefly review the algorithm. However, they are paraphrases of the 
detailed discussion found in the original paper[30]. 
4.1 Algorithm Summary 
The algorithm, developed by Zivkovic and Krose[30], is outlined in its entirety and is then 
explained in later sections. The numbering of Zivkovic and Krose's equations follows that 
of the Zivkovic and Krose paper[30], and it is preceded with the label "ZK". 
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similarity -1 W j ~ qj 
+'\H V<k) ~ "- 9<k) 
Fig. 4.1 Simple architectural overview of the EMCH tl'aeker. 
Initialisation Given the initial objeet's position, iJo, and variance, Va, ealculate the ob-
ject's model, 0, using Equation ZK.17 (see Section 4.2). 
Runtime Given a new frame, the initial estimation of location, iJ(k) , and the initial esti-
mation of the ellipse's variance, V(k), repeat the follow to find the object: 
1. Compute the colour histogram, if, for the current ellipse using Equation ZK.18 
(see Section 4.3). 
2. Compute the data points' weights, Wi, using Equation ZK.21 (see Section 4.3). 
3. Compute the data points' arbitrary constants, qi, using Equation ZK.7 (see 
Section 4.4). 
4. Compute the most current estimate of the position, iJ(k+l), using Equation ZK.9 
(see Section 4.4). 
5. Compute the most current estimate of the variance, V(k+l), using Equation 
ZK.15 (see Section 4.5). 
6. Increment k and repeat steps 1 to 5 until a maximum value of k (e.g. 6) is 
obtained. 
4.2 Colour Histogram Construction 
The static appearance model is a colour-histogram model hand initialized in the first frame. 
iJo is its initial center location, and Va is its initial variances. The model is built aceordingly. 
1. The second order moment is calculated via 
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- - T Vo = I:initial target area(Xi - BO)(Xi - Bo) , (ZK.16) 
where Xi is the pixel location and ëo is the center location of the initial ellipse. 
2. Calculate the colour histogram, i5 = [01, ... , OM], with M bins where the the m th bin 
value is 
(ZK.17) 
where b(Xi) = assigns a bin value from the pixel values found at Xi, 
8 = Kronecker delta function, 
N vo = area around ëo where pixels further away than 2.5a are disregarded. 
It should be noted that in the experiments that follow, there are 64 bins for aIl the colour 
channels. Increasing the number of bins was usually detrimental to the algorithm's per-
formance given that the foreground is visually different to the background. So increasing 
the bin number would introduce more separations of visually alike pixels wh en such sep-
arations were not needed. This would essentially reduce the tracker's robustness towards 
slight colour changes of the target. Though it might be recommended if the data used did 
not have a clear colour distinction between the foreground and the background. Lastly, 
without a target model, a simplistic histogram method must be used. 
4.3 Similarity Measurement 
Given a new frame, the colour histogram of the current estimate of position and variance is 
calculated. This allows for a similarity measurement between i5 and the current estimate's 
appearance model, r. Once achieved, the data points' weights, Wi, may be computed. 
The colour histogram, r = [r1, ... , rM], calculation for this new region is similar to Equa-
tion ZK.17. Specifically: 
rm(ë, V) = I:~ N(Xi; ë, V) 8[b(Xi) - ml. (ZK.18) 
Additionally, the similarity measurement is defined as 
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...... _----_ .. __ .. _---_ .... _ .. ----_ .... _-_ .. _------_ .... _-_ .. __ .... _- ------.-------_ .. _ .. _--_ .. _ .. -
(ZK.19) 
Moreover, the first or der Taylor approximation of the similarity measurement around the 
current estimate, (e(k), V k ), is 
p[f(e, V), oJ ~ Cl + C2 L:~ wiN(:h e, V), (ZK.20) 
where Cl and C2 are constants and 
(ZK.21) 
The last term in Equation ZK.20 is of the form of Equation ZK.4 (see section 4.4), hence 
Zivkovic and Krose apply the E & M algorithm in Section 4.4 to find the local maximum. 
This is done by applying Equation ZK.21 for the weights, Wi, Equation ZK.7 (see Section 
4.4) for the qi, Equation ZK.9 (see Section 4.4) for the current location estimate, e(k+1), and 
Equation ZK.15 (see Section 4.5) for the current estimate for the variance of the ellipse, 
V(k+1). It should be noted that the weights denote a sample's importance. A sample is 
more important if the value of the sample's bin is lower than the preferred value (i.e. om) 
for the estimated target localisation. This signifies that the final similarity measurement 
is the maximization of the hyper-volume of a Gaussian distribution with weighted points. 
4.4 EM-Like View of Mean-Shift 
To obtain and to understand the data points' arbitrary constants, qi, and the most current 
estimate of the position of the ellipse, e(k+1), Zivkovic and Krose view the mean-shift 
algorithm as an expectation maximization (see Appendix C.2 for a brief introduction to 
EM). Given the following: 
x = Xl, ... , XN is N independent samples, 
p(X) = N(x; e, V), 
where the probability density function, p(x), is a Gaussian, e is the position vector, and 
V is the variance matrix. Renee, the ML[95J function is rr~l p( Xi)' Rowever, one expects 
many out lier data points within the target localisation area. So if e is the probability of 
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the sample being an outlier, then the common generative model is 
P'(Xi) = 1: + (1 - e)p(xi) where A is the area of the domain of x. (ZK.l) 
The likelihood is rt':lP'(Xi)' The Taylor expansion[96] of the likelihood in (1 - e) is 
(1:)N + (1:)N-l(1 - e) I:!lP(Xi) + 0((1 - e)2). (ZK.2) 
If there are many outliers such that e is close to 1, then one may maximise I:!l P(Xi) 
to approximately obtain an ML estimate[30] of Equation ZK.2. One would expect many 
outliers as an object would be relatively small when compared to the size of the image. 
Hence, the objective function to maximise is 
f(e, V) = I:!l N(Xi; e, V) where the pdf is a Gaussian. (ZK.3) 
Zivkovic and Krose[30] observe that this form is very similar to 
which resembles the empirical density estimation for Gaussian kernels given a bandwidth 
factor, V[97]. Therefore, the mean-shift algorithm is well suited to find the estimate of the 
mode, e. 
If weights are added to the samples (see Equation ZK.4) , 
f(e, V) = I:!l wiN(Xi; e, V), 
and Jensen's inequality[98] is applied, then the form will be 
1 f(e- V) > G(e- V ) _..,..N 1 (w iN(xi ;6,v))Qi og , _ " ql, ... , qN - ûi=l og qi ' 
where q's are arbitrary constants (see Equation ZK.7) 
I:!l qi = 1 and qi 2: O. 
This form allows for a standard EM approach to the solution. 
(ZK.4) 
(ZK.5) 
(ZK.6) 
Given the current estimate of mode and variance are e(k) and V(k), respective, the E & 
M steps may be repeated until convergence as described by: 
1. E: Fixing e(k) and V(k) while maximizing G is achieved when 
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. _ wiN(Xi;OCk),vCk») 
q, - "N w'N(x"OCk) VCk»)' L .. q=l z tl , (ZK.7) 
2. M: Fixing the q/s while maximizing Gin terms of ë and V involves minimising G to 
these parameters 
- N - -g(e, V) = L:i=l qi logN(xi; e, V). (ZK.8) 
From teg(ë, V) = 0, Zivkovic and Krose derive 
ë(k+1) _ "N . -. _ z=f-l XiWiN(Xi;OCk) ,vCk») 
- L....i=l q,x, - "N w.N(x"(JCk) V(k») . W1.=l '/, '1,) , (ZK.9) 
"-
This is the update equation for the location. Additionally, it is an EM-like view of a 
problem of the form Equation ZK.4. Its form will be reused in other sections. 
4.5 Scale Selection 
Scale selection attempts to find the scale of the ellipse (i.e. axes lengths and orientation). 
If the true distribution of the data is denoted by p*(x), then the expectation[99] of the 
objective function (see Equation ZK.3) is 
E[J(ë, V)] = 1 p*(x)N(x; ë, V). 
If p* is a Gaussian locally to x, then the expected value, with respect to V, will be a 
smooth Gaussian N(x; ë*, V* + V). If Equation ZK.4 is normalised via 1V13, then there is 
a "'{'-normalised" function 
f-y(ë, V) = IVI~f(ë, V), (ZK.ll) 
where '{' is an arbitrary constant set by the user to denote the amount of non-Gaussian 
data expected in the image sequence. 
Once again, if there is an assumption that it is locally Gaussian, then the value of the 
"'{'-normalised" function at the mode is 
IV*+VI!' 
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And the maximum value of the "')'-normalised" function with respect to V is found when 
1 V = ')'f3V*, where f3 = --. 
1-')' 
Since Equation ZK.ll is similar in form to Equation ZK.4, the EM algorithm may be 
applied to the "')'-normalised" function. Though Equation ZK. 7 remains the same, Equa-
tion ZK.8 slightly changes to 
g(ë, V) = 2:[:1 qi log(IVI!N(Xi; e, V)). (ZK.14) 
Given ôtg(ë, V) = 0, the update equation for V is 
i!(kH) = f32:[:1 qi(Xi - ë(k)) (Xi - ë(k)f. (ZK.15) 
Zivkovic and Krose indicate that a perfect Gaussian distribution would require a f3 of 2, or 
')' of 0.5. That is, V = V*. In the experiments that follow, f3 is set to 1.2, or ')' of ~. That 
is, V = ~ V*. Though, sm aIl changes to f3 did not produce wildly differing results as most 
of the data sets employed had very little noise around the target. 
4.6 Uniqueness of the EMCH Tracker 
The EMCH tracker is interesting because it solves the problem of target location, scale, and 
orientation for an elliptical target area. Moreover, the current implementation is simple 
enough to be implemented in real-time[30] though this is not do ne here. 
Like the original mean-shift algorithm, it may operate on feature spaces rather than 
on col our exclusively. This is advantageous given the prevalence of grayscale surveillance 
cameras, the use of non-human visible wavelength cameras, and the many popular feature 
spaces developed. Depending on the feature space selected, this may radically increase the 
computation time required. Additionally, the similarity measurement must be changed to 
reflect the proper definition of closeness in the feature space. 
Similarly, any shape may be used with appropriate adjustments to Equation ZK.16, 
Equation ZK.18, Equation ZK.20, and the general dimension of e throughout. However, the 
local Gaussian assumption of Equation ZK.4 is violated with the selection of f3 determined 
heuristicaIly. The more radical the shape, the less assurance that the distribution will 
locally resemble a Gaussian. 
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Chapter 5 
WSL-SIFT Tracker 
The WSL-S1FT tracker was developed by Long Li [100]. It attempts to combine two 
trackers to offset their individu al failings. A S1FT tracker and a WSL tracker [58] run 
in parallel. They combine their outputs to determine the target localisation area before 
adapting to the new frame data (see Figure 5.1). The following sections will briefly review 
Li's algorithm. 
51FT WSL 
u date u date 
Fig. 5.1 Simple architectural overview of theWSL-SIFT tracker. 
5.1 WSL 
The WSL tracker was developed by Jepson, Fleet and EI-Maraghi[58]. It is outlined in its 
entirety and is th en explained in later subsections. The numbering of Jepson, Fleet and 
EI-Maraghi's equations follows that of the Jepson, Fleet and EI-Maraghi paper[58], and it 
is preceded with the label "JFE". 
Jepson, Fleet and EI-Maraghi attempt to model changing appearances while main-
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taining a measure of the image's stable structures. Structures are weighted according to 
their stability and are used in motion-based tracking. The adaptive appearance model is 
a mixture of wandering (W), stable (S), and lost (L) image structures. Stable compo-
nent describes structures learned over a relatively long time period. Wandering component 
describes structures found in the last 2 frames. And lost component describes outliers. 
The appearance model parameters are adapted via an online EM-algorithm (see Section 
5.1.4). Lastly, the appearance model is based on filter responses from steerable pyramids. 
The following subsections briefly describe the Jepson, Fleet and El-Maraghi algorithm[58]. 
Additionally, EI-Maraghi presents a detailed discussion of the WSL tracker in [59]. 
5.1.1 WSL Tracker Aigorithm Summary 
The following presents the Jepson, Fleet and El-Maraghi WSL tracker in a step-by-step 
manner: 
1. The user initialises the hyper-parameters and the initial target localisation area. 
2. The steerable pyramids are built. The mixture probabilities are reset. The mean, the 
variances, and the appearance model are set. 
3. The next frame is read. The current warping parameters, Ct, are initialised to the 
previous frame's warping parameters, Ct-l, where Co is the identity warp. The sc ale 
parameters, as and aw , are initialised to one-quarter of a wavelength. 
4. The ownerships are computed via Equation JFE.ll (see Section 5.1.4) using Ct and 
At-l, the appearance model from the last frame. 
5. The warp update, tSCtl is computed via Equation JFE.22 (see Section 5.1.4) using the 
current values of as and aw . 
6. as and aw are annealed. 
7. Repeat steps 4 to 6 until the annealing threshold is reached for as and aw . 
8. Annealing is disabled. Repeat steps 4 to 6 until the update warp parameter, tSc" is 
sufficiently small. 
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9. Repeat steps 4 to 8 for the remaining sc ales using the past scale's motion parameter 
as an initial starting point. It should be noted that only one scale is implemented. 
10. The appearance model, At, is computed from Ct and Nt-l, an image pyramid and 
target region in the current frame. 
11. Repeat steps 3 to 10 until the end of the sequence. 
5.1.2 WSL Framework 
Each of the WSL components, wanderering, stable and lost, is represented by a probabil-
ity density. The stable component, Ps(dtlfLs,t, a;,t), is modeled via a Gaussian conditioned 
on its observations, dt. The lost component, Pl(dt), is modeled via a uniform distribution 
over the observation domain and accounts for data outliers. The wandering component, 
Pw(dtldt- 1), is modeled via a Gaussian density conditioned on two frames of observations. 
They are combined via a probabilistic mixture model, 
p(dtlqt, mt, dt- 1) = mwpw(dtldt- 1) + msps(dtlfLs,t, a;,t) + mIPI(dt), (JFE.1) 
qt = (fLs,t, a;,t) is the mean and variance parameters of the stable component. 
Jepson, Fleet and EI-Maraghi compute mt via an online EM-algorithm [101] using a tem-
poral envelope and the log-likelihood of the observation history, dt = {dd~=o, 
L(dtlmt, qt) = 2:;;: St(k) logp(dklqk, mk, dk- 1), 
T = ~ , ns is the envelop half-life (e.g. 20). 
log2 
(JFE.2) 
In the E-step, data ownership is computed while the state values are he Id fixed (see 
Equation JFE.3). In the M-step, the maximum likelihood for the state variables is com-
puted while the ownership is held fixed (see Equations JFEA, JFE.5.1, JFE.5.2, and JFE.6), 
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where i E{ w, s, l}, 
Mlt 
fts,t = Mo:,' 
0'2 _ M2" + 1/2 
s,t - Mo" t-"s,t, 
where Mj,t are the first and second weighted moments at time t. 
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(JFE.3) 
(JFE.4) 
(JFE.5) 
(JFE.5) 
(JFE.6) 
It should be noted that the system is designed to reset itself to mt = (0.4,0.15,0.45) if 
ms is below a certain threshold (e.g. 0.l7r). 
5.1.3 Wavelet-Based Appearance Model 
The responses from steerable pyramids [102] allow for a description of the image at user-
defined sc ales and orientations. Jepson, Fleet and EI-Maraghi employ G2 - H 2 filters [103]. 
The G2 filter is a Gaussian directional second derivative; the H 2 filter is an approximate 
Hilbert transform. These bandpass filters, sometimes referred to as wavelet transforms, 
form a non-orthogonal conjugate pair, G2 + iH2 , tuned to certain sc ales and orientations. 
It yields phase-based information. It should be noted that the amplitude of the responses 
are not exploited. Lastly, care is taken to handle unstable phase singularities [104]. Thus, 
the collective appearance model, At, at current time t for aIl orientations, scales, and spatial 
locations in Nt is denoted by: 
At = {(m(x, t), q(x, t))}xe.Nt, 
where x is a sample location, 
Nt is a given image pyramid and target region in frame t. 
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5.1.4 Tracking 
Tracking is achieved by warping the current target localisation area according to the warp-
ing parameters, Ct = (/-lb et, Pt). The parameters represent translation, rotation, and scal-
ing, respectively. Moreover, a sample from the previous frame, x, may warp into the current 
frame, t, according to the parameterised image warp function: 
[
COS et 
Xt = w(x, Ct) = Xo + /-lt + Pt . 
sm et 
- sin et 1 (x - xo), 
cos et 
where Xo is the origin of the warp. 
To optimise the image warp, Ct, from the stable properties of the image appearance, 
At, we consider the log observation density for Dt (see Equation JFE.10). Though Jepson, 
Fleet and EI-Maraghi note that the notation omits the explicit dependencies of ms, mw , 
ml, and q on x and t - 1. 
where At is the appearance model from the previous frame, 
dx ,t-l = d(x, t - 1). 
A standard EM-algorithm [105] is employed. In the E-step, the ownership probabilities 
are given by 
(JFE.ll) 
The M-step is more involved. The energy function to minimise (see Equation JFE.17) 
is a sum of the S contribution (see Equation JFE.12), the W contribution (see Equation 
JFE.13), and the prior probability contribution (see Equation JFE.14). The S contribution 
is the weighted negative log probability of the warp parameters Ct + (jet for small (jet' The 
W contribution is similarly except for an extra scaling factor, E (e.g. E = .1...), which defines 
n. 
the relative influence of the motion constraints. The last contribution is the negative log 
prior probability for Ct + (jet' 
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(JFE.12) 
(JFE.13) 
(JFE.14) 
(JFE.17) 
The prior probability model, Eo, is a random walk conditioned over the previous state, Ct-l' 
Instead of dealing with E(<5et ) , Jepson, Fleet and EI-Maraghi construct an estimated 
quadratic function, E(<5et ), in <5et . They then apply a gradient-based optimisation to solve 
for <5et in E(<5et ). This leads to linear systems for the update of E(<5et ) , 
(JFE.22) 
where Ai is a 4x4 matrix and bi is a 4x1 vector. Moreover, Jepson, Fleet, and EI-Maraghi 
define: 
where Œs and Œw are the variances of their respective WSL components, where Ë is the 
identity warp, where VI is the covariance of the slow-motion Gaussian of the motion prior 
density, where V2 is the covariance of the slow-changes-in-motion Gaussian of the motion 
prior density, and where Jepson, Fleet, and EI-Maraghi further describes: 
<5dw (x, t) = d(w(x; Ct), t) - d(x, t - 1), 
<5ds(x, t) = d(w(x; Ct), t) - f-Ls(x, t - 1). 
Via annealing [106], the ownerships, Os and 0w, and the gradients in the above parameter 
matrix are computed on Œs and Œw instead of Œ; and Œ~. After solving Equation JFE.22, 
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the values of CT .. and CTw are decreased according to 
where 68 and rf'w are the maximum likelihood variance estimates of the 8 and W phase 
differences over M. This pro cess ends when CTs and CTw reach a lower limit. At which point, 
annealing is disabled, and CTs and CTw may fluctuate according to the motion parameters. 
There is, however, a ceiling imposed for CTs and CTw . 
This allows for the warp update, 8ct> to be found. Ct is now Ct+8ct> and the entire pro cess 
is started again. Once the warp update is sufficiently small, the pro cess is terminated. The 
previous frame appearance model, At-l, is now warped using Ct. 
5.2 81FT 
The following 81FT tracker was developed by Long Li[lOO]. His tracker is explained in 
following subsections. The numbering of Long Li's equations follows that of Li's master's 
thesis[100], and it is preceded with the label "LL". 
The 81FT tracker attempts to match interesting points in the previous frame to those 
found in the current frame. An interesting point is a 81FT keypoint (see Appendix C.3 for 
a brief technical introduction). To this end, there are three filtering methods. Firstly, there 
is Lowe's original mat ching threshold method [65]. 8econdly, there is a Hough transform 
[107]. The Hough transform will eliminate a keypoint if it is not found in a clutter of other 
keypoints with similar warping parameters, Ct = (ux,y, e, p), from one frame to the other. A 
Hough cell is defined here as a 4x4 pixel area in the 81FT parameter space of location, scale, 
and orientation. And thirdly, there is yet another crude filter. If the matching keypoints do 
not closely agree on the orientation and scale changes, ~1f and 0.2, respectively, then they 
are rejected. Lastly, each matched keypoint will be represented by a mixture of probability 
densities (see Equation LL.3.1) over the matching error of the keypoints, d, where pg(d) is 
a Gaussian distribution modeling matched keypoints that are part of the target and Pu(d) 
is a uniform distribution modeling other keypoint matches, 
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(LL.3.1) 
Pu(d) = C, where C is a constant, 
1 -6 pg(d) = e 2"'0, ~()O 
d = matching error of the keypoints for the current frame. 
The log likelihood of the observation history, {dd~-:,1, is 
(LL.3.5) 
where dk is the matching error of the keypoints for frame k. 
Similarly to Jepson, Fleet and EI-Maraghi's WSL-tracker presented in previous subsec-
tions, Li uses an EM-algorithm to maximise Equation LL.3.5 and to solve for ml and m2 via 
iterations until convergence. In the E-step with ml and m2 fixed, ownership is computed via 
(LL.3.6) 
In the M-step with the ownership fixed, ml and m2 are solved via 
(LL.3.7) 
Unfortunately, this requires infinite memory. An online version is needed, and Li once 
again takes a similar approach as the WSL-tracker as a temporal envelop is applied (see 
Equation LL3.8) to Equation LL3.5. 
1 -(r-k) 
where St(k) = -e r ,T» 1, 
T 
t 
such that: limt--+oo L St(k) = l. 
k=O 
(LL.3.8) 
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Since Equation LL3.8 is of the same form as Equation LL3.5, an EM-algorithm is em-
ployed to solve Equation LL3.8. In the E-step, the ownership is computed via 
(LL.3.8b) 
In the M-step, the mi,t 's are approximated to not need to keep track of their histories 
and to avoid recomputing ownership for past observations: 
(LL.3.9) 
The weights of each matching keypoint are now computed. 
The mat ching error, d Kt-l,Kt' for a pair of keypoints between frames is defined as the 
square Euclidian distance between the warped sample pixel location of the previous frame 
and the mat ching sample pixel location in the current frame (see Equation LL3.4), 
(LL.3.4) 
The total weighted matching error function is 
d =~ m d aU uKt_lERand(Kt_l,Kt)eM 2,t-l Kt-l,Kt' (LL.3.11) 
where R is the target localisation area in frame t - 1 and M is the region of any matched 
pairs. A minimisation of Equation LL3.11 is required to find the best possible new target 
localisation area. 
Li employs an iterative gradient-based method to optimise Equation LL3.11: 
1. Following a Taylor expansion with respect to Ct of the mat ching error, dKt_l,Kt> there 
is a quadratic form of the update warping parameter, (kt. Differentiating with respect 
to (kt, setting it to 0, and summing over aIl matched keypoints yields: 
(LL.3.16) 
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where 
Ux = [1, O,p( -(x - xc) sine - (y - Yc) cose), ((x - xc) cose - (y - Yc) sine)], 
Uy = [0, l,p( -(y - Yc) sin e + (x - xc) cos e), ((y - Yc) cos e + (x - xc) sin e)], 
where (xc,Yc) is the center of the region Rand (x,y) is the center of the current 
estimated region. 
2. Update the current warping parameter, et, according to update warping parameter, 
Set. Repeat step 1 if Set is larger than the threshold. 
5.3 WSL-SIFT Combination 
Li combines the W8L tracker and the 81FT tracker by combining the update parameters 
of the two trackers. It may also been seen as combining the warp estimates from both 
trackers. This can be done as they have very similar solution forms. Thus, they do not 
optimise for Equation JFE.17 and Equation LL3.11. Rather, they both use Equation LL4.4 
where more weight is given to the 81FT tracker, 
(LL.4.4) 
The update warping parameter, Set, is then computed via 
(LL.4.5) 
The update warping parameter, Set, may then be used normally in the W8L tracker 
and the 81FT tracker. 
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5.4 U niqueness of the WSL-SIFT Tracker 
Both trackers have weaknesses. Others [59] [100] have found that the W8L tracker is not 
robust enough to handle large scale changes and large orientation changes. The 81FT 
tracker lacks robustness as there may not be a sufficient number of matched keypoints for a 
proper track. Additionally, the 81FT tracker presented is less sophisticated than the W8L 
tracker, and it lacks the ability to meaningfully model past data. 
Combining the two trackers is technically feasible and rather transparent. Li demon-
strated the improved robustness of a W8L-81FT tracker. 1ndeed, the W8L-81FT tracker 
did relatively well for many of the test cases. Furthermore, tracking over these two feature 
sets is desirable as both the phase-based features and the 81FT keypoints are themselves 
robust again certain types of target dynamics (i.e. scale and planar rotation). 
Overall, this combinat ion is simplistic and maintains 2 parallel trackers. Moreover, the 
trackers, in particular the W8L tracker as it usually has less weight than the 81FT tracker, 
will be regularly forced into a relative sub-optimal track. This sub-optimal track may lack 
temporally stable features, either phase-based or 81FT. Hence, the sub-dominant tracker 
may be of little use when the dominant tracker fails. This is seen several times (see page 
71) in the test results. 
Unfortunately, expanding the W8L-81FT further is difficult. The general design has 
many drawbacks: lengthy computation times, lack of colour modeling, elliptical target 
area, etc ... None are not obvious to overcome in either the W8L framework or the 81FT 
framework. 
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Datasets 
Datasets are keys to understanding the behaviours of algorithms. Additionally, they bias 
the algorithms' performance .. Moreover, there is a need for a realistically sized (i.e. large) 
dataset from various sources to properly explore the three radically different algorithms. 
Some of the most interesting objects to track are vehicles, pedestrians, and faces. 
Though, vehicles and people may be found in almost any location under almost any condi-
tion. Thus, the datasets pre~ent the trackers with a variety of test cases to track these types 
of objects. Some are challenging while others are seemingly trivial. Unfortunately, there 
is little standardization, and most of the datasets and test cases employed were created 
especially for this thesis. 
13 different datasets are employed with 31 physically different scenes each with many 
possible tracking scenarios. Additionally, the datasets are quite diverse in their technical 
aspects (see Table A.1). Some of the video sources are: digital TV captures, analog TV 
captures, theatrical-release DVD captures, DV camcorders, analog surveillance captures, 
and digital-still cameras with a video option. Hence, the quality of the image sequences 
radically differ from poor to excellent along with their pixel resolutions. Another consid-
eration should be whether or not the sequence is interlaced as interlaced video will create 
noisy edges. In fact, almost none of the technical aspects are common to any of the data 
sets (see Figures A.1 to A.31 in Section A.1). 
The following will describe the 13 datasets to gain an understanding of its scene char-
acteristics. However, the 31 different scenes are not discussed in detail due to brevity. 
Andrew and Marielle features two social dancers in front of a simple background (see 
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Figure A.I). Their close proximity to each other and constant partial and total 
occlusions and disocclusions make for a challenging sequence. Additionally, this video 
source is interlaced. 
Broken News features a woman in a studio (see Figures A.8 and A.9). She walks towards 
and away from the camera. The studio setting background moves slightly faster than 
she does and proves to be quite challenging at times. 
Cat's Corner features two social dancers in front of a musical band (see Figure A.2). 
Their close proximity to each other, similar modality of dress, and constant occlusions 
and disocclusions make for a challenging sequence. 
CAVIAR features clipSl from a indoor shopping center in Portugal (see Figures A.29, 
A.30, and A.3I). There are three different view points observing the shoppers. The 
shoppers are of various dress and behaviours. The cameras are placed to mimic 
typical surveillance viewpoints. These sequences are challenging as the video quality 
is poor and the potential targets are small. Though these sequences are annotated, 
the ground truth tables are not used as they did not provide the locations of every 
pixel of the target object. This is important as the target rectangles usually contain 
many false-positive pixels which complicate performance analysis. 
Concert features a drummer bowing to the crowd in front of a simple background (see 
Figure A.lO). This is a trivial sequence. 
Rex features a close up and panning view of a group of people walking outdoors (see Figure 
A.Il). There is a moderate amount of background clutter from the fiora. Though, 
the lighting is excellent. 
London Anti-WTO Riots features numerous rioters in an outdoor environment lit by 
the sun (see Figure A.20). The sequence is a jumble that is challenging even for 
humans to understand. These are perhaps the most interesting sequences as they 
contain real emergency situations with crisis, confiict, and confusion. 
Love Actually features clips from the movie "Love Actually" (see Figures A.12, A.13, 
A.14, A.15, and A.16). Unlike the other datasets, the camera motion in these se-
lCourtesy: EC Fùnclecl CAVIAR project/IST 2001 87540 (http://hornepages.inf.ed.ac.uk/rbf/CAVIAR/). 
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quences are very smooth. Moreover, the overall video quality is the best of all the 
datasets. There are both indoor and outdoor scenes. Lastly, most of these sequences 
feature humans who are stationary. 
McGill CIM Labmates feature walking students in a variety of settings (see Figures 
A.24, A.25, A.26, A.27, and A.28). These settings are indoors and outdoors with 
a variety of backgrounds. This sequence features many occlusions and dis occlusions 
with varying degrees of camera motion. Additionally, this video source is interlaced. 
Prakash features an outdoor dancing party (see Figure A.23). This is quite a challenging 
sequence as the video quality is poor and the camera motion is sometimes extreme. 
Prisoners features a short clip of prisoners in a drill (see Figure A.17). This is performed 
outdoors in good lighting. However, they are dressed very similarly and operating in 
a tight formation. 
Reno 911! features two clips of people (see Figures A.18 and A.19). Both feature camera 
motion and panning of the scene. Additionally, they are outdoor scenes in different 
lighting conditions. 
Traffic Sequences features clips2 from stationary traffic surveillance cameras (see Figures 
A.3, A.4, A.5, A.6, and A.7). Though there are many available sequences, only the 
Bertholdstrae intersection in the city of Karlsruhe was employed. This intersection is 
featured under many different weather conditions (e.g. normal, snow present, snow-
ing, and heavy fog). Such different weather conditions allow for different lighting 
conditions. Additionally, one may decide to track the vehicles or the pedestrians who 
are extremely small. Lastly, these sequences are known and used in many publica-
tions. It should be noted that sorne of the sequences are black & white and not suited 
to colour-based algorithms. 
2Courtesy: KOGSjIAKS lJuiversitaet Karlsruhe(http:j ji21 www.ira.uka.dejirnage_sequences/). 
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Chapter 7 
Implementation Setup 
The following sections discuss the realities of implementing and executing the algorithms 
using the chosen datasets. They outline the software, hardware, and data management 
requirements. 
7.1 Software 
The ET tracker was implemented by the author in Matlab. The video sequence to be loaded 
frame-by-frame (i.e. the input data is a sequence of image files). The final script operated 
in a command-line fashion. 1t should be noted that there was direct correspondence with 
Shai A vidan to ensure proper interpretation of the ensemble tracking algorithm during 
implementation. 
Similarly, the EMCH tracker was implemented in Matlab and requires individu al frames 
as input data. The base of the implementation is written by Zoran Zivkovic who was kind 
enough to donate his source code to this study. The author slightly tweaked the code to be 
able to handle the input data format and to be able to execute in a command-line fashion 
for ease of batch executions. 
Lastly, the WSL-S1FT was implemented in C++. Long Li was kind enough to donate his 
source code to this study. Originally, it required OpenCV vO.9.5, Microsoft Windows Visual 
C++ v6.0, and the SIFT Demo Program v1.0 (June 2003)1. Additionally, it could only 
be executed in a user-interface environment under the Windows operating system. Under 
IThe 81FT Demo Program vU) is found at (http:j jwww.cs.ubc.caj lowejkeypointsj). 
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a Windows environment, the author upgraded it to use OpenCV vO.9.7 and Microsoft 
Windows Visual C++ 2005. Under a Linux environment, it was upgraded to use Eclipse 
v3.1.2, OpenCV vO.9.7, GCC v3.3.32 , and FFMPEG v0.4.9-pre13 . It should be noted that 
one may install video encoders and decoders to allow the program to read and write any 
video format. Lastly, both upgraded versions operated in a command-line manner to ease 
batch executions. 
7.2 Hardware 
The non-optimised implementations of the algorithms and the numerous test cases present 
a considerable computational requirement. Unfortunately, optimising the software imple-
mentations would not satisfactorily alleviate the requirements as there would remain 372 
individual test cases to perform. A grid computing system is an ideal solution. 
Grid computing is the linking of the processing power of geographically separated com-
put ers such that their combination may be used in a central, meaningful and cooperative 
manner. In this situation, it provides the following advantages: 1) multiple parallel test 
case evaluations, 2) access to large amounts of shared networked storage, 3) a stable envi-
ronment where software crashes are inconsequential, 4) a well-defined and uniform software 
environment, 5) elimination of local workstation load, and, most importantly, 6) central 
and easy management of the test case evaluations. This is in contrast to evaluating the 
test cases on numerous local workstations which may have vastly differing software envi-
ronments. 
Three grid computing resources were utilised: CLUMEQ, WESTGRID, and UBC TSE4 . 
CLUMEQ5 is a Linux Beowulf cluster consisting of 256 AMD Athlon 1900+ 1.6GHz pro-
cessors. It is open to people associated with an accredited Canadian university as it is 
funded via the Canada Foundation for Innovation. WESTGRID6 is a very complex cluster 
of comput ers with over 14 computing resource cent ers across western Canada each with 
varying specializations. Though, only the WESTGRID GLACIER cluster was employed. 
It is a Linux Beowulf cluster of 1,680 Intel Xeon 32-bit 3GHz processors. It is also open to 
2This specifie version of GCC is required for FFMPEG vO.4.9-prel under Linux. 
3'Ihis specifie version of FFMPEG is required for OpenCV vO.9.7 unde!' Linux. 
4UBC 'ISE is found at (https:j jwww.es.ubc.cajloealjeomputingjwindowsjtse.shtml). 
5CLUMEQ is found at (http:j jwww.elumeq.mcgill.ca/). 
6WESTGRID is found at (http:j jwww.westgrid.ea/). 
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people associated with an accredited Canadian university as it is funded via the Canada 
Foundation for Innovation. Lastly, the UBC TSE system is not a grid computer but rather 
a Windows Terminal Service machine with 4 Intel Xeon 64-bit 3.0GHz processors. It is 
only open to people of the University of British Columbia computer science department. 
Both WESTGRID and CLUMEQ use the Altair PBS, a flexible batch queueing sys-
tem. On any shared computing resource with a limited number of software licenses (e.g. 
Matlab image processing toolbox licenses), one should compile Matlab scripts into platform-
dependent stand-alone executables so that they do not require a license during execution. 
Additionally, one should also note that centrally administered comput ers are quite strict 
about user installed software packages and libraries. Thus, one should compile source code 
into a static build7 and assume that no software may be installed on shared computing 
resources. This is somewhat of a challenge for the WSL-SIFT tracker under these Linux 
environment. 
It should be noted that the algorithms may be executing in a parallel processing en-
vironment, but they are not implemented in a parallel processing manner. In fact, the 
WSL-SIFT tracker is a good candidate to be a parallel program as it is an amalgama-
tion of two tracking algorithms. Moreover, the wavelet transform computations and the 
appearance model constructions are tasks well suited to be parallel processes[59]. 
7.3 Data Management Requirements 
There is a substantial amount of data associated with so many data sets and test cases. 
Due to the differences of the algorithms, the input data needs to be in raw AVI8 and in 
individual files for each frame. This consists of over 35.3 gigabytes in over 110,000 files. To 
facilitate the analysis of results, the output data has to be in human readable format (i.e. 
image frames). Therefore, the output data is equally substantial at around 47.8 gigabytes 
in over 110,000 files. Making the total9 data requirements about 83.1 gigabytes in about 
220,000 files. 
7 A static bllild might not utilise the hardware advantages available on the shared eornpllting systems. 
Care must be exercised when choosing the appropriate compiler switches. 
8Raw AVI is required as sOIlle of the software systems used did llot have any video encoders installed 
exœpt raw AV!. Additionally, this ensures no 10ss of quality due to video eneoding. 
9More disk space is required if algorithms are to be executed more than once to explore their respective 
hyper-parameters. 
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This amount of data may be difficult to manage as many systems do not allow us ers to 
have such disk space usage. This is especially true if a fast networked drive array is desired. 
Indeed, copying the results to a local disk may be quite time consuming. More pressing, 
is the amount of time the algorithm requires to read and write the data. It was calculated 
that writing to disk accounted for an average of one fourth the execution time of the ET 
tracker. This time is calculated for a lOOMbits networked storage device lO • Though, this 
time decreased slightly for a 1,OOOMbits network storage device l1 . Lastly, the WSL-SIFT 
algorithm required too much disk space and was never executed on the grid computer 
systems despite the code being ported over to Linux. 
7.4 Construction of the Test Cases 
The test cases were constructed in three different manners, one for each algorithm's specific 
input requirements. However, each test case is identical in that the same frames are passed 
to the algorithms and that the algorithms are asked to track the same object. It is important 
to note that hand-initialization is required of each algorithm. 
For the ET tracker, a Matlab script was written to load the first frame of the input data 
to screen. Once displayed, the user could specify the initial target rectangle. The script 
would then write to file the positions and associate them to the appropriate test case for 
future use. 
For the EMCH tracker, a Matlab script was written to load the first frame of the input 
data to screen. Once displayed, the user cou Id specific the initial target polygon. The 
script would then write to file the region's vertexes and associate them to the appropriate 
test case for future use. 
For the WSL-SIFT tracker, the program is built with a method to define the initial 
target ellipse. It automatically saves it to a default file. This file is then copied into 
another file so that it may be associated with the appropriate test case for future use. 
Once each test case is constructed and is checked to assure maximal similarity via 
human inspection, a file is created to run the tests in a batch manner. Under the WEST-
GRIDjCLUMEQ systems, this is a series of PBS queueing commands called by a Matlab 
script. Under Win32, this is a simple batch file execution. 
lOFound on the CLUMEQ systems. 
llFound on the WESTGRlD systems. 
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Chapter 8 
Experimental Results 
Two sections divide this chapter. The first section (see Section 8.1) discusses results from 
each algorithm to establish their individual performance. The second section (see Section 
8.2) comparatively discusses the algorithms' results (i.e. how they performed given similar 
input data and parameters). One should note that due to each algorithm's unique input 
requirements, one cannot input the same parameters for each algorithm. 
8.1 lndividual Results 
The following subsections describe the typical behaviour of the Ensemble tracker, the 
EMCH tracker, and the WSL-SIFT tracker, respectively. Successful tracks may be sub-
divided into two categories: complete successes and partial successes. A complete suc cess 
is what one would expect from a successful track. Similarly, drift successes are tracks which 
have drifts but have not yet lost the entire target. Unsuccessful tracks may be sub-divided 
into many categories: disocclusion failure, occlusion failure, movement failure, clutter fail-
ure, and drift failure. A disocclusion failure is due to a tracker locking onto new and unique 
scene pixels emerging from behind the target causing a tracker to prefer those pixels over 
the actual target. A occlusion failure is due to a target being occluded by the scene or by 
itself causing a tracker failure. A movement failure is due to a target's motion falling out-
si de the expected motion (e.g. the target moves too far from its previous frame coordinates 
thus being in an unexpected location where a tracker is ignoring). A clutter failure is due to 
noise in the scene preventing the tracker from distinguishing foreground and background. 
A drift failure is due to a tracker drifting to track the background. A clutter failure and a 
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drift failure are very similar in nature (ie: the background and foreground are confusing the 
tracker). However, there is a difference. A clutter failure is one in which the intended target 
continues to effect the tracker des pite tracker failure (e.g. see Figure 8.20). A drift failure 
is one where the intended target does not effect the tracker whatsoever (e.g. see Figure 
8.17). Though, this does require a case with a drift failure to have a target localisation 
area devoid of the intended target. 
8.1.1 Ensemble Tracker 
Of the 129 valid test cases, the Ensemble tracker was successful for 15 of them with 114 
failures (see Table 8.3). This seems to be a poor result for a tracker. However, many of 
the failed test cases are repetitive and similar in nature; for example, there are 37 failed 
CAVIAR test cases. 
A typical complete success is seen in test case "dtneu_nebel-blue van" (see Figure 8.1). 
The tracker is able to track the blue van despite a small change in its size and orientation. 
Additionally, one should note that the confidence mapl is more clear by the end of the 
track. The painted traffic lin es on the road no longer create false-positive pixels in the 
confidence map. Though, the white traffic markings do create outlier pixels in the map. 
This clearer confidence map is due to the tracker's better understanding of the target. 
Indeed, the oldest weak classifier is recorded to be 8 frames old which indicates that the 
tracker is stable at all scales as it is not quickly discarding the weak classifiers for newly 
retrained ones. 
This clearing is repeated in other cases of complete success: "Hex-Leon-big-box" (see 
Figure 8.2) and "video-inside-Alissa-01" (see Figure 8.3). In the first, the face is clearly 
better classified as foreground by the strong classifier by the end of the track with the 
oldest weak classifier to be only 3 frames old in one of the scales though 15 and 21 frames 
old in the remaining scales. This short existence in one of the weak classifiers indicates 
that it is having a trouble fin ding a weak classifier that is stable through out the track 
due to noise or due to clutter in the scene. Indeed, the flora behind the targeted head and 
the extraneous non-target objects creates both in this scene. They cause instability in the 
weak classifiers. In the second, the wall is creating less confidence noise by the end of the 
track. Surprisingly, the oldest weak classifiers are 86 frames old in 2 of the scales and 32 
1 Brighter pixels denote a highel' confidence level (see Section 3.3). 
8 Results 49 
Top: original input images. Bottom: corresponding strong classifier confidence images. 
Fig. 8.1 Output in case "dtneu_nebel-blue van" from ET. 
frames old in the remaining scale. Though, the glass above the target is creating outlier 
pixels due to the similarly non-textured and dark pixels found in the target's coat. 
A typical partial success is seen in test case "LoveActually-scene5-testl" (see Figure 
8.4). Due to the tracker's severe limitations, one expects problems with this test case as 
there is a large target scale change during the track. Thus, a partial success is perfectly 
acceptable given the tracker's inability to change the target's scale. Tracking the face to 
tracking the sweater is reasonable as they are next to one another. Moreover, the age of the 
eldest weak classifier around the time of the acceptable drift to the sweater is but 4 frames 
in aIl scales. Thus, the weak classifiers are unable to explain the scene without significant 
change to themselves. In fact, the change of scale causes the sweater pixels to enter into 
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Top: original input images. Bottom: corresponcling strong classifier confidence images. 
Fig. 8.2 Output in ca.'3e "Hex-Leon-hig-box" t'rom ET. 
the target area. Once in the target area, the sweater pixels have unique colours and edges 
that are quickly adapted into the strong classifier. This occurs in a matter of less than 12 
frames from the beginning of the significant scale change. It should be noted once again 
that the ET tracker is incapable of changing the scale of the target localisation area. 
The three principal sources of complete failure (see Table 8.3) are (in ascending order of 
importance): disocclusion (16 failures), clutter (46 failures), and drift (47 failures). Though, 
some typical failures are trivial. The Ensemble tracker, for example, does not take into 
account occlusions. This is true of partial and of complete occlusions. Hence, they are quite 
badly handled as seen in test case "andrew-marielle_say-hmmm_Ab-marielle-big-box" (see 
Figure 8.5). The constantly occluding dancers confuse the track and have it adapt to the 
most recently occluding dancer. This is true of any occluding object. 
Disocclusion is a problemfor the ensemble tracker because of the underlying method of 
operation of the tracker. It seeks to explain the scene either as foreground or background. 
Wh en objects are disoccluded, they tend to be unique pixels in the scene in terms of 
colour and edges. They are quickly adapted upon if they happen to disocclude in the 
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Top: original input images. Bottom: corresponding strong classifier confidence images. 
Fig. 8.3 Output in case "video-inside-Alissa-Ol" from ET. 
target area. This is the case for "video-inside-Triin-02" (see Figure 8.6). One may see 
that in the frame #7883, the door and the edge (the door and the wall) are completely 
regarded as background. However, as it disoccludes in frame #7894, the tracker considers 
the edge made of the door and the wall as foreground but continues to regard most of the 
door as background. 4 frames later in frame #7898, the tracker completely adapts to the 
disoccluded object which includes the edge. Indeed, when one looks at weak classifiers' 
details, one notices a radical change. Before the disocclusion, the oldest weak classifiers 
are 77/75/38. This age signifies that the strong classifier was stable with very old weak 
classifiers still relevant to the current scene. After the disocclusion, the strong classifier is 
no longer relying on such old weak classifiers (see Table 8.1). The exception is the smallest 
scale; however, its reliance and accuracy of the oldest weak classifier is reduced. It should 
be noted once again that the error reported is calculated from data of the previous frame. 
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Top: original input images. Bottom: corresponding strong classifier confidence images. The 
rniddle column shows the exact frame in which the tracker adapts to both the head and the 
body as the target. 
Fig. 8.4 Output in case "LoveAetually-scene5-testl" from ET. 
Top: original input images. Bottom: corresponding strong elassifier confidence images. 
Fig. 8.5 Output in case "andrew-marielle_say-hmmm_Ab-marielle-big-box" 
from ET. 
Thus, one should take its value as a relative measurement of success. 
Clutter failure usually indicates the failure of the Ensemble tracker to acquire an initial 
target lock. Though, the object may be found in the first frame, consecutive frames quickly 
53 
BEFORE AFTER 
full half quarter full half quarter 
seale seale sc ale scale scale scale 
Error 37.53 34.11 31.10 ;n.94 ~30.18 23.22 
(%) 23.09 19.27 18.30 29.27 25.98 21.95 
27.55 31.34 21.05 30.19 31.59 26.27 
35.03 38.11 27.66 38.07 34.66 30.67 
39.09 39.41 33.27 35.83 37.13 
Alpha 0.2547 0.3292 0.3978 0.3331 0.4194 0.5979 
0.6016 0.7162 0.7482 0.4412 0.5234 0.6343 
0.4834 0.3921 0.6610 0.4191 0.3863 0.516 
0.3088 0.2425 0.4807 0.2432 0.3170 0.4077 
0.2217 0.2150 0.3480 0.2914 0.2634 
Age 0 0 0 0 0 0 
(frames) 69 53 38 6 1 53 
2 2 2 2 4 11 
1 1 1 1 2 1 
75 75 3 3 17 
.. , 
Errors are caleulated from the data of the prevlOUS frame. 
An age of zero denotes a newly created classifier. 
Table 8.1 Comparative erron:;, alphas, and ages of weak classifiers in case 
"video-in si de-Triin-02" (frame #7883 vs frame #7898) from ET. 
lose this characterization ability. There are many reasons for clutter failures. One reason is 
a lack of unique object characteristics and/or textures in a scene. This may be experienced 
wh en tracking an object with low definition as in case of "prakash-test2" (see Figure A.23 
for example data) where one attempts to traek a head. The low light, the lack of camera 
focus, the flora, and the shakiness of the hand held camera eontribute to make this scene 
very diffieult for an initial track of small non-unique objects sueh as heads. One may see 
that the tracker is initially sensitive to colour with disagreeing responses to the edges (see 
Figure 8.7). 
Another type of clutter failure will occur when attempting to track very small objects as 
in the case of "dtneu_winter-baby stroller-small" (see Figure A.7 for example data) where 
one attempts to track the couple with the baby stroller (top-right section on the traffic 
island). The object is too small to represent concurrently in aIl three scales. Renee, the 
smaller scales will introduce too much noise to the final confidence map. Additionally, this 
8 Results 54 
Top: original input images. Bottom: corresponding strong classifier confidence images. 
Fig. 8.6 Output in ease "video-inside-Triin-02" from ET. 
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Weak classifiers' responses of aIl three se aIes during the first frame of tracking. Each column of 
graphs presents the two most predominant cla,,<;sifiers in eaeh scale. The first seven columns in 
each graph represent edge response; the last three eolumns of each graph represent RGB 
response, respectively. One should note that the responses are linearly additive between the 
vertical graphs in the same graph-column, and there is no relation to the eolumns of the graphs 
to other colunms of other graphs. 
Fig. 8.7 Response in case "prakash-test2" from ET. 
example also serves to illustrate clutter failures due to non-box-like objects at the beginning 
of a track. If an object does not lend weIl to a box-like shape, then it will inadvertently 
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allow too many false-positive pixels to be considered as the foreground despite any out lier 
pixel rejection scheme. If this occurs at the beginning of a track, then the tracker will 
immediately fail. Though, this is akin to drift failures. The couple with the baby stroller 
is one such case; it is made worse by the fact that the false-positive pixels are snow and 
quite similar to the background pixels of snow as weIl. 
By far, the most clutter failures occurred in the CAVIAR test set (see Figures A.29, 
A.3D, and A.31 for sample data) with 32 of the 46 clutter failures. Due to small target areas 
(16x7D pixels) and articulated non-rectangular target shapes, the CAVIAR cases are prone 
to clutter failure (see Figure 8.8 for a typical example). In the initial confidence map for 
the first frame, the woman is distinguishable by the human eye. However, in the very next 
frame, one sees the tracker has adapted to the Hoor behind and above the target. By the 
fifth frame, the tracker has completely lost the target. This outlines most of the CAVIAR 
clutter failures. 
Top: original input images. Bottom: corresponding strong classifier confidence images. Total 
clutter fa.ilure occurs 5 frames into the track. 
Fig. 8.8 Output in case "CAVIAR-OneLeaveShop2cor-02" from ET. 
Drift is the largest problem with the Ensemble tracker. As it attempts to adapt itself 
to the ever~changing scene (foreground and background), it will inadvertentlydo so incor-
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rectly. It attempts to model the background every frame which is disadvantageous if the 
background is static. It is so prevalent that it occurred in every dataset. At times, there is 
the obvious culprit of a rapidly changing scene (eg: occlusion and disocclusion). At other 
times, there is a similarly obvious culprit: like objects in terms of pixel features. This is 
most prominent in the traffic sequences wh en attempting to track a black car on black 
roads perhaps even with black and white data (see Figure A.3, Figure A.4, and Figure A.6 
for example data). The similar colours and the lack of hard edges lead the tracker to fail for 
the black car tracking of test cases "dtneu_nebel-black car" and "dtneu_nebel-black car2" . 
Rowever, the following cases are not so trivial. 
As with occlusions, the Ensemble tracker does not account for sc ale nor for planar 
rotation. As such, target objects that undergo a scale change will inevitably be non-ideal 
tracks. In the case where the target object increases in size, the tracker will adapt itself 
to the most prominent feature of the object. For example in case of "BrokenNews-scene2-
big box" (see Figure 8.9), the woman walks towards the camera and increases her relative 
size. The tracker adapts to her skirt as it is the largest and most unique feature of the 
target. A few frames later, it mistakenly adapts to the floor and to the text banner at 
the bottom. This occurs because the skirt exits the scene thus not being large enough to 
coyer the entire height of the target box which is a constant. Thus, the tracker is forced to 
adapt to whatever is inside the box- some outlier pixels of the floor and of the text banner. 
Additionally, it is more likely to adapt to simple features than complicated features. In this 
case, the pixels of the torso become the dominant feature as they are easier to represent 
using the weak classifiers. A similar loss of track occurs in case "riot-scene3-photographer" 
(see Figure A.22 for example data) where the photographer stands up to become a much 
larger target than initialised. 
Indeed, the Ensemble tracker is very sensitive to scaling issues. There are many cases 
where improper scaling is the primary cause of drift failure. In the case of "Rex-Leon" 
(see Figure A.lI for example data), if the target box is not large enough to encompass 
an entire face, then tracking a face will have the tracker drift from face to hair and back 
again. This allows the tracker to consider erroneous pixels, such as background flora, as the 
target du ring its chaotic track. In case "BrokenNews-scenel-big box" (see Figure A.8 for 
example data), if the target box is too large, then the tracker will drift onto pixels between 
articulated limbs. This allows the tracker to consider erroneous pixels, such as the floor, 
as the target. In fact, articulated target objects are difficult for the problem that they are 
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Top: original input images. Bottom: corresponding strong classifier confidence images. 
Fig. 8.9 Output in case "BrokenNews-scene2-big box" from ET. 
not box-like but can still represent a relatively large area of a desired target (see Figure 
A.24 for example data). These drift failures are aIl due to the same root cause: scaling 
issues causing adaptation to outlier pixels. As mentioned in Section 3.6, a MSSS scaling 
solution was attempted, but it's integration did not yield promising results. The ultimate 
result was the target localisation area usually being shrunk to a zero-pixel area within a 
few frames after initialisation. 
Top: original input images. Bottom: corresponding strong classifier confidence images. This 
featllres fr·ame #376, frame #412, frame #413, and frame #418. 
Fig. 8.10 Output in case "prakash-testl" from ET. 
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. Drift may also be caused by a sud den loss of features causing the tracker to target 
false-positive pixels. In case "prakash-test1" (see Figure 8.10), the non-uniform shake of 
the hand held camera causes brief frames where focus is lost. This loss of focus (in frame 
#413) radica11y changes the features found in the scene as it blurs the image. As such, older 
weak classifiers trained on edges are thrown away due to their high error rate (see Table 
8.2). Additiona11y, new weak c1assifiers (in frame #413) are trained on the new unfocused 
features yi el ding a relatively lower error. In this case, they adapt to the large edge between 
the unfocused grass and the shirt as they are unique features found within the target area. 
Once the grass pixels are accepted as part of the target, the tracker adapts to the grass, 
in general. By frame #418, a11 the weak c1assifiers are new. Though this case focuses on 
the loss of focus, any radical change in global features may cause tracker confusion and 
ultimately drift. 
#412 #413 #418 
Error 0.3200 0.2273 0.1839 0.2776 0.2394 0.1976 0.2853 0.258 0.2543 
(%) 0.1579 0.1863 0.1953 0.2074 0.2661 0.2316 0.2858 0.3434 0.1932 
0.2599 0.2397 0.2409 0.3402 0.3340 0.2828 0.4013 0.3519 0.4108 
0.3355 0.2795 0.2456 0.4180 0.3295 0.3494 0.3928 0.3743 0.4159 
0.4171 0.334:3 0.3328 0.4348 0.3960 0.3889 0.4156 0.4375 
Alpha 0.3769 0.6119 0.7449 0.4781 0.5779 0.7007 0.4591 0.5281 0.5378 
0.8368 0.7370 0.7080 0.6704 0.5073 0.5997 0.4580 0.3240 0.7147 
0.5234 0.5771 0.5739 0.3312 0.3450 0.4654 0.2000 0.3054 0.1803 
0.3416 0.4735 0.5612 0.1655 0.3551 0.3109 0.2177 0.2568 0.1698 
0.1674 0.3445 0.3479 0.1312 0.2112 0.2259 0.1705 0.1256 
Age 0 0 0 0 0 0 0 0 0 
(frames) 1 6 7 2 3 2 4 1 5 
7 9 1 8 7 3 1 3 3 
13 2 2 1 1 4 2 4 2 
2 1 3 3 2 1 2 1 
.. , Errors are ca1culated from errH (see page 20), but they are not dlrectly comparable between 
frames as they are calculated using different data. Alphas are calculated according to aH (see 
page 20). An age of zero denotes a newly created classifier. 
Table 8.2 Comparative errors, alphas, and ages of weak classifiers in case 
"prakash-test1" (frame #412 vs frame #413 vs frame #418) [rom ET. 
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8.1.2 EMCH 'fracker 
Of the 125 valid test cases, the EMCH tracker was successful for 43 of them with 82 failures 
(see Table 8.3). This is a fair result for a tracker. It should be noted that the EMCH tracker 
requires coloured image sequences. Hence, 4 of the test cases are un able to be used by the 
EMCH tracker as they are grays cale image sequences. 
A typical complete success is seen in test case "riot-scene1-woman-in-white1" (see Figure 
8.11). The tracker is able to track the woman in white (on the extreme right side in the 
middle of the scene) despite a partial occlusion of a lamp post. However, it adapts to 
anything of similar colour as seen in the third frame where it tracks two women. Though, 
it recovers by the fourth frame and tracks only the initial target. Additionally, it cannot 
adapt itself to a partial occlusion that is relatively large as seen in the fifth frame shown. 
Once again in this test case, recovery is possible as seen in the sixth frame shown (on the 
extreme left side in the middle of the scene)). Similar tracks through partial or complete 
occlusion occur in the dancing test cases "andrew-marielle_say-hmmm_Ab-andrew-big-box" 
and "andrew-marielle_say-hmmm_Ab-marielle-big-box" (see Figure A.1 for example data). 
However, this tracker is not designed for such occlusions, and suc cess in those cases is more 
through luck than design. Though, it's robustness does extend to scale changes. This 
is seen in case "CAVIAR-EnterExitCrossingPaths2cor-02" (see Figure 8.12) where a man 
walks towards the camera and increases his relative size. 
A typical partial success is seen in test case "prisonners-big-box" (see Figure 8.13). Due 
to the similarly dressed people, the tracker includes other prisoners within the target area 
several times throughout the track. Similar inclusions occur in other datasets whenever 
there are similarly coloured objects within the scene. A target's uniqueness is not assured. 
The three principal sources of failure (see Table 8.3) are (in ascending or der of impor-
tance): occlusion & disocclusion (7 failures), clutter (29 failures), and drift (44 failures). 
Though, sorne typical failures are trivial. 
The EMCH tracker, for example, does not take into account occlusions nor disocclusions. 
This is true of partial and of complete occlusions. This is especially true of partial occlusions 
that divide the target into several sections of similar size as in the case "riot-scene1-woman-
in-white1" (see Figure 8.11 fifth frame). Total occlusions are recoverable but only if the 
occlusions occur in a relatively short period of time as seen late in case "LoveActually-
scene2-testl" (see Figure 8.14). There is partial occlusion for 2 frames and total occlusion 
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The frames follow from top-loft to bottom-right. 
Fig. 8.11 Output in case "riot-scenel-woman-in-whitel" from EMCH. 
Fig. 8.12 Output in case "CAVIAR-EnterExitCrossingPaths2cor-02" from 
EMCH. 
for 3 frames. Additionally, the occlusion was rather simple and unlike the target. In longer 
and more complex occlusions, the EMCH tracker fails as in case "andrew-marielle..say-
hmmm_Ab-andrew-torso" (see Figure 8.15). There is partially occlusion for 9 frames and 
completely occlusion for 1 frame. However, the occluding object is complex and similar 
enough to the target to confuse it. 
Disocclusions are problematic when disoccluding objects are similar in colour to the 
target object. The tracker prefers warping the target localisation area as little as possi-
Results 
Fig. 8.13 Output in case "prisonners-big-box" from EMCH. 
Fig. 8.14 Output in in case "LoveActua,lly-scene2-testl" from EMCH. 
Fig. 8.15 Output in case "andrew-marielle_say-hmmIlLAb-andrew-torso" 
from EMCH. 
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ble. Thus, it will drift onto similarly coloured disoccluding objects. In case "video-inside-
Rupert-06" (see Figure 8.16), dark blue and black are quite similar. Thus, the tracker fails. 
Though, it is of interest to note that this test case includes a great amount of blur via 
camera motion. The EMCH tracker does not consider edges thus is not affected. 
Clutter usually indicates the failure of the EMCH tracker to acquire a tight target 
localisation. Similarly coloured objects or areas of the scene may have similar colour his-
tograms leading to the target localisation to diverge. A typical clutter failure is seen in 
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Fig. 8.16 Output in case "video-inside-Rupert-06" from EMCH. 
case "BrokenNews-scene2-big box" (see Figure 8.17). The woman and the large scrolling 
background are very similar as they are both mostly black and grey. As such, target local-
isation divergence is almost assured. One should note that this sequence experiences both 
clutter and drift (see later paragraphs). 
Fig. 8.17 Output in case "BrokenNews-scene2-big box" from EMCH. 
Similarly, there is a clutter failure in the case "dtneu_nebel-blue van" (see Figure 8.18). 
The outlier road pixels and the shadowed area of the car (ie: near black) pixels are in-
corporated into the target's colour histagram profile. The target localisation immediately 
diverges to the entire road. Therefore, a very tight fit around the target object is required. 
This is not always possible due ta the elliptical requirement of the target. In fact, the fit 
around the blue van is tight within 5 pixels in length of the major axes of the ellipse. 
Indeed, noisy pixels in the colour histagram do not always cause divergence at the be-
ginning of the video sequence. In case "video-inside-Triin-02" (see Figure 8.19), it requires 
over 150 frames, or about 6 seconds, for the target area ta diverge. It anly does so due 
to a disoccluding do or aided by wall pixels initially captured in the colour histogram. It 
is interesting to note that the initial target does not include the appendages. Once they 
are included in later frames (the second shown), the tracker must account for appendage 
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Fig. 8.18 Output in ca.'3e "dtneu_nebel-blue van" from EMCH. 
swaying. Moreover, it aIlows for the presence of many out lier pixels. Rence, this clutter 
failure is due to an overly zealous expansion of the target area in an attempt ta explain the 
legs as part of the target. Once expanded, the target area is unstable and does not handle 
complex backgrounds weIl (eg: doors). By the fifth frame shown, the target localisation 
has grown ta include the door, the wall, and the legs. It is interesting to note that by the 
last frame shown, the target is reacquired. Rowever, there is yet another clutter failure 
when she walks past the doors on the right. 
The frames follow from top-Ieft to bottom-right. 
Fig. 8.19 Output in case "video-inside-Triin-02" from EMCH. 
Almost half the clutter failures come from the CAVIAR dataset (see Figure A.29, Figure 
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A.30, and Figure A.31 for example data). Most are caused by outlier pixels as the target 
ellipses are too large. In fact, it is difficult to acquire a properly sized ellipse as many of 
the targets are relatively thin, 12 to 25 pixels. In fact, the erroneous pixels in the colour 
histogram calculations may worsen the tracker considerably as the pixels are recurring 
throughout the scene as racks of clothing or the fioor or hand railings (see Figure 8.20). It 
is possible to use other shapes (e.g.: rectangles) when the target object is radically different 
from an ellipse. However, it would not be clear which shape would be best to use given an 
initial region of interest because the object may change its shape during the track. 
Top: initial targets. Bottorn: dutter failure. 
Fig. 8.20 Output showing mult.iple clutter failures in various CAVIAR cases 
from EMCH. 
Drift is a large problem for the EMCH tracker causing the majority of aIl the failures 
(44 failures of 86 failures). Drift will mostly enclose a structured area of the scene that 
usually does not include the intended target. As with clutter, it is sometimes inevitable 
given background area of very similar colour to the target as in the case of "BrokenNews-
scene2-big box" (see Figure 8.17). The failure is initially a clutter failure, however, as the 
scene continues, one sees that a further drift failure occurs (ie: the intended target effects 
the target localisation area). 
The root of al~ the drift failures is a colour similarity of the intended target with sorne 
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object in the scene. In the case "LoveActually-scene3-test1" (see Figure 8.21), the colour 
histogram has almost no noise from false-positive pixels. The initial target area is tightly 
bound. Despite this, there are sever al drift failures throughout the sequence. The initial 
failures are clutter failures with the tracker enclosing the pillar in the background and then 
later more of the jacket. By the third and fourth frame shown, the intended target, the 
face and hair, are disregarded. And by the last frame shown, the target localisation area 
includes the background windows, the wall, and part of the woman's body. 
The frames follow from top-left to bottom-right. 
Fig. 8.21 Output in case "LoveActually-scene3-testl" from EMCH. 
It is especially difficult with low fidelity data as in, once again, the CAVIAR data set .. 
The CAVIAR dataset accounted for half of the drift failures due to the amount of similar 
test cases executed. In the case of "CAVIAR-ThreePastShoplfront-01" (see Figure 8.22), 
the target area is not tightly bound as the intended target's shape does not lend weIl to 
ellipses. It soon drifts to the lower railings which are of a dark col our similar to the intended 
target found in low lighting. An interesting note is that the incorrect target localisation 
area follows the reflection of the men in the floor. As they walk across the shop front, the 
localisation area also crosses the floor. 
One should note that the EMCH tracker has similar characterizations for clutter failures 
and drift failures. This leads to difficulties in characterizing failures. For example, given 
more time (ie: frames in the sequence), a clutter failure may: 1) become a drift failure, 2) 
reacquire the intended target, or 3) be a a permanent clutter failure. Additionally, both 
types of failure may or may not include the intended target. Hence, the behaviour of the 
target localisation area must be observed throughout the sequence to characterise sorne 
failures either as drift or clutter. 
The frames follow from top-1eft to bottom-right. 
Fig. 8.22 Output in case "CAVIAR~ThreePastShoplfront-Ol" from EMCH. 
8.1.3 WSL-SIFT Tracker 
Of the 118 valid test cases, the WSL-SIFT tracker was successful for 51 of them with 67 
failures (see Table 8.3). This is a fair result for a tracker. Though, 11 test cases failed 
(ie: crashed) during runtime. The cause(s) of these failures are mysterious with no pattern 
found, and suspicion faIls upon the OpenCV package handling of uncompressed AVI files 
as OpenCV is known to have several unresolved issues with memory leaks. 
A typical complete success for this tracker is seen in case "catscorner 2004-Dee-big-box" 
(see Figure 8.23). Despite the amount of scene clutter and a similar objeCt next to and 
following the target, the tracker successfully tracks the target. It should be noted that the 
tracker avoids the moving legs as they create unstable feature points that are ultimately 
characterised as wandering or lost. A more chaIlenging case is "riot-scenel-lamp" (see 
Figure 8.24). The tracker is suc cess fuI in tracking the lamp in a riot scene. Though the 
lamp is very different than aIl the other objects in the scene both in its rigidity and relative 
size. The tracker is less successful when asked to track humans in this particular scene (see 
Table B.4), "riot scene 1". 
In fact, the WSL-SIFT tracker is successful when the object in creas es in size either 
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Fig. 8.23 Output in case "catscorner 2004-Dee-big-box" from WSL-SIFT. 
Fig. 8.24 Output in ease "riot-seenel-lamp" from WSL-SIFT. 
slightly or dramatically. In the case "dtneu-schnee-black car" (see Figure 8.25), the black 
car is successfully tracker des pite the noise from the falling snow, despite the similar 
colour of the road, and despite a slight scale increase of the target. Case "CAVIAR-
OneStopEnter2cor-Ol" (see Figure 8.26) offers an interesting characteristic of the tracker's 
behaviour. It is a partial suc cess as during the extreme scale change of the target, the target 
is incorrectly oriented. The target localisation ellipse is slanted despite the target's clear 
orientation to the contrary. This occurs partially due to the temporarily unstable features 
found around the moving legs and arms. Their periodic nature confuses the tracker into 
ignoring and avoiding them. Additionally, the camera angle is off-center so the swaying 
motion of the left arm is not weIl seen (ie: minimized). Thus, the tracker prefers the sta-
ble regions of the target creating a slanted ellipse from top-left to bottom-right in screen 
descriptors. 
Some of the failures experienced by the WSL-SIFT tracker are completely unexpected. 
They involve inexplicable tracker behaviour. The first is found in case "video-outsidel-
Isabelle-Ol" (see Figure 8.27). The frames shown are three sequential frames: 29, 30, and 
8 Results 
Fig. 8.25 Output in case "dtneu-schnee-black car" from W8L-8IFT. 
Fig. 8.26 Output Hl case "CAV1AR-OneStopEnter2cor-01" from WSL-
81FT. 
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31. The lines indicate matched SIFT points from the current frame to the last frame. The 
first two shown frames are normal with a healthy number of matched keypoints (21 and 
31 matched keypoints, respectively). However in the third shown frame, the track drifts 
to another object with 12 matched keypoints. A clue2 into this behaviour may be seen 
from analyzing the average weighted matching square rooted distances (AWMSRD, see 
Equation 8.1) between the inliners for each frame: 3.16, 180.88,4.40 (see Table A.2, Table 
A.3, and Table A.4). An inliner is a matched SIFT keypoint that has been accepted as 
being part of the target object. There is quite an oddity in frame #30 with a large spike 
in the AWMSRD. It is unclear why this occurs. Additionally, if one examines the inlier 
identification numbers, one sees that they differ immensely from frame to frame though not 
surprising given that they relate to completely different objects. Similar failures occur in the 
case "video-inside-Thiin-02" (see Figure A.34) and the case "CAVIAR-WalkByShop1cor-
2This is a clue beeause the WSL-SIFT tracker does not actllally use the AWMSRD directly for calcu-
lation. However, the AWMSRD is useflll as a metrie to judge the stability of the matched keypoints. 
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01" (see Figure A.36). Though not yet explained, these failures deal with the underlining 
mathematical mechanics of the W8L-81FT tracker. It may be due to cloned inliner 81FT 
keypoints treated as out lier keypoints by the Hough transform. A cloned keypoint is a 
81FT keypoint that is found in several locations. If, by chance, the cloned keypoints are 
labeled different (i.e. both as an outlier and an inliner but at different locations), then the 
Hough transform may fail to properly label the keypoint. Depending on the groupings of 
the keypoints, this will effect the tracker's ability to converge. 
Top: eurrent frame. Bottom: last frame. Lines: matehed 81FT points between frames. 8hown 
are frames #29, #30, and #31. 
Fig. 8.27 Output in ease "video-outsidel-Isabelle-Ol" from WSL-SIFT. 
AWMSRD= L wiVt1xT+t1y; (8.1) 
inliners 
Occlusions and disocclusions are two phenomena that this tracker does not handle weIl 
as it is designed only to handle partial occlusions. Complete occlusions are not handled at 
aIl, and the tracker fails to handle them. Partial occlusions are also not handled weIl as 
seen in the case "LoveActuaIly-scenel-testl" (see Figure 8.28). The letters which appear as 
the introduction credits confuse the tracker into losing the intended target, a walking man. 
In fact, the 10ss of the target occurs during a complex disocclusion with another man and 
a large poster. This clutter creates false-positive keypoint matches and generally further 
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challenging the tracker. 
Top: current frame. Bottom: last frame. Lines: matched and filtered 81FT points between 
frames. 
Fig. 8.28 Output in case "LoveActually-scenel-testl" from W8L-8IFT. 
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Disocclusions appear to be far more confusing as there were almost the same number 
of disocclusion failures as drift failures, 29 and 30, respectively. Disocclusion to non-trivial 
objects poses the greatest type of disocclusion problem. Usually, a prominent structure at-
tracts the attention of the WSL-SIFT tracker. This structure is usually orientated similarly 
to the intended target. Thus, while targeting a walking man, the tracker may lose track to 
a pillar, another person of similar scale, or a vertical clearing of similar size. Most disoc-
clusion failures occur in the CAVIAR dataset. In case "CAVIAR-TwoEnterShoplfront-Ol" 
(see Figure 8.29), the tracker loses track to a clearing between a pillar and a large vertical 
advertising sign. Indeed, this test case is quite challenging as the target is two walking men. 
The variable size of the target along with the tracker's needto explain the legs cause the 
target ellipse to be larger than required allowing for false-positive features to misguide the 
tracker. Another reason for disocclusion failure is the lack of features to track upon. In case 
"video-outside3-Shufei-03" (see Figure 8.30), the walking man is swaying his arms and legs. 
This causes the tracker to ignore his limbs. Moreover, the tracked features are periodic and 
only appear wh en the arms are not aligned with the body. One may note this in the first 
three frames shown. When the arms are down and aligned with the body, no features are 
matched, but features are matched wh en the arms are flung away outwards. Interestingly, 
this arm-sway to feature-matching ability is the cause for the disocclusion failure. When 
the disocclusion failure occurs, the arms are in down position allowing the tracker to be 
confused by false-positive feature matches. This problem of periodic or dynamic matched 
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features is the principal reason for most disocclusion failures. 
Top: current frame. Bottom: last frame. Lines: matched and filtered 8IFT points between 
frames. 
Fig. 8.29 Output in case "CAVIAR-TwoEnter8hoplfront-Ol" from WSL-
81FT. 
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As with disocclusion failures, drift failures occur due to too many matched features 
nearby or due to a lack of feature points at key moments. In the case of "BrokenNews-
scenel-smaller box" (see Figure 8.31), a busy background distracts the tracker. This caseis 
exacerbated by the background being textured and alike to the intended target. It should 
be noted that the target ellipse before the failure is quite tightly bound around the intended 
target. 
Conversely, a lack of 81FT features at key moments is also a cause of drift failures. 
Key moments may be defined by: large scale changes causing phase instabilities[104] in 
the W8L portion of the tracker leading to an energy function that is undifferentiable and 
to a diverging gradient-based optimization[lOO]. In such moments, the W8L-8IFT tracker 
is completely dependant on the 81FT features. However, any scale change will reduce 
the effectiveness of phase-based features. Though any moment where there are no 81FT 
features will destabilise the tracker as the target designation will not always be in an optimal 
phase-based feature location. In case "LoveActually-scene2-testl" (see Figure 8.32, there 
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The frames follow from top-left to bottom-right. Top: current frame. Bottom: last frame. Lines: 
matched and filtered SIFT points between frames. 
Fig. 8.30 Output in C&'le "video-outside3-Shufei-03" from WSL-S1FT. 
is a slight scale change from the beginning of the sequence shawn in the first frame. 112 
frames into the sequence, the second shawn frame has only 9 matched features. This is 
due ta a roll action (ie: a rotation about his body's major axis) of his head from his left 
to his right. Once in this vulnerable situation, the tracker drifts. The case highlights the 
vulnerability of SIFT features as they are not invariant ta any actions where the abject 
rolls on itself and undergoes a dramatic but relative change. This problem is mirrored in 
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Top: current frame. Bottom: last frame. Lines: matched and filt.ered 81FT points between 
frames. 
Fig. 8.31 Output in case "BrokenNews-scenel-smaller box" from W8L- . 
81FT. 
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several datasets (e.g. see Figure A.l, see Figure A.17, and see Figure A.18). 
Top: current frame. Bottom: last frame. Lines: matched and filtered 81FT points between 
frames. 
Fig. 8.32 Output in case "LoveActually-scene2-testl" from W8L-S1FT. 
8.2 Comparative Results 
Comparing the tracking algorithms is done in a non-quantitative approach. There are 
several reasons for doing sa. Firstly, the datasets lack ground truth tables except the 
CAVIAR dataset [86]. Though, they are not directly applicable (see page 41) as they do 
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not separate foreground and background in a pixel-by-pixel manner as is required when 
comparing ellipses (target localisations) to rectangles (CAVIAR ground truths). Secondly, 
the view is taken that there is a need for numerous datasets and test cases wh en exploring 
vastly different tracking algorithms. Not only are there many potential sources of input 
data (eg: surveillance, webcam, production-quality videos, hand held camcorder, etc ... ) 
but they each reveal potentially important algorithm nuances. Additionally, when using a 
reduced set of data and test cases, one tends to form preconceptions of the importance and 
meaning for certain cases. Such pre conceptions may only be partially correct. Thirdly, with 
so many different test cases and datasets with multiple potential targets within each, it is 
time consuming to label the data in an universally meaningful manner. Hence, labeling is 
beyond the scope of this work. Fourthly, quantitative methods (such as the one proposed 
by Collins et al.[89]) are more suited to algorithms that have similar outputs. That is 
to say, tracking algorithms that have suc cess and failure rates that are similar in number 
and that have them in the same test cases as it is pointless to quantitatively compare 
cases that product complete failures. These three algorithms did not have similar rates 
of suc cess and failure (see Table 8.3) nor did their results (see Table B.4) have similar 
tracks. Lastly, a tracker's performance is highly dependent upon the nature of the scene 
(see Table 1.1 and Table 1.2) which can only be described qualitatively. Therefore, a non-
quantitative performance comparison may take into account: 1) the nature of the target, 
2) the dynamies the target, and 3) the nature of the scene. It should be noted that the 
concept of the dynamics of the scene does apply. However, the datasets and the test 
cases did not contain truly dynamic backgrounds (i.e. backgrounds that are themselves 
changing). Therefore, there is insufficient data to discuss the topie with any precision. 
S S* F:C F:OC F:DC F:D F* 
ET 9 6 46 3 16 47 2 
EMCH 32 11 29 3 4 44 6 
WSL-SIFT 43 8 0 4 29 30 15 
S*: denotes successes wIth non-ldeal tracks. F*: denotes odd fallures (eg: unrealistic camera 
motion, unaccepted input data, runtime software failures). Total test cases: 129. 
Table 8.3 Comparative results of the trackers. 
As an aside, it may be of interest to note relative execution tirnes. The ET tracker 
and the EMCH tracker are both Matlab scripts allowing Matlab's profile function to be 
used. profile is a debugging tool that records the execution time of scripts and their 
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function caUs. Though it reports time in CPU time and cannot be used for real world time 
analysis. Hence, profile is used to better understand the bottlenecking function caUs of 
the trackers. Real world time is recorded by simply noting the time required to execute the 
test case, Program setup time is minimal as the execution times are quite lengthy. The 
ET tracker was by far the fastest (i.e. seconds per frame) despite being implemented in 
Matlab. However, it is not near real-time3 performance usually requiring one second4 per 
frame. The EMCH tracker was approximately twice as slow as the ET tracker. One should 
note it too was implemented in Matlab. Lastly, the WSL-SIFT was by far the slowest 5 by 
many orders of magnitude des pite being implemented in C++. These results are expected 
given the underlying complexities of the respective algorithms. 
8.2.1 Nature of the Target 
There are threé principal factors of the nature of the target that separate the trackers 
in their performances: 1) the shape of the target, 2) the size of the target, and 3) the 
similarity of the target to its surroundings. 
Firstly, aIl trackers will suffer from the inherent problem of the shape of the target. 
The trackers employ ellipses or rectangles when localising targets. However, no target is 
perfectly elliptical or rectangular. Thus, noise will be present in aIl cases for aIl trackers. 
This is further complicated by the fact that targets are ûsually complex and dynamic forms 
(see Section 8.2.2). 
Secondly, the size of the target will greatly effect the trackers. Large targets will not 
negatively effect the trackers except to increase their required execution time. Small targets 
will deteriorate the success of the ET tracker and the EMCH tracker. The ET tracker will 
not be able to function properly when the object is extremely small. Its three pyramid 
scaling system is central to its operation allowing it to capture edge features at different 
scales. With small targets, the half-scale and quarter-scale pyramids function mainly by 
detecting the colour space. When considering edge information, they do not agree with the 
full-scale pyramid's assessment. This rend ers the tracker vulnerable to drift as the tracker 
attempts to adapt to new frames. The EMCH tracker is quite susceptible to noise during 
3Real-time rders to the camera's sampling rate (e.g. 30 frames per seeond). 
40n average, one fourth of this time was spent writing to disk 
5Usually, the WSL-SIFT traeker reaehed speeds of 2 frames per minute. 
60ther faetors most probably exist. However, they are not disGussed in this thesis. 
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initialisation as its number of reliable pixels is greatly reduced given a small object. In 
fact, the edge of its initialisation ellipse contains more pixels than its center, but its edge 
is the most likely place for noisy pixels. Thus, the colour histogram will be compromised. 
Similarly, the WSL-SIFT track is also vulnerable to small objects as it will not contain 
many SIFT feature points. In such cases, it is dependant on its WSL aspect which is stable 
and successful at small scales. In case "dtneu_winter-baby stroller-small" (see Figure 8.33), 
a typical result for tracking small objects is presented. The ETtracker quickly adapts and 
drifts to the noise in the target localisation area as its pyramid scale responses are not 
sufficiently discriminatory. The EMCH tracker diverges immediately as the target do es not 
initially fit perfectly into a tight ellipse. So its col our histogram is initialised with too much 
noise. And the WSL-SIFT tracker is suc cess fuI but averages 12 SIFT feature points at any 
frame. Though, not aIl of them are meaningful. Overall, tracking small targets require one 
to depend more on their motion dynamics. 
Left: ET result (frame #117). Middle: EMCH result (frame #9). Right: WSL-SIFT result 
(frame #296). 
Fig. 8.33 Output in case "dtneu_winter-baby stroller-sma.ll" from aIl algo-
rithms. 
Thirdly, similarity of the target to the background is a concern. The most corn mon 
similarity is the colour of the target to the background. As such, both the ET tracker 
and the EMCH tracker have problems due to their colour dependencies. The ET tracker 
is weak in situations where not only is colour removed (e.g. grayscale input), but the 
target's colour is similar to the background. Worst yet, in case "dLpassat03-black car" 
(see Figure 8.34), the background is textureless. Likewise, the EMCH tracker is naturally 
weak when tracking a black car on black asphalt as in case "dtneu_nebel-black car" (see 
Figure 8.34). Its divergence is expected. Unfortunately for the WSL-SIFT tracker, what 
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it considers similar is not distinguishable to superficial human inspection. Thus, it is not 
possible to predict these types of difficulties before they arise. Regardless, it is successful 
in test case "dtneu_nebel-black car" though it suffers a mysterious runtime failure for case 
"dLpassat03-black car". 
Left: ET result (frame #19) for case "dt_passat03-black car". Middle: EMCH result (frame 
#21) for case "dtneu nebel-black car". Right: WSL-SIFT result (frame #97) for case "dtneu 
nebel-black car"; this frame was modified to highlight the target localisation ellipse. 
Fig. 8.34 Output in case "dt_passat03-black car" and "dtneu nebel-black 
car" from specifie algorithrns. 
When considering the nature of the target, one should avoid the ET tracker if the target 
is non-rectangular throughout the track, is small, or is coloured similarly to an omnipresent 
background. Likewise, one should avoid the EMCH tracker if the target is small or is 
coloured similarly to an omnipresent background. Indeed, the WSL-SIFT tracker seems to 
be weIl suited despite the challenges the nature of a target may present. It is clear that 
simple shapes do not model targets weIl and that complex shape models may weIl benefit 
any tracker. 
8.2.2 Dynamics of the Target 
There are four7 principal factors of the dynamics of the target that separate the trackers 
in their performances: 1) target scale changes, 2) target orientation changes, 3) target self-
occlusions, and 4) target articulations. This excludes the trivial and inherent limitations 
of the algorithms (e.g. areas of the image where the tracker will not consider valid for the 
target). 
70ther factors most probably exist. IIowever, they are not discussed in this thesis. 
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Firstly, scale changes are a rather common dynamics of an object. A target may undergo 
small, moderate or large scale changes in a short period of time. The ET tracker is not 
designed for scale changes. Therefore, it fails to properly adapt in most cases. This is 
clearly seen in case "BrokenNews-scene2-big box" (see Figure 8.9) where the non-adapted 
localisation area leaves it vulnerable to a drift failure. The EMCH tracker does not suffer 
from localisation instabilities due to large scale changes as it is mathematically guaranteed 
to converge. The tracker is successful in case "BrokenNews-scenel-smaller box" (see Figure 
8.35). However, the scale change is mostly due to an adaptation to the noise of her sweater 
se en in the first shown frame. The target localisation quickly expands to includè the entire 
sweater as weIl as the original target- the face. Likewise, the WSL-S1FT tracker is stable 
during large scale changes. Though this assumes that the target may be accurately localised 
using S1FT feature points exclusively as the W8L part of the tracker may have diverged 
(see page 71). Two successful cases are case "LoveActually-scene5-testl" (see Figure A.37) 
and case "BrokenNews-scene2-big box" (see Figure A.38). 
Fig. 8.35 Output in case "BrokcnNews-scenel-smaller box" from EMCH. 
8econdly, planar orientation change is another factor to consider. Once again, the ET 
tracker is not designed for this and cannot properly adapt. The EMCH tracker is designed 
for planaI' orientation changes and handles them weIl as seen in case "prakash-testl" (see 
Figure A.33). Similarly, the W8L-81FT tracker is designed to allow for planaI' orientation 
changes as seen in the case "video-outsidel-8hufei-Ol" (see Figure A.35). Though a W8L 
tracker will only allow for moderate orientation changes [59], the 81FT tracking component 
will compensate for its failing given enough 81FT feature points. 
Thirdly, self-occlusion can be a rather large problem for a tracker. A self-occlusion 
may be considered two things: an occlusion and a disocclusion. The ET tracker is fairly 
robust against self-occlusions as it adapts weIl to new pixels and to pixels no longer found 
in the scene. 1ndeed, it adapts too readily to new and unique pixels found within the 
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target localisation area. So though the tracker remains well-behaved during self-occlusions, 
it may easily drift to the newly disoccluded pixels causing the tracker to be susceptible to 
noisy pixels from the background (see page 50 and page 81 for more details). The EMCH 
tracker did not suifer from self-occlusion problems. Usually8, a self-occluding target did so 
with a similarly coloured part of itself as in the case of "prisonners-big-box" (see Figure 
8.13). Thus, the tracker did not register much of a change in the self-occluding target as it is 
blind to spatial relationships. Self-occlusion most negatively eifects the WSL-SIFT tracker. 
Permanent self-occlusions spanning the entire target (e.g.: a person turning on their central 
axis) will easily trigger a tracking failure. This is due to the complete loss of SIFT feature 
points and the inability of a WSL tracker to model spatial imaging distortions [59]. In 
case "prisonners-Iarge-box" (see Figure A.39), the tracker loses the target as the feature 
points are lost during the about-face turn. Similarly, there are failures in the "Prakash 
Patel - Bhangra dancing" dataset (see Figure A.23). Though, even smaller self-occlusions 
are disastrous as in case "LoveActually-scene2-testl" (see Figure 8.32 and page 71). Self-
occlusion difficulties are the WSL-SIFT tracker's principal failing. One possible solution 
may be an online 3D model of the target. 
Fourthly, the problem of unavoidable noise (see page 75) and self-occlusion is further 
complicated by the possibility of the target being articulated. Articulation adds a temporal 
nature to certain features that may be important to obtain a fully successful track. More-
over, this articulation may consist of a considerable portion of the target (e.g. swaying 
legs and arms). U nfortunately, none of the trackers directly account for articulation as 
they assume a central and single density target. The ET tracker is usually able to tecog-
nise articulations as being part of the foreground. However, its completely static target 
localisation make that ability underused if not unused in many cases (see Figure A.32). 
The EMCH tracker also can recognise the articulations as part of the foreground as they 
are usually the same colour as the core of the target. Additionally, its dynamic target 
localisation area allows it to include the articulations. However, doing so adds noise to the 
target localisation area. Sometimes they are sufficient to disrupt a successful track as in 
case "video-outside3-Shufei-03" (see Figure 8.36). For the WSL-SIFT tracker, articulations 
present a particular challenge not present in the other algorithms. The tracker is designed 
to adapt to new features, SIFT or phase-based. However, articulation creates unstable 
8It should be Iloted that there is need for test cases featuring a self-ocduding target where the disoe-
e1usion comprises of radieally different colours than the rest of the target objeet. 
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features that are never considered as they regularly disappear from the scene. Rence, the 
tracker ignores them. At times, it is acceptable as in case "video-outside1-Shufei-01" (see 
Figure A.35) where the right arm is never considered but the track is successful nonetheless. 
At other times, it is detrimental to the track as in case "CAVIAR-OneStopEnter2cor-01" 
(see Figure 8.26) where the target lacks a large section of itself. 
Fig. 8.36 Output in case "video-outside3-Shufei-03" from EMCH. 
When considering the dynamics of the target, one should avoid the ET tracker if the 
target is to change its orientation or scale. An additional and related caveat is the problem 
of articulation adaptation limitations. The EMCR tracker is more adaptable to orientation 
and scale; however, its greedy nature of including articulations may make it vulnerable to 
clutter and drift failures. The WSL-SIFT tracker is equally adaptable to orientation and 
scale. Although, it is the most f1.awed when handling self-occlusions and articulations. It 
should be completely avoided if the target undergoes moderately rapid self-occlusions that 
span the entire target (e.g. rolling on itself). 
8.2.3 Nature of the Scene 
There are two9 principal factors of the nature of the scene that separate the trackers in 
their performances: 1) occlusions with the scene, and 2) disocclusions with the scene. 
Strictly speaking, both are not global scene characteristics. However, describing a scene 
is ill-defined as the importance of certain features is only apparent during tracking and 
dependant on the target's dynamics within the scene. 
Complete occlusions are extremely difficult to handle. In fact, none of the trackers are 
specifically designed to cope with it. On the other hand, partial 'occlusions are somewhat 
ilOther factors most probably exist. However, they are not disc:ussed in this thesis. 
handled by the EMCH tracker and the WSL-SIFT tracker. Partial occlusions may simply 
occlude a part of the target, or they may sub-divide a target. Sub-divided targets are 
not modeled weIl by the EMCH and the WSL-SIFT trackers as they assume the target 
to be of single density. In the case of "riot-scenel-woman-in-whitel", a lamp post partial 
occludes the target, a woman in white. The EMCH tracker (see Figure 8.11) is successful. 
Though, a relatively large section of intended target is not within the target localisation 
area. Adding the section to the target localisation area is impossible as the similarity 
measurement would be greatly reduced by adding more lamp post pixels. The fiaw is the 
inclusion of the lamp post pixels into the area consideration as part of the target. Likewise, 
the WSL-SIFT tracker fails to recognise a large section of the target during this sub-dividing 
partial occlusion (see Figure A.40). The woman's left part of her body is ignored despite 
being relevant, being a relatively large section of her body, and being a part of the object a 
few frames beforehand. Despite their robustness to partial occlusions, the EMCH tracker 
and the WSL-SIFT tracker do not model the scene weIl as they sacrifice accurate target 
localisation. 
Disocclusions with the scene are difficult to avoid as it requires knowledge of the intended 
target's motion. Moreover, disocclusions usually involve a small section of the target thus 
complicating the phenomenon's analysis and prediction. Though, generaIly, disocclusions 
occur on the edge of the intended target. Thus, one may reduce the effects of disocclusions 
at the beginning of a track by cropping the target localisation area to not include the 
edges of an intended target. However, this may degrade overaIl performance. The ET 
tracker is especiaIly vulnerable to disocclusions as it readily adapts to track aIl unique 
features in the target localisation area. Worst yet, the new features are unique in colour 
information and in edge information which usuaIly derive from the edges of the intended 
target and the disoccluding object. Hence, disoccluding pixels immediately have high 
weights associated to them as seen in case "video-inside-Triin-02" (see Figure 8.6) and 
case "prakash-testl" (see Figure 8.7). The EMCH tracker is somewhat resilient towards 
dis occlusions as it is a static tracker. Thus, failures due to disocclusion will occur only 
when similarly coloured objects are around the intended target. Though, these failures 
would occur even if the similarly coloured objects are not being disoccluded by the target; 
these failures would be the numerous clutter and drift failures experienced. Since the WSL-
SIFT tracker is adaptive, there is a risk of adaptation to the disoccluding object especially 
if the disocclusion is done slowly [59]. However, many of the disocclusion problems arise 
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when there are no 81FT feature points to supplement the W8L tracker. The W8L tracker 
may place the target localisation area in a suboptimallocation for the 81FT tracker. Once 
81FT feature points may be garnished again at the new location, W8L-8IFT tracker may be 
grounded to that location. This is seen in case "video-outside3-8hufei-03" (see Figure 8.30). 
An alternative scenario for disocclusion failures occurs when a disoccluding object contains 
many 81FT feature points that are also found in the target as seen in case "CAVIAR-
TwoEnter8hoplfront-Ol" (see Figure 8.29). In which case, the tracker will erroneously 
choose the disoccluding object to track. Unfortunately, it is difficult to predict which 
81FT points the tracker will consider important from frame to frame. OveraIl, having 
a background model and implementing a background subtraction algorithm would most 
probably reduce disocclusion failures for aIl the trackers. 
When considering the nature orthe scene, each algorithm is fundamentally ftawed. None 
of them are specifically designed to handle occlusions and disocclusions weIl. However, the 
EMCH tracker may reacquire a target once lost. In the case "video-inside-Triin-02", the 
target is lost and reacquired over a do zen times. 
8.2.4 Summary 
AlI the tracking algorithms suffer from cri tic al ftaws that are reflected in their inabilities 
or difficulties whilst handling a variety of target and the scene characteristics. 
The ET tracker is an interesting tracker to explore because its architecture allows for 
easy manipulation of the tracker. The weak classifier may be replaced or supplemented with 
any type of classifier. The boosting may be switched to any type of boosting algorithm. One 
may add pre-defined offiine-trained classifiers to certain evaluation situations. Mean-shift 
may be replaced by any target localisation algorithm. The feature space may be changed. 
Almost everything in the ET tracker may be changed very easily. Though as seen from 
the failure of integrating the M888 scaling s>olution, a straight-forward integration of other 
mechanisms may not result in a more robust tracker. Indeed, one of the most interesting 
notions is to use the ensemble tracker framework to allow for multiple parallel trackers to be 
combined in a meaningful manner. However, the current simplistic implementation over-
adapts and fails to new scene information. Moreover, the lack of the sc ale and orientation 
change to the target localisation area add to the problem of over-adaptation and general 
failures. 
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The EMCR tracker is an interesting tracker to explore because it naturally extends the 
mean-shift tracker to allow for scale and orientation change. Its complete 5-DOF solution is 
comput able in real-time[30], though not implemented here as such. Unfortunately, it lacks 
spatial relationship information. It also lacks the ability to adapt to the changing target 
appearance during a track. Both these problems lead to many of its failures to track. 
The WSL-SIFT tracker is an interesting tracker because it features many advanced 
concepts such as phase-based and SIFT features. Similarly to the EMCR tracker, it allows 
for scale and orientation change. Lastly, it has the best performance of the 3 trackers. 
Rowever, there are three major flaws. Firstly, it is by far the slowest algorithm despite being 
written in C++. Secondly, it is incapable of handling very rudimentary target dynamics 
such as a target turning on itself. Thirdly, this is essentially two trackers, WSL and SIFT, 
combined into one. This allows the overall tracker to operate with a dominant tracker 
leaving the subdominant tracker in a non-optimal state of operation. If the dominant 
tracker fails, then the overall tracker will depend upon the subdominant tracker. Alas, the 
subdominant tracker will do poorly as it has been most recently in a sub-optimal operation. 
Rence, the WSL-SIFT tracker requires a more meaningful method of combining the two 
trackers. 
ln conclusion, when choosing a tracking algorithm for a well-defined application, one 
must be aware that the tracker most probably requires a very specifie environment in which 
its failings are minimised. To facilitate a comparative understanding, one may consult Table 
B.l and Table B.2. Therefore, any application will require a tracker that is specifically 
tweaked to the challenge. This includes devising sophisticated shape models, background 
models, background subtraction algorithms, and target dynamics for small targets. 
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Chapter 9 
Conclusion 
9.1 Summary of Findings 
The problem of object tracking in video sequences is an open field of research that is 
poorly defined. Li~ewise, the analysis of tracking results is not standardised. Moreover, 
comparisons of trackers are usually done between technically similar trackers to show the 
superiority of a new or tweaked technical approach. Lastly, the test cases employed by 
authors of tracking algorithms usually differ vastly from one another. 
This thesis explored three radically different blob-object trackers: 1) the ensemble 
tracker, 2) the EM-like colour histogram tracker, and 3) the wandering-stable-Iost scale-
invariant feature transform tracker. The ET tracker attempts to model edges and colour 
into foreground and background pixel classifications. The EMCH tracker contends with 
only colour with no concept of spatial relationships of any kind. And the W8L-8IFT 
tracker ignores colour information and relies only on pixel intensity for phased-based and 
81FT features. AlI the trackers are general trackers and do not have any preferences what-
soever for the intended target nor for possible backgrounds. They were aIl tested on the 
same data sets with relatively the same test cases. Differences in the test cases must be 
accepted as each requires slightly different information for a supervised initialisation. The 
many tracking results allow for a good understanding of the trackers' respective behaviours. 
Furthermore, the standardised test cases allow for meaningful comparison of the trackers' 
results. 
Experimental results indicate no tracker is clearly superior as each tracker fails on large 
sections of the test cases. Though, the W8L-8IFT tracker does best in terms of number of 
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successful tracks. This is not surprising as aIl the trackers have fundamental flaws. The ET 
tracker adapts too readily to new information. The EMCH tracker fails to model anything 
dynamic as it is a static tracker and will ultimately fail given adynamie target. And the 
WSL-SIFT tracker is much too vulnerable to self-occlusions of the target. If, however, a 
tracker is required to fulfill a very specifie task, then one may discuss superiority in sorne 
detail (see Table B.1 and Table B.2). However, the generallessons learned are: 
• Use col our information if available. 
• Do not adapt appearance models too quickly. 
• Allow for scale changes of the target. 
• Allow for planar rotation of the target. 
• If possible, build a model (e.g. appearance, shape, dynamics, 3-D, etc ... ) of the 
target. 
• If possible, integrate a background subtraction scheme. 
• If possible, handle partial and full occlusions. 
• If possible, handle partial and full disocclusions. 
• Tracking failure is unavoidable. Determine an acceptable percentage of failure for the 
application. 
9.2 Open Avenues of Research 
With such an open field of research, there is much to be done. One may do any of the 
following: 
• Add more data sets and corresponding test cases in an attempt to span more of the 
possible characteristics (see Table 1.1 and Table 1.2). Good candidate data sets would 
include weIl known data sets such as: PETS, AVSS, DARPA, and CAVIARl . 
IThe CAVIAR database was employcd but not to its full potential 
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• Implement more tracking algorithms in an attempt to span more methodologies of 
object tracking. 
• Manually label the data sets with ground truth annotations. 
• Implement or integrate a background subtraction algorithm as a pre-processing step 
to each tracker. 
• Implement task specifie data sets and test eases (e.g. surveillance of people, surveil-
lance of vehicles, etc ... ). 
• Devise a standard method of quantitative comparisons more encompassing than that 
of Collins et al.[89]. 
• Explore the same thrust with the restriction of real-time. 
• Implement the algorithms in a parallel processing environ ment to take advantage of 
modern processors with multiple on-chip processing cores. 
The list of possible avenues of research is daunting and challenging. In fact, the list 
avoids any algorithm specific tasks as each algorithm may be expanded and tweaked in 
many different methods and purposes. Rence, an exhaustive list is not presented. 
It is interesting to note the possibility of implementing a multiple hypothesis tracker[108] 
(MRT). An MRT is attractive as it leads to an omnicompetent tracker. It ultimately should 
be capable of sidestepping the failings of any one tracker by combining many of them such 
that every possible scenario is handleable. The hypotheses may be any tracking algorithm, 
a tracker with different set hyper-parameters, a tracker which outputs several traeks with 
different probabilities, etc... The pruning of the hypothesis tree would be critical, and 
it may allow for an inadvertent solution to certain tracking problems (e.g. occlusion) by 
allowing tracks to fail but still be kept for possible future use. 
The author firmly believes that there is need for more quantitative comparative studies 
with more data sets, test cases, and algorithms. This type of work is started here. Firstly, 
publicly available data sets for tracking algorithms (see Chapter 6) are compiled or created. 
Additionally, many test cases (see Chapter 7.4) are created for the data sets. A publicly 
available software setup (see Chapter 7) is implemented which may be ported to any su-
pereomputer or gr id computing system using a generic PBS scheduling system. Lastly, 
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tracking algorithms are collected or re-created (see Chapters 3, 4, and 5) to gather and 
to compare their respective results (see Chapter 8). Despite aIl this, the necessary work 
merely begins to define and to ultimately solve the tracking problem. 
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Appendix A 
Additional Data 
A.l Samples of the Input Datasets of Image Sequences 
The following are typical input images one would see from the various dataset of image 
sequences used. One should note that the specifie following images may not have been 
used. Though, the converse is equally true. Due to similar typical input images, not aIl 
image sequences used are represented. 
Fig. A.1 Andrew and Marielle - lindy hop dancing. 
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Fig. A.2 Cat's Corner 2004 - lindy hop dancing. 
Courtesy: KOGS/IAKS Universitaet Karlsruhe. 
Fig. A.3 Traffic sequence showing the intersection Karl-Wilhelm-Berthold-
Strabe in Karlsruhe, recorded by a stationary camera (dLpassat). 
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Courtesy: KOGS/IAKS Universitaet Karlsruhe. 
Fig. A.4 Traftic sequence showing the intersection Karl-Wilhelm-Berthold-
Strabe in Karlsruhe, recorded by a stationary camera (dt_Imssat03). 
Courtesy: KOGS/IAKS Universitaet Karlsruhe. 
Fig. A.5 Traftie sequence showing the intersection Karl-Wilhelm-Berthold-
Strabe in Karlsruhe, recorded by a stationary camera (dtneu_nebel). 
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Courtesy: KOGS/IAKS Universitaet Karlsruhe. 
Fig. A.6 Traffic sequence showing the intersection Karl-Wilhelm-Berthold-
Strabe in Karlsruhe, recorded by a stationary camera (dtnelu;chnee). 
Courtesy: KOGS/IAKS Universitaet Karlsruhe. 
Fig. A.7 Traffie sequence showing the interseetion Karl-Wilhelm-Berthold-
Strabe in Karlsruhe, reeorded by a stationary camera (dtneu_winter). 
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Fig. A.8 Broken News - popular TV show - Seene 1. 
Fig. A.9 Broken News - popular TV show - Scene 2. 
Fig. A.10 Concert - Henry bowing. 
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Fig. A.ll Hex - popular TV show. 
Fig. A.12 Love Actually - popular film - Scene 1. 
Fig. A.13 Love Actually - popular film - Scene 2. 
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Fig. A.14 Love Actually - popular film - Scelle ~t 
Fig. A.15 Love Actually - popular film - Scelle 4. 
Fig. A.16 Love Actually - popular film - Scelle 5. 
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Fig. A.l7 Prisoners - from TV. 
Fig. A.l8 Reno 911! - popular TV show - Scene 1. 
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Fig. A.19 Reno 911! - popular TV show - Scene 2. 
Fig. A.20 London anti-WTO riots 1999 - Scene 1. 
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Fig. A.21 London anti-WTO riots 1999 - Seene 2. 
Fig. A.22 London anti-WTO riots 1999 - Seene 3. 
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Fig. A.23 Prakash - Bhangra dancing. 
Fig. A.24 MeGill CIM labrnates - indool's. 
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Fig. A.25 McGill CIM labrnates - out do ors - Scene 1. 
Fig. A.26 McGill CIM labrnates - out do ors - Seene 2. 
Fig. A.27 MeGill CIM labrnates - outdoors - Scene 3. 
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Fig. A.28 McGill CIM labrnates - outdoors - Scene 4. 
Courtesy: EC Funded CAVIAR project/IST 2001 37540, found at URL: 
[http://hornepages.inf.ed.ac. uk/rbf/CAVIAR/j. 
Fig. A.29 From CAVIAR Test Case Scenarios - Shopping Center in Portugal 
- EnterExitCrossingPaths1cor. 
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Courtesy: EC Funded CAVIAR project/IST 2001 37540, found at URL: 
[http://hornepages.inf.ed.ac. uk/rbfjCAVIAR/]. 
Fig. A.30 From CAVIAR Test Case Scenarios - Shopping Center in Portugal 
- OneStopMoveNoEnter2front. 
Courtesy: EC Funded CAVIAR project/IST 2001 37540, found at URL: 
[http://hornepages.inf.ed.ac. uk/rbf/CAVIAR/]. 
Fig. A.3I From CAVIAR Test Case Scenarios - Shopping Center in Portugal 
- WalkByShoplfront. 
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A.2 Tabulated Charaeteristies of the Input Datasets 
The following is a table that contains the general characteristics of the input datasets. For 
a details discussion, please refer to Section 6. 
Dataset Source Camera Camera Frames Resolution Quality 
Type Motion Available (pixels) 
Andrew and Internet DV Slight 2,288 720x576 Good 
Marielle 
Broken News TV Capture Professional No 754 640x352 Excellent 
Cat's Corner Internet DV Yes 3,779 352x240 Poor 
CAVIAR Internet Surveillance No 72,518 384x288 Poor 
Concert DVD Capture Professional No 162 672x384 Excellent 
Hex T'V Capture Professional Yes 552 624x352 Excellent 
London Anti- TV Capture Commercial No 613 544x408 Good 
WTO Riots 
Love Actually DVD Capture Professional Yes 1,716 640x272 Excellent 
McGill CIM Homemade DV Yes 23,193 720x480 Good 
Labm'ates 
Prakash Homernade DV Yes No :320x240 POOl' 
Prisoners TV Capture Commercial No No 544x408 Excellent 
Reno 911! TV Capture Professional Yes 740 512x384 Good 
T'rafflc Se- Internet Surveillance No 3,392 768x576 Poor 
quences 
Vanous notes: "TV Capture" may be from an analog or a dIgItal sIgnal. None of the earnera,,') 
are calibrated. 
Table A.l Characteristics of the input datasets. 
A.3 Additional Aigorithm Specifie Outputs 
This section contains various output material specifie to a certain tracking algorithm. These 
outputs are images and tables. 
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Top: original input images. Bottom: corresponding strong classifier confidence images. 
Left: "andrew-marielle_say-hmmm_A b-marielle-big-box". Middle: "video-inside-Triin-02" . 
Right: "video-outside4-Rupert-Ol". 
Fig. A.32 Output in cases "andrew-marielle_say-hmmm_Ab-marielle-big-
box") "video-inside-Triin-02", and "video-outside4-Rupert-0l" from ET. 
Fig. A.33 Output in case "prakash-testl" from EMCH. 
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Top: current frame. Bott.om: last frame. Lines: matched and filtered SIFT points between 
frames. Shown are frames #610, #611, and #612. 
Fig. A.34 Output in case "video-inside-1l'iin-02" from WSL-SIFT. 
Fig. A.35 Output in case "video-outside1-Shufei-01" from WSL-SIFT. 
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Top: current frame. Bottom: last frame. Lines: matchecl and filterecl S1FT points between 
frames. Shown are frames #192, #193, and #194. 
Fig. A.36 Output in case "CAV1AR-WalkByShoplcor-01" from WSL-S1FT. 
Fig. A.37 Output in case "LoveActually-scene5-test1" from WSL-S1FT. 
Fig. A.38 Output in case "BrokenNews-scene2-big box" from WSL-S1FT. 
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Top: current frame. Bottom: last frame. Lines: matched and filtered S1FT points between 
fr·ames. 
Fig. A.39 Output in case "prisonners-large-box" from WSL-SIFT. 
Fig. A.40 Output in case "riot-scenel-woman-in-whitel" from WSL-SIFT. 
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Keypoint # Old Weight New Weight Distance 
114 0.103833 0.105973 2.250542 
265 0.116852 0.112877 6.180376 
397 0.08983 0.087049 4.323746 
40991 0.179777 0.188762 1.308091 
61747 0.070985 0.069553 3.428381 
62100 0.089696 0.098076 0.405266 
91185 0.058614 0.060047 2.209276 
91186 0.058614 0.060047 2.209276 
94895 0.052726 0.05093 27.74716 
94969 0.070429 0.074113 1.666601 
105925 0.053906 0.05207 37.03867 
106276 0.052735 0.050939 11.280643 
106555 0.05061 0.048886 16.132119 
107161 0.055574 0.060658 0.936686 
109490 0.05 0.05267 1.700091 
109733 0.05 0.055275 0.611339 
109759 0.05 0.048297 7.65303 
109983 0.05 0.054522 1.00541 
110967 0.05 0.048297 26.474406 
110975 0.05 0.055697 0.197376 
113421 0.05 0.048297 32.21534 
The square rooted wOlght mhner keypomt matched dIstance is 3.16. 
Table A.2 lnliner keypoints for case "video-outside1-Isabelle-01" (frame 
#29) from WSL-SIFT. 
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Keypoint # 01d Weight New Weight Distance 
114 0.105973 0.102363 1428.168051 
265 0.112877 0.109032 2854.913421 
40991 0.188762 0.182332 1441.576777 
43430 0.087553 0.08457 25454.5111 
43431 0.080138 0.077409 25454.5111 
48253 0.056645 0.054716 25394.29127 
61747 0.069553 0.067184 1988.522543 
64661 0.06223 0.06011 25496.91661 
64662 0.058636 0.056638 25496.91661 
64663 0.053693 0.051864 25496.91661 
64664 0.060397 0.05834 25496.91661 
66150 0.072769 0.070291 25622.49165 
73817 0.070182 0.067791 25580.63218 
83532 0.056085 0.054174 9207.640591 
91185 0.060047 0.058001 1501.16417 
91186 0.060047 0.058001 1501.16417 
94969 0.074113 0.071588 1443.732519 
106378 0.052745 0.050948 4410.044952 
109733 0.055275 0.05:3392 4118.383735 
109983 0.054522 0.052665 3667.846076 
110975 0.055697 0.0538 6956.922384 
113711 0.05 0.048297 13598.3459 
113893 0.05 0.048297 7925.790869 
113894 0.05 0.048297 7925.790869 
113897 0.05 0.048297 9543.877747 
113899 0.05 0.048297 9068.357458 
11~)900 0.05 0.048297 9068.357458 
114004 0.05 0.048297 5988.16164 
114006 0.05 0.048297 4775.083311 
114138 0.05 0.048297 3414.140331 
116405 0.05 0.048297 5035.063399 
The square rooted wmght mlmer keypomt matched dIstance is 180.88. 
Table A.3 Inliner keypoints for case "video-outside1-Isabelle-01" (frame 
#;~O) from WSL-SIFT. 
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Keypoint # Old Weight New Weight Distance 
117706 0.05 0.048297 219.823071 
117707 0.05 0.048297 219.823071 
117962 0.05 0.048297 33.849203 
118647 0.05 0.048297 234.334744 
120073 0.05 0.048297 6.716214 
120106 0.05 0.048297 27.12929 
120162 0.05 0.048297 91.269:328 
121489 0.05 0.048297 12.279224 
121490 0.05 0.048297 12.279224 
121496 0.05 0.049303 3.159918 
121497 0.05 0.049303 3.159918 
121567 0.05 0.048297 153.307397 
The square rooted weight mlmer keypomt matched dIstance is 4.40. 
Table A.4 Inliner keypoints for case "video-outside1-Isabelle-01" (frame 
#31) from WSL-SIFT. 
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Appendix B 
Additional Comparative Results 
B.l Tabulated Robustness Results 
Below is the comparisons of the trackers' robustness to certain criteria. For a detailed 
discussion of this topic, please consult Section 8.2 (see page 73). 
ET EMCH WSL-SIFT 
shape of target :3 3 3 
size of target 1 2 3 
similarity to background 2 1 NIA 
scale changes 1 4 3 
orientation changes 1 4 4 
self-occl usions 2 2 1 
articulations 2 2 1 
globallighting 3 1 3 
occlusions 1 2 2 
clutter (disoeclusions) 1 2 2 
On a scale of 1 to 5 where 5 lS the best and 1 18 the worst. 
Table B.1 Comparative robustness to certain criteria. 
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B.2 Tabulated Dataset Results 
Below is the comparisons of the trackers' qualitative performance given a certain dataset. 
For a detailed discussion of this topic, please consult Section 8.2 (see page 73). 
Dataset ET EMCH WSL-SIFT 
Andrew and Marielle -1 0 -1 
Broken News -1 0 0 
Cat's Corner -1 -1 +1 
CAVIAR -1 -1 0 
Concert +1 +1 +1 
Hex +1 +1 0 
London Anti-WTO Riots -1 0 0 
Love Actually -1 +1 0 
McGill CIM Labmates -1 0 0 
Prakash Patel '-1 +1 -1 
Prisoners +1 +1 0 
Reno 911! -1 +1 +1 
Traffic Sequences -1 -1 +1 
-1: poor performance. 0: faIr performance. +1: good performance. 
Table B.2 General qualitative results of the traekers given certain dataflets. 
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B.3 Tabulated Qualitative Results for AlI Test Cases 
Below is the tabulated results (see Table BA) for aIl the algorithms along with its table 
legend (see Table B.3). For a detailed discussion of this topic, please consult Section 8.1 
(see page 8.1). 
Value Explanation 
NIA not applicable due to inappropriate input data 
F failure (details usually accompany) 
S success (details usually accompany) 
? inexplicable behaviour . 
c clutter 
dr drifting 
0 tracker fails to recover from ocelusion( s) 
d tracker fails to ignore disocelusion(s) 
m excessive movement in the camera 
(1) the described action oeeurs late in the sequence 
Table B.3 Table legend for Table BA. 
# Test Case Label ET EMCH WSL-SIFT 
1 andrew-marieIle_say-hmmm_Ab-andrew-big- F:o S F: 0 
box 
2 andrew-marielle_say-hmmm_Ab-andrew-torso F: 0 F: 0 F: dr 
3 andrew-marielle_say-hmmm_Ab-marielle-big- F:d S F: 0 
box 
4 andrew-marielle_say-hmmm_Ab-marielle-big- S: ? F: 0 NIA 
box-test 
5 andrew-marielle_say-hmmm_Ab-marieIle- F:d F: 0 F: dr 
torso 
6 BrokenNews-scenel-big box F: dr F: dr F: dr 
7 BrokenN ews-scenel-smaller box F: dr S F: dr 
8 BrokenN ews-scene2-big box F: dr F: dr S 
9 BrokenN ews-scene2-smaller box F: dr F: dr S 
10 catscorner _2004-both-small-box F: c F: c S: c 
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11 catscorner _2004-Dee-big -box F: c F: c S 
12 catscorner_2004-Dee-later-big-box F: c F: dr NIA 
13 catscorner _2004-Dee-later-small-box F: c F: dr F: dr 
14 catscorner _2004-Dee-small-box F: c F: c S 
15 CAVIAR-Enter ExitCrossingPathslcor-Ol F: c F: dr F:d 
16 CAVIAR-Enter ExitCrossingPathslcor-02 F: c F: dr S 
17 CAVIAR-Enter ExitCrossingPathslfront-O 1 F: c F: dr F:d 
18 CAVIAR-Enter ExitCrossingPaths2cor-01 F: c F: dr S 
19 CAVIAR-Enter ExitCrossingPaths2cor-02 F: c S S 
20 CAVIAR-Enter ExitCrossingPaths2front-01 F: c F: dr F: dr 
21 CAVIAR-OneLeaveShoplcor-Ol F: c F: c S 
22 CAVIAR-OneLeaveShoplfront-Ol F: c F: dr F: dr 
23 CAVIAR-OneLeaveShop2cor-0 1 F: c S: dr S 
24 CAVIAR-OneLeaveShop2cor-02 F: c F: c S 
25 CAVIAR-OneLeaveShop2front-0 1 F: c F: c F:d 
26 CAVIAR-OneLeaveShopReenter 1cor-01 F: c F: c F: dr 
27 CAVIAR-OneLeaveShopReenter lfront-01 F: c F: c F: dr 
28 CAVIAR-OneLeaveShopReenter2cor-01 F: dr F: dr S 
29 CAVIAR-OneLeaveShopReenter2front-01 F: c F: c F:d 
30 CAVIAR-OneLeaveShopReenter2front-02 F: c F: dr F: dr 
31 CAVIAR-OneShopOne Waitlcor-01 F: dr F: dr S 
32 CAVIAR-OneShopOne Wait lfront-Ol F: c F: c F:o 
33 CAVIAR-OneShopOne Wait2cor-01 F: dr S: dr F: d (1) 
34 CAVIAR-OneShopOne Wait2front-01 F: c S: dr F:d 
35 CAVIAR-OneStopEnter 1cor-01 F: c F: dr S 
36 CAVIAR-OneStopEnterlfront-Ol F: c F: c F:d 
37 CAVIAR-OneStopEnter2cor-01 F: dr S S: c 
38 CAVIAR-OneStopEnter2front-01 F: c F: c S: c 
39 CAVIAR-OneStopMoveEnter2front-01 F: c F: c F:d 
40 CAVIAR-OneStopMoveN oEnter 1cor-0 1 F: dr F: dr S 
41 CAVIAR-OneStopMoveN oEnter lfront-01 F: c F: c F:d 
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42 ,CAVIAR-OneStopMoveN oEnter2front-0 1 F: c F: dr F: dr 
43 CAVIAR-OneStopN oEnter lfront-O 1 F: c F: c F:d 
44 CAVIAR-OneStopN oEnter2cor-01 F: c S: dr S 
45 CAVIAR-OneStopNoEnter2front-01 F: c F: c F:d 
46 CAVIAR-OneStopN oEnter2front-02 F: c F: c F:d 
47 CAVIAR-ThreePastShoplfront-01 F: c F: dr F:d 
48 CAVIAR-TwoEnterShoplfront-Ol F: c F: c F:d 
49 CAVIAR-TwoEnterShop2front-0 1 F: c F: dr F:d 
50 CAVIAR-WalkByShop1cor-01 F: c F: dr F: ? 
51 CAVIAR-WalkByShoplfront-01 F: c F: c F:d 
52 concert-henry S S S 
53 dt_passat03-black car F: dr NIA NIA 
54 dLpassat03-ped F: c NIA NIA 
55 dLpassat-couple F: c NIA NIA 
56 dLpassat-ped F: c NIA NIA 
57 dtneu_ne bel-bicycler F: dr F: dr S 
58 dtneu_nebel-black car F: dr F: dr S 
59 dtneu_nebel-black car2 F: dr F: dr S 
60 dtneu_nebel-blue van S F: c S 
61 dtneu_nebel-cop car F: dr F: c S 
62 dtneu_nebel-occluded white van F: dr F: c F:d 
63 dtneu_nebel-occluded yellow car F: dr F: c F: dr 
64 dtneu_nebel-silver car S F: c S 
65 dtneu_schnee-black car F: c F: c S 
66 dtneu_winter-baby stroller-big F: c F: c S 
67 dtneu_winter-baby stroller-small F: c F: c S 
68 Rex-Ella S: dr S: dr S 
69 Rex-Leon F: dr S F: dr 
70 Rex-Leon-big-box S S NIA 
71 LoveActually-scene 1-test 1 F: 0 S F: 0 
72 LoveActually -scene2-test 1 S: dr S F: dr 
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73 LoveActually-scene2-test2 F: d F: dr NIA 
74 LoveActually-scene3-test 1 F:d F: dr S 
75 LoveActually-scene4-test 1 F: dr S NIA 
76 LoveActually-scene4-test2 F: dr S S 
77 LoveActually -scene5-test 1 S: dr S: dr S 
78 prakash-test1 F: dr S F: dr 
79 prakash-test2 F: c S F: dr 
80 prakash-test3 F:d S F: dr 
81 prisonners-big-box S S: dr F: dr 
82 prisonners-large-box S F: dr F: dr 
83 prisonners-small-box F:d S S: c 
84 Reno911-S0 1E03-scene1-testO S: dr S: dr S: c 
85 Reno911-S0 1E03-scene2-test 1 F: dr F: dr S 
86 Reno911-S01E03-scene2-test2 F:d S S 
87 riot-scene1-1amp F: dr F: dr S 
88 riot-scene1-man-in-white F: dr S S 
89 riot-scene1-woman-in-white1 F: dr S F: dr 
90 riot-scene1-woman-in-white2 F: dr F: dr F: dr 
91 riot-scene2-police hat S F: dr F: dr 
92 riot-scene3-box F: dr S S: c 
93 riot-scene3-dontpay F: dr S S 
94 riot-scene3-hippy S: dr F: c S 
95 riot-scene3-photographer F: dr F: dr S: c 
96 video-inside-Alissa-01 S S S 
97 video-inside-Rupert-O 1 F: dr S S 
98 video-inside-Rupert-02 F:d F: dr F:d 
99 video-inside-Rupert-03 F:d F: dr F: d 
100 video-inside-Rupert-04 F: dr F: dr F:d 
101 video-inside-Rupert-05 F: dr F: dr F: dr 
102 video-inside-Rupert-06 F:d F:d F:d 
103 video-inside-Rupert-07 F: dr S S: c 
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104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
video-inside-Shufei-O 1 F:d S 
video-inside-Triin-O 1 F: dr S 
video-inside-Triin-02 F:d F: dr 
video-outsidel-Alissa-Ol F: dr S 
video-outsidel-Isabelle-O 1 F: dr F: dr 
video-outsidel-Rupert-Ol F: c F: c 
video-outsidel-Shufei-O 1 F: dr S 
video-outside1-Shufei-02 S S 
video-outside1-Shufei-03 F: dr S 
video-outside1-Triin-Ol F: dr S 
video-outside1-Triin-02 F: dr S 
video-outside2-Alissa-01 F: dr S: dr 
video-outside2-Rupert-O 1 . F:m F:m 
video-outside2-Triin-01 F: dr F:d 
video-outside2-Triin-02 F:m F:m 
video-outside2-Triin-03 F: dr F: dr 
video-outside2-Triin-04 F:d F: dr 
video-outside3-Isabelle-O 1 F: dr F: dr 
video-outside3-IsabeIle-02 F: c F: dr 
video-outside3-Rupert-01 F: dr F: dr 
video-outside3-Shufei-Ol F: dr F: dr 
video-outside3-Shufei-02 F: dr S: dr 
video-outside3-Shufei-03 F:d F: dr 
video-ou tside3-Shufei-04 F: d F:d 
video-ou tside4-IsabeIle-O 1 F: dr S: dr 
video-outside4-Rupert-O 1 F:d F: dr 
Table B.4: Qualitative observed results for aIl the algo-
rithms on aIl the test cases of aIl the datasets. 
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S 
F:d 
F: ? 
F: dr 
F: ? 
F:m 
S 
NIA 
S 
S 
S 
F: dr 
F:m 
NIA 
F: dr 
F: dr 
F: dr 
F:d 
F: d 
F:d 
F: dr 
F:d 
F:d 
F:d 
F:d 
S 
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AppendixC 
Additional Technical Explanations 
The following sections will briefiy discuss the technical aspects of certain well-known and 
well-used technologies used by the various trackers. 
C.I Mean Shift 
The mean shift algorithm is weIl explored [24] [25] [26] [27] [109]. EssentiaIly, it is a mode-
seeking iterative process which attempts to converge to a local maxima for a given kernel, 
for a given space, and for a given amount of data samples. Sorne call it a kernel density 
gradient estimation method. It is used for a variety of applications because it is real-time 
capable and usually outputs and pro cesses in terms understandable by humans. 
The space may be of any dimension, d, and is usually referred to as the feature space. 
The feature space may arise from any number of possible arbitrary computational opera-
tions on the original space of the data. Sorne popular feature spaces are the red-green-blue 
(RGB) colour space, the hue-saturation-value (HSV) colour space, and application depen-
dant feature extraction space[43]. Since the algorithm will be computing on the feature 
space, the choice of a feature space is critical. Improper choices may lead the algorithm to 
be blind to certain features at certain orientations, scales, or frequencies, to certain colours, 
or to any array of cri tic al information. 
The given kernel of dimension d may be anything (e.g. a uniform distribution, a mul-
tivariate normal distribution, an Epanechnikov distribution[24], etc ... ). However, conver-
gence may not occur unless the kernel is convex and monotonically decreasing as there 
may not be a unique local maxima otherwise. A kernel usually refiects the user's bias of 
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the target such as its approximate shape in the feature space, its center points being more 
valuable than its edge points, its maximum size in the feature space, and etc. Hence, the 
choice of a kernel is critical as it represents much. Especially important to proper con-
vergence is the kernel size (i.e. bandwidth, h). Improper bandwidth choices may lead to 
. a non-optimal convergence[27]. Unfortunately, choosing the correct bandwidth is difficult 
and may not exist for certain dynamic applications. 
Lastly, the most popular iterative process is that of traversing down the mean shift 
vector (i.e. the kernel is translated towards the center of mass). The mean shift vector is 
a vector defined by the kernel's center and the center of mass of the kernel in the feature 
space. Once the mean shift vector is sufficiently small, the process terminates. 
C.2 Expectation Maximization (EM) 
The expectation maximization (EM) algorithm was originally developed by Hartley[110]. 
It was later proved to converge to a local maximum by Dempster et al.[lOl]. Its uses were 
further extended by McLachlan and Krishnan[111]. And, it has been explained in many 
points of view [112] [113] [114] [115]. In essence, the EM-algorithm is an iterative method 
of estimating the posterior probability of unknown parameters, 8, given a set of data, X, 
with associated latent hidden variables, J: 
8* = argmax '"' P(8, JIX). e~ 
J 
Given the two unknowns, the algorithm contains two steps: one step (E-step) for estimat-
ing the unknown parameters and another step (M-step) for estimating the latent hidden 
variable. This two-step process may be repeated until the unknowns are sufficiently refined. 
Depending on the form of P(8, JIX), this may be quite difficult or impossible to solve. 
Though for certain forms of P(8, JIX), it is analytically easier to work with the log of the 
form, log(P(8, JIX)). 
In the most general case, one may assume a joint density exists of the form 
P(8, JIX) = p(JIX, 8)p(XI8). 
This takes into account the hidden variable, J, as the part of the data set making a set 
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that is considered the complete data. The expected value of the complete data likelihood 
is 
where (k - 1) is information from a previous EM-iteration and information from (k = 0) is 
either a guess or information from a previous time frame in X. It should be noted that only 
8 is a variable in the expectation calculation and J is usually considered a distribution, 
g(j[X,8(k-l)). Once again, depending on the form of the expectation or its log-likelihood, 
the problem may be untractable. If it is tractable, then this defines the essence of the 
E-step. 8imilarly, the M-step is essentially defined as: 
8* = argmaxE[p(X, J[8)[X, 8(k-1ll 
e 
where 8 is held constant and X is variable. 
C.3 8cale-Invariant Feature Transform (81FT) 
8cale-invariant feature transforms (81FT) was developed by David Lowe[65]. It is currently 
one of the most popular methods of distinctive features extraction from images. This is due 
to many factors. Firstly, Lowe has made the algorithm available via pre-compiled binaries 
available for C or Matlab under Linux or Windows. In fact, Lowe et al. have updated their 
release1 several times since the initial release in July 2003. 8econdly, the implementation 
is efficient and robust. Thirdly, it works weIl over a wide variety of images. Fourthly, it 
has been shown that 8IFT-based descriptors perform best[83] [84] in terms of repeatability 
and discrimination. Lastly, it is patented. 
Given an image, the 81FT algorithm is capable of outputting scale-invariant coordinates 
relative to local features. The algorithm is divided into two sections: feature extraction and 
feature matching. The numbering of Lowe's equations follows that of the Lowe paper[65], 
and it is preceded with the label "L". 
Ihttp://www.c:s.ubc:.ea/ lowejkeypointsj 
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C.3.1 Feature Extraction 
Feature extraction is sub-divided into four steps: scale-space extrema detection, keypoint 
localization, orientation assignment, and keypoint descriptor. 
Scale-Space Extrema Detection 
Scale-space extrema detection is a method of finding interesting patterns in the image. 
They are found by examining the extrema in the difference of Gaussian (DOG) scale-space. 
These candidate locations must be scale-invariant. As sUèh, Lowe defines the DOG function 
as 
D(x, y, a) = (G(x, y, ka) - G(x, y, a)) * I(x, y) (L.l) 
where G(x, y, a) is a variable-scaled Gaussian, I(x, y) is the input image, * is the convolu-
tion operator, and k is a constant. Once the DOGs are computed in the appropriate ka 
Gaussian-octave scales, the local maxima and minima are found and labeled as candidate 
keypoints. 
Keypoint Localization 
Keypoint localization is fitting a candidate keypoint found in the previous step to its nearby 
data to obtain its location, scale, and ratio of principal curvature. Additionally, it is another 
step in filtering out sorne candidate keypoints that are sensitive to noise or are a part of 
an edge segment. 
To fit the data, Lowe describes a Taylor expansion of D(x, y, a) shifted to the origin of 
the sample point: 
D(X) - D + 8DT X + lXT82D X 
- 8X 2 8X2 (L.2) 
where X = (x, y, al, x and y are the sample's position, and a is the sample's ka value. 
Finding its extremum yields: 
(1.3) 
If ID(X)I is too small (e.g. ID(X)I < 0.03) for a candidate keypoint, then it is considered 
too sensitive to noise and is discarded. 
Edge segments will create spurious and poody localizable keypoints. To eliminate such 
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keypoints, Lowe considers a technique from Harris and Stevens [116]. The principal cur-
vature in the DOG is examined, and it will respond strongly in the orthogonal direction 
of thé edge and will respond poorly in the direction of the edge. The eigenvalues of a 
2x2 Hessian are proportional to the ratio of principal curvature of a candidate keypoint 
where the derivatives are estimated via the differences of the neighbouring samples of the 
candidate keypoint (e.g. Dxx, Dyy, and Dxy ). If the ratio is below a certain value (e.g. 
~:: > 10), then the candidate keypoint is discarded. 
Orientation Assignment 
Orientation assignment attempts to give each candidate keypoint an orientation relative to 
that of other local image properties. In effect, this assures rotational invariance. 
An orientation histogram is computed for each candidate keypoint. The histogram 
has 36 bins corresponding to the gradient orientations, e(x, y), of the candidate keypoints. 
Each bin addition is weighted by the product of the gradient magnitude, m(x, y), of the 
candidate keypoints and of a circular Gaussian window centered at the keypoint's image 
location and having a (j of ~k(j of the candidate keypoint. Lowe defines them2 as: 
m(x, y) = J(L(x + 1, y) - L(x - 1, y))2 + (L(x, y + 1) - L(x, y - 1))2, 
e() _lL(x,y + 1) - L(x,y -1) x,y = tan L(x + l,y) - L(x -l,y) 
where L(x, y) is the image data at location x and y. 
Once the histogram is computed. Its peaks correspond to the orientation of the can-
didate keypoints. The largest value in the histogram will define the candidate keypoint's 
orientation. AdditionaIly, any other large peak will also correspond to a candidate key-
point's orientation. Hence, any other value in the histogram which is within 80% of the 
highest value spawns another candidate keypoint at the same location and with the same 
magnitude but with another orientation. Lastly, each magnitude value of the candidate 
keypoint and their spawns is averaged by fitting a parabola to the 3 histogram values in 
the bins surrounding the dominant orientation bin. At this point, aIl candidate keypoints 
are considered valid keypoints. 
2Lowe does Ilot Humber these equatioIls, but they rnay be loeated on page 13 of [65]. 
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Keypoint Descriptor 
Each keypoint is now assigned a des cri pt or. This consists of magnitude scales associated 
with orientations with respect to the orientation of the keypoint. A 16x16 image gra-
dient around the keypoint's image location is computed from the image data once it is 
Gaussian blurred according to the ka of the keypoint. It is subdivided into 4x4 sections 
each containing 4x4 gradients from the original 16x16 area. Each section will have a local 
orientation histogram of 8 possible directions. Similar to the orientation assignment, the 
histogram entries are weighted (see Figure C.1) by a circular Gaussian window centered 
at the keypoint's location and having a a of half of the 16x16's width, 8. Additionally, 
the histogram's values are smoothed within each section. Rence, there are 4x4x8, 128, 
orientation magnitudes to the keypoint descriptor's vector. Lastly, the vector's magnitude 
is normalised twice. The first normalisation is to a unit vector. An upper limit of 0.2 for 
each of the vector's values is applied. And then the vector is normalised again to a unit 
vector. Lowe determines that a double normalisation approach is required to minimise the 
effects of dynamic illumination. 
C.3.2 Feature Matching 
Lowe's original feature matching algorithm attempts to match a keypoint in the previous 
frame, kt-l, with a keypoint in the current frame, kt. This is do ne by finding the nearest 
keypoint, kt', in the current frame to the previous frame's keypoint, kt-l' "Nearest" is 
defined as the Euclidean distance, dkt_1,k{", of the keypoints descriptor vectors. In addition, 
the Euclidean distance, dkt_1,k'!, between the previous frame's keypoint and the current 
frame's second-nearest keypoint, k~, is computed. With the assumption that there is a 
unique keypoint match with the nearest keypoint, the second nearest keypoint must an 
incorrect match. Rence, there must be a significant distance between kt' and k~. Another 
way of stating this is a keypoint matches only if the ratio of the distances is low: 
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Image gradients Keypoint descriptor 
Figure 7: A keypoint descriptor is created by fi rs.t computing the gradient magnitude and orientation 
at each image sample point in a reglon arollndthe keypoint location, as shown on the letl These are 
weighted by a Gàllssian window, indicated by the overlaid circle. These samples are theu accum1.11ated 
into orientation histograms summarizing the contents ove): 4x4 subregions, as shown on the right, with 
the leugth of each arrow corresponrling to the sum ofthe gradient magnitudes nearthat direction within 
the region. This fi gure shows a 2x2 descriptor array compllted from an 8x8 set of samples, whereas 
the experhnents in this paper use 4x4 de,scriptors computed from a 16x16 sample array. 
Fig. C.I Lowe's keypoint descriptor illustration. 
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