In an attempt to improve on our earlier W3 theory ͓A. D. Boese et al., J. Chem. Phys. 120, 4129 ͑2004͔͒ we consider such refinements as more accurate estimates for the contribution of connected quadruple excitations ͑T 4 ͒, inclusion of connected quintuple excitations ͑T 5 ͒, diagonal Born-Oppenheimer corrections ͑DBOC͒, and improved basis set extrapolation procedures. Revised experimental data for validation purposes were obtained from the latest version of the Active Thermochemical Tables thermochemical network. The recent CCSDT͑Q͒ method offers a cost-effective way of estimating T 4 , but is insufficient by itself if the molecule exhibits some nondynamical correlation. The latter considerably slows down basis set convergence for T 4 , and anomalous basis set convergence in highly polar systems makes two-point extrapolation procedures unusable. However, we found that the CCSDTQ− CCSDT͑Q͒ difference converges quite rapidly with the basis set, and that the formula 1.10͓CCSDT͑Q͒ / cc-pVTZ+ CCSDTQ/ cc-pVDZ -CCSDT͑Q͒ / cc-pVDZ͔ offers a very reliable as well as fairly cost-effective estimate of the basis set limit T 4 contribution. The T 5 contribution converges very rapidly with the basis set, and even a simple double-zeta basis set appears to be adequate. The largest T 5 contribution found in the present work is on the order of 0.5 kcal/ mol ͑for ozone͒. DBOCs are significant at the 0.1 kcal/ mol level in hydride systems. Post-CCSD͑T͒ contributions to the core-valence correlation energy are only significant at that level in systems with severe nondynamical correlation effects. Based on the accumulated experience, a new computational thermochemistry protocol for first-and second-row main-group systems, to be known as W4 theory, is proposed. Its computational cost is not insurmountably higher than that of the earlier W3 theory, while performance is markedly superior. Our W4 atomization energies for a number of key species are in excellent agreement ͑better than 0.1 kcal/ mol on average, 95% confidence intervals narrower than 1 kJ/ mol͒ with the latest experimental data obtained from Active Thermochemical Tables. Lower-cost variants are proposed: the sequence W1 → W2.2→ W3.2→ W4lite→ W4 is proposed as a converging hierarchy of computational thermochemistry methods. A simple a priori estimate for the importance of post-CCSD͑T͒ correlation contributions ͑and hence a pessimistic estimate for the error in a W2-type calculation͒ is proposed.
I. INTRODUCTION
In the past 15 years, computational thermochemistry has matured to the point where its accuracy is often competitive with all but the most accurate experimental techniques.
A compact overview of computational thermochemistry methods in all their variety has very recently been published by one of us, 1 while a book with more detailed reviews of the various techniques was published in 2001. 2 In terms of "ready-made" nonempirical small-molecule methods of subkcal/mol accuracy, there have been two major developments in the last few years. One is the Wn family of computational thermochemistry protocols ͑to be discussed below͒, [3] [4] [5] the other has been the highly accurate extrapolated ab initio thermochemistry ͑HEAT͒ project by a multinational group of researchers. 6 In this context, mention should be made of the related "focal point approach" pioneered by Császár et al. 7 -which is, however, more a general strategy than a precisely defined computational protocol-as well as of the configuration interaction extrapolation based work of Bytautas and Ruedenberg.
each that still lead to acceptable basis set incompleteness errors for the relevant contribution,
• As a result, computational effort is kept down to the minimum consistent with the required accuracy,
• No parameters derived from experiment are employed: where possible, physically or empirically rational basis set extrapolations are employed.
W1 theory 3, 4 uses basis sets of no larger than spdfg quality, and no electron correlation methods more elaborate than CCSD͑T͒. 65 It represents an approximation to the relativistic, clamped-nuclei, basis set limit CCSD͑T͒ energy. ͓Scalar relativistic corrections were obtained as one-electron Darwin and mass-velocity terms from averaged coupled pair wave functions, although the implementation in GAUSSIAN 03 ͑Ref. 10͒ employs Douglas-Kroll-Hess scalar relativistics 11, 12 at the CCSD͑T͒ level.͔ W2 theory 3, 4 aims at the same target as W1 theory but uses more elaborate spdfgh basis sets and is in general more accurate. For systems dominated by a single reference determinant, W2 theory can usually achieve kJ/mol accuracy. For systems with significant nondynamical correlation, the CCSD͑T͒ limit differs significantly from the full configuration interaction ͑FCI͒ limit. Even for systems like the diatomics N 2 , O 2 , and F 2 , W2 will be in error by 0.5-0.7 kcal/ mol, and for ozone an error of 3 kcal/ mol is seen. 5 Two main improvements were introduced in W3 theory. The first was a more robust scalar relativistic correction based on DKH-CCSD͑T͒ calculations ͑Douglas-Kroll-Hess 11,12 ͒, with an eye to future extension of applicability to elements heavier than Ar. The second, which proved crucial, was an account for higher-order T 3 effectsi.e., the CCSDT-CCSD͑T͒ difference-on the one hand, and for connected quadruple excitations T 4 on the other hand. W3 proved much more robust to nondynamical correlation effects than its predecessors; 5 for systems dominated by a single reference determinant, it is comparable in accuracy to W2 theory. Attempts to surpass W3-level accuracy ͓root mean square deviation ͑RMSD͒ of about 1.2 kJ/ mol, 95% confidence interval of about 2.5 kJ/ mol͔ were impeded by a number of problems, of which we shall cite only the two most important ones. On the one hand, it would definitely be necessary to consider connected quadruple excitation effects with basis sets larger than spd quality, but this was precluded by the limiting n 4 N 6 computational cost scaling ͑where n and N are the numbers of electrons and basis functions, respectively͒ of CCSDTQ calculations. On the other hand, we were working in an accuracy regime comparable to that of all but the very best experimental thermochemical data, and meaningful comparisons with experiment were just not possible beyond the kJ/mol range, except for a few select molecules.
The recent development of the CCSDT͑Q͒ method 13 and of a code for arbitrary quasiperturbative techniques 14 opened a potential avenue for more cost-effective treatments of T 4 on the theoretical front. In terms of availability of accurate and reliable thermochemical benchmarks, the advent of Active Thermochemical Tables afforded relief. Active Thermochemical Tables ͑ATcT͒ are a new paradigm of how to obtain accurate, reliable, and internally consistent thermochemical values by using all available knowledge, [15] [16] [17] [18] and overcome the limitations that are deeply engrained in the traditional approach to thermochemistry, such as underlies all traditional thermochemical compilations. As opposed to the traditional sequential approach, ATcT derives its results from a Thermochemical Network ͑TN͒. Where available, the thermochemical values used in the present work for the purpose of benchmarking the W4 method have been obtained from the latest version of the Core ͑Argonne͒ Thermochemical Network ͓C͑A͒TN͔ that is currently under development and encompasses ϳ700 chemical species containing H, O, C, N, and halogens, which are interlinked by Ͼ7000 thermochemically relevant determinations. 19 In addition, the benchmark ATcT values for three sulfur-containing species have been obtained from a separate adjunct ATcT TN. The adjunct TN is currently under intense development and scrutiny as part of a joint Argonne-NIST project ͑collaboratively including Weizmann͒, 20 which is attempting to address and resolve some of the inherent inconsistencies surrounding the accepted experimental thermochemical values for several key sulfur-containing species. Consequently, within the context of the present work, we have limited ourselves to use as benchmarks only three sulfur-containing species from ATcT ͑H 2 S, SO, and SO 2 ͒, whose values happen to be invariant ͑within 0.05 kcal/ mol or better͒ to the finer details of the adjunct sulfur-containing ATcT TN. For the species of interest here, the current version of C͑A͒TN includes all available experimental results and also considers a selection of prior highly accurate theoretical results ͑with weights inversely proportional to the expected uncertainties͒, but, in order to keep the ATcT benchmarks used here independent of the current computational results, does not include W4. These will be added to the Thermochemical Network in a subsequent revision of C͑A͒TN. Full details of how the ATcT values were developed and what data are they based on will be published separately in a forthcoming series of papers. 21, 22 In the present work, we will ͑i͒ explore basis set convergence of connected quadruple and quintuple excitations in greater detail; ͑ii͒ consider the effect of diagonal BornOppenheimer corrections; ͑iii͒ present a computational protocol called W4 theory which yields significant improvements over W3 theory, for a tractable additional computational cost; ͑iv͒ validate it against the best available benchmark values from ATcT; and ͑v͒ present a simple energy-based diagnostic for the reliability of thermochemical approaches that neglect post-CCSD͑T͒ correlation.
II. COMPUTATIONAL DETAILS
All quantum mechanical calculations were carried out on the LINUX cluster of the Martin group at the Weizmann Institute. In practice, most results were obtained from four dual-processor 32-bit computers ͑Intel Xeon 2.8 and 3.06 GHz͒ and a single four-processor 64-bit ͑AMD Opteron 846͒ machine, all custom built by Access Technologies of Reh ovot, Israel. These machines are equipped with four-way and eight-way striped disk arrays, respectively, made up of 72 GB Ultra320 SCSI disks. The high sustained input-output ͑I/O͒ throughputs of these machines 23 proved essential to handle the daunting I/O requirements for many of the calculations reported.
All CCSD and CCSD͑T͒ calculations were carried out using MOLPRO 2002.6 . 24 Conventional, rather than direct, algorithms were used throughout as this proved more efficient with the special I/O hardware available.
The DBOC calculations, and some full CCSDT calculations, were carried out using the Austin-Mainz-Budapest version of ACES II. 25 The remaining post-CCSD͑T͒ calculations-CCSDT͑Q͒, CCSDTQ, CCSDTQ͑5͒, CCS-DTQ5, CCSDTQ5͑6͒, CCSDTQ56, and full CI-were carried out by means of the general coupled cluster code MRCC of Kállay. 26 The required integrals and self-consistent-field ͑SCF͒ orbitals for the latter were obtained using ACES II.
With one exception, the basis sets used are all of the correlation consistent family of Dunning. 27 For the largescale CCSD͑T͒ calculation, we combined regular cc-pVnZ basis sets ͑n =D,T,Q,5,6͒ on hydrogen with aug-cc-pVnZ ͓͑diffuse-function͔ augmented polarization consistent͒ basis sets 28 on boron through fluorine and aug-cc-pV͑n + d͒Z basis sets of Dunning et al. 29 on phosphorus through chlorine. The latter contain high-exponent d functions to cope with "inner polarization" effects. 30 These occur in second-row elements in high oxidation states as a result of back-bonding into their low-lying d orbitals. 31 For post-CCSD͑T͒ calculations, regular cc-pVnZ basis sets were employed unless indicated otherwise. In core-valence correlation calculations, we employed Peterson and Dunning's core-valence weighted correlation consistent basis sets, 32 aug-cc-pwCVnZ. Finally, the scalar relativistic calculations were carried out using both the unpublished Douglas-Kroll-Hess optimized correlation consistent basis sets by Oren and Martin 33 and the Pacific Northwest National Laboratory ͑PNNL͒ relativistically contracted correlation consistent basis sets. 34 ͑We verified that fundamentally the same results were obtained.͒ Some high-order correlation contributions were obtained using a simple unpolarized valence double zeta basis set ͑de-note DZ thoughout the paper͒. It consist of the Dunning-Hay valence double zeta 35 basis set for first-row elements combined with the sp part of cc-pVDZ basis set for second-row elements.
All reference geometries are obtained at the CCSD͑T͒/ cc-pV͑Q+d͒Z level ͑frozen core͒. Complete sets of geometries and total energies are available as supporting information to the present paper.
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III. RESULTS AND DISCUSSION
A. Basis set convergence of post-CCSDT correlation contributions
In order to get a clearer picture of basis set convergence behavior in post-CCSDT contributions, we considered in detail a set of 22 mostly diatomic molecules, namely, HF, H 2 O, NH 3 , PH 3 , H 2 S, HCl, CO, CS, Cl 2 , ClF, N 2 , B 2 , CH, CN, NO, SO, O 2 , F 2 , C 2 , BN, BeO, and MgO. They were chosen in such a way as to span the gamut from dominated by a single reference configuration to pathological nondynamical correlation. Because of their small size, consideration of fairly large basis sets is possible. Results can be found in Table I .
Let us first consider quasiperturbative connected quadruples, which we were able to obtain with cc-pVQZ basis sets for all systems. Considerable basis set sensitivity was seen, especially for systems with significant nondynamical correlation. The data give us reason to believe that cc-pVQZ is close to basis set convergence, but this is clearly not a practically feasible basis set for larger systems.
Generally the ͑Q͒ contributions increase monotonically with the basis set. However, in very polar systems ͑H 2 O and HF, with MgO being an extreme case͒ anomalous nonmonotonic convergence is observed. The problem appears to largely go away if aug-cc-pVnZ basis sets are used on O and F. However, this may not be something one can routinely do.
As we noted before 5 for T 4 overall, extrapolation from cc-pVDZ and cc-pVTZ basis sets works well in some cases, but does more harm than good in systems such as H 2 O, HF, and especially MgO. Scaling the cc-pVDZ result-analogous to the scaled CCSDTQ/cc-pVDZ-CCSDT/cc-pVDZ difference in W3 theory-does less harm but is clearly a rather crude approximation. However, there is a very high statistical correlation ͑R 2 = 0.9945͒ between the cc-pVTZ values and the numbers extrapolated from cc-pVTZ and cc-pVQZ basis sets.
As expected, the CCSDTQ− CCSDT͑Q) difference is quite small in systems dominated by a single reference configuration ͑such as HF and H 2 O͒. However, it becomes rather significant in systems with moderate to strong nondynamical correlation. This casts some doubt on the general applicability of CCSDT͑Q͒ on its own as a post-CCSDT correction.
Fortunately, basis set convergence of the CCSDTQ − CCSDT͑Q͒ difference is much more rapid than for the ͑Q͒ contribution, and even cc-pVDZ generally appears to be sufficient. This naturally suggests a simple additivity approximation
We found that this approximation works very well when fitted against the extrapolated basis set limit data. Eliminating the anomalous cases of BeO and MgO, we find c 1 = 1.10 to be optimal with R 2 = 0.997. We also found that, in practice, all the steps in this additivity approximation are computationally feasible if CCSDTQ/cc-pVDZ is feasible-that is, any system tractable at the W3 level will be amenable to this improved connected quadruple term.
What about connected quintuple excitations? Results can be found in Table II . We find that the CCSDTQ5 − CCSDTQ difference converges quite rapidly with the basis set, and that even a simple double-zeta basis set comes quite close to the presumed basis set limit. In our experience, a CCSDTQ5/DZ calculation is feasible for any system that we were able to do CCSDTQ/cc-pVDZ for.
How useful are quasiperturbative techniques here? We find the CCSDTQ5 − CCSDTQ͑5͒ difference to be essentially negligible in systems dominated by a single reference configuration. Even with fairly mild nondynamical correlation, however, this difference behaves somewhat erratically. If moderate to strong static correlation is present, however, we see exaggerated ͑5͒ contributions, with CCSDTQ5 − CCSDTQ͑5͒ being large in the opposite direction and T 5 overall thus rather modest ͑albeit significant enough for inclusion in anything purporting to improve on W3 theory͒.
Finally, the largest T 6 contribution ͑Table II͒ is seen for singlet C 2 ͑about 0.06 kcal/ mol͒. In less pathologically multireference systems, it can be neglected for all but the most accurate work ͑which would also require much greater accuracy in all other contributions͒. For systems with no or only mild static correlation, the quasiperturbative CCSDTQ5͑6͒ method reproduces essentially the entire effect. In cases with pathological nondynamical correlation, like BN, we note again that ͑6͒ appears to exaggerate the effect. 
B. Connected quadruple excitations for the W3 set
We now turn to the W3 set of molecules. Connected quadruple excitation contributions to the total atomization energy can once again be found in Table I . The largest contribution is found for ozone ͑3.81 kcal/ mol͒ but it exceeds 2 kcal/ mol for several other molecules, and 1 kcal/ mol for surprisingly many. It was conjectured by Bak et al. 37 and confirmed repeatedly before ͑e.g. Refs. 5, 6, and 38-40͒ that the main reason for the good performance of CCSD͑T͒ for many systems is error compensation between neglect of higher-order T 3 effects ͑which generally decrease the atomization energy͒ and complete neglect of T 4 ͑which systematically increases atomization energies͒. This is once more confirmed here.
Differences between the W3 estimate for T 4 effectsthat is, 1.25͑E͓CCSDTQ/ cc-pVDZ͔ − E͓CCSDT/ cc -pVDZ͔͒-and Eq. ͑1͒ may reach 0.5 kcal/ mol and are somewhat erratic in character. The W3 estimate was a stopgap measure at the time for want of a better yet sufficiently cost-effective alternative. Equation ͑1͒ appears to have made it obsolete.
C. Connected quintuple and higher excitations
Connected quintuple excitation contributions to the total atomization energy for the W3 set of molecules can be found in Table II . The largest contribution found is for ozone, 0.41 kcal/ mol. With one exception ͑OCS, decrease by 0.01 kcal/ mol͒, T 5 systematically increases the binding energy. We were unable to obtain iterative T 6 corrections for many of the systems. In light of what was noted for the diatomics above, and in light of the quasiperturbative T 6 corrections which we were able to obtain for most systems, T 6 contributions are expected to be small compared to other intrinsic errors in our calculations.
D. Diagonal Born-Oppenheimer corrections
Valeev and Sherrill 41 studied correlation effects on diagonal Born-Oppenheimer corrections in some detail and concluded that they should be very small for relative energies, and that the DBOCs should be adequately reproduced at the Hartree-Fock level with a basis set of at least AVTZ quality. This is the level of theory considered by us. Contributions can be found in Table III . ͑ROHF/AVDZ values are also given there, in order to show that the ROHF/AVTZ values are converged with respect to the basis set.͒ As expected, they are most important for the hydrides and can reach or exceed 0.1 kcal/ mol if multiple hydrogens are present. For the benzene molecule ͑not listed in Table III͒ , we computed a contribution of 0.24 kcal/ mol. For semirigid closed-shell molecules, DBOC appears to systematically increase the binding energy, but decreases are seen for some open-shell and less rigid molecules.
E. Larger basis sets for valence higher-order T 3 contributions
In W3 theory, the CCSDT-CCSD͑T͒ difference was extrapolated from cc-pVDZ and cc-pVTZ basis sets. In this work, we considered whether it would be worthwhile to extrapolate this contribution from larger cc-pVTZ and ccpVQZ basis sets ͑at the expense of approximately a factor of 32 in computational effort͒. As can be seen in Table IV ͑0.07 kcal/ mol͒ being the exceptions that prove the rule. We have therefore elected to retain cc-pVDZ and cc-pVTZ basis sets for this contribution.
F. Post-CCSD"T… contributions to the core-valence contribution
It was shown in the original W1 paper 3 that connected triple excitations are quite important for the core-valence contribution, accounting for as much as half the total. It can then not a priori be ruled out that post-CCSD͑T͒ contributions to the inner-shell correlation energy would be nonnegligible. Limited anecdoctal evidence gathered in the W3 paper 5 suggests possible contributions on the order of 0.05-0.10 kcal/ mol, which might well be relevant for our purposes. Clearly, this point bears further scrutiny.
In addition, CCSDT-CCSD͑T͒ differential core-valence contributions may resolve an ambiguity resulting from different CCSD͑T͒ definitions. ͑See Appendix for a more detailed discussion.͒ Briefly, closed-shell CCSD͑T͒ and CCSDT are uniquely defined, as UCCSD͑T͒ and UCCSDT, regardless of whether electrons are frozen. In contrast, ROC-CSD͑T͒ is only uniquely defined if all electrons are correlated. If some are "frozen," two ambiguities arise: ͑1͒ whether standard or semicanonical orbitals are used; ͑2͒ if the latter, whether the "frozen core" orbitals are included or excluded from the semicanonicalization. In practice, performing ROCCSD͑T͒ in a basis of standard orbitals requires an additional O͑N 7 ͒ step, so therefore the two main practical implementations ͑Watts-Gauss-Bartlett, 42 64 ROCCSDT with all electrons correlated would be devoid of such ambiguities. However, basis set limit calculations at TABLE IV. Basis set convergence of CCSDT-CCSD͑T͒, post-CCSD͑T͒ core correlation contributions calculated with the cc-pCVTZ basis set ͑⌬TAE, in kcal/mol͒, and basis set convergence of CCSD͑T͒ MOLPRO− ACES II differences in the TAE ͑kcal/mol͒. this level are manifestly not a practical approach. Rather, we shall apply the following additivity approximation:
The first term is the sum of our SCF, CCSD, and ͑T͒ limits. The second term is our valence T 3 − ͑T͒ correction. The third term is our calculated core-valence correction, while the fourth and final term is the differential T 3 − ͑T͒ contribution to the core-valence correction. The different "limit" labels reflect the fact that each component is obtained at a different approximate basis set limit-if the true basis set limit were available in each case the "is approximately equal to" sign would change to an equality.
The all-electron CCSDT calculations involved in the final term strain our computational resources to the limit even for the heavier first-row systems: they will be effectively impossible for most second-row systems.
In Table IV , we have gathered values for this final term using ACES II and MOLPRO definitions. It can be seen there that the corrections are generally negative for ACES and positive for MOLPRO, and that their absolute values are quite small even for significantly multireference systems. Only for pathologically multireference molecules such as C 2 and BN do they even exceed 0.1 kcal/ mol.
The same table also contains quasiperturbative T 4 differential contributions defined as follows:
Differential T 4 contributions become somewhat significant for pathologically multireference molecules but are insignificant for our purposes otherwise.
In summary, the post-CCSD͑T͒ contribution to the corevalence correlation energy-at least for first-row systemsappears to be negligibly small in most cases. Its neglect will slightly bias total atomization energies ͑TAEs͒ upward if the ACES definition of valence CCSD͑T͒ is used, and slightly downward if the MOLPRO definition is used instead. We have therefore elected to take an average. Specifically, we shall be using the MOLPRO definition throughout, except for adding in one-half the ACES-MOLPRO difference extrapolated from ccpVDZ and cc-pVTZ basis sets. As can be seen in Table IV , this difference converges extremely rapidly with the basis set, and values extrapolated from cc-pV͕D,T͖Z and ccpV͕T,Q͖Z basis sets are basically indistinguishable.
G. Definitions of W4 theory and variants
For consistency, as long as we are investing the quite formidable computational effort required for the improved post-CCSDT corrections, we might want to improve the SCF, CCSD͑T͒, and core correlation contributions relative to those used in W2 and W3 theories.
The use of larger basis sets for the SCF and valence CCSD͑T͒ correlation was already considered in some detail in the W3 paper. 5 With the hardware detailed in Sec. II, we found that we could carry out CCSD/AV6Z and CCSD͑T͒/ AV5Z calculations using conventional algorithms for all the systems considered in the present paper.
We thus propose the following protocol for W4 theory.
• The ROHF-SCF contribution is extrapolated from AV5Z and AV6Z basis sets using the recently proposed Karton-Martin modification 44 of Jensen's extrapolation formula 45 E HF,L = E HF,ϱ + A͑L + 1͒exp͑− 9 ͱ L͒.
͑4͒
• The RCCSD valence correlation energy is calculated using AV5Z and AV6Z basis sets, using the WattsGauss-Bartlett definition 42 for open-shell systems. Following the suggestion of Klopper, 46 it is partitioned in singlet-coupled pair energies, triplet-coupled pair energies, and T 1 terms. ͑The term linear in the single excitations T 1 in the CCSD equations is nonzero for openshell CCSD calculations using semicanonical orbitals, see, e.g., Ref. 47 .͒ The T 1 term ͑which exhibits very weak basis set dependence͒ is simply set equal to that in the largest basis set, while the singlet-coupled and triplet-coupled pair energies are extrapolated by the expression
with ␣ S = 3 and ␣ T = 5, and L set equal to the maximum angular momentum present in each basis set ͑i.e., 5 for AV5Z and 6 for AV6Z͒. These expressions are physically motivated by the partial-wave expansion of pair correlation energies in heliumlike atoms [48] [49] [50] as well as by empirical observation. 3, 51 • The ͑T͒ valence correlation energy was extrapolated using the same expression with ␣ = 3, from AVQZ and AV5Z calculations. Note that only a CCSD calculation is required in the largest ͑AV6Z͒ basis set. For openshell systems, the Knowles-Hampel-Werner ͑also known as MOLPRO͒ definition 43 of the restricted openshell CCSD͑T͒ energy is employed throughout, rather than the original Watts-Gauss-Bartlett 42 ͑also Known as ACES II͒ definition, unless indicated otherwise.
• The CCSDT-CCSD͑T͒ difference is extrapolated using Eq. ͑5͒ from CCSDT-CCSD͑T͒ differences with PVDZ and PVTZ basis sets.
• The T 4 difference was estimated from Eq. ͑1͒. For this contribution, UHF reference determinants are used for want of an restricted open-shell CCSDT͑Q͒ code. In any case, RCCSDT and UCCSDT energies are very close for all the systems considered here, and we have no reason to believe that there is any significant error introduced in this term by spin contamination. One might argue about the use of RCCSDTQ/cc-pVDZ versus UCCSDTQ/cc-pVDZ in Eq. ͑1͒. We have considered both options. For the closed-shell molecules, the results are equivalent to within less than 0.01 kcal/ mol, but one can see larger differences for radicals with significant spin contamination. For radicals such as O 2 and NO 2 , the ROCCSDTQ based estimate yields results substantially closer to the very precisely known experimental values, and we have therefore retained this choice.
• The T 5 contribution was estimated from CCSDTQ5/DZ calculations.
• The difference between ACES II and MOLPRO definitions of the valence ROCCSD͑T͒ definition is computed at the CCSD͑T͒/cc-pVTZ and CCSD͑T͒/cc-pVQZ levels and extrapolated using Eq. ͑5͒ ͑with ␣ =3͒. One-half of this contribution is added to the final result.
• The inner-shell correlation contribution was extrapolated using Eq. ͑5͒ ͑with ␣ =3͒ from CCSD͑T͒/aug-ccpwCVTZ and CCSD͑T͒/aug-cc-pwCVQZ calculations.
• The scalar relativistic contribution is obtained from the difference between nonrelativistic CCSD͑T͒ / aug-cc -pV͑Q+d͒Z and second-order Douglas-Kroll-Hess ͑DKH͒ CCSD͑T͒ / DK-aug-cc-pV͑Q+d͒Z calculations. We found that there is essentially no difference between such contributions obtained using the unpublished Oren-Martin DKH-optimized basis sets 33 and the publicly available PNNL DKH-optimized contracted correlation consistent basis sets, 34 and have chosen the latter as the nonrelativistic result can be recycled from the ͑T͒ step.
• Atomic spin-orbit coupling terms are taken from the experimental fine structure. The spin-orbit splitting constant for NO-the only molecule considered here with first-order spin-orbit coupling-was taken from Ref. 52 . It was previously shown 3 that both atomic and molecular spin-orbit coupling constants can be computed as well without significant loss of accuracy.
• Finally, diagonal Born-Oppenheimer corrections are obtained from ROHF/AVTZ calculations.
In the HEAT paper ͑and "superHEATed" methods discussed there 6 ͒, unrestricted reference wave functions are used throughout and inner-shell electrons are only frozen in the post-CCSD͑T͒ correlation treatments. Only first-row molecules were considered there. Finally, we note that for electron affinities-as well as for systems such as MgO that are both very polar and pathologically multireference in character-the use of augmented basis sets in the T 3 − ͑T͒ and T 4 steps is very strongly recommended. It was previously shown for Na, Mg, and especially K and Ca systems that the inner-valence shell of these metals should be added to the valence shell. 53 ,54
H. Validation against Active Thermochemical Tables data
Individual components of the final W4 results can be found in Table V. A comparison between the final W4 values  and the Active Thermochemical Tables data ͑with associated  95% confidence intervals͒ is given in Table VI . 55 A remark is due to the anharmonic zero-point vibrational energies used. As the uncertainty in some of the ZPVEs employed in the W1/W2/W3 series of papers is on the order of 0.1 kcal/ mol, we have reexamined the data available: source details are given in the footnotes to Table VI. For two species, CH 3 and CH 4 , the best available data represent revisions in excess of 0.1 kcal/ mol.
For the first-row systems, agreement between W4 and ATcT data can only be described as excellent, with an RMSD of 0.085 kcal/ mol and a mean absolute deviation ͑MAD͒ of 0.066 kcal/ mol. ͑This implies a 95% confidence interval of about 0.16 kcal/ mol.͒ The mean signed deviation ͑MSD͒ is essentially zero, at −0.011 kcal/ mol, suggesting that the method is free of systematic bias.
If we add in the second-row species, RMSD and MAD go up to 0.15 and 0.09 kcal/ mol, respectively. However, basically all the extra error is caused by a single molecule, ClCN, for which the ATcT value is mostly based on prior theoretical calculations. If we remove this data point, RMSD and MAD drop to values equivalent to those for the first row alone. 56 Including the remaining W3 species and using the earlier experimental data compiled in Ref. 3 for species lacking an ATcT value, we find both RMSD and MAD to be 0.15 kcal/ mol with ClCN included, both dropping to 0.10 kcal/ mol with ClCN excluded.
Overall, excepting ClCN, the discrepancy between W4 and experiment reaches or exceeds 1 kJ/ mol for only two species: PH 3 ͑+0.31 kcal/ mol͒ and O 3 ͑−0.24 kcal/ mol͒. For PH 3 , the calculated result is still within the experimental error bar ͑±0.41 kcal/ mol͒.
For the first-row and part of the second-row species, we can add in the CCSDT/cc-pCVTZϪCCSD͑T͒/cc-pCVTZ differential core-valence contribution to the total atomization energy, thus obtaining what we term W4.2 theory. ͑For second-row elements, the cc-pwCVTZ basis set was used.͒ Here, differences between ACES and MOLPRO definitions of CCSD͑T͒ are on the order of 0.01 kcal/ mol or less, as they ought to be. For the ATcT first-row systems, W4.2 theory represents a slight improvement over W4 theory. The W4.2 error statistics are RMSD= 0.069, MSD= + 0.004, and MAD= 0.057 kcal/ mol. ͑This implies a 95% confidence interval of about 0.13 kcal/ mol.͒ As expected, the largest improvement is seen for ozone ͑from 0.24 to 0.14 kcal/ mol͒. We expect that this error would be reduced further if a differential T 4 contribution to the core correlation could be included and/or a valence T 6 contribution could be added. The former requires about 92ϫ 10 9 determinants in the ccpCVTZ basis set, which is sadly beyond our available computational resources. ͓An at best semiquantitative estimate can be obtained at the CCSDT͑Q͒/cc-pCVDZ level; this suggests a narrowing of the gap by 0.04 kcal/ mol, to a rather pleasing 0.1 kcal/ mol.͔ As for the latter, a crude estimate of the T 6 contribution can be obtained as one-fourth the T 5 contribution ͑see Sec. III J below͒, i.e., a further increase by 0.1 kcal/ mol which would bridge the gap essentially completely. At the W4.2 level, our biggest remaining error is for Cl 2 ͑−0.17 kcal/ mol͒. Using larger basis set CCSDT-CCSD͑T͒ and T 4 corrections reduces the discrepancy to −0.12 kcal/ mol, which is further reduced to −0.10 kcal/ mol when a larger basis set is used for T 5 as well.
Based on this observation, we are quoting an additional set of results, labeled "W4.3" in the table. These represent the results of more rigorous accounting for valence post-CCSD͑T͒ effects-all other contributions are the same as for W4.2. Specifically, ͑a͒ our "best estimate" valence T 4 contributions are employed; ͑b͒ CCSDT-CCSD͑T͒ is extrapolated from cc-pV͕T,Q͖Z basis sets; ͑c͒ the T 5 contribution is obtained with the cc-pVDZ basis set; ͑d͒ an approximate T 6 contribution is obtained at the CCSDTQ5͑6͒/cc-pVDZ level.
Relative to W4.2, the performance of W4.3 is somewhat mixed. For some systems-notably O 2 , Cl 2 , ClF, and to a lesser extent, CO-agreement with experiment is markedly improved, for others ͑notably N 2 ͒ it deteriorates. For the remainder of the systems, the W4.2-W4.3 difference is either too small to affect anything, or the two values err on opposite sides of experiment. In all probability, for a W4.3-type method to yield any further improvement, the valence CCSD extrapolations would need to be rendered still more rigorous, as we believe that the W4.2-W4.3 differences are on the order of the valence CCSD uncertainty in a number of our systems.
Finally, for some systems we are actually able to add the ͑Q͒/cc-pCVTZ contribution to the core-valence correlation term. We have not tabulated these results, as they do not appreciably affect the systems given in the table for which we could obtain them. Their inclusion might be worthwhile in systems such as C 2 or BN, or-as noted above, and if the daunting computational requirements could be met-ozone.
I. An improved and more cost-effective W3 theory
Bomble et al. have argued 13 that CCSDT͑Q͒ might be closer to FCI than CCSDTQ, for similar reasons as in the Eliminating the anomalous cases of BeO and MgO, we find that 1.025͑E͓CCSDT͑T͒ / cc− pVDZ͔ − E͓CCSDT/ cc − pVDZ͔͒ reproduces the W4 estimate of post-CCSDT correlation effects with R 2 = 0.974, the largest deviations being seen for the B 2 and CS molecules. When these latter two systems are eliminated, the coefficient changes to 1.012 ͑only semantically different from unity for our purposes͒, with R 2 = 0.991. Carrying out regression instead to our best estimate post-CCSDT contributions, we find three clear outliers ͑B 2 , CS, and Cl 2 ͒; upon eliminating them, we find a coefficient of 1.000 with R 2 = 0.990. We thus essentially recover the HEAT ͑Refs. 6 and 73͒ post-CCSDT contribution.
The component breakdown for W3.2 theory is given in the supporting information: the final W3.2 results can be found in Table VI , compared with W4 and experiment. Occasionally a substantial deviation from W4 theory is seen ͑notably for B 2 , somewhat less so for CS͒ but by and large, W3.2 theory appears to be closer to W4 theory than the original W3 theory.
We might then define W2.2 theory as W3.2 theory without the post-CCSD͑T͒ contributions.
For the ATcT species minus ClCN, W3.2 theory obtains a RMSD= 0.16 kcal/ mol and MAD= 0.12 kcal/ mol. This is competitive with W3 theory itself, at considerably reduced computational cost. Neglecting post-CCSD͑T͒ correlation effects altogether, we obtain W2.2 theory. The latter does very well, as expected, for species dominated by a single reference determinant, but yields unacceptable errors for species such as N 2 O, NO 2 , and especially ozone.
Finally, let us consider W4 theory in which just the post-CCSDT contribution is approximated as unscaled ͑Q͒/ccpVDZ;, "W4lite" as it were. Its performance is intermediate between W3.2 and full W4: for the ATcT species less ClCN, MAD= 0.09 and RMSD= 0.12 kcal/ mol. The performance differential with W3 is primarily due to the larger basis sets employed in the various CCSD͑T͒ level contributions. W4lite may be applicable to some systems where CCSDT͑Q͒/cc-pVTZ and/or CCSDTQ/cc-pVDZ are prohibitive in computational cost.
A proposed convergent hierarchy of methods ͑at increasing cost͒ might thus be W1 → W2.2→ W3.2→ W4lite → W4. A summary of how various contributions are treated in the various Wn methods is given in Table VII .
J. A simple energy-based diagnostic for nondynamical correlation effects
A number of diagnostics have been proposed for nondynamical correlation character of a system, such as the T 1 diagnostic of Lee and Taylor 58 and the D 1 and D 2 diagnostics of Nielsen and Janssen. 59 Other researchers ͑particularly those involved with multireference methods͒ consider such indicators as the largest T 2 amplitudes or the highest occupied molecular orbital ͑HOMO͒ and lowest unoccupied molecular orbital ͑LUMO͒ natural orbital occupations. Such diagnostics are gathered in Table VIII , together with some energy-based quantities-specifically, the percentages of the total atomization energy accounted for by SCF, ͑T͒ triples, and
The latter is probably the best yardstick for imperfections in CCSD͑T͒ for our purposes, but of course it is an a posteriori criterion. An a priori indicator for whether the formidable computational effort entailed by post-CCSD͑T͒ methods is necessary would be highly desirable.
Of the various diagnostics displayed in Table VIII , the %TAE͓͑T͔͒ criterion appears to be the best predictor for The following approximate predictors for specific higher-order excitations can be obtained in the same manner: %TAE͓T 5 ͔Ϸ0.095 %TAE͓T 4 ͔ ͑eliminating just OCS as an outlier, R 2 = 0.922͒ and %TAE͓T 6 ͔Ϸ0.24 %TAE͓T 5 ͔ ͑no outliers, R 2 = 0.917͒. While these are obviously no substitutes for explicit calculations, they are quite useful in establishing whether a post-CCSD͑T͒ approach such as W3 or W4 theory is required in the first place.
Note also that, as an error estimate for W2 theory, 0.126%TAE͓͑T͔͒ is rather pessimistic, as %TAE͓T 4 + T 5 ͔ will be compensated to greater or lesser extent by higherorder connected triple excitations.
Turning now to the other diagnostics, we note clear failures for all of them. We note, for instance, the deceptively low T 1 diagnostic of F 2 , or the fact that the largest T 2 amplitude for H 2 CO is larger than that for O 2 , despite the latter having almost an order of magnitude greater %TAE͓T 4   TABLE VII + T 5 ͔. The LUMO natural orbital occupation appears to track %TAE͓T 4 + T 5 ͔ somewhat more consistently, although it requires calculating the CCSD response ͑which is not available in the two most commonly used quantum chemical codes, GAUSSIAN 03 and MOLPRO͒. We conclude that the simple energy-based diagnostics %TAE͓͑T͔͒ and %TAE͓SCF͔-which require no additional software or computational effort to calculate-are the most useful, at least for thermochemical applications.
For general "user convenience," let us address how to interpret the numerical values of %TAE͓SCF͔ and %TAE͓͑T͔͒ in a qualitative sense. The data in Table VIII suggest that ͑i͒ %TAE͓͑T͔͒ below 2% indicate systems dominated by dynamical correlation, ͑ii͒ %TAE͓͑T͔͒ between 2% and about 4%-5% indicate mild nondynamical correlation, ͑iii͒ %TAE͓͑T͔͒ between 4%-5% and about 10% indicate moderate, and ͑iv͒ values in excess of 10% severe, nondynamical correlation.
The %TAE͓SCF͔ data offer less detail, but as a rule of thumb, %TAE͓SCF͔ above 66.7% ͑two-thirds͒ suggest systems largely or wholly dominated by dynamical correlation, and %TAE͓SCF͔ below 20% ͑one-fifth͒-particularly negative values-indicate severe nondynamical correlation.
Finally, in light of the fairly good correlation ͑without outliers͒ between T 6 and T 5 and the small numbers involved, we could consider adding 0.24⌬TAE͓͑T 5 ͔͒as an empirical correction for connected sextuple excitations. Doing so somewhat violates the general spirit of the Wn theory family ͑as we are estimating a contribution to the Hamiltonian rather than explicitly calculating it͒, and we shall not report any such values ͑the interested reader can easily obtain them using a pocket calculator and Tables II and VI͒. For such a putative "W4as theory" ͑"as" for "approximate sextuples"͒, error statistics for the ATcT systems would indeed be slightly improved compared to regular W4: MSD= −0.01, MAD = 0.06, and RMSD= 0.07 kcal/ mol. For a putative "W4.2as theory," the corresponding first-row error statistics are MSD= −0.03, MAD= 0.05, and RMSD= 0.06 kcal/ mol. As noted above, the single most notable improvement would be for ozone.
K. Prospects for application to heavier-element systems
Moving beyond Ar ͑or perhaps Ca͒ in the Periodic Table without sacrificing accuracy will entail some additional considerations.
One of them is second-order spin-orbit coupling. It has been neglected for the systems considered here: for HF, HCl, F 2 , and Cl 2 , however, we can compare the sum of scalar relativistic corrections and atomic spin-orbit coupling to relativistic corrections obtained by Visscher and Dyall 60 and by Visscher et al. 61 from full four-component relativistic coupled cluster calculations. In all cases, differences are well below 0.1 kcal/ mol. However, previous work at PNNL ͑Ref. 62͒ on bromine and iodine compounds suggested approximate second-order spin-orbit contributions for Br 2 and I 2 of 0.4 and 2.0 kcal/ mol, respectively, which clearly cannot be neglected with impunity.
Secondly, for such heavy elements, basis set superposition error may need to be accounted for in extrapolations, although small-core ECP-based basis sets may offer a better alternative.
Thirdly, more sophisticated basis set extrapolation schemes may be called for, especially in transition metal systems. Research on this issue is currently under way in our laboratory.
Lastly, for more heavily multireference transition metal systems, CCSD͑T͒ may no longer be adequate for geometry optimizations.
IV. CONCLUSIONS
We have proposed a new computational thermochemistry protocol, named W4 theory, for first-and second-row main-group elements and validated it against benchmark values obtained from the latest version of the Active Thermochemical Tables ͑ATcT͒ network. For key species with wellestablished atomization energies, W4 theory reaches an average accuracy better than 0.1 kcal/ mol, including for such difficult species as ozone. Most systems for which the earlier W3 theory is feasible are amenable to W4 calculations.
The recent CCSDT͑Q͒ method offers a cost-effective way of estimating T 4 , but is insufficient by itself if the molecule exhibits some nondynamical correlation. The latter considerably slows down basis set convergence for T 4 , and anomalous basis set convergence in highly polar systems makes two-point extrapolation procedures unusable. However, we found that the CCSDTQ− CCSDT͑Q͒ difference converges quite rapidly with the basis set, and that the formula 1.10͓CCSDT͑Q͒ / cc-pVTZ + CCSDTQ/ cc-pVDZ -CCSDT͑Q͒ / cc-pVDZ͔ offers a very reliable as well as fairly cost-effective estimate of the basis set limit T 4 contribution.
The T 5 contribution converges very rapidly with the basis set, and even a simple double-zeta basis set appears to be adequate. The largest post-T 4 contribution found in the present work is on the order of 0.5 kcal/ mol ͑for ozone͒. DBOCs are significant at the 0.1 kcal/ mol level in hydride systems.
Post-CCSD͑T͒ contributions to inner-shell correlation are quite small, except in systems with severe nondynamical correlation.
We further propose low-cost versions, which we denote W4lite, W3.2, and W2.2 theories. W3.2 theory is found to be about as reliable as the original W3 theory ͑at much reduced cost͒ and supersedes the latter. W2.2 theory is essentially W2w theory 5 using Klopper-style extrapolations 46 with a diagonal Born-Oppenheimer correction added. W4lite is intermediate in accuracy between W3.2 and full W4 and may be applicable to some systems beyond the reach of full W4. The sequence W1 → W2.2→ W3.2→ W4lite→ W4 forms a convergent hierarchy of computational thermochemistry methods, where all steps required in W2.2 theory can be recycled for W3.2 theory, and all steps required in the latter can be recycled for W4 theory.
Finally, we have considered various diagnostics for the importance of post-CCSD ͑T͒ correlation effects and find the simple energy-based criteria %TAE͓͑T͔͒ and %TAE͓SCF͔ to be the most useful for our purposes.
Note added in proof. After the present article went to press, we were able to complete CCSDTQ5 ͑6͒/DZ calculations for ozone. These suggest a T 6 contribution for ozone of 0.07 kcal/mol, slightly less than the estimate of 0.10 kcal/ mol in the article. Linear regression with zero origin of CCS-DTQ5 ͑6͒/DZ T 6 contributions against fully iterative CCSDTQ5/DZ T 5 contributions reveals four outliers ͑C 2 , BN, BeO, and MgO͒. Upon their elimination, we obtain %TAE͓͑T 6 ͔͒ Ϸ0.14 %TAE T 5 , with R 2 = 0.911. Without the O 3 data point, the regression slope and squared correlation coefficient drop to 0.10 and 0.787, respectively. In addition, the HEAT followup paper has since appeared. 73 The simplified HEAT345-͑Q͒ method presented there is very similar to W3.2 theory. 
APPENDIX: EFFECT OF DIFFERENT REFERENCE WAVE FUNCTIONS ON ENERGIES OBTAINED FROM HIGH-ORDER COUPLED CLUSTER METHODS
For open-shell species, differences between results obtained with different reference wave functions are liable to cause some confusion, which we would like to address here. Some illustrative data can be found in Table IX. At the full CI level with all electrons correlated, restricted and unrestricted wave functions should give the TABLE IX. Valence-only and all-electrons-correlated total atomization energies ͑kcal/mol͒ at the CCSDT level with different reference orbital choices, as well as using different definitions of CCSD͑T͒. The cc-pCVTZ basis set was used throughout. same answers, since the ROHF and UHF orbitals are related by a unitary transformation, under which FCI is invariant. This will no longer be the case when core orbitals are frozen: even at the FCI level there will be small but finite differences between the total energies. For the first-row atoms B-F, we found these to be in the 20-50 hartree range. Small as these numbers may seem, for a polyatomic they may add up to a nontrivial discrepancy between ROFCI and UFCI atomization energies.
Ref
Likewise, when core orbitals are frozen, results-even at the FCI level-become slightly dependent on whether one uses standard or semicanonical orbitals.
For fully iterative coupled cluster methods such as CCSD, CCSDT, CCSDTQ, etc., there will be nonzero differences between restricted open-shell and unrestricted energies due to spin contamination, even when all electrons are correlated. The difference tapers off to zero as the FCI limit is approached: for the first-row atoms B-F, the ROCCSDT-UCCSDT differences with all electrons correlated are already down to the 100 nhartree range.
For CCSDT, CCSDTQ, etc. calculations with frozen cores, the difference between restricted open-shell and unrestricted data will normally be dominated by the intrinsic ROFCI− UFCI difference, which even for CCSDT ͑a fortiori for CCSDTQ and CCSDTQ5͒ is several orders of magnitude larger than the spin contamination discrepancy.
Quasiperturbative methods entail an additional complication. For instance, in the CCSD͑T͒ method, the underlying CCSD is invariant to unitary rotations within the orbital space for both restricted open-shell and unrestricted reference orbitals, but the ͑T͒ term is not invariant in the case of a restricted open-shell reference. Both of the leading implementations of ROCCSD͑T͒-Watts et al. 42 as implemented in ACES II and other codes, and Knowles et al. 43 as implemented in MOLPRO-involve transformation from standard to semicanonical orbitals. The ROCCSD͑T͒ energies of these two implementations are equivalent when all electrons are correlated. However, in the case of frozen core orbitals, the definitions are nonequivalent: while ACES II carries all orbitals in the semicanonicalization and then freezes out the semicanonical core orbitals in the integral transformation and coupled cluster steps, MOLPRO skips the core orbitals even at the semicanonicalization stage. 64 The resulting CCSD͑T͒ atomization energies are slightly different ͑Table IX͒, up to about 0.1 kcal/ mol. ͓The ROCCSD͑T͒ and UCCSD͑T͒ data are rather more different, as expected.͔ What are the consequences of all this for a computational thermochemistry protocol like W4? First of all, the discrepancy between approximate ROFCI and UFCI limits in the valence-only steps will be offset by an ͑almost͒ identical but opposite discrepancy in the core-valence correction. ͑In practice, in a putative UW4 method a small fraction of the total atomization energy would move from the valence correlation to the inner-shell correlation contribution.͒ Secondly, the inequivalence between the ͑T͒ implementations will introduce inequivalences at three stages: two nearly equal but opposite changes in the valence ͑T͒ and core-valence correlation steps, respectively, and another in the valence CCSDT-CCSD͑T͒ difference. If we were including a core-valence CCSDT-CCSD͑T͒ difference as well, we would once again have approximate cancellation of the inequivalences ͑as we do find in this work for W4.2 theory͒. In W4 theory, we are neglecting the latter term, so a slightly different result would be obtained depending on whether one used, in the CCSDT-CCSD͑T͒ step, CCSD͑T͒ energies from ACES II or MOLPRO, or an average of the two ͑as in the present work͒.
