The significant role dust aerosols play in the earth's climate system and microbial nutrition cycles have lead to increased efforts of employing remote sensing to monitor their genesis, transport and deposition. This contribution extends earlier approaches of using Bayesian hierarchical models to extract dust activity from multispectral MSG-SEVIRI measurements by focusing on the signal-tonoise ratio with respect to post hoc motion analysis via optical flow. While interpreting also the latter in a completely Bayesian fashion, we show that our novel dust indication scheme reduces background noise and thereby renders the optical flow more decisive in terms of detecting even faint dust plumes. As a side effect of the indicators stability in case of dust absence, we point out the potential usage of its temporal variance to characterize dust at an early stage of the genesis and thus close to the corresponding source region.
INTRODUCTION
Dust aerosol has a significant impact on the atmospheric radiation budget by influencing microphysical cloud processes, scattering and absorbing shortwave radiation and absorbing and re-emitting longwave radiation [1] . Its effect on the global climate system is additionally underlined by its global depositions that provides mineral nutrients to oceanic and terrestrial ecosystems which ultimately influence the CO2-cycle [2] .
Satellite remote sensing is a powerful instrument for assessing atmospheric dust distribution. In particular the Meteosat Second Generation (MSG) Spinning Enhanced Visible and InfraRed Imager (SEVIRI) is well suited for this task. Using differences of its 8.7 μm, 10.8 μm and 12.0 μm infrared Brightness temperature (BT) measurements, the instrument is capable of capturing sub-daily processes like short-termed cycles of dust emission at intervals of 15-minutes and a resolution of 3x3 km at nadir [3] .
As shown by Bachl et al. [4] , a Bayesian Hierarchical Model (BHM) can be employed to generate a linear predictor (LP) from SEVIRI data that serves as an indicator for the presence of dust and facilitates determining the trajectory of dust plumes via optical flow. Using the resulting flow field to warp back the thresholded LP can then serve to point out spatial regions that are likely to be the source of the plume (left columns of Figure 1 ). However, since the LP is a background dependent linear mixture of infrared channels, it also carries over the noise incorporated by the signal. This results in two interwoven problems. On the one hand, as shown in Figure 1 (b) and (d), faint dust is easily underestimated by the LP but lowering the detection threshold is likely to induce false positives which then interfere with the source detection. On the other hand, as shown in Figure 1 (f), especially in cases of faint dust the movement as represented by the optical flow is a strong indicator for its presence.
In this contribution we extend previous approaches in the sense that the LP is not a linear projection but a probabilistic mapping of the signal. We show that this increases the temporal signal-to-noise ratio of the LP forward differences, a quantity that enters the optical flow but also appears to be a promising indicator for dust source detection. Additionally, our method also yields a higher expressiveness of the corresponding optical flow compared to flow based on multiple channels or a projection according to Linear Discriminant Analysis.
METHODS
We begin this section with an introduction into the class of models we are employing as well as the type of inference we are performing. Thereafter, different dust indication schemes are elucidated and a Bayesian interpretation of optical flow is given.
Generalized Linear Models
Recent developments in computational statistics, known as Integrated Nested Laplace Approximations (INLA), have paved the way for efficient inference in a subclass of BHMs, the Generalized Linear Model (GLM) [5] . In this class, each variable in the set of observations {yi}i∈1...N is assumed to come from an exponential family distribution parameterized by the inverse image μi of a structured additive predictor ηi under a link function g(·), i.e. g(μi) = ηi. Each ηi is linearly generated by a subset of a possibly very high dimensional latent Gaussian Markov Random Field (GMRF) x and in most cases μi defines the mean of the distribution generating yi. Using local covariate vectors z (i) and u (i) the process generating yi can be work in two ways. A subset {x k } k∈K of the latent field x can serve as linear projection coefficients. Another subset {xj}j∈J can represent function evaluations f (j) := xj at the covariate values
j . Summing up over both sets then results in the following linear predictor:
The corresponding likelihood functions of yi as well as the prior distribution of the latent field x themselves depend on a set Θ of parameters that again obey predefined prior distribution. The overall model factorizes into multiple stages and is therefore hierarchically structured:
Given a model of this kind, the INLA technique yields approximationsp to the marginals for both, the latent as well as the parameter posteriors:p
Background Radiance
A crucial part of our classification technique is that it takes an estimate of the background radiation into account, an approximation to the earth's brightness temperature under clear sky conditions. Given a MSG-SEVIRI image sequence I λ,t,i for time t, spatial location i we utilize a maximum-intensity criterion to determine this estimate:
Note that in this equationt iterates over identical times over different days since MSG-SEVIRI delivers 96 images per day. This way, for a data set I covering multiple days, a single clear day is sufficient for the estimate if a decrease of the radiation is assumed in case of dust and water clouds covering the background. The background estimation procedure is, however, independent of the detection techniques explained in the following paragraph. It is therefore possible to employ other techniques to determine this estimate, e.g. applying the method introduced by Liu et al. [6] to an extended data set.
Detection methods
Referring to our novel approach of dust detection as Latent Signal Mapping (LSM), we compare it to the well known method of Linear Discriminant Analysis (LDA). For reasons of completeness we also give the definition of the method recently proposed by Bachl et al. [4] but the respective results are omitted due to their similarity to those of LDA with respect of the analysis at hand. We will refer to this method as Latent Projection Functions (LPF). All three methods can be expressed as BHMs and model the probability of a pixel containing dust activity as a binomial distribution with a mean given by the logisitic sigmoid of the LP, i.e.:
In case of LDA, the LP is a simple linear projection where f λ and g λ are the frequency-specific coefficients with Gaussian priors and c is an intercept variable:
LPF extends LDA with f λ and g λ being Continuous Random Walks modeling functions over the background radiation:
Our new method has a different concept. Here, the input signal is not projected by a background dependent function but enters the now two-dimensional domain of the latent functions f λ onto which a lattice Random Walk prior is assigned:
Optical Flow
In order to perform tracking of the movement of dust in the atmosphere we estimate the optical flow as defined by Horn & Schunck [7] . Even though it is commonly treated in a variational framework of functional minimization, it finds a straight forward probabilistic interpretation. The general idea is expressed by the Brightness Constancy Equation:
∃k ∀t η(x(t), y(t), t) = k (10)
Performing a Taylor expansion on this equation yields, if Gaussian errors are assumed, the likelihood of the horizontal and vertial optical flow fields u and v to generate a given temporal sequence of spatial data:
Since this system is underdetermined it is assumed that the flow fields are smooth across space. This is expressed by simultaneously optimizing a penalty term L on the squared Euclidian norm of their gradient integrated over the image domain Ω:
Here, α is a fixed parameter controling the smoothness of the flow fields and is in most cases chosen by application specific empirical work. Discretizing the term is then equivalent to imposing a Gaussian distribution with variance α on the spatial differences of the flow fields, e.g. in case of u:
In the context of GMRFs this is known as as Conditional Autoregression (CAR) model and can be understood to define a prior distribution over u and v. Together with the likelihood defined above and additional prior distributions of σ and α this formulation results in a BHM with the following posterior of the optical flow:
EXPERIMENTAL RESULTS
As we are focusing on faint dust, we inspect temporal sequences of two events that are characteristic in that sense. Event A, shown in Figure 1(b) , is a five hour sequence of multiple faint plumes with a very smooth trajectory. Event B, shown in Figure 2 , is composed of two hours of multiple small plumes coming from comparably close but distinguishable source areas. Figure 3 displays the normalized standard deviations of the temporal forward differences for the falsecolor representation and the linear predictors of LDA and LSM. We omit results for the LPF method since they are very similar to those of LDA. For both events it is obvious that the activity of the LP of LSM is a lot more expressive than for FC and LDA when comparing dusty and dust free regions. Also, in case of event B, for which even visual discrimination between dusty and non-dusty regions is challenging, the forward differences seem to be an appealing feature for the detection of the relatively small dust sources.
Temporal signal to noise ratio

Optical Flow
In order to get an idea of how the described noise enters the optical flow, we compare its magnitude standard deviation along the event sequences for the LDA and LSM predictors with optical flow determined jointly from the three channels of the falsecolor representation. As can be seen from Figure 4 , a projection according to LDA is not necessarily improving the optical flow with respect to dust activity monitoring. Though LDA seems to improve the signal of the faint plume in the upper region of event A, seemingly dust free regions at the outer regions of both inspected regions reveal flow induced by the background. It should be mentioned that results for the LPF method are again omitted since they suffer from similar problems, even though the mentioned plume induces a slightly better signal than in case of LDA. Contrarily, the magnitude variance of the flow determined from the LSM LP does not seem to suffer from this imbalance. Dusty regions clearly show activity and resemble the appearance of the imagery and forward differences while dust free regions exhibit only slight variations. 
CONCLUSION
Our results show that the proposed method of Latent Signal Mapping is superior to other Bayesian approaches of detecting dust aerosols in multispectral data. In particular the propagation of the signal intrinsic noise to the scalar indicating the presence of dust is strongly reduced. This greatly facilitates contributing the resulting optical flow to dust activity and motivates further integration of this quantity into the detection mechanism. We were also able to point out that the LSM temporal forward differences are comparably expressive in terms of indicating early dust activity. This is a potentially supporting mode in terms of tracing dust back to its source area which is a particulary desirable goal from the perspective of environmental sciences.
