In this paper we deal with Bayesian inference about an instrumental regression function ϕ that is defined through a moment condition involving the random vector S = (Y, Z, W ). S is jointly distributed as F ; the variables in the subvector (Y, Z) are endogenous while W is a subvector of instruments. Moment restrictions of this kind are very often encountered in structural econometric model and we exploit them to construct a conditional probability measure on the sample space given the parameter ϕ. The instrumental regression is not constrained to belong to a finite dimensional space, but we only impose some regularity condition and inference is directly performed in the infinite dimensional space L 2 . The solution of this inference problem is the posterior distribution of the unknown random function ϕ. However, the unboundedness of covariance operators in infinite dimensional spaces causes problems of non continuity of the posterior mean and rises a problem of posterior inconsistency in the frequentist sense. To avoid such kind of problems we adopt a regularized version of the posterior distribution that we compute through a Tikhonov regularization scheme and that we show to satisfy posterior consistency. We consider three different degrees of knowledge of the joint distribution F (·, Z, W ): completely known, known up to a finite dimensional parameter and completely unknown. In the last two cases estimation is performed in two steps, the first one providing a bayesian (parametric or nonparametric) estimator of F (·, Z, W ) and the second one the regularized bayesian estimator of ϕ. We develop asymptotic analysis in a frequentist sense and posterior consistency is proved in all three cases. Moreover, the model is extended to consider a partially unknown variance in the sampling distribution. We provide the conditional posterior laws and a Gibbs sampling algorithm is implemented.
Introduction
Instrumental regression estimation has always played a central role in econometric theory. Economic analysis provides econometricians with theoretical models, describing a certain phenomenon, that specify relations between economic variables: a response variable, denoted with Y , and a vector of explanatory variables, denoted with Z. The variables in Z can be of two kinds: endogenous or exogenous and the relation is of the form Y = ϕ(Z) + U , where ϕ(·) expresses the link we are interested in and, in the most easy case, ϕ(Z) = E(Y |Z). Unfortunately, in several economic models the explanatory variables are endogenous and so the parameter of interest ϕ(Z) is not the conditional expectation function. When Z is endogenous the structural econometric model we have to deal with can be written in very general terms as
The hypothesis about the error term plays a crucial role and if we neglect it and perform a classical estimation, by considering Z as exogenous, we get an estimation of the conditional expectation function E(Y |Z) that is not the structural parameter of interest. This specification of the model is not enough to estimate the structural parameter of interest ϕ and some assumption must be added in order to have a further characterization of ϕ. A first strategy proposed in literature consists in adding hypothesis regarding the joint distribution of U and Z, but this will not be the strategy followed here. Alternatively, it is possible to add to the vector of observations (Y, Z) a vector of observed variables correlated with Z, that we call W . Since the variables in W are introduced to make inference possible, they are said instrumental variables and the vector of observed variables becomes (Y, W, Z). After that, to characterize and define ϕ, some hypothesis about the relation between W and the disturbances in the model must be introduced. A third approach proposed in literature for treating endogeneity problems is the control function approach proposed by [20] . They consider a triangular nonparametric simultaneous equations model with some restriction on the error terms of the structural and reduced form equations and the exogenous variables. In this paper we adopt the instrumental regression approach by adding a vector W of instruments and by replacing the classical hypothesis of exogeneity E(U |Z) = 0 with the hypothesis E(U |W ) = 0. As stressed by Newey and Powell (2003) [19] , when we are considering a nonparametric estimation the strong condition that the error term is mean independent of the instrument is important for identification while a finite number of zero covariance restriction between the instruments and the disturbances will not suffice to identify an infinite dimension parameter. Therefore, the structural parameter of interest ϕ is characterized as the solution of
E(Y − ϕ(Z)|W ) = 0 and it is called instrumental regression.
In this paper we are going to exploit this moment restriction in order to make inference about the instrumental regression without imposing any constraint on the functional form of ϕ. Then, we estimate a parameter of infinite dimension. Anyway, even if we do not limit ϕ to be in a space of finite dimension, we propose to take into account all the information we have a priori on the data generating process of the instrumental regression by incorporating it in a prior distribution on the parameter space. We conceive therefore the instrumental regression not as a given parameter but as a realization of a random process and we work in the product space of the sampling and parameter space. This study is primarily aimed by a Bayesian philosophy and we transform an inverse problem in a problem of estimation, as it is natural in the Bayesian approach to inverse problems, see Franklin (1970) [10] . We refer to Florens and Simoni (2008) [9] for a more complete discussion about this approach. Application of Bayes theorem in infinite dimensional spaces is perfectly known (see [10] and [17] ) and the posterior distribution is well defined. However, the posterior mean presents a problem of continuity due to the fact that its expression involves the inverse of a covariance operator that is unbounded if we do not assume that the covariance operator is proportional to the identity operator. Hence, consistency, in the frequentist sense, of the posterior distribution is not verified. To overcome this problem, we adopt the strategy proposed in [9] consisting in applying a regularization scheme and in replacing the posterior distribution with a regularized posterior distribution obtained by using a Tikhonov regularization scheme. The idea of the instrumental regression as solution of an ill-posed inverse problem is primarely due to Florens (2002) [8] , Darolles, Florens and Renault (2005) [3] and Hall and Horowitz (2005) [? ]. The Bayesian optics that moves this study is in any case not binding. In particular, if we adopt a classical point of view, where a true value of the parameter of interest that characterizes the distribution having generated the data exists, the proposed Bayesian estimator of the instrumental regression converges toward the true value of the parameter. This is the notion of frequency consistency. We prove that the regularized posterior distribution degenerates to the Dirac measure in correspondence of the true value of the parameter of interest. This is the notion of Posterior consistency and is verified under the hypothesis that the true instrumental regression satisfies some minor regularity condition. The paper is organized as follows. In the following section we characterize the model and its approximating version we use in the main part of the paper. Section 3 presents the formal statement of the Bayesian experiment in the general case and the bayesian estimator for the structural parameter. Then, we extend the basic model to incorporate the case with unknown error term variance parameter. In section 4 we develop inference on the structural parameter when the joint density of the explanatory variables and the instruments is unknown. A preliminary step of estimation of this density is required. Moreover, two alternative strategies to accomplish this step are presented: one for the parametric case, i.e. when the joint density is known up to a finite dimensional parameter, and another for the nonparametric case. Lastly, in section 5 we show some result of numerical simulations of the more relevant cases previously considered and section 6 concludes. All the proof can be found in the Appendix.
The Model
We consider a model of the type
This model is a structural model in the sense that it is directly proposed by the economic theory; moreover it is characterized by the fact that the intervening variables Y and Z are endogenous. We could interpret Y and Z as having been simultaneously determined by the relations given in the model. The lack of any further characterization of ϕ or any constraint on it, except regularity requirements that will be explicit below, make the model the most general as possible. In order to be able to estimate the instrumental regression ϕ we suppose that a vector of instruments W , correlated with Z and such that E(U |W ) = 0, is available. This is the instrumental variables approach that characterizes the structural model by the relation
and it assumed that there exists an unique element ϕ * ∈ L 2 F (Z) satisfying this equality. Uniqueness of the solution ensures identifiability of the parameter of interest ϕ by the moment condition (2) and it is equivalent to assume that the conditional expectation operator is one-to-one (or equivalently that its kernel is reduced to be zero). We denote with S = (Y, Z, W ) the random vector belonging to R × R p × R q with distribution characterized by the cumulative distribution function F . We assume that it is absolutely continuous with respect to Lebeasgue measure with density f . Moreover, we will perform analysis in L 2 F , the Hilbert space of square integrable functions with respect to F and we assume that the true ϕ having generated the data is in
F is the subset of the square integrable functions of Z. Moreover, we will denote with small letters realizations of random variables:
is the i-th observation on the random vector S. z and w will denote the matrix of observations on vectors Z and W , respectively; y will be the vector of observations on Y . A classical procedure in models with endogenous variables consists in transforming the structural model provided by economic theory in a reduced form model that is tractable from an estimation point of view. This means that the model is solved for the endogenous variables in function of exogenous variables and random noise. Then, the reduced form corresponding to (1) is
or equivalently, by using the relation characterizing the instrumental variables:
We do not use the reduced form for estimation, since we prefer directly to exploit relation (2) to specify the sampling probability in the Bayesian experiment. However, we shall see that the approximated model that finally we shall use can be obtained as a transformation of (3). Using terminology of functional analysis, equation (2) 
F denotes the space of square integrable functions of W , integrable with respect to F and the notation R(·) will be reserved to denote the range of an operator. Indeed, this is a property of the cdf F of S and non existence of this solution characterizes the so-called problem of overidentification. Henceforth, overidentified solutions come from equations with an operator that is not surjective. Our assumption will be that a solution ϕ to functional equation 2 exists. We summarize in the next assumption both the assumptions allowing for ruling out underand over-identified solutions.
(ii) the true cdf F is such that E(Y |W ) ∈ R(E(·|W )).
In reality, we do not know the cdf F or at least not completely (for instance, we can know F (·, Z, W ), but not F (Y, ·, ·)) and we have to replace it by an estimatorF in E(Y |W ) of finite rank. It results that Assumption 1 cannot be satisfied byF . However, we analyse functional equation (2) following a Bayesian philosophy, in the sense that we are looking for the posterior distribution of ϕ given the noisy measurementÊ(Y |W ). The sampling model is therefore given byÊ
with the regression function estimated in a nonparametric way (e.g. a kernel smoothing). Unfortunately, nonparametric estimators are characterized by trajectories that are discontinuous and independent at every point, thenÊ(Y |W ), and in particular the error term, does not weakly converge towards a Gaussian process. This fact is unappealing when the error term distribution is unknown in finite sample, so that an asymptotic approximation would allow to obtain the sample probability 1 . For solving this problem we propose to transform the model by re-projecting it on L 2 F (Z), this is equivalent to take the conditional expectation given Z:
It can be easily checked that now, conditions that guarantee weakly convergence of the measurement error are satisfied. This transformation is also justified from a frequentist point of view. We have already stressed the fact that with the estimated F the model is overidentified, in the sense thatÊ(Y |W ) does not inevitably belongs to R(E(·|W )) (and thatÊ(·|W ) is not one-to-one when also F (·, Z; W ) is estimated). Therefore, classical methods in econometrics consist in substitute an equality with a minimization problem, so that
and the normal equation we get from it is exactly equation (4) . We refer to [3] for an exhaustive treatment of this case.
For inference analysis, model (4) can be replaced by an easier approximation of it. This trick will heavily simplify computations for numerical simulations and estimation since the integral operators of the model will be transformed in sums with finite number of terms. This simplification exploits properties of kernel functions, used for kernel smoothing estimation, and Bochner Lemma: 1 In particular, consider an estimation error of the form U N = 1 N P N i=1 X i obtained by using a kernel smoothing estimator of F and (X i ) i be an iid sequence of zero mean weakly second order L 2 F elements. Then, standard Central Limit Theorem (CLT) implies that, for any Hilbert element ψ ∈ L 2 F ,
Gaussian Process is stronger than CLT and it requires that E||X 1 || 2 < ∞. This condition is never satisfied by the empirical process characterizing kernel smoothing
is a kernel function and h is a parameter such that h → 0 as N → ∞. It should be noted that kernel estimation is only used to estimate the joint density of Y and W , being all the others densities known. We take a similar approximation for the outer integration in E(E(ϕ|W )|Z). Both these two approximations are unbiased and the model is approximated as
The double conditional expectation E(E(·|W )|Z) has been replaced by an operator onto L 2 F (Z) of finite rank (equal to n). This will be the model used in the paper, at least until when f (Z, W ) is supposed known, so that it seems useful to introduce some specific notation.
Operator K * n is the adjoint of K n , as it can be easily checked by solving the equation (6) with ε i the error term of the reduced form model (3) , therefore the approximated model can be seen as a transformation of the reduced form model through operator K * n . The model we are working with represents an example of application of the general functional equation studied and solved in [9] , with estimated operator, henceforth we refer to it for a description of the general resolution scheme. OperatorK :
F (Z) has finite rank, that implies its null set is not reduced to zero. As n → ∞,K → E(E(·|W )|Z) that is a one-to-one mapping under Assumption 1, see Corollary 2.1 in [3] . We will denote with K the limit ofK. Furthermore,K is self-adjoint: K =K * . To keep things easy we make a distributional assumption for ε i , however even without such a kind of assumption we could recover the sampling probability by using asymptotic arguments (as previously illustrated).
Assumption 2
The error terms of the reduced form model are independent and identically distributed gaussian:
As a consequence ε (n) |w ∼ N (0,
. We limit to consider the homoskedastic case.
Bayesian Analysis
In this section we develop and analyze the Bayesian experiment associated to model (6) . It should be noted that it is a conditional model, given W , and that it does not depend on Z. This is a consequence of the fact that the instrumental variable approach specifies a statistical model concerning (Y, W ), but not concerning the whole vector (Y, Z, W ) since the only information available is that E(U |W ) = 0 and nothing is specified about E(U |Z). An alternative approach to endogeneity is the control function approach proposed by [20] ; with this approach we could specify a Bayesian experiment concerning the whole vector (Y, Z, W ), anyway, we do not consider this approach here. We assume to observe two subsamples of S: We shall denote with P ϕ,w the sampling measure on F conditional on w. The parameter of interest ϕ(Z) has been constrained only to be square integrable with respect to F , implying that also the parameter space is L 2 F (Z) with the associated σ-field E and the prior distribution µ. The bayesian experiment associated to model (6) is summarized as
where Π w is the conditional joint measure on the product space conditional on w. Bayesian inference consists in finding the inverse decomposition of Π w in the product of the posterior distribution µ F ,w and the predictive measure P w , conditionally on w. In the following, we shall lighten notation by simply writing µ F to denote µ F,w . We assume that the prior µ is a Gaussian measure on
F (Z). Moreover, Ω 0 results to be a trace-class operator and this guarantees that realizations of this process will be in L 2 F (Z) with probability 1. This specification for the prior measure is suitable in the sense that its support is the closure of the Reproducing Kernel Hilbert Space associated to Ω 0 , (H(Ω 0 ) in the following), that is dense in L 2 F (Z) if Ω 0 is one to one. So, we assume Ω 0 is injective in such a way the support of µ will be all L 2 F (Z). The sampling probability P ϕ,w is gaussian with meanKϕ and covariance operator C is a positive-definite operator of rank n, but it is not one-to-one when n is finite. However, in the limit its null set degenerates to zero (sinceK converges to E(E(·|W )|Z)) and this ensure the support of P w to be, in the limit, all L 2 F (Z). Both measures P ϕ,w and P w depend on the density f (Z, W ) through operatorK, so that to be precise we should index these two probabilities with f , P f,ϕ,w and P f,w . However, we are assuming for the moment that the joint density f (Z, W ) is known and then this index is only a notational matter since it does not affect in any way the estimate for ϕ. We omit f for all this section and we shall reintroduce it in Section 4. It is easy to verify the existence of a regular version of the posterior distribution, namely there exists a transition probability characterizing the conditional distribution on E given F. Actually, it follows from the fact that L 2 F (Z) is a Polish space, see [9] , [10] and [18] . 
and covariance given by
This is a very classical result and we refer to [9] or [17] to a proof of it. However, the posterior distribution µ F is not consistent in the classical sense. This concept is extensively developed in [4] , among others, where Bayesians are separated into two groups: "classical" and "subjectivist". Classical bayesians believes there exists a true value of the parameter that has generated the data, therefore they care for, as data set becomes large, the posterior converging to a point mass at the true parameter. In point of fact, consistency is interesting also for subjective Bayesian for different reasons (e.g. "intersubjective agreement" or to check if the posterior is a correct representation of the updated prior, see [4] and [7] ). On the basis of this argument we are persuaded about the importance to have a consistent posterior distribution. The following lemma states the non consistency of the posterior µ F . Problem of inconsistency is due to operator A and to non continuity of the inverse ofĈ as n → ∞. Actually, the number of eigenvalues ofĈ grows with n up to form a decreasing sequence having 0 as the only accumulating point. Consequently, it seems natural to translate the eigenvalues ofĈ far from 0 by a factor α n that goes to zero with n. Indeed, this is as to say that we apply a Tikhonov regularization to the the inverse ofĈ with regularization parameter α n :Ĉ α . This object has been introduced in [9] in order to make inference on the solution of a functional equation of the type of (4), for such a functional equation a solution exists but it cannot be continuous and consistent. We will consider as solution for our inference problem the regularized posterior distribution µ F α that is a gaussian measure defining a mean elementφ α = A α r n + b α and a covariance operator Ω r,α and we will take the regularized posterior mean as punctual estimator for the instrumental regression, as suggested for a quadratic loss function. In the following theorem we state consistency of this solution.
Theorem 2 Let ϕ * be the true value of the parameter and µ
It should be noted that the condition for the second part of the theorem is only a regularity condition necessary to have convergence at a certain speed. The condition that really matters is the fact that the centered true parameter must belong to the Reproducing Kernel Hilbert Space associated to Ω 0 , namely (ϕ * − ϕ 0 ) ∈ H(Ω 0 ). Actually, the gaussian prior mean µ is not able to generate trajectories in this space but, since this space is dense in L 2 F (Z) and since the support of µ is the closure H(Ω 0 ), this measure is able to generate trajectories as close as possible to the true one. This concept is known in literature as prior inconsistency and it refers to a prior that is unable to generate the true parameter characterizing the data generating process. This problem is present only for infinite dimensional parameter sets since it is difficult to be sure about a prior on an infinite dimensional parameter space and so it can happen that the true value of the parameter is not in the support of the prior, see e.g. [11] or [14] . Theorem 2 is an application of Theorems 6 and 7 of [9] with ||
, then we refer to it for an accurate proof and we sketch in the appendix the principal points of the proof. We would only like to comment the assumptions made in this particular case. To have convergence the following rates of convergence are crucial:
An important question is how to determine the optimal parameter of regularization α n , at least theoretically. Under a condition on the regularity parameter β, it can be determined by equating α β n = 1 α n n . We find that the optimal regularization parameter is proportional to
When the optimal α n is used, the condition
, necessary to have convergence to zero of the second rate, is ensured if β ≥ 1 2 .
Prior on the Variance Parameter
Until now we do not have explicitly considered the variance parameter σ 2 .
To be more precise, the Bayesian experiment should be extended to incorporate also this parameter. Henceforth, σ 2 is a random variable that enters the Bayesian experiment modifying it since the parameter space must be extended in order to incorporate the space of definition of σ 2 : (R + , B, ν), with B a σ-field associated to R + and ν a measure on it. There exists two possibilities to specify the probability measure on the parameter space. The traditional approach calls for a conjugate model with a joint distributions on the sample space that is separable in a marginal on R + and a conditional µ
New developments in Bayesian literature propose more and more models in which the prior distribution on the parameter space is the product of two marginal independent distributions. We treat both these cases in the next two subsections.
Conjugate model
We start by analyzing the more simple approach, easier at least for numerical implementation. The modified Bayesian experiment is
where µ σ represents the conditional probability measure induced by ϕ conditioned on
2 Ω 0 ). The variance parameter affects both the prior measure for ϕ and the sampling measure P σ,ϕ,w conditioned on w. Hence, we do not have independence between parameters. The fact that the variance parameter σ 2 enters the prior covariance operator of ϕ slightly changes the covariance operator defined by the marginal measure P w on Y: and we will put a prior distribution on it 2 . It is defined on the same probability space (R + , B, ν) and it has a Gamma prior distribution: ν ∼ Γ(λ, β) with λ and β two known parameters. The density associated to the Γ distribution is h(η|λ, β) =
, where Γ(·) in the denominator denotes the gamma function. The posterior distribution ν F of σ 2 uses information in the prior and in the sufficient statistics r n , then we only use the product of measures ν ×P σ,w , where the parameter ϕ has been integrated out by using the prior distribution. The problem caused by the fact that it does not exists a density function associated to P σ,w , and consequently the likelihood, can be handled by projecting the sufficient statistic r n on a finite orthonormal base. In particular, we may consider the eigensystem (λ j , ψ j ) j associated to (KΩ 0K + 1 nK ) and compute the inner product < r n , ψ j >. Due to finite rank of the operator, there is only a finite number of eigenvalues different than zero: λ 1 , . . . , λ n = 0, and we consider the corresponding eigenfunctions ψ 1 , . . . , ψ n . It follows that
and the likelihood of the sample, for η, is 2 Consideration of parameter η instead of σ 2 is suggested by the fact that several computer programs provide packets for generating random number from a Gamma distribution but not from an Inverse Gamma. We should take care about it when we implement numerical simulations.
Standard computations give, as posterior distribution for η, a Gamma distribution Γ(λ,β), with
. Computation of the posterior distribution for ϕ requires the use of the whole Bayesian model Ξ σ since first we use the conditional model, given σ 2 , to obtain the posterior distribution µ F,σ , conditional on the variance parameter, and then we integrate out σ 2 by using the posterior distribution of σ 2 in order to obtain µ F . As in the general case, problems of continuity requires the use of a regularized posterior distribution µ
It is a gaussian process with mean func-
depends on σ 2 only through the regularized posterior variance, as it is usual in a conjugate normal linear regression model. We integrate it with respect to ν F so that
We show how computation of the eigensystem (λ j , ψ j ) j of a finite rank operator from L 2 F (Z) in itself reduces to the computation of the eigenvectors and eigenvalues of a square matrix of order n. By definition of eigensystem
If we denote with ω(s, z) the kernel of Ω 0 , so that
The term in square brackets represents the i, k-th element of a matrix Υ and x ij := E(ψ j |w i ) is the i-th element of its j-th eigenvector. Therefore, the problem of finding functions ψ j reduced to find vectors x j of an n dimensional square matrix. Furthermore, computations are simplified noting that we can express scalar products < r n −Kϕ 0 , ψ j > as functions of x i :
Independent model
We propose here a different approach to deal with the unknown variance parameter σ 2 . Contrarily to before, the two parameters σ 2 and ϕ are independent and their joint prior distribution is equal to the product of the two marginal measures ν and µ. The Bayesian experiment results to be the same as Ξ σ except for the the joint measure Π = ν × µ × P σ 2 ,ϕ,w . The structure of probabilities can be summarized as follows:
or, if we use the same transformation of σ 2 as before, η ∼ Γ(λ, β). The particular structure of the problem, that simultaneously considers a finite dimensional and an infinite dimensional parameter, makes computation of the posterior distribution of ϕ, marginalized with respect to η, not possible, or at least not trivially feasible. In fact, independence between the priors entails a more complex structure of the conditional posterior of ϕ with respect to the conjugate model. We have that both the posterior mean and the posterior variance depend on σ 2 and the dependence is non linear. As a consequence, we compute the posterior distribution of ϕ conditional on η, µ
in the usual way and we propose a straightforward way to compute the posterior distribution of η conditional on ϕ, ν
α . Then, we use a Gibbs sampling algorithm exploiting this structure. Such an algorithm will allow, for a large number of iterations,to get a good approximation of the stationary laws represented by the desired regularized marginal posterior distributions µ F α and ν F α . We remark that the dependence on ϕ of the posterior distribution of σ 2 , makes also this last one depending on the regularized parameter α n . This is due to the structure of the Gibbs sampling since the value of ϕ to which ν F ,ϕ α is conditioned has been drawn from the regularized posterior distribution and then it is affected by the values of α n . We proceed, in the following of this subsection, in the computation of the two conditional posterior distributions for ϕ and η. From Theorem 1, we easily get µ
we use the homoskedastic model
. We project U n on a orthonormal base ψ j to obviate the lackness of a likelihood associated to a Gaussian Process. We consider this time the spectral decomposition of the covariance operator of the sampling measure (divided by σ 2 ):
. . , n, with n finite. Henceforth,
Trivial computations provide us with the posterior
The parameter ϕ enters the conditional posterior distribution ν F ,ϕ α through the error term U n,α since the latter is observable only when we know ϕ: U n,α = (r n −Kϕ α ). Index α in ϕ means that we are considering a value of ϕ drawn from the regularized posterior distribution. This justifies the index α in U n,α . It is then clear that the regularization parameter plays a role, even if indirect, on the conditional posterior distribution of η. The associated Gibbs sampling algorithm is the following:
(v) discard the first J values and use the other ones to estimate the posterior distributions µ F α and ν F α . Implementation of this algorithm requires to determine two elements: the starting value η (0) and the number of iterations J necessary to get the stationary distribution. We propose to draw the starting value η (0) from a Γ distribution with parameters chosen in such a way that some feature of the sample are reproduced. First, we estimate σ 2 through a nonparametric estimation of the error term in the reduced form (3), ε i :ε i = y i −Ê(y|w i ). For instance,Ê(y|w i ) is obtained by using a kernel smoothing estimator. Therefore,σ 2 = V ar(ε i ) and we set the first theoretical moment of σ 2 equal toσ
Therefore, substituting the expectation withσ 2 we getβ 0 =σ 2 (λ 0 − 1). Lastly, λ 0 will be fixed such that the degree of freedom associated to the distribution will be smaller than the sample size, i.e. 2λ 0 < N , in order to make the distribution more dispersed. At the end, we draw the starting value σ
. In order to determine the number of iterations J we use a method that is an adaptation of the technique proposed in [12] . This strategy consists in using several independent sequences, with starting points sampled from an overdispersed distribution, and in analyzing the multiple sequences by computing estimates of the target distribution to see how close the simulation process is to convergence. We simulate M independent sequences, each one of length 2J, with different starting points drawn from Γ −1 (λ 0 ,β 0 ) as described above:
The target distribution of each parameter can be estimated in two ways. First, a distributional estimate is formed by using between-sequence and within-sequence information; this is more variable than the target distribution, because of the use of overdispersed starting values. Second, a pooled within-sequence estimate is formed and used to monitor the convergence of the simulation process. In principle, when the simulations are far from convergence, the individual sequences will be less variable than the target distribution, but as the individual sequences converge to the target distribution, the variability within each sequence will grow to be as large as the variability of the target distribution. In practice, the first J iterations of each sequence are discarded and the last J are used to compute the following quantities for σ 2 :
B is the between-sequence variance and W is the within-sequence variance of σ 2 . V ar(σ 2 ) is an estimate of the variance that would be unbiased if the starting points of the simulation were really drawn from the target distribution, and it is an overestimate under the more realistic assumption that the starting values are overdispersed. Meanwhile, for J finite, quantity W W underestimates the variance of σ 2 since the individual sequences have not had time to range over all the support of the target distribution and then will have less variability. For the parameter ϕ we compute the same quantities, but due to the fact that the trajectory ϕ(·) is a function on R, all the corresponding quantities will be functions on R. Therefore, we have an uncountable number of these quantities: one for every point in the domain of the realization ϕ.
To monitor convergence of the iterative simulation, it is suggested in [12] to compute the potential scale reduction, denoted withR ( respectivelyR ϕ ). This quantity estimates the factor by which the scale of the current distribution for the parameter σ 2 (respectively ϕ) might be reduced if the iterations were continued in the limit J → ∞. The potential scale reduction for σ 2 is computed as the square root ofR =
and then its square root is taken. The idea is to compare something that overestimates with something that underestimates the variance in the target distribution (ν
It will be selected a number of iterations for which the potential scale reduction is near 1 for all parameters of interest. The target distribution will be summarized by using the simulated values from the last halves of the simulated sequences. The strategy described in [12] it is only adapted for scalar parameters. In particular, a problem arises in determining the potential scale reduction for an infinite dimensional parameter. Indeed, we have an uncountable number ofR ϕ for the parameter ϕ and check for all of them will be unfeasible. Our suggestion is to consider the uniform norm of this quantity:
. In practice, with numerical simulations we shall have only a finite number of points s because of discretization of function ϕ. Therefore, our method can be seen as equivalent to a Gibbs sampling for a large, but finite, number of parameters where we are checking that the potential scale reduction is near 1 for all parameters. Alternatively, because of the finite number of discretization points s used in a numerical simulation, instead of computing variance for each fixed point s we suggest to compute the covariance matrix of ϕ(s) for the vector of all discretization points of ϕ. 
The Unknown Operator Case
In the last section we have developed Bayesian analysis by supposing that the joint density f (Z, W ) was known. Though this hypothesis considerably simplifies inference, it is not always realistic. In most of the cases it is more appropriate to consider that it is partially or completely unknown. We start this section by first developing inference in a parametric context in which f is known up to a parameter θ of finite dimension and then in a context in which f is totally unknown. In the latter case, nonparametric estimation methods require to be considered. When F is unknown another Bayesian experiment, different than Ξ or Ξ σ , has to be specified. This is due to the fact that the instrumental variable model that we use to characterize Ξ, and in particular the sampling probability in it, does not specifies a distribution for (Z, W ). In both the parametric and nonparametric case, the parameter space will be denoted with Θ, A is the associated σ-field and ρ is the probability measure defined on it. Let consider an i.i.d. sampling of F (Z, W ), the Bayesian experiment is
with Y Z,W = R (p+q)ñ the sampling space for the sample (z,w) and F Z,W its associated Borel σ-field. Remark that we keep the same notation F for the sampling measure on theñ-product of sample spaces. The instrumental variable approach does not provide any way to rely together the two Bayesian experiments Ξ Z,W and Ξ, actually it only defines Ξ and, when F is unknown, a Bayesian inference on it is possible only by specifying a new experiment Ξ Z,W and by considering a sample different than that one used to make inference on ϕ. This means that we have two completely separated model: the first one, Ξ Z,W , will be used to estimate F and the second one, Ξ, will be used to estimate ϕ given the previously obtained estimate of F . To make this concept operational we need two samples: one on (Z, W ) of sizeñ, denoted with s 2 = (z,w) = (s 2,1 , . . . , s 2,ñ ) and a different one on (Y, W ) of size n, denoted with s 1 = (y, w) = (s 1,1 , . . . , s 1,n ) as specified in Assumption 3. According to argument given in previous section, the sampling and posterior probability of Ξ will depend on the realized value of f , this justifies the use of the notation P f,ϕ,w and µ F ,f .
Unknown Finite Dimensional Parameter
Let F be a distribution function known up to a vector of scalar parameters θ ∈ R l . In this case the sampling probability will be indexed by only the finite dimensional vector θ instead of by the whole distribution F , so that the joint measure on R l × Y Z,W will be denoted as ρ × F θ . Concerning the Bayesian experiment Ξ, used to estimate ϕ, we will index the sampling probability also with the parameter θ: P θ,ϕ,w . As already stressed, the sampling probability in Ξ can be seen as a particular case of P θ,ϕ,w , in the sense that it is the conditional probability for a known θ. In this case, Θ and A degenerate in a point θ * and ρ degenerates into a point mass in θ * . Bayesian analysis is separated into two steps. In the first one, the parameter θ is estimated by only using the sample (z,w). The second step performs posterior analysis of ϕ conditionally on a θ drawn from the posterior ρ(θ|z,w) and it demands the use of only the sample (y, w) and model Ξ.
We assume that the subvector S 2 = (Z, W ) induces a gaussian measure on R p+q with mean vector m ∈ R p+q and covariance matrix V ∈ C p+q , where C p+q is the cone of the (p + q) × (p + q) positive definite matrices. Therefore θ = (m, V ) ∈ Θ = R p+q × C p+q ,
and F θ is the product ofñ multidimensional normal distributions. In order to simplify simulations, we consider the precision matrix Σ = V −1 instead of V , hence parameter θ becomes: θ = (m, Σ). We specify a conjugate prior for θ:
where W(Σ 0 , v 0 ) stands for a Wishart distribution with parameters a matrix Σ 0 of conformable dimensions and a scalar v 0 . Standard Bayesian computations give the posterior of (m, Σ)
with
Once the posterior distribution ρ(θ|(s 2,i ) i=1,...,ñ ) has been obtained, we draw from it a value of θ that will characterize the sampling measure P θ,ϕ,w in Ξ and the regularized posterior distribution µ F ,θ α , conditional on θ, is computed as usual. The dependence of µ F ,θ α on the particular value θ extracted from ρ(θ|(s 2,i ) i=1,...,ñ ) will be eliminated by integrating out θ:
where the last variance is taken with respect to ρ(θ|r n , w,z,w). For statistical coherence, we write all the conditioning variables, but we could simplify things by eliminating the variable with respect to which there is independence:
E(ϕ|θ, r n , w,z,w) = E(ϕ|θ, r n , w) ρ(θ|r n , w,z,w) = ρ(θ|r n , w) V ar α (ϕ|θ, r n , w,z,w) = V ar α (ϕ|θ, r n , w).
Quantities (10) and (11) completely characterize µ F α and integrals in them, with respect to ρ, can be approximated thanks to Monte Carlo integration, after a number J of θ have been drawn from ρ(θ|r n , w). In practice, µ F α will be obtained by running the following iterative algorithm. This algorithm assumes σ 2 = V ar(ε i |W ) known.
(ii) compute f (j) (Z|W ) and f (j) (Z) in order to compute the kernel of operatorK. We will denote the corresponding operator withK (j) ;
(iii) compute the regularized posterior distribution µ
given θ (j) characterized by the mean
α and the covariance operator Ω
up to obtain a large number J of estimationsφ r,α to approximate the first term in the RHS of (11) . Approximate the second term in the RHS of (11) by
α (ζ))f (Z, ·|θ * )dZ with the integral replaced by Monte Carlo integration. Denoteφ α =Ê α (ϕ|r n , w) andΩ r,α = V ar α (ϕ|r n , w) the estimated regularized posterior mean and variance characterizing µ 
We have denoted with θ * the true value of θ having generated the data (z,w) andθ the posterior mean of θ, i.e.θ = θρ(θ|(s 2,i ) i=1,...,ñ )dθ. The first term is the error due to Monte Carlo integration, then it declines to 0 as fast as more discretization points are considered. Since the second and third error terms are O p ( 1 N ), they are negligible with respect to the last term which has the speed of convergence given in Theorem 2. The following theorem shows consistency of the estimated posterior mean under some minor hypothesis.
, and
We implicitly assume in Theorem 3 that all the conditions necessary to guarantee consistency of the posterior meanθ of a finite dimensional parameter are satisfied, see [1] , [13] or [22] for technical details. Let study, at this stage, convergence to zero of the regularized posterior varianceΩ r,α :
r,α . The index m denotes the m-th drawn of z from f (Z, ·|θ * ). (12) . If α n → 0,
dz is an Hilbert-Schmidt operator and
Chebyshev's Inequality allows to show that, under conditions given for point (i) of Theorems (3) and (4), posterior consistency is preserved also in the case with unknown θ:
Moreover, under conditions given in point (ii) of Theorems (3) and (4), with optimal regularization parameter α * ,μ F α degenerates towards a point mass in ϕ * at the optimal speed of n − 2β β+1 . This means that the optimal speed of convergence does not change with respect to the better case in which F is completely known.
Unknown Infinite Dimensional Parameter
When the joint density f (Z, W ) is totally unknown we have to deal with a nonparametric problem that presents complex difficulties. Pioneer Bayesian nonparametric was based on Dirichlet processes (introduced by [5] ) that however has the drawback of producing discrete random probabilities measures with probability one. In alternative, Polya tree priors, initially considered by [6] and then by [15] , can be chosen to generate only absolutely continuous distributions. We refer to [2] for a complete review on Bayesian nonparametric methods, being this beyond the scope of this paper. The technique that we propose in this paper for dealing with this case is essentially different and it is far from Bayesian methods. We propose to substitute the true f (Z, W ) characterizing equation (4) with a nonparametric classical estimator and to redefine the structural function ϕ as solution of the estimated equation
Classical methods for solving this equation forφ rise several problems including existence, computation and noncontinuity ofφ ("ill-posed inverse" problem, see [3] , [19] , among others.). However, we do not encounter this gender of problems (at least not at this stage) since by adopting a Bayesian point of view we have changed the object of interest that is no more the exact value ofφ, but the posterior distribution of it. We use the notationǨ for the operator in the right hand side of (13), i.e.Ǩ =Ê(Ê(·|W )|Z), andr n for the left hand sideÊ(Ê(Y |W )|Z). The estimated operatorǨ is seen as the true operator characterizing a functional equation and it must not be considered as an element of the Bayesian experiment in the sense that we do not specify a probability measure on the space of absolutely continuous probability measure of (Z, W ). Actually, equation (13) is another approximation of the true functional equation (4), different than model (6) . Asymptotically, both the two approximated models converge to the true model and their solutions converge to solution of (4) . Suppose the density function f is estimated with a kernel smoothing estimator:
be three symmetric kernel functions of dimension 1, q and p, respectively. We choose K(u) as a given probability density function on R dim (u) . The notation K hn (u) stands for
, where h n is a bandwidth that goes to zero with n and that will be chosen for having the same speed of convergence in the three kernel functions even if theoretically it should differ from a kernel function to another one. Estimate ofr n and of K are obtained by plugging in the estimatef (Y, W, Z) (Nadaraya-Watson type estimators)
. Note that we have to impose some integrability condition on the kernel functions in order to havê
OperatorǨ is a degenerate operator with range of dimension n, then it is not one to one and it is not self-adjoint. In particular, the adjoint of the estimator (Ǩ) * is different from the estimator of the adjoint of K, that isǨ itself since K is self-adjoint. The fact that K is self-adjoint does not imply that also its estimator is self-adjoint. After some Taylor approximation we get the following expression for (Ǩ) *
. This expression requires knowledge of the marginal density of Z that is unknown, therefore we replace f (z i ) and f (ζ) with their kernel estimation. In this way we get an estimation of the adjoint ofǨ that is equal toǨ. Bayesian experiment described by model (13) is the same as Ξ in Section 2, but due to the fact that K is substituted with an estimator, the sampling probability is slightly changed. We are not able to recover the exact sampling probability without making additional distributional assumptions, therefore we determine its asymptotic distributional limit and we shall perform inference by using it. By using the following proposition, stated and proved in [3] , we are able to recover the asymptotic sample distribution. It states that the error term in (13) weakly converges towards a Gaussian process, under the assumption of conditional homoskedasticity in the structural model (1), i.e. V ar(U |W ) = τ .
Lemma 2 Under the Assumption of conditional homoskedasticity of the error term
where V n =r n −Ǩϕ is the error term in (13) . Since operator K is unknown we are not able to compute P ϕ,w but only a sequence of sampling measuresP ϕ,w converging to the true one and characterized by the sequence of estimated operatorǨ previously defined. Prior distribution µ is not changed: it is still a gaussian process with mean ϕ 0 and covariance operator Ω 0 . As in the basic case described in Section 3, the posterior distributionμ F , corresponding to the approximated sampling measureP ϕ,w , is gaussian with meanǍr n +b, wherě A = Ω 0Ǩ (ǨΩ 0Ǩ + −1 , with α n → 0 with n. We interest, in particular to posterior consistency ofμ F α , namely to the accumulation of this probability in a neighborhood of the true value ϕ * of the instrumental regression as n → ∞. The following Lemma is a slightly modification of Theorem 2 and it is an exact application of theorems 6 and 7 of [9] , so that we skep the proof. 
Theorem 5 Let ϕ * be the true value of the parameter andμ
The optimal speed of convergence will be obtained when α
αnn , that provides the optimal regularization parameter α n ∝ n − 1 β+1 and the optimal speed of convergence proportional to n − β β+1 . Actually, some restriction on β and h n have to be imposed in order conditions given in the previous theorem be satisfied with the optimal α n . In particular, the first rate of convergence declines to zero under the restriction that β ≥ 1 that guarantees
The bandwidth is determined in order to satisfy
Lastly, the condition
Numerical Implementation
In this section we investigate the goodness of fit of the regularized posterior distribution in all the considered cases. A large-sample simulation study of asymptotic properties of the estimator is performed. Only results for two different specifications for the prior distribution of ϕ are reported here. All the simulations have been performed with Matlab .
We simulate a model where there is only one covariate, not exogenous, and a bivariate vector of instruments is available. Our design uses a simple specification for the true value of the structural function ϕ * (Z) and the reduced form for generating the y i s
with ε i generated independently of the instruments w. We take (Z, W ) jointly normal
The error term ε i in the reduced form is a transformation of the error terms v i and u i , where u i is the structural noise in equation (1):
Endogeneity is caused by the correlation between u i and v i . The simulation is made for n = 100 and n = 1000 but only results for the last sample size is considered here. To make things simple the parameter α n is kept fixed to 0.3. The fixed value for α n has been determined by letting this parameter vary in a very large range of values and selecting that one producing a better estimation. Of course, this technique applies only when we work with simulated data and we need to develop a data-driven method to select α n when we work with real data. The most important step in bayesian estimation is a correct specification of the prior distribution. It summarizes our prior knowledge about the parameter we desire to estimate. In this simulation we choose ϕ ∼ GP(ϕ 0 , Ω 0 ), with covariance operator (Ω 0 φ)(Z) = σ 0 exp{−(s−Z) 2 }φ(s)g(s, ·)ds, where g(s, ·) is the marginal density of Z and φ is any function in L 2 F (Z). We have performed simulations for several choices for ϕ 0 and σ 0 in order to see the impact of different prior distributions on our estimator.
Case I. f(Z,W) and σ
2 known. The results for this simple case are shown in Figure 1 . The first two graphs are obtained for a very good prior with a prior mean very similar to the true value ϕ * , ϕ 0 (Z) = 0.95Z 2 + 0.25, and a small prior variance scale parameter: σ 0 = 2, to represent our certainty about the prior. In Figure 1a , solid line (the parabola) represents the true structural function ϕ * , the dotted line the prior mean and the dashed line the regularized posterior mean. Information coming from the sample and summarized by the sufficient statisticsŶ is represented by the lower line (almost flat). Affectation of the posterior mean by both prior and sample information is represented by the fact that the regularized posterior mean curve is drawn down with respect to the prior mean towards theŶ curve. Figure 1b represents features of the prior and regularized posterior distributions through drawn of trajectories from them. The light set of curves are drawn from the gaussian prior and the curve in the middle is the prior mean; the dark set of curves are drawn from µ F α with the dashed-line in the middle the regularized posterior mean and the solid line again the true value ϕ * . Figure 1c and 1d are the analog of the previous ones, but for a different prior specification. Here, our prior knowledge is worst than before, with a prior mean shifted to the right with respect to the true curve. To take into account the minor reliability of prior information, the variance scale parameter is increased to 20. The prior information heavily affects the tails of the regularized posterior mean, while its center is always drawn by the sample.
Case II -Conjugate f(Z,W) known and σ
2 unknown. A conjugate model for the probability measure on the parameter space is specified: ν × µ
. Indeed, in simulations we work with the transformed parameter η since Matlab provides a package for generating random numbers from a gamma distribution. Excepting for the presence of σ 2 the gaussian measure induced by ϕ is specified exactly as before and the two different alternatives are considered. On the contrary, for σ 2 only results for one specification of the prior distribution are shown. The results are reported in Figure 5 , where the first two graphs are drawn for the first specification of ϕ 0 and σ 0 and the last two for the second specification described above. Panels 2b and 2d represent drawn from the prior and posterior distribution of σ 2 . Clear asterisks are drawn from the posterior distribution with mean represented by the square point. Dark asterisks are drawn from the prior Γ −1 (3, 2) and the diamond point is the true value σ 2 = (0.27) 2 . The values of σ 2 are represented in the vertical axe and the values on the horizontal axe are the indices of the drawn. We see how the prior distribution of σ 2 is more concentrated with respect to the posterior distribution.
Case II -Independent f(Z,W) known and σ 2 unknown. For independent prior distributions ν and µ a Gibbs sampling algorithm requires to be implemented. The first part of simulation is concerned with determining the number of iterations necessary to reach the stationary distribution. For this, we have run eight independent parallel Markov chains with overdispersed initial values drawn from Γ −1 ( n 3 , 21.56), where 21.56 ≈V ar(y i −Ê(y|w i )) andÊ(y|w i )) was obtained by kernel regression. After 1000 Gibbs iterations the potential scale reduction, computed with the last 500 iterations, is of R = 1.0001 and R ϕ ∞ = 1. Henceforth, on the basis of the technique presented in subsection 3.3 we select a number of 1000 trajectories and we retain only the last 500 for making inference as drawn from the target distribution. Figures 3 and 4 In Section 4 we have pointed out that we need of two different samples in order our inference procedure makes sense. We take, for generating s 1,i = (y i , z i , w i ) of the first sample, the same DGP as for Case I with ϕ * = Z 2 . It should be noted that the sample of (z i ) i 's in the first sample does not play any role for estimation, so we could not generate them. Then we generate independently a second sample s 2,i = (z i , w i ) by using the same DGP. The sample sizes are the same for both samples: N 1 = N 2 = 1000. The regularized parameter is again fixed to α N = 0.3. We have seen that for this simulation we have two Bayesian experiments and then two levels of prior distributions, at a first level we specify the prior for the finite dimensional parameter θ and at a second level the prior for the infinite dimensional parameter ϕ. We keep the same specification for µ, that is a parabola prior mean and an exponential kernel for the covariance operator. The parameter space Θ is a subset of R 12 since θ = (m 1 , m 2 , m 3 , vec(Σ) ) , with Σ a positive definite square matrix of order 3. The ρ measure on Θ is a Normal-Wishart distribution with the following choice of parameters:
We have chosen the prior mean m 0 and Σ Case V. f (Z, W ) unknown and τ known. Our design is slightly changed with respect to all previous cases due to the fact that a different model is used for inference. Actually, model (13) cannot be rewritten as a transformation of the reduced form as we have done for model (6) in all previous cases. Hence, for generating the data we prefer to directly use the structural form; specification of it is more or less equivalent to the previous data generating process except for the variance of error terms that are a little bit changed.
The endogeneity comes from the correlation between the error terms v i and u i in the DGP of the covariates and of y i , respectively. We take again a parabola for the true instrumental regression ϕ * (Z) = Z 2 and we estimate f (Y, Z, W ) nonparametrically through a kernel density estimation. The standard multivariate normal density is used as kernel:
The choice of the bandwidth is critical in kernel estimation; in principle we have adopted the optimal bandwidth, determined by minimizing the MISE, h n = (V ar(Z))
(and a similar rule for W ), but this bandwidth results to be too large and so we have just fixed it to h n = 0.1. In future works we intend to implement more sophisticated technics, like cross validation, to determine h n . Note that the bandwidth does not affect the speed of convergence of the Regularized Bayesian instrumental regression toward the true one but it has an effect on the quality of the estimation and it deeply control the goodness of fitting. The parameter α n has been increased with respect previous cases to 0.6. We have remarked that a smaller value for α n makes the regularized posterior mean worse in the sense that the center of the curve is remarkably shifted down with respect the true curve. The sample size n is taken equal to 1000. In Figure 7 we report results only for the two prior distribution specification with ϕ 0 = 0.95Z 2 +0.25 and σ 0 = 2 (in Panels 7a and 7b), and with ϕ 0 = To clarify the discussion in the following, we will use the notation µ F n for the posterior distribution instead of the usual one µ F , but it should result clear that they have the same meaning. The index n denotes the sample size and the limits that we shall consider are for n → ∞. Definition of weak convergence of probability measures says that a sequence of probability measures µ 
for every bounded and continuous functional a :
We prove that this convergence is not satisfied at least for one functional a. We consider the identity functional a : φ → φ, ∀φ ∈ L 2 F (Z), so that we have to check convergence of the posterior mean. Take, for brevity, null prior mean, ϕ 0 = 0, the posterior mean estimator for ϕ iŝ
We are interested in the L 2 F norm:
and in the limit, as n → ∞, the estimated operatorK is replaced by the true one E(E(·|W )|Z), denoted with K. Therefore, under Assumption (???), the functionφ − ϕ * can be computed by using the Fourier decomposition of any function belonging to L 2 F (Z). In particular, for term II we get:
with (λ j , ψ j ) j the eigensystem associated to the covariance operatorĈ. Under Assumption (???), C is a compact operator, then its spectrum is a countable system accumulating only at zero. This implies that term II may not be small, causing the posterior mean not converging in L 2 -norm towards ϕ * . A similar reasoning holds for the first term.
Proof of Theorem 2
By using Chebyshev's inequality we can prove posterior consistency by only prove convergence to zero of the bias and posterior variance. Let start by considering the bias
and
We analyse separately the two terms of the bias.
Under the same conditions, the speed of convergence of the second term of the bias is directly obtained from Theorem 4 of [9] :
Summarizing and eliminating redundant terms we get
Point (i) of the theorem is proved with only assumption (ϕ * − ϕ 0 ) ∈ H(Ω 0 ); the second assumption matters to determine the speed of convergence. Moreover, α n should be chosen in such a way that 1 α n n → 0 and
Also the norm of the posterior variance can be decomposed in two error terms:
if this operator is applied to a function φ such that Ω 
Proof of Theorem 3
We start by decomposing the estimation error in fourth parts: y, w) . For brevity, we have suppressed the subscript L 2 F (Z) in the norm. The first term is the error due to Monte Carlo approximation of (10) and it is negligible as J → ∞. The second error term is due to having integrated out θ instead of to set it equal to the posterior mean. The third one accounts for the estimation error of θ and the last term is the usual regularization bias due to the fact that we approximate parameter ϕ with a regularized version of the posterior mean and it converges to 0 at the speed given in Theorem 2. We shall show that the second and third term are converging at a faster speed and then are negligible. We start with the second one. Note that
The approximated equality has been obtained through a first order Taylor expansion ofφ θ α around the posterior meanθ. Consider now the third error term. A first order Taylor expansion around the true value θ * gives:
Classical results in Bayesian statistic (see e.g. [1] , [13] or [22] ) show that, under some regularity conditions that we assume to be satisfied, √ñ ||θ − θ * || ∼ O p (1) , that implies
The result follows.
Proof of Theorem 4
In order to show convergence to 0 ofΩ y,α we decompose it in several terms and study each of them separately. First of doing it, note that second term in the RHS of (11) must be interpreted in the following way:
with Ω y,α (θ * ) the covariance operator of the regularized posterior distribution µ F α when G is known. The first term is the error due to Monte Carlo integration, therefore is negligible assuming that we are taking a large number of discretization points drawn from ρ (θ|(s 2,i ) i=1,. ..,N 2 ) and g(z|θ * ). For simplicity, we rewrite V ar α (ϕ|θ, y, w) as Ω y,α (θ), then the second error term becomes:
Moreover,
with h(t, τ ) = E α (ϕ|t, y, w)E α (ϕ|τ, y, w). Using the same notation as before the fifth error term is
Note that all the approximated equalities in previous terms are obtained thanks to a first order Taylor expansion. Therefore, all these error terms are negligible with respect to ||Ω y,α (θ * )|| 2 which is an O p (α
) as is shown in Theorem 2 and this proves the result. 
