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Nesta tese foram propostas, analisadas e implementadas soluções completas de sistemas para disseminação de 
referência temporal com alta resolução através de enlaces de rádio tendo como foco o atendimento das 
necessidades do novo sistema de geo-referenciamento denominado GEOLOCAL. As soluções encontradas 
atendem outras aplicações que requerem sincronismo remoto de tempo. O trabalho foi desenvolvido em 
diferentes áreas que englobam contadores de alta precisão; relógios com resolução de nano segundo; enlaces 
de rádio para disseminação de tempo e determinação de distância; geradores de seqüências codificadas para 
detecção e identificação de campos de contagem; supressores digitais de jitter com uso de média de amostras; 
e sincronizadores de marcha para osciladores baseados em quartzo.  Os contadores de alta precisão foram 
pesquisados para construção do relógio de alta resolução. Como resultado foi obtida uma solução inédita 
empregando linhas de retardo com contadores independentes. Esta configuração possibilita aliar alta 
resolução de contagem com uso de osciladores de referência operando em baixa freqüência sem que a 
incerteza do processo seja aumentada em função dos erros de não linearidade de interpolação. Os enlaces de 
rádio foram construídos com interface síncrona entre as bases de transmissão e recepção empregando 
modulação FSK (Frequency Shift Keying) e os erros nas medidas de tempo de propagação nos circuitos 
causados pela influência de jitter foram minimizados através do cálculo de média das amostras tomadas em 
cada campo de contagem. No intuito de viabilizar a implementação de um sistema de baixo custo, foi 
desenvolvida uma técnica inovadora de sincronização de marcha entre elementos osciladores de quartzo do 
tipo OCXO (Oven Controlled Crystal Oscillator). Esta técnica de sincronização permite que o sistema opere 
com estabilidades equivalentes a referências baseadas em rubídio. Os sistemas eletrônicos digitais foram 
construídos com solução FPGA (Field Programmable Gate Array). 
Abstract 
This thesis present new proposals for time dissemination systems, which were analyzed and implemented as 
complete solutions providing high resolution in radio links focusing in the requirements of the new 
geolocation system known as GEOLOCAL. The solutions found are useful for other applications requiring 
time synchronization. The work has been developed in different areas that include high precision counters; 
nanosecond resolutions clocks; radio links for time dissemination and measurements of distance; coded 
sequence generators for detection and identification of counting fields, digital jitter suppressors using samples 
averaging and clock synchronizers for quartz based oscillators. High precision counters have been 
investigated for the purpose to construct a high resolution clock. As a result it has been obtained a unique 
solution using delay lines with independent counters. This configuration allows the obtaining high count 
resolution with the use of low frequency reference oscillators, without increasing the system uncertainties due 
to interpolation non-linearity errors. The radio links were constructed with synchronous interface between the 
transmission and reception bases using FSK (Frequency Shift Keying) modulation. The measurements errors 
due to jitter in circuit propagation were minimized by calculating the average of samples taken every count 
set. In order to implement a low cost system, it has been developed an innovative clock synchronization 
technique between quartz oscillator elements to the type OCXO (Oven Controlled Crystal Oscillator). This 
synchronization technique produced stabilities equivalent to those obtained with rubidium-referred oscillators. 
The digital systems have been constructed using FPGA (Field Programmable Gate Array). 
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
, C contido 
pelo plano determinado por A, B e y

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
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CC_1. 
1tC Intervalo de tempo gasto entre as estações A-C levando em 
consideração o tráfego pelos equipamentos e acessórios do sistema 
de rádio e pelo espaço livre na forma de onda eletromagnética, no 
CC_1. 
1tP Intervalo de tempo gasto entre as estações A-P levando em 
consideração o tráfego pelos equipamentos e acessórios do sistema 
de rádio e pelo espaço livre na forma de onda eletromagnética, no 
CC_1. 




Estabilidade de freqüência de um oscilador em partes por milhão 
(ppm). 
'
P  Valor teórico de tP calculado a partir da posição conhecida da 
repetidora e do alvo 
RTC Diferença de tempo entre o instante de detecção do pulso de 
sinalização emitido pela base de origem e o início de um dado 
campo de contagem. 
t Medida da diferença de tempo entre as transições de subida, ou 
defasagem, das formas de onda que alimentam os contadores. 
D1-N Defasagem entre as formas de onda 1 e N. Onde N= 1, 2, 3, 4, ... 
 Erro calculado pela diferença entre ICT e
'
ICT  
ED Erro de distância. 
  XME n  Média das médias de n amostras na medida de tempo. 
0f  Freqüência de clock do sinal que alimenta a máquina de contagem. 
1f  Freqüência do oscilador OL1 disparado pelo pulso de start no 
método vernier digital.  
2f  Freqüência do oscilador OL2 disparado pelo pulso de stop no 
método vernier digital. 
)(af  Função matemática que representa a variação da diferença de 
contagem entre as bases que operam com osciladores distintos. 
Fd Freqüência do enlace de descida (down-link). 
Fu Freqüência do enlace de subida (up-link). 
FC Freqüência da forma de onda de entrada de cada um dos N 
contadores que fazem parte do relógio de precisão. 
1_OCXOf  Freqüência do OCXO (1). 
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2_OCXOf  Freqüência do OCXO (2). 
L Parâmetro que especifica a dimensão de cristais. 
 XM n  Média de n amostras na medida de tempo. 
n  Número decimal equivalente ao número inteiro binário lido na 
saída do contador. 
AN  Número de amostras para cálculo do desvio padrão médio 
( médioN . 
P1, P2, P3,... Períodos sucessivos de jitter em uma dada seqüência de ciclos. 
PR Distância entre um alvo P e a repetidora R. 
    cXEXMP n   Esta desigualdade afirma que a probabilidade da média de 
amostras estar distante da média real numa intensidade maior do 
que um valor c é menor do que . 
  cXEXP   Probabilidade da diferença entre o valor de uma variável X e o 
valor esperado  XE  ser maior do que um número positivo c em 
comparação a variância  Xvar . 
r  Resolução incremental do sistema de contagem no método vernier 
digital. 
  Desvio padrão relacionado à distribuição de probabilidade 
binomial que expressa o erro aleatório devido à quantização. 
médio  Desvio padrão médio. 
médioN  Desvio padrão médio para AN  amostras. 
 Intervalo de tempo contado entre os pulsos de start e stop no 
método vernier digital. 
T0_m Instante zero do campo de contagem “m”. Onde m = 1, 2, 3, 4, ... 
tn_m Instante máximo do campo de contagem “m”. Onde m = 1, 2, 3, 4, 
... 
T Contagem de tempo oferecida pelo relógio com precisão de t . 
TC Período da forma de onda de entrada de cada um dos N contadores 
que fazem parte do relógio de precisão. 
TEMT Instante da marcação temporal que representa o início no sistema 
de contagem contínua. 
TIE Erro no intervalo de tempo. 
ICT  Intervalo de tempo entre os pulsos de start e stop. 
'
ICT  Contagem do intervalo de tempo apresentada pelos dados de saída 
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da máquina de contagem. 
P Soma do intervalo de duração de diversos campos de contagem 
sucessivos em um sistema com campos de contagem de curta 
duração. 
TRm,N Transição número m da forma de onda que alimenta o contador N. 
tRTC Instante do tempo de chegada no ponto de destino em um sistema 
de contagem contínua. 
  XM nvar  Variância da média de n amostras na medida de tempo. 
1x , 2x , 3x , ... ,  nx  Medidas sucessivas de tempo espaçadas por um intervalo de tempo 
 no cálculo da variância de Allan (AVAR). 
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1.1 - Objetivos 
O objetivo deste trabalho é pesquisar soluções para implementação completa de sistemas 
para disseminação de referência temporal com alta resolução através de enlaces de rádio. 
Para cumprir está proposta, o trabalho foi desenvolvido em diferentes áreas que englobam o 
estudo e implementação de contadores com precisão de nano segundo para construção de 
relógios, o estudo e a implementação de enlaces de rádio para sinalização temporal com 
técnicas para redução das degenerações causadas por jitter e o estudo baseado em medidas 
e simulações de soluções de fontes de referência com quartzo com precisão comparada a 
referências atômicas de rubídio.  
1.2 - Motivação 
As soluções desenvolvidas e apresentadas nesta tese tiveram como foco atender as 
necessidades do novo sistema de geo-referenciamento denominado GEOLOCAL. No 
entanto, as descobertas e técnicas empregadas neste trabalho podem ser utilizadas para 
atender a diferentes aplicações na área de disseminação de tempo, sincronização e medida 
de distância que estão presentes em diferentes áreas, tais como: telecomunicações de uso 
público e privado, automação e controle de processos remotos de grande escala, redes de 
sensoriamento e outros. 
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1.3 - Composição da tese 
Os resultados das pesquisas que levaram a esta tese foram divididos em seis capítulos, 
incluindo este dedicado à introdução do trabalho. 
O capítulo 2 aborda o conceito do novo sistema de geo-referenciamento e as possibilidades 
de aplicações oferecidas por esta nova técnica, como navegação de objetos, rastreamento e 
geo-posicionamento de alvos, disseminação e sincronismo de tempo. A abordagem 
matemática da proposta destaca-se pelo tratamento geométrico empregando translações de 
sistemas de coordenadas, produzindo algoritmos mais simples voltados para a 
implementação de softwares para controle do sistema e dos processos, operando tanto em 
plataformas computacionais mais sofisticadas como em estruturas compactas 
implementadas com soluções baseadas em processadores digitais de sinais e micro-
controladores. 
O capítulo 3 apresenta os métodos empregados para medida de intervalo de tempo com alta 
precisão, discutindo vantagens e desvantagens de cada uma das técnicas. Neste capítulo, 
leva-se em consideração a efetividade do processo dentro dos aspectos matemáticos com 
foco na viabilidade de realização eletrônica de cada uma das técnicas. A tarefa de maior 
relevância neste capítulo foi aliar uma técnica para contagem de longos intervalos de tempo 
com precisão de nano segundos. 
O capítulo 4 descreve a técnica desenvolvida para construção de um relógio para contagem 
de intervalos de tempo com precisão de nano segundo, utilizando um método inédito de 
contagem de tempo com linha de retardo aliado a estrutura independente de contadores. 
Nesta condição o resultado final é obtido através do processamento matemático dos 
registradores, eliminando-se com isso, o erro de interpolação apresentado pelos circuitos 
lógicos combinacionais. 
O capítulo 5 descreve como foi implementado o enlace de rádio para medida de distância e 
disseminação de tempo com elevada precisão e as técnicas eletrônicas empregadas para 
viabilizar a transmissão de seqüências codificadas com a redução dos efeitos degenerativos 
provocados pelo jitter em sistemas de comunicação. Como resultado, este capítulo 
apresenta o desempenho do sistema e o compara com outros diferentes tipos de relógios de 
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elevada precisão. A bem sucedida realização deste enlace demonstra a viabilidade de 
implementação de toda a estrutura proposta no capítulo 2. 
No capítulo 6, são apresentadas as medidas que demonstram como os relógios de quartzo 
com montagem controlada termicamente possuem marchas diferentes. Com os registros das 
medidas, foi possível analisar o comportamento de variação da diferença de freqüência 
entre os elementos ao longo do tempo e propor, através de simulações, uma solução 
eletrônica que corrija estas diferenças. Com isso, é possível construir com osciladores de 
quartzo padrões de tempo e freqüência com desempenhos de precisão comparáveis a de um 
padrão atômico de rubídio.  
Ao final desta tese, são acrescentados apêndices que descrevem as implementações, testes, 
simulações, conceitos matemáticos, códigos e programas e procedimentos de medidas. 
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Capítulo 2 
Novo Sistema de Geo-referenciamento 
2.1 - Introdução 
O sistema aqui designado GEOLOCAL (ou Sistema Brasileiro de Geo-referenciamento) é 
uma nova proposta para geolocalização, navegação e disseminação de sincronismo para uso 
em baixa e média escala espacial ou para concepções de abrangência local e regional. 
Existem vários sistemas de navegação e georeferenciamento. Dentre todos os sistemas 
existentes, podem-se dividir os mesmos pela técnica empregada, onde se destacam duas 
principais abordagens. 
Uma das formas de implementação emprega o princípio Doppler combinado com medida 
de distância (“ranging”) para obtenção da localização do objeto navegado ou 
georeferenciado. Os sistemas que empregam este princípio (TRANSIT) são o ARGOS e 
DORIS. A limitação destes sistemas reside na baixa precisão obtida com poucos passes de 
satélite e no tempo necessário para processamento e determinação dos resultados com 
melhor precisão [ARGOS, 1978; Guier e Weiffenbach, 1958]. 
Outra maneira de se implementar um sistema georeferenciado é através da medida de 
tempo em enlaces de radiocomunicação com satélites portadores de referencial de tempo e 
de órbitas conhecidas. Este princípio é utilizado no GPS, GLONASS, COMPASS e 
concebido para o GALILEO. Estes sistemas operam com uma constelação de satélites. A 
comunicação dos satélites com os objetos terrestres permite a determinação do tempo de 
propagação entre os elementos e, com isso, tem-se a obtenção de distâncias entre os 
elementos. Com as distâncias devidamente determinadas é possível alcançar o resultado 
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pretendido que é a navegação e ou georeferenciamento [Cariveau e Therkelsen, 1990; 
Bartenevi et al., 2006; Gibbons, 2008; Grelier et al., 2007]. 
O sistema GEOLOCAL também emprega a medida do tempo de propagação entre bases 
terrestres e repetidor como ferramenta no processo de navegação. Com o tempo de 
propagação é possível determinar a distância entre os elementos e conseqüentemente o 
georeferenciamento. 
A principal diferença do GEOLOCAL para os demais sistemas que se baseiam em tempo 
de propagação entre os elementos do sistema está na sua concepção distinta e na forma de 
implementação. No sistema GEOLOCAL existe apenas um elemento espacial, cuja função 
se limita apenas à retransmissão do sinal transmitido de uma das bases terrestres de 
referência. Neste elemento retransmissor não existe nenhum tipo de processamento do sinal 
de banda básica. O sinal retransmitido é apenas transladado em nível de potência e valor de 
freqüência. 
O princípio do sistema inédito de navegação pode ser visualizado de forma bem 
aproximada a um "GPS invertido". As determinações de posição de uma repetidora no 
espaço são referidas a três bases de referência instaladas no solo em posições geodésicas 
conhecidas e sincronizadas. Uma quarta base também pode ser adicionada para 
redundância, bem como para inferência de atrasos de fase na transferência do sinal pela 
repetidora. Uma das bases transmite seqüências de tempo codificadas. Os tempos são 
retransmitidos pela repetidora, recebidos e comparados nas bases de referência. Os tempos 
de transmissão determinados alimentam um algoritmo que calcula imediatamente as 
coordenadas e altitude da repetidora, disponibilizando-os ao usuário. 
Neste sistema os fatores de grande relevância são a precisão na medida dos tempos de 
propagação e os tempos de trânsito do sinal entre as bases de referência com retransmissão 
da repetidora. Para que isto seja devidamente alcançado, é importante que as bases de 
referência que integram o sistema sejam construídas com relógios de precisão devidamente 
sincronizados. A sincronização remota entre as bases pode ser feita através de um protocolo 
ou através de procedimentos tradicionais, tal como a comparação e ajuste a um relógio de 
alta precisão itinerante que visitará as bases remotas periodicamente. 
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A intenção deste novo sistema proposto não é concorrer com aplicações mais triviais dos 
sistemas citados anteriormente e já estabelecidos mundialmente, mas sim fornecer uma 
alternativa de operação independente que pode também ser empregada para conferência e 
certificação dos resultados e até mesmo propiciar aumento de precisão quando operado de 
forma conjunta. 
É importante ressaltar que o sistema propõe operação de forma independente dos demais 
sistemas em uso e que a sua concepção pode ser implementada de maneira básica com uma 
única repetidora em movimento ou de forma avançada com uso de múltiplas repetidoras 
com posicionamentos fixos (quatro ou mais) ou móveis. A opção técnica por operação 
básica ou avançada se dá em função das condições de instalação e ou abrangência do 
sistema. 
Os próximos tópicos descreverão a técnica matemática que dá origem ao algoritmo de 
cálculo e que suporta a implementação prática empregada nos testes de conceito. A 
abordagem matemática leva em consideração as condições práticas necessárias para 
medidas dos intervalos de tempo, levando em consideração a influência de cada um dos 
equipamentos e acessórios empregados no experimento. 
Para alcançar todos os objetivos nos processos de navegação, geo-posicionamento e 
sincronização, o sistema opera basicamente na determinação de posicionamento da 
repetidora e dos alvos. No entanto, neste conceito, a determinação da posição da repetidora 
sempre fará parte da seqüência necessária para determinação do posicionamento dos alvos 
e, portanto, deverá ser o primeiro parâmetro a ser determinado em todo o processo. 
No sistema GEOLOCAL não existe nenhum tipo de deterioração de medidas por 
tempestades geomagnéticas ou o regime de clima espacial e, também, não se fazem criticas 
às correções relativísticas [Brazil Patent PI 03003968-4, 2002; International Patent 
Cooperation Treaty PCT/BR2004/000190, 2004, US Patent 7528777 B2]. 
Existem retardos que podem ocorrer na troposfera para operações em freqüências de UHF e 
SHF. Nestas condições de operação a troposfera apresenta atrasos na propagação que se 
encontram dentro de uma faixa típica que se estende de 0,9 a 1,2 ns/km. Estes valores 
podem ser estimados com boa precisão no processo de cálculo final que determina o 
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posicionamento da repetidora e dos alvos [Radio-Electronics, 2008; Ribeiro, 2004; 
Lavergnat e Sylvain, 2000]. 
2.2 – Determinação da posição do repetidor e sua navegação 
A determinação da posição do repetidor agrega a primeira funcionalidade do sistema que é 
a navegação. Se a repetidora for instalada em uma aeronave ou em um satélite, é possível 
realizar a navegação informando a trajetória do avião ou a órbita do satélite de modo direto 







Fig. 2.1: Estrutura básica do sistema formada por quatro pontos. As bases de referência A, 
B e C e a repetidora R. 
Para analisar o sistema, será empregada uma estrutura básica formada por quatro pontos no 
espaço, que representarão as três bases de referências A, B e C e a repetidora R, como 
demonstrado na figura 2.1. 
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Para análise matemática que suporta todo o princípio de funcionamento do sistema, é 
necessário o cumprimento dos seguintes requisitos básicos: 
Posições geográficas das três bases de solo conhecidas com precisão; 
Sincronismo entre os relógios das três bases de referência; 
Uma das bases de referência eleita como responsável pela sinalização que efetuará a 
contagem de tempo. 
Adotando a estação de referência A como sendo a responsável pela sinalização que efetua a 
contagem de tempo, pode-se descrever o princípio de funcionamento da técnica proposta. 
A estação A transmite para a repetidora a sinalização de contagem de tempo. A repetidora 
processa o sinal e o retransmite para terra proporcionando a recepção do sinal pelas bases 
de referência A, B e C. 
Em todas as estações existem relógios que realizam a contagem de forma sincronizada com 
uma rotina baseada em um campo de contagem (CC), que se estende do instante zero (t0) 
até um instante de valor máximo (tn). Finalizado o primeiro campo de contagem, todo o 
processo se repete indefinidamente por todo o período de funcionamento do sistema, como 
demonstrado na figura 2.2. 
A dimensão de um campo de contagem deve ser maior do que o tempo exigido para 
propagação do sinal nos percursos entre a base de referência A e as demais bases de 
referência terrestre que fazem parte do sistema. Esta figura representa todos os relógios 




t0_m tn_m t  
Fig. 2.2: Campos de contagem de tempo em cada um dos relógios 
instalados nas bases de referência. 
A estação de referência A, além de possuir o relógio, também possui um gerador de sinais, 
que gera o pulso no instante zero a cada campo de contagem. Este pulso funciona como um 
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código, que indica à todas as bases de referência o instante de registro dos tempos, como 










Fig. 2.3: (a) Campos de contagem de tempo na base A; (b) Pulsos para registro de tempo 
em todas as bases de referência do sistema. 
O sinal empregado para registro de tempo é transmitido por um sistema de rádio em direção 
ao repetidor, para que o mesmo o retransmita para todas as estações de referência, incluindo 










Fig. 2.4: Estações que compõem a estrutura básica do sistema GEOLOCAL para 
determinação da posição do repetidor. 
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As freqüências adotadas nos enlaces de subida e descida podem utilizar ou não a mesma 
faixa dependendo de três fatores, que sempre estarão presentes na implementação de um 
sistema como este: normas e dispositivos legais que regem o uso do espectro 
eletromagnético em cada país, técnicas de modulação que definem a banda ocupada para 
transmissão dos sinais e as ferramentas empregadas na codificação e correção de erro das 
transmissões digitais. 
Na figura 2.4 estão indicadas duas freqüências fu e fd para os enlaces de subida (up-link) e 
de descida (down-link), respectivamente [Marins et al.,2006]. 
O sinal para registro de tempo transmitido pela estação A indica o instante zero do campo 
de contagem. Este sinal chega a todas as estações A, B e C trafegando pelo repetidor de 
sinais. As estações devem ser sincronizadas, como apresentado na figura 2.5. 
Os percursos de propagação das ondas de rádio que interligam as bases de referência ao 
repetidor formam um tetraedro, como apresentado na figura 2.1. 
As estações, ao receberem este sinal, armazenam a informação dos seus respectivos 
relógios e, desta forma, registram o tempo de trânsito entre a estação de transmissão e a 
estação de recepção.  
Neste caso em particular, percorrem-se caminhos diferentes e, conseqüentemente, 
registram-se intervalos de tempo distintos representados por: 1tA, 1tB e 1tC. Através da 
figura 2.5 é possível perceber os diferentes registros de tempo em cada uma das estações. 
1tA é o intervalo de tempo gasto para o sinal que sinaliza o registro de tempo sair da 
estação A e retornar à estação A, trafegando pelos equipamentos e acessórios do sistema de 
rádio e pelo espaço livre na forma de onda eletromagnética, no campo de contagem 1. 1tB 
e 1tC são, respectivamente, os intervalos de tempo gastos entre as estações A-B e A-C, 
levando também em consideração o tráfego pelos equipamentos e acessórios do sistema de 
rádio e pelo espaço livre na forma de onda eletromagnética, no campo de contagem 1. 
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Em outras palavras, estes valores de t incluem os atrasos de transmissão devidos aos 
cabos, circuitos e equipamentos eletrônicos e processamentos de sinais, da transmissão pela 
































Fig. 2.5: Registro da contagem de tempo nas bases de referência: (a), (d) e (f) Campos de 
contagem de tempo nas bases A, B e C respectivamente; (b) Pulso para registro de tempo 
gerado na base A; (c), (e) e (g) Pulsos recebidos nas bases A, B e C respectivamente após 
percorrer todo o enlace de rádio. 
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Matematicamente, cada um destes intervalos de tempo pode ser representado através das 
equações (2.1), (2.2) e (2.3). 
ArRAtA c
AR












t  1  (2.3) 
Onde c1 é a velocidade de propagação da onda eletromagnética no meio; AR é a distância 
entre a base de referência A e a repetidora R; BR é a distância entre a base de referência B e 
a repetidora R; CR é a distância entre a base de referência C e a repetidora R; At é o atraso 
oferecido pelo transmissor de A; R é o atraso oferecido pelo transponder da repetidora R; 
Ar , Br , Cr são os atrasos das bases de recepção localizadas em A, B e C, respectivamente. 
A determinação da posição da repetidora é dada pela interseção das esferas centradas em A, 
B e C com raios AR, BR e CR, respectivamente. É importante notar que a interseção destas 
três esferas determina dois pontos no espaço. Um deles pode ser descartado, pois é 
localizado no interior do globo terrestre. 
As descrições destas esferas centradas em A, B e C podem ser simplificadas se forem 






) centrado em A, com B 
contido pela linha reta determinada por A e x

, C contido pelo plano determinado por A, B 
e y

 e com z

 saindo do ponto A sobre a superfície terrestre. 
Para elucidar a conversão do sistema de coordenadas, é de grande utilidade o emprego da 
translação de sistemas de coordenadas, conforme ilustrado na figura 2.6. 
                                                 
1 A velocidade de propagação da onda eletromagnética na atmosfera terrestre é inferior a velocidade no 
vácuo. A relação entre estas grandezas é descrita pelo índice de refração. Neste trabalho considerou-se a 















Fig. 2.6: Sistemas de coordenadas esféricas e euclidiana para as 
bases de referência A, B e C e a repetidora R [Kaufmann  et al., 2006]. 
Esta condição é viabilizada com maior facilidade na construção do algoritmo quando as 
bases de referência A, B e C são relativamente próximas uma das outras (por exemplo, no 
mesmo octante) e sob condições que as mesmas não sejam alinhadas. 
As exigências que viabilizam a aplicação do algoritmo de forma simplificada são 
facilmente atendidas, pois o único requisito para a escolha de localização das bases 
terrestres de referência são que as suas posições geodésicas sejam precisamente conhecidas. 
A função que possui as variáveis de longitude, latitude e a distância de um dado ponto com 
relação ao centro da terra, respectivamente, pode ser denotada pela notação (2.4). 
      ,090,90360,0:M R (2.4) 
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), são apresentadas pelo sistema de equações dado por (2.5), (2.6) e 
(2.7). 
2222 ARzyx RRR   (2.5) 
  
  2222 BRzyABx RRR   (2.6) 
  
    2222 CRzyyxx RCRCR   (2.7) 
onde xACxC , e yACyC , . 



















  (2.9) 
  
22
1 RR yrz   (2.10) 
onde 2221 RxARr   e  2222 RC xxCRr  . 
É importante observar que para 221 RR yrz  também se obtém a solução para o sistema 
de equações dado por (2.5), (2.6) e (2.7). No entanto, este valor pode ser descartado, porque 
um ponto com coordenada negativa z é localizado dentro do globo terrestre. Por este 
motivo é que na solução dada por (2.10) leva-se em consideração apenas o sinal positivo 
que representa fisicamente a um ponto acima da superfície da terra. Para navegação do 
repetidor é importante que se determine a latitude, longitude e altitude. Esta tarefa pode ser 
solucionada computacionalmente. 
 RRR zyxM ,,1  (2.11) 
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Se toda esta operação for realizada a cada campo de contagem, teremos as posições da 
repetidora para o CC_1, CC_2, CC_3, ... , CC_m. Geometricamente, pode-se observar na 











Fig. 2.7: Formação dos diversos tetraedros que permitem a obtenção do 
posicionamento da repetidora e sua conseqüente navegação. 
Para cada posição da repetidora existirão valores diferentes de distâncias e, 
conseqüentemente, de posicionamento. Toda esta condição se mostra diferenciada logo de 
início na obtenção dos intervalos de tempo. Para a posição R1 teremos as medidas de 1tA, 
1tB e 1tC , que resultarão em AR1, BR1 e CR1. 
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Com os valores de distância entre as bases de referência A, B e C e a repetidora R, é 
possível realizar os cálculos das posições das repetidoras através da interseção de esferas e 






z ) que resulta nas coordenadas da repetidora 
dada em longitude, latitude e altitude. 
Esta mesma abordagem se aplica para as posições R2 , R3 e assim, sucessivamente, para 
toda a região espacial de ação do sistema. 
2.3 – Determinação da posição de alvo 
Em sua concepção, o sistema permite a localização de alvos. Para realização desta tarefa, 
são necessárias quatro posições diferentes da repetidora para permitir a localização de um 
alvo. 
Por repetição do processo apresentado anteriormente, pode-se obter os valores de tempo e, 
conseqüentemente, a distância de um ou vários alvos com relação à repetidora, como 
proposto pela equação (2.12). 




t  (2.12) 
A distância do alvo à repetidora não garante a informação de posicionamento deste alvo, 
embora a posição da repetidora seja conhecida. Esta distância do alvo com relação à 
repetidora oferece apenas a possível região no espaço, onde o mesmo pode se encontrar. 
Esta região do espaço é uma esfera com raio PR1. 
Fazendo uma segunda análise na segunda posição espacial do repetidor, encontra-se uma 
nova distância entre a repetidora e o alvo. Esta distância PR2 descreve outra espera com 
raio PR2. A interseção entre a esfera no momento 1 com a esfera do momento 2 resulta em 
um circulo. Estas duas medidas já restringem a possível localização do alvo a um circulo. 
Realizando uma terceira análise para a posição R3 obtém-se uma nova distância entre a 
repetidora e o alvo, dada por PR3. Este valor de distância resulta em outra esfera com raio 
PR3 cuja interseção com as duas outras esferas anteriores resulta em dois pontos no espaço. 
 18
Neste caso, os dois pontos no espaço podem estar acima da superfície terrestre e, por este 
motivo, o ponto final que realmente determina a posição do alvo deve ser definido por uma 
nova e quarta interação, onde a esfera com origem no alvo e de raio PR4 terá interseção 
com apenas um dos dois pontos obtidos na terceira interação. 











Fig. 2.8: Bases A, B e C, repetidora R e alvo P nos instantes 1, 2, 3 e 4 para determinação 
da posição do alvo. 
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) em função dos pontos A, B e C, 






) em função dos pontos R1, R2 e R3, como 
apresentado na figura 2.9. 
Seguindo a mesma metodologia já abordada anteriormente, tem-se neste caso um sistema 
ortogonal, onde R2 é contido na linha reta determinada por R1 e u

, e R3 é contido pelo 
plano determinado pelo R1, R2 e v







da posição do alvo, 
descritas por P, formam a solução do sistema, como apresentado pelas equações (2.13), 






















Fig. 2.9: Quatro posições do repetidor R1, R2, R3 e R4 e 





222 PRwvu PPP   (2.13) 
  
  2222221 PRwvRRu pPP   (2.14) 
  
    23222 33 PRwvvuu PRPRP   (2.15) 
onde uRRuR ,313  e vRRvR ,313  . 
































1 PP vw    (2.18) 
onde 221
2
1 PuPR   e  22322 3 pR uuPR  . 
Nesta condição, não se pode desprezar o valor negativo para coordenada wp. Por esta razão 
que a quarta posição que gera a quarta esfera se faz necessária, pois será nesta interação que 
se decidirá por um dos dois pontos de localização do alvo. As duas soluções são descritas 






) pelas equações (2.19) e (2.20). 
1
22
1 Rwvvvuu PPP 




1 Rwvvvuu PPP 
   (2.20) 
A decisão de qual é a posição do alvo é obtida através do cálculo de distância de cada ponto 
(P e P’ ) para R4 e P = ( Px , Py , Pz ) deverá ser o valor que tem PR4 como distância 
semelhante. Neste caso, deve ficar bem claro que a distância PR4 é obtida através das 
medidas de tempo do enlace de rádio e, portanto, assume valor soberano. 
 21
Finalmente, encontram-se a longitude, latitude e altitude de P computacionalmente por: 
 PPP zyxM ,,1  (2.21) 
2.4 – Sincronização de Clock Remoto 
Outra importante aplicação do sistema, que pode ser implementada pelo seu algoritmo 
matemático, é a sincronização de relógios em posições remotas conhecidas. 
Inicialmente obtém-se um conjunto de medidas, como já descrito nas seções anteriores, 
resultando em tA, tB, tC  e tP . É importante notar que tP contém precisamente o erro 
que deveremos determinar para sincronizar o clock em P. 
O algoritmo descreve nas seções anteriores que é possível determinar a posição do 
repetidor a um dado instante. Se esta posição for representada por R e a posição do alvo for 
conhecida, é possível calcular o valor teórico de tP , que será representado por 'P , como 
na equação (2.22). 
Pr





Portanto, o clock em P pode ser sincronizado pela adição do fator: 
)( ' PP t  (2.23) 
2.5 – Simulações e Testes 
Como descrito ao longo deste capítulo, a determinação de posicionamento neste sistema 
depende da precisão das medidas de tempo realizadas pelo sistema eletrônico instalado em 
cada uma dos elementos que fazem parte da estrutura. 
Na descrição esquemática apresentada pela figura 2.4, é possível verificar que existirão 
retardos em equipamentos e acessórios. Na estrutura eletrônica, destacam-se o equipamento 
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de transmissão da base de referência A, o equipamento de retransmissão da estação 
repetidora e o equipamento de recepção das demais bases (B e C). Na parte de acessórios, 
podem-se evidenciar os segmentos de linha de transmissão, conectores e antenas. 
Todos estes equipamentos e acessórios citados podem ter seus retardos medidos através de 
procedimentos laboratoriais empregando analisadores vetoriais, osciloscópios digitais e a 
própria ferramenta de contagem de tempo (relógio com precisão de 1ns) desenvolvida para 
uso nas bases de referência.  
No entanto, para levar em consideração possíveis variações de medidas provocadas 
principalmente por variação de temperatura, foram feitas simulações e testes para verificar 
as discrepâncias no resultado de posicionamento da repetidora. 
Detalhes destas simulações e testes podem ser analisados no apêndice 1 que leva em 
consideração dados reais para instalação das bases de referência. Além da implementação 
do algoritmo em software, para verificação da proposta, este apêndice também apresenta 
resultados que serão levados em consideração nos próximos capítulos. 
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Capítulo 3 
Métodos de Medida de Intervalo de Tempo 
3.1 - Introdução 
A medida de intervalo de tempo é empregada para as mais variadas aplicações que 
envolvem experimentos físicos na pesquisa científica (experimentos em física nuclear e 
astronomia), na indústria eletrônica (testes dinâmicos de circuitos), nas telecomunicações 
(na sincronização de redes para aumento de desempenho na transferência de dados), nas 
aplicações geodésicas e em equipamentos militares [Kalisz, 2003]. É cada vez mais 
presente a necessidade de se medir curtos intervalos de tempo com boa resolução e 
precisão. Neste trabalho, estas medidas são essenciais para duas tarefas básicas. 
Como foi apresentado no capítulo 2, é possível determinar a distância entre os extremos de 
um enlace de rádio, através do tempo gasto para propagação de um sinal entre os dois 
pontos. Esta tarefa é viabilizada quando é feita a contagem de tempo com alta precisão e 
com elevada resolução, pois a precisão garante a repetitividade das medidas, enquanto a 
resolução repercute no menor erro da medida de distância. 
Para que a medida de distância seja feita de maneira adequada, é necessário que os pontos 
envolvidos estejam devidamente sincronizados. Nesta condição, também se aplica a medida 
de intervalo de tempo, pois uma das formas de se manter uma base sincronizada à outra é 
através da determinação da diferença de contagem entre uma e outra. 
A partir destas duas condições necessárias e baseadas em contagem ou medida de 
intervalos de tempo é que se torna possível o cálculo das distâncias envolvidas no sistema 
GEOLOCAL. 
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Por este motivo, a técnica escolhida e a forma de implementação do medidor de intervalo 
de tempo levaram em consideração aspectos e parâmetros de desempenho e complexidade 
para atender com a melhor relação custo-benefício as condições exigidas pelo sistema. 
Os parâmetros básicos e mais importantes dos medidores de intervalo de tempo são: 
Faixa de Medida; 
Precisão (Padrão de incerteza de medição); 
Resolução (Passo de quantização); 
Tempo de guarda entre o final e o início de dois diferentes campos de contagem; 
Velocidade de leitura do dado de saída 
3.2 – Técnicas para contagem de intervalo de tempo 
Existem várias técnicas para contagem do intervalo de tempo que oferecem diferentes 
possibilidades no que diz respeito aos parâmetros de precisão e resolução. As técnicas 
podem se dividir em duas categorias, inicialmente.  
Os métodos de medição, considerados “grossos” são empregados para medida de longos 
intervalos de tempo, oferecendo precisão, mas com baixa resolução. Na maioria destes 
casos empregam-se técnicas baseadas em contagem direta, como será abordado nos 
próximos itens. 
Os métodos “finos” são normalmente utilizados para contagem de pequenos intervalos de 
tempo, que variam entre 10ns e 200ns [Kalisz, 2003], com elevada precisão e resolução. 
Em algumas destas condições especiais, que exigem a contagem de tempo com alta 
resolução, portanto, de forma mais exigente e elaborada, são empregadas soluções híbridas 
com recursos analógicos e digitais. 
Neste trabalho, é necessário realizar medidas de longos intervalos de tempo, com alta 
precisão e resolução. Em outras palavras, é necessário operar com circuitos e sistemas que 
aliem as características de diferentes filosofias de contagem. Os métodos refinados que se 
destacam para medida de tempo em diferentes áreas da ciência são listados abaixo: 
Método com extração do intervalo de tempo de forma analógica seguido de 
contagem digital; 
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Método de dupla conversão: conversão analógica de tempo em amplitude seguido 
de conversão analógica/digital; 
Método Vernier digital com dois osciladores de partida; 
Contagem de intervalo de tempo com uso de linhas de retardo e interpolação. 
As técnicas analógicas empregadas para extração do intervalo de tempo e para conversão 
de tempo em amplitude utilizam redes capacitivas em seus circuitos. Estas configurações 
circuitais são de difícil implementação com tecnologias usuais em microeletrônica [Sedra, 
2004]. Além disso, estas técnicas são muito sensíveis a temperaturas ambientes, mais 
susceptíveis a distúrbios externos e, além disso, oferecem longo tempo de conversão. Em 
função destas características que dificultam a implementação com baixo custo, é mais 
conveniente trabalhar com técnicas totalmente digitais. 
3.2.1 – Medida por contagem direta 
O método que emprega a medida de intervalo de tempo por contagem direta pode ser 




















Dados de Saída Q
Contador Binário  
Fig. 3.1: Diagrama em blocos para contagem direta. 
 Uma das vantagens desta configuração é a simplicidade de implementação, pois a faixa 
dinâmica de contagem do instrumento depende unicamente da capacidade de bits 
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(capacidade de contagem) do contador, que pode ser aumentada através do acúmulo de 
células [Porat, 1973]. 
A contagem realizada pelo diagrama em blocos é totalmente controlada pelos pulsos de 
start e stop provindos do evento monitorado e que estão ilustrados através dos gráficos (a) e 
(b) da figura 3.2. 
O pulso de start é aplicado no gerador de marcação de tempo e no reset do contador, sendo 
assim os dados de saída do contador são inicializados de maneira simultânea a marcação do 
















Fig. 3.2: Formas de onda da estrutura empregada na contagem direta: (a) Pulso start; (b) 
Pulso stop; (c) Sinal de marcação de tempo; (d) Sinal de clock. 
A contagem será no intervalo de tempo entre os pulsos de start e stop utilizados para 
habilitação do intervalo de contagem ICT  O clock que alimenta a máquina de contagem 
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T  . Sendo assim, como a contagem é realizada de 
forma direta a partir do sinal de clock durante o intervalo ICT , pode-se concluir que a 
resolução de contagem (ou LSB - Least Significant Bit ) é 0T  e que o resultado do processo 
é dado pela equação (3.1). 
0
' TnTIC   (3.1) 
Onde 'ICT  é a contagem do intervalo de tempo apresentada pelos dados de saída da máquina 
de contagem e n é o número decimal equivalente ao número inteiro binário lido na saída 
do contador. 
Existe uma diferença entre ICT  e  
'
ICT  para este método de contagem, pois o intervalo de 
medida  ICT  não é sincronizado com o sinal de clock que alimenta o contador. Pode-se fazer 
com que o pulso de start seja sincronizado com o clock do sistema, principalmente quando 
se realiza a medida de um dado experimento que ocorre, obrigatoriamente, através da 
intervenção de um agente no processo. No entanto, o pulso final de stop depende do evento 
ou experimento que está sendo monitorado. Em outras palavras há uma distribuição de 
probabilidade uniforme de intervalo de tempo entre a transição ativa do pulso de clock e a 
origem (e o fim) do intervalo de tempo de medida ICT 
Neste caso, a abordagem está sendo feita de maneira generalizada. Sendo assim, o máximo 
erro quantizado de uma simples medida pode alcançar aproximadamente 0T , dependendo 
do real valor do intervalo de tempo ICT  e sua localização com relação ao clock [Kalisz, 
2003]. 
Com ajuda da figura 3.3, é possível imaginar diferentes condições de medida para um 
mesmo intervalo de tempo e com isso estender a análise para uma série de intervalos ICT  de 
valor constante, mas assíncronos. 
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A ilustração gráfica da figura 3.3, permite comparar os dois tipos de resultados, como 
proposto pelas equações (3.3) e (3.4), que descrevem genérica e matematicamente esta 
proposição. 
21 ICICIC TTT   (3.2) 
1
'





2 ICICIC TTTT   (3.4) 




T'IC 1 < TIC1
(a)
(b)T0
T'IC 2 = 8,0 T0
T'IC 2 > TIC2
TIC1 = TIC2
1 = - 0,8 T0
2 = + 0,2 T0
 
Fig. 3.3: Intervalos 1 e 2 de mesma duração e assíncronos para contagem de tempo. 
A probabilidade de ocorrência de cada uma destas possíveis leituras é dada pela parte 






















FrcC ICICIC  (3.5) 
  CTp IC  1' 1  (3.6) 
  CTq IC ' 2  (3.7) 






ICICIC TqTpT   (3.8) 
Conseqüentemente, o erro de quantização pode ser expresso para as duas condições: 
01
'
11  ICIC TT  (3.9) 
02
'
22  ICIC TT  (3.10) 
O erro aleatório devido à quantização pode ser expresso pelo desvio padrão relacionado à 
distribuição de probabilidade binomial [Papoulis, 2002]. 
 ccTqpT  100  (3.11) 
O desvio padrão médio pode ser calculado pela integração de (3.11), considerando 
10  c  o que resulta em: 
039,0 Tmédio   (3.12) 
A precisão da medida de contagem de tempo pode ser aumentada se for tomada uma série 
de medidas de mesmo intervalo ICT . Com estes valores, é possível realizar o cálculo da 
média dos resultados. Nesta nova condição proposta, o desvio padrão médio para AN  





T039,0  (3.13) 
Quanto maior o número de amostras menor será a discrepância apresentada pela medida. 
No entanto, a desvantagem deste processo é o aumento do tempo necessário para obtenção 
do resultado. Este tipo de solução pode ou não ser adotada em função das necessidades 
impostas pelo sistema que emprega este tipo de máquina de contagem [Kalisz, 2003]. 
Concluindo, a análise desta técnica tem-se como aspectos positivos a possibilidade de 
trabalhar com extensas faixas dinâmicas de medida e com qualidade de contagem que 
depende exclusivamente das características de precisão e estabilidade do gerador de clock. 
O aspecto negativo é a resolução de contagem, que, para valores elevados, exige uso de 
processamento em alta freqüência e com componentes mais elaborados e caros. Quanto ao 
tempo de guarda entre os campos de contagem e a velocidade de leitura dos dados de saída, 
esta técnica pode apresentar desempenho superior ao exigido para aplicações em eletrônica, 
telecomunicações e geodésica. 
3.2.2 – Medida por contagem direta e fases opostas 
Empregando a filosofia de contagem direta, é possível aumentar a resolução do sistema sem 
aumentar a freqüência do clock de operação da máquina digital. Esta proposta pode ser 
implementada se forem utilizados dois contadores em seqüência direta, mas com sinais de 
clock sincronizados e com fases opostas. 
A figura 3.4 apresenta um exemplo onde com contagem direta, as medidas ficariam entre 
00,7 T  e 00,8 T , enquanto que com a utilização de dois contadores alimentados com fases 
opostas o resultado obtido pela média é de 05,7 T , que em termos comparativos apresenta 
um erro muito menor que na técnica anterior. Nesta condição, a magnitude do erro é de 
apenas 01,0 T . 
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TIC= 7,4 T0
T0T'IC = 7,0 T0




Fig. 3.4: Contagem direta com dois contadores alimentados com fases opostas. 
O resultado da contagem é obtido pela média aritmética dos dois contadores. Este 
procedimento faz com que a resolução passe a ser igual a 
2
0T  e o máximo erro quantizado 
de uma simples medida alcance valores de aproximadamente 
2
0T . 
Em outras palavras pode-se dizer que a operação de contagem direta com dois contadores 
alimentados com fases opostas tem as mesmas precisões e resoluções que um sistema de 
contagem direta operando com freqüência de clock duas vezes maior. 
Além disso, está técnica abre caminho para configurações mais complexas que praticam 
defasamentos entre os sinais de clock para aumento de resolução com freqüências de 
operação cada vez menores, possibilitando o uso de circuitos com baixos custos de 
implementação. 
3.2.3 – Medida pelo método vernier digital 
O método vernier é baseado na contagem e comparação de pulsos de duas fontes de sinais 
diferentes, que operam com freqüências diferentes. O conceito foi originalmente proposto 
por Baron (1957). O diagrama em blocos da figura 3.5 apresenta dois osciladores OL1 e 
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OL2 que são disparados pelos pulsos de start e stop. Quando ocorre a transição do pulso de 
start, o oscilador OL1 é disparado apresentando uma seqüência de pulsos com período e 





T  s pulsos do oscilador OL1 são, então, contados pelo 
contador 1, que apresenta em sua saída o resultado n1. O pulso de stop é responsável por 





T  Os pulsos gerados pelo oscilador OL2 são 
então contados pelo contador 2 que apresenta em sua saída o resultado n2. 
Os sinais dos osciladores OL1 e OL2 são aplicados também em um circuito que detecta a 
coincidência (DC – detector de coincidência) das transições destes dois sinais. Ao detectar 
a coincidência, o DC aplica sinal no reset dos flip-flop’s que habilitam ambos os 
osciladores, fazendo com que os mesmos finalizem a emissão de pulsos. 
Neste instante tem-se os contadores 1 e 2 com registro do número de pulsos contados de 
cada um dos osciladores (n1 e n2), permitindo com isso obter o intervalo de tempo entre os 











































Fig. 3.6: Princípio do método de contagem digital vernier no domínio do tempo. 
Através do gráfico, pode-se constatar que os períodos são contados através das transições 
de subida, o número de transições sempre é o número de períodos acrescido da última 
transição, onde ocorre a coincidência entre os osciladores. Sendo assim, calcula-se o 
intervalo de tempo para os pulsos de start e stop pela equação (3.14). 
    2211 11 TnTn   (3.14) 
O número de períodos contados para os osciladores OL1 e OL2 depende do instante em que 
ocorre o pulso de stop, mas também é influenciado pela diferença de tempo entre T1 e T2 , 
que descreve a resolução incremental (r) do sistema de contagem. 
 21 TTr   (3.15) 
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Operando as equações (3.14) e (3.15), tem-se como resultado: 
    rnTnn  12121  (3.16) 
Este método de contagem, quando destinado a experimentos com pequenos intervalos de 
tempo, ou seja, com 1T apresenta 21 nn   e o valor de   pode ser calculado pela 
equação (3.17). 
  rn  12  (3.17) 
Através da equação (3.17), conclui-se que nesta condição a máquina de contagem pode ser 
implementada utilizando-se apenas o contador 2, muito embora, esta característica não seja 
adequada às necessidades apresentadas neste trabalho, o método pode resultar em circuitos 
menores, úteis para outras aplicações. 
Este método pode ser empregado futuramente caso exista ao longo do tempo um 
desenvolvimento eletrônico que permita sanar os problemas ligados aos aspectos de 
construção, que são levados em consideração nos próximos parágrafos. 
Para alcançar alta precisão, a máquina empregada na implementação do método vernier 
deve utilizar osciladores com disparo que ofereçam alta precisão e elevada estabilidade, 
principalmente quando utilizada para medida de longos intervalos de tempo. Esta condição 
é de difícil implementação prática, exigindo técnicas complexas de projeto para os 
osciladores [Kalisz, 2003]. 
Outro grande desafio na construção dos osciladores é a eliminação das instabilidades 
ocorridas na partida e na parada. Estas instabilidades podem gerar falsas contagens e 
conseqüentes erros na determinação dos intervalos [Porat, 1973]. 
Por último, a construção do detector de coincidência também é complexa, pois esta medida 
pode ser afetada por ruído de fase e jitter de fase, presentes em todo e qualquer sistema. 
Estes dois parâmetros podem ser muito amenizados se forem utilizados fontes de referência 
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com alto desempenho e circuitos sintetizados empregando PLL-DDS (Phase Locked Loop 
– Direct Digital Synthesized). 
3.2.4 – Contagem de intervalo de tempo com uso de linhas de retardo e 
interpolação 
O método de vernier apresenta como vantagem a possibilidade de realizar a medida de 
intervalo de tempo com alta resolução, característica que só é alcançada pelas técnicas de 
contagem direta com elevadas freqüências de operação. Com a técnica vernier as 
freqüências de operação f1 e f2 podem ser baixas, desde que a diferença entre as 
freqüências, 12 fff   seja devidamente escolhida para atender à resolução desejada. 
No entanto, vários foram os aspectos de complexidade para implementação da máquina de 
contagem, como discutido anteriormente, tornando-o pouco efetivo para esta aplicação. 
Por este motivo, outras técnicas foram desenvolvidas para aliar boa resolução, baixas 
freqüências de operação e simplicidade de implementação.  
A técnica de contagem direta com osciladores de fases opostas mostrou que o defasamento 
entre as formas de onda pode resultar em resolução duas vezes maior, sem que ocorra o 
aumento de freqüência. Ampliando esta idéia, é possível aumentar a resolução de contagem 
através de defasamentos progressivos. 
Nesta proposta, a resolução de contagem (D - retardo das linhas), a freqüência de operação 
do sistema (1/T) e o número (n) de células de linhas de retardo se relacionam através da 
equação: 
nDT 2  (3.18) 
Quando este sistema opera com baixa freqüência de clock, o período da forma de onda que 
alimenta a estrutura de contagem aumenta. Se for necessário operar com alta resolução 
nesta condição, deve-se aumentar o número de linhas de retardo, uma vez que o retardo 
oferecido por cada linha é que determina a resolução do sistema. 
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No entanto, nesta proposta, o número de células de retardo pode aumentar indefinidamente, 
desde que siga sempre a proporção n2  para n . 
Para ilustrar a forma como o sistema opera, serão empregados valores numéricos. Supondo 
que o sistema de contagem deva trabalhar com resolução de 1ns, o oscilador deve oferecer 
sinal com freqüência de 125MHz e cada linha de retardo deve apresentar um atraso de 1ns. 
Esta condição é traduzida circuitalmente através da figura 3.7. 










Fig. 3.7: Diagrama em blocos da máquina empregada para contagem de intervalo de tempo 
com uso de linhas de retardo e interpolação. 
Sendo assim a dinâmica de operação pode ser visualizada através da figura 3.8, que 
















































































































































































O diagrama em blocos é formado por um oscilador de referência, a partir do qual serão 
contados os pulsos. O sinal do oscilador passa por oito linhas de retardo. A saída de cada 
linha de retardo é disponibilizada para um circuito de interpolação, que é controlado pelo 
sinal de stop. O circuito de interpolação e o conjunto das linhas de retardo (L1, ..., L8) são 
responsáveis por se obter o aumento da resolução. 
O diagrama em blocos da figura 3.7 indica que o contador (n) é alimentado pelo sinal do 
oscilador de referência defasado por todas as linhas de retardo. Sendo assim o sinal chega 
até o contador com defasagem de 8 ns. Este contador receberá em sua entrada o sinal com 
período de 8ns, portanto sua contagem ocorrerá de 8ns em 8ns. Por este motivo, seu bit 
menos significativo indica contagem de 23. A contagem com resolução de 1ns é realizada 
pelo circuito de interpolação formado pelos buffers e pelo bloco combinacional, pois, como 
demonstrado nas formas de onda da figura 3.8, o conjunto das entradas do circuito 
combinacional provindas das linhas de retardo dão origem a símbolos com 7 bits, que 
podem ser convertidos e apresentados na saída do codificador como símbolos binários com 
contagem de 0ns a 7ns. A tabela 3.1 apresenta a forma de conversão para cada condição de 
retardo. 
Tab. 3.1: Tabela do bloco codificador combinacional. 
 





L1 L2 L3 L4 L5 L6 L7 2
2 21 20 
0 1 0 0 0 0 1 1 0 0 0 
1 1 1 0 0 0 0 1 0 0 1 
2 1 1 1 0 0 0 0 0 1 0 
3 1 1 1 1 0 0 0 0 1 1 
4 0 1 1 1 1 0 0 1 0 0 
5 0 0 1 1 1 1 0 1 0 1 
6 0 0 0 1 1 1 1 1 1 0 
7 0 0 0 0 1 1 1 1 1 1 
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Desta forma, analisando o diagrama em blocos da figura 3.7 e as formas de onda da figura 
3.8, conclui-se que entre os pulsos de start e stop o contador (n) registrou dois ciclos ou 
duas transições de subida, que representam um intervalo de 16ns. Analisando o instante do 
pulso stop, verifica-se que na entrada do codificador tem-se o símbolo S5 (0011110), que 
representa um intervalo de 5ns. Sendo assim, a contagem do intervalo total resultará em um 
valor igual a 21ns. 
É importante ressaltar que as linhas de retardo apresentadas no diagrama de contagem, 
podem ser construídas eletronicamente com uso de componentes FPGA. 
A desvantagem deste método são os erros de linearidade causados pelo circuito de 
interpolação [Porat, 1973 e Kalisz, 2003]. Estes erros podem ser corrigidos com 
codificação direta empregando rede neural que exige uma seqüência de treinamento no 
início do processo de medida. 
Em sistemas com intervalos de medida muito longos, o procedimento de treinamento se 
torna mais complexo, aumentado com isso o tamanho e a complexidade da rede neural 
[Pelka, 1997]. 
3.2.5 – Linhas de retardo e contadores independentes 
De todas as técnicas discutidas até o momento, a mais adequada para as necessidades do 
sistema proposto, levando-se em consideração a resolução e a proposta de implementação, 
é a que emprega o método de contagem de intervalo de tempo com uso de linhas de retardo 
e interpolação. No entanto, esta oferece como limitação a necessidade de correção dos erros 
causados pela não linearidade no processo de interpolação. 
O capítulo 4 apresenta a implementação do relógio em FPGA onde são discutidas as 
características de uma nova forma de implementação do método de contagem de intervalo 
de tempo com uso de linhas de retardo. Nesta proposta original, não são empregados os 
circuitos de interpolação e o número de elementos de retardo não está limitado a números 
dados por n2 , pois a contagem com a resolução desejada é baseada no uso de múltiplos 
contadores, cujos resultados independentes são processados matematicamente. 
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Capítulo 4 
Relógio para contagem de intervalos de tempo com 
precisão de nano segundo 
4.1 - Introdução 
Como apresentado anteriormente, o sistema GEOLOCAL é baseado integralmente na 
medida do tempo de propagação entre os elementos que compõe o sistema. 
O primeiro aspecto de grande importância é implementar relógios com capacidade de medir 
o tempo com precisão de nano segundos, pois é desta forma que são determinadas as 
distâncias e posições com precisão. 
A distância entre duas estações pode ser determinada através das medidas de tempo. O 
tempo medido para trânsito do sinal entre uma estação e outra leva em consideração o 
tempo de propagação da onda no espaço e os retardos nos componentes e acessórios do 
sistema. 
A medida de distância deverá se basear apenas nos tempos de propagação e os retardos 
deverão ser devidamente medidos e eliminados do tempo de trânsito. Esta análise, com 
medidas e descrições, será realizada no próximo capítulo, com uma abordagem completa de 
funcionamento dos equipamentos empregados nos enlaces de rádio. 
Baseando-se na velocidade de propagação dos sinais e na medida de tempo das estações, 
determinam-se as distâncias. Sendo assim, cada 1ns na medida de tempo corresponde a 
uma distância percorrida de 0,3m. 
A partir desta rápida análise, conclui-se que quanto maior for o fracionamento na contagem 
do tempo de propagação entre as bases maior será a precisão na medida de distância entre 
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os elementos. Partindo deste princípio o sistema foi projetado para atender às necessidades 
de contagem de tempo com alta precisão acompanhada de elevada resolução. 
Outro aspecto de grande importância é o sincronismo que deve ser mantido entre as bases 
de referência e os alvos para garantir a medida de tempo de propagação entre todos estes 
elementos do sistema. É com o sincronismo entre bases devidamente realizado que se 
viabiliza corretamente a medição das distâncias e com isso o posicionamento tanto da 
repetidora como dos alvos. 
A sincronização de tempo é ressaltada nesta etapa, pois manter o sincronismo ou 
proporcionar o sincronismo entre bases é uma tarefa que depende de forma direta da 
contagem precisa de tempo. 
A medida de tempo que resulta na medida de distância é obtida através de um conjunto de 
equipamentos da qual fazem parte: 
Relógio de precisão; 
Gerador de sinal codificado com marcação e sinalização para contagem de tempo; 
Transmissor de rádio; 
Retransmissor de rádio; 
Receptor de rádio; 
Decodificador dos sinais com marcação e sinalização de tempo. 
Todos estes equipamentos serão distribuídos entre as bases que são a sustentação de todo o 
sistema. 
A base de referência funcionará como elemento de disseminação de sincronismo e também 
terá a responsabilidade de disseminar os comandos para contagem de tempo nas bases 
remotas e alvos. Nela são instalados um relógio de precisão, o gerador de sinais codificados 
com marcação e sinalização para contagem de tempo e o transmissor de rádio, como 
apresentado na figura 4.1. 
O relógio de referência utilizado como base do sistema de contagem de tempo deve 
empregar uma fonte de sinais com elevada estabilidade para atender às exigências do 
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sistema. Existem diferentes opções tecnológicas para adoção de relógios de precisão, 
usualmente com padrões atômicos, secundários (Rubídio) ou primários (Césio, 
Hidrogênio). O projeto em questão propõe uma solução inovadora fazendo uso de 
componentes simples, de fácil acesso e baixo custo. 
A opção escolhida para este projeto consistiu de uma fonte geradora de quartzo na 
concepção OCXO (Oven Controlled Crystal Oscillator). Atualmente o mercado de 
componentes eletrônicos oferece soluções de OCXO e TCXO (Temperature Compensated 
Crystal Oscillator)  com estabilidade fracional variando entre 10-9 a 10-11 [FOX, 2008 e 









Fig. 4.1: Estrutura funcional da base de referência com os elementos 
de sincronização e comando de contagem do tempo. 
O gerador de sinal codificado recebe o sinal de referência do OCXO e gera a partir do 
mesmo um trem de pulsos responsável pela disseminação de sincronismo e pelo disparo da 
contagem de tempo, que permitirá o cálculo das distâncias envolvidas. O sinal oferecido 
pelo gerador é aplicado a um rádio transmissor que disseminará a informação em direção ao 
repetidor de sinais. 
O repetidor de sinais é empregado para dar abrangência de cobertura ao sistema. Sua 
instalação, quando realizada de forma adequada, permite que uma grande área seja atendida 
com visibilidade direta para os enlaces. 
O repetidor pode ser um elemento ativo ou passivo que retransmite o sinal proveniente da 
base de referência para as demais bases remotas. Além disso, o sinal retransmitido pode 
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sofrer ou não processamento eletrônico, dependendo do tipo de tecnologia de comunicação 




Fig. 4.2: Diagrama em blocos básico da estrutura de repetição. 
O diagrama em blocos da figura 4.2 propõe a retransmissão do sinal com retorno ao sinal 
de banda básica, realizando o processo de demodulação e modulação. Outra forma que 
pode ser empregada para retransmissão do sinal é operar apenas com translação de nível e 
freqüência, na intenção de reduzir os impactos causados pelo jitter na incerteza de medida 
de todo o sistema. Técnicas mais sofisticadas de modulação, codificação e equalização 
adaptativa para cancelamento de eco podem ser estudadas e empregadas ao sistema para 
possibilitar a retransmissão do sinal em mesma freqüência, embora não seja de relevância 
técnica para o sistema a reutilização de freqüência para os enlaces de TX e RX  
O sinal retransmitido é recebido por todas as estações remotas e sua estrutura pode ser 








Fig. 4.3: Estrutura de recepção das bases remotas do sistema GEOLOCAL. 
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Na intenção de tornar a sinalização simples e direta, o sinal gerado na base de referência se 
destina a duas funções primordiais do sistema, englobando na seqüência do trem de pulsos 
informações referentes à sincronização e também ao disparo da contagem de tempo. A 
distinção de todas estas informações é realizada nas bases remotas através da seqüencia de 
formação e do tempo de duração de cada sinalização ou informação. 
A solução para atender estas duas tarefas se encontra na cifragem do sinal transmitido. 
Através de um processo de codificação, podem-se combinar duas ou mais informações com 
funcionalidades diferentes para o sistema. Os estágios de recepção de cada base é que terão 
a responsabilidade de decodificar o sinal recebido e, com isso, extrair as informações 
pertinentes a cada função. 
No próximo capítulo serão apresentadas as técnicas empregadas para codificação do sinal 
que garantem o reconhecimento dos sinais na tarefa de medição de distância. 
A contagem do tempo de propagação entre a base de referência e uma dada base remota é 
feita através dos pulsos de contagem. O pulso de contagem é emitido pela base de 
referência no instante zero, que é o mesmo em todas as bases envolvidas no sistema 
(condição de sincronização). 
Conseqüentemente, ao receber um pulso de contagem as bases remotas de recepção 
registram a contagem de seus relógios e disponibilizam ao sistema o tempo de propagação 
existente entre a base de referência e a base remota com o sinal trafegando pelo repetidor. 
Com os tempos registrados, é possível determinar a posição da repetidora em condição fixa 
ou móvel. O posicionamento de alvos, como observado no capítulo 2, é, obrigatoriamente, 
dependente do uso de uma repetidora móvel. Nesta condição, com quatro medidas 
sucessivas, o sistema pode oferecer a posição do alvo. 
A base de referência também deve ter seu percurso até o repetidor devidamente 
determinado. Sendo assim, a estação de referência trabalha também com uma estrutura de 
recepção. Tecnicamente na base de referência deve-se ter uma combinação dos diagramas 
de transmissão e recepção apresentados nas figuras 4.1 e 4.3, mas com uso de apenas um 
oscilador de referência, como proposto pela figura 4.4. Neste caso específico a estação de 
referência possui o sincronismo para o processo de recepção internamente, não utilizando o 












Fig. 4.4: Diagrama básico da base de referência que combina TX e RX, disseminação de 
sincronismo e contagem do tempo de propagação. 
Esta rápida introdução denota a importância do relógio em todo o processo, pois o sistema 
opera em torno da contagem de tempo e de sua sincronização. 
4.2 - Relógio de contagem do tempo de propagação 
Procurou-se nortear o desenvolvimento do relógio para o sistema GEOLOCAL usando 
opções técnicas que assegurassem uma solução empregando componentes de baixo custo, 
permitindo fácil implementação e garantindo repetitividade em um processo fabril, sem a 
utilização de instrumentos com alto grau de sofisticação. 
Sendo assim, o estudo para implementação do relógio para contagem de tempo, com 
possibilidade de distinguir variações de tempo com unidades de nano segundos, foi 
realizada em duas etapas, com duas tecnologias diferentes. O primeiro estudo foi realizado 
empregando-se um DSP (Digital Signal Processor) e o segundo estudo, que resultou na 
configuração final, que se baseou em tecnologia FPGA (Field Programmable Gate Array). 
Como abordado no item 3.2.1, no capítulo anterior, o método de medida de intervalo de 
tempo na concepção digital, que apresenta melhor desempenho quanto ao erro, é o que se 
baseia em contagem direta. Sendo assim esta técnica foi inicialmente adotada para 
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implementação com a ferramenta DSP, da Texas Instruments modelo TMS320C6416T. Por 
limitações de processamento, esta opção de projeto apresentou dificuldades para seu 
emprego. 
Embora esta sofisticada configuração com DSP trabalhe com clock de 1 GHz, a contagem 
de intervalos de tempo só foi viabilizada com resolução de 8ns. As tarefas de aquisição e 
registro exigiram 8 ciclos de máquina. Esta condição pode ser aprimorada utilizando-se a 
configuração com medida por contagem direta e fases opostas permitindo duplicar a 
resolução do sistema, atingindo 4ns. A aliança da técnica de medida por contagem direta e 
fases opostas com o aumento da velocidade de operação do processador se apresenta como 
solução, embora ainda não seja oferecida pelo mercado com custos factíveis. 
Com a dificuldade de implementação com DSP, procurou-se analisar outras opções 
tecnológicas, como a utilização de componentes com operação em freqüências superiores a 
1GHz e, até mesmo, o uso de computadores para implementação desta tarefa. 
Para questão de uso e operação procurou-se desenvolver soluções de pequena dimensão, 
que possam avançar da pesquisa ao protótipo em direção a uma unidade portátil de fácil 
utilização. Sendo assim, o uso de um computador para implementar o relógio foi descartado 
em detrimento do tamanho e da praticidade de manipulação e portabilidade. 
Outro aspecto importante a ser considerado com uso de computadores foi detectado através 
de testes laboratoriais. Como a aquisição das medidas deve ser feita em tempo real, 
computadores de uso comercial, que possuem processamento voltado a atender aplicações 
multitarefas, podem ter em alguns intervalos de tempo o registro de medida inibido, 
causando paralisações no funcionamento do sistema, inviável para a presente aplicação. 
Por último, deve-se considerar a questão financeira, pois os equipamentos devem 
apresentar baixo custo com desempenho confiável. Tanto a utilização de ferramentas DSP, 
que operem em freqüências superiores a 1 GHz, como a de um computador para 
desempenhar esta tarefa não se enquadra neste quesito. O uso do DSP só se apresentaria 
viável ao projeto se englobasse os outros aspectos discutidos no apêndice 2. 
A partir destas premissas, iniciou-se o trabalho de pesquisa na busca de outras alternativas 
de componentes que fossem capazes de atender a solução de contagem de tempo com 
intervalos dentro do planejado inicialmente. 
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O capítulo 3 apresentou as técnicas usualmente empregadas para contagem de intervalo de 
tempo, ressaltando vantagens e desvantagens de cada uma delas. Ao longo deste capítulo 
serão apresentadas novas concepções para contagem de tempo que aliam melhoria da 
eficiência das técnicas usuais e adequação a condição de custo que o projeto exigirá em sua 
fase futura de operação. 
O apêndice 2 apresenta a forma como foi feita a implementação da contagem de tempo com 
esta tecnologia. Embora apresentem certas restrições às exigências de alta resolução com 
baixo custo, esta solução mostra-se viável para emprego a médio prazo, uma vez que é 
limitada apenas pela velocidade dos chips atualmente disponíveis. 
4.2.1 - Relógio com tecnologia FPGA 
Analisando o custo e o desempenho dos processadores digitais, constata-se que quanto 
maior a velocidade de processamento maior é o preço da solução. Sendo assim optou-se por 
priorizar uma solução de baixo custo que atenda às necessidades de alta resolução exigida 
pelo projeto. Trabalhando com estes princípios, optou-se por usar técnica de contagem de 
intervalo de tempo com uso de linhas de retardo. 
Observando todas as mais eficientes soluções apresentadas em experimentos científicos e 
em instrumentos de medidas, deparou-se com diversas maneiras de se implementar a 
contagem de tempo. A solução empregando linhas de retardo traz a grande vantagem de 
oferecer alta resolução com uso de baixa freqüência. No entanto, como limitação desta 
técnica, existe o erro causado pela interpolação. 
A proposta deste trabalho apresenta implementações inéditas que não são afetadas pelo erro 
de interpolação. A proposta baseia-se no uso de contadores independentes, sobre uma 
plataforma com tecnologia FPGA. Detalhes da técnica e da forma como foi implementada 
são apresentados nos próximos tópicos. 
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4.2.1.1 - Tecnologia FPGA e a programação VHDL 
Os componentes do tipo FPGA trabalham com uma nova arquitetura de lógica programável 
que nasceu no início da década de 1990 e que, na atualidade, se apresenta como uma grande 
solução de projetos eletrônicos. De uma forma geral, o núcleo de um FPGA é uma matriz 
de recursos lógicos programável em campo, contendo uma grande concentração de blocos 
lógicos. Os componentes FPGA mudaram a forma de abordar problemas de processamento 
digital, pois conciliam duas grandes vantagens: a flexibilidade do software com a 
velocidade do hardware. A figura 4.5 apresenta de forma básica a arquitetura do FPGA 
[Ciletti, 2003; Kilts, 2007]. 
 
Fig. 4.5: Arquitetura básica de um componente FPGA de alta granulidade. 
Em sua concepção original, o FPGA não possuía um processador central, e era composto de 
enorme quantidade de portas lógicas, registros e memórias RAM (Random Access 
Memory). Estes recursos podem ser utilizados para realizar operações lógicas e aritméticas, 
para armazenamento e transferência de dados entre partes distintas de um sistema e muitas 
outras funções. A programação do FPGA não determina a seqüência com que as funções 
são executadas, mas sim como deve se organizar o hardware disponível no componente 
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para montar a estrutura lógica desejada pelo usuário. Tipicamente, centenas de operações 
podem ser executadas simultaneamente dentro de um FPGA em cada ciclo de clock 
[D’Amore, 2005; Lall, 2009; Brown e Rose, 1996]. 
Esta característica foi fundamental para escolha de componentes FPGA, pois o 
processamento e a aquisição final do resultado de medida são feitos em apenas um ciclo de 
máquina. 
Sendo assim, pode-se considerar esta condição de operação como a grande diferença entre 
os componentes FPGA e DSP. O DSP operando a 1 GHz pode ser muito menos eficiente 
para realizar o processamento de dados do que um FPGA operando a 50 MHz. 
No entanto, é importante ressaltar que existem algumas aplicações em que o uso de um 
DSP é mais vantajoso, pois este permite que o usuário tenha várias funcionalidades para 
criar funções matemáticas que nem sempre são implementadas com facilidade em um 
FPGA. A figura 4.6 mostra a comparação conceitual entre as tecnologias ASIC 
(Application Specific Integrated Circuit), FPGA e DSP, levando-se em consideração os 
parâmetros desempenho e flexibilidade. Os componentes ASIC englobam todos o circuitos 












Fig. 4.6: Comparação de desempenho e flexibilidade entre 
as tecnologias ASIC, DSP e FPGA. 
 51
Na atualidade os componentes FPGA incorporaram outros recursos, além dos disponíveis 
desde sua concepção, como blocos de DSP, multiplicadores dedicados de até 18x18bits, 
grandes quantidades de memórias RAM, memórias ROM (Read Only Memory), 
microcontroladores e microprocessadores e várias outras. Dentro desta condição de avanço 
pode-se verificar uma tendência de fusão das tecnologias de FPGA e DSP.  
Os componentes ASIC´s são uma ótima alternativa de custo para produtos que atingem 
altas escalas. No entanto, o processo de desenvolvimento e prototipagem é mais longo e 
muito dispendioso. Os DSP´s apresentam funcionalidades em processamento matemático, 
que em muitos casos justificam o seu custo elevado tanto em pequenas como em grandes 
quantidades. Os componentes FPGA oferecem baixo custo de prototipagem com ciclos de 
desenvolvimento mais curtos. Além disso, podem assumir baixos custos quando 
trabalhados em altas escalas de produção. No entanto, a grande vantagem do FPGA é a sua 
transformação quase que de forma direta em um componente ASIC para atender grandes 
demandas. 
O desenvolvimento e projeto com estas estruturas podem resultar em diferentes 
configurações circuitais definidas por software empregando a linguagem VHDL (VHSIC 
Hardware Description Language) que é uma linguagem de descrição de hardware para 
circuitos integrados de velocidade muito alta como descreve a sigla inglêsa VHSIC (Very 
High Speed Integrated Circuit) [Perry, 2002]. 
Outras vantagens da tecnologia FPGA são listadas abaixo: 
Maior número de aplicações para um mesmo componente; 
Mercado de componentes crescente com custo cada vez menores; 
Redução de tamanho, peso e potência; 
Segurança contra cópias não autorizadas; 
Reprogramação no circuito; 
Re-utilização de hardware; 
Alta escala de integração. 
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4.2.1.2 – Contagem de intervalo de tempo empregando linhas de retardo 
com contadores independentes 
A implementação e os testes foram realizados com as ferramentas KIT-DSP-2S60 
[ALTERA, 2006] e KIT-NIOS II – 2S60 [ALTERA, 2007], baseada no componente 
STRATIX III FPGA [ALTERA Volume 1 e 2, 2007]. A diferença entre as ferramentas se 
encontra na quantidade de pinos do componente FPGA empregado em cada uma delas. As 
funcionalidades das ferramentas são apresentadas no apêndice 3. 
O sistema operando em baixa freqüência foi baseado em um medidor de intervalo de tempo 
empregando linhas de retardo para aumento da resolução. 
Para garantir a precisão em pequenos intervalos de tempo, foi desenvolvida uma técnica 
inovadora de contagem temporal com elevada resolução. Nesta proposta, o circuito de 
interpolação responsável pelo aumento da resolução, em conjunto com as células de 
retardo, foi substituído por uma rede de contadores para eliminação dos erros causados 
quando se interpola uma dada leitura de uma grandeza física. 
 A solução consiste em operar N células de contagem defasadas de forma proporcional e 
progressiva para viabilizar a operação com longos períodos de tempo e, por conseqüência, 
com baixos valores de freqüência, mas com capacidade de identificação de pequenos 
intervalos de tempo entre as mesmas, sendo que estes intervalos é que determinam a 
resolução desejada para operação do relógio. A figura 4.7 mostra a condição temporal e a 
defasagem entre as N formas de ondas empregadas no processo de medida.  
Empregando um contador independente na saída de cada linha de retardo, o sistema opera 
como se fosse construído com N estruturas baseadas na metodologia de contagem direta. 
Como será apresentado nos próximos parágrafos, o resultado final é obtido através do 
cálculo com os resultados parciais de cada contador. As variáveis envolvidas no processo 
serão descritas ao longo do texto, para possibilitar a análise das condições de 
funcionamento com suas possibilidades e formas de implementação. 
Na figura 4.7, TC é o período da forma de onda de entrada de cada um dos N contadores que 
fazem parte do relógio de precisão. O tempo definido por TC relaciona-se com a freqüência 
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Fig. 4.7: N formas de ondas defasadas entre si de maneira proporcional e progressiva. 
Pode-se medir a diferença de tempo entre as transições de subida das formas de onda por 
t, que também corresponde ou representa a defasagem entre as mesmas. Na seqüência será 
possível verificar que o valor de t define a precisão ou intervalo mínimo de contagem 
oferecido pelo relógio. A defasagem entre as formas de onda progride linearmente como 
apresentada no conjunto de equações (4.2). 
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tD 21 
tD  231 
 
tN ND  )1(1  
(4.2) 
onde D1-2 é a defasagem entre as formas de onda 1 e 2; D1-3 é a defasagem entre as formas 
de onda 1 e 3 e assim, sucessivamente, até a defasagem entre a primeira e a enésima forma 
de onda representada por D1-N. 
Como os contadores alteram seus registros em função da transição de subida da forma de 
onda que o alimenta, como mostra a figura 4.7, estas transições estão representadas pelas 
variáveis TRm,N, onde m significa o número da transição na contagem e N o número do 
contador em questão. 
O número de contadores (N) e a diferença de tempo (t) entre as transições de subida das 









Analisando a equação (4.3), pode-se concluir que a diferença de fase entre contadores 
dependerá da freqüência FC operada pelo FPGA, indicando conseqüentemente o número 
necessário de contadores para que se obtenha uma determinada resolução. 
Se a operação do relógio for feita com freqüência (FC), cujo período já se aproxime do 
intervalo mínimo arbitrado de contagem dado pelo valor de (t), o número de contadores 
empregados diminui. 
De forma contrária, se a freqüência (FC) for baixa e o período (TC) se distanciar do valor de 
(t), o número de contadores deverá aumentar. 
O valor de (t) poderá ser mantido como parâmetro principal do projeto que garante a 
exigência de resolução e precisão do sistema, independentemente da velocidade de 
operação da ferramenta eletrônica empregada. 
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Esta opção de projeto é interessante, pois possibilita a utilização de componentes com 
tecnologia PLD (Programmable Logic Device), os precursores dos componentes na 
tecnologia FPGA, mais simples e menos onerosos [Jenkins, 1994; Seals e Whapshott, 
1997]. 
Se o passo de contagem (ou a resolução) (t) for determinado em 5ns e a freqüência 
máxima de operação do sistema (FC) for 40MHz, a implementação pode ser realizada com 
5 conjuntos de células de retardo e contadores, ou seja, N = 5. 
A freqüência de operação não limita a resolução do sistema. Se para mesma condição de 
freqüência de 40MHz for exigida uma precisão no passo de contagem de 1ns, o sistema 
poderá ser implementado com 25 conjuntos de células de retardo e contadores, ou seja, N = 
25. 
A figura 4.8 apresenta o diagrama em blocos com todos os elementos que fazem parte do 
relógio com múltiplos contadores. O gerador OCXO oferece um sinal de 10MHz, que é 
empregado como referência para um VCO, que gera o sinal com freqüência FC, como 
apresentado na figura 4.8. A freqüência do VCO é controlada eletronicamente por uma 
estrutura PLL (Phase Lock Loop). 
Os sinais de 1 à N descritos na figura 4.7 são gerados a partir do sinal de referência através 
de células de retardo. As células de retardo podem ser geradas de várias formas. A maneira 
mais direta e econômica é a construção das mesmas de forma assíncrona (utilizando 
buffers, por exemplo). 
Nesta condição é importante avaliar as variações causadas por pequenos desvios temporais 
entre células que formam os N ramos de contagem. Estes desvios podem existir em 
montagens discretas, principalmente em função da diferença de temperatura e alimentação 
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Fig. 4.8: Diagrama em blocos do relógio com células de atraso e múltiplos contadores. 
A construção empregando a tecnologia FPGA praticamente elimina estes desvios entre 
células, pois a construção microeletrônica das células de atraso é feita de forma idêntica em 
uma mesma pastilha, garantindo a mesma condição térmica entre os elementos. Além disso, 
as grandezas de tensão e corrente são rigorosamente iguais no processo de alimentação dos 
elementos. 
Os contadores, alimentados pelos respectivos sinais provindos das N células de retardo, 
oferecerão o número de transições de subida que ocorrem ao longo do tempo. É importante 
salientar que as contagens estarão sempre defasadas de (t). Quando a seqüência 
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decodificada é recebida nas bases de referência é dado o comando de registro para medida 
do número de transições detectadas por cada contador. Sendo assim o registro da cada 
contador é processado pelo operador matemático (OM) do sistema, resultando na medida 
do intervalo de tempo com precisão de (t) nos relógios das bases de referência, 
dependendo de como esteja configurado o sistema. 
Na figura 4.9, é possível verificar uma condição de registro de todos os N contadores 
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(Registro de Tempo )
 
Fig. 4.9: Condição de contagem dos N contadores no instante 
de recepção da seqüência que dispara o registro. 
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Na visualização do comando de tempo ilustrada, é possível verificar que o registro do 
primeiro contador já leva em consideração a transição de número 4 (TR4,1). O mesmo 
acontece com o segundo contador, que também registra a transição de número 4 (TR4,2). 
No entanto, o terceiro, o quarto e o enésimo contadores ainda não registraram a transição de 
número 4. 
Com a análise gráfica, pode-se concluir que neste exemplo o tempo decorrido no relógio 
desde o início (TR1,1) até o instante de detecção do pulso de comando para contagem é dado 
pelo número de transições registradas pelo primeiro contador multiplicado pelo período do 
sinal 1 (TC). O refinamento desta contagem de tempo é dado pelos contadores seguintes. Se 
o segundo contador também registra a mesma transição do primeiro, significa que do tempo 
obtido através do período da forma de onda multiplicado pelo número de transições já se 
passou um intervalo de (t). Se o terceiro contador também registra a mesma contagem que 
o primeiro contador, pode-se concluir que do tempo extraído através do primeiro contador, 
já se passou um intervalo de (2 x t). Avançando nesta análise até o contador N, pode-se 
obter com precisão de (t) o tempo medido pelo relógio em uma base de referência. 
Genericamente, esta contagem pode ser descrita pela equação 4.4. 







1,  (4.4) 
O índice “ i ” indica o contador analisado, variando de 2 a N. O fator multiplicativo “B” 
será igual a unidade (B=1) se o registro do contador “ i ” for o mesmo do contador 1 
(tomado como referência) e será nulo (B=0) se o registro do contador “ i ” for diferente do 
contador 1. 
Este é o procedimento de contagem e implementação dos relógios e contadores de tempo 
empregados em todos os experimentos que serão apresentados e discutidos nos dois 
próximos capítulos. A escolha do número de contadores foi feita de forma aleatória, 
respeitando-se  apenas a limitação de freqüência de operação. Para ilustrar numericamente 
a técnica para contagem de tempo fazendo uso de clock com baixas freqüências e passos de 
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contagem da ordem de nano segundos, serão utilizados os parâmetros de contagem 
adotados nos experimentos práticos que os próximos capítulos abordarão. A figura 4.10 






t  = 1 ns
TC = 6 ns
TR2012,1 TR2013,1 TR2014,1 TR2015,1 TRm,1
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TR2012,6 TR2013,6 TR2014,6 TR2015,6 TRm,6
. . .
 
Fig. 4.10: Contagem de tempo para ilustração da técnica proposta. 
Neste caso, o sistema opera com um relógio composto por seis células de contagem (N=6) 
que operam com freqüência (FC) igual a 166,6666... MHz, que resulta em um período (TC) 
de 6ns. Conseqüentemente, o intervalo de contagem (t) será igual a 1ns. 
A figura 4.10 estabelece que no instante em que ocorreu o comando para contagem do 
tempo os registros de cada um dos seis contadores são os listados na tabela 4.1. 
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1 2013 NA1 
2 2013 1 
3 2013 1 
4 2013 1 
5 2012 0 
6 2012 0 
Aplicando os dados da tabela 4.1 na equação (4.4), obtém-se: 
           tttttC BBBBBTTRT  654321,2013  (4.5) 
Substituindo os valores numéricos na expressão expandida (4.5). 
       










nssT 081.12000012081,0   
(4.6) 
Desta forma, é possível realizar a contagem com incerteza de apenas 1ns. É importante 
ressaltar que nesta aplicação o aumento de resolução pode ser implementado em função do 
aumento do número N de contadores. 
                                                 
1 NA – Não se aplica o fator multiplicativo ao registro do primeiro contador, pois o mesmo é tomado como 
referência. 
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Para esta técnica, outro aspecto importante é que o sistema não depende de interpolações 
baseadas em n2 , como apresentado no item 3.2.4. Nesta proposta o número N de 
contadores pode ser igual a qualquer valor inteiro positivo. Sendo assim, esta característica 
aumenta a lista de motivos que justificam a maior flexibilidade para construção da máquina 
de contagem com esta proposta. 
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Capítulo 5 
Enlace de Rádio para determinação de distância 
5.1 – Introdução 
Este capítulo apresenta os aspectos essencias da construção e do funcionamento do enlace 
de referência para medida de distância e as soluções adotadas na escolha de parâmetros de 
equipamentos e componentes, no intuito de minimizar as degradações existentes no 
processo que dificultam a medida de tempo com a elevada resolução de nano segundo. 
Como já apresentado no capítulo 2, um sistema de localização se baseia na medida de 
tempo de trânsito entre os elementos que fazem parte de sua estrutura de comunicação. 
Com as medidas precisas de tempo, pode-se obter as distâncias envolvidas e, 
conseqüentemente, as posições dos elementos. No caso específico do Sistema Geolocal, a 
medida de tempo de trânsito entre as bases de referência é feita levando-se em consideração 
todos os tempos envolvidos no processo, que dependem principalmente do tempo de 
propagação no espaço livre e dos tempos decorrentes do tráfego do sinal em componentes e 
equipamentos elétricos e eletrônicos. 
Dentro deste contexto, existem degradações decorrentes de variação térmica, sincronismo 
entre osciladores e configurações eletrônicas adotadas para construção dos equipamentos 
empregados nos enlaces. 
Existem várias formas de solucionar os problemas abordados neste sistema, mas a principal 
contribuição que este trabalho se propõe a oferecer é descobrir os pontos de maior 
importância na sincronização e medição de posição a partir da medida de tempo.  
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5.2 – Enlace de Rádio 
O diagrama em blocos básico do enlace de rádio para medida de distância entre dois 
pontos, através da medida do tempo de propagação da onda eletromagnética, é apresentado 







































Fig. 5.1: Diagrama em blocos básico do enlace de rádio para medida de 
distância entre dois pontos. 
O roteiro de funcionamento deste diagrama é dado pelo bloco de controle. É através deste 
bloco que o sistema é operado. A primeira ação do módulo de controle é disparar os dois 
contadores que existem no sistema. O contador de 20 bits, quando disparado, opera em 
conjunto com o codificador (PWM) e gera a seqüência codificada de tempo (SCT) e o 
contador de precisão inicia uma contagem com resolução de 1ns. 
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O sinal SCT é então aplicado ao adaptador de sinais (ADP) que alimenta um rádio 
transmissor que opera com modulação FSK (Frequency Shift Keying). O sinal de RF é 
transmitido até o ponto destino. No ponto destino existe um repetidor de sinais 
(transponder) que retransmite o sinal em direção ao ponto de origem. No ponto de origem o 
sinal de RF retransmitido pelo transponder é recebido, demodulado e devidamente 
adaptado para que possa ser aplicado tanto ao decodificador (PWM) como ao módulo de 
controle. 
A recepção deste sinal pelo módulo de controle irá paralisar imediatamente a contagem do 
contador de precisão. O decodificador (PWM) interpreta o sinal SCT e indica ao módulo de 
controle a detecção do mesmo. Esta informação valida a contagem realizada e inibe que o 
sistema seja afetado por possíveis interferências. 
Desta forma o registro do contador de precisão (apresentado no capítulo 4) irá indicar o 
tempo total de ida e volta do sinal SCT entre os pontos de origem e destino. Descontando-
se os tempos de trânsito nos componentes elétricos e eletrônicos do sistema, é possível 
saber o tempo de propagação do sinal e com isso a distância. Esta concepção de medida foi 
apresentada no capítulo 2 com abordagem matemática no item 2.2. O Apêndice 3 apresenta 
a forma laboratorial empregada para medida dos atrasos oferecidos por componentes e 
acessórios. 
O resultado obtido pelo processo pode ser externado pelo módulo de controle através de 
uma UART (Universal Asynchronous Receiver Transmitter) e com isso a informação ser 
armazenada e processada por um aparato computacional qualquer. O resultado final 
também pode ser obtido por um processo de média de um dado conjunto de medidas, em 
função de condições de operação que serão discutidas posteriormente neste trabalho. Toda 
estrutura composta por contador e codificador (PWM), decodificador (PWM), contador de 
precisão, cálculo de média, módulo de controle e UART foi implementado em FPGA com a 
plataforma já discutida no capítulo 4 (item 4.2.1.2). 
5.3 – Geração e transmissão da seqüência codificada de tempo (SCT) 
Teoricamente, o intervalo de contagem pode até não existir se for imaginado um sistema de 
contagem continua. Nesta condição o sistema funcionaria de forma intuitiva, onde o ponto 
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de origem emite um sinal que representa o instante da marcação temporal (tEMT) e o ponto 
de destino, ao receber a sinalização, faz o registro do instante de tempo de chegada (tRTC). 
Sendo assim, basta fazer a subtração do tempo marcado no destino, no momento de 
detecção da sinalização, com a informação contida no próprio sinal de sinalização, uma vez 
que existe sincronização de relógio entre os dois pontos (origem e destino). Esta diferença 
apresenta o intervalo de tempo necessário para o sinal se propagar entre a origem e o 
destino sendo este o resultado esperado para determinação da distância entre dois pontos 















Fig. 5.2: Medida do intervalo do tempo de propagação entre dois pontos interligados por 
um sistema de rádio: (a) e (c) relógios sincronizados das bases de origem e destino; (b) 
sinal que representa o instante da marcação temporal (tEMT) emitida pela base de origem; (d) 
registro do instante de tempo de chegada (tRTC) no ponto de destino. 
A materialização desta forma de processamento não é factível, pois com resolução de 
contagem de nano segundo a dimensão de registro é absurdamente grande, mesmo que seja 
para intervalos de poucos segundos. 
Além disso, seria necessário criar nas bases de referência uma codificação que permitisse a 
marcação de períodos mais longos, talvez envolvendo dias, horas, minutos, segundos e 
frações de segundos. Este procedimento de contagem pode ser analisada através do estudo 
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do padrão IRIG Timecodes que trabalha com uma seqüência de pulsos para representar 
todas estas informações [IRIG, 2004]. No entanto, no sistema proposto a condição seria 
mais complexa, pois não se trabalha no campo do segundo, mas sim com resolução de 10-9 
segundos. 
Para limitar o tamanho do registrador, deve-se então instituir o conceito de ciclo de 
contagem, ou campo de contagem, pois desta maneira, tem-se, de tempos em tempos, a 
reinicialização dos contadores que resulta em um campo de atuação que se estende de zero 
a um valor máximo. A escolha da dimensão deste ciclo de contagem pode trazer maior ou 
menor complexidade na implementação do protocolo de sinalização que resulta na medida 
de distância. Para iniciar esta análise será adotada uma dimensão do campo de contagem 
menor do que os possíveis tempos de propagação dos sinais nos enlaces existentes em um 
sistema. Esta possibilidade pode ser visualizada através da figura 5.3. 
CC_1
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Fig. 5.3: Medida do tempo de propagação com uso de campos de contagem de pequena 
duração: (a) e (c) campos de contagem sincronizados na origem e no destino; (b) pulso 
transmitido pela origem; (d) pulso recebido pelo destino. 
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RTC é a diferença de tempo entre o instante de detecção do pulso de sinalização emitido 
pela base de origem e o início do campo de contagem CC_3. Observa-se que o tempo de 
propagação total entre a origem do sinal e o destino é dado por (TP) que nada mais é do que 
a soma do intervalo de duração de dois campos de contagem (CC_1 e CC_2) com o valor 
de RTC. 
Com estas duas informações percebe-se que a base de destino tem que receber além do 
pulso de sinalização uma informação extra que indique que o mesmo foi emitido no início 
do campo de contagem CC_1. A informação extra e o pulso de sinalização podem ser 
transmitidos em uma mesma seqüência de pulsos digitais devidamente codificados. 
É possível operar de forma simplificada se o tempo de um campo de contagem for maior do 
que o tempo de propagação demandado para todo e qualquer percurso de onda em que se 




















Fig. 5.4: Medida do tempo de propagação com uso de campos de contagem de longa 
duração: (a) e (c) campos de contagem sincronizados na origem e no destino; (b) pulso 
transmitido pela origem; (d) pulso recebido pelo destino. 
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Observa-seque o tempo de propagação total (TP) é igual a diferença de tempo entre o 
instante de detecção do pulso de sinalização emitido pela base de origem e o início do 
campo de contagem da base de destino (RTC). Sendo assim basta realizar a transmissão de 
pulsos de sinalização para contagem de tempo, sem que se faça necessário a transmissão da 
informação extra para indicação do campo de contagem de referência na emissão do pulso. 
Na realização experimental, optou-se por gerar um sinal SCT compatível com um campo de 
contagem com duração de 6,29 ms. Este valor foi escolhido arbitrariamente, levando-se em 
consideração apenas a condição de operação baseada em campo de contagem de longa 
duração. Com este tempo, pode-se realizar enlaces com distâncias de até 900 km, 
contemplando nesta solução o uso de transponder instalado em satélite de baixa órbita. A 
figura 5.5 apresenta a forma de onda do sinal SCT com o pulso de sinalização para 
marcação de tempo e os pulsos de preenchimento. 
. . .
a a 49,152 s
6,291456 ms
. . .
Tempo de duração de um 
campo de contagem
. . .
Pulsos de sincronização 
para marcação de tempo
Pulsos de preenchimento
. . .
a = 196,608 s  
Fig. 5.5: Forma de onda do sinal SCT. 
Todos os tempos envolvidos na geração do sinal SCT são baseados no contador de 20 bits, 
que opera em conjunto com o codificador (PWM). O tempo de 6,291456 ms é gerado pelo 
ciclo de contagem total do contador de 20 bits, pois 220 x 6 ns = 6,291456 ms, o tempo de 
196,608 s é o resultado da monitoração do bit 15, pois 215 x 6 ns = 196,608 s e por 
último, o tempo de 49,152 ms é obtido através da monitoração do bit 13, pois 213 x 6 ns = 
49,152 s. 
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Neste caso o tempo de clock de contagem do contador é de 6 ns, pois o relógio de precisão 
opera com sinal de referência de 166,666... MHz, como já discutido no capítulo 4 (item 
4.2.1.2). 
A identificação da seqüência é feita pelo decodificador (PWM) através dos intervalos de 
tempo de 196,608 s da forma de onda. Caso não se apresente esta condição de operação, o 
sistema de recepção considera a seqüência como inválida e o intervalo de tempo medido e 
inicialmente registrado é descartado. 
Teoricamente, o sistema poderia se limitar a somente transmitir os pulsos de sinalização. 
No entanto, entre estes pulsos são transmitidos pulsos de preenchimento, que além de 
possuírem a função de manter o sistema constantemente modulado, também são gerados 
para permitir a detecção dos pulsos do sinal SCT com a melhor exatidão possível. 
O sistema de rádio opera com demodulação FSK assíncrona. A opção por operar desta 
maneira foi feita com base no bom desempenho da mesma se comparado com as 
demodulações síncronas em FSK [Haykin, 2001; Sklar, 2001; Ziemer e Peterson, 2001]. 
Porém, com esta forma, a operação do sistema depende muito das constantes de tempo dos 
circuitos de filtragem, que fazem parte do detector. Nesta condição, é de grande 
importância não trabalhar com longos intervalos em “zero” ou “um”, para que não ocorram 
problemas de instabilidade por regime transitório de operação. Quanto mais se aproxima do 
regime permanente antes e depois da ocorrência dos pulsos de sinalização para marcação de 
tempo, maior a precisão obtida no processo. 
Com a utilização dos pulsos de preenchimento é possível realizar a cifragem ou numeração 
dos campos de contagem, pois quando se faz o processamento de diferentes enlaces 
simultaneamente, é necessário obter e processar resultados para os mesmos intervalos. A 
numeração dos campos de contagem pode ser feita através do aparato computacional que 
está instalado em cada base. No entanto, com esta concepção na construção do sinal SCT é 
viável inserir um código de numeração para diferenciar os campos de contagem sem 
interferir na identificação dos pulsos de sinalização para marcação de tempo, como 
proposto na figura 5.6. 
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Fig. 5.6: Construção do sinal SCT com código de numeração. 
Esta forma de implementação do feixe garante ao sistema uma detecção dos pulsos de 
sinalização para marcação de tempo em condições idênticas para todo e qualquer frame, 
independentemente do formato do código de numeração, que invariavelmente será diferente 
para cada campo de contagem (CC). O apêndice 4 apresenta os diagramas em blocos, 
fluxogramas e as linhas de códigos em VHDL da estrutura implementada.  
5.4 – Erros por Jitter na medida de tempo 
Jitter de tempo (Timing Jitter) é um efeito indesejado que ocorre em qualquer sistema 
elétrico que usa transição de tensão para representar informação de tempo. O efeito incidiu 
nos pulsos gerados e propagados na presente realização experimental. O jitter constatado 
foi analisado e minimizado conforme descrito a seguir. 
Existem várias maneiras de se realizar a medida de jitter em uma forma de onda que são 
conhecidas como período de jitter (Period Jitter), jitter de ciclo a ciclo (Cycle-Cycle Jitter) 
e erro de intervalo de tempo (TIE – Time Interval Error), como apresentado pela figura 5.7. 
O jitter de ciclo a ciclo pode ser obtido através da diferença entre períodos de jitter 
sucessivos. O TIE pode ser determinado através da integração do período de jitter depois de 
subtraído o período de clock nominal de cada período medido. 
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A principal conseqüência do jitter é a indução de erros na leitura de intervalos de tempo, na 
recuperação de relógio e na identificação de símbolos em comunicações digitais. 
P1 P2 P3
TIE1 TIE2 TIE3 TIE4
Posição Ideal
P1, P2 e P3 – Período de  Jitter
C2 = P2 – P1 e C3 = P3 – P2 – Jitter de Ciclo a Ciclo
TIE1, TIE2, TIE3 e TIE4 – Erro no intervalo de tempo  
Fig. 5.7: Métodos para medida de jitter. 
Por convenção, variações de tempo podem ser classificadas em duas categorias, chamadas 
de jitter e wander. Esta classificação é baseada na análise das variações na medida de 
tempo ao longo do tempo. Variações de tempo que ocorrem lentamente são chamadas de 
wander enquanto o jitter descreve variações que ocorrem mais rapidamente. O limiar de 
decisão entre jitter e wander é definido em 10 Hz pela união internacional de 
telecomunicações (ITU - International Telecommunication Union) [ITU-T G.810, 1996]. 
No maior número dos casos, o wander presente nos links de comunicação serial não causa 
conseqüências, pois são eliminados de forma eficiente pelos circuitos recuperadores de 
clock. Por este motivo as soluções discutidas na seqüência se aplicam para o jitter, uma vez 
que o módulo ADP (figura 5.1) na recepção do enlace de rádio se incumbe de realizar a 
recuperação da forma de onda do sinal SCT. 
5.4.1 – Medida e análise do jitter 
O jitter pode ser medido no domínio do tempo através de um osciloscópio com função de 
armazenagem como, visualizado através da figura 5.8, que apresenta o resultado da 
armazenagem de vários períodos da forma de onda resultando no acúmulo de transições 




Fig. 5.8: Medida no domínio do tempo do TIE empregando a função 
de armazenagem do osciloscópio [Agilent Technologies, Modelo: 44642D]. 
No entanto, esta medida não descreve completamente a sua natureza e conseqüentemente 
os possíveis agentes causadores dos efeitos. Com parâmetros mais elaborados, é possível 
atuar nos sistemas para eliminar ou amenizar os efeitos causados pelo jitter. 
Como o jitter não é um efeito totalmente determinístico uma das formas mais interessantes 
de analisá-lo é através de dados estatísticos que podem ser extraídos da sua função 
densidade de probabilidade, que é graficamente representada pelo histograma do jitter. 
Dentre os principais parâmetros podem-se destacar: 
Valor médio; 
Desvio padrão; 
Valores de máximo, de mínimo e de pico a pico; 
População. 
Com estes dados, é possível criar numericamente parâmetros para especificação de jitter 
em sistemas, mas sua análise comportamental, que indica as causas, é realizada de forma 
gráfica através do histograma das medidas de jitter e da análise gráfica no domínio da 
freqüência. Com estas ferramentas, é possível promover a decomposição do jitter, como 
























Fig. 5.9: Diagrama da decomposição do jitter. 
Com este modelamento, é possível associar cada componente de jitter a um efeito físico e 
com isso chegar à causa mais precisa de sua geração na análise do sistema. 
O jitter aleatório (RJ - Random Jitter) se apresenta como um ruído na medida de tempo e 
não pode ser predito devido ao seu comportamento aleatório. Na grande maioria dos casos 
possui comportamento gaussiano, pois é gerado por ruído de fase em sistemas que operam 
com osciladores na conversão de freqüência. 
O jitter determinístico (DJ - Deterministic Jitter) é composto por diferentes componentes, 
mas, em todos os casos, o mesmo pode ser caracterizado pela repetitividade e periodicidade 
apresentada. O DJ é subdividido em jitter periódico (PJ - Periodic Jitter), jitter dependente 
dos dados (DDJ - Data-Dependent Jitter) e Duty-Cycle Jitter (DCD). 
O PJ é tipicamente causado por uma fonte externa determinística de interferência. Dentre as 
possibilidades, pode-se ressaltar os sinais espúrios gerados pelas fontes de alimentação, as 
interferências causadas por portadoras de RF e por circuitos PLL recuperadores de clock 
com comportamento instável. 
O DDJ é classificado como qualquer jitter que está correlacionado com a seqüência de bits 
de um feixe de dados. Este tipo de jitter é causado pela resposta de freqüência de cabos e 
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componentes do sistema. Em função da filtragem promovida no sinal, a forma de onda 
deixa de ter valores fixos para os níveis máximos e mínimos de tensão, fazendo com que a 
recuperação de relógio seja afetada em função da utilização de um limiar de detecção fixo. 
O DCD é dado pela variação do intervalo de tempo entre as transições de subida e descida e 
pode ser causado por componentes que oferecem slew rate para transição de subida 
diferente do oferecido para transição de descida. 
5.4.2 – Soluções para minimizar os erros por Jitter 
No sistema proposto, pode-se realizar a medida do jitter utilizando a própria estrutura de 
medida de tempo, pois através de tomadas sucessivas do sinal SCT é possível verificar em 
quanto o valor absoluto varia ao longo do tempo. 
Os valores medidos podem ser processados na própria estrutura FPGA. Neste caso, foram 
utilizadas as funcionalidades do Mathlab para obter os resultados no domínio do tempo, 
como apresentado na figura 5.10. 
 
Fig. 5.10: Medida do jitter de tempo ao longo do tempo. 














Com as medidas no domínio do tempo, é possível concluir que o sistema é afetado por 
degradações de jitter, que resultam em erros de medida de distância. Nesta medida 
específica o gráfico apresenta uma variação de pico a pico da ordem de 350 ns, que 
resultaria em um erro na medida de distância de aproximadamente  52,5 m. 
Desta forma é de grande importância conhecer a natureza do jitter para possibilitar sua 
correção no maior grau de intensidade possível. 
Como já abordado na figura 5.9, a causa do jitter pode ser analisada e descoberta através do 
levantamento da sua função densidade de probabilidade (PDF - Probability Density 
Function). 
A adoção deste procedimento resultou na figura 5.11, que demonstra que o comportamento 
da PDF em muito se aproxima de uma distribuição gaussiana, como pode ser visualizado 
pela curva traçada em vermelho sobre o histograma obtido através das medidas. Quanto 
maior o número de amostras analisadas e a resolução no traçado do histograma, mais 
completa e precisa será a abordagem do problema. 
 
Fig. 5.11: Histograma da distribuição do jitter.  













A distribuição do jitter com aspecto gaussiano demonstra que o mesmo é de origem 
aleatória, ocorrendo principalmente em função do enlace de rádio empregado pela técnica. 
Para solucionar este problema, muitas medidas de implementação circuital podem ser 
tomadas, tais como: verificação e construção de fontes de alimentação com baixa 
incidência de ruído, operação com osciladores que oferecem baixo ruído de fase nas etapas 
de conversão de freqüência do elemento transponder e osciladores de referência com alto 
desempenho, dentre outras. 
Como estas medidas não são aplicadas de forma direta, pois dependem do projeto de 
transmissores, receptores e repetidores de sinais e nem tão pouco suficientes por completo, 
foi adotado neste trabalho o uso da correção do jitter pelo cálculo da média, levando-se em 
consideração a distribuição apresentada pelo sistema. A média de n amostras pode ser 












A média e a variância da média de amostras são dadas, respectivamente, pelas equações. 
    XEXME n   (5.2) 
  





var   (5.3) 
O cálculo de média destes valores registrados pode ser feito através da própria estrutura 
FPGA, ou através de uma rotina de Mathlab instalada no computador conectado ao 
equipamento de base através da UART. A forma simples e direta como se realiza esta 
média é de fundamental importância, pois permite sua implementação sem a necessidade de 
recursos técnicos sofisticados, possibilitando que esta tarefa seja realizada pelo hardware e 
firmware dos próprios elementos de base. 
Quanto maior for o número de amostras tomadas para cálculo da média, mais preciso será o 
resultado do tempo medido na propagação de um enlace de rádio onde se deseja especificar 
a distância entre os pontos de origem e o transponder, instalado no ponto destino. 
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Os gráficos das figuras 5.12 e 5.13 apresentados a seguir foram gerados a partir de uma 
mesma seqüência de medidas com valores que representam a medida de tempo em duas 
condições diferentes. 
A primeira condição apresenta os valores afetados pelo jitter sem a utilização de nenhum 
recurso de software ou hardware para minimizar o efeito deste tipo de degeneração. Neste 
caso, o valor de pico a pico do tempo de trânsito é de aproximadamente 250 ns, que 
equivale em uma medida de distância alterada em  37,5 m. 
 
Fig. 5.12: Medida do tempo de trânsito no enlace do sistema, 
com condição original de jitter. 
Os resultados apresentados pela figura 5.13 foram gerados através do cálculo de média para 
cada 100 amostras. É importante observar que através da média a incerteza da medida do 
tempo de trânsito diminui consideravelmente, fazendo com que o sistema opere com um 
erro de pico a pico de aproximadamente 25 ns que resulta num erro de cálculo de distância 
de  3,75 m. 
Aumentando-se indefinidamente o número de amostras empregadas no cálculo da média, 
tem-se o erro de distância se aproximando de zero. No entanto, esta análise só é válida para 















medida de distância entre pontos fixos. Quando existe movimento relativo entre os pontos 
de origem e destino eleitos pelo sistema, o aumento do número de amostras para cálculo da 
média não deve ser feito a ponto de conviver com deslocamentos significativos entre os 
intervalos de medições que geram as amostras empregadas no cálculo da média. 
 
Fig. 5.13: Medida do tempo de trânsito no enlace do sistema, 
empregando 100 amostras a cada cálculo de média. 
Nesta aplicação, a média aritmética se mostrou eficiente para minimizar os efeitos do jitter, 
mas em sistemas de rádio que venham a apresentar jitter com distribuições estatísticas mais 
complexas e que se distanciem da gaussiana pode existir a necessidade de uma abordagem 
mais adequada da distribuição encontrada, que permita trabalhar com o cálculo do valor da 
média de amostras acompanhado de uma estimativa de confiabilidade. Neste caso, a 
precisão da estimativa de um parâmetro obtido pela média de amostras pode ser feita 
através do intervalo de confiança e do coeficiente de confiança. 
Com esta abordagem, é possível obter os resultados das médias amostrais e afirmar com 
qual porcentagem as mesmas se encontram dentro do intervalo de confiança, e trabalhar 
com o valor da média de amostras com uma estimativa de confiabilidade dos valores 















resultantes, mesmo para condições em que a FDP é desconhecida [Guimarães, 2010]. A 
desigualdade de Chebyshev pode ser expressa pela equação:  





cXEXP   (5.4) 
 
sendo    cXEXP   é a probabilidade da diferença entre o valor de uma variável X e o 
valor esperado  XE  ser maior do que um número positivo c em comparação a variância  
 Xvar  [Guimarães, 2010]. 
Aplicando esta desigualdade para definição da média de amostras, tem-se: 









cXEXMP nn  (5.5) 
Esta desigualdade afirma que a probabilidade da média de amostras estar distante da média 
real numa intensidade maior do que um valor c é menor do que . Ou seja, pelo menos 
 %1100   dos valores da média de amostras devem estar na faixa de 
    cXEcXE  , . 
Existe ainda uma outra interpretação que é a de que o valor da média de amostras deverá 
estar no intervalo     cXEcXE  ,  com probabilidade  1 . 
O valor 2c é chamado de intervalo de confiança e o valor  1  é chamado de coeficiente 
de confiança. Então, o tamanho do intervalo de confiança oferece a precisão que desejamos 
para média de amostras. 
O coeficiente de confiança nos oferece uma idéia a respeito do quanto o valor da média de 
amostras deve estar no intervalo de confiança. O tamanho do campo amostral, n, determina 
a precisão total desejada. 
O intervalo de confiança obtido por intermédio da desigualdade de Chebyshev pode ser 
pessimista em muitos casos. Isto significa que, para a maioria das aplicações, mais do que 
 %1100   dos valores da média das amostras deverá estar no intervalo de confiança 2c. 
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No entanto, a desigualdade de Chebyshev é a única maneira de abordagem deste problema 
quando não se conhece a distribuição dos dados [Guimarães, 2010]. 
5.5 – Demonstração da transferência de tempo 
Para demonstração de toda estrutura discutida dos itens anteriores foi montado um enlace 
de rádio interligando o laboratório de comunicação do Inatel no centro da cidade de Santa 
Rita do Sapucaí, Minas Gerais, com um transponder instalado em uma estação localizada 















Fig. 5.14: Estações de rádio empregadas para transmissão do sinal SCT: (a) estrutura de 
transmissão; (b) estrutura de retransmissão (repetidora); (c) estrutura de recepção.  
As freqüências de up-link e down-link definidas pela figura 5.1 são de 450,025 MHz e 
232,3 MHz respectivamente. Os dois pontos com coordenadas geográficas precisas e 
devidamente conhecidas estão distanciados de aproximadamente 4,8 km em linha de visada 
direta. 
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O enlace é afetado por atrasos devidos à propagação na troposfera nas freqüências de 
VHF/UHF, que podem variar entre 0,9 a 1,2 ns/km [Ribeiro, 2004], resultando para todo 
percurso em um valor que pode ficar entre 8,6 e 11,5 ns. Esta diferença de 2,9 ns entre o 
valor máximo e o valor mínimo de retardo pode ser considerada como uma incerteza do 
sistema. Espera-se que todas as incertezas somadas não afetem o sistema em erros de 
distância superiores a 10 m, como proposta do experimento. 
Os tempos de atraso elétricos e eletrônicos foram medidos independentemente para todas as 
seções do enlace de rádio que está representado pela figura 5.1. 
Os tempos de retardo oferecidos pelos rádios de transmissão, recepção e retransmissão 
(transponder) foram medidos utilizando-se a própria ferramenta desenvolvida para medida 
de intervalos de tempo. A exatidão deste processo foi atestada através de conferências com 
medições empregando gerador de sinais [Agilent Technologies, Modelo: 33210A] e 
osciloscópio [Agilent Technologies, Modelo: 44642D]. 
O analisador vetorial [Advantest, Modelo: R3765CG] foi empregado para medida dos 
tempos de atraso causados pelas linhas de transmissão e pelas antenas. O tempo de trânsito 
do sinal pelas antenas não pôde ser medido de forma direta. Assim, a medida foi feita aos 
pares. 
O tempo total de trânsito em todo o enlace de rádio é apresentado na figura 5.15. 
Descontando-se os retardos conhecidos e medidos no sistema (31.767,55 ns), o tempo de 
propagação de 32.032,45 ns resultante representa fielmente a distância entre os pontos 
destacados no enlace, salvaguardando as margens admitidas. 
Medições contínuas foram realizadas por várias semanas ininterruptas, sendo um dos 
intervalos com duração de 3 horas e 12 minutos apresentado, como exemplo, na figura 
5.15. As medidas foram processadas através do uso de média geométrica com 100 amostras 
por média, resultado em uma medida a cada intervalo de 0,629 s. 
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Fig. 5.15: Medidas sucessivas do tempo de trânsito no enlace de teste. 
O importante a verificar a partir destas medidas é o comportamento do enlace no que diz 
respeito a sua estabilidade. O parâmetro de estabilidade mais empregado para demonstração 
de desempenho de transferência de tempo é o desvio de Allan (ADEV – Allan Deviation). 
A figura 5.16 demonstra medidas sucessivas de tempo representadas por 1x , 2x , 3x , ... ,  nx  
espaçadas por um intervalo de tempo . 
Através desta figura é possível entender a forma como se calcula a variância de Allan 
(AVAR – Allan Variance), representada pela equação (5.6). 


























Como o desvio de Allan é dado pela raiz quadrada da variância de Allan, a equação (5.7) 
apresenta a equação final para determinação do parâmetro ADEV. 
Número de Amostras (x104) 
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Fig. 5.16: Medidas sucessivas de tempo 1x , 2x , 3x , ... , nx  dadas a cada . 
Detalhes sobre os cálculos de AVAR e ADEV são apresentados no Apêndice 5. 
O gráfico da figura 5.17 apresenta o desempenho do enlace que opera com OCXO. Nesta 
figura é possível mostrar o desempenho do sistema em termos de estabilidade medida 
através do parâmetro ADEV. 
O enlace de teste que opera com OCXO mostra uma estabilidade de curto prazo (τ < 100 s) 
comparável e apenas ligeiramente pior do que o que é normalmente obtido de um TCXO de 
uso comercial [por exemplo, EdRun, 2009]. 
Analisando a estabilidade de médio prazo (τ ≤ 103 s) o valor de ADEV do sistema completo 
é igual a 1,5 x 10-11 distanciando apenas de 3 vezes de uma referência MS-OCXO (Medium 
Stability - Oven Controlled Crystal Oscillator) [por exemplo, EdRun, 2009]. 
O distanciamento do sistema em questão se mantém igual a 3 vezes, se a comparação for 
feita com osciladores de quartzo controlados por rubídio, levando-se em consideração as 
medidas de ADEV na condição de longo prazo (τ ≤ 104 s). 
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Fig. 5.17: Desvio de Allan das medidas realizadas no enlace de teste empregado para 
medida de distância e para transferência de tempo. 
Embora os sistemas sejam completamente diferentes, se for realizada a comparação com 
um sistema GPS baseado na simples operação com a portadora L1 o sistema em questão se 
distancia na medida de ADEV de um fator igual a 6 na condição de médio prazo (τ ≤ 103 s) 
e de um fator igual a 3 para condição de longo prazo (τ ≤ 104 s). 
Para facilitar o entendimento dos resultados obtidos com esta comparação, é importante 
lembrar que os conversores de freqüência e os geradores de sinais aqui empregados nos 
rádios não utilizaram osciladores de alto desempenho. Todos os elementos que incluem os 
estágios de transmissão, recepção e retransmissão (transponder) foram construídos com 
soluções de menor custo, empregando-se osciladores a cristais convencionais sem nenhum 
tipo de controle por temperatura ou tensão. 
 Sendo assim, pode-se concluir que o desempenho obtido foi muito bom, pois mesmo com 
degradações causadas por jitter, parcialmente compensados, o sistema ofereceu elevada 
estabilidade para médio e longo prazos, com baixíssimo custo na implementação do sistema 

















Sincronização de osciladores 
6.1 – Introdução 
A intenção deste capítulo é apresentar a implementação de uma técnica de sincronização 
entre osciladores apresentando dois aspectos relevantes. Um deles é a independência total 
com relação aos sistemas existentes de sincronismo para georeferenciamento e o outro é o 
baixo custo para sincronização entre elementos distintos.  
A sincronização de elementos osciladores está presente em todo e qualquer sistema de 
comunicação e ou automatização de larga escala de uso industrial e ou comercial. Dentre 
eles, é possível citar os sistemas de comunicações digitais para telefonia móvel celular, as 
estações de telecomunicações que operam com altas taxas de transmissão, a televisão 
digital, os sistemas de controle e automação em grandes processos, as redes de sensores, os 
sistemas de controle de tráfego aéreo, as redes computacionais, os sistemas de transporte 
ferroviários de alto tráfego, os sistemas de geoposicionamento e outros. 
A estabilidade e a precisão são fatores a serem discutidos ao longo deste capítulo, pois são 
importantíssimos para o bom funcionamento dos sistemas síncronos e por este motivo 
devem ser analisados em termos matemáticos e físicos para detecção das fontes externas de 
perturbação que complicam o processo de sincronização. 
Existem várias tecnologias que apresentam estabilidade e precisão muito superiores aos 
osciladores de quartzo, tanto na condição em operação livre como em ambientes 
controlados. A grande questão é que em nenhuma delas a condição de custo é tão atraente, 
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o que mantém esta opção tecnológica com a solução de engenharia mais viável para 
fabricação de produtos em grande escala. 
6.2 – Parâmetros físicos e elétricos que afetam a freqüência, a estabilidade 
e a precisão de osciladores a cristal 
A precisão de freqüência de um oscilador de cristal é dada pelo deslocamento da freqüência 
especificada e a estabilidade de freqüência é o espalhamento das medidas em torno de sua 




































Fig. 6.1: Precisão e estabilidade de freqüência: (a) comportamento estável e não preciso; (b) 
comportamento não estável e não preciso; (c) comportamento preciso (com análise por 
média) e não estável e (d) comportamento estável e preciso [Vig, 2006]. 
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A figura 6.1 mostra que um oscilador pode ser estável, porém sem precisão, da mesma 
forma que pode ser preciso, mas com baixa estabilidade. Estas duas condições são 
indesejadas em um sistema que se propõe a trabalhar com medida de distância baseada em 
tempos de propagação. Espera-se que para estas condições tenha-se precisão acompanhada 
de estabilidade. 
Sendo assim, é fundamental discutir quais são as condições que afetam a precisão e a 
estabilidade em osciladores de quartzo, para que se possa desenvolver técnicas de correção 
destes dois parâmetros. 
Em todo e qualquer oscilador, o principal elemento de análise é o circuito ressonante 
empregado no processo. É ele que, basicamente, determina a freqüência de operação, a 
estabilidade e a precisão. Outro dado importante neste processo é a vulnerabilidade deste 
ressonador ao ambiente em que está submetido. 
6.3 – Fatores que afetam a precisão dos osciladores de Quartzo 
A ressonância é a característica mais importante de um oscilador de cristal, cujo material 
empregado para sua construção é o quartzo. O cristal de quartzo é um material anisotrópico 
formado a partir de dióxido de silício. A estrutura cristalina é formada por duas 
extremidades piramidais que apresenta aspecto hexagonal em corte transversal, como 








Fig. 6.2: Estrutura Física de um cristal de quartzo [Vig, 2004]. 
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A freqüência de um ressonador de cristal é determinada pelo corte, pelo modo de vibração e 
pelo tamanho da pastilha. Existem vários tipos de cortes, como ilustrado na figura 6.3, que 
apresentam comportamentos distintos, que podem ser escolhidos em função das mais 
























Fig. 6.3: Cortes do cristal de quartzo [Rutman, 1991]. 
O ângulo de corte dos cristais é representado por  e . Para diferentes valores de  e , 
tem-se diferentes curvas de variação de freqüência em função da temperatura. 
Como exemplo, para um cristal construído a partir de um corte longitudinal, a freqüência de 






  (6.1) 
onde L é o parâmetro que especifica a dimensão dos cristais, dado em metros e a constante 
numérica representa a velocidade de fase da vibração no cristal. 
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6.3.1 – Impacto da dimensão do cristal na precisão do oscilador 
Empregando a equação (6.1), é possível verificar a freqüência de ressonância em função da 
dimensão de um ressonador de cristal. Para uma freqüência de 10 KHz, é necessário que o 
corte do cristal seja feito com dimensão de 270 mm. Para freqüência de 10 MHz a 
dimensão deve ser de 0,27 mm. 
Sendo assim, o corte do cristal é uma solução de compromisso entre a freqüência de 
operação e as dimensões e precisões adotadas para reprodutibilidade no processo de 
fabricação. A redução das dimensões dos cristais não deve ocorrer indefinidamente para 
que o elemento não seja muito sensível a vibrações mecânicas. Esta característica limita o 
aumento dos valores das freqüências de operação dos osciladores com cristal. 
O primeiro grande problema dos cristais de quartzo se encontra no processo de corte, pois 
por mais precisa que seja a condição de corte mecânico, existirão discrepâncias na 
freqüência de operação entre as peças produzidas.  
Como exemplo, pode-se imaginar dois cristais cortados para freqüência de ressonância em 
10 MHz. Se a diferença de corte entre as duas peças for de 1 Ångström a diferença de 
freqüência entre as duas amostras será de 3,70371 Hz, que para contagem/comparação de 
tempo trará graves problemas. Por mais precisa que seja a condição fabril para corte do 
cristal, sempre existirão diferenças que impactam na precisão destes cristais. 
6.3.2 – Impacto da temperatura na precisão do oscilador 
A temperatura é um fator muito importante na precisão dos osciladores a cristal, pois afeta 
diretamente a condição de ressonância. A influência da temperatura varia de acordo com o 
corte do cristal. As figuras 6.4 e 6.5 apresentam como ocorre a variação de freqüência em 
função da temperatura nos ressonadores a cristal com os cortes AT e SC, respectivamente. 
Os osciladores mais simples baseados em cristal de quartzo são denominados SPXO 
(Simple Packaged Crystal Oscillator). Neste tipo de solução, os cristais são afetados pela 
temperatura e acabam por oferecerem estabilidade de freqüência da ordem de 10-4 a 10-5 e 




























Fig. 6.4: Variação de freqüência em função da temperatura em ressonadores a cristal com 



























Fig. 6.5: Variação de freqüência em função da temperatura em ressonadores a cristal com 
diferentes cortes SC [Zhou, 2006]. 
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Por meio das figuras 6.4 e 6.5 é possível verificar que um oscilador pode ter sua freqüência 
fixa se forem utilizados circuitos de controle que atuam sobre o ressonador de quartzo, 
levando em consideração a variação de temperatura do ambiente. 
O TCXO (Temperature Compensated Crystal Oscillator) é uma solução desenvolvida para 
compensação térmica e oferece estabilidade de 10-6 a 10-7com precisão da ordem de 10-6. O 
princípio de compensação é baseado na variação da tensão de polarização de um varicap 
em conjunto com o cristal, formando a estrutura ressonante. A polarização do varicap é 
alterada em função da temperatura de operação do oscilador. A figura 6.6 ilustra o 










Fig. 6.6: Diagrama básico da estrutura TCXO. 
Com a tecnologia OCXO (Oven Controlled Crystal Oscillator), consegue-se estabilidade 
de 10-8 a 10-9 com precisão de 10-8. Neste caso o controle de freqüência é realizado através 










Fig. 6.7: Diagrama básico da estrutura OCXO. 
 94
6.4 – Operação com múltiplas bases sincronizadas 
Fazer a operação do sistema proposto com relógios atômicos é a forma de implementação 
mais adequada, pois possibilita a sincronização através de dois métodos confiáveis. 
O primeiro deles é baseado em um elemento de referência para uso itinerante. Com este 
elemento, é possível visitar todas as bases e sincronizá-las periodicamente. A segunda 
possibilidade se baseia na sincronização remota através de enlaces de rádio que interligam 
bases de referência através de uma repetidora de sinais fixa. Neste caso, as coordenadas 
geográficas de todos os elementos são precisamente conhecidas. 
Estas duas condições não se aplicam aos relógios e osciladores de quartzo, pois os mesmos 
possuem marchas diferentes em função do parâmetro precisão. As freqüências de dois 
elementos OCXO distintos são diferentes e esta diferença pode ser medida através de 
instrumentos, mas, mais importante do que a diferença entre as mesmas, é o 
comportamento desta diferença ao longo do tempo. Para levantar este comportamento, foi 

















Fig. 6.8: Conjunto de teste para análise de comportamento entre duas fontes OCXO. 
No diagrama em blocos da figura 6.8, cada relógio realiza sua contagem de tempo de forma 
independente. No entanto, ao final de cada ciclo de contagem, faz-se a subtração do 
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conteúdo dos dois registradores, no intuito de se verificar a diferença entre os mesmos em 
termos instantâneos. Com o registro desta diferença ao longo do tempo é possível analisar o 
comportamento desta função. O resultado destas medidas registradas ao longo de um 



































































































Fig. 6.9: Diferença de contagem entre relógios com dois OCXO´s distintos: (a) gráfico com 
registro de 1,2 x 107 amostras; (b) gráfico com registro de 2,25 x 106 amostras. 
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Pode-se verificar que o comportamento da função é linear e que a taxa incremental pode ser 














































OCXO  (6.2) 
 
sendo 1_OCXOf  a freqüência do OCXO (1) , 2_OCXOf  a freqüência do OCXO (2), )(af  a 
função matemática que representa a variação da diferença de contagem entre as bases que 









é dada pela dimensão do campo de contagem, ou seja, pelo espaçamento entre as amostras. 
Com uma taxa incremental constante a cada campo de contagem é possível sincronizar os 
dois relógios executando a soma ou subtração do valor absoluto da taxa incremental a cada 
campo de contagem, fazendo com que os dois relógios se mantenham sincronizados sem o 
acúmulo da diferença de tempo entre os mesmos. 
A correção do campo, ou a sincronização é realizada com a soma, se o elemento OCXO de 
referência tiver a freqüência de operação maior do que o elemento corrigido e vice versa. 
A figura 6.10 apresenta o resultado da correção implementado em MATLAB. É possível 
perceber que a variação é de no máximo  2 ns. Este valor é considerado pequeno para o 
sistema em questão, pois resultará em erros da ordem de  66 cm na determinação de 
distância. 
Esta solução, além de ser facilmente implementada, oferece uma ótima oportunidade de 
sincronização entre elementos OCXO de baixo custo se comparado aos relógios atômicos. 





































































































Fig. 6.10: Resultado da correção da marcha de contagem de osciladores: (a) gráfico com 
registro de 1,2 x 107 amostras; (b) gráfico com registro de 300 amostras. 
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Comentários Finais 
Demonstrou-se neste trabalho a possibilidade de gerar, transmitir, disseminar e comparar 
informações temporais remotamente com precisão elevada utilizando-se padrões de tempo 
e freqüência referidos a cristais de quartzo. 
A construção de relógios de precisão empregou referências OCXO aliadas a uma técnica 
inédita de contagem de tempo com linhas de retardo atreladas a contadores independentes 
implementados em FPGA para contagem com precisão de nano segundos. 
Outra contribuição deste trabalho consistiu na análise da precisão de freqüência entre 
osciladores de quartzo na configuração OCXO e o desenvolvimento de uma técnica com 
FPGA para obtenção de sincronismo de marcha entre os mesmos, possibilitando a 
contagem de tempo com precisões comparáveis a padrões atômicos de rubídio. 
Realizou-se o estudo de comportamento e desempenho do enlace afetado principalmente 
por jitter apresentando-se soluções de bom desempenho para minimizar seus efeitos 
danosos nas comparações e medida final do tempo de propagação das SCT´s. Dentre estas 
soluções destacam-se a geração das SCT´s baseada em distinção temporal e o cálculo de 
média, ambos também construídos em tecnologia FPGA. 
As soluções encontradas atendem aplicações que exigem precisões da ordem de 
nanosegundos. Aplica-se, em particular, ao novo sistema brasileiro de geo-referenciamento, 
cujo funcionamento é inteiramente dependente do sincronismo entre bases de referência 
com coordenadas geográficas devidamente conhecidas. 
A aplicação dos sistemas desenvolvidos no sistema brasileiro de geo-referenciamento 
motivou o desenvolvimento de toda a seqüência de cálculos em MATLAB, que pode 
permitir posterior adaptação para diferentes ferramentas computacionais de cálculo em 
sistemas embarcados ou não. 
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Destacou-se, por fim, as futuras etapas mais significativas destas pesquisas e 
desenvolvimento:  
(1) Construção e teste de enlaces operando com padrões de tempo e freqüência     atômicos 
de rubídio; 
(2) Construção e testes comparativos de enlaces operando de forma mista com padrões de 
tempo e freqüência tanto de rubídio como de quartzo; 
(3) Instalação do retransmissor (transponder) em aeronaves, para uso do sistema em 
navegação, geolocalização e sincronização remota de tempo e sua comparação com os 
sistemas em uso; 
(4) Construção de sistema completo de navegação, geolocalização e disseminação de tempo 
com “transponder” instalado em nanosatélite de órbita baixa, para atendimento de grande 
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Apêndice 1 
Implementação e testes de algoritmo para o novo sistema de 
geo-referenciamento (GEOLOCAL) 
 A.1.1 - Simulações e Testes 
A primeira análise direta da condição de erro que pode afetar o sistema foi tomada levando-
se em consideração apenas o tempo de propagação do sinal de rádio. Esta análise leva em 
conta que para cada 1ns de erro existirá uma variação de 0,3 m. Sendo assim assumindo 
uma variação máxima de distância de 10m a variação admitida para as medidas temporais 
ficaria em 33,33333... ns. 
Partindo deste princípio leva-se em consideração esta possível discrepância nas medidas 
dos intervalos de tempo 1tA, 1tB e 1tC, descritos no capítulo 2 pelas equações (2.1), (2.2) 
e (2.3),  no algoritmo de cálculo executado na ferramenta de software MATLAB. 
Foi criado um cenário com estações posicionadas em localidades devidamente conhecidas, 
cujas coordenadas geográficas estão apresentadas através da tabela A.1.1. 
Tab. A.1.1: Coordenadas geográficas de todas as estações envolvidas. 
 Localidades 
 Pouso Alegre São Sebastião da Bela Vista Santa Rita do Sapucaí 
Latitude (o) - 22,22184 - 22,15974 - 22,22221 
Longitude (o) 45,99611 45,75556 45,94612 
Altitude (m) 1.193 842 860 
 
As coordenadas da repetidora serão calculadas levando-se em consideração as variações 
temporais propostas. Estes resultados serão comparados com a posição conhecida da 
repetidora. As diferenças entre a posição real da repetidora e a posição encontrada na 
simulação demonstrarão o erro na medida de posicionamento da estação repetidora. 
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A figura A.1.1 demonstra os erros nas coordenadas da estação repetidora dadas em 
longitude (o), latitude (o) e altitude (m) em função de cada discrepância na medida de tempo 
que varia de 0 a 30 ns com passos de 1 ns. 
Os erros dados em longitude (o), latitude (o) e altitude (m) não apresentam de forma direta 
em quanto o resultado se distanciou da posição correta e original. Sendo assim, decidiu-se 
também apresentar graficamente o erro em metros tomando as coordenadas cartesianas (x, 
y e z) trabalhadas pelo algoritmo de cálculo. Nesta condição optou-se por calcular um fator 
RMS (Root Mean Square) denominado erro de distância dado pela equação: 
     222 ''' zzyyxxED   (A.1.1) 
Onde  zyx ,,  são as coordenadas corretas e  ',',' zyx  são as coordenadas determinadas 
através do algoritmo com as variações de retardo já discutidas anteriormente. Os resultados 
do ED são apresentados através da figura A.1.2.  
 
Fig. A.1.1: Erros nas coordenadas da estação repetidora, sistema LLA. 
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Fig. A.1.2: Erros de distância na posição da repetidora dado em metros, sistema x, y, z. 
As simulações e testes apresentaram a viabilidade de implementação do algoritmo de 
cálculo e deixa claro que a forma geométrica formada pela disposição das bases de 
referência impacta nos erros finais do sistema em função das projeções serem afetadas 
pelas angulações assumidas pelos segmentos AR, BR e CR.  O erro esperado de 10 m não se 
confirmou e o resultado final ficou inferior a 6 m para as simulações realizadas. 
Sendo assim num cálculo reverso, pode-se verificar que para o limite inicialmente proposto 
de 10 m, as variações temporais podem variar até 52 ns para esta condição especificamente. 
Através desta análise pode-se chegar a limites menos rígidos impostos ao sistema, o que 
pode resultar em soluções mais econômicas. 
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A.1.2 - Código MATLAB para simulação do algoritmo matemático do 
GEOLOCAL na condição de navegação, geo-posicionamento e sincronização 
A.1.2.1 - GEOLOCAL Repetidora – Alvo 
%************************************************************************** 
% Simulaçao do Modelo Matematico - GEOLOCAL 
% Este arquivo realiza simulações do algoritmo matemático a partir de 
% uma matriz de atrasos, que pode possuir valores determinados pelo usuario.                             
% Os resultados são apresentados em forma de gráficos relacionando o erro 
% em dois sitemas: lla (latitude, longitude e altitude) e no sistema xyz. 
% Os resultados obtidos em metros, são apresentados por valores ROOT MEAN 
% SQUARE no sistema xyz. 
% ************************************************************************* 





% ENTRADA DE DADOS DAS BASES: Latitude, Longitude, Altitude, em graus.  
% Por definição : Longitude(oeste) 
latA= -22.222 ;  % SRS 
longA= 45.9461; 
altA=6400860; 
latB= -22.221840; % PA 
longB= 45.99611; 
altB= 6401193; 
% latC= -22.1634; % OURO FINO  
% longC=46.3811; 
% altC=6400937; 




% Geraçao da matriz de atrasos, na ordem de grandeza do nanosegundos.  
x = 0:59; 
for i = 1:60 
x(i); 
end 
x1 = x*1e-9; 
%************************************************************************** 
for k = 1:60 




%  tA = 1.563730657585048e-004 + x1(1,k); % Tempo com a base em O.F e rep. Serra da 
Manuela  
%  tB = 1.734688147392099e-004 + x1(1,k); 
%  tC = 3.059847646416968e-004 + x1(1,k); 
tA =  1.563730657585048e-004 + x1(1,k); % Tempo com a base em S.S. bela vista e rep SERRA 
MANUELA  
tB =  1.734688147392099e-004 + x1(1,k);  
tC =  9.571543783125483e-005 + x1(1,k); 
tP =  1.007460488186215e-004 + x1(1,k); 
%************************************************************************** 
% Delays de transmissão e recepção dos dados. 
dAt = 0; 
dAr = 0; 
dBr = 0; 
dCr = 0; 
dR  = 0; 
dPr = 0; 
%**************************************************************************  
% Função que calcula a posiçao da repetidora em latitude, longitude e altitude. 
[REP,R] = REPETIDORA(longA,latA,altA,longB,latB,altB,longC,latC,altC, 
tA,tB,tC,dAt,dAr,dBr,dCr,dR); 
%************************************************************************** 
% Posições corretas da repetidora, para o cálculo dos erros. 






% Determinação dos erros nos sistemas lla e xyz  
     
erro_longitude_repetidora  = REP(1,1) - Repetidora(1,1); 
erro_latitude_repetidora   = REP(2,1) - Repetidora(2,1); 
erro_altitude_repetidora   = REP(3,1) - Repetidora(3,1); 
ERRO_Latitude_repetidora(k)  = erro_latitude_repetidora;  
ERRO_Longitude_repetidora(k) = erro_longitude_repetidora; 
ERRO_altitude_repetidora(k)  = erro_altitude_repetidora; 
% Valor ROOT MEAN SQUARE 
erro_repetidora_xyz_metros = sqrt((R(1,1)-Repetidora_xyz(1,1))^2 + (R(2,1)-
Repetidora_xyz(2,1))^2 +(R(3,1)-Repetidora_xyz(3,1))^2); 
ERRO_repetidora_metros(k) = erro_repetidora_xyz_metros; 
end 
% Graficos de distribuiçao de erros a partir dos atrasos estipulados. 
subplot(3,1,1);plot([0:length(x1)-1] , ERRO_Latitude_repetidora,'r*');grid on; 
ylabel('latitude °');xlabel('delay 10^-9 segundos');  title('REPETIDORA SISTEMA LLA'); 
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subplot(3,1,2);plot([0:length(x1)-1], ERRO_Longitude_repetidora,'b*');grid 
on;ylabel('longitude °');xlabel('delay 10^-9 segundos'); 
subplot(3,1,3);plot([0:length(x1)-1], ERRO_altitude_repetidora,'k*'); grid on;ylabel('altitude 
[metros]');xlabel('delay 10^-9 segundos'); 
figure; 
plot([0:length(x1)-1],ERRO_repetidora_metros,'b*');grid on;ylabel('Metros');xlabel('delay 10^-9 
segundos');title('REPETIDORA SISTEMA XYZ'); 
%************************************************************************** 
% Determinação do Alvo 
%************************************************************************** 
% Valores dos tempos obtidos a partir de quatro posições sucessivas da repetidora. 
for  j = 1:60 
tA =  1.563730657585048e-004 + x1(1,j); % Tempo com a base em S.S. bela vista e rep SERRA 
MANUELA 
tB =  1.734688147392099e-004 + x1(1,j); 
tC =  9.571543783125483e-005 + x1(1,j); 
tP =  1.007460488186215e-004 + x1(1,j); 
tA2 =  1.555920127006299e-004 + x1(1,j); 
tB2 =  1.726955743892801e-004 + x1(1,j); 
tC2 =  9.537303357570378e-005 + x1(1,j); 
tP2 =  1.000982627662107e-004 + x1(1,j); 
tA3 =  1.548136834522098e-004 + x1(1,j); 
tB3 =  1.719248762366524e-004 + x1(1,j); 
tC3 =  9.504647288190318e-005 + x1(1,j); 
tP3 =  9.946051516555204e-005 + x1(1,j); 
tA4 = 1.540381192370506e-004 + x1(1,j); 
tB4 = 1.711567552176136e-004 + x1(1,j); 
tC4 = 9.473562270037284e-005 + x1(1,j); 
tP4 = 9.883312313591010e-005 + x1(1,j); 
dAt = 0; 
dAr = 0; 
dBr = 0; 
dCr = 0; 
dR  = 0; 
dPr = 0; 
%********************************************************************** 





% Posições corretas do alvo, para o cálculo dos erros. 





% Determinação dos erros nos sistemas lla e xyz  
erro_longitude_alvo  = P(1,1) - Alvo(1,1); 
erro_latitude_alvo   = P(2,1) - Alvo(2,1); 
erro_altitude_alvo   = P(3,1) - Alvo(3,1); 
ERRO_Latitude_alvo(j)  = erro_latitude_alvo;  
ERRO_Longitude_alvo(j) = erro_longitude_alvo; 
ERRO_altitude_alvo(j)  = erro_altitude_alvo; 
% Valor ROOT MEAN SQUARE 
erro_alvo_xyz_metros =  sqrt((Pxyz(1,1)-Alvo_xyz(1,1))^2 + (Pxyz(2,1)-Alvo_xyz(2,1))^2 
+(Pxyz(3,1)-Alvo_xyz(3,1))^2); 
ERRO_Alvo_metros(j) = erro_alvo_xyz_metros; 
end 
% Graficos de distribuiçao de erros a partir dos atrasos estipulados. 
figure; 
subplot(3,1,1);plot([0:length(x1)-1] , ERRO_Latitude_alvo,'r*');grid on; 
ylabel('latitude °');xlabel('delay 10^-9 segundos');  title('ALVO SISTEMA LLA'); 
subplot(3,1,2);plot([0:length(x1)-1], ERRO_Longitude_alvo,'b*');grid 
on;ylabel('longitude °');xlabel('delay 10^-9 segundos'); 
subplot(3,1,3);plot([0:length(x1)-1], ERRO_altitude_alvo,'k*'); grid on;ylabel('altitude 
[metros]');xlabel('delay 10^-9 segundos'); 
figure; 
plot([0:length(x1)-1],ERRO_Alvo_metros,'b*');grid on;ylabel('Metros');xlabel('delay 10^-9 
segundos');title('Alvo SISTEMA XYZ'); 
A.1.2.2 - Posição da repetidora nos sistemas (x,y,z) e (longitude, latitude e 
altitude) 
% Determina a posicão da repetidora nos sitemas xyz e lla. 
% O calculo é a partir da variação dos tempos e da localização das bases. 
function [REP,R]  = REPETIDORA(longA,latA,altA,longB,latB,altB,longC,latC,altC, 
tA,tB,tC,dAt,dAr,dBr,dCr,dR) 
[R,Mb2b1,A] =Rp(longA,latA,altA,longB,latB,altB,longC,latC,altC,tA,tB,tC,dAt,dR,dAr,dBr,dCr); 
[longR,latR,altR] = xyzlla(R,Mb2b1,A); 
REP =[longR;latR;altR] ;  % CERTO 
A.1.2.3 - Posição da repetidora no sistema (x,y,z) 
% ALgoritmo de determinação da posição da repetidora no sistema xyz. 
% Utiliza como funções principais, o sistema ijk, xyz, assim como as 
% distancias calculadas a partir da variação dos temposentre o envio e o 
% sinal de chegada. 




[A,B,C,x,y,z,Mb1b2,Mb2b1,AB] = ijk(longA,latA,altA,longB,latB,altB,longC,latC,altC); 
[AR,BR,CR] = distR(tA,tB,tC,dAt,dR,dAr,dBr,dCr); 
xC = ( C(1)-A(1) )*x(1) +  ( C(2)-A(2) )*x(2)   + ( C(3)-A(3) )*x(3); 
yC = ( C(1)-A(1) )*y(1)  +  ( C(2)-A(2) )*y(2)   + ( C(3)-A(3) )*y(3); 
xR = (AR^2 - BR^2 + AB^2)/(2*AB); 
r12 = AR^2 - xR^2; 
r22 = CR^2 - ( xC - xR )^2; 
yR =  ( r12 - r22 )/(2*yC) + yC/2; 
zR = sqrt( r12 - yR^2); 
R = [ xR ; yR ; zR ]; 
A.1.2.4 - Distância das bases em relação a repetidora 
%Calculo das distancias das bases em relaçao a repetidora 
% a partir das variaçoes dos tempos. 
function [AR,BR,CR] = distR(tA,tB,tC,dAt,dR,dAr,dBr,dCr) 
c = 300000000; %metros por segundo 
AR = (c/2)*(tA-dAt-dR-dAr); 
BR =  c*(tB -dAt-dR-dBr)-AR; 
CR =  c*(tC -dAt-dR-dCr)-AR; 
A.1.2.5 - Função principal para determinação da posição da repetidora 
% Função principal para determinação da posiçao da repetidora 
% A partir dos dados das bases, é estabelecido o sistema de coordenadas 
% xyz. 
function [A,B,C,x,y,z,Mb1b2,Mb2b1,AB] = ijk(longA,latA,altA,longB,latB,altB,longC,latC,altC) 
%************************************************************************** 
% Conversão do sistema lla, a partir de um sistema esférico, para as bases: 
A = altA*[cosd(longA)*cosd(latA) ;-sind(longA)*cosd(latA) ;sind(latA)]; 
B = altB*[cosd(longB)*cosd(latB) ;-sind(longB)*cosd(latB) ;sind(latB)]; 
C = altC*[cosd(longC)*cosd(latC) ;-sind(longC)*cosd(latC) ;sind(latC)]; 
%************************************************************************** 
 
% Definição do sistema auxiliar xyz. 
% X: 
vAB = B - A; 
vAC = C - A; 
AB = norm(vAB); 
AC = norm(vAC); 
X = vAB/AB;     % Vetor unitario X, criado a partir das bases A e B. 
% Y: 
aux = vAC - dot(vAC,X)*X; % Variável Auxiliar 
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Y = aux/norm(aux); % Vetor unitario Y. 
aux1 = dot(X,Y);   % Variavel auxiliar para verificação da ortogonalidade entre os dois eixos 
% Z: 
Z = cross(X,Y); % Obtido a partir do Produto Vetorial de X e Y. 
%*********************************************************************** 
% Matrizes de Translação de eixos 
MB2b1 = [X,Y,Z]; 
Mb1B2 = inv(MB2b1); 
v = Mb1B2(3,1:3); 
aux2 = dot(v',A+B+C); 
%********************************************************************** 
% Verificação do sistema, para que o Eixo Z não seja definido dentro da TERRA. 
if(aux2)>0 
x = X; 
y = Y; 
z = Z; 
Mb1b2 = Mb1B2; 





Mb2b1 = [x,y,z]; 
Mb1b2 = inv(Mb2b1); 
end 
A.1.2.6 - Função que realiza a translação do sistema (x,y,z) para o sistema 
(longitude, latitude e altitude) 
% Função que realiza a translaçao do sistema xyz para o sistema lla. 
function [longT,latT,altT]  =xyzlla(Txyz,Mb2b1,A) 
%T,MB2B1,A sao vetores colunas 
Tijk = Mb2b1*Txyz + A; 
altT = norm(Tijk); 
latT = asind(Tijk(3)/(altT)); 
if( latT == -90 | latT == 90)  
longT = 0;    
elseif Tijk(1)==0  
if Tijk(2)>0  
longT = 270 ; 
end 
if Tijk(2)<0 



















if Tijk(2)~= 0 
longT = 180 - atand(Tijk(2)/Tijk(1)); 
else 




 A.1.2.7 - Determinação da posição do alvo no sistema (x,y,z) e (longitude, 
latitude e altitude) 
% Determina a posicão do alvo no sitema xyz e lla. 
% O calculo é a partir da variação dos tempos medidos a partir das posiçoes 
% sucessivas da repetidora e da localização das bases. 






[longT,latT,altT]  =xyzlla(Pxyz,Mb2b1,A); % certo 
P = [longT;latT;altT] ; 
A.1.2.8 - Função principal para determinação da posição do alvo 
% Função principal para determinação da posiçao do alvo. 
% A partir dos dados das bases, dos tempos medidos, é estabelecido o sistema de coordenadas 
% auxiliar uvw. 













% Definição do sistema auxiliar uvw. 
% U: 
vR1R2 = R2 - R1; 
vR1R3 = R3 - R1; 
R1R2 = norm(vR1R2); 
u = vR1R2/R1R2; % Vetor unitario U, criado a partir das posiçoes da repetidora. 
% V: 
aux3 = vR1R3 - dot(vR1R3,u)*u; % Variável Auxiliar 
v = aux3/norm(aux3);  % Vetor unitario V. 
% W: 
w = cross(u,v); 
%************************************************************************* 
% Calculos para determinação do alvo. 
uR3 = dot(vR1R3,u); 
vR3 = dot(vR1R3,v); 
uP = (PR1^2-PR2^2+R1R2^2)/(2*R1R2); 
rho12 = PR1^2-uP^2; 
rho22 = PR3^2-(uR3-uP)^2; 
vP = (rho12-rho22)/(2*vR3) + vR3/2;    
wP = sqrt(rho12-vP^2); 
%*********************************************************************** 
%  Verificação para determinação do alvo, pois a solução admite duas posições para o mesmo. 
P1 = R1 + (uP*u) + (vP*v) + (wP*w); 
P2 = R1 + (uP*u) + (vP*v) - (wP*w); 
if(abs(norm(R4-P1)-PR4) < abs(norm(R4-P2)-PR4)) 
Pxyz = P1; 
else 
Pxyz = P2; 
End 
A.1.2.9 - Algoritmo de determinação da posição da repetidora no sistema 
(x,y,z) 
% ALgoritmo de determinação da posição da repetidora no sistema xyz, 
% com a inclusão da variaçao dos tempos com o alvo.  
% Utiliza como funções principais, o sistema ijk, xyz, assim como as 
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% distancias calculadas a partir da variação dos temposentre o envio e o 
% sinal de chegada. 
function [R,Mb2b1,A,PR] 
=RpPt(longA,latA,altA,longB,latB,altB,longC,latC,altC,tA,tB,tC,tP,dAt,dR,dAr,dBr,dCr,dPr) 
[A,B,C,x,y,z,Mb1b2,Mb2b1,AB] = ijk(longA,latA,altA,longB,latB,altB,longC,latC,altC); 
[AR,BR,CR,PR] = distP(tA,tB,tC,tP,dAt,dR,dAr,dBr,dCr,dPr); 
xC = (C(1)-A(1))*x(1) + (C(2)-A(2))*x(2) + (C(3)-A(3))*x(3); 
yC = (C(1)-A(1))*y(1) + (C(2)-A(2))*y(2) + (C(3)-A(3))*y(3); 
xR = (AR^2-BR^2+AB^2)/(2*AB); 
r12 = AR^2-xR^2; 
r22 = CR^2-(xC-xR)^2; 
yR = (r12-r22)/(2*yC) + yC/2; 
zR = sqrt(r12-yR^2); 
R = [xR;yR;zR]; 
%[AR,BR,CR,PR] = distP(tA,tB,tC,tP,dAt,dR,dAr,dBr,dCr,dPr) 
function [AR,BR,CR,PR] = distP(tA,tB,tC,tP,dAt,dR,dAr,dBr,dCr,dPr) 
c = 300000000; %metros por segundo 
AR = (c/2)*(tA-dAt-dR-dAr); 
BR =  c*(tB -dAt-dR-dBr)-AR; 
CR =  c*(tC -dAt-dR-dCr)-AR; 




Código para DSP TMS320C6416T da TEXAS para contagem 
interna de tempo com precisão de nano segundos 
A.2.1 - Estudo e implementação do relógio com o DSP 
Inicialmente optou-se por trabalhar com a ferramenta DSP da TEXAS INSTRUMENTS 
modelo TMS320C6416T que possui alguns dos seus principais parâmetros especificados 
através da tabela A.2.1 [TEXAS - TMS320C6414T-04, 2009]. 
Tab. A.2.1: Principais parâmetros na especificação do componente DSP modelo 
TMS320C6416T da TEXAS. 
Parâmetros Valores Nominais 
Alto desempenho com ponteiro 
fixo no processamento digital de 
sinais. 





Ferramenta TCP com suporte 
para:1 
10 x 2Mbps 
60 x 384Kbps 




Portas Seriais com Buffer Interface T1/E1, MVIP, 
SCSA Framers 
Serial Peripheral Interface (SPI)2  
Temporizadores 03 Timers de 32 bits 
Portas 16 GPIO (General –Purpose I/O) 
Geradores de Clock PLL com flexibilidade de 
programação. 
3.3V I/O, 1.1V Internal (600MHz) 
Opções de Clock 3.3V I/O, 1.2V Internal 
(720/850MHz, 1GHz) 
 
Está ferramenta foi escolhida inicialmente levando-se em consideração não só a 
implementação do relógio, mas todas as áreas distintas que fazem parte do sistema 
                                                 
1 Opção de programação dos parâmetros de decodificação de código turbo 
2 Compatibilidade - MOTOROLA 
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GEOLOCAL. Estas áreas estão listadas a seguir por ordem de prioridade na estrutura de 
implementação do projeto: 
1. Relógio de precisão para disseminação de tempo e sincronismo na estação de 
referência; 
2. Relógio de precisão para marcação de tempo nas estações remotas; 
3. Codificador e gerador de sinais para sinalização da contagem de tempo na estação 
master; 
4. Decodificador do sinal de sinalização nas estações remotas; 
5. Cálculo de tempos, distâncias e coordenadas através do algoritmo matemático 
proposto pelo sistema GEOLOCAL através de uma solução de firmware. 
6. Processador digital de sinais para implementação do rádio transmissor 
envolvendo filtragem e modulação em banda base; 
7. Processador digital de sinais para implementação do rádio receptor envolvendo 
recuperação de portadora, demodulação e filtragem em banda base; 
As tarefas 1 e 2 são primordiais para o sistema, pois definem a precisão com que serão 
realizadas as medidas de tempo e com isso o erro mínimo com que o sistema pode operar. 
As tarefas 3 e 4 também são de grande relevância, pois os sinais de sinalização para 
disseminação de tempo e sincronismo é que definem a medida de tempo de propagação e 
conseqüentemente as distâncias necessárias para todo o cálculo de posicionamento. Além 
disso, toda a geração do sinal codificado de sinalização é feita a partir do relógio da estação 
de referência e as sinalizações codificadas recebida nas estações remotas atuarão no relógio 
remoto. 
A tarefa 5 não necessariamente deve ser realizada pela mesma unidade de processamento, 
pois com processamento descentralizado pode-se realizar os cálculos do sistema com 
estruturas microcontroladas atendidas com o firmware baseado no algoritmo de cálculo do 
sistema geolocal. 
As tarefas 6 e 7 foram levadas em consideração para o sistema, na intenção de implementar 
os módulos de comunicação via rádio digital na concepção síncrona, pois os rádios digitais 
de baixa capacidade oferecidos pelo mercado de telecomunicações trabalham com entradas 
de dados assíncronas. Nesta condição os dados de entrada são transmitidos em função do 
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clock do rádio que possui tempo e seqüência diferente do relógio de referência, fazendo 
com que a incerteza de medida fique atrelada a taxa de transmissão do rádio. 
O sistema GEOLOCAL, como outros sistemas de geolocalização, deve operar com taxas de 
transmissão pequenas por vários motivos, sendo estes: 
 a. Com pequenas taxas de transmissão o sistemas pode operar com modulações mais 
robustas que exigem menores níveis de potência na transmissão, podendo cobrir pequenas 
ou grandes distâncias no atendimento de aplicações com uso de aeronaves, foguetes e 
satélites; 
 b. Com pequenas taxas de transmissão o sistema pode operar com técnicas 
sofisticadas de codificação e correção de erro, o que traz segurança extra ao processo de 
comunicação sem atingir taxas significativas; 
 c. Com pequenas taxas de transmissão o sistema ocupa bandas reduzidas que serão 
menos afetadas pelo efeito doppler em aplicações com elementos de repetição móveis, 
como é o caso do uso de satélites de baixa órbita para geolocalização e rastreamento de 
aeronaves e foguetes em aplicações militares. 
É pertinente neste momento indicar que o uso de rádios digitais assíncronos, para as taxas 
de transmissão envolvidas, pode resultar em incertezas da ordem de 10s a 150s, que 
inviabiliza completamente o sistema. 
Os trabalhos de implementação do relógio com o DSP TMS320C6416T foram iniciados 
levando-se em consideração informações baseadas em manuais e consultas oficiais ao 
corpo técnico da TEXAS INSTRUMENTS de que seria possível implementar o relógio 
com precisão de ns, pelo fato do componente operar com clock de 1GHz. 
Porém, as instruções deste processador demoram mais de um ciclo de clock para serem 
executadas, e cada uma delas, demora um tempo diferente, podendo ocorrer para uma 
mesma instrução variação do seu tempo de execução em diferentes cenários, devido a 
técnica PIPELINE.  
PIPELINE é uma técnica de hardware que permite que a CPU (Central Processing Unit), 
unidade central de processamento, do DSP realize a busca de uma ou mais instruções além 
da próxima a ser executada. Estas instruções são colocadas em uma fila de memória dentro 
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da CPU onde aguardam o momento de serem executadas. Esta técnica é empregada para 
acelerar a velocidade de operação da CPU, uma vez que a próxima instrução a ser 
executada está normalmente armazenada dentro da CPU e não precisa ser buscada da 
memória, normalmente muito mais lenta que a CPU. Para a maioria dos cálculos em 
processamentos digitais de sinais esta ferramenta é de vital importância, mas para este caso 
de contagem de tempo, a mesma insere a incerteza de tempo que pode variar em dezenas de 
ciclos de máquinas, impossibilitando seu uso. 
Mantendo a pesquisa com uso do componente DSP, foi tomada uma linha diferente de 
trabalho que levou em consideração a utilização da função do timer/counter do próprio 
DSP, que permite realizar a contagem de tempo independentemente do andamento das 
demais rotinas contidas no software principal. 
A figura A.2.1 apresenta uma parte do diagrama interno do DSP TMS320C6416T que é 
responsável por todo o processo de temporização do componente. Através do diagrama, é 
possível verificar que a contagem de tempo pode ser feita através de clock interno ou clock 
externo. 
No diagrama as duas entradas de clock para o sistema de timer estão destacadas em negrito. 
Neste trabalho optou-se por usar a entrada de clock interno, por praticidade de 
implementação e por não apresentar diferenças de desempenho se comparada a entrada 
externa. 
Esta solução resolve o problema de incertezas causadas pela implementação em software, 
no entanto, a máxima freqüência que pode ser obtida no contador para este DSP é a 
freqüência de clock dividida por 8 (fclock / 8), neste caso 125 MHz, o que limitaria a precisão 
do relógio em no máximo 8 nano segundos. Este limite de freqüência existe tanto para uso 
da fonte interna do clock, como também da entrada externa [TEXAS - TMS320C6000, 
2009]. 
No diagrama em blocos da figura A.2.1 a parte envolvida pela linha tracejada em vermelho 
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Fig. A.2.1: Diagrama em blocos da funcionalidade timer/counter 
apresentada pelo DSP TMS320C6416T TEXAS INSTRUMENTS. 
Na seqüência são apresentadas as duas soluções desenvolvidas para contagem de tempo 
com precisão de nano segundos empregando o componente DSP TMS320C6416T. Este 
anexo é apresentado como registro da pesquisa e como fonte de consulta para futuros 
trabalhos que sejam atendidos com as precisões alcançadas com esta solução, ou com o 
aumento de desempenho da tecnologia microeletrônica empregada nos DSP´s. 
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A.2.2 - Implementação baseada totalmente em software 
Este programa implementa um sistema de relógio comum, calculando horas, minutos e 
segundos, porém com variações da ordem de 10 ns a 100 ns, como já discutido na seção 
A.2.1. O sinal de sinalização para contagem atua sobre um pino de interrupção externo que 









Fig. A.2.2: Diagrama básico ilustrativo do código. 
 
A.2.2.1 - Código Comentado 
******************************************************************************* 
* PROJETO GEOLOCAL 
******************************************************************************* 
* Descrição: Implementação de um relógio digital de precisão  
* utilizando a plataforma DSP TMS320C6416T DSK 
* 
* O resultado e conferido na tela do proprio depurador, analisando as variaveis: 
*   segundos_precisao 
*   segundos 
*   minutos 






long int counter = 0; 
long int segundos_precisao = 0; 
int segundos = 0; 
int minutos = 0; 




for(;;)     /* For Infinito  */ 
{ 
counter++;   /* Contador apenas para calcular os segundos */ 
segundos_precisao++;  /* Variavel que indica os segundos com precisao */ 
if (counter == 10000000) 
{ 
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counter = 0;  /* Zera o contador */ 
segundos++;  /* Variavel para armazenagem dos segundos sem precisao */ 
if (segundos == 60) 
{ 




if (segundos_precisao == 600000000) 
{ 
 
segundos_precisao = 0; /* Zera contador de segundos com precisao*/ 
   minutos++;  /* Incrementa a variavel de minutos*/ 
    
   if (minutos == 60) 
   { 
    segundos_precisao = 0; /* Zera o contador de segundos com precisao */ 
    minutos = 0;  /* Zera o contador de minutos */ 
    horas++;   /* Incrementa o contador de horas*/ 
     
    if (horas == 24) 
    { 
     segundos_precisao = 0;  /* Zera todos contadores */ 
     minutos = 0; 
     horas = 0; 
    } 
   } 





* void PerformIsr1(void) 
* 
* Indicate that Isr1 is being performed, and increment the number of times 
* it has been performed. Every so often, take a longer time than normal 






    WhatIsrActive = Isr1Active; 
    Isr0++; 
    if ((Isr0 % 8) == 0) 
        TakeALongTime(); 
    WhatIsrActive = NoIsrActive; 
    timer0value++; 
} 
/*----------------------------------------------------------------------------- 
* void PerformIsr2(void) 
* 
* Indicate that Isr2 is being performed, and increment the number of times 
* it has been performed. Every so often, take a longer time than normal 





    WhatIsrActive = Isr2Active; 
    Isr1++; 
    if ((Isr1 % 8) == 0) 
        TakeALongTime(); 
    WhatIsrActive = NoIsrActive; 
    timer1value++; 
} 
*----------------------------------------------------------------------------- 
* void PerformIsr3(void) 
* 
* Indicate that Isr3 is being performed, and increment the number of times 
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* it has been performed. Every so often, take a longer time than normal 





    WhatIsrActive = Isr3Active; 
    Isr2++; 
    if ((Isr2 % 8) == 0) 
        TakeALongTime(); 
    WhatIsrActive = NoIsrActive; 
    timer2value++; 
} 
/*----------------------------------------------------------------------------- 
* void TakeALongTime(void) 
* 




    volatile uint16 Output; 
    uint16 i; 
     
    for (i = 0; i < 0x1; i++) 
        Output = i; 
} 
/* ----------------------------------------------------------------------*/ 
/*           Copyright (C) 2001 Texas Instruments Incorporated.          */ 





    IRQ_resetAll();                       /* Reset all maskable interrupts  */ 
   IRQ_enable(IRQ_EVT_TINT0);            /* Enable timer0 -> CPU interrupt */ 
    IRQ_enable(IRQ_EVT_TINT1);            /* Enable timer1 -> CPU interrupt */ 
    IRQ_map(IRQ_EVT_TINT2,13);            /* Enable timer2 -> CPU interrupt */ 
    IRQ_enable(IRQ_EVT_TINT2);            /* Enable timer1 -> CPU interrupt */ 
    IRQ_nmiEnable();                      /* Enable non-maskable interrupt  */ 
    IRQ_globalEnable();                   /* Globally enable all interrupts */ 
} /* end SetupInterrupts() */ 
 
A.2.3 - Implementação baseada em TIMER/COUTER interno 
Este programa configura o timer / counter do DSP para a máxima freqüência de clock 










Fig. A.2.3: Diagrama básico ilustrativo do código. 
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A.2.3.1 - Código Comentado 
******************************************************************************* 
* PROJETO GEOLOCAL 
******************************************************************************* 
* Descrição: Configuracao e inicializacao do TIMER e da interrupcao em hardware  




 *  ======== main.c ======== 
 */ 
/* 














 *  ======== Declarations ======== 
 */ 
#define BUFFSIZE 32 
#define BUFFSIZE_X 63 
#define BUFFSIZE_Y 64 
/* 
 *  ======== Prototypes ======== 
 */ 
void initHwi(void); 
void isrHwi (); 
/* 




float Buffer_H[BUFFSIZE];   //  
float Buffer_X[BUFFSIZE_X]; //  




TIMER_Handle geoTimer1;  // Declaracao do TIMER 
TIMER_Config geoConfig1 =   // Parametros de configuracao do TIMER 
 {     
  0x00000307,        /*  Control Register (CTL)   */     
  0x01FFFFFF,        /*  Period Register (PRD)   */     
  0x00000000         /*  Counter Register (CNT)   */ 
 }; 
/* 




 int i; 
    x = 0;    
     
    for (i=0; i < BUFFSIZE; i++) // zero out Xmt buffer (prior to enable) 
     { 
      gBufXmt[i] = 0;  
      counter[i] = 0; 
     }    
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   counter[0] = 1;  
 
    SINE_init(&sineObj, 200, 48 * 1024); 
     
    initMcBSP(); 
 initEdma();      // Inicializa o acesso direto a memoria 
 
 // Starts the transmitter 
 MCBSP_write(hMcbspData,0); 
  
 geoTimer1 = TIMER_open(TIMER_DEV1,TIMER_OPEN_RESET);  // Abertura do TIMER 
  
 
 TIMER_config(geoTimer1, &geoConfig1);    // Configura TIMER 
  
  
 TIMER_start(geoTimer1);   // Inicializa timer configurado 
  
 initHwi();      // inicializa Interrupcoes em Hardware 
 
    //SINE_blockFill(&sineObj, gBuf0, BUFFSIZE); //  
 
 // EDMA_setChannel(hEdma);  // EDMA transmite os dados 
   
 DSP_fir_gen(Buffer_X,Buffer_H,Buffer_Y,BUFFSIZE,BUFFSIZE); 
  
    while (1) {      // Loop Forever 








 IRQ_enable(IRQ_EVT_EDMAINT); //enable EDMA interrupt to CPU (IER) 
 IRQ_enable(IRQ_EVT_EXTINT4); 






 counter[2] = TIMER_getCount(geoTimer1);           // Ao ocorrer interrupcao em hardware, armazena o valor do contador 








Procedimentos para medidas de atrasos causados por 
por componentes e acessórios 
A.3.1 – Análise dos atrasos introduzidos no sinal em função dos equipamentos 
e acessórios 
Este apêndice tem como objetivo apresentar a técnica empregada para medição de retardo 
oferecida pelos componentes e acessórios de radiofreqüência. 
O capítulo 5, através da figura 5.1, apresenta como é possível realizar a medida do tempo 
de trânsito do sinal SCT desde a saída do codificador até a entrada do decodificador. 
No entanto, para determinação de distâncias, o que importa é a obtenção precisa dos tempos 
de propagação do sinal no espaço livre que pode ser alcançado através da subtração entre o 
tempo de trânsito e o atraso oferecido por cada um dos componentes e acessórios que 
compõem o sistema de rádio. 
A.3.2 – Medida de atraso causado pelos rádios de transmissão e recepção 
O atraso causado pelo par de equipamentos de transmissão e recepção pode ser medido de 
forma tradicional empregando equipamentos geradores de sinais e osciloscópios ou 
utilizando a própria estrutura implementada em FPGA para medida de tempo no sistema 
proposto. 
No diagrama em blocos da figura A.3.1 o gerador de sinais oferece em sua saída um trem 
de pulsos digitais em banda básica que é aplicado simultaneamente ao canal 1 do 
osciloscópio e ao transmissor que opera com modulação FSK na freqüência de 232,3 MHz 
ou 450,025 MHz. Entre a saída do transmissor e a entrada do receptor é colocado um 
atenuador para adequação de níveis. O sinal recebido é decodificado e entregue ao 
osciloscópio no canal 2. A comparação dos dois sinais no osciloscópio possibilita a medida 
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do atraso entre as duas formas de onda, que representa o atraso dos rádios de transmissão e 
recepção. 
A figura A.3.2 apresenta como esta medida pode ser também realizada com a estrutura 
FPGA desenvolvida para o sistema. Neste caso os resultados das medidas de retardo são 
















































Fig. A.3.2: Diagrama em Blocos para medida de retardo com a estrutura FPGA 
desenvolvida para medida do tempo de trânsito no sistema. 
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É importante ressaltar que o atenuador instalado entre os rádios de transmissão e recepção 
apresenta um retardo desprezível, portanto considerado igual a 0 ns. 
O conjunto de transmissor e receptor em 232,3 MHz oferece um atraso de 13.660,135 ns e 
o conjunto equivalente em 450,025 MHz oferece um atraso de 17.375,083 ns. 
A.3.3 – Medida de atraso dos cabos coaxiais 
O equipamento utilizado para as medições foi o analisador vetorial modelo Advantest 
Modelo: R3765CG. Para calibração do equipamento foi empregado um cabo coaxial de 
referência da Huber+Suhner Modelo: Coaxial Cable Multiflex_141 18GHz, que possui 
impedância de 50Ω e conectores N macho. 
Antes das medidas o analisador vetorial deve ser devidamente calibrado em modo 
transmissão com as portas de entrada e saída colocadas em curto através de um cabo de 
referência, como apresentado na figura A.3.3. 
Não é o foco deste apêndice a descrição da forma ou do procedimento de calibração do 
analisador vetorial, uma vez que o processo sempre está descrito nos manuais de uso dos 
respectivos modelos e fabricantes. No entanto, recomenda-se que ao escolher a faixa de 
freqüência de calibração, opte-se por valores de freqüência mínima e freqüência máxima 
bem próximos da freqüência de operação do sistema, garantindo com isso uma maior 






Coaxial Cable Multiflex _141 18GHz  
Fig. A.3.3: Diagrama de conexão do analisador vetorial para calibração. 
Como o processo de calibração do analisador vetorial é feito com um cabo coaxial de 
referência, a medida de retardo dos cabos coaxias para uso no sistema deverão ser 
 132
realizadas com o cabo de referência inserido na medida, pois a condição de calibração para 
retardo de 0 ns leva em consideração o elemento de conexão entre as portas de saída e de 











Fig. A.3.4: Diagrama de conexão do analisador vetorial para medida de retardo dos cabos 
coaxiais empregados no sistema. 
A figura A.3.5 apresenta a medida em cabo coaxial RG58 de 30 m em 232,3 MHz. 
 
Fig. A.3.5: Medida de retardo em um cabo coaxial Modelo RG58 de 30 m operando em 
232,3 MHz [Advantest Corporation, Modelo: R3765CG]. 
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Os demais cabos (Cabo 2, Cabo 3 e Cabo 4) ofereceram respectivamente 149,902 ns, 
151,008 ns e 150,321 ns. 
A.3.3 – Medida de atraso das antenas 
A medida do retardo apresentado pelas antenas é feita com um pequeno enlace de 







Coaxial Cable Multiflex _141 18GHz
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Fig. A.3.6: Enlace de teste para medida de atraso do par de antenas 
[Advantest Corporation, Modelo: R3765CG]. 
Com esta contagem obtém-se o tempo total de atraso entre a porta de saída e porta de 
entrada do analisador vetorial, como apresentado na figura A.3.7. Esta medida refere-se a 
um enlace de teste operando em 232,3 MHz. Como o tempo de atraso oferecido pelos cabos 
coaxiais (300,598 ns) e o tempo de propagação no espaço livre entre as antenas (111,43 ns) 
são conhecidos, é possível encontrar o atraso do par de antenas  de 59,653 ns. 
Um enlace de teste equivalente ao da figura A.3.5 foi construído para operação com antenas 
de 450,025 MHz, empregando antenas para esta nova freqüência e os cabos coaxiais 3 e 4. 
O resultado de atraso obtido para o par de antenas de 450,025 MHz foi de 70,652 ns. 
 134
 
Fig. A.3.7: Medida do tempo de atraso entre a porta de saída e a porta de entrada do 
analisador vetorial para o enlace de teste para medida do atraso no par de antenas 
[Advantest Corporation, Modelo: R3765CG]. 
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A.3.4 – Resultados dos atrasos oferecidos por todos os acessórios envolvidos. 
Os testes realizados em todos os equipamentos e componentes integrantes do enlace 
abordado no capítulo 5 estão apresentados de forma reunida na tabela A.3.1. 
Tab. A.3.1: Valores dos atrasos dos equipamentos e acessórios empregados 
no enlace de rádio usado para medida de distância. 
Descrição 
Equipamentos e Componentes 
Atrasos (ns) 
Cabo 1 150,796 
Cabo 2 149,902 
Cabo 3 151,008 
Cabo 4 150,321 
Par de Antenas 
Yagi-Uda (232,3 MHz) 
59,653 
Par de Antenas 
Yagi-Uda (450,025) MHz 
70,652 
Rádios (232,3 MHz) 
Transmissor e Receptor 
13.660,135 
Rádios (450,025 MHz) 





Diagramas em Blocos, fluxogramas e linhas de códigos em VHDL 
da estrutura responsável pela contagem de tempo no enlace para 
medida de distância. 
A.4.1 – Diagramas em Blocos das funções 
O diagrama em blocos da figura A.4.1 apresenta de forma ampliada os elementos 
responsáveis pela geração dos sinais C0, C1, C2, C3, C4, e C5 defasados de 1ns, que são 
gerados a partir um oscilador operado com PLL baseado em uma referência de 10MHz 
implementada com OCXO. 
~






































Fig. A.4.1: Diagramas em blocos: (a) Gerador dos sinais defasados de 1 ns; (b) detector dos 
pulsos recebidos; (c) gerador do sinal SCT; (d) máquina que calcula o valor final de tempo. 
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A saída C0 do oscilador é tomada como referência, pois é através da mesma que serão 
contadas as defasagens de 1 ns entre os sinais. Este sinal também é utilizado para geração 
do sinal SCT através do contador de 20 bits responsável pela codificação PWM adotada no 
projeto. Este estágio gera o sinal SCT e os sinais de sinalização CLR_Cont e Pulso_tx. 
Os sinais transmitidos trafegam por todo o sistema e são recebidos. A recepção é 
acompanhada por um detector de pulsos, que verifica a autenticidade do sinal recebido, 
validando a recepção do sinal através da saída Pulso_OK. 
Para obtenção da medida final, existe um bloco responsável pela análise da saída dos seis 
contadores envolvidos no processo, que tem como responsabilidade indicar a medida a cada 
campo de contagem através da saída tempo_medido. 


















































Fig. A.4.2: Diagrama em blocos dos contadores. 
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Todos os contadores operam com o mesmo sinal de recepção (Pulso_rx) e todos possuem a 
habilitação ou a validação de contagem através do sinal Pulso_OK. 































































Transição 0 para 1










































Envia seqüência de 
inicialização para terminal
Envia valores medidos de 






Fig. A.4.6: (a) Medida final de tempo com resolução de 1 ns; 
(b) Validação dos valores medidos.  
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entity detector_pulso is 
 port 
 ( 
  -- Input ports 
  clk   : in  std_logic; 
  reset  : in  std_logic; 
  pulso_rx : in  std_logic; 
 
  -- Output ports 




architecture rtl of detector_pulso is 
  
 type state_type is (espera_pulso, conta_pulso, analisa_pulso, sinaliza_pulso); 
 signal state  : state_type; 
 signal contador  : std_logic_vector(15 downto 0); 
 signal pulso_dly    :   std_logic_vector(1 downto 0); 
 
begin 
 process(reset, clk) is 
 begin 
  
  if(reset = '1') then 
   contador <= (others => '0'); 
   state <= espera_pulso; 
   pulso_ok <= '0'; 
   pulso_dly <= (others => '0'); 
  elsif(rising_edge(clk)) then 
   
      -- Double sample input pulse to sync with clock 
      pulso_dly(pulso_dly'high downto pulso_dly'low+1) <= 
pulso_dly(pulso_dly'high-1 downto pulso_dly'low); 
      pulso_dly(pulso_dly'low) <= pulso_rx; 
   
            pulso_ok <= '0'; 
 
   case state is 
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    when espera_pulso => 
     contador <= (others => '0'); 
     if pulso_dly(pulso_dly'high) = '1' then 
      state <= conta_pulso; 
     else 
      state <= espera_pulso; 
     end if; 
      
    when conta_pulso => 
     if pulso_dly(pulso_dly'high) = '1' then 
      contador <= contador + 1; 
     else 
      state <= analisa_pulso; 
     end if; 
      
    when analisa_pulso => 
     if (contador > 32700 and contador < 32836) then 
      contador <= (others => '0'); 
      state <= sinaliza_pulso; 
     else 
      contador <= (others => '0'); 
      state <= espera_pulso; 
     end if; 
      
    when sinaliza_pulso => 
                     pulso_ok <= '1'; 
        state <= espera_pulso; 
           
    when others => 
            if pulso_dly(pulso_dly'high) = '0' then 
       state <= espera_pulso; 
      end if; 
   end case; 
 
  end if; 










entity gerador_pulso is 
 port 
 ( 
  -- Input ports 
  clk   : in  std_logic; 
  enable  : in  std_logic; 
  reset  : in  std_logic; 
 
  -- Output ports 
  clr_cnt  : out  std_logic; 




architecture rtl of gerador_pulso is 
 








  if(reset = '1') then 
   contador <= (others => '0'); 
   pulso_tx <= '0'; 
   clr_cnt  <= '0';  
  elsif(rising_edge(clk)) then 
   contador <= contador + 1; 
    
   if contador < 32767 then 
    pulso_tx <= '1'; 
 
    if contador = 0 then 
     clr_cnt <= '1'; 
    else 
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     clr_cnt <= '0'; 
    end if; 
   elsif contador < 65535 then 
    pulso_tx <= '0'; 
    clr_cnt <= '0'; 
   elsif contador(13) = '0' then 
    pulso_tx <= '1'; 
    clr_cnt <= '0'; 
   else 
    pulso_tx <= '0'; 
    clr_cnt <= '0'; 
   end if; 
  end if; 






A.4.4 – Código Comentado VHDL: Medida de Tempo com resuloção de 1 ns 






entity medida_tempo is 
 port 
 ( 
  -- Input ports 
  clk   : in  std_logic; -- Input clock - Phase dependent 
  clk0  : in  std_logic; -- Phase 0 clock 
  reset  : in  std_logic; -- Input reset for input clock 
  reset0  : in  std_logic; -- Input reset for input clock phase 0 
  clr_cnt  : in  std_logic; 
  enable  : in  std_logic; 
  pulso_rx : in  std_logic; 
  pulso_ok : in  std_logic; 
 
  -- Output ports 
--  clr_cnt  : out  std_logic; 




architecture rtl of medida_tempo is 
  
 signal pulso_a   : std_logic; 
 signal pulso_b   : std_logic; 
 signal pulso_c   : std_logic; 
 signal pulso_d   : std_logic; 
 signal pulso_e   : std_logic; 
 
 signal clrcnt0   : std_logic; 
 signal clrcnt   : std_logic; 
 signal clrcnt_dly  : std_logic_vector(1 downto 0); 
 
 signal valid0   : std_logic; 
 signal valid   : std_logic; 
 
 signal contador   : std_logic_vector(19 downto 0); 
 
 signal amostra_contador : std_logic_vector(19 downto 0); 
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 signal amostra_valida : std_logic_vector(19 downto 0); 
 
 signal amostra_valida0 : std_logic_vector(19 downto 0); 
 
-- Inicio da arquitetura 
begin 
 
--processo de amostragem do pulso de entrada 
 process(reset, clk) is 
 begin 
  if(reset = '1') then 
   pulso_a <= '0'; 
   pulso_b <= '0'; 
   pulso_c <= '0'; 
   pulso_d <= '0'; 
   pulso_e <= '0'; 
  elsif(rising_edge(clk)) then 
   pulso_a <= pulso_rx; 
   pulso_b <= pulso_a; 
   pulso_c <= pulso_b; 
   pulso_d <= pulso_c; 
   pulso_e <= (not(pulso_d) and pulso_c); 
  end if; 
 end process;  
  
--processo de amostragem do clr_cnt com clock phase 0 
 process (reset0, clk0) 
 begin 
  if (reset0 = '1') then 
   clrcnt0 <= '0'; 
  elsif (rising_edge(clk0)) then 
   clrcnt0 <= clr_cnt; 
  end if; 
 end process; 
 
--processo de re-amostragem do clrcnt0 na fase correta 
 process (reset, clk) 
 begin 
  if (reset = '1') then 
   clrcnt_dly <= (others =>'0'); 
   clrcnt <= '0'; 
  elsif (rising_edge(clk)) then 
   clrcnt <= clrcnt_dly(1); 
   clrcnt_dly(1) <= clrcnt_dly(0); 
   clrcnt_dly(0) <= clrcnt0; 
  end if; 
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 end process; 
  
--processo de contagem 
 process (reset, clk) 
 begin 
  if (reset = '1') then 
   contador <= (others =>'0'); 
  elsif (rising_edge(clk)) then 
      if (clrcnt = '1') then 
    contador <= (others => '0'); 
      else 
   contador <= contador + 1; 
     end if; 
  end if; 
 end process; 
 
--processo de retenção do valor contador 
 process (reset, clk) 
 begin 
  if (reset = '1') then 
   amostra_contador <= (others => '0'); 
  elsif (rising_edge(clk)) then 
   if pulso_e = '1' then 
    amostra_contador <= contador; 
   end if; 
  end if; 
 end process; 
 
--processo de amostragem do valid com o clock 0 
 process (reset0, clk0) 
 begin 
  if (reset0 = '1') then 
   valid0 <= '0'; 
  elsif (rising_edge(clk0)) then 
   valid0 <= pulso_ok; 
  end if; 
 end process; 
 
--processo de amostragem do valid 
 process (reset, clk) 
 begin 
  if (reset = '1') then 
   valid <= '0'; 
  elsif (rising_edge(clk)) then 
   valid <= valid0; 
  end if; 
 end process; 
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--processo de validação do valor contador 
 process (reset, clk) 
 begin 
  if (reset = '1') then 
   amostra_valida <= (others => '0'); 
  elsif (rising_edge(clk)) then 
   if valid = '1' then 
    amostra_valida <= amostra_contador; 
   end if; 
  end if; 
 end process; 
 
-- Amostragem do valor valido no clock0 
 process (reset0, clk0) 
 begin 
  if (reset0 = '1') then 
   amostra_valida0 <= (others => '0'); 
  elsif (rising_edge(clk0)) then 
          amostra_valida0 <= amostra_valida; 
  end if; 
 end process; 
 











Variância e Desvio de Allan 
Os principais organismos internacionais de padronização recomendam medidas para 
instabilidade que são descritas pela análise de comportamento de amostras sucessivas. 
A figura A.5.1 demonstra o processo de tomada de medidas de tempo de um relógio ao 
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Fig. A.5.1: Medidas sucessivas de tempo nx , 1nx , 2nx , ... dadas a cada . 
Considerando três medidas de tempo seqüenciais de um dado relógio nx , 1nx e 2nx , 
espaçadas por um intervalo de tempo ,  pode-se determinar freqüência normalizada a partir 








 1  (A.5.1) 








  (A.5.2) 
onde  denota a primeira diferença finita para intervalos de enésima ordem. 
Similarmente, a freqüência média que parte para o próximo intervalo pode ser escrita como 




















y  (A.5.3) 
Sendo assim a instabilidade neste relógio para esta média de freqüências do primeiro 
intervalo  para o próximo intervalo , pode ser representada por uma mudança em 
freqüência, como demonstrado na equação (A.5.4). 
nnn yyy 1  (A.5.4) 
A partir desta condição as diferenças das diferenças são chamadas de diferenças segundas e 
são denotadas por 2 . Portanto as equações escritas anteriormente, podem ser 







  (A.5.5) 
Computando-se a soma dos quadrados destas diferenças segundas para n =1 até N-2, onde 
N é o número de medidas de tempo em uma série para um relógio em particular, e então 
dividir por 2(N-2), tem-se o que é chamado de uma estimativa de variância de duas 
amostras, conhecidas por variância de Allan (AVAR - Allan Variance). 
A divisão por (N-2) ocorre porque este é o número de medidas sucessivas de x empregadas 
no cálculo e a divisão por 2 é justificada pois a AVAR se comporta como a variância 
clássica no caso onde os valores de yn são aleatórios e descorrelacionados. 
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A equação (A.5.6) descreve a AVAR. 







)( yxy  
  (A.5.6) 
onde os colchetes denotam uma média de tempo infinita. 
 
