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Abstract
In this paper, we propose a method for computing invariant sets of discrete-time nonlinear systems with or without additive
disturbances by lifting the nonlinear dynamics into a higher dimensional linear model. In particular, we focus on the maximal
invariant set contained in some given constraint set. Some special types of nonlinear systems can be immersed into higher
dimensional linear systems with state transformations, which allows us to establish linear representations of nonlinear systems.
For such systems, we can characterize invariant sets of the original nonlinear system using its higher dimensional linear
representation. For general nonlinear systems, in which equivalent linear models cannot be achieved exactly, we use high-
dimensional linear approximations to compute the maximal invariant set. Given the bound on the mismatch between the
linear approximation and the original system, we provide an invariant inner approximation of the maximal invariant set by
tightening the constraint set.
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1 Introduction
Set invariance theory is an important tool for sys-
tem analysis and controller design of constrained dy-
namical systems, see for instance [Blanchini, 1999,
Blanchini and Miani, 2008] and the references therein.
In particular, it is widely used in Model Predictive Con-
trol (MPC) [Mayne et al., 2000] for systems with hard
constraints on control and states.
The problem of computing invariant sets has been stud-
ied extensively for different types of systems. The early
literature has been devoted to linear systems with poly-
hedral constraints, see, e.g., [Gilbert and Tan, 1991]
1 The material in this paper was partially presented at the
21st IFAC World Congress, July 11–17, 2020, Germany, see
Section 1 for the differences between the conference version
and this paper.
2 Raphae¨l M. Jungers is a FNRS honorary Research Asso-
ciate. This project has received funding from the European
Research Council (ERC) under the European Union’s Hori-
zon 2020 research and innovation programme under grant
agreement No 864017 - L2C. Raphae¨l M. Jungers is also sup-
ported by the Walloon Region and the Innoviris Foundation.
and the references therein. In the presence of bounded
disturbances in linear systems, robust invariant sets
were studied (see, e.g., [Kolmanovsky and Gilbert,
1998, Rakovic et al., 2005, Ong and Gilbert, 2006,
Trodden, 2016]). Recently, the authors in [Wang et al.,
2019] have proposed an algorithm for linear systems
subject to a class of non-convex constraints. See also
[Bravo et al., 2005, Alamo et al., 2009, Fiacchini et al.,
2010, Sassi and Girard, 2012, Henrion and Korda, 2014,
Korda et al., 2014] for algorithms computing invariant
sets of nonlinear systems. However, obtaining an exact
invariant set remains a challenging problem for general
nonlinear systems. The aforementioned algorithms for
nonlinear systems focus on inner or outer approxima-
tions of invariant sets. However, these approximations
are not necessarily invariant. In this paper, we attempt
to characterize invariant sets by using a lifted linear
model of the nonlinear system.
In order to obtain a lifted linear model, we need to per-
form linearization of the nonlinear system. This is one
of the most well-known research topics in systems and
control with a large literature. One classic linearization
method is the Jacobian linearization method (see, e.g.,
Section 4.3 of [Khalil, 2002]), which uses the first order
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Taylor expansion around a specific point to approximate
the original system in a small neighborhood. A more
powerful linearization method is the feedback lineariza-
tion method, which transforms certain nonlinear sys-
tems into their linear equivalents under nonlinear coordi-
nate change and state feedback (see Section 13 of [Khalil,
2002] for a comprehensive view). Another linearization
method is the state immersion method, which immerses
a nonlinear system into a linear system in a higher di-
mension, see, e.g., [Monaco and Normand-Cyrot, 1983,
Lee and Marcus, 1988, Menini and Tornambe`, 2009].
Although the immersion method is equivalent to the
feedback linearization method in the special case where
the immersion is a diffeomorphism, they are in general
different as a immersion does not necessarily preserve
the dimension of the system. One successful application
of state immersion is the observer design for nonlinear
system [Krener and Isidori, 1983, Levine and Marino,
1986], where the original system is immersed into a
linear system up to output injection and the observer
can be easily constructed on the immersed system. Re-
cently, a new immersion technique has been proposed
in [Jungers and Tabuada, 2019] for continuous-time
systems by the use of polyflows. While a nilpotency
property is required for the exact immersion or lin-
earization, the approximation by polyflows often out-
performs the Taylor approximation in practice. Inspired
by the polyflows approximation, we have developed a
similar immersion method [Wang and Jungers, 2020a]
for discrete-time systems. In this paper, we use such a
method to obtain a high-dimensional linear model for
the characterization of invariant sets of discrete-time
nonlinear systems. Let us add that, while the goal is quite
different, the immersion method in [Wang and Jungers,
2020a] bears some similarities with classic identification
techniques [Ljung, 1987]. For example, it is similar to
multivariate autoregressive modeling [Harrison et al.,
2003] except that we provide the connection between
the linear model and the immersibility property of the
system.
The basic idea of our method is illustrated in Figure 1.
When an exact immersion is available, invariant sets of
the original nonlinear system can be computed using the
lifted linear model. This paper focuses on the maximal
invariant set contained in some given constraint set. We
will show that the immersion-based characterization is
not only an inner approximation of the maximal invari-
ant set but also an invariant set, provided that we can
accurately compute the lifted linear model. For special
classes of nonlinear systems, this method allows to ob-
tain the exact maximal invariant set. In practice, there
are often numerical errors arising from the computation
of the lifted linear model. To validate set invariance of
the computed sets from our method, we conduct hypoth-
esis tests with a finite data set obtained by random sam-
pling. We then use the concept of almost-invariant sets,
introduced in [Wang and Jungers, 2020b] for discrete-
time nonlinear systems, to derive formal guarantees on
the computed sets. Given the intrinsic relation between
set invariance and stability, almost-invariant sets are
closely related to the concept of almost-Lyapunov func-
tions [Liu et al., 2020], which decrease in a region almost
everywhere except a small subset.
Dynamics:
x+ = f(x), x ∈ Rn
Dynamics:
x˜+ = Ax˜, x˜ ∈ Rn˜
x˜ = T (x)
x = Cx˜
Lifting
Projection
Invariant sets:
Z
Invariant sets:
Z˜
T (Z)
T−1(Z˜)
Image
Preimage
n˜ ≥ n
Difficult
Fig. 1. Invariant set computation via immersion: a linear rep-
resentation of the nonlinear system enables tractable char-
acterizations of invariant sets.
The rest of the paper is organized as follows. This sec-
tion ends with the notation, followed by the next sec-
tion on the review of preliminary results on invariant
sets. In Section 3, we will discuss the immersibility prop-
erty and linearization. Section 4 presents the proposed
immersion-basedmethod for computing themaximal in-
variant set of nonlinear systems without/with distur-
bances. Some computational aspects of the proposed
method will be discussed in Section 5. In Section 6, we
will design hypothesis tests to validate set invariance of
the computed sets with probabilistic guarantees.Numer-
ical examples are provided Section 7. The last section
concludes the work.
A preliminary version of this paper appears as a confer-
ence paper in Wang et al. [2020], which is only focused
on systems without disturbances. In this paper, we pro-
vide detailed proofs of all lemmas and theorems, discus-
sion on nonlinear systems with additive disturbances, a
provably verification procedure for invariant sets, and
additional numerical results.
Notation. The non-negative integer set is indicated by
Z
+. In is the n × n identity matrix and 0n×m is the
n ×m matrix of all zeros (subscript omitted when the
dimension is clear). Bn is the unit closed ball in R
n.
‖x‖p denotes the ℓp-norm of x(‖x‖ = ‖x‖2 by default)
and ‖x‖F is the Frobenius norm. Given a set S, 1S de-
notes the indicator function of S. For two set X and Y ,
2
X ⊖ Y denotes the Minkowski difference. Given a map
T , let T (X) denote {T (x) : x ∈ X} and T−1(Y ) de-
note the preimage of the set Y under the map T , i.e.,
T−1(Y ) := {x : T (x) ∈ Y } (T is not necessarily invert-
ible). For any two matricesA,B, A⊗B denotes the Kro-
necker product and A[k] = A⊗ · · ·⊗︸ ︷︷ ︸
k times
A for k ∈ Z+. For
a random variable X , P(X ≥ x) denotes the probability
of X ≥ x and E(X) denotes the expectation of X .
2 Preliminaries
We consider discrete-time dynamical systems of the form
x(t+ 1) = f(x(t)) +Gw(t), t ∈ Z+ (1)
where x(t) ∈ Rn is the sate vector, f : Rn → Rn is a
continuous function, w(t) ∈ Rp is the disturbance and
G ∈ Rn×p. The system is subject to state constraints:
x(t) ∈ X ⊆ Rn, t ∈ Z+. (2)
The disturbance is bounded by
w(t) ∈W ⊆ Rp, t ∈ Z+. (3)
Let the nominal system corresponding to System (1) be
defined by
x(t+ 1) = f(x(t)), t ∈ Z+. (4)
The following assumptions are made. (A1) The function
f(x) is continuous with f(0) = 0. (A2) The set X is
compact and contains the origin in its interior. (A3)
System (4) is asymptotically stable at the origin in X ,
i.e.,
lim
t→∞
‖f t(x)‖ = 0, ∀x ∈ X, (5)
where f t(x) = f(f t−1(x)) with f0(x) = x for all t ∈ Z+.
(A4) The function f(x) is Lipschitz continuous in X
with a Lipschitz constant L:
‖f(x)− f(y)‖ ≤ L‖x− y‖, ∀x, y ∈ X. (6)
(A5) The disturbance setW is compact and contains the
origin its interior and a boundD is available:W ⊆ DBp.
The definition of an invariant set for the nominal
system is given below, see, e.g., [Blanchini, 1999,
Blanchini and Miani, 2008].
Definition 1 A nonempty set Z ⊆ Rn is a positively
invariant set for System (4) if x ∈ Z implies f(x) ∈ Z.
Similarly, robust invariant sets are defined as follows.
Definition 2 A nonempty set Z ⊆ Rn is a robust pos-
itively invariant set for System (1) if x ∈ Z implies
f(x) +Gw ∈ Z for all w ∈ W .
Invariant sets throughout the paper are all positively in-
variant sets. Computing an invariant set can be a difficult
even for linear systems, depending on the constraint set.
For nonlinear systems, the computation is more difficult
and complicated. For instance, let us consider the com-
putation of the maximal invariant set [Gilbert and Tan,
1991, Kolmanovsky and Gilbert, 1998], which is defined
below.
Definition 3 A nonempty set S is the maximal invari-
ant set for System (4) if S is an invariant set and con-
tains all the invariant sets in X. Similarly, S is the max-
imal robust invariant set for System (1) if S is a robust
invariant set and contains all the robust invariant sets in
X.
The maximal invariant set of the nominal system
can be computed by the procedure introduced in
[Gilbert and Tan, 1991]:
O0 := X,Ok+1 := Ok
⋂
{x : f(x) ∈ Ok}, k ∈ Z
+. (7)
Thus, the maximal invariant set is
O∞ = lim
k→∞
Ok. (8)
For the maximal robust invariant set of the dis-
turbed system, a similar procedure was presented in
[Kolmanovsky and Gilbert, 1998]:
O˜k+1 := O˜k
⋂
{x : f(x) +Gw ∈ O˜k, ∀w ∈ W}. (9)
with O˜0 := X for k ∈ Z
+. Themaximal robust invariant
set becomes
O˜∞ = lim
k→∞
O˜k. (10)
While the maximal invariant set O∞ and the maximal
robust invariant set O˜∞ can be computed efficiently for
linear systems with linear constraints by solving linear
optimization problems, in general, it is difficult to com-
pute these sets because we have to solve non-convex opti-
mization problems. Such an issue also arises in the com-
putation of other (robust) invariant sets for nonlinear
systems. In this paper, we will attempt to tackle the is-
sue of nonlinearity via state immersion. More precisely,
we propose to use a lifted linear model of the nominal
system to compute invariant sets and robust invariant
sets.
3 Linerization via immersion
This section discusses the linearization of the nominal
system via immersion.
3
3.1 State immersion
First, we give a definition of immersibility of nonlinear
systems, see, e.g., [Monaco and Normand-Cyrot, 1983,
Lee and Marcus, 1988].
Definition 4 System (4) is immersible into a linear sys-
tem in the form of
ξ(t+ 1) = Aξξ(t), y(t) = Cξξ(t), t ∈ Z
+, (11)
where ξ ∈ Rnξ , y(t) ∈ Rn, Aξ ∈ R
nξ×nξ and Cξ ∈
R
n×nξ , if there exists a map T : Rn → Rnξ such that
f t(x) = CξA
t
ξT (x) for all x ∈ R
n and t ∈ Z+. For
notational simplicity, let us denote the linear system in
(11) by Π(Aξ, Cξ).
A necessary and sufficient condition for immersibility is
given in the following proposition.
Proposition 1 System (4) is immersible into a linear
system in the form of (11) if and only if there exist M
and a sequence of matrices {γℓ ∈ R
n×n}Mℓ=0 such that
fM+1(x) =
M∑
ℓ=0
γℓf
ℓ(x), ∀x ∈ Rn (12)
Similar arguments can also be found in [Monaco and Normand-Cyrot,
1983, Lee and Marcus, 1988], although the proof is
slightly different, see Theorem 1 in [Wang and Jungers,
2020a]. With the integer M and the matrices γM :=
{γℓ ∈ R
n×n}Mℓ=0 satisfying (12), we can immediately
construct a linear system Π(Γ(γM ), [In 0n×Mn]), where
Γ(γM ) :=


0 In 0 · · · 0
...
...
...
...
...
0 0 · · · 0 In
γ0 γ1 · · · γM−1 γM

 . (13)
The condition in (12) implies that System (4) is im-
mersible into Π(Γ(γM ), [In 0n×Mn]) with the transfor-
mation map
FM (x) :=


x
f(x)
...
fM (x)

 . (14)
However, there may exist redundancy in such a trans-
formation. To remove redundancy, we will use linearly
independent transformations, defined below.
Definition 5 A map T : Rn → Rm is called linearly
independent if its components {T1(x), · · · , Tm(x)} are
linearly independent. That is, none of the components of
T is a linear combination of the others.
From this definition, a linearly independent map T :
R
n → Rm implies span{T (x) : x ∈ Rn} = Rm. Other-
wise, there exists a vector c ∈ Rm such that cTT (x) =
0, ∀x ∈ Rn.
With a linearly independent transformation, a tight lin-
ear model can be obtained, as stated in the following
lemma.
Proposition 2 Suppose A1 holds and System (4) is
immersible into a linear system in the form of (11),
there always exist a continuous linearly independentmap
T : Rn → Rm and an observable pair (C,A) such that
AT (x) = T (f(x)) and CT (x) = x for all x ∈ Rn. In
addition, A is Schur stable if A2 and A3 hold.
Proof: From Proposition 1, when System (4) is im-
mersible to Π(Aξ, Cξ), there exist M and matrices
γM := {γℓ ∈ R
n×n}Mℓ=0 such that (12) is satisfied. This
implies that
FM (f(x)) = Γ(γM )FM (x) (15)
where Γ(γM ) is defined in (13). Suppose there are m
linearly independent functions that form a basis for the
span of {x1, · · · , xn, · · · , f
M
1 (x), · · · , f
M
n (x)}, let T (x)
be the stacked vector of these functions. As all the
functions {x1, · · · , xn, · · · , f
M
1 (x), · · · , f
M
n (x)} can be
expressed as linear combinations of T (x), there exists a
full column rank matrix P ∈ R(M+1)n×m such that
FM (x) = PT (x),FM (f(x)) = PT (f(x)) (16)
Hence, from (15), T (f(x)) = P+Γ(γM )PT (x), where
P+ denotes the pseudo inverse of P . Letting A =
P+Γ(γM )P and C = [In 0n×Mn]P , we can get AT (x) =
T (f(x)) and CT (x) = x. When T (x) = FM (x),
A = Γ(γM ) and C = [In 0n×Mn]. From the defini-
tion of Γ(γM ), it can be immediately verified that
([In 0n×Mn],Γ(γM )) is observable. Now, we will show
that (C,A) is observable for the case where T (x) is not
the whole FM (x). For any z ∈ R
m, we consider the tra-
jectory {z(0), z(1), · · · , z(M)} = {z, Az, · · · , AMz} of
the Π(C,A) with the outputs {y(0), y(1), · · · , y(M)} =
{Cz,CAz, · · · , CAMz}. From (16), it can be shown that
{z˜(0), z˜(1), · · · , z˜(M)} = {Pz, PAz, · · · , PAMz} is a
trajectory of Π(Γ(γM ), [In 0n×Mn]) with the outputs


Cz
CAz
...
CAM−1z

 =


(In 0n×Mn)Pz
(In 0n×Mn)Γ(γM )Pz
...
(In 0n×Mn)Γ(γM )
MPz

 = Pz
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Hence, the initial state Pz of Π(Γ(γM ), [In 0n×Mn])
can be uniquely determined by the output sequence
Cz,CAz, · · · , CAM−1z}. Since P is full column rank,
z can be also uniquely determined by the output se-
quence Cz,CAz, · · · , CAM−1z}. This holds for any
z ∈ Rm. Therefore, we conclude that (C,A) is ob-
servable. Finally, we show that A is Schur stable un-
der A2 & A3. As T (x) is linearly independent and
T (X) is compact and contains the origin in the inte-
rior, we can choose N points {x˜1, x˜2, · · · , x˜N} inside
X such that span{T (x˜1), T (x˜2), · · · , T (x˜N )} = Rm.
Hence, for any z ∈ Rm, there exist {α1, α2, · · · , αN}
such that z =
∑N
i=1 αiT (x˜
i), which leads to Akz =∑N
i=1 αiA
kT (x˜i) =
∑N
i=1 αiT (f
k(x˜i)), ∀k ∈ Z+. The
asymptotic stability of the system (4) implies that
Akz → 0 as k → ∞ for any z ∈ Rm. Therefore, A is
asymptotically stable and thus Schur stable. ✷
3.2 A special family of polynomial systems
For certain classes of nonlinear systems, exact finite-
dimensional immersions are guaranteed, see, e.g., a few
classes of continuous-time nonlinear systems given in
[Levine and Marino, 1986, Wong, 1983]. In this section,
we will exhibit another class of discrete-time polynomial
systems which admit finite-dimensional immersions.
Consider polynomial systems in the form of
η(t+ 1) = Aηη(t) + ϕ(z(t)) (17a)
z(t+ 1) = Azz(t), t ∈ Z
+ (17b)
where η ∈ Rnη , z ∈ Rnz , Aη ∈ R
nη×nη , Az ∈ R
nz×nz ,
and ϕ : Rnz → Rnη is a polynomial function of degree
d ∈ Z+, given by, ϕ(z) := F0 + F1z
[1] + · · · + Fdz
[d]
with z[0] = 1, z[i] = z ⊗ z[i−1], and Fi ∈ R
nξ×n
i
z for
i = 0, 1, · · · , d. To show the immersibility property of
System (17), we need the following elementary proper-
ties, see, e.g., Chapter 4 of Horn and Johnson [1991] for
more details.
Lemma 1 For any A ∈ Rr×r, r ∈ Z+, and any poly-
nomial function ϕ(z) of degree d, d ∈ Z+, the following
properties hold.
(i) For any z ∈ Rr and k ∈ Z+, (Az)[d] = A[d]z[d], and
(Ak)[d] = (A[d])k.
(ii) There exist M ∈ Z+ and real numbers {αi}
M
i=0 such
that
ϕ(AM+1z) =
M∑
i=0
αiϕ(A
iz), ∀z ∈ Rr. (18)
In addition, one choice of M is rd + rd−1 + · · · + r,
i.e., ϕ(A(r
d+rd−1+···+r+1)z) is a linear combination of
{ϕ(z), ϕ(Az), · · · , ϕ(A(r
d+rd−1+···+r)z)} for all z ∈ Rr.
Proof: The proof is given in the appendix. ✷
With the results in Lemma 1, the immersibility property
of System (17) is stated in the following theorem.
Theorem 1 There exist M ∈ Z+ and real numbers
{αi}
M
i=0 such that, with the transformation map
T (η, z) =


η
Aηη + ϕ(z)
A2ηη +Aηϕ(z) + ϕ(Azz)
...
AM+1η η +
∑M
i=0 A
i
ηϕ(A
M−i
z z)
z


, (19)
System (17) is globally immersible into
(
x˜(t+ 1)
z˜(t+ 1)
)
=
(
Γ(γM+1) 0
0 Az
)(
x˜(t)
z˜(t)
)
, (20a)
y(t) =
(
Inη 0 0
0 0 Inz
)(
x˜(t)
z˜(t)
)
, (20b)
where γ0 = −α0Aη, γi = αiI−αi+1Aη, i = 0, 1, · · · ,M−
1, and γM+1 = αMI +Aη.
Proof: The proof is given in the appendix. ✷
Nonlinear systems in the form of (17) can often arise
in the presence of a polynomial exogenous input gener-
ated from a linear exosystem. Consider a linear system
described by
η(t+ 1) = Aηη(t) +Bηu(t) +Bvv(t), t ∈ Z
+ (21)
where η ∈ Rnη is the state, u ∈ Rnu is the control input,
v is the exogenous input, which includes disturbances
(to be rejected) and/or references (to be tracked), and
Aξ, Bξ, and Bv are some given matrices. The exogenous
input v is generated from a linear exogenous system
given by
z(t+ 1) = Azz(t), v(t) = ϕ(z(t)), t ∈ Z
+ (22)
where z ∈ Rnz is the state of the generator, ϕ(·) is a
polynomial function, and Az is some given matrix.
3.3 Approximate immersion
Since linear equivalents exist only for very particular
classes of systems, we will discuss approximate state im-
mersion. In general cases, we want to find a transforma-
tion map T : Rn → Rm such that T (f(x)) − AT (x) is
within some given tolerance for all x ∈ X . With A1–
A3, as we will show soon, System (4) can be arbitrarily
5
close to the projection of a linear system by increasing
the dimension of the lifted space.
For any givenM ∈ Z+, we define the following problem:
δ∗M := min
δ,γM
δ (23a)
s.t. ‖fM+1(x)−
M∑
ℓ=0
γℓf
ℓ(x)‖∞ ≤ δ, ∀x ∈ X. (23b)
where γM := {γℓ ∈ R
n×n}Mℓ=0. The following lemma can
be obtained.
Lemma 2 Suppose A1–A3 hold. Let δ∗M be defined in
(23) for all M ∈ Z+. Then, limM→∞ δ
∗
M = 0.
Proof: From the asymptotic stability and the compact-
ness of X , for any ǫ > 0, there existsM ′ ∈ Z+ such that
‖fM (x)‖ < ǫ for all M ≥ M ′ and x ∈ X . This means
that (δ,γM ) = (ǫ,0) is a feasible solution to Problem
(23) for M ≥ M ′, which implies that δ∗M ≤ ǫ. As ǫ can
be made arbitrarily small, this proves the convergence
of {δ∗M}M∈Z+ . ✷
From the convergence of {δ∗M}M∈Z+ , the following state-
ment can be made.
Lemma 3 For any given δ > 0, let
∆δ := {v ∈ R
n : ‖v‖∞ ≤ δ}. (24)
Suppose A1–A3 hold, there exist a continuous linearly
independent map T : Rn → Rm, an observable pair
(C,A) withA being Schur stable and a matrix B ∈ Rm×n
such that, ∀x ∈ X,
CT (x) = x, T (f(x))−AT (x) ∈ B∆δ. (25)
Proof: From Lemma 2, for any δ > 0, there always exist
M and matrices {γℓ ∈ R
n×n}Mℓ=0 such that
‖fM+1(x) −
M∑
ℓ=0
γℓf
ℓ(x)‖∞ ≤ δ (26)
for all x ∈ X . Hence,
FM (f(x)) − Γ(γM )FM (x) ∈
(
0Mn×n
In
)
∆δ (27)
for all x ∈ X . Let T (x) be the m linearly inde-
pendent functions that form a basis for the span-
ning set of {x1, x2, · · · , f
M
n (x)}. We can find a full
column rank matrix P ∈ R(M+1)n×m such that
T (f(x)) − P+Γ(γM )PT (x) ∈ P
+
(
0Mn×n
In
)
∆δ, ∀x ∈
R
n. Letting A = P+Γ(γM )P,C = [In 0n×(M+1)n]P
and B = P+
(
0Mn×n
In
)
, we can get (25). The observ-
ability of (C,A) can be shown using the same argu-
ments in Proposition 2. From the asymptotic stability,
there exists M ′ ∈ Z+ such that ‖fM+1(x)‖∞ ≤ δ
for all M ≥ M ′ and x ∈ X . Hence, (27) holds when
γM = {γℓ = 0n×n}
M
ℓ=0. With this choice of γM , Γ(γM ) is
Schur stable, which implies thatA is also Schur stable.✷
4 Invariant set computation via immersion
In this section, based on the discussion on immersion,
we will present a new method for computing invariant
sets and robust invariant sets of nonlinear systems. We
will show that this method is computationally tractable
because it uses linear equivalents or approximations of
the nominal system.
4.1 Set invariance under immersion
For systems that are immersible into a linear system
(see Definition 4), we can also establish the immersion
on invariant sets of the nonlinear system and its linear
equivalent, as shown in the following proposition.
Proposition 3 Suppose there exist a continuous map
T : Rn → Rm and matrices A ∈ Rm×m, C ∈ Rn×m such
that AT (x) = T (f(x)) and CT (x) = x for all x ∈ Rn.
Given the constraint set X, let Z ⊆ X be an invariant
set for System (4) and Ξ ⊆ {ξ ∈ Rm : Cξ ∈ X} be
an invariant set for Π(A,C). Then, (i) T−1(Ξ) := {x ∈
R
n : T (x) ∈ Ξ} ⊆ X is invariant for System (4); (ii)
T (Z) ⊆ {ξ ∈ Rm : Cξ ∈ X} is invariant for Π(A,C).
Proof: (i) As CT (x) = x and Ξ ⊆ {ξ ∈ Rm : Cξ ∈ X},
we can see that T−1(Ξ) = {x ∈ Rn : T (x) ∈ Ξ} ⊆
{x ∈ Rn : CT (x) ∈ X} = X . Hence, we only need to
show the invariance of T−1(Ξ). For any x ∈ T−1(Ξ), we
want to show that f(x) ∈ T−1(Ξ), i.e., T (x) ∈ Ξ implies
T (f(x)) ∈ Ξ. From the invariance of Ξ, we know that
AT (x) ∈ Ξ. This, together with the fact that AT (x) =
T (f(x)), proves the invariance of T−1(Ξ). (ii) Similarly,
we will first show that T (Z) ⊆ {ξ ∈ Rm : Cξ ∈ X}.
For any ξ′ ∈ T (Z), there exists an x ∈ Z ⊆ X such
that ξ′ = T (x). From the fact that CT (x) = x, we can
see that Cξ′ = CT (x) = x ∈ X , which implies T (Z) ⊆
{ξ ∈ Rm : Cξ ∈ X}. Then, we will show the invariance
of T (Z). As Z is invariant for System (4), we know that
f(x) ∈ Z. Hence, Aξ = AT (x) = T (f(x)) ∈ T (Z). This
completes the proof. ✷
The results in Proposition 3 allow us to use the lifted
linear system to compute the maximal invariant set O∞
of the system (4). Given any pair (A,C) with A ∈ Rm×m
and C ∈ Rn×m, let us define
OL∞(A,C) := {x ∈ R
m : CAkx ∈ X, ∀k ∈ Z+} (28)
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FromTheorem 4.1 in [Gilbert and Tan, 1991],OL∞(A,C)
exists and can be finitely determined when (C,A) is ob-
servable and A is Schur stable. From the understanding
on set invariance under immersion, the following theo-
rem can be obtained.
Theorem 2 Suppose A1–A3 hold, let O∞ be defined
as in (8) for System (4) with the constraint set X. As-
sume that System (4) is immersible into a linear sys-
tem Π(Aξ, Cξ) in (11). Then, there exist a continuous
linearly independent map T : Rn → Rm and an ob-
servable pair (C,A) with A being Schur stable such that
O∞ = T
−1(OL∞(A,C)), where O
L
∞(A,C) is defined in
(28).
Proof: From Proposition 2, there always exist a contin-
uous linearly independent map T : Rn → Rm and an
observable pair (C,A) with A being Schur stable such
that AT (x) = T (f(x)) and CT (x) = x for any x ∈ Rn.
Hence, from Theorem 4.1 in [Gilbert and Tan, 1991],
OL∞(A,C) is nonempty and can be finitely determined.
Now, we need to show thatO∞ = T
−1(OL∞(A,C)). From
Proposition 3, T (O∞) ⊆ {ξ ∈ R
m : Cξ ∈ X} is invari-
ant for Π(A,C) and T−1(OL∞(A,C)) ⊆ X is invariant
for System (4). Since O∞ and O
L
∞(A,C) are the maxi-
mal invariant sets for System (4) and Π(A,C) respec-
tively, T (O∞) ⊆ O
L
∞(A,C) and T
−1(OL∞(A,C)) ⊆ O∞,
which implies that O∞ = T
−1(OL∞(A,C)). ✷
Remark 1 The purpose of A1 is to guarantee that the
lifted linear system is asymptotically stable, which en-
sures the existence of OL∞(A,C). However, as shown in
[Gilbert and Tan, 1991], asymptotic stability is not a nec-
essary condition for the existence of the maximal invari-
ant set. Hence, A1 may not be needed as long as the
maximal invariant set of the lifted linear system can be
efficiently computed.
4.2 An inner approximation
As mentioned in Section 3.3, for general nonlinear sys-
tems, we can only achieve approximate immersion. To
account for the mismatch between System (4) and the
linear system Π(A,C) that satisfies (25) in Lemma 3,
we compute a tightened subset of OL∞(A,C), instead of
OL∞(A,C). Given (A,B,C) and δ > 0, let us define
OL,δ∞ (A,B,C) := {x ∈ R
m :
CAkx ∈ X ⊖
k−1∑
ℓ=0
CAℓB∆δ, ∀k ∈ Z
+} (29)
where∆δ is given in (24). From [Kolmanovsky and Gilbert,
1998], the setOL,δ∞ (A,B,C) is nonemptywhen
∑∞
ℓ=0 CA
ℓB∆δ ⊆
X and it is the maximal robust invariant set for the
disturbed system x+ = Ax+Bw where the disturbance
w is constrained in ∆δ. From the set defined in (29), an
inner approximation of Ø∞ can be obtained, as stated
in the following theorem.
Theorem 3 Suppose A1–A3 hold, let O∞ be de-
fined as in (8) for System (4). For any given δ > 0,
let ∆δ be defined in (24). Consider a continuous lin-
early independent map T : Rn → Rm, an observable
pair (C,A) with A being Schur stable and a matrix
B ∈ Rm×n that satisfy (25), the following results hold:
(i) T−1(OL,δ∞ (A,B,C)) ⊆ O∞; (ii) T
−1(OL,δ∞ (A,B,C))
is invariant for System (4), where OL,δ∞ (A,B,C) is
defined as in (29).
Proof: (i) First, we show that T−1(OL,δ∞ (A,B,C)) ⊆
O∞. For any x ∈ T
−1(OL,δ∞ (A,B,C)), we know that
CAkT (x) ∈ X ⊖
∑k−1
ℓ=0 CA
ℓB∆δ for all k ∈ Z
+. Since
CT (x) = x, it is obvious that x ∈ X . From the fact
that T (f(x)) − AT (x) ∈ B∆δ, we know that f(x) =
CT (f(x)) ∈ CAT (x)+CB∆δ ⊆ X⊖CB∆δ+CB∆δ ⊆
X , where the last inclusion follows from the properties
of the Minkowski difference, see, e.g., Theorem 2.1 in
[Kolmanovsky and Gilbert, 1998]. Hence, it holds that
x ∈ O1. The proof goes by induction. Suppose x ∈
Ok for some k ∈ Z
+. We can see that T (f(f ℓ(x))) −
AT (f ℓ(x)) ∈ B∆δ for all ℓ = 0, 1, · · · , k because f
ℓ(x) ∈
X . Hence,
fk+1(x) = CT (fk+1(x)) ∈ CAT (fk(x)) + CB∆δ
⊆ CA2T (fk−1(x)) + CAB∆δ + CB∆δ
...
⊆ CAk+1T (x) +
k∑
ℓ=0
CAℓB∆δ
⊆ X ⊖
k∑
ℓ=0
CAℓB∆δ +
k∑
ℓ=0
CAℓB∆δ ⊆ X
This implies that x ∈ Ok+1. Therefore, we con-
clude that x ∈ O∞. (ii) To prove the invariance of
T−1(OL,δ∞ (A,B,C)), we need to show that f(x) ∈
T−1(OL,δ∞ (A,B,C)), which means that CA
kT (f(x)) ∈
X ⊖
∑k−1
ℓ=0 CA
ℓB∆δ for all k ∈ Z
+. Since T (f(x)) ∈
AT (x) +B∆δ,
CAkT (f(x)) ∈ CAk+1T (x) + CAkB∆δ
⊆ X ⊖
k∑
ℓ=0
CAℓB∆δ + CA
kB∆δ
⊆ X ⊖
k−1∑
ℓ=0
CAℓB∆δ.
for any k ∈ Z+. ✷
4.3 The disturbed case
Now, we are in a position to discuss the characterization
of robust invariant sets for the disturbed system (1).
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We will characterize an invariant inner approximation
of O˜∞. From this characterization, we also provide a
sufficient condition for the existence of O˜∞.
The following lemma is needed.
Lemma 4 Suppose A4 holds, let FM (x) be defined in
(14) and
LM :=
{
LM+1−1
L−1 L 6= 1
M + 1 L = 1
(30)
for any M ∈ Z+. Then, FM (x) is Lipschitz continuous
in OM with a Lipschitz constant LM , i.e.,
‖FM (y)−FM (x)‖ ≤ LM‖y − x‖, ∀x, y ∈ OM (31)
where OM is given in (7) for any M ∈ Z
+.
Proof: From the definition of OM , f
k(x) ∈ X , 0 ≤ k ≤
M , for all x ∈ OM . Hence, from the Lipschitz continuity
of f(x) in X , fM (x) is also Lipschitz continuous in OM
with a Lipschitz constant LM , i.e., ‖fM (y)− fM (x)‖ ≤
LM‖y − x‖, ∀x, y ∈ OM . As a result, ∀x, y ∈ OM ,
‖FM (y)−FM (x)‖ ≤ (1 + · · ·+ L
M )‖y − x‖ (32)
✷
Adapted from Lemma 3, we can obtain the following
lemma.
Lemma 5 Suppose A1-A4 hold, for any given δ > 0,
there exist M ∈ Z+, a continuous linearly independent
map T : Rn → Rm, an observable pair (C,A) with A
being Schur stable and C = [In 0n×m−n], and a matrix
B ∈ Rm×n such that (25) holds, and T (x) is Lipschitz
continuous in OM with a Lipschitz constant LM as de-
fined in (30), where OM is given in (7).
Proof: This is a consequence of Lemmas 3 & 4. Since
we can always choose T (x) to be components of FM (x)
as defined in (14), it is also Lipschitz continuous with
a Lipschitz constant LM . We only need to show that
C = [In 0n×m−n]. From the proof of Lemma 3, C can
be chosen to be C = [In 0n×(M+1)n]P , where FM (x) =
PT (x). We can always choose the first n rows of P to be
[In 0n×m−n], which implies that C = [In 0n×m−n]. ✷
To deal with the additive disturbance, given (A,B,C),
δ > 0, and M ∈ Z+, we need to modify the set in (29)
as follows:
O˜L,δ∞ (A,B,C) := {x ∈ R
m :
CAkx ∈ X ⊖
k−1∑
ℓ=0
CAℓW˜δ, ∀k ∈ Z
+} (33)
where W˜δ := B∆δ + LMD‖G‖Bm and ∆δ and LM are
given in (24) and (30) respectively. Similar to Theorem
3 for the nominal system, the following theorem can be
derived for the disturbed system.
Theorem 4 Suppose A1-A5 hold, let Ok and O˜k be
given in (7) and (9) respectively for any k ∈ Z+.
For any given δ > 0, let ∆δ be defined in (24). Con-
sider a Lipschitz continuous linearly independent map
T : Rn → Rm with a Lipschitz constant LM as defined
in (30) in OM for some M ∈ Z
+, an observable pair
(C,A) with A being Schur stable and C = [In 0n×m−n],
and a matrix B ∈ Rm×n that satisfy (25), it holds that
T−1(O˜L,δ∞ (A,B,C)) ⊆ O˜∞ is a robust invariant set for
System (1), where O˜L,δ∞ (A,B,C) is defined as in (33).
Proof: From (33), for any x ∈ T−1(O˜L,δ∞ (A,B,C)),
CAkT (x) ∈ X ⊖
∑k−1
ℓ=0 CA
ℓW˜δ, ∀k ∈ Z
+, which
implies that T−1(O˜L,δ∞ (A,B,C)) ⊆ X . To show ro-
bust invariance, we need to show that f(x) + Gw ∈
T−1(O˜L,δ∞ (A,B,C)) for any w ∈ W . The proof is
split into two parts. (Part I) First, we show that
f(x) ∈ OM and f(x) + Gw ∈ OM for any w ∈ W
in order to make sure that the Lipschitz continuity
of T (x) is valid at these points. From the arguments
in the proof of Theorem 3, fk(x) = CT (fk(x)) ∈
CAkT (x) +
∑k−1
ℓ=0 CA
ℓB∆δ ⊆ X ⊖
∑k−1
ℓ=0 CA
ℓW˜δ +∑k−1
ℓ=0 CA
ℓB∆δ ⊆ X ⊖
∑k−1
ℓ=0 CA
ℓLMD‖G‖Bm for
all k ∈ Z+. This implies that f(x) + Gw ∈ X ⊖
LMD‖G‖CBm+G∆ ⊆ X⊖LMD‖G‖CBm+D‖G‖Bn ⊆
X for any w ∈ W , where the last inclusion holds
because LM ≥ 1. From (A4), f(f(x) + Gw) ∈
f(f(x)) + LD‖G‖Bn ⊆ X ⊖
∑1
ℓ=0 CA
ℓLMD‖G‖Bm +
LD‖G‖Bn ⊆ X as LM ≥ L. Similarly, we can show
that fk(f(x) + Gw) ∈ fk(f(x)) + LkD‖G‖Bn ⊆
X ⊖
∑k
ℓ=0 CA
ℓLMD‖G‖Bm + L
kD‖G‖Bn ⊆ X for
all k ≤ M . This proves that f(x) + Gw ∈ OM . (Part
II) Then, we will show that CAkT (f(x) + Gw) ∈
X ⊖
∑k−1
ℓ=0 CA
ℓW˜δ, ∀k ∈ Z
+. From the Lipschitz conti-
nuity of T (x) and T (f(x))−AT (x) ∈ B∆δ, ∀k ∈ Z
+
CAkT (f(x) +Gw) ∈ CAkT (f(x)) + CAkLMD‖G‖Bm
⊆ CAk+1T (x) + CAkW˜δ
⊆ X ⊖
k∑
ℓ=0
CAℓW˜δ + CA
kW˜δ
⊆ X ⊖
k−1∑
ℓ=0
CAℓW˜δ
This proves that f(x)+Gw ∈ T−1(O˜L,δ∞ (A,B,C)). From
Definition of O˜∞, T
−1(O˜L,δ∞ (A,B,C)) ⊆ O˜∞. This com-
pletes the proof. ✷
It is worth noting that the theorem above also provides
a sufficient condition for the existence of O˜∞.
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Remark 2 The theorem above is still valid if we replace
Bm in (33) with the ℓ∞-norm unit ball, i.e., {x ∈ R
m :
‖x‖∞ ≤ 1}. When X is a (convex) polytope, it is ben-
eficial to use the ℓ∞-norm unit ball for computational
efficiency because we only need to solve a set of linear
optimization problems to determine O˜L,δ∞ (A,B,C).
5 Computational aspects
This section discusses some computational aspects of the
proposed method.
5.1 Numerical solution for approximate immersion
To characterize invariant sets or robust invariant sets, we
first need to compute an approximate immersion with a
mismatch bound. As shown in Section 3.3, this can be
done by solving Problem (23). However, this problem is
non-convex for general nonlinear systems. For this rea-
son, we will solve it numerically by griding.
Suppose we have N grid points {x1, x2, · · · , xN} inside
X and generate the trajectory with a sufficiently long
horizon starting from each point, the following (regular-
ized) least squares regression problem is formulated for
any M ∈ Z+,
min
γM
N∑
i=1
‖fM+1(xi)−
M∑
ℓ=0
γℓf
ℓ(xi)‖22 + ρ‖γM‖
2
F (34)
where ρ > 0. Let the solution of Problem (34) be denoted
by γˆM . With this solution, we can compute
δˆM = max
i=1,2,··· ,N
‖fM+1(xi)−
M∑
ℓ=0
γˆℓf
ℓ(xi)‖∞. (35)
From γˆM , a linear systemΠ(Γ(γˆM ), [In 0n×(M+1)n]) can
be obtained with the transformation FM (x). By check-
ing and removing the redundancy, we get a linearly in-
dependent transformation map T : Rn ← Rm and a
full column rank matrix P ∈ R(M+1)n×m such that
FM (x) = PT (x), ∀x, which implies that
T (x) = P+FM (x) (36)
where P+ denotes the pseudo inverse of P . Then, we can
get a linear system Π(AM , CM ) with AM = P
+Γ(γM )P
and CM = [In 0n×(M+1)n]P , and a matrix BM =
P+
(
0Mn×n
In
)
. Note that FM (x) is already linearly
independent in many real applications.
5.2 Computing the invariant set
From the computations above, we can obtain an ap-
proximate mismatch bound δˆM and the linearized sys-
tem (AM , BM , CM ) for the givenM ∈ Z
+. When δˆM is
sufficiently small, we compute OL,δˆM∞ (AM , BM , CM ) us-
ing the standard algorithm [Kolmanovsky and Gilbert,
1998]. Let
ΩM := O
L,δˆM
∞ (AM , BM , CM ). (37)
If ΩM is empty, we will have to increase M and repeat
the computations above again. After a non-empty ΩM
is obtained, we can immediately compute its preimage
T−1(ΩM ). The overall procedure is summarized in the
following algorithm.
Using the same solution (AM , BM , CM ) with δˆM , we
then compute O˜L,δˆM∞ (AM , BM , CM ) as defined in (33).
Let
Ω˜M := O˜
L,δˆM
∞ (AM , BM , CM ). (38)
Similarly, with the map T (x), we can immediately com-
pute the preimage T−1(Ω˜M ) of Ω˜M . As mentioned in
Remark 2, we replace Bm in (33) with the ℓ∞-norm unit
ball.
Algorithm 1 Invariant set computation via immersion
Input: f(x), X , δ > 0, ρ > 0 and tf
Output: M , ΩM and T (x)
Initialization: Set M ← 0, take N points ωN inside
X by gridding (or random sampling) and generate
the trajectory with the horizon tf for each point;
1: Solve Problem (34) and obtain γˆM ;
2: Compute δˆM from (35);
3: if δˆM < δ then
4: Obtain T (x) from (36);
5: Let AM ← P
+Γ(γM )P , CM ← [In 0n×(M+1)n]P ,
and BM ← P
+
(
0Mn×n
In
)
;
6: Let Mˆ ←M and compute Ωδ defined in (37);
7: if Ωδ is empty then
8: Reduce the given δ, setM ←M +1 and return
to Step 1;
9: else
10: Terminate and return Ωδ and T (x).
11: end if
12: else
13: Set M ←M + 1 and return to Step 1;
14: end if
Remark 3 It is worth noting that the complexity of the
computation for OL,δˆM∞ (AM , BM , CM ) grow exponen-
tially as the dimension increases in many cases. The
proposed immersion-based method usually is restricted
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to nonlinear systems of small or moderate dimension.
For high-dimensional nonlinear systems, there may be
computational issues because the dimension of the lifted
linear system can be very high.
6 Data-driven verification
Although the numerical solution from Problem (34)
can be close to the solution of Problem (23) with fine
grids, there is no formal guarantee on the computed sets
T−1(ΩM ) and T
−1(Ω˜M ) using the numerical solution.
In this section, we will use hypothesis tests to validate
set invariance of T−1(ΩM ) and T
−1(Ω˜M ).
6.1 Verification for the nominal system
We first consider the nominal system (4). For notational
convenience, let
SM =: T
−1(ΩM ) (39)
To verify set invariance, we simply sample a finite set
of points inside ΩM and check set membership of the
successors of these points. Let us denote the indicator
function of SM by
1SM (x) =
{
1 If x ∈ SM ,
0 If x 6∈ SM .
(40)
Consider N random points inside SM , denoted by ωN ,
let
θ(ωN ) =
∑
x∈ωN
1SM (f(x))
N
. (41)
For a large N , θ(ωN ) can be used to evaluate set in-
variance of the computed set SM . For a formal dis-
cussion, we define almost-invariant sets below, see
[Wang and Jungers, 2020b].
Definition 6 For any ǫ ∈ [0, 1], an compact set Z ⊆ X
is an ǫ almost-invariant set for System (4) if µ({x ∈ Z :
f(x) 6∈ Z})/µ(Z) ≤ ǫ, where µ denotes the Lebesgue
measure.
With this definition, we can derive the following theo-
rem,which is adapted fromTheorem1 in [Wang and Jungers,
2020b].
Theorem 5 Given the computed set SM as defined in
(39) andN random initial states ωN , which are indepen-
dent and identically distributed (i.i.d.) with respect to the
uniform distribution over SM , let θ(ωN ) be defined as in
(41). Then, for any ǫ ∈ [0, 1],
P(θ(ωN )− γ ≥ ǫ) ≤ e
−2Nǫ2 , (42)
where γ := µ({x ∈ SM : f(x) ∈ SM})/µ(SM ) and µ is
the Lebesgue measure.
Proof: SinceωN is sampled from the uniform distribution
over SM . from the definition of θ(ωN ), it can be shown
that E[θ(ωN )] =
Nγ
N
= γ. Then, (42) is an immediate
consequences of Hoeffding’s inequality. ✷
With the result in Theorem 5, we can obtain the follow-
ing corollary.
Corollary 1 Suppose ωN is independent and identically
distributed (i.i.d.) with respect to the uniform distribution
over the computed set SM as defined in (39). Let θ(ωN )
be defined as in (41). Then, for any ǫ ∈ [0, 1], with proba-
bility no smaller than 1−e−2Nǫ
2
, SM is a (1−θ(ωN)+ǫ)
almost-invariant set.
Proof: From (42), we can say that, with probability no
smaller than 1 − e−2Nǫ
2
, it holds that γ ≥ θ(ωN ) − ǫ,
where γ := µ({x ∈ SM : f(x) ∈ SM})/µ(SM ). This im-
plies that 1−γ ≤ 1−θ(ωN)+ ǫ. According to Definition
6, the statement above holds true. ✷
6.2 Robust verification
We then consider the disturbed system (1). For nota-
tional convenience, let
S˜M := T
−1(Ω˜M ) (43)
Similar to the nominal system, we randomly sample N
points ωN inside S˜M . To validate the robustness prop-
erty, we have to check the set membership of the succes-
sors for all possible disturbances. More precisely, we need
to compute minw∈W 1S˜M (f(x) + Gw) for all x ∈ ωN .
Consider that 1
S˜M
(f(x) + Gw) = 1Ω˜M (T (f(x) + Gw))
and T (f(x) + Gw) ∈ T (f(x)) + LMD‖G‖Bm, we can
alternatively check T (f(x)) + LMD‖G‖Bm ⊆ Ω˜M for
all x ∈ ωN . While there is conservativeness, it is often
more efficient to check the second criterion in practice.
Hence, for the disturbed case, we derive the probabilis-
tic guarantee based on the second criterion. Consider N
random points ωN inside S˜M , let
θ˜(ωN ) =
∑
x∈ωN
1Ω˜M (T (f(x)) + LMD‖G‖Bm)
N
. (44)
Similarly, we define robust almost-invariant sets below.
Definition 7 For any ǫ ∈ [0, 1], an compact set Z ⊆
X is an ǫ robust almost-invariant set for System (1) if
µ({x ∈ Z : f(x) + Gw 6∈ Z for some w ∈ W})/µ(Z) ≤
ǫ, where µ denotes the Lebesgue measure.
The probabilistic guarantee in Theorem 5 is still valid
for the definition θ˜(ωN ) in (41), as stated in the following
theorem.
Theorem 6 Given N random initial states ωN , which
are independent and identically distributed (i.i.d.) with
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respect to the uniform distribution over S˜M , let θ˜(ωN ) be
defined as in (44). Then, for any ǫ ∈ [0, 1],
P(θ˜(ωN )− γ˜ ≥ ǫ) ≤ e
−2Nǫ2 , (45)
where γ˜ := µ({x ∈ S˜M : f(x) + Gw ∈ S˜M , ∀w ∈
W})/µ(S˜M ) and µ is the Lebesgue measure.
Proof: From the Lipschitz continuity T (f(x) + Gw) ∈
T (f(x)) + LMD‖G‖Bm, {x ∈ S˜M : T (f(x)) +
LMD‖G‖Bm ⊆ Ω˜M} ⊆ {x ∈ S˜M : f(x) + Gw ∈
S˜M , ∀w ∈W}. Hence, E[θ˜(ωN )] ≤ γ˜, which implies that
P(θ˜(ωN )− γ˜ ≥ ǫ) ≤ P(θ˜(ωN )− E[θ˜(ωN )] ≥ ǫ) ≤ e
−2Nǫ2 ,
where the last inequality is again from Hoeffding’s in-
equality. ✷
From Theorem 6, we can derive the following corollary.
Corollary 2 Suppose ωN is independent and identically
distributed (i.i.d.) with respect to the uniform distribution
over S˜M and θ˜(ωN ) be defined as in (44). Then, for any
ǫ ∈ [0, 1], with probability no smaller than 1 − e−2Nǫ
2
,
S˜M is a (1 − θ˜(ωN ) + ǫ) robust almost-invariant set.
Proof: The proof is same as the proof of Corollary 1 and
hence is not repeated. ✷
7 Simulation results
Example 1We consider the following nonlinear system:
x+ = f(x) :=
(
2x21 + x2
−2
(
2x21 + x2
)2
− 0.8x1
)
,
where x = [x1, x2]
T . This system is globally stable at
the origin. With the transformation T (x) = F1(x) it is
globally immersible to Π(A,C) with
A =


0 0 1 0
0 0 0 1
−0.8 0 0 0
0 0.64 −1.44 0

 , C = [I2 02×2]
Let us consider the state constraint set X := {x ∈ R2 :
‖x‖∞ ≤ 1}.We can easily computeO
L
∞(A,C), expressed
by {ξ ∈ R4 : Gξ ≤ 14, ‖ξ‖∞ ≤ 1} with
G =


1.152 0 0 0.64
−1.152 0 0 −0.64
0 0.64 −1.44 0
0 −0.64 1.44 0

 .
Then, the maximal invariant set O∞ of the original sys-
tem can be expressed as T−1(OL∞(A,C)) = {x ∈ R
2 :
GT (x) ≤ 14, ‖T (x)‖∞ ≤ 1}, which is shown in Figure 2.
Fig. 2. The maximal invariant set O∞ of Example 1.
Example 2 Consider the following double-Zone build-
ing thermal model Wang and Hu [2018]
ciT˙i =
Tj − Ti
Rij
+
To − Ti
Roi
+ uicp(T
s
i − Ti) + qi, j 6= i, i = 1, 2
where Ti is the temperature of zone i, To is the tem-
perature of outside air, ci is the thermal capacitance of
the air in zone i, Rij denotes the thermal resistances be-
tween zone i and zone j, Roi denotes the thermal resis-
tance between zone i and the outside environment, cp is
the specific heat capacity of air, T si is the temperature of
the supply air delivered to zone i, ui is the flow rate into
zone i and qi is the thermal disturbance from internal
loads like occupants and lighting. As the temperature of
the supply air is usually constant over short intervals of
time, it is assumed to be fixed and known. The outside
air temperature here is To = 38 °C. The thermal dis-
turbance is bounded as: qi ∈ [0.7, 0.13], i = 1, 2. Other
system parameters are given in the following table.
Symbol Value Units
c1 = c2 1.375 × 10
3 kJ/K
cp 1.012 kJ/(kg ·K)
R12 = R21 1.5 K/kW
Ro1 = R
o
2 3 K/kW
T
s
1 = T
s
2 16 °C
Table 1
System parameters
In the simulation, the temperature set-points of zone
1 and zone 2 are 23 °C and 24 °C respectively. Hence,
the steady state is Ts = (24, 25) and the steady control
input is us = (0.8140, 0.5064) for q1 = q2 = 0.1. The
control constraints are: 0 ≤ u1 ≤ 1.5, 0 ≤ u2 ≤ 1.5, u1+
u2 ≤ 2, and the temperature constraints are: 16 ≤ Ti ≤
38, i = 1, 2. We discretize the continuous-time system
by the zero-order-hold method with the sampling time
11
∆t = 10min and consider the stabilizing control law
u = K(x− Ts) + us with
K =
(
0.0633 −0.0756
−0.0768 0.0935
)
.
Let the state be x = T − Ts and the disturbance be
di = qi − 0.1, i = 1, 2. The closed loop system becomes
a polynomial system of degree 2 as given below
(
x+1
x+2
)
=f(x) +Gw =
(
−0.0279x21 + 0.0334x1x2
−0.0413x22 + 0.0339x1x2
)
+
(
0.0086 0.5246
0.5624 0.0097
)(
x1
x2
)
+
(
0.4364d1
0.4364d2
)
.
From the constraints on the temperature and the input,
the state constraint set become X = {x ∈ R2 : −7 ≤
x1 ≤ 15,−8 ≤ x2 ≤ 14, 0 ≤ Kx+ us ≤ 1.5, [1 1](Kx +
us) ≤ 2}. We estimate the Lipschitz constant L of f(x)
in X and obtain L = 1.5393.
First, we compute the lifted linear system for the nom-
inal system x+ = f(x) following the procedure in Sec-
tion 5. We sample 1.3× 104 points over X by gridding,
solve Problem (34) and compute δˆM for different val-
ues of M as shown in Figure 3. As we can see from this
Figure, δˆM is already close to 0 when M ≥ 5. We then
use the solution for M = 5 and compute both ΩM =
OL,δˆM∞ (AM , BM , CM ) and Ω˜M = O˜
L,δˆM
∞ (AM , BM , CM ).
With the transformation T (x) = F5(x), we can im-
mediately obtain the sets SM = T
−1(ΩM ) and S˜M =
T−1(Ω˜M ), which are shown in Figure 4.
M
0 2 4 6 8 10
δˆ M
0
0.5
1
1.5
2
2.5
Fig. 3. Mismatch errors for different values of M for the
double-zone building system.
Example 3 Consider a controlled Lorenz system:
x˙1 = 10(x2 − x1),
x˙2 = 28x1 − x2 − x1x3 + u,
x˙3 = x1x2 −
8
3
x3,
Fig. 4. The sets SM and S˜M for M = 5 for the the double–
zone building system.
wherex = [x1, x2, x3]
T . As shown in [Wan and Bernstein,
1995], this system can be globally stabilized at the origin
with the linear control law u = −38x1. The closed-loop
system is given by
x˙1 = 10(x2 − x1),
x˙2 = −10x1 − x2 − x1x3,
x˙3 = x1x2 −
8
3
x3.
We consider the maximal invariant set in X := {x ∈
R
3 : ‖x‖∞ ≤ 30}. The closed-loop system is then dis-
cretized by the Runge–Kutta–Fehlbergmethod with dis-
cretization period 0.03. It can be verified that the dis-
cretized system does not satisfy the condition in Propo-
sition 1 and thus is not exactly immersible into any
linear system. We obtain 6.4 × 104 points by gridding
over X with and set the trajectory horizon to be 100
sampling periods and the regularization weight to be
ρ = 10−4. For different values of M , we compute δˆM
and ΩM := O
L,δˆM
∞ (AM , BM , CM ). It turns out the set
ΩM is non-empty only when M ≥ 18. The curve of δˆM
is shown in Figure 5. As we can see from this figure, for
small values ofM , δˆM is large, which leads to an empty
robust invariant set OL,δˆM∞ (AM , BM , CM ) as defined in
(29). To illustrate the effect ofM on the accuracy of the
lifted linear model, trajectories are also shown in Figure
5 for several choices ofM starting from the initial state
[−25.8 − 5.6 29.7]T .
From Figure 5, we take the case of M = 18 and com-
pute Ω18, which is a 57-dimensional polytope expressed
as {ξ ∈ R57 : Hξ ≤ 1202}, whereH ∈ R
202×57. Then, for
the original system, we can immediately obtain S18 =
T−1 (Ω18) is shown in Figure 7. To verify invariance of
the set S18, we generate a random data set D inside X
with 106 points. For k ∈ Z+, let |D
⋂
Ok| denote the
number of points inside Ok. Similarly, |D
⋂
S18| is the
number of points inside S18. From the Monte Carlo sim-
ulation in Figure 8, we can see that O3 can be approxi-
mately considered as O∞ and that S18 and O3 have al-
most the same size.
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M0 5 10 15 20
δˆ M
0
5
10
15
20
25
30
Fig. 5. Mismatch errors for different values of M : those with
empty ΩM := O
L,δˆM
∞ (AM , BM , CM ) are labeled by ×.
100
-10
x1
-20
-10
0
x2
10
20
10
15
20
25
5
x
3
True trajectory
M=2
M=5
M=18
Fig. 6. Trajectories for different values of M with the initial
state [−25.8 − 5.6 29.7]T .
Finally, we use the data-driven verification procedure
in Section 6 to validate the invariance of S18 with the
data set D
⋂
S18, denoted by ωN with N = 915225. For
any x ∈ ωN , we check the feasibility of its successor
f(x) with respect to S18. Let the feasibility of any point
x ∈ Rn bemeasured by ν(x) := max{HT (x)−1202}, i.e.,
ν(x) ≤ 0 implies x ∈ S18. For ease of visualization, the
points in ωN are sorted in descending order according
to the feasibility measure ν(x). Let f(ωN ) denote the
successors of the states in ωN . The feasibility measures
for ωN and f(ωN) are given in Figure 8b, from which
we can see that θ(ωN ) defined in (41) is exactly 1. From
Theorem 5 and Corollary 1, with probability no smaller
than 1− e−2Nǫ
2
, S18 is an ǫ almost-invariant set for any
ǫ ∈ [0, 1]. Let β = 1−e−2Nǫ
2
denote the confidence level,
which is shown in Figure 9. From this figure, we can see
that S18 is a 0.002 almost-invariant set with a confidence
level close to 1.
8 Conclusions
We have proposed an immersion-based method for com-
puting themaximal invariant set of discrete-time nonlin-
ear systems without/with disturbances. It characterizes
the maximal invariant set using a lifted linear model of
the nonlinear system. For certain nonlinear systems, the
set computed from the linear model is the exactmaximal
invariant set. For general cases, the lifted linear system
Fig. 7. The set S18 = T
−1(Ω18).
k
0 2 4 6
|D
⋂
O
k
|
×105
8.8
9
9.2
9.4
9.6
9.8
10
|D
⋂
S18|
(a)
Sorted state index
×105
0 2 4 6 8 10
F
ea
si
b
il
it
y
m
ea
su
re
ν
(x
)
-1
-0.8
-0.6
-0.4
-0.2
0
f(ωN )
ωN
(b)
Fig. 8. Monte Carlo verification for the invariance of S18.
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Fig. 9. The confidence levels for difference values of ǫ.
is not exactly equivalent to the nonlinear system and
the proposed characterization can be only considered as
an inner approximation of the actual maximal invariant
set. Nevertheless, we have shown that this inner approx-
imation is an invariant set that can be made arbitrary
close to the actual maximal invariant set by increasing
the dimension of the lifted system. In practice, the lifted
linear model is often obtained numerically by gridding
and there is no formal guarantee on the set computed
from this linear model. To circumvent this issue, we in-
troduce hypothesis tests to validate the computed sets
and derive a probabilistic guarantee on set invariance
using the concept of almost-invariant sets. Finally, the
proposed method is demonstrated on several nonlinear
examples.
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Appendix
A1 Proof of Lemma 1
(i) It can be shown that (Az)⊗ (Az) = (A⊗A)(z ⊗ z).
By repeating d− 1 times, we can get (Az)[d] = A[d]z[d].
Similarly, we know that (AAk−1)[d] = (A[d])(Ak−1)[d].
Repeat this k − 1 times, we will get (Ak)[d] = (A[d])k.
(ii) From the Cayley–Hamilton theorem, we know
that there exist {αdi ∈ R}
rd−1
i=0 such that (A
[d])r
d
=
rd−1∑
i=0
αdi (A
[d])i. For all i = 0, 1, · · · , rd, from (i), we can
get that
ϕ(Aiz) = F0 + F1(A
iz)[1] + · · ·+ Fd(A
iz)[d]
= F0 + F1(A
[1])iz[1] + · · ·+ Fd(A
[d])iz[d]
=
p−1∑
ℓ=0
Fℓ(A
[ℓ])iz[ℓ] + Fd(A
[d])iz[d]. (A1.1)
We then prove (ii) in a recursive way. First, we express
ϕ(Ar
p
z) in terms of {ϕ(Aiz)}r
p
−1
i=0 , as shown below,
ϕ(Ar
d
z) =
d−1∑
ℓ=0
Fℓ(A
[ℓ])r
d
z[ℓ] + Fd(A
[d])r
d
z[d]
=
d−1∑
ℓ=0
Fℓ(A
[ℓ])r
d
z[ℓ] + Fd

rd−1∑
i=0
αdi (A
[d])i

 z[d]
=
d−1∑
ℓ=0
Fℓ(A
[ℓ])r
d
z[ℓ]
+
rd−1∑
i=0
αdi
(
ϕ(Aiz)−
d−1∑
ℓ=0
Fℓ(A
[ℓ])iz[ℓ]
)
=
d−1∑
ℓ=0
Fℓ

(A[ℓ])rd − rd−1∑
i=0
αdi (A
[ℓ])i

 z[ℓ]
+
rd−1∑
i=0
αdiϕ(A
iz)
Hence, we can see thatϕ(Ar
d
z)−
rd−1∑
i=0
αdi ϕ(A
iz) becomes
a (d − 1)th-degree polynomial function. By repeating
this, we will find that ϕ(A(r
d+rd−1+···+r+1)z) is a linear
combination of {ϕ(z), ϕ(Az), · · · , ϕ(A(r
d+rd−1+···+r)z)}.
This completes the proof. ✷
A2 Proof of Theorem 1
From Lemma 1, we know that there exist M ∈ Z+ and
{αi ∈ R}
M
i=0 such that ϕ(A
M+1
z z) =
M∑
i=0
αiϕ(A
i
zz). Let
x˜1 = η, x˜i+2 = Aηx˜i+1 + ϕ((Az)
iz) (A2.1)
for i = 0, 1, · · · ,M . It can be verified that
x˜i(t+ 1) = x˜i+1(t), i = 1, 2, · · · ,M + 1, (A2.2)
x˜M+2(t+ 1) = Aηx˜M+2(t) + ϕ((Az)
M+1z(t))
= Aηx˜M+2(t) +
M∑
i=0
αiϕ(A
i
zz(t))
= Aηx˜M+2(t) +
M∑
i=0
αi (x˜i+2(t)−Aηx˜i+1(t))
= −α0Aηx˜1(t) +
M−1∑
i=0
(αiI − αi+1Aη)x˜i+2(t)
+ (αMI +Aη)x˜M+2(t) (A2.3)
The construction above leads to the linear system (20a)
with the transformation (A2.1). ✷
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