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Abstract
We show that simple deterministic languages are polynomial time learnable viamembership queries
if the learner knows a special ﬁnite set of positive examples. This ﬁnite set is called a representative
sample and has been introduced byAngluin Inform. Control 51 (1981) to show that regular languages
are polynomial time learnable viamembership queries. If simple deterministic languages are learnable
in polynomial time via membership and equivalence queries, we can obtain a representative sample
of a target language in polynomial time from a correct hypothesis. Thus, our result implies that the
polynomial time learning problem of simple deterministic languages via membership and equivalence
queries is solvable if and only if we can ﬁnd a representative sample in polynomial time via these
queries. We show the learnability of simple deterministic languages by giving a learning algorithm.
The algorithm, at the ﬁrst stage, makes all possible candidate rules to generate the target language and
a set of simple deterministic grammars which are little different each other. Then, comparing them,
the algorithm eliminates inappropriate rules.
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1. Introduction
In grammatical inference, learning via queries is of particular importance with respect to
polynomial time learnability. Especially, polynomial time learnability of regular languages
via queries and counterexamples [2] is a remarkable result. Following this result, various
queries and learnability have been studied [3], and several learning problems of context-free
languages or their restricted languages which contain the regular languages are also exam-
ined under various conditions [7,10,14,4]. In this paper, we show that simple deterministic
languages are learnable via membership queries in polynomial time if the learner knows a
special ﬁnite set of positive examples which is called a representative sample. Here, “poly-
nomial time” is in the size of the grammar which generates the target language and the
maximum length of the word in the representative sample. This result is an improvement
of our previous work [13] on the time complexity.
The notion of a representative sample was introduced by Angluin [1]. She showed that
regular languages are polynomial time learnable from membership queries and a represen-
tative sample in [1]. Here, for a deterministic ﬁnite automatonM, a representative sampleQ
is a ﬁnite subset of the target language L(M) such that all transition rules ofM are used to
accept all words inQ. In our setting, a set of ﬁnite positive examples of a simple deterministic
language is deﬁned as a representative sample if there exists a simple deterministic gram-
mar which generates the target language and all rewriting rules of this grammar are used
to generate the set. Since any simple deterministic grammar has at most |N ||| rewriting
rules, there exists a representative sample whose cardinality is bounded by |N |||, where
|N | and || denote the cardinality of the set of nonterminals and that of terminals of the
grammar, respectively.
On the one hand, the following is easy to show: assume that simple deterministic lan-
guages are polynomial time learnable via membership and equivalence queries, then we
can immediately ﬁnd a representative sample of the target language from the correct hy-
pothesis. On the other hand, we will show that if the learner does not obtain a representative
sample by means of membership and equivalence queries, and guesses a hypothesis, then
there always exist some counterexamples to the hypothesis. Thus, with our main result, it
holds that simple deterministic languages are polynomial time learnable via membership
and equivalence queries if and only if a representative sample of the target language can be
found in polynomial time via these queries.
There are some relatedworks about learning problems for simple deterministic languages
or learnability with special samples a priori. Sakamoto [11] used a special set of examples
similar to a representative sample to give a learning algorithm of a subclass of context-free
languages which is incomparable to the class of simple deterministic languages. Ishizaka
[7] showed that simple deterministic languages are polynomial time learnable from mem-
bership queries and extended equivalence queries. Here, the extended equivalence query
takes a context-free grammar as an input while the target language must be only a simple
deterministic language. However, the equivalence problem is unsolvable for a pair of a
context-free grammar and a simple deterministic grammar in general.
Theorem 1. It is unsolvable whether L(Gc) = L(Gs) for a context-free grammar Gc and
a simple deterministic grammar Gs.
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Proof. It is unsolvable whether L(G) = ∗ for a context-free grammar G and the set  of
terminals [6]. Now, we consider a context-free grammarG′ such that L(G′) = {w ·# | w ∈
L(G)}, where # is an end marker which is not in . Then, it is unsolvable whether L(G′) =
∗ · # for an arbitrary context-free grammar G′. The theorem follows by considering a
special case where Gs is a simple deterministic grammar such that L(Gs) = ∗ · #. 
In contrast, the equivalence problem of simple deterministic grammars is solvable in
polynomial time. Here, for a simple deterministic grammar G = (N,, P , S) and a non-
terminalA ∈ N , we deﬁne the thickness [9] of A as the length of the shortest word which is
generated from A by G and the thickness of G as max{kA | kA is the thickness of A ∈ N}.
Theorem 2 (Wakatsuki et al. [16, Theorem 6.1]). Let G1 = (N1,, P1, S1) and G2 =
(N2,, P2, S2) be simple deterministic grammars. Let k1 and k2 be thicknesses of G1
and G2, respectively. Then, there exists an algorithm which solves the equivalence prob-
lem of L(G1) and L(G2) in polynomial time, where the polynomial consists of |N1|, |N2|,
|| and max{k1, k2}. In addition, if they are not equivalent then the algorithm can output
w ∈ (L(G1) − L(G2)) ∪ (L(G2) − L(G1)) whose length is bounded by a polynomial of
|N1|, |N2|, || and max{k1, k2}.
Thus, it is strongly desirable to have a learning algorithm using equivalence queries
instead of extended equivalence queries.
In [7], the learner diagnoses rules of a hypothesis with an implementation of Shapiro’s
technique [12]. By this technique, the learner can ﬁnd an incorrect rule from a hypothesis
context-free grammar with a negative counterexample given by an extended equivalence
query and membership queries for sub-words of the counterexample. This technique is also
used in apart of our algorithm. Inour algorithm, the learnermakes somehypotheses in simple
deterministic grammars and compares them to ﬁnd outwordswhich act as counterexamples.
In [2], the notion of an observation table is introduced and the learner distinguishes
nonterminals from each other by the table. Also, our algorithm uses an observation ta-
ble to determine the equivalence between two nonterminals of a hypothesis and to check
consistency of rewriting rules.
2. Preliminaries
A context-free grammar (CFG for short) is a 4-tupleG = (N,, P , S)whereN is a ﬁnite
set of nonterminals, is a ﬁnite set of terminals, P is a ﬁnite set of rewriting rules (rules for
short) and S ∈ N is the start symbol. Let ε be the word whose length is 0. If there exists no
rule of the form A→ ε for any A(= S) ∈ N , then G is called ε-free. If G = (N,, P , S)
is ε-free and any rule in P is of the form A→ a then G is said to be in Greibach normal
form [5], where A ∈ N, a ∈  and  ∈ N∗. Moreover, a CFG G in Greibach normal form
is called in 2-standard form if every rule A → a in P satisﬁes that ||2. In this paper,
|| denotes the length of  if  is a string and |W | denotes the cardinality ofW ifW is a set.
Let A → a be in P where A ∈ N , a ∈  and  ∈ N∗. Let  and ′ ∈ N∗. Then
A′ ⇒
G
a′ denotes the derivation from A′ to a′ in G. We deﬁne ∗⇒
G
to be the
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reﬂexive and transitive closure of ⇒
G
. When it is not necessary to specify the grammar
G,  ⇒ ′ and  ∗⇒ stand for ⇒
G
′ and  ∗⇒
G
, respectively. A word generated from
 ∈ (N ∪ )∗ by G is w ∈ ∗ such that  ∗⇒
G
w and the language generated from  by G
is denoted by LG() = {w ∈ ∗ |  ∗⇒
G
w}. A word generated from S by G for the start
symbol S is called a word generated by G and the language generated by G is denoted by
L(G) = LG(S). For every CFG G, there exists a CFG G2 which is in Greibach normal
form and in 2-standard form such that L(G) = L(G2) [5]. A nonterminal A ∈ N is said to
be reachable if S ∗⇒
G
wA for some w ∈ ∗,  ∈ N∗, and a nonterminal D ∈ N is said to
be live if LG(D) = ∅.
A CFG G is a simple deterministic grammar (SDG for short) iff there exists at most one
rule which is of the form A → a for every pair of A ∈ N and a ∈ , i.e. if A → a
is in P then A → a is not in P for any  ∈ N∗ such that  =  [8]. We note that there
exists exactly one derivation for each w ∈ L(G) in an SDG G. The language generated by
an SDG is called a simple deterministic language (SDL for short). In addition, such a set P
of rules is called simple deterministic. Also there exists an SDG G2 which is in 2-standard
form for every SDG G such that L(G2) = L(G) [5]. Thus, we assume that every SDG is
in 2-standard form throughout this paper.
For w ∈ +, proper_ pre(w) = {w′ ∈ + | w′w′′ = w,w′′ ∈ +} is called a set of
proper preﬁxes of w. For a set R, R2 denotes the set of all concatenations of two members
in R. For any other deﬁnitions, the reader is referred to [6].
3. A representative sample
We deﬁne a representative sample which is a key notion of our learning algorithm.
Deﬁnition 3. Let G = (N,, P , S) be an SDG such that every A ∈ N is reachable and
live. Let Q be a ﬁnite subset of L(G). Then Q is a representative sample (RS for short) of
G iff the following holds:
• For any A → a in P, there exists a word w ∈ Q such that S ∗⇒ xA ⇒ xa ∗⇒w for
some x ∈ ∗ and  ∈ N∗.
From this deﬁnition, for any SDG G = (N,, P , S), there exists an RS Q such that
|Q| |P |.
Deﬁnition 4. For an SDL L, a ﬁnite set Q ⊆ L is an RS iff there exists an SDG G =
(N,, P , S) such that L(G) = L and Q is an RS of G.
We note that the deﬁnition of an RS for an SDL is independent of its representation.
Though it is possible that Q is an RS for an SDG G1 and is not that of an SDG G2 where
L(G1) = L(G2) = Lt , Q is an RS for Lt . It implies that the teacher in our learning setting
does not have to suppose a target SDG during the learning process, though we suppose a
certain target SDG to construct an RS prior to our learning process.
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We can ﬁnd an RS of an SDGG = (N,, P , S) in time of a polynomial of |N |, || and
the thickness k of G by the following algorithm.
(1) For every A ∈ N , let gen(A) be a shortest word w ∈ ∗ such that w ∈ LG(A), and
assume that every gen(A) is ﬁxed during this algorithm, i.e. there is a deterministic
procedure gen(A) that returns a shortest word such that w ∈ LG(A) in some way.
We can ﬁnd gen(A) for A ∈ N in O(|P ||N |) time. Then it takes O(|P ||N |2) time
to ﬁnd gen(A) for all A ∈ N . Let gen(a) = a for each a ∈ , and gen() =
gen(B1) · gen(B2) · · · gen(Bn) for  ∈ (N ∪ )∗, where B1, B2, . . . , Bn ∈ (N ∪ )
and  = B1B2 . . . Bn.
(2) For every A ∈ N , we deﬁne two words drv(A) and ﬂw(A) as follows:
• drv(S) = ε and ﬂw(S) = ε,
• For A ∈ N such that drv(A) and ﬂw(A) are not deﬁned, if there exists B → A in
P, where , ∈ (N ∪ )∗ and B ∈ N such that drv(B) and ﬂw(B) are deﬁned then
Q drv(A) = drv(B) · gen(),
Q ﬂw(A) = gen() · ﬂw(B).
We can ﬁnd drv(A) and ﬂw(A) for every A ∈ N in O(|N |||) time. Now, we claim
that drv(A) is a word u ∈ ∗ such that S ∗⇒
G
uA for some  ∈ (N ∪ )∗, and ﬂw(A)
is a word gen(D1) · · · gen(Dk) where  = D1 · · ·Dk and Di ∈ (N ∪ ) for 1 ik.
(3) Then, for every rule A → aB1 · · ·Bn in P, let RSA→aB1···Bn = drv(A) · a ·
gen(B1) · · · gen(Bn) · ﬂw(A).
(4) Now, the set {RSA→a | A→ a in P } is an RS.
Theorem 5. The time complexity of ﬁnding an RS of an SDGG = (N,, P , S) is bounded
by a polynomial of |N |, || and the thickness of G.
4. The main result
In the following of this paper, we assume thatGh = (Nh,, Ph, Sh) denotes a hypothesis
SDG which is guessed by the learner, Lt denotes the target language which is an SDL and
Q ⊆ Lt denotes theRS given to the learner. In addition, we assume thatGt = (Nt,, Pt, St)
represents an SDG such that Lt = L(Gt) and Q is an RS of Gt . Obviously, it holds that
|Pt| |Nt||| from the deﬁnition of SDG.
A membership queryMEMBER(w) for w ∈ ∗ on an SDL Lt is deﬁned as follows.
MEMBER(w)
Input: w ∈ ∗.
Output:
{
1 . . . if w ∈ Lt,
0 . . . if w ∈ Lt.
Clearly, we can solve a membership query in O(|x|) time for any x ∈ ∗ and a ﬁxed SDG
G. In our learning model, it is assumed that when a learning algorithm asks a membership
query, it receives in unit time the correct answer with respect to the target language Lt ﬁxed
for the whole execution of the algorithm.
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We say that SDLs are polynomial time learnable with membership queries and an RS if
there exists an algorithm A such that for all target languages Lt which are SDLs,
• if membership queries asked by A are answered according to Lt , and
• if A receives as input an RS Q of Lt ,
• then A outputs an SDGGh such that L(Gh) = Lt in time of polynomial of |Nt|, ||, |Q|
and max{|w| | w ∈ Q}, for given Q and for any SDG Gt = (Nt,, Pt, St) such that
L(Gt) = Lt .
Now, we claim the main theorem.
Theorem 6. SDLs are polynomial time learnable with membership queries and an RS.
We note that any SDG which generates Lt is appropriate for the above theorem. In
addition, the choice of an SDG for constructing Q is independent of the learner. Thus,
it is reasonable to treat the length of the longest word in Q as an independent param-
eter. In the following sections, we give a learning algorithm by which Theorem 6 is
proved.
5. Strategies of the learning algorithm
Our learning algorithm can be broken down into two stages; at the ﬁrst stage, the set of
nonterminals and all possible candidate rules to generate the target language are found, and
at the second stage, inappropriate nonterminals and rules are deleted. The output of the ﬁrst
stage is a CFG Gall such that Lt ⊆ L(Gall). Furthermore, Gall is not too general: we will
show that for every nonterminal A ∈ Nt there is a rule in Gall which corresponds to A in a
very precise sense that we will deﬁne later.
The ﬁrst stage of our algorithm is a rewritten form of a part of Ishizaka’s algorithm [7].
We can regard the CFG Gall as a hypothesis of his algorithm then we would make Gall be
such that L(Gall) = Lt with membership queries and counterexamples.
In the second stage of our algorithm, we deﬁne a set of SDGs called base grammars. Each
SDG of base grammars has a set of rules which is a subset of that of Gall. The learner can
eliminate inappropriate rules inGall by comparing SDGs among base grammars. Repeating
these stages, incorrect SDGs are sieved out from base grammars.
The ﬁrst stage is carried out by an observation table similar to [2] with the following
Ishizaka’s lemma.
Lemma 7 (Ishizaka [7, Lemma 10]). For any nonterminal A(= St) ∈ Nt which is reach-
able and live, there exist w ∈ L(Gt) and a 3-tuple (wp,wm,ws) such that
• wpwmws = w with wp,wm ∈ +, ws ∈ ∗,
• St ∗⇒wp · A · ws ∗⇒w, and
• it holds that u ∈ LGt (A) for u ∈ + iff
◦ MEMBER(wp · u · w′s) = 1 and
◦ for any u′ ∈ proper_ pre(u),MEMBER(wp · u′ ·w′s) = 0, where w′s is the shortest
sufﬁx of ws such that wpwmw′s ∈ L(Gt).
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Table 1
An observation table
W
T (·, ·) a b aa bb ab aab abb aabb
r1 :(ε , aabb , ε) 0 0 0 0 1 0 0 1
r2 :(a, abb, ε) 0 1 0 0 0 0 1 0
r3 :(aa, bb, ε) 0 0 0 1 0 0 0 0
R r4 :(aab, b, ε) 0 1 0 0 0 0 0 0
r1′ :(a, ab, b) 0 0 0 0 1 0 0 1
r2′ :(aa, b, b) 0 1 0 0 0 0 1 0
r5 :(a, a, bb) 1 0 0 0 0 0 0 0
Now, we consider the following set:
R = {(wp,wm,ws) ∈ + × + × ∗ | wpwmws ∈ Q}
∪ {(ε, w, ε) | w ∈ Q}.
Since every nonterminal in Nt appears in a derivation of some word in Q at least once,
R contains a 3-tuple (w1, w2, w3) such that (w1, w2, w′3) satisﬁes the conditions of
Lemma 7 for any A ∈ Nt where w′3 is a sufﬁx of w3.
The set of these 3-tuples are classiﬁed by an observation table. The observation table
consists of R,W and T, where
• W = {y ∈ + | xyz ∈ Q, x, z ∈ ∗} at the beginning, and it is updated as the learning
algorithm proceeds,
• the function T : R × ∗ → {0, 1} is deﬁned as follows for r = (pr ,mr, sr ) ∈ R.
T (r,w) =


1 (if MEMBER(pr · w · short (r)) = 1, and
for all w′ ∈ proper_ pre(w),
MEMBER(pr · w′ · short(r)) = 0),
0 (otherwise),
here short(r) is the shortest sufﬁx of sr such thatMEMBER(pr ·mr · short(r)) = 1.
In Table 1, we show an example of an observation table in our algorithm for Lt = {aibi |
i1} whereQ = {aabb} andW = {a, b, aa, bb, ab, aab, abb, aabb}.
The equivalence relation = is deﬁned for r, r ′ ∈ R as
r
= r ′ ⇐⇒ T (r,w) = T (r ′, w)
for any w ∈ W . Let B(r,) = {r ′ ∈ R | r ′ = r}, here  is the partition over R. It holds
that all members in R which are of the form (ε, v, ε) are in the same equivalence class
B((ε, v, ε),). Suppose thatW1 ⊆ W2 ⊂ ∗. Let 1= be the equivalence relation made from
the observation table which consists of R,W1 and T. In addition, let
2= be the equivalence
relation made from the observation table which consists of R,W2 and T. Then, it holds that
2 is ﬁner than or equal to 1.
Now we consider the following CFG Gall with the equivalence relation
=.
Gall = (R/,, Pall/, Sall),
R/ = {B(r,) | r ∈ R},
210 Y. Tajima et al. / Theoretical Computer Science 329 (2004) 203–221
Pall/= {B((wp, a,ws),)→ a | a ∈ , wp,ws ∈ ∗, (wp, a,ws) ∈ R}
∪ {B((wp, awm,ws),)→ a · B((wpa,wm,ws),) | a ∈ ,
wp,ws ∈ ∗, wm ∈ +, (wp, awm,ws), (wpa,wm,ws) ∈ R}
∪ {B((wp, awm1wm2, ws),)→
a · B((wpa,wm1, wm2ws),) · B((wpawm1, wm2, ws),) |
a ∈ , wp,ws ∈ ∗, wm1, wm2 ∈ +,
(wp, awm1wm2, ws), (wpa,wm1, wm2ws), (wpawm1, wm2, ws) ∈ R},
Sall = B((ε,w, ε),),
where w ∈ Q. We note some properties of Gall in the following.
Deﬁnition 8. We deﬁne that (w1, w2, w3) ∈ R corresponds to A ∈ Nt if there exists a
derivation such that St
∗⇒
Gt
w1Aw3
∗⇒
Gt
w1w2w3. In addition, for A0 → aA1 · · ·Ai in Pall/
where a ∈  andAj ∈ R/ (j = 0, 1, . . . , i), we deﬁne thatA0 → aA1 · · ·Ai corresponds
to C0 → aC1 · · ·Ci in Pt if Aj corresponds to Cj for every j = 0, 1, . . . , i, respectively.
We note that each rule in Pt is used in some derivations for a word w ∈ Q. Thus, for
every A ∈ Nt , there exists rA ∈ R which corresponds to A. Moreover, for every rule in Gt ,
say A→ a, there does exist a rule in Pall/ that corresponds to A→ a.
Lemma 9. The CFG Gall satisﬁes that Lt ⊆ L(Gall).
Proof. From the deﬁnition of Q, for every A ∈ Nt , there exists r ∈ R which corresponds
to A. It is sufﬁcient to prove that LGt (A) ⊆ LGall(B(r,)) for every A ∈ Nt and for every
r ∈ R which corresponds to A. We prove it by induction on the length of w such that
w ∈ LGt (A).
Base step: For everyA ∈ Nt such thatA→ a is inPt , there exists (w1, a, w2) ∈ R where
a ∈ , w1, w2 ∈ ∗. Thus, it holds that if a ∈ LGt (A) then a ∈ LGall(B((w1, a, w2),))
for any a ∈ .
Induction step: Suppose that w ∈ LGt (A) implies w ∈ LGall(B(r,)) for every A ∈
Nt , r ∈ R which corresponds to A and w ∈ + such that |w|n. For every rule A →
aC1 · · ·Cm inPt , there exists a ruleB(rA,)→ aB(r1,) · · ·B(rm,) inPall/which cor-
responds to A→ aC1 · · ·Cm. Assuming that aw ∈ LGt (A), there exist w1, . . . , wm ∈ +
such thatw = w1w2 · · ·wm andwi ∈ LGt (Ci) for i = 1, . . . , m. From the assumptionof the
induction, it holds that wi ∈ LGall(B(ri,)) for i = 1, . . . , m. Thus aw ∈ LGall(B(rA,)).

The learning algorithm deletes inappropriate rules from Pall/ by the following condi-
tions. Here, A,B,C ∈ R/ and a ∈ .
Condition 10. For every rule which is of the form A→ aB in Pall/:
If there exists w ∈ W such that aw ∈ W and T (rA, aw) = T (rB,w) where rA ∈
B(rA,) = A and rB ∈ B(rB,) = B, then A→ aB should be removed from Pall/.
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This condition means that A → aB is incorrect when B can generate w but A cannot
generate aw or vice versa.
Condition 11. For every rule which is of the form A→ aBC in Pall/: If
• there exists w ∈ W such that aw ∈ W , T (rA, aw) = 1 and
T (rB,w1) = 0 or T (rC,w2) = 0
for any w1, w2 ∈ W with w1w2 = w here rA ∈ B(rA,) = A, rB ∈ B(rB,) = B and
rC ∈ B(rC,) = C, or
• there exist w1, w2 ∈ W such that aw1w2 ∈ W , T (rA, aw1w2) = 0 and
T (rB,w1) = 1 and T (rC,w2) = 1
then A→ aBC should be removed from Pall/.
This condition means that A→ aBC is incorrect when BC can generate w but A cannot
generate aw or vice versa.
Deﬁnition 12. We deﬁne the following for every A ∈ R/.
T (A) = {a ∈  | T (r, a · w) = 1 for some a · w ∈ W here A = B(r,)},
P (A) = {a ∈  | A→ a is in Pall/ for some  ∈ (R/)∗}.
If T (A) = P (A) then A is called valid. On the other hand, if T (A) = P (A) then A is
called invalid.
Suppose that  = A1A2 · · ·An ∈ (R/)+ andAi ∈ R/ (i = 1, . . . , n), then  is valid if
Ai ∈ R/ is valid for every i = 1, . . . , n. Conversely,  is invalid if there exists Aj ∈ R/
which is invalid for some 1jn.
Now, we assume that all rules which meet the above conditions have been removed from
Pall/. Then,
Condition 13. For every rule in Pall/ which is of the form A→ a where  ∈ (R/)+:
If  is invalid then A→ a should be removed from Pall/.
This condition means that A → a is incorrect when  contains B ∈ R/ such that B
should generate a word whose ﬁrst symbol is b ∈  for example, but Pall/ contains no
rule which is of the form B → b for any  ∈ (R/)∗, or vice versa.
After A ∈ R/ is checked to be valid once, it is possible that A turns to be invalid by
re-evaluation. Thus, the following process is repeated |Pall/| times by the learner;
(1) remove all rules which meet Condition 13 from Pall/, and
(2) re-evaluate whether A is valid or not with the new Pall/ for all A ∈ R/ then go back
to the previous step.
We call Pall/ after all the possible deletions to be reduced.
Now, we claim the following lemma with the reduced Pall/. This lemma means that
every rule in the reduced Pall/ is consistent with all membership queries asked by the
learner.
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Lemma 14. Let P1 be a set consisting of one rule for each pair of A ∈ R/ and a ∈ , so
that P1 is simple deterministic. Let G1 be an SDG such that G1 = (R/,, P1, B(r0,))
where r0 = (ε, y, ε) ∈ R for some y ∈ Q. Suppose B(r,) ∈ R/ and w ∈ W . Then, it
holds that
T (r,w) = 1 ⇐⇒ B(r,) ∗⇒
G1
w.
Proof.We prove this lemma by induction on the length of w.
Assume that |w| = 1, i.e. w = a ∈ . From the deﬁnition of T, if T (r, a) = 1 then
it holds that T (r, u) = 0 for any u = aw′ ∈ W where w′ ∈ +. Now it holds that
B(r,) is valid, then there exists r ′ ∈ B(r,) which is of the form (pr ′ , a, sr ′) where
pr ′ , sr ′ ∈ ∗. It implies that B(r ′,) → a is in Pall/ and B(r,)⇒
G1
a. Conversely, if
B(r,)⇒
G1
a then B(r,)→ a is in Pall/. It implies that there exists r ′ ∈ B(r,) which is
of the form (pr ′ , a, sr ′) for pr ′ , sr ′ ∈ ∗, i.e. T (r ′, a) = 1. Thus it holds that T (r,w) = 1
iff B(r,) ∗⇒
G1
w.
Now suppose thatw = a1a2 · · · an for ai ∈  (i = 1, 2, . . . , n) and this lemma holds for
any u ∈ W such that |u|n− 1.
Since B(r,) is valid, if T (r,w) = 1 then there exists r ′ ∈ B(r,) such that B(r ′,)→
a1 is in Pall/ for some  ∈ (R/)+. Then it sufﬁces to consider the following two cases.
(1) In the case where  = B(s1,), from the assumption of this induction, it holds that
T (s1, a2a3 · · · an) = 1 ⇐⇒ B(s1,) ∗⇒
G1
a2a3 · · · an.
It implies that B(r ′,) ∗⇒
G1
a1a2 · · · an because B(r ′,) → a1 is not deleted by
Condition 10.
(2) In the case where  = B(s1,)B(s2,), from the assumption of this induction, it holds
that
T (s1, a2a3 · · · am) = 1 ⇐⇒ B(s1,) ∗⇒
G1
a2a3 · · · am
and
T (s2, am+1am+2 · · · an) = 1 ⇐⇒ B(s2,) ∗⇒
G1
am+1am+2 · · · an
for somem such that 2m < n. It implies thatB(r ′,) ∗⇒
G1
a1a2 · · · an becauseB(r ′,)→
a1 is not deleted by Condition 11.
Conversely, if B(r,) ∗⇒
G1
w then there exists a rule such that B(r,) → a1 in Pall/ for
some  ∈ (R/)+. In addition,  ∗⇒
G1
a2a3 · · · an from the assumption of this induction. It
sufﬁces to consider the following two cases:
(1) In the case where  = B(s,), then T (s, a2a3 · · · an) = 1. It implies that T (r,w) = 1
because B(r,)→ a1 is not deleted by Condition 10.
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(2) In the case where  = B(s1,)B(s2,), then it holds that
T (s1, a2a3 · · · am) = 1 and T (s2, am+1am+2 · · · an) = 1
for somem such that 2m < n because of the assumption. It implies that T (r,w) = 1
because B(r,)→ a1 is not deleted by Condition 11.
Thus this lemma holds. 
Suppose that rB ∈ B(rA,) for rA, rB ∈ R. If there existsw ∈ + such that T (rA,w) =
T (rB,w) then by adding w toW, we can distinguish rB from rA.
Assume that both of B(r,) → a1 and B(r,) → a2 are in Pall/ for a ∈ ,
r ∈ R and 1, 2 ∈ (R/)+ such that 1 = 2. Then, if there exists w ∈ + such that
w ∈ (LGall(1) − LGall(2)) ∪ (LGall(2) − LGall(1)), then by adding aw to W, we can
delete one of B(r,)→ a1 and B(r,)→ a2 from Pall/.
Thus, if we ﬁnd an appropriateW, we can select a correct SDG from Gall.
For reference, we rewrite the Ishizaka’s algorithm [7] in Fig. 1. Here, an extended equiv-
alence query ExEQUIV (G) for a hypothesis G is deﬁned as follows.
ExEQUIV (G)
Input: a CFG G.
Output:
{
1 . . . if L(G) = Lt,
w ∈ + . . . if L(G) = Lt, where w ∈ (L(G)− Lt) ∪ (Lt − L(G)).
6. Finding appropriate rules in polynomial time
Assume that we have obtained = such that, for any pair of r1 ∈ R and r2 ∈ R,
• if r1 corresponds to A1 ∈ Nt , and r2 corresponds to A2 ∈ Nt , where A1 = A2, then
B(r1,) = B(r2,), and
• if both of r1 and r2 correspond to A1 ∈ Nt , then B(r1,) = B(r2,).
We can easily ﬁnd a correct SDG by the following straightforward process.
(1) Enumerate all SDGs from Gall, and let G1,G2, . . . ,Gk be such SDGs.
(2) LetW := ∅.
(3) Check the equivalence of L(Gi) and L(Gj ) for every 1 ik and 1jk where
i = j . If they are not equivalent, letW := W ∪{wij }, wherewij ∈ (L(Gi)−L(Gj ))∪
(L(Gj )− L(Gi)).
Then, there exists at least oneGi′(1 i′k) such thatw ∈ L(Gi′) ⇐⇒ MEMBER(w) =
1 for all w ∈ W . It implies that L(Gi′) = Lt .
Unfortunately, the time complexity of such an enumeration is bounded by O(2|Pall/|)
time because k = O(2|Pall/|). In the following, we describe a sophisticated procedure for
ﬁnding a correct equivalence relation = and selecting an appropriate SDG from Gall in
polynomial time.
Let A ∈ R/ and a ∈ . Assume an order over all members in Pall/ denoted by P ,
arbitrarily. Let P(A, a) be a rule A→ a in Pall/ such that P(A, a)PA→ a for any
 ∈ (R/)∗. For a rule in Pall/, say A→ a, letG(A→ a) = (R/,, PA→a, S0) be
214 Y. Tajima et al. / Theoretical Computer Science 329 (2004) 203–221
Algorithm Ishizaka’s learning algorithm
OUTPUT : a hypothesis CFG Gh;
begin
Q := ∅,W := ∅;
Gh := ({S},,∅, S);
if (ExEQUIV (Gh) = 1) then
output Gh and terminate;
else
let w be a counterexample;
endif
repeat
if (MEMBER(w) = 1) then
Q := Q ∪ {w};
endif
W := W ∪ {y ∈ + | x, z ∈ ∗, x · y · z = w};
R := {(x, y, z) | z ∈ ∗, x, y ∈ +, x · y · z ∈ Q} ∪ {(ε, w, ε) | w ∈ Q};
ﬁll the observation table and deﬁne the equivalence relation =;
delete incorrect rules from Pall/ by Conditions 10, 11 and 13;
if (ExEQUIV (Gall) = 1) then
output Gall and terminate;
else
let w be a counterexample;
endif
until forever
end.
Fig. 1. Ishizaka’s learning algorithm [7].
an SDG such that
PA→a = {P(B, b) ∈ Pall/ | B ∈ R/, b ∈ , B = A}
∪ {P(B, b) ∈ Pall/ | B ∈ R/, b ∈ , b = a}
∪ {A→ a},
S0 = B((ε,w, ε),),
where w ∈ Q. Then, let G be the set of SDGs such that
G = {G(A→ a) | A→ a is in Pall/}.
In words, when building G(A → a), we remove nondeterminism of G for rules of the
formA→ awhile leaving all possibilities inG on other pairs.G contains all the grammars
that can be obtained from G by reducing a bit of nondeterminism in this way.
In other words, G contains at least one SDG which contains A → a for every rule
A→ a in Pall/. We callG the set of base grammars (base grammars for short).G0 ∈ G
is deﬁned as G0 = (R/,, {P(A, a) | A ∈ R/, a ∈ }, S0).
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Fig. 2. An example of base grammars
In Fig. 2, we show an example of base grammars. We can express SDGs constructed by
selecting one rule from Pall/ for every pair of A ∈ R/ and a ∈  in the at most |||R|
dimensional cube such that
• every axis corresponds to a pair of a nonterminal and a terminal,
• every cross point represents an SDG.
Then, base grammars consist of G0 and SDGs along with every axis.
On base grammars, the learner checks
• the equivalence ofLG1(A) andLG2(A) for everyA ∈ R/ and every pair ofG1,G2 ∈ G
such that G1 = G2.
Here, from Theorem 2, we cannot only effectively check equivalences of two SDGs but
also, in the case of inequivalence, effectively produce a witness of inequivalence which is
a word of polynomial length.
The thickness of any G ∈ G is less than or equal to the length of the longest word
in Q from the previous Lemma 14. Thus, any equivalence checking in G terminates in
polynomial time of |R/|, || and the length of the longest word in Q from Theorem 2.
In addition, we can obtain a witness whose length is bounded by the same polynomial for
every inequivalent pair of SDGs in G.
We claim the following lemmas concerning to the above checking procedure and G.
Lemma 15. After applying the algorithm in Theorem 2, if it holds that LG1(A) = LG2(A)
for every A ∈ R/ and every pair of G1,G2 ∈ G such that G1 = G2, then any G ∈ G
satisﬁes that L(G) = Lt .
Proof. It sufﬁces to show that if the assumption of this lemma is satisﬁed, it holds that
w ∈ LG(B(rA,)) ⇐⇒ w ∈ LGt (A) for every A ∈ Nt , G ∈ G and rA ∈ R which
corresponds to A. We prove this claim by induction on the length of w ∈ ∗.
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Base step: Assume that w = a ∈ , i.e. |w| = 1. For any rule A → a in Pt , there
exists B(rA,) → a in Pall/ which corresponds to A → a. In addition, T (rA, a) = 1
from Lemma 14. It implies that, for any  ∈ (R/)+, there is no rule which is of the form
B(rA,) → a in Pall/. Conversely, if A → a is not in Pt then T (rA, a) = 0. It implies
that B(rA,)→ a is not in Pall/ from Lemma 14. Thus, the claim holds.
Induction step: Let |w| = n and w = a1a2 · · · an, where ai ∈  for 1 in. Assume
that this claim holds for any w′ ∈ + such that |w′|n− 1.
Let  = A1 · · ·Ak for Ai ∈ Nt (1 ik) where 1k2. For any rule A → a1 in
Pt , there exists a rule B(rA,) → a11 in Pall/ which corresponds to A → a1 where
1 = B(rA1 ,) · · ·B(rAk ,) for rAi ∈ R (1 ik).
Now, from the assumption of this induction, it holds that
a2a3 · · · an ∈ Lt() ⇐⇒ a2a3 · · · an ∈ LG(1)
for any G ∈ G. Let Gj ∈ G be an SDG whose rule set contains B(rA,)→ a11. Then it
holds that
w ∈ Lt(A) ⇐⇒ w ∈ LGj (B(rA,)).
From the assumption of this lemma,
LGi (B(rA,)) = LGj (B(rA,))
for any pair of SDGs Gi,Gj ∈ G. Thus it holds that
w ∈ LGt (A) ⇐⇒ w ∈ LG(B(rA,))
for any A ∈ Nt , G ∈ G and rA ∈ R which corresponds to A. 
Conversely, if there exist G1,G2 ∈ G and A ∈ R/ such that LG1(A) = LG2(A), then
the following lemma holds.
Lemma 16. Let R,W, and T be an observation table. Let Pall/ be the set of rules made
from the observation table. Assume that w ∈ (LG1(A)− LG2(A)) ∪ (LG2(A)− LG1(A))
for a pair of G1,G2 ∈ G and A ∈ R/.
Now, we suppose that the observation table is updated by w, i.e. the new observation
table consists of R, Ww = W ∪ {w′ ∈ ∗ | uw′v = w, u, v ∈ ∗}, and T. Let 
′= be the
equivalence relation of the new observation table.Then, at least one of the followings holds:
(1) There exist a ∈  and a set R′ = {r0, r1, . . . , rm} ⊆ R such that
• B(r0,)→ aB(r1,) · · ·B(rm,) is in Pall/, but
• B(r0,′)→ aB(r1,′) · · ·B(rm,′) is not in Pall/′.
(2) The new partition ′ is ﬁner than .
Proof. Assume that this lemma does not hold. Then  = ′ and any rule in Pall/ is not
deleted by Conditions 10, 11 or 13. Thus, Pall/ = Pall/′ holds. It implies thatG1 andG2
are in the new set of base grammars.
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Algorithm the SDL learning algorithm;
INPUT : an RS Q of Lt ;
OUTPUT : a hypothesis SDG Gh;
begin
R := {(x, y, z) | z ∈ ∗, x, y ∈ +, x · y · z ∈ Q} ∪ {(ε, w, ε) | w ∈ Q};
W := {y ∈ + | x, z ∈ ∗, x · y · z ∈ Q};
G := ∅;
repeat
ﬁll the observation table and deﬁne the equivalence relation =;
delete incorrect rules from Pall/ by Conditions 10, 11 and 13;
ﬁnd P(A, a) for all A ∈ R/ and a ∈ ;
make the set G of base grammars;
W ′ := ∅;
for every pair of G1,G2 ∈ G and every A ∈ R/ do
ﬁnd a word w ∈ (LG1 (A)− LG2 (A)) ∪ (LG2 (A)− LG1 (A))
such that |w| is bounded by a polynomial;
W ′ := W ′ ∪ {w};
done
for all w ∈ W ′ do
W := W ∪ {y ∈ + | x, z ∈ ∗, x · y · z = w};
done
until (W ′ = ∅)
if (G = ∅) then
output any G ∈ G;
else
output G = ({S},,∅, S);
endif
end.
Fig. 3. The SDL learning algorithm.
Without loss of generality, we assume that w ∈ LG1(A) but w ∈ LG2(A). Assuming
that A = B(rA,), then A = B(rA,′) from  = ′. It implies that LG1(B(rA,)) =
LG1(B(rA,
′)) and LG2(B(rA,)) = LG2(B(rA,′)).
Now, from Lemma 14, w ∈ LG1(B(rA,′)) implies that T (rA,w) = 1, and w ∈
LG2(B(rA,
′)) implies that T (rA,w) = 0 in the new observation table. It is a contradiction.
Thus, this lemma holds. 
From the above two lemmas, we can ﬁnd an appropriateW by checking the equivalences
among SDGs in G. Now, we show the whole learning algorithm in Fig. 3.
7. Time complexity
Lemma 17. The algorithm in Fig. 3 terminates in time polynomial in |Nt|, ||, |Q| and
the length of the longest word in Q.
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Proof.We denote the length of the longest word inQ by lQ.At the beginning of the learning
algorithm,
• each of |R| and |W | is at most 12 lQ(lQ + 1)|Q|, and
• |Pall/| is at most |R|lQ which is O(l3Q|Q|).
Finding the value of T of an observation table for r ∈ R and w ∈ W takes at most lQ+ |w|
time, here w is the longest word in W. Thus, ﬁlling an observation table takes at most
|R||W |(lQ + |w|) time. Also, the equivalence class B(r,) for every r ∈ R is established
in O(|R||W |(lQ + |w|)) time.
Obviously, |Pall/| |Pall|, thus the time complexity of the deletion procedure for Pall/
is as follows:
• To check Condition 10 takes at most |Pall/||W |2|R|2 time.
• To check Condition 11 takes at most |Pall/|(2|W |2|R|3) time.
• To check Condition 13 takes at most |Pall/|(|R/||W |+|R/||Pall/|+|R/||Pall/|).
This is because, for every A ∈ R/, to ﬁnd T (A) takes at most |W | time and to ﬁnd
P (A) takes at most |Pall/| time.
It takes at most |Pall/| time to get P(A, a) for every pair of A ∈ R/ and a ∈ . Thus it
takes O(|Pall/|) time to generateG and |G| is at most |Pall/|. The size of every grammar
inG is bounded by |Pall/| because the set of nonterminals and the set of rules are subsets of
R/ and Pall/, respectively. In addition, the thickness of any SDGG = (N,, P , S) ∈ G
is bounded by lQ because, for every nonterminal A ∈ N , there exists at least one word
w ∈ Q such that A can generate some sub-word of w.
The time complexity to ﬁnd w ∈ (LG1(A)− LG2(A)) ∪ (LG2(A)− LG1(A)) for every
pair of G1 and G2 in G and every A ∈ R/ is bounded by
O(|G|2|Pall/|fEQ),
here fEQ is the time complexity of the equivalence checking procedure for SDGs in
Theorem 2. Then it holds that fEQ is bounded by a polynomial of |R|, || and lQ. The
size of |W ′| is bounded by a polynomial of |Pall/|, |R|, || and lQ. Also, the length of the
longest word in W ′ can be bounded by a polynomial of |R|, || and lQ from Theorem 2.
Thus, the length of the longest word in W denoted by |w| is bounded by a polynomial of
|R|, || and lQ.
Here, the main loop of the learning algorithm is executed at most |R|lQ times
because of |Pall| |R|lQ and Lemma 16. Thus, |W | is bounded by a polynomial of |R|
and |w|. 
Lemma 18. The algorithm in Fig. 3 outputs a correct hypothesis for Lt .
Proof.When the algorithm terminates, it holds thatW ′ = ∅. It implies that the hypothesis
grammar is correct from Lemma 15. 
Summarizing the above all, we have proved Theorem 6.
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8. Conclusions and remarks
In this paper, we have shown that SDLs are polynomial time learnable with membership
queries and an RS. It should be strongly noted that the equivalence problem for a pair
of SDGs in our learning algorithm is polynomial time solvable (Theorem 2), though the
extended equivalence problem for a pair of a CFG and an SDG in Ishizaka’s learning
algorithm [7] is unsolvable (Theorem 1). The set of SDLs called base grammars is the key
idea in our polynomial time learning algorithm.
From Theorem 5, we claim that if SDLs are polynomial time learnable via membership
and equivalence queries, then an RS of the target language can be found in polynomial time
via membership and equivalence queries. Conversely, from Theorem 6, we claim that if an
RS of an SDL can be found in polynomial time via membership and equivalence queries,
then SDLs are polynomial time learnable via these queries. Thus, the following holds.
Theorem 19. SDLsarepolynomial time learnable viamembership and equivalencequeries
if and only if an RS of the target language can be found in polynomial time via membership
and equivalence queries.
Indeed, there exists an adversary as follows. Suppose that the learner guesses a hypothesis
Gh when the set of positive sample words obtained by membership and equivalence queries
is not an RS for Lt . Then, there exists at least one rule for every SDG which generates
Lt such that the rule is not needed for generating any positive sample word ever obtained
by membership and equivalence queries. We call such a rule a veiled rule. If L(Gh) = Lt
then the adversary replies with a counterexample w ∈ (L(Gh) − Lt) ∪ (Lt − L(Gh)). If
L(Gh) = Lt then the adversary switches the target language Lt to L(G′h) where G′h is the
SDG obtained by deleting a veiled rule from the set of rules of Gh. Then, the adversary
replies with a counterexample whose derivation by Gh contains a veiled rule.
We note that our learning algorithm via membership queries and an RS does not work
with a partial representative sample. Even if a proper subset of an RS is given, our learning
algorithm cannot output an SDG whose rules correspond to the set of rules in Pt which
is covering all necessary rules to generate the subset. Thus we cannot obtain a learning
algorithm with membership and equivalence queries by simple extension of our algorithm.
Considering PAC [15] learnability is an interesting problem. Suppose a probability distri-
bution on ∗ and Pr(w) which is the probability for w ∈ ∗. We can deﬁne the probability
for every rule A→ a in Pt as follows:
Pr(A→ a) = ∑
w∈Z(A→a)
Pr(w),
where
Z(A→ a) = {w ∈ ∗ | St ∗⇒ 1A2 ⇒ 1a2⇒w for some 1, 2 ∈ (N ∪ )∗}.
That is to say, Pr(A→ a) is an appearing probability of A→ a when a sample word is
given. Now, let d = min{Pr(A→ a) | A→ a in Pt}, then the probability that the rule
A → a does not appear in derivations of m samples which are chosen independently is
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bounded by (1− d)m. There are |Pt| rules, thus a set of m samples which satisﬁes
|Pt|(1− d)m < 
is an RS with probability at least 1− . Let m > 1
d
log
( |Pt |

)
, then
|Pt|(1− d)m  |Pt|e−dm
< .
Theorem 20. For ahypothesisLh,P(LtLh)denotes the total of probabilities of difference
between Lt and Lh according to a distribution D on ∗.
There exists a polynomial time learning algorithm of SDLs such that Lh satisﬁes
Pr[P(LtLh) = 0] > 1−  for a given conﬁdence parameter , if
• there exists an SDG Gt such that every rule in Gt has the probability which is greater
than or equal to d and the learner knows the size of Gt and d, and
• the learner can ask membership queries and can obtain m examples according to the
probability distribution D on ∗ where
m >
1
d
log
( |Pt|

)
.
We also have no simple extension method for our learning algorithm via membership
queries and an RS to a polynomial time PAC learning algorithm without d and |Pt|. That is,
we have not found a procedure to get a complete RS from polynomial examples without d
and |Pt|.
We believe that our technique can be useful for learning other classes of deterministic
languages.
Acknowledgements
The authors would like to express their gratitude to the referees for their useful comments.
This research was partially supported by Grant-in-Aid forYoung Scientists, No. 16700007
to the ﬁrst author, and Grants-in-Aid for Scientiﬁc Research Nos. 13680435 and 16300001
to the second author, from the Ministry of Education, Culture, Sports, Science and Tech-
nology, Japan.
References
[1] D.Angluin,A note on the number of queries needed to identify regular languages, Inform. Control 51 (1981)
76–87.
[2] D. Angluin, Learning regular sets from queries and counterexamples, Inform. Comput. 75 (1987)
87–106.
[3] D. Angluin, Queries and concept learning, Machine Learning 2 (1988) 319–342.
[4] A. Burago, Learning structurally reversible context-free grammars from queries and counterexamples in
polynomial time, Proc. 7th ACM Conf. on Computational Learning Theory—COLT’94, 1994, pp. 140–146.
[5] M.A. Harrison, Introduction to Formal Language Theory, Addison-Wesley, Reading, MA, 1978.
Y. Tajima et al. / Theoretical Computer Science 329 (2004) 203–221 221
[6] J.E. Hopcroft, J.D.Ullman, Introduction toAutomataTheory, Languages, andComputation,Addison-Wesley,
Reading, MA, 1979.
[7] H. Ishizaka, Polynomial time learnability of simple deterministic languages, Machine Learning 5 (1990)
151–164.
[8] A.J. Korenjak, J.E. Hopcroft, Simple deterministic languages, Proc. IEEE 7thAnnu. Symp. on Switching and
Automata Theory, 1966, pp. 36–46.
[9] D.J. Rosenkrantz, R.E. Stearns, Properties of deterministic top-down grammars, Inform. Control 17 (1970)
226–256.
[10] Y. Sakakibara, Learning context-free grammars from structural data in polynomial time, Theoret. Comput.
Sci. 76 (1990) 223–242.
[11] H. Sakamoto, Language learning from membership queries and characteristic examples, Proc. 6th Int.
Conf. on Algorithmic Learning Theory—ALT ’95 : Lecture Notes in Artiﬁcial Intelligence, Vol. 997, 1995,
pp. 55–65.
[12] E.Y. Shapiro, Algorithmic Program Debugging, MIT Press, Cambridge, MA, 1983.
[13] Y.Tajima, E.Tomita,A polynomial time learning algorithmof simple deterministic languages viamembership
queries and a representative sample, Proc. 5th Internat. Colloq. on Grammatical Inference—ICGI 2000:
Lecture Notes in Artiﬁcial Intelligence, Vol. 1891, 2000, pp. 284–297.
[14] Y. Takada, A hierarchy of language families learnable by regular language learning, Inform. Comput. 123
(1995) 138–145.
[15] L.G. Valiant, A theory of the learnable, Comm. Assoc. Comput. Mach. 27 (1984) 1134–1142.
[16] M.Wakatsuki, E. Tomita, An improved branching algorithm for checking the equivalence of simple DPDA’s
and its worst-case time complexity, Trans. IEICE J74-D-I (1991) 595–603 (in Japanese).
