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ABSTRACT
UNSUPERVISED-LEARNING ASSISTED ARTIFICIAL NEURAL
NETWORK FOR OPTIMIZATION
Varun Kote
Old Dominion University, 2019
Director: Dr. Oktay Baysal
Innovations in computer technology made way for Computational Fluid Dynamics (CFD)
into engineering, which supported the development of new designs by reducing the cost and time
by lowering the dependency on experimentation. There is a further need to make the process of
development more efficient. One such technology is Artificial Intelligence. In this thesis, we
explore the application of Artificial Intelligence (AI) in CFD and how it can improve the process
of development.
AI is used as a buzz word for the mechanism which can learn by itself and make the
decision accordingly. Machine learning (ML) is a subset of AI which learns any method without
the need for any explicit algorithm. Deep Learning is another subset of ML, which is different in
its composition. Deep Learning, or Neural Networks (NN), is made up of nodes like the neurons
and works on the principle of the human brain. NN can be exploited for any problem without the
need for any explicit algorithm for the task. It can be achieved by analyzing and inferring from
the observations. Artificial Neural Network (ANN) is used for data analysis and Convolutional
Neural Networks (CNN) for image analysis. Our area of interest herein is ANN and its application
for a medical equipment called Convective Polymerase Chain Reaction (cPCR) device.
Many have relied on engineering experimentation to develop an optimized PCR device,
which requires high cost and time. That makes the use of PCR devices less cost-effective as a
commonplace for healthcare. We optimize a convective PCR reactor using a high-fidelity CFDbased surrogate model to find an economical and performance-effective one. We plan numerous
possible design combinations, evaluating DNA doubling time. Based on these results, an accurate
surrogate model is developed for optimization using Deep Learning. We produce two kinds of
surrogate models using ANN; one by directly employing ANN and another by using unsupervised
learning called, k-Means-Clustering-Assisted ANN, and then compare the results from these two
methods. For developing a suitable model of ANN to fit our data, we carry out the analysis of

model accuracy and obtain the best design by using a differential evolution method. The best
designs obtained by the two methods are verified with the corresponding result obtained from
CFD. This shows an effective way of designing an optimized device by reducing the number of
CFD simulations required for the development.

Consequently, the computational results

demonstrate that the convective PCR device can be efficiently developed using our proposed
methodology, making it viable for point-of-care applications.
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INTRODUCTION
Smart technologies are proliferating in all streams. Smart technologies or smart products
have become synonyms to innovation. Every product is becoming smarter and smarter over time.
These intelligence systems are the mandatory standards for all products. Artificial Intelligence
(AI) being the latest definition of smart technologies is seeing its use in all sectors. The whole
process from conceptualization to delivering the final product to the consumer is enabled with
Artificial Intelligence. And every industry wants a bite of this latest big innovation.
Mechanical and Aerospace industries are experiencing the demand for intelligent systems
integrated across all levels of product development to the user end in improving the utilization of
the products. The saturation in aerospace, aviation, automotive, and many other mechanical
technologies has made Artificial Intelligence (AI) a necessity for the next breakthrough in
innovation. All companies are placing their big bets on this innovation in all capacities. It is being
used by scientists to help overcome their present limitations; this can be seen in the most advanced
form of research happening in the world, i.e., nuclear fusion technology. Scientists are using AI
in identifying the key points where the complex system is failing and also in methods to circumvent
through those hurdles using AI. New alloys for their best performance in various applications are
created by using Artificial Intelligence. Self-driving cars and self-flying drones are all designed
with Artificial Intelligence as the core technology. Artificial Intelligence in medical diagnosis is
the most anticipated breakthrough as it overcomes the difficulties faced in diagnosing chronic
diseases like cancer at an early stage. The deployment of these technologies to remote locations
gives accessibility of advanced medical facilities to people who are deprived of better medical
treatments in third world countries. Every industry experiencing saturation or a slow-down in its
development is looking at Artificial Intelligence for future innovation.
1.1 Purpose
Computational Fluid Dynamics (CFD) is another industry which is facing a lot of hurdles
recently in its advancement. The very nature of approximations in its design and with the limited
computing power available, there is very little progress made in its development made in the last
decade. Computational Fluid Dynamics (CFD) had experienced the most advancement with the
emergence of the computer age. As the computing power increased exponentially following the
Moor’s Law, the Computational Industries blossomed alongside. The Reynolds-Averaged Navier-
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Stokes (RANS) equation model became very popular with growing the computational power and
soon became the industry standard. Due to the ever-increasing industry demand in developing
more and more high performing and sophisticated technologies, more accurate models are to be
modeled to achieve it. More accurate models have seen its application recently, namely Large
Eddy Simulation (LES) and Direct Numerical Simulation (DNS). The most accurate simulation
of turbulent flow by solving the Navier-Stokes equation is achieved by DNS method where a wide
range of time and length scales are resolved. Spalart estimated in the year 1999 that it would take
until 2080 for Direct Numerical Simulation (DNS) to apply to industrial flows [27]. Large Eddy
Simulation (LES) is predicted to see its industrial application around 2045. From the emergence
of the Moor’s Law end era, which was predicted to close before any of that timeline, the
computational capabilities will never reach the level for DNS and LES to be feasible. For the
industry to further its advancement well into the future, we need to look for other technologies in
supporting the development in CFD. The accuracy of flow simulations using between RANS and
LES methods is shown in figure 1.

Figure 1: Flow simulations with RANS and LES methods
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Artificial Intelligence is the best technology available for Computational Fluid Dynamics
to advance. I say this is the best technology because of the niche of AI being data-hungry, and
CFD generates tons of data that is not made use of at any later stage in improving the CFD. Many
scholars and researchers are exploring the paradigms of putting AI into CFD. This testing is
happening at various levels, as discussed further. Direct Numerical Simulation is computationally
expensive today, and by Moor’s law, its feasibility in the future is also uncertain. Artificial
Intelligence can be the alternative to DNS in achieving the accuracy in flow resolution.
The ultimate goal of Computational Fluid Dynamics in the far future is to automate the
entire process chain. The engineers and researchers should be able to only define the boundary,
and initial conditions on the CAD (Computer-Aided Design) model obtained from ComputerAided Engineering (CAE) and generate accurate flow results without worrying about the
appropriate models to choose. The modern developments in CFD are headed in this field of
automation.
1.2 Scope
Currently, the development of more intelligent solvers that can automatically choose the
appropriate wall boundary flow and turbulence models is being studied by researchers.
Artificial Intelligence can be applied to Computational Fluid Dynamics in two ways. First, in
acquiring the data generated and using this pool of knowledge for solving complex problems more
efficiently in the future. Second, in the process of applying the available knowledge to tractable
aerodynamic design and development problems, it can reduce the time required for their numerical
solutions.

This report on “Computational Aerodynamics and Artificial Intelligence” [28]

speculates on the role of Artificial Intelligence in computational aerodynamics.
National Aerospace and Space Administration (NASA) has put out a few key goals to
achieve in Computational Fluid Dynamics by the year 2030 [29]. Two areas which NASA
mentions in its vision 2030 for CFD are very relatable with Artificial Intelligence in CFD. First,
is the ability to predict viscous turbulent flows with possible boundary layer transition and flow
separation present. Secondly, to make use of the enormous CFD data that has been already
generated in efficiently solving problems in the future. Application of Artificial Intelligence can
solve the difficulties in the above mentioned two areas. Predicting adequate turbulent flows for
design and development requires solving through Direct Numerical Simulation (DNS). Unlike in
the Reynolds-Averaged Navier-Stokes (RANS) model and Large Eddy Simulation (LES), DNS
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resolves the flow equation completely without any turbulence models to predict accurate flow
results, as shown in figure 2. The knowledge-based application of Artificial Intelligence can learn
how to predict accurate turbulent flows from DNS for simple flows and replicating it for more
complex problems. A research paper on Data-driven DNN for simple flows [30] models the error
produced in every flow simulation. This modeled error is used to generate accurate results from
the results obtained by coarsely modeled problems. Computational Fluid Dynamics is not just
about generating data. The data generated requires interpretation to gain insight. Applying
Artificial Intelligence in data interpretation decisions will make problem-solving much faster and
effective. As more and more data is added to the pool of knowledge, more robust Artificial
Intelligence emerges out of it.
Artificial Intelligence is a buzz word for smarter and intelligent systems. It has few welldefined subsets, which are getting more traction in its applications, as shown in figure 3. Machine
learning is used in identifying and modeling of patterns in the data by using algorithms for
clustering, classification, regression, etc. Algorithms like Support Vector modeling (SVM), Kmeans, k-nearest neighbors (k-NN), to name a few algorithms and statistical models, are used to
perform a specific task effectively. Deep learning can be classified as another subset within
machine learning, where it makes use of neural networks rather than statistical models and
algorithms to achieve a task. The unique feature of deep learning is that it need not be programmed
specifically to perform a task; rather, the neural networks use multiple layers to progressively
extract higher-level features from the raw input data [47]. Deep learning architectures such as
Artificial Neural Network (ANN), Convolutional Neural Network (CNN) and Recurrent Neural
Network (RNN) have been applied to fields including computer vision, speech recognition, natural
language processing, audio recognition, social network filtering, bioinformatics, drug design,
medical image analysis, material inspection and board game program, where the produced results
are in comparable to and in some cases far superior to human experts.
Machine learning algorithms and in particularly deep neural networks thrives in situations
where a structural relation between input and output is presumably present but unknown [30].
Many training samples and the computing power to train and deploy these algorithms is available.
The emergence of these technologies has given rise to an extraordinary interest in these algorithms
and their applications. An overview of deep learning is given in the review article, LeCun et al.
(2015) [31] and Scmidhuber (2015) [32].
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Figure 2: The figure shows resolution of different numerical methods (André Bakker)
[http://www.bakker.org/dartmouth06/engs150/10-rans.pdf]
Deep learning neural networks working is similar to the neurons to the biological neurons
in the brain; this makes it very flexible in its application to a variety of fields with different forms
of data inputs. Deep neural networks can be applied in fields which has to work across different
verticals like building a sophisticated model based on computer vision data, statistical data, and
acoustic data, and producing a conclusive result from it. This kind of technology has seen its
application in non-destructive testing of materials, which has produced results far more superior
to existing technology. Applying deep neural networks on raw data and extracting higher-level
features for data interpretation and making concise decisions from it is the most popular form of
its application. The same structure of deep neural networks can be applied to computational fluid
dynamics data and utilizing this pool of knowledge to improve its effectiveness.
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Figure 3: Hierarchy of artificial intelligence, machine learning and deep learning
1.3 Problem
The number of CFD cases that we run is exactly proportional to the processing power
available. The number of cases that we need not run because of a trained neural network can vastly
exceed the number of cases required to run. We can train a neural network using 1000 cases to
avoid running a million simulations. This trained neural network becomes more reliable by adding
the test simulations results generated back to its pool of knowledge in training. Though the longer
vision of artificial intelligence is to provide an alternative to the solvers itself, the present
technologies available can be used to strengthen deep neural networks in CFD model deduction.
Neural networks can be used as an interpretation method; the main advantage of this in the CFD
field is set up the interpretation problem is a problem in itself due to the high nonlinearity nature
of turbulence results.
Artificial Neural Networks is identical in its structure to the biological neural network,
where it can learn tasks by considering examples without being explicitly programmed to perform
a task. ANN is based on a collection of nodes called artificial neurons. The weights in the neuron
are adjusted to match the task output to its raw input data. Building an effective neural network
for raw data is a challenge in itself. The number of nodes and layers in a neural network should
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have an optimum value for each case, depending on the scale of data. Weights in the neuron are
adjusted from the algorithms used, like backpropagation, feedforward networks, and other learning
algorithms. Choosing the right mix of these parameters will produce an effective artificial neural
network which can be trained to produce accurate results.
A combination of different types of machine learning and deep neural network techniques
can be used to build more robust models. The process of applying these models on the raw data
has a huge impact on its effectiveness. A novel methodology in applying a combination of
different techniques and through a specific process for optimization problems is proposed in this
thesis. Data from designing a convective polymerase chain reaction [Shu] is used as raw data to
build the neural network and test the new methodology proposed.
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BACKGROUND
2.1 Convective Polymerase Chain Reaction (cPCR)
Polymerase chain reaction (PCR) is a novel technique to amplify a few copies of DNAs to
a detectable level [1, 2]. PCR has already become common in biomedical research, criminal
forensics, molecular archaeology, and so on [2]. The mechanism of DNA amplification using PCR
is based on the three distinct temperature cycling processes. In general (figure 4), the hot
temperature is maintained in the vicinity of the bottom of the capillary tube, separating a doublestranded DNA into two single-stranded DNA during the denaturation process (95-97°𝐶𝐶) [2]. In
the top region where the fluid is cooled down at approximately 50-60°𝐶𝐶 (Annealing step), primers
bind themselves to the ends of the two single-stranded DNAs [2]. In the mid-section of the tube,
enzymes react to DNA synthesis at 72°𝐶𝐶 [2]. Thus, the two single-stranded DNAs turn into two
double-stranded DNAs [2].

Figure 4: Convective Polymerase Chain Reaction (cPCR) device and DNA amplification
process [35]
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Many have attempted to develop PCR devices in numerous types for the purpose of the
lab-on-chip (LOC) or point-of-care (POC).

The use of PCR devices as POC testing is

advantageous for the public health improvement by expanding the range of medical tests, and by
providing rapid testing for immediate intervention for patients [3, 4]. To develop PCR devices
used for POC testing, the price, size, and difficulty of operating the device should be lower,
whereas the performance is guaranteed [3]. Generally, for the PCR devices, the high development
cost results from adopting the methods which completely depend on experimentations.
Computational methods are necessary to lower the dependency on the experimentations [2]. They
can find the optimal design that assures the best performance without numerous experimentations.
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2.2 Unsupervised Learning
Unsupervised learning is a type of “Hebbian Learning” where previously unknown patterns
in data sets without pre-existing labels are identified [33]. Unsupervised learning draws inferences
from the data for exploratory analysis, such as finding hidden patterns or grouping similar samples
or separating distinct samples. Unsupervised, supervised, and reinforcement learning is the main
three categories of machine learning. Unsupervised learning consists of Principal component
analysis (PCA) and cluster analysis. Clustering analysis is widely used for exploratory data
analysis to find hidden patterns or grouping in the data. Cluster analysis is further divided into a
partition and hierarchical clustering. Hierarchical clusters is a set of nested clusters organized as
a multilevel hierarchical tree. Partition clustering is dividing the samples in a dataset into nonoverlapping subsets or clusters such that each sample is exclusively in one subset or cluster. Kmeans algorithm is an example of partition clustering where the data is split into ‘k’ distinct clusters
based on the measure of similarity, which is defined by the euclidean or probabilistic distance of
a data sample to the centroid of a cluster. This k-means algorithm is used in this thesis for
unsupervised learning application.
The general procedure for k-means clustering is as follows:
•

‘K’ number of points are selected at random starting points as the initial centroids.

•

‘K’ clusters are formed by assigning all points to the closest centroid.

•

Centroid of each cluster is recomputed.

•

This process is repeated until the centroids don’t change.
Unsupervised learning is ambiguous, ie., it gives different ouputs for every run. Thus k-means

clustering cannot give the best clustering, its only option is to keep track of these clusters, and their
total variance, and do the whole thing over again with different starting points.
2.3 Elbow Method
Clustering consists of grouping objects in sets, such that objects within a cluster are as
similar as possible, whereas objects from different clusters are as dissimilar as possible [41]. The
idea is that one should choose several clusters so that adding another cluster doesn’t give much
better modeling of the data [40]. Thus, the optimal clustering is subjective and dependent on the
characteristic used for determining similarities within-cluster and differences in partitions. For
cluster analysis, the clusters are derived from Euclidian distance between points to determine inter
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and intra-cluster similarity. The following measure represents the squared sum of intra-cluster
distances between points in a given cluster Ck containing nk points:
Dk = �

xi ∈Ck

�

xJ ∈Ck

2

�xi − xJ � = 2nk �x ∈C ‖xi − µk ‖2
J

(1)

k

Adding the normalized intra-cluster sums of squares, also referred to as the within-cluster sum of
squares (WCSS), gives a measure of the compactness of our clustering: Wk = �

k

1

k=1 2n𝑘𝑘

Dk …..(2)

This variance Wk is the basis of a naïve procedure to determine the optimal number of clusters: the
elbow method. The optimal number of clusters can be defined as follows [42]:

1. Compute k-means clustering algorithm for different values of k, by varying k from 1-10 cluster.
2. For each k, calculate the total within-cluster sum of square (Wk / WCSS).
3. Plot the curve of WCSS according to the number of clusters k, as shown in figure 5.
4. The location of a bend (elbow) in the plot is considered as an indicator of the appropriate number
of clusters.

Figure 5: Optimum number of cluster by elbow method is indicated by the red circle.
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2.4 Artificial Neural Network (ANN)
Deep-learning studies how to simulate the functions of a biological neural network; has
produced intelligence, cognition, and responses. Artificial neural networks (ANN) are computing
systems that are inspired by the biological neural networks that constitute animal brains. ANN
simulates the connectivity in the computer neural systems through signals to mimic the massive
parallel operations of the human brain. Artificial neural networks learn to perform a task by
considering examples, without being exclusively programmed with any task-specific rules. It
identifies characteristic features from the learning examples that they process and recognize these
features on new data just like the neurological systems in the human brain [36].
The artificial neural network system is a collection of connected artificial neurons called
nodes, which loosely model the neurons in a biological brain. Like the electrical impulses called
synapses generated in biological brains to transmit information, the artificial neural network sends
a signal from one node to another to process information and to signal additional nodes connected
to it.
The signal through the nodes in the artificial neural network is a real number, and the output
of each node is computed by a non-linear function of the sum of its inputs. These connections
between nodes are called ‘edges.’ The nodes and edges in an artificial neural network typically
have weights that adjust as learning proceeds. The weights increase or decrease the strength of
the signal at a node. Nodes can have a threshold such that the signal is sent only when the threshold
is crossed. Nodes are aggregated into layers to form a network; different layers may perform
different kinds of transformations on their input signals. Signals from nodes are generated at the
input layer and travel through multiple layers to the final output layer. This traversing through
layers occurs multiple times in a feedback propagation mechanism of learning.
Multi-layer perceptron (MLP) is a type of feed-forward neural network. They are a class
of models that are formed from layered nodes with activation function (f), such as sigmoidal,
rectifier, etc. These activation functions can realize any logical function based on the samples it
is trained on. MLP are commonly trained using gradient descent on a mean squared error
performance function, using a technique known as error back-propagation to compute the
gradients.

Multi-layer perceptron is the commonly used artificial neural network to make

predictions and classification on numerical data. MLP is used on the the numerical data from
cPCR design in this thesis, it is also referred as artificial neural network.
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The inception of an artificial neural network was to solve problems in a generalized fashion
like a human brain. However, today application of neural networks has moved to perform specific
tasks, unlike what it was meant to perform. The artificial neural network has been used in a variety
of specialized tasks like computer vision, speech recognition, machine translation, social filtering,
playing games, and medical diagnosis. Though the endeavor to achieve a human intelligence level
of the neural network is still vivid, and far from reality, ANN has found its application in
performing specialized tasks.
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2.5 Cross-Validation
Cross-Validation is a resampling procedure used to evaluate machine learning models on
a limited data sample. It allows us to compare different machine learning methods and get a sense
of how well they will work in practice. While training the machine learning models on training
and testing datasets, the testing dataset may not be random, and a particular group could be left out
while training. To overcome this possibility cross-validation method is used to estimate the skill
of a machine learning model on unseen data. This method results in a less biased or less optimistic
estimate of the model skill than other methods, such as a simple train/test splitting of data [38].
The general procedure of cross-validation is as follows:
1. Shuffle the dataset randomly.
2. Split the training dataset into k groups, hence the name k-fold cross-validation.
3. Set aside a one group as a validation set.
4. Train and fit a model on the remaining dataset or the training dataset.
5. Evaluate the model on the validation set.
6. Record the evaluation score on its accuracy over the training and validation dataset.
7. Repeat this by setting aside different groups as validation dataset.

Figure 6: Visual representation of training, testing and validation split
The test data, which is usually around 10% -20% is kept aside and not exposed to the
machine learning model. This set is only used for testing the machine learning model with unseen
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data to verify its accuracy. The training dataset is further split into a training set and validation
set, as shown in figure 6. In k-fold cross validation data is split into k different subsets (or folds).
Data is trained on k-1 subsets (training data) and is tested on last subset (validation data), this
process is repeated by considering different subsets as validation data in each cycle or epoch [39]
as shown in figure 7. The model is averaged against each of the folds and then finalized. After
this, the model is tested against the test data, which was kept aside in the initial stage for model
accuracy on unseen data.

Figure 7: Visual representation of k-fold cross-validation
2.6 Grid Search for Tuning Hyperparameters
Hyperparameters are characteristics of a model that is external to the model and whose
value cannot be estimated from data. The values of hyperparameters have to be set before the
learning process begins. For example, k in k-means, the number of nodes in neural networks are
hyperparameters. In contrast, a parameter is an internal characteristic of the model, and its value
can be estimated from data, like the coefficients in linear and logistic regression. Grid-search is
used to find the optimal hyperparameters of a model which results in the most accurate predictions.
It builds a model for every combination of hyperparameters specified and evaluated each model.
A more efficient technique for hyperparameters tuning is the sklearn’s “GridSearchCV” [43], here
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the grid of hyperparameters to search over is defined and then algorithm is run to optimize the
hyperparameters.
2.7 Differential Evolution
Differential evolution (DE) is a very simple population-based stochastic function
minimizer, which is very powerful at the same time. DE is the best genetic type of algorithm for
solving the real-valued test function suite of the First International Contest on Evolutionary
Computation (1stICEO) in 1996. The algorithm used here is by Rainer Storm and Kenneth Price
[45], it is a very powerful algorithm for black-box optimization (also called derivative-free
optimization). Black-box optimization is about finding the minimum of a function where we don’t
know its analytical form, and therefore no derivatives can be computed to minimize it [46]. DE
works better in those problems where other techniques like gradient descent cannot be used. Figure
8 shows how the DE algorithm approximates the minimum of a function. DE optimizes a problem
by maintaining a population of candidate solutions and creating new candidate solutions by
combining existing ones, and then keeping whichever candidate solution has the best fitness for
optimization. In this method, the problem is treated as a black-box that merely provides a measure
of quality given a candidate solution, and the gradient is therefore not needed. Neural networks
create black-box like models, which makes differential evolution the best-suited optimization
method.

Figure 8: Example of differential evolution algorithm approximating the minimum of a function
in successive steps [46]
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CFD DATA COLLECTION
3.1 Introduction
The computational method used here in the design and development of Convective
Polymerase Chain Reaction device is computational fluid dynamics (CFD). Krishnan et al. (2002),
and Chen et al. (2004) utilized CFD to provide an insight into the buoyancy-driven flow, including
velocity and temperature fields [5, 6]. Li et al. (2016) studied the flow conditions of several
geometries for PCR capillary reactor design using CFD, and Qiu et al. (2019) computationally
analyzed the flow changes inside the PCR reactor in the vertical and horizontal positions [1]. Yariv
et al. (2005) developed a mathematical model for DNA amplification, applied it to a very simple
nondimensional geometry, and showed its potential to be used for the estimation of the PCR
performance [7]. Allen et al. (2009), Muddu et al. (2011), and Shu et al. (2019) adopted Yariv’s
mathematical model and applied it to more practical problems for DNA amplification [2, 8, 9].
These studies made attempts to partially or fully replace parts of the PCR experimentation with
the computational methods using CFD, showing exceptional results in point of analysis.
Computational-based design perspective studies are demanded to fulfill PCR devices for
POC testing. An optimal PCR reactor design can be found using combined methodologies of CFD
with optimization. A direct method of CFD-based design optimization may find an optimal design
with high accuracy. However, it is computationally expensive since the optimizer calls a CFDbased function multiple times at every iteration to estimate the direction of the optimum point [10].
The surrogate-based optimization approach is effective for computationally expensive problems
[11]. Approximation techniques are used to reduce the order of magnitude of a set of data, so
surrogate models are cheaper to run [10, 11].
In this research, we computationally develop a convective PCR (cPCR) reactor in which
the convection is induced by buoyancy-driven force. A convective PCR reactor we develop is in
contact with double heaters on the top and the bottom, as depicted in Fig. 9. A resistive heater is
inserted into a heating module made of aluminum, transferring heat over the entire cylindrical tube.
The module targets to maintain 55°𝐶𝐶 on the top and 95°𝐶𝐶 on the bottom using the thermostats
attached to the sides. The cylindrical tube is enclosed by an insulator to restrain it from heat loss.
The tube is filled with PCR reagents, amplifying a few copies of DNA samples according to the
DNA amplification process.
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3.2 Computational Method for Convective PCR Reactors
We consider the 3-D conjugate heat and momentum transfer equations for the fluid and
solid domains. We assumed that the PCR reagents used for the numerical simulation are a type of
fluid (pure water) of which the attributes are Newtonian, steady-state, incompressible, and laminar.
The fluid is governed by continuity, momentum, and energy equations, as seen in [2, 15]. We use
the thermal properties in a polynomial form, a function of temperature, to produce flow driven by
buoyancy force. The heat transfer in the solid domains is solved by the conduction equations, as
shown in [2, 15]. Since the cylindrical tube is made of polymethyl methacrylate (PMMA), we use
the constant thermal properties of PMMA. An unsteady concentration species model (also known
as convection-diffusion-reaction equations) is utilized to evaluate the performance of a convective
PCR reactor as denoted in [2, 7, 8].

Figure 9: Boundary conditions and computational domains a cPCR [35]
The boundary conditions are given, as shown in figure 9 and described as follows:
1) No-slip flow velocity condition at the wall, 𝑢𝑢𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 0;

2) Isothermal condition at the interface between the fluid and solid domains, 𝑇𝑇𝑓𝑓 = 𝑇𝑇𝑠𝑠 ;

3) Constant temperature 𝑇𝑇 = 95°𝐶𝐶 and 𝑇𝑇 = 55°𝐶𝐶 on the bottom and top of the tube, respectively;
4) Zero temperature gradient on the outer surface of the tube due to the insulator, 𝛻𝛻𝑇𝑇 = 0;
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5) The concentrations of the double-stranded, single-stranded, and annealed DNAs are initially
given as 100, 0, and 0, respectively.
Once the nonlinear, partial derivative equations are solved for the species concentrations, the
doubling time can be computed as follows:
𝑡𝑡𝑑𝑑 =

𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙 (2) 𝛥𝛥𝑡𝑡
𝑐𝑐𝑑𝑑𝑑𝑑,𝑡𝑡=𝑡𝑡𝑓𝑓
𝑙𝑙𝑙𝑙 𝑙𝑙𝑙𝑙 � 𝑐𝑐
�
𝑑𝑑𝑑𝑑,𝑡𝑡=0

(3)

where, 𝛥𝛥𝑡𝑡 is the duration, and 𝑐𝑐𝑑𝑑𝑑𝑑,𝑡𝑡=𝑡𝑡𝑓𝑓 and 𝑐𝑐𝑑𝑑𝑑𝑑,𝑡𝑡=0 denote the concentrations for the double-stranded

DNA at the final and initial time, respectively. The DNA doubling time is utilized to evaluate the
performance of convective PCR reactors. The simulation time of the unsteady mathematical
model is set to 30 minutes, so that, the doubling time should neither exceed it nor yield negatively.
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3.3 Computational Fluid Dynamics (CFD) Simulations
The design space is established by simulating a total of 625 design candidates via CFD
based on the mathematical models. The velocity and temperature fields are obtained via the
simulation, utilized for the unsteady species transport model. The doubling time of the individual
designs is revealed, as shown in figure 10.

Figure 10: Contour plots of velocity and temperature for the randomly selected cases [35]
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#101
G1
1.3
13.0
7.0
7.0

#211
G2
1.4
12.6
11.0
7.0

#373
G3
1.5
15.0
15.0
15.0

#455
G4
1.6
14.4
7.0
15.0

#614
G5
1.7
17.0
11.0
13.0

Temperature

Velocity

Design
Group
𝒅𝒅 (mm)
𝐡𝐡 (𝐦𝐦𝐦𝐦)
𝐡𝐡𝐫𝐫𝐫𝐫,𝐭𝐭 (%)
𝐡𝐡𝐫𝐫𝐫𝐫,𝐛𝐛 (%)

Figure 11: Contour plots of velocity and temperature fields for the randomly selected cases [35]
Most design candidates are deemed to be normal in performance based on their obtained
doubling times. Presented in figure 11 are the contour plots for the velocity and temperature fields
of a randomly selected case of each respective group. For example, Design #101 is one of the
representative cases of which the performance is not satisfactory. Its velocity contour shows no
flow convection inside the cPCR reactor.
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The temperature contours suggest that the heat is transferred in the form of conduction,
even though the temperature is appropriately-distributed over the entire area, proper for the DNA
thermal cycling process. This results in no DNA amplification; and that’s the reason that the
doubling time is very high, 1,937.95 sec. For Design #211, a small, weak single convection loop
is generated, affected by existing forms of heat transfer: convection and conduction.

The

convection is observed in the vicinity of the bottom, while the heat transfer is in the form of
conduction above the convection loop. The performance is determined to be very low as the
doubling time is 377.54 sec. Designs #373, #455, and #614 have a fully developed single
convection loop, and their temperature gradients are observed to be sufficient to induce the
required flow convection. The doubling times are computed to be 52.49 sec, 28.35 sec, and 26.65
sec, respectively. The candidates with acceptable performance display similar velocity and
temperature contours to these candidates. It appears that the diameter is one of the factors that
majorly determine the reactor performance since the majority of the candidates in G1 and G2 as
seen in Fig.10 have the abnormal performance, i.e., negative or very large values of the doubling
time.
The maximum temperatures are confirmed to be 92.15 °C, and 92.85 °C, respectively. The
minimum temperatures are measured to be 58.05 °C, and 56.85 °C, respectively. They are deviated
a little bit from the ideal temperature for PCR thermal cycling processes due to the nature of the
conduction process in the solid domains.
3.4 CFD Cases Before ANN
A total of 625 data sets is generated for design parameters diameter, aspect ratio, top heater
height, bottom heater height as input data, and time as output data. This data needs to be analyzed,
and an underlying relation is to be modeled for optimization. Using machine learning for this
purpose makes the job easy, and the data utilized here can be carried forwarded for future
development also.
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METHODOLOGY
4.1 Introduction
Enormous numerical data generated in designing of Convective Polymerase Chain
Reaction (cPCR) device is utilized in demonstrating the new methodology proposed in this thesis.
Deep Learning comes very handily in analyzing a large amount of data. Neural networks are made
to learn from the raw data without explicitly being programmed to do the task. This generalized
approach neural networks of training from large data of a complex problem and building a model
on the phenomena make it viable for its application in a large variety of streams. Neural networks
can be applied to any scale of data form a million to a few tens by preprocessing the data effectively
and changing the structure of neural networks to the data size. Artificial Neural Networks (ANN)
also known as Deep Neural Network (DNN) is a type of deep learning which can work on
numerical data to find a correct mathematical manipulation to turn the input into the output. The
nature of the data we have generated in cPCR design and development numerical data that makes
ANN the correct type of deep learning to demonstrate our methodology. Artificial Neural Network
(ANN) can be the best option for the reduction of an order [12]. It works as a neuron, creates and
modifies new connections in the network depending on the task it is used for.
Unsupervised learning is a type of machine learning algorithm used to draw inferences
from datasets consisting of input data without labeled responses [34]. Unsupervised learning is
used on exploratory data analysis to find hidden patterns or grouping in the data. Clustering or
cluster analysis is a commonly used unsupervised learning technique. The task of grouping a set
of data in such a way that data in the same group, called cluster, are more similar to each other
than those in a different cluster.

Use of clustering is a key aspect of the proposed new

methodology.
Clustering techniques are used to achieve higher accuracies of ANN-based surrogate
models [13]. In general, two kinds of clustering algorithms are widely used: (1) Hierarchical
clustering and (2) k-means clustering. The former uses a complicated data division method, so it
is slower in computation. It is challenging that the appropriate number of clusters is precisely
determined using the hierarchical method. On the other hands, the k-Means method utilizes the
Elbow method to quantify the clusters needed for the surrogate model [13, 14]. Technically, the
Elbow method is needed where interpretational consistent cluster analysis is required to find the
appropriate number of clusters for the given dataset [14]. Through the comparison of the number
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of clusters against the computational cost, the best cluster count can be determined as feed for the
neural network. Even though it may not be precise, the number of clusters can be determined with
low computational efforts.

This novel technique is capable of adapting into any complex

phenomena, including various principles of fluid dynamics. Especially for CFD simulations, the
cost of computation efforts can be dramatically reduced by employing ANN as well.
Based on the aforementioned model, we produce a total of 625 design candidates for a
cPCR reactor, simulate them using a high-fidelity CFD analysis tool, develop surrogate models
using the artificial neural network (ANN), and optimize it for the best cPCR reactor design. Then,
we validate the best result with CFD data. By doing this, we avoid running multiple CFD
processes. This reduces the cost and time in the development of the refined design of the device.
We also use a novel method of deep learning to make sure the surrogate model is accurately
modeled. This new method involves using unsupervised machine learning techniques in building
a surrogate model through ANN.
4.2 Design Space Investigation
We consider various design candidates to construct the design space. The investigation is
carried out using CFD simulations for a total of 625 design candidates, which are obtained by
combining sets of values of the selected parameters. These are the diameter, aspect ratio (height
divided by diameter), heater heights (top and bottom) (Table 1).
From the literature, commonly used sizes of the parameters for a cPCR capillary tube is
selected. All of the design candidates are grouped by the diameter into five groups (g1 to g5),
consisting 125 candidates per group sorted by the design parameters in the order of the bottom
heater height, the top heater height, and the aspect ratio. The design number is assigned to all of
the candidates in the same manner. Once the design space is established by the CFD simulations,
the performance of each of the individual design is evaluated; then the data is utilized to develop
an ANN-based surrogate model that can replace CFD simulations.
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Design
Parameters

Variable

Unit

Lower Limit

Upper Limit

Step-Size

Diameter

𝑑𝑑

Mm

1.3

1.7

0.1

Device Height

ℎ

Mm

7.8

17.0

0.1

ℎ𝑟𝑟ℎ,𝑡𝑡

%

7

15

2.0

ℎ𝑟𝑟ℎ,𝑏𝑏

%

7

15

2.0

Top Heater
Height
Bottom Heater
Height

Table 1. Various parameters in design variables of cPCR.

4.3 Modeling Neural Network Architecture
Surrogate models are developed by customizing the algorithms from TensorFlow [16] to
ensure higher accuracy of the approximation. We use a single neuron model consisting of three
different functions: synaptic weight, summing junction, and transfer function. Initially, the model
takes the inputs and weighs them in the synaptic weight level.
Then, the weighted inputs are summed up with a bias; the product is called ‘net inputs’ (the
summing junction level). In the final level, the transfer function takes the net inputs, calculating
the output of the single neuron. This can be mathematically expressed as follows [17, 18]:
𝑅𝑅

𝑦𝑦(𝑝𝑝⃗) = 𝑓𝑓 �� 𝑤𝑤𝑖𝑖 𝑝𝑝𝑖𝑖 + 𝑏𝑏�

(4)

𝑖𝑖=1

Where 𝑝𝑝 is the vector of inputs with 𝑅𝑅 elements, 𝑤𝑤 is the weighted value, 𝑏𝑏 is the bias, and 𝑓𝑓 is
the transfer function. Combinations of the neurons creates a neural network.

A wider neural network [24] is designed, with more nodes and fewer layers using ‘Keras’
library [22], this was chosen due to limited four input parameters. A preferred number of nodes

26

was determined by using a “GridSearchCV” algorithm from sklearn to determine the appropriate
number of nodes, optimizer, epochs, and loss function for higher accuracy of the model. The
hyperparameters tuned for the optimized model are epochs, optimizer, batches, number of nodes.
A common practice of a number of nodes used is (2*n) +1, where n is the number of input
parameters, results in 9 nodes. Thus we give a range of 9-20 nodes for grid-search. For an accurate
model for non-linear problems, more number of hidden layers are used in the neural network
design [44], we repeat this grid-search process with 3,4 & 5 hidden layers. Table 2 shows the grid
of hyperparameters to search for tuning. A Neural network with an input layer of shape 4 (for
input parameters) and three hidden layers of nodes 17, one output Node, epoch 1000, batches 5
and Adam as the optimization algorithm was obtained from the grid-search algorithm with mean
squared error loss function as -375.916 for the combination over 625 datasets. Later during the
training of the neural network, dropout regularization is used to avoid over-fitting the data. In the
dropout technique, a randomly selected neuron is temporarily removed on the forward pass, and
no weights are updated during back-propagation [21].

Hyperparameter

Range

Epochs

100, 500, 1000

Optimizer

adam, rmsprop

Batches

5, 10, 15, 20, 25

Number of nodes

8 – 20

Table 2: Range of hyperparameters for grid-search

Shown in figure 12 is the neuron architecture customized for this problem, which consists
of one input layer, three hidden layers, and one output layer [19]. The input layer takes the cPCR
shape parameters, such as inputs, diameter, aspect ratio, bottom heater height, and top heater
height. For a nonlinear model, all of the single-neuron models in the hidden layers utilize the
‘Rectified Linear Unit’ activation function defined as follows [20]:
𝑦𝑦 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥, 0)

(5)
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The output layer has one single neuron with a linear transfer function to estimate an output
parameter, the doubling time. The neural network is trained by updating the weights of each
neuron after each cycle by ‘method of backpropagation’ [21].

Figure 12: Customized feed-forward network for this problem with four hidden layers
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4.4 Overall Methodology

Figure 13: Process for high-accurate surrogate models using the k-Means clustering approach
A process for developing high-accurate surrogate models using the k-Means clustering
method is established, as seen in figure 13. The process collects a total of 625 designs of the cPCR
shape parameters and their doubling time obtained as solutions of the 3-D conjugate heat and
momentum transfer model and the species transport model. The cPCR shape parameters and
doubling time are set as the inputs and target variable for the neural network training, respectively.
It would also take much time if all 625 data are processed for the neural network training; hence,
we include the k-Means clustering in the process to reasonably eliminate some of the data
unconducive to the accuracy of surrogate models.
4.5 Direct Neural Network
The data are given as inputs to the neural network in two different types. One is that inputs
are provided for the neural network directly, and the second is, as aforementioned, to feed the
appropriate cluster [26] to the neural network by performing the k-Means clustering. After a
surrogate model is built by both ways, optimization is performed on the surrogate models,
separately. The optimized results from both surrogate models are compared to draw conclusions.
4.6 Assisted Neural Network
The novel method proposed here is the method of clustering the data. Generally, for the k-Means
clustering, the number of clusters is ambiguous, and there is no definite approach to concluding.
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There are few methods of determining the number of clusters based on the computational cost of
clustering called, Elbow method, here the cost of clustering increases as the quantity of clusters
increases. This method does not consider the nature of the data considered or the task, which is to
be achieved by clustering. This method also becomes limited as the quantity of data to be clustered
where the computational cost is trivial. The proposed method gives a new guideline for clustering
by throwing light on how the number of clusters affects the data and, by knowing the task to be
achieved through clustering, we would be able to make a better choice of the cluster count, making
it less ambiguous and more deterministic. This method enables the surrogate model to achieve a
better fit with higher accuracy. The model shown in Fig. 14 & 16 is used in this step.
4.6.1 Clustering
We develop a surrogate model, which takes the inputs as diameter, aspect ratio, top heater
height, and bottom heater height, and outputs the doubling time. In order to narrow our focus on
the minimization, we ruled out the CFD-delivered data with negative or too high doubling time.
Typical values for the doubling time is expected to be 30~60 sec.
4.6.2 Elbow Method
The process for data clustering, which groups data into smaller sets, is employed as a
strategy for higher accuracy of a surrogate model. The CFD-derived dataset (total 625) is clustered
using the aforementioned k-Means method. A “within-cluster-sum-of-squared-errors” (WCSS)
curve is produced using the Elbow method as a function of the number of clusters, as shown in
figure 14.
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Figure 14: Relation between the number of clusters and WCSS (Within Cluster Sum of Squared
Error) when the Elbow method is applied
4.6.3 Clustering for Present Methodology
As our interest is in minimization of the surrogate model for minimum doubling time, we
consider the cluster with lower bound to fit the surrogate model from neural network. From the
Elbow method, it can be observed that after the cluster quantity 3, the gain in the computational
cost is marginal; this is usually chosen as the appropriate cluster quantity. We can further take this
as the initial cluster quantity to proceed with the new technique of determining a more precise
cluster count. This method can determine the suitable cluster quantity where the data can be
divided into groups of similar characteristics. For minimization problems, the lower bound is
fixed. Cluster analysis is performed for different cluster count until the upper bound within the
desired cluster containing the minimum doubling time becomes constant.

This process is

visualized in figure 15, where the blue dots is the desired cluster containing the lower output value
(minimum doubling time in our case). For example, if cluster count N = 6 to 9, the cluster with
blue dots is unaltered. This signifies a distinctive characteristic of the cluster. This methodology
is applied to our problem of cPCR device.
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Figure 15: Visualizing clustering through the proposed methodology
The detailed analysis is made to ensure a suitable number of clusters. As presented in
Table 3, we mainly investigate the relation between the upper bound within the cluster of interest
and the number of the samples in that cluster as unique features in determining the optimum cluster
count. Table 3 is visualized through figure 16 to determine the number of appropriate clusters.
We find out that the variation of the maximum range within the cluster attained a constant value
of 30.105 after the cluster quantity seven. The corresponding number of samples in the cluster is
56 when the quantity of clusters is seven; beyond this, the change in the number of samples changes
marginally. As the lowest number of clusters is attained for all the distinct data, it is considered
that the computational cost and the distinct nature of the group cannot be marginal beyond the
Elbow method. This novel approach gives us the cluster quantity in a more reliable for the kMeans method. We select the cluster by the region of interest (minimum doubling time) to develop
high accurate surrogate models. This method of clustering also enables us to avoid noise by
outliers and from different characteristic set of data affecting the surrogate model.
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Number of Clusters
(k-Means)

Lower bound
(Required cluster)

Upper bound
(Required Cluster)

Number of Samples
in the Cluster

3

22.851

34.37

162

4

22.851

32.65

108

5

22.851

32.467

84

6

22.851

30.26

70

7

22.851

30.105

56

8

22.851

30.105

51

9

22.851

30.105

50

Table 3. Number of clusters and the corresponding number of samples from CFD-derived data.

Figure 16: Variation in range within-cluster and the corresponding number of the required
CFD data within-cluster at the different quantity of clusters
The 56 data samples in the cluster are used for grid-search in determining the optimized
hyperparameters for the assisted neural network over the same range as done for the previous direct
neural network. A neural network with similar hyperparameters was obtained with a mean squared
error of -1.3245. This optimized value is ambiguous, which means a different value may be

33

obtained if the process is repeated. But both neural networks are trained separately to get a good
fit for each model.
4.7 Neural Network Training:
As the number of clusters and the number of samples in a cluster are determined, a total of
56 CFD data of interest are utilized for training the neural network. Both the neural networks are
trained on the same architecture. The data is split into training and testing datasets. The testing
dataset is 10% and is kept aside unseen to the neural network; it is used to test the fully trained
model to check its prediction accuracy. Initially, the epoch size of 100 is considered for training
with 10% of it as the validation set. By plotting the graph of loss function of validation and training
set during the training of the model as shown in figure 17, changes are made to the epoch size to
avoid over-fitting or under fitting of the model. Finally, the epoch size of 50 is determined as the
appropriate balance for the model between over-fitting and under-fitting.

Figure 17: Neural network training history that tracks mean squared error with respect to
epoch
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The k-fold cross-validation approach [25] is used to predict the model with higher
accuracy. Fig. 16 represents the history of the neural network training, which describes the
variation of the mean-squared error (MSE) with respect to epoch. The best validation performance
is determined to be MSE = 0.386 at the epoch 50 with by introducing a dropout function in the last
hidden layer. The surrogate model is developed based on these parameters. This fully trained
model is put to the test with an unseen testing dataset, as shown in figure 18. The doubling time
of the 56 designs, which is predicted by the surrogate model, is compared with the doubling time
of the corresponding design points from the CFD data used for the network test. The model
accuracy relies on how well the model prediction data fits the CFD data used for the network test.

Figure 18: Comparison of model prediction (56 samples) with CFD data for neural network test
4.8 Optimization
Surrogate-Assisted Design Optimization and Verification
The surrogate models are connected with an optimization algorithm (differential evolution)
to find the optimal shape of a cPCR reactor. The optimal results are compared to investigate the
effect of the k-Means clustering method. One surrogate model is developed by k-Means, and the
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other is built based on the conventional direct ANN training process. A design optimization
problem is formulated as follows:
Minimize
Find

𝑡𝑡𝑑𝑑

𝑥𝑥⃗ = �𝑑𝑑, ℎ, ℎ𝑟𝑟ℎ,𝑡𝑡 , ℎ𝑟𝑟ℎ,𝑏𝑏 �

Subject to

𝑔𝑔1 → 1.3 ≤

𝑔𝑔2 → 6.0 ≤

𝑑𝑑
ℎ

≤ 1.7

≤ 10.0

𝑔𝑔3 → 7.0 ≤ ℎ𝑟𝑟ℎ,𝑡𝑡 ≤ 15.0
𝑔𝑔4 → 7.0 ≤ ℎ𝑟𝑟ℎ,𝑏𝑏 ≤ 15.0
The objective function is to minimize the doubling time (td); it is one of the major factors
related to the performance. The design variables are comprised of the shape parameters like the
diameter (d), device height (h), top heater height (hrh,t), and bottom heater height (hrh,b). The box
constraints (g1, g2, g3, g4) are used to ensure the optimal design to be found in the design space
considered. The algorithm used here is the “differential evolution optimization” [23] that employs
a heuristic method for global optimization in TensorFlow (Keras) [16, 22].
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RESULTS AND DISCUSSION
Presented in Table 4 are the results from the optimization and verification of two different
methods: (1) with clustering (assisted NN), (2) without clustering (Direct NN). The outcomes are
compared with the best sample as a reference, which has been used to train the network for the
surrogate models. The concentration species model estimates the doubling time of the cPCR
designs obtained via the optimization of the surrogate models. For the design corresponding to
the one from Surrogate Model 1, the CFD simulation estimates the doubling time to be 20.54 sec.
The difference is 7.98%, which is deemed acceptable.
For the one obtained from Surrogate Model 2, the doubling time is estimated to be 24.22
sec. The difference is 13.96 %, which is larger than that of Surrogate Model 1 (the clustering
method). Comparing the doubling time of three cases in Table 4, the clustering method even shows
better performance than that of the best sample. The clustering method gives better results than
the non-clustering method, and the CFD simulation assures the accuracy of the surrogate models.
In this sense, the result from the surrogate model developed using the clustering method is
considered as verified.

Parameters

Unit

Surrogate
Model 1
(Assisted NN)

Surrogate
Model 2
(Direct NN)

Best sample
in CFD data
input

Diameter

mm

1.636

1.68

1.6

Device Height

mm

9.816

13.692

9.6

Top Heater Height

%

14.86

14.94

15.0

Bottom Heater Height

%

7.09

7.22

7.0

Doubling Time
(Surrogate Estimated)

seconds

22.18

27.60

-

Doubling Time
(CFD Results)

seconds

20.54

24.22

22.85

Difference between
%
7.98
13.96
surrogate estimated and
actual CFD results
Table 4. CFD results for verification and comparisons

-
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Surrogate Model 1 of which the clustering method is adopted, estimates the optimal
doubling time to be 22.18 sec. For Surrogate Model 2 of which the clustering method is not
applied, the optimal doubling time is estimated as 27.60 sec. The CFD simulations are carried out
to validate the optimal doubling time estimated by Surrogate Models 1 and 2. The 3D conjugate
heat and momentum transfer model confirms the existence of convection in the fluid domains for
both cases, as seen in figure 19. The velocities of the cases are at most 1.635 mm/s, and 1.624
mm/s, respectively.

[m/s]

(a)

[K]

(b)

[m/s]

(c)

[K]

(d)

Figure 19: CFD results for validation of surrogate models: (a) velocity field of Model 1; (b)
temperature field of Model 1; (c) velocity field of Model 2; (d) temperature field of Model 2
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CONCLUSIONS
The doubling time is obtained via CFD simulations for all design candidates that feature
various quantities in the design variables, which are in our case are the diameter, height, top heater
height, and bottom heater height. The data is utilized to develop surrogate models for cPCR
optimization. The flexibility and robustness of ANN have shown to be beneficial for fitting
surrogate models for the analysis of the complicated problem that uses the CFD data. The k-Means
clustering method is adopted to improve the surrogate model by training the neural network that
utilizes a specific cluster of the CFD data. Our present methodology is a novel one that logically
determines the appropriate cluster quantity required.
Two separate differential evolution (DE) methods for optimization are implemented; one
with and the other without clustering. Both sets of optimal design results are compared with the
CFD benchmark, that is, the best performing one of the entire CFD data set. It is observed that the
surrogate model with clustering gives better results. The best design from this clustered surrogate
model produces an even better-performing design than those CFD-produced samples, which are
used for the neural network training.

In conclusion, it is demonstrated that the present

methodology, an unsupervised-learning assisted ANN, using k-Means clustering, is efficient in
optimizing designs for cPCR reactors. As future work, this methodology can be applied to design
other medical devices and processes.
The proposed methodology proves to be efficient in design & development of any process
or instrument using machine learning, cPCR reactors in this case. The suggested method has the
potential to dramatically reduce the cost and time in design & development by lowering the
dependency on the expensive developmental and operational experimentations. It has proven that
the best performance can be found rapidly by adopting the unsupervised-learning assisted ANN.
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