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Abstract
We extend recent results on the Asymptotic Equipartition Property for the
density of n particles in β-ensembles, as n tends to infinity. We prove the Large
Deviation Principle of the log-density for a general potential and the mod-gaussian
convergence in the classical examples.
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1 Introduction
We study the asymptotic properties of the log-density in the β-ensembles on R or on
the unit circle T, in the regime of large number of particles. We consider a system of
n random particles with a density of the form
PVn,β (λ1, . . . , λn) =
1
ZVn (β)
∏
1≤j<k≤n
|λk − λj|β
n∏
k=1
e−
β
2
nV (λk), (1.1)
with respect to the Lebesgue measure dλ1 . . . dλn. Here β > 0 is the inverse temper-
ature, the function V represents the potential and ZVn (β) is the normalization factor
(partition function) given by
ZVn (β) =
∫
Rn
∏
1≤j<k≤n
|λj − λk|βe−n
β
2
∑n
k=1 V (λk) dλ1 . . . dλn . (1.2)
This model comes from random matrix theory where λ1, . . . , λn are the eigenvalues of
a random matrix, orthogonal, Hermitian, or self-dual according to β = 1, 2, 4 whose
distribution is invariant by unitary transformation.
We restrict ourselves to the case where the potential V is a real analytic function
satisfying the condition
V (λ) ≥ 2(1 + ε) log (1 + |λ|) , (1.3)
for all sufficiently large enough λ. We should stress that the extra factor n in the
exponential term of (1.1) ensures that both the confining potential n
∑n
k=1 V (λk) and
the repulsive potential term
∑
1≤j<k≤n |λk − λj | are of the same order.
On T, we have the same formulas if we replace λk by e
iθk and Rn by Tn and if we
assume that V is continuous on T \ {1} and semicontinuous at 1.
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A huge literature deals with the asymptotic behavior of the empirical distribution,
the extreme values, the spacing between particles , etc.
Here we are concerned with the density (1.1) as a random object, just like the
likelihood in statistics.
Our results are mostly based on the article of Bufetov et al. [6], where the asymp-
totic equipartition property (AEP) have been obtained for some ensembles. The AEP
states that the logarithm of the density function,
LVn,β(λ) := logPVn,β(λ)
converges almost surely, after some normalization, to a constant which can be seen
as minus the entropy of the corresponding measure, (see Section 2.1.1 in [6] to the
connection with the Shannon-McMillan-Breiman theorem).
Moreover Bufetov et al. proved a central limit theorem (CLT). In general, the AEP
is strongly connected to the existence of a large deviation principle (LDP) and in Gibbs
models, to a suitable expansion of the partition function. After the large amount of
studies initiated by the seminal paper [3], Serfaty and Leble´ [21] proved an LDP for a
microscopic rescaled empirical function. On the way, the authors conjectured that a
unicity property could lead directly to the results of [6], with weaker assumptions.
The goal of this paper, is to give fine asymptotic results of the log-density such as
large deviations, Berry-Esseen estimates, local and extended CLT. To obtain some of
these results we use a framework of mod-Gaussian convergence that has been created
and developed in [11, 20, 19, 8]. Also large deviations at the usual scale are derived
using the Ga¨rtner-Ellis theorem.
It is worth mentioning that in [24], Popescu studied the empirical energy of the
β-Hermite ensemble and proved the CLT as well as the LDP.
So, our results have to be seen as a refinement of the results of [6] and of [24].
The structure of the paper goes as follows. In Section 2 we present the examples
which are particularly suitable for our study and we explain in Section 3 why they
are convenient. In Section 4 we recall the definition of LDP and define mod-Gaussian
convergence and the limiting theorems this convergence implies. In Section 5, we
introduce our results the eigenvalue density of the ensembles. Section 6 contains the
proofs related to Section 5. An appendix (Section 7) gathers the properties of the
special functions used in this paper.
2 Basic examples
We present here the basic examples which allow explicit computations of partition
functions.
2.1 Real line
1) The Hermite (or Gaussian) ensemble corresponds to
V (x) := H(x) :=
x2
2
. (2.1)
Its equilibrium measure µH is the semicircle law with the support S = [−2, 2] and the
density is
ρH(x) =
1
2π
√
4− x2 . (2.2)
2
2) The Laguerre ensemble of parameter θ ≥ 1 corresponds to
V (x) := L(x) := θx− (θ − 1) log x , (x > 0) , (2.3)
(see [22] formula 17.6.5 or [17] Proposition 4.7.3).1
Its equilibrium measure µL is the Marchenko-Pastur distribution with the support
S = [c−, c+] where
c± =
(1±√θ)2
θ
,
and the density is
ρL(x) = θ
√
(c+ − x)(x− c−)
2πx
. (2.4)
3) The Jacobi ensemble of parameters κ1, κ2 > 0 corresponds to
V (x) := −κ1 log x− κ2 log(1− x) (x ∈ [0, 1)) . (2.5)
(see [22] formula 17.1.3 or [17] formula (4.3)).
Its equilibrium measure is the Kesten-McKay distribution whose support is S = [a−, a+]
where
a± :=
1
2
+
κ21 − κ22 ± 4
√
(1 + κ1)(1 + κ2)(1 + κ1 + κ2)
2(2 + κ1 + κ2)2
and the density is
ρKMK(x) =
Ca−,a+
2π
√
(a+ − x)(x− a−)
x(1− x) . (2.6)
Ca−,a+ = 2 + κ1 + κ2 , (2.7)
(see [17] (3.77)).
4) The generalized Cauchy ensemble of parameter d (see [17] p. 174) corresponds to
V (x) = (1 + d) log(1 + x2) . (2.8)
Its equilibrium measure has a support S = [−m,m] with m2 = (1 + 2d)d−2 and the
density is
ρCy(x) =
1
π(
√
1 + m2 − 1)
√
m2 − x2
1 + x2
. (2.9)
2.2 Unit circle
1) The circular ensemble with V = 0 whose equilibrium measure is the normalized
Lebesgue measure on T.
2) The circular Jacobi ensemble (see [17] p.126), also called Hua-Pickrell ensemble
corresponds to
V (z) = −2d log |1− z| . (2.10)
In the case β = 2 the stereographic projection (or Cayley transform) realizes a perfect
bijection between the generalized Cauchy ensemble and the circular Jacobi ensemble.
Its equilibrium measure is supported by an arc [θd, 2π − θd] where θd ∈ (0, π) is such
that
sin
θd
2
=
d
1 + d
, (2.11)
1Notice that there are various scalings in the literature.
3
and its density is
ρHP (x) = (1 + d)
√
sin2(θ2)− sin2(θd2 )
2π sin(θ2)
, (2.12)
(see [5]).
3 Selberg formulas
Most of the results of this paper are obtained for models where the partition function
is a product and quotient of Gamma functions. This is a remarkable consequence of
the importance of the Selberg formula. For a complete treatment of this topic, we refer
to Chapter 4 of [17] and also to the nice paper [16].
1. In the Hermite case
ZHn (β) = (2π)n/2(nβ′)
1
2
((β′−1)n−β′n2)
n∏
j=1
Γ(1 + β′j)
Γ(1 + β′)
. (3.1)
2. In the Laguerre case,
ZLn (β) =
(
nβ′θ
)−n(θnβ′+1−β′) n∏
j=1
Γ(1 + β′j)Γ(1 + β′(θn− n+ j − 1))
Γ(1 + β′)
(3.2)
(see [22] formula 17.6.5 or [17] Proposition 4.7.3).
3. In the Jacobi case,
ZJn (β) =
n−1∏
j=0
Γ ((κ1n+ j)β
′ + 1) Γ ((κ2n+ j)β′ + 1) Γ (1 + (j + 1)β′)
Γ ([(κ1 + κ2 + 1)n+ j − 1]β′ + 1) Γ (1 + β′) . (3.3)
(see [22] formula 17.1.3 or [17] formula (4.3)).
4. In the generalized Cauchy case,
ZCyn = 2β
′n(n−1)−2[(1+d)β′n−1]nπn
n−1∏
j=0
Γ (β′(j + 2dn+ 2)− 1) Γ (β′(j + 1) + 1)
Γ (β′(j + dn+ 1))2 Γ(1 + β′)
(3.4)
(see [17] formula (4.156)).
5. In the circular case
ZCn (β) = (2π)n
Γ(1 + nβ′)
Γ(1 + β′)n
, (3.5)
(see [22] formula (17.7.1) or [17] Prop. 2.8.7).
6. In the circular Jacobi case
ZHPn (β) = (2π)n
n−1∏
j=0
Γ (β′(j + 2dn) + 1) Γ (β′(j + 1) + 1)
Γ (β′(j + dn) + 1)2 Γ(1 + β′)
. (3.6)
(see [17] formula (4.4)).
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4 Large deviations, mod-Gaussian convergence and con-
sequences
We assume that the reader is familiar with theory of large deviations. We just recall
the definition. For details, we refer to the classical book [9]. Let (un) be a increasing
positive sequence of real numbers with limn→∞ un =∞.
Definition 4.1. We say that a sequence (Qn) of probability measures on a measurable
Hausdorff space G equipped with its Borel σ-field satisfies the LDP with rate function
I at scale un if:
i) I is lower semicontinuous, with values in R+ ∪ {+∞}.
ii) For any measurable set A of G:
−I(int A) ≤ lim inf
N→∞
1
un
logQn(A) ≤ lim sup
N→∞
1
un
logQn(A) ≤ −I(clo A),
where I(A) = infξ∈A I(ξ) and int A (resp. clo A) is the interior (resp. the clo-
sure) of A.
We say that the rate function I is good if its level set {x ∈ G : I(x) ≤ a} is compact for
any a ≥ 0. More generally, a sequence of G-valued random variables is said to satisfy
the LDP if the sequence of their distributions satisfies the LDP.
The notion of mod-Gaussian convergence is more recent and we will give definitions.
The framework of mod-Gaussian convergence for a sequence of random variables
has been developed by Delbaen, Fe´ray, Jacod, Kowalski, Me´liot and Nikeghbali in [11,
20, 19, 8, 12]. Roughly speaking, given a sequence of random variables not converging
in distribution, we look for a proper renormalization of their moment generating func-
tions (and not of the sequence itself) which forces this convergence to happen. If this
normalization writes as the moment generating function of a Gaussian random variable
with mean zero and variance blowing up to infinity, we speak of mod-Gaussian conver-
gence for the sequence of random variables we started with. Although mod-Gaussian
convergence entails much more information, for the aim of this paper, it will be an
instrument to deduce asymptotic results, like a central limit theorem, large deviations
etc. In what follows we summarize some of the limiting results that mod-Gaussian
convergence implies (see [11] for the results below).
For −∞ ≤ c < 0 < d ≤ ∞, set
S(c,d) = {z ∈ C, c < ℜ(z) < d} , Sd = S−d,∞ .
Definition 4.2. Let (Xn)n∈N be a sequence of real valued random variables, and
φn(z) = E
[
ezXn
]
be their moment generating functions, which we assume to all ex-
ist in a strip Sc,d. We assume that there exists an analytic function ψ(z) not vanishing
on the real part of S(c,d), such that locally uniformly on S(c,d),
lim
n→∞E
[
ezXn
]
e−tn
z2
2 := lim
n→∞ψn(z) = ψ(z),
where (tn)n∈N is some sequence going to infinity. We then say that (Xn)n∈N converges
mod-Gaussian on S(c,d), with parameters tn and limiting function ψ.
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In the remaining part of this section, (Xn)n∈N is a sequence converging mod-
Gaussian on S(c,d), with parameters tn and limiting function ψ. In particular, we
are interested in the whole panorama of fluctuations that the mod-Gaussian framework
implies for the sequence (Xn)n∈N.
Theorem 4.3 (Precise moderate deviations at scale tn, Theorem 4.2.1 in [11]).
For x ∈ (0, d),
P [Xn ≥ tnx] = e
−tn x
2
2
x
√
2πtn
ψ(x) (1 + o(1)) ,
and for x ∈ (c, 0),
P [Xn ≤ tnx] = e
−tn x22
|x|√2πtn
ψ(x) (1 + o(1)) .
Theorem 4.4 (Central limit theorem at scale o(tn), Theorem 4.3.1 in [11]).
For y = o
(√
tn
)
,
P
[
Xn√
tn
≥ y
]
= P [N (0, 1) ≥ y] (1 + o(1)) = e
− y2
2
y
√
2π
(1 + o(1)) .
Note that Theorem 4.4 immediately implies a central limit theorem for the rescaled
sequence
(
Xn√
tn
)
n∈N
(taking y = O(1)). Under the additional assumption of mod-
Gaussian convergence with a zone of control, it is possible to deduce the speed of
convergence of the above mentioned CLT and also to state a local limit theorem. Such
notion has been introduced in [13, Definition 4, Remark 2] in the context of mod-stable
convergence.
Definition 4.5. Consider the following statements.
(Z1) Fix v ≥ 1, w > 0 and γ ∈ R. There exists a zone of convergence [−Dtγn,Dtγn],
D > 0, such that for all ξ in this zone, |ψn(iξ) − 1| is smaller than
K1|ξ|veK2|ξ|w
for some positive constants K1 and K2, that are independent of n.
(Z2) One has
w ≥ 2; −1
2
< γ ≤ 1
w − 2; D ≤
(
1
4K2
) 1
w−2
.
If Conditions (Z1) holds for some parameters γ > −12 and ν,w,D,K1,K2, then (Z2)
can always be forced by increasing w, and then decreasing D and γ. If Conditions (Z1)
and (Z2) are satisfied, we say that we have mod-Gaussian convergence for the sequence
(Xn)n∈N with zone of control [−Dtγn,Dtγn] and index of control (v,w).
Theorem 4.6 (Speed of convergence, Theorem 2.16 in [13]).
Assume that conditions (Z1) and (Z2) hold, together with the inequality γ ≤ v−12 . Then,
dKol
(
Xn√
tn
,N (0, 1)
)
≤ C(D, v,K1) 1
t
γ+ 1
2
n
,
where dKol(·, ·) is the Kolmogorov distance and
C(D, v,K1) =
3
2π
(
2v−1Γ
(v
2
)
K1 +
7
D
√
π
2
)
. (4.1)
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Theorem 4.7 (Local limit theorem, [7]).
Let x ∈ R and (a, b) be a fixed interval, with a < b. Let (Xn)n∈N be a sequence that
converges mod-Gaussian. Assume that conditions (Z1) and (Z2) are satisfied. Then
for every δ ∈ (0, 12 + γ), then
lim
n→∞(tn)
δ
P
(
Xn√
tn
− x ∈ 1
(tn)δ
(a, b)
)
= (b− a)e
−x2
2√
2π
.
In particular, assuming γ > 0 and taking δ = 12 one obtains
lim
n→∞(tn)
1
2P
[
Xn − x
√
tn ∈ (a, b)
]
= (b− a)e
−x2
2√
2π
.
We shall see that all the eigenvalues statistics considered satisfy the definition (4.2),
together with conditions (Z1) and (Z2).
5 The eigenvalue density of beta ensembles
To simplify the writing of most formulas, we adopt the notation:
β′ =
β
2
. (5.1)
5.1 Notations and previous results
We first consider particles living in R. It is known (Section 2.6 in [1]) that under
assumption (1.3), the empirical spectral distribution
Ln =
1
n
n∑
k=1
δλk (5.2)
converges in probability towards a compactly supported probability measure µV which
is the unique minimizer of
EV (µ) =
∫
V (x)dµ(x) −
∫ ∫
log |x− y|dµ(x)dµ(y) .
If moreover V is real-analytic then the support consists in a finite disjoint union of
compact intervals
S = ∪qh=0[α−h , α+h ]
and µV has a density of the form
ρV (x) =
P (x)
π
q∏
h=0
√
(α+h − x)(x− α−h ),
where P is analytic in a neighborhood of S. It is known that (Ln) satisfies the LDP at
scale n2 with good rate function
I(µ) = EV (µ)− EV (µV ) , (5.3)
and that
lim
1
n2
logZVn (β) = −β′EV (µV ) ,
(see [1]). Furthermore, precise expansions of logZVn (β) are given by Shcherbina ([27]),
Borot-Guionnet ([4]) and Leble´-Serfaty ([21]).
Finally, the two last assumptions are
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• (off-criticality) P (x) > 0 for x ∈ S
• (control of large deviations) the effective potential
FV (x) = V (x)− 2
∫
log |x− y|dµV (y)
achieves its minimum value on S only.
To establish the AEP property, Bufetov et al. [6] considered the log-likelihood
LVn,β(λ) := logPVn,β(λ) (5.4)
and claimed (see Theorem 2.1)2
lim
n→∞
1
n
LVn,β = −EVβ ,
and (see Theorem 2.3)
n−1/2(Ln + nEVβ )⇒ N (0;σ2β(V )),
where Eβ(V ) and σ
2
β(V ) are suitable constants.
It could be related to a Gibbsian view of the model, writing
PVn,β =
1
ZVn (β)
e−βEn ,
where the energy is
En = −
∑
1≤j<k≤n
log |λj − λk|+ n
2
n∑
k=1
V (λk).
Popescu [24] considered
En =
1
n
n∑
k=1
V (λk)− 2
n(n− 1)
∑
1≤j<k≤n
log |λj − λk)|
which is a slight variant of 2En/n2. He proved that when V = H,
(P1)
lim
n→∞n(En − a(n)) = 0 (5.5)
for a(n) some deterministic function of n, and with the convergence in the sense
of the footnote 2;
(P2)
n3/2(En − a(n))⇒ N (0;σ2β,H) (5.6)
for a suitable σ2β,H ;
(P3) n(En − a(n)) satisfies an LDP at scale n with an explicit rate function.
In Subsection 5.2 we extend the above results in two directions: a LDP for general
potentials and mod-Gaussian convergence in the Hermite, Laguerre cases.
In the same vein, we will consider ensembles whose particles live in T.
2 The convergence is said to be ”almost surely”, if we consider ⊗∞n=1R
n as the ambient probability
space equipped with the product probability. Since it is not always natural, we can replace it by
”convergence in probability”.
8
5.2 Limiting results of the eigenvalue density of β ensembles
In the sequel we will make a constant use of the function
ℓ(x) = log Γ(x)
and we denote
f0(β) = log 2π − ℓ
(
1 + β′
)
+ β′ log β′ − 1
2
(
1 + β′
)
. (5.7)
In the first subsection, an important role is played by the Shannon entropy of a prob-
ability distribution dµ(x) = µ′(x)dx defined by
S(µ) =
∫
µ′(x) log µ′(x)dx .
When µ is the equilibrium measure µV associated with a potential V we denote S(V ),
and in the classical cases we denote S(H),S(L), etc.
5.2.1 Real line
Theorem 5.1 (LDP).
1. The sequence
(
n−1LHn,β
)
n∈N
satisfies the LDP at scale n and good rate function
Λ∗β,H(x) = sup
t>−1
(tx− Λβ,H(t)) , (5.8)
where for t > −1
Λβ,H(t) = f0((1 + t)β)− (1 + t)f0(β) . (5.9)
Moreover, n−1LHn,β converges in probability to −EHβ where
EHβ := log 2π −
1
2
− β′ + β′Ψ (1 + β′)− ℓ (1 + β′)
where Ψ is the Digamma function.
2. For V satisfying assumptions of Section 5.1, the sequence
(
n−1LVn,β
)
n∈N
satisfies
the LDP at scale n and good rate function
Λ∗β,V (x) = Λ
∗
β,H(x+∆H,V ) (5.10)
with
∆H,V = S(H)− S(V ) . (5.11)
Moreover, n−1LVn,β converges in probability to −EVβ where
EVβ = E
H
β +∆H,V . (5.12)
Remark 5.2. The value of EVβ is proposed in formula (27) in [6] but there is a mistake
in the expression of ∆H,V (denoted S(ρV ) there) in [6] (formula (25)), [26] (formula
(1.31)) and [27] (formulas (1.20), (1.21)). Indeed, taking H = V we have to recover
S(ρH) = 0 which is not true, since S(H) = 12 − log 2π as it is stated in the following
proposition.
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Proposition 5.3. 1. When V (x) = H(x) = x2/2,
S(H) = 1
2
− log 2π . (5.13)
2. When V (x) = L(x) = θx− (θ − 1) log x,
S(L) = 1− log 2π + (θ − 1)
2
log(θ − 1)− (θ − 2)
2
log θ . (5.14)
3. When V (x) = J(x) = −κ1 log x− κ2 log(1− x),
S(J) =− log(2π) + 1
2
(h(κ1) + h(κ2)− h(1 + κ1)− h(1 + κ2))
+
3
2
(h((2 + κ1 + κ2)− h(1 + κ1 + κ2)) (5.15)
(5.16)
where h(x) := x log x.
4. When V (x) = (d + 1) log(1 + x2),
S(Cy) =− log π − (1 + d) log(1 + d) + 3
(
d +
1
2
)
log
(
d +
1
2
)
− 1
2
log 2 .
(5.17)
Let us present now the results on mod-Gaussian convergence. Set
Y Vn,β = LVn,β + nEVβ . (5.18)
Theorem 5.4 (Mod-Gaussian convergence).
The sequence
(
n−1/3Y H,βn
)
n∈N
converges mod-Gaussian on the strip S1, as n → ∞
with the parameters tβn := n1/3σ2β and the limiting function
ψβ(z) := e−Aβ
z3
6 , (5.19)
where
σ2β = β
′ − β′2ℓ′′ (1 + β′) , Aβ = β′3ℓ′′′(1 + β′) + β′ . (5.20)
Conjecture 5.5. The above theorem is still valid, if H is replaced by a potential V
satisfying assumption of Section 5.1, with σ2β and Aβ as above.
This conjecture comes from an examination of the proof of Theorem 5.4 and from a
rough application of formula (6.2), connecting the general case with the Hermite case.
Actually we are able to claim that this conjecture is true in the Laguerre case. It is
also likely that it is true for the Jacobi and generalized Cauchy cases, since in these
cases there is also a Selberg formula.
Theorem 5.6. The result of Theorem 5.4 is still valid in the Laguerre case, with H
replaced by L.
Remark 5.7. For the model of Laguerre potential given by Bufetov et al. ([6] for-
mula (5)) the normalization is different, but a similar computation leads to the same
conclusion, the difference is only in the asymptotical expectation.
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5.2.2 The circular case
In the same vein, we have the following result for the circular case.
Theorem 5.8. 1. The sequence (n−1LCn,β)n∈N satisfies the LDP at speed n with good
rate function
Λ∗β,C(x) = Λ
∗
β,H
(
x+
1
2
)
(5.21)
2. Let
Y Cn,β = LCn,β + nECβ .
Then the sequence
(
n−1/3Y Cn,β
)
converges mod-Gaussian on the strip S1, as n→
∞ with the parameters tβn := n1/3σ2β and the limiting function ψβ given by (5.19)
and (5.20), respectively.
Remark 5.9. In the real case, the extension from the Hermite case to the general
case is a consequence of Corollary 1.4 in [21]. In the circular case, we guess that a
similar formula is can be established, which would entail that the LDP holds for general
potentials in the circular case. Besides, an explicit computation can be made in the
circular Jacobi case, starting from (6.1) and (3.6). We let it to the reader.
5.2.3 Consequences
The following statements hold for i = H,L,C
Theorem 5.10 (Precise moderate deviations).
For x > 0,
P
[
Y i,βn
n2/3σ2β
≥ x
]
=
e−
x2n1/3σ2β
2
xσβ
√
2πn1/3
ψβ(x) (1 + o(1)) ,
and for x < 0,
P
[
Y i,βn
n2/3σ2β
≤ x
]
=
e−
x2n1/3σ2β
2
|x|σβ
√
2πn1/3
ψβ(x) (1 + o(1)) .
Theorem 5.11 (Extended central limit theorem).
For y = o
(
n1/6
)
,
P
[
Y i,βn
σβ
√
n
≥ y
]
= P [N (0, 1) ≥ y] (1 + o(1)) . (5.22)
Moreover, it is possible to show that we have a zone of control associated with the
mod-Gaussian convergence of the sequences
(
n−1/3Y H,βn
)
n∈N
. This, in turn, implies
the following additional quantitative estimates.
Theorem 5.12. The following is valid for i = H,C.
1. We have, for some constant K > 0
dKol
(
Y i,βn
σβ
√
n
;N (0, 1)
)
≤ Kn−1/6 . (5.23)
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2. Let x ∈ R and (a, b) be a fixed interval, with a < b. Then for every δ ∈ (0, 34),
lim
n
(
σ2βn
1/3
)δ
P

 Y H,βn
σβ
√
n
− x ∈ 1(
σ2βn
1/3
)δ (a, b)

 = (b− a)e−x
2
2√
2π
. (5.24)
3. Let x ∈ R and (a, b) be a fixed interval, with a < b. Then for every δ ∈ (0, 32),
lim
n
(
σ2βn
1/3
)δ
P

 Y C,βn
σβ
√
n
− x ∈ 1(
σ2βn
1/3
)δ (a, b)

 = (b− a)e−x
2
2√
2π
. (5.25)
6 Proofs of Theorems of Section 5.2
6.1 Preliminaries
We have to consider, for ℜz > −1
logE
[
ezL
V
nβ
]
= logZVn (β(1 + z))− (1 + z) logZVn (β) . (6.1)
Following Corollary 1.4 in [21], one can see that
logZVn (β) = logZHN (β) −
β
2
n2[EV (µV )− EH(µH)] + n
(
1− β
2
)
∆H,V
+o((1 + β)n) (6.2)
so that, it is necessary to look at the reference Hermite case first.
When V (x) = x2/2, the partition function is (3.1). Using classical approximations
of the Gamma function, Bufetov et al. [6] gives the expansion
logZHn (β) = −
3
4
β′n2 + β′ log n+ nf0(β) +O(log n), (6.3)
where this O depends on β.
6.2 Large deviations
6.2.1 Real line : proof of Theorem 5.1
The expansion (6.3) gives easily, for t > −1
lim
1
n
logE[exp tLHn,β] = f0((1 + t)β)− (1 + t)f0(β) =: Λβ,H(t) . (6.4)
This allows to apply Ga¨rtner-Ellis theorem ([9] Th. 2.3.6). The function Λβ,H is steep,
i.e.
lim
t↓−1
dΛβ,H(t)
dt
= −∞ (6.5)
since
dΛβ,H(t)
dt = β
′(1+o(1)) log(1+ t) as t ↓ −1. As a result, we deduce the convergence
in probability
1
n
LHn,β →
dΛβ,H(t)
dt
∣∣
t=0
= − log 2π + 1
2
+ β′ − β′Ψ(1 + β′) + ℓ(1 + β′) = −EHβ .
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In the general case, using (6.2) we have
lim
1
n
logE[exp tLVn,β] = ΛH,β(t)− t∆H,V =: ΛV,β(t) . (6.6)
Its derivative at 0 is
−EHβ −∆H,V = −EVβ .
Consequently, the rate function of the LDP is
Λ∗V,β(x) = Λ
∗
β,H(x+∆H,V )
which implies the convergence in probability
1
n
LVn,β → −EVβ .
6.2.2 Unit circle : proof of Theorem 5.8 1)
We start again from the Selberg formula (3.5) which yields
logZCn (β) = n log 2π + ℓ
(
1 + nβ′
)− nℓ (1 + β′) , (6.7)
and
logE[exp tLCnβ] = −nt log 2π + ℓ(1 + nβ′(1 + t))− (1 + t)ℓ(1 + nβ′)
−nℓ(1 + β′(1 + t)) + n(1 + t)ℓ(1 + β′) (6.8)
so that, using Binet,
lim
n
1
n
logE[exp tLCnβ] = −t log 2π + β′(1 + t) log(1 + t)− ℓ(1 + β′(1 + t))
+(1 + t)ℓ(1 + β′)
= Λβ,H(t)− t
2
. (6.9)
By duality, we get (5.21).
6.3 Mod-Gaussian convergence
6.3.1 Hermite case : proof of Theorem 5.4
We use the fundamental relation (6.1). The expansion given in Bufetov et al. is not
sufficient for us since the dependence on β of the remaining parts is not controllable.
We have to start again from the Selberg formula (3.1) and carefully follow the
dependence on β. This yields
logZHn (β) =
n
2
log 2π +
1
2
((β′ − 1)n − β′n2) log(nβ′) +
n∑
j=1
ℓ(1 + β′j)− nℓ(1 + β′) .
(6.10)
Going to the first Binet formula (7.5), we have
ℓ(1 + β′j) =
(
β′j +
1
2
)
log(β′j)− β′j + 1
2
log 2π +
1
12β′j
−
∫ ∞
0
φ(s)e−sβ
′jds
= β′ℓ(1 + j) +
1− β′
2
log(2πj) +
(
β′j +
1
2
)
log β′ +
1
12j
(
1
β′
− β′
)
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+∫ ∞
0
φ(s)
(
β′e−sj − e−sβ′j
)
ds . (6.11)
Adding up we get
n∑
j=1
ℓ(1 + β′j) = β′ logG(n + 1) +
1 + β′
2
ℓ(1 + n)
+
n
2
(
(n+ 1)β′ log β′ + (1− β′) log 2π + log β′)
+
1
12
(
1
β′
− β′
)
[log n+On(1)]
+
∫ ∞
0
φ(s)
(
β′(1− e−ns)
es − 1 −
1− e−nβ′s
esβ′ − 1
)
ds , (6.12)
where On(1) is bounded and independent of β.
Using the Binet formula (7.5) again and the expansion of Barnes function (7.14),
we obtain
n∑
j=1
ℓ(1 + β′j) =
β′
2
n2 log n+
(
β′ log β′ − 3β
′
2
)
n2
2
+
1 + β′
2
n log n
+
(
β′ log β′ + log β′ − 1− β′ + log 2π) n
2
+R(β) log n+ β′[ζ ′(−1) + ε2,n]
+
On(1)
12
(
1
β′
− β′
)
+
1 + β′
4
log 2π + rn(β), (6.13)
where the term ε2,n denotes the reminder coming from Barnes function expansion
(7.14),
R(β) =
1
4
+
β
24
+
1
6β
and
rn(β) =
∫ ∞
0
φ(s)
(
β′(1− e−ns)
es − 1 −
1− e−nβ′s
esβ′ − 1 −
1 + β′
2
e−ns
)
ds . (6.14)
This yields
logZHn (β) = −
3β′
4
n2 + β′n log n+ f0(β)n +R(β) log n
+β′[ζ ′(−1) + ε2,n] + On(1)
12
(
1
β′
− β′
)
+
1 + β′
4
log 2π
+rn(β) (6.15)
with f0 defined in (5.7).
Now we are ready to use (6.1). To compute logZHn (β(1 + ζ)) − (1 + ζ) logZHn (β),
with ℜζ > −1, we extend (6.15) to the complex domain. The first two terms of the
expansion are canceled. The contribution of the third term (after scaling by n) gives
Λβ,H(s) as defined in (5.9). We obtain
logE
[
eζL
H
n,β
]
= Λβ,H(ζ)n+B(ζ) log n+ Cn(ζ) +Dn(ζ), (6.16)
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where
B(ζ) := −ζ
(
1
4
+
2 + ζ
12β′(1 + ζ)
)
, (6.17)
Cn(ζ) := −On(1)
12β′
ζ(2 + ζ)
1 + ζ
− ζ
4
log 2π,
Dn(ζ) := rn(β(1 + ζ))− (1 + ζ)rn(β).
Note when ζ → 0, B(ζ) = O(ζ) and
Λβ,H(ζ) =
(
βf ′0(β)− f0(β)
)
ζ +
β2ζ2
2
f
(2)
0 (β) +
β3ζ3
6
f
(3)
0 (β) +O(ζ
4) (6.18)
and Cn(ζ) = O(ζ).
Let us study the remaining term. We have
Dn(ζ) = rn((1 + ζ)β)− (1 + ζ)rn(β)
=
∫ ∞
0
φ(s)
(
1− e−nβ′s
esβ′ − 1 (1 + ζ)−
1− e−nβ′(1+ζ)s
esβ
′(1+ζ) − 1 +
ζ
2
e−ns
)
ds . (6.19)
Since φ(s) ≤ 1/12, the last contribution yields
|ζ|
2
∫ ∞
0
φ(s)e−nsds ≤ |ζ|
24n
.
In the same way, owing to (7.4),
|ζ|
∫ ∞
0
φ(s)
1− e−nβ′s
esβ′ − 1 ds ≤ |ζ|
∫ ∞
0
φ(s)
esβ′ − 1ds ≤ K|ζ| .
Now
1− e−nβ′s
esβ′ − 1 −
1− e−nβ′(1+ζ)s
esβ′(1+ζ) − 1 = D
1
n(s)−D2n(s) ,
where
D1n(s) =
e−nβ
′s(e−nβ
′ζs − 1)
esβ
′(1+ζ) − 1
and
D2n(s) =
(1− e−nβ′s)eβ′s(eβ′ζs − 1)(
esβ′(1+ζ) − 1) (esβ′ − 1) .
We use two elementary bounds for z ∈ C:
|ez − 1| ≥ |eℜz − 1| (6.20)
|ez − 1| ≤ |z|max(eℜz , 1) . (6.21)
Now, if we assume
|ζ| ≤ a < 1 , (6.22)
then the above bounds give, for every s ≥ 0
|esβ′(1+ζ) − 1| ≥ esβ′(1−a) − 1 (6.23)
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e−nβ
′s|(e−nβ′ζs − 1)| ≤ e−nβ′snβ′s|ζ|enβ′as . (6.24)
Integrating and using
max
x>0
xe−x = e−1 ,
we get ∫ ∞
0
|D1n(s)|φ(s)ds ≤ |ζ|
e−1
1− a
∫
φ(s)
esβ′(1−a) − 1ds = K
1
a |ζ| . (6.25)
In the same vein∫ ∞
0
|D2n(s)|φ(s)ds ≤ |ζ|
∫
seβ
′(1+a)sφ(s)
(esβ′(1−a) − 1)2 ds = K
2
a |ζ| , (6.26)
which allows to get, for |ζ| ≤ a < 1
|Dn(ζ)| ≤
(
K +K1a +K
2
a +
1
12n
)
|ζ| .
Besides
βf ′0(β)− f0(β) = − log 2π +
1
2
+ β′ − β′Ψ(1 + β′) + ℓ(1 + β′) = −EHβ
β2f
(2)
0 (β) = β
′ − (β′)2Ψ′ (1 + β′) = σ2β
β3f
(3)
0 (β) = −β′ −
(
β′
)3
Ψ′′
(
1 + β′
)
= −Aβ . (6.27)
Gathering, we get, for |z| ≤ an1/3
logE
[
ezn
−1/3LHn,β
]
= −EHβ n2/3z +
σ2βz
2
2
n1/3 −Aβ z
3
6
+O
( |z|4
n1/3
)
+O
( |z| log n
n1/3
)
+
Ka|z|
n1/3
, (6.28)
which ends the proof.
6.3.2 Laguerre case : proof of Theorem 5.6
We use a careful analysis of the partition function (3.2). To make easier the calculations,
and in particular to use (6.13) we will assume that nθ =: q ∈ N. In that case we may
write
ZLn (β) =
(nβ′θ)−n(θnβ
′+1−β′) Γ(1 + β′(θ − 1)n)
Γ(1 + β′)nΓ(1 + β′θn)
×
n∏
j=1
Γ(1 + β′j)
θn∏
k=1
Γ(1 + β′j)
θn−n∏
k=1
Γ(1 + β′j)
,
(6.29)
so that
logZLn (β) = An +Bn (6.30)
with
An :=− n(θnβ′ + 1− β′) log(nβ′θ)− nℓ(1 + β′)− ℓ(1 + β′θn) + ℓ(1 + β′(θ − 1)n)
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and
Bn :=
n∑
j=1
ℓ(1 + β′j) +
θn∑
j=1
ℓ(1 + β′j)−
(θ−1)n∑
j=1
ℓ(1 + β′j) . (6.31)
Using the first Binet formula (7.5), we derive
An =− θβ′n2 log n− θβ′ log(β′θ)n2 − n log n
+
(− log β′ − (1− β′) log θ − β′(θ log θ − (θ − 1) log(θ − 1)) + β′ − ℓ(1 + β′))n
− 1
2
log(θ/(θ − 1))
+
1
12β′θ(θ − 1)n
−
∫ ∞
0
φ(s)(enβ
′s − 1)e−nsβ′θds . (6.32)
To ease the reading of the computations of the second estimation, let us first notice
some elementary facts. If we set, for u : R→ R
Tθ(u(n)) := u(n) + u(nθ)− u(n(θ − 1)) ,
we have
Tθ(n
2 log n) = 2θn2 log n+
(
θ2 log θ − (θ − 1)2 log(θ − 1))n2,
Tθ(n
2) = 2θn2,
Tθ(n log n) = 2n log n+ (θ log θ − (θ − 1) log(θ − 1))n,
Tθ(n) = 2n,
Tθ(log n) = log n+ log(θ/(θ − 1)),
Tθ(1) = 1 .
We get from (6.13)
Bn =β
′θn2 log n+
β′
2
(
θ2 log θ − (θ − 1)2 log(θ − 1)) n2
+
(
β′ log β′ − 3β
′
2
)
θn2
+ (1 + β′)n log n+
1 + β′
2
(θ log θ − (θ − 1) log(θ − 1))n
+ (β′ log β′ + log β′ − 1− β′ + log 2π)n
+R(β) log n+R(β) log(θ/(θ − 1))
+ β′[ζ ′(−1) + Tθ(ε2,n)] + Tθ(On(1))
12
(
1
β′
− β′
)
+
1 + β′
4
log 2π
+ Tθ(rn(β)) . (6.33)
Joining An and Bn gives
logZLn (β) =
β′
2
(
θ2 log θ − (θ − 1)2 log(θ − 1)− 2θ log θ − 3θ)n2
+ β′n log n
+
(
f0(β) +
1− β′
2
[θ log θ − (θ − 1) log(θ − 1)− 1− 2 log θ]
)
n
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+R(β) log n
+
(
R(β)− 1
2
)
log(θ/(θ − 1))
+ β′[ζ ′(−1) + Tθ(ε2,n)] + Tθ(On(1))
12
(
1
β′
− β′
)
+
1 + β′
4
log 2π
+ rLn (β) , (6.34)
where
rLn (β) = Tθ(rn(β)) +
1
12β′θ(θ − 1)n −
∫ ∞
0
φ(s)(enβ
′s − 1)e−nsβ′θds . (6.35)
Now, as in the Hermite case, we compute logZLn ((1 + ζ)β) − (1 + ζ) logZLn (β) and
observe that the first two terms in the expansion (6.34) canceled, and the contribution
of the coefficient of n is exactly Λβ,L(ζ) as given in (6.6), (5.11) and (5.14) so that
logE exp(ζLLn,β) = logZLn ((1 + ζ)β′)− (1 + ζ) logZLn (β′)
= Λβ,L(ζ)n+B(ζ) log n+ C
L
n (ζ) +D
L
n (ζ)
where B is in (6.16) and
CLn (ζ) =
[
B(ζ) +
ζ
2
]
log
θ
θ − 1 −
Tθ(On(1))
12β′
ζ
2 + ζ
1 + ζ
− ζ
4
log 2π
DLn (ζ) = r
L
n (β(1 + ζ))− (1 + ζ)rLn (β)
= Tθ(Dn(ζ))− 1
12θ(θ − 1)β′n
2ζ + ζ2
1 + ζ
+
∫ ∞
0
φ(s)
[
e−nθβ
′(1+ζ)s − e−nθβ′s
]
ds
−
∫ ∞
0
φ(s)
[
e−n(θ−1)β
′(1+ζ)s − e−n(θ−1)β′s
]
ds
+ ζ
∫ ∞
0
φ(s)
[
e−n(θ−1)β
′s − e−nθβ′s
]
ds .
Arguing as in the previous section, we get
CLn (ζ) = O(ζ) , D
L
n (ζ) = O(ζ) .
Hence, when ζ = zn−1/3, and using (6.18) we conclude
logE
[
ezn
−1/3LLn,β
]
= −ELβ n2/3z +
σ2βz
2
2
n1/3 −Aβ z
3
6
+ a remainder term as in (6.28).
We skip the end of the computation since it is similar to the Hermite case.
6.3.3 Proof of Proposition 5.3
When a measure has a density of the form
ρV (x) = R(x)
√
((x− aV )(bV − x) (x ∈ [aV , bV ))
the function log ρ(x) is a combination of log and the computation of S(V ) lies on the
knowledge of the logarithmic potential
UV (y) = −
∫
S
log |y − x| ρV (x) . (6.36)
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1. In the Hermite case, we have from [15] (Prop. 1.1) after scaling
−UH(y) = log 2− 1
2
+
y2
4
− |y|
4
√
y2 − 4− log
[
|y| −
√
y2 − 4
]
(|y| ≥ 2) , (6.37)
so that −UH(±2) = 12 and then
S(H) = | log 2π − 1
2
(
UH(2) + UH(−2)) = 1
2
− log 2π .
2. In the Laguerre case, we have
S(L) = log θ − log 2π − 1
2
UL(c+)− 1
2
UL(c−) + UL(0) . (6.38)
It is known from Hiai-Petz [18] (formula (5.3.11) after scaling), that
−UL(x) = 1
2
(θx− (θ − 1) log x− log θ − (1 + θ)) (6.39)
for x ∈ [c−, c+] . Moreover
−UL(0) = −(θ − 1) log(θ − 1) + (θ − 1) log θ − 1 , (6.40)
(see formula (4.6) in [25] and references therein). Now, since
√
c+c− = ((θ − 1)/θ, we
get
S(L) = 1− log 2π + (θ − 1)
2
log(θ − 1)− (θ − 2)
2
log θ . (6.41)
Notice that for the computations of UL(0) and UL(c±) we could also have started from
Prop. 3.1 in [14].
3. In the Jacobi case, we have
S(J) = logCa−,a+ − log 2π + UJ(0) + UJ(1)−
1
2
(
UJ(a+) + U
J(a−)
)
. (6.42)
Actually, Forrester in [14] formula (3.27) gives the expression of the logarithmic poten-
tial. It is
−UJ(x) = log 1
2
∣∣∣∣x− a+ + a−2 + u
∣∣∣∣− κ1 log 2|
√
a+a− + x− u|(√
a+ +
√
a−
)2
− κ2 log 2|
√
(1− a+)(1 − a−) + 1− x+ u|
(
√
1− a+ +
√
1− a−)2
, (6.43)
where u = ±√(x− a−)(x− a+) where ± is + if x ∈ [a+, 1] and − if x ∈ [0, a−].
Actually, there are three system of parameters for this kind of study: (κ1, κ2) , (a−, a+)
and (σ−, σ+) (see [25]) given by
σ± =
1
2
[
1 +
√
a+a− ±
√
(1− a+)(1− a−)
]
.
The return to (κ1, κ2) is
σ+ =
1 + κ1 + κ2
2 + κ1 + κ2
, σ− =
1 + κ1
2 + κ1 + κ2
. (6.44)
19
In the system (σ−, σ+), using the notation h(x) = x log x, we then have
UJ(0) =
1
1− σ+ [h(σ+ + σ− − 1)− h(σ+)− h(σ−)]
UJ(1) =
1
1− σ+ [h(σ+ − σ−)− h(σ+)− h(1− σ−)] ,
and
−1
2
(UJ(a+) + U
J(a−)) =
1
2(1− σ+) [h(σ+) + h(σ−) + h(1− σ+) + h(1− σ−)]
− 1
2(1 − σ+) [h(σ+ − σ−) + h(σ+ + σ− − 1)]
Gathering the different terms and using Ca−,a+ = (1− σ+)−1 we get
S(J) =− log(2π) − 3
2(1− σ+)h(σ+)−
1
2
log(1− σ+)
+
1
2(1− σ+) [h(σ+ + σ− − 1) + h(σ+ − σ−)− h(σ−)− h(1 − σ−)] ,
which coming back to (κ1, κ2) via (6.44) gives (5.15) .
4. In the generalized Cauchy case, we have
S(Cy) = log d− log π + UCy(i) + UCy(−i)− 1
2
UCy(m)− 1
2
UCy(−m) (6.45)
To compute
−UCy(z) =
∫ m
−m
log |z − y|dµCy(y)
we consider derivative i
G(z) =
(d + 1)z − d√z2 −m2
1 + z2
.
Setting √
z2 −m2 = zt , zdz = m
2t
(1− t2)2dt
we get
G(z) dz =
(2d + 1)t
(1− t2) (dt+ (1 + d)) dt
=− dt
2(t− 1) −
(2d + 1)dt
2(1 + t)
+
(1 + d)dt
t+ (1+d)d
hence
−UCy(z) = F (t) + C
where
F (t) = −1
2
log |1− t| − 2d + 1
2
log(1 + t) + (d + 1) log(d + 1 + dt)
and C is such that
lim
|z|→∞
UCy(z) + log |z| = 0
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or, in other words
lim
|t|→1
F (t)− log |z(t)| = −C .
Since
log |z(t)| = 1
2
log(2d + 1)− 1
2
log |1− t| − 1
2
log(1 + t)− log d
we get
C = −2d + 1)
2
log(2d + 1) + d log 2− log d .
In particular for z = ±m we have t = 0 so that
1
2
UCy(m) +
1
2
UCy(−m) = −d log 2 + log d (6.46)
Taking successively z = i and z = −i and adding up, we get:∫ m
−m
log(1 + x2)dµCy(x) = 2(1 + 2d) log 2 + 2(1 + d) log(1 + d)
+ 2d log d− 2(1 + 2d) log(1 + 2d)
and we conclude
S(Cy) =− log π − (1 + d) log(1 + d) + 3
(
d +
1
2
)
log
(
d +
1
2
)
− 1
2
log 2 . (6.47)
Remark 6.1. In the very specific cases of the semi-circle distribution ρH or the arcsine
distribution, which corresponds to κ1 = κ2 = 0 in the Jacobi case, there is another way
to compute the entropy via the classical formula∫
ρ(x) log ρ(x) dx =
(
d
ds
)
s=1
∫
ρ(x)s dx
and some elementary properties of the Gamma function.
6.3.4 Circular case : proof of Theorem 5.8 2)
From (6.11) and (6.7) we have
logZCn (β) = β
′ℓ(1 + n) + n
(
log 2π − ℓ(1 + β′) + β′ log β′)
+
1− β′
2
log n+
1− β′
2
log(2π) +
1
2
log(β′)
+
1
12nβ′
− β
′
12n
+
∫ ∞
0
φ(s)
(
β′e−sn − e−sβ′n
)
ds , (6.48)
hence
logE exp(ζLCn,β) = n
(
Λβ,H(ζ)− ζ
2
)
−ζ
2
log n− ζ
2
log(2πβ′) +
1
2
log(1 + ζ)− ζ(ζ + 2)
12β′n(1 + ζ)
−
∫ ∞
0
φ(s)
(
e−sβ
′(1+ζ)n − (1 + ζ)e−sβ′n
)
ds .
(6.49)
Let us call the last two terms Fn and Gn, respectively.
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The main part is now (
Λβ,H(ζ)− ζ
2
)
n
which tells us that everything is similar to the Hermite case with
ECβ = E
H
β +
1
2
.
The remaining part has the following behavior:
Fn = O(ζ log n)
and
|Gn| ≤ |ζ|
∫ ∞
0
φ(s)e−sβ
′nds+
∫ ∞
0
φ(s)e−sb
′n
∣∣∣e−sβ′zn − 1∣∣∣ ds
and a straightforward computation leads for |ζ| ≤ a < 1 to
|Gn| ≤ |ζ|
12β′n
+
a|ζ|
12β′n(1− a)2 ,
and we conclude as in previous sections.
6.4 Proof of Theorem 5.12
We will prove that the parameters of the zone of control satisfy γ = 1/4 (resp. γ = 1),
v = 1 and w = 2, or more precisely that
| [ψn(iξ)− 1| ≤ K1|ξ|eK2|ξ|3 (6.50)
as soon as ξ ∈ [−tγn, tγn]. Of course for the first statement, we replace γ by 0.
In the Hermite case, we have (see (6.28))
ψn(iξ) = exp
(
− iAβξ
3
6
+ un
)
(6.51)
with
un(ξ) = O(|ξ|4n−1/3) +O(|ξ|(log n)n−1/3) +Ka|ξ|n−1/3 . (6.52)
so that, for some constants k1, k2 > 0
|un(ξ)| ≤ k1(|ξ|+ |ξ|4) (z ∈ R) (6.53)
|un(ξ)| ≤ k2 (|ξ| ≤ n1/12) (6.54)
Using (6.21) we have
|ψn(iξ)− 1| ≤
( |ξ|3Aβ
6
+ |un|
)
eun (6.55)
≤ |ξ|
( |ξ|2Aβ
6
+ k1 + k1|ξ|3
)
ek2 (6.56)
Now, there exits k3 > 0 such that, for every ξ ∈ R
|ξ|2Aβ
6
+ k1 + k1|ξ|3 ≤ k3e|ξ|2 .
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In the circular case, we can perform the same estimations, starting from
ψn(iξ) = exp
(
− iAβξ
3
6
+ un
)
with
un(ξ) = O(|ξ|n−1/3 log n) , (6.57)
as soon as |ξ| ≤ an1/3. This yields the result with γ = 1, v = 1 and w = 2.
7 Appendix : Some properties of the Gamma and the
Barnes G functions
The Gamma function defined by
Γ(z) =
∫ ∞
0
e−ttz−1dt , (ℜ z > 0) .
Its extension as a meroporphic function on C \ {−1,−2, . . . } has the representation
Γ (1 + z) =
∞∏
j=1
{(
1 +
z
j
)−1(
1 +
1
j
)z }
. (7.1)
The first Binet’s representation of the logarithm of the Gamma function is given by
(see for instance [10] p.21 or [28] p.242)
ℓ(z) =
(
z − 1
2
)
log z − z + 1 +
∫ ∞
0
ϕ(s)
[
e−sz − e−s] ds, ℜ(z) > 0. (7.2)
where the function ϕ is defined as
ϕ(s) =
[
1
2
− 1
s
+
1
es − 1
]
1
s
and satisfies, for every s ≥ 0
0 < ϕ(s) ≤ ϕ(0) = 1
12
. (7.3)
Moreover, if we set
φ(s) =
1
12
− ϕ(s) , s > 0
we have that 0 ≤ φ(s) < 1/12 for s > 0 and
lim
x→0
φ(x)/x2 = 1/720 , (7.4)
which leads to another version of (7.2), that is
ℓ(1 + z) =
(
z +
1
2
)
log z − z + 1
2
log 2π +
1
12z
−
∫ ∞
0
φ(s)e−szds . (7.5)
The second Binet’s formula (see for instance [10] p.22 or [28] p.245) is
ℓ(z) =
(
z − 1
2
)
log z − z + 1
2
log(2π) + 2
∫ ∞
0
arctan
(
s
z
)
e2pis − 1 ds, ℜ(z) > 0, (7.6)
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where, for complex ζ, arctan ζ is defined as
arctan ζ :=
∫ ζ
0
dt
1 + t2
with integration along a straight line. Both have as a byproduct the classical Stirling-
like formula (see Olver [23] p.293 or [28] p.243)
ℓ(1 + z) =
(
z +
1
2
)
log z − z + 1
2
log 2π +
1
12z
+ r(z), (7.7)
where, for every δ > 0,
sup
| arg z|≤pi−δ
|z|3|r(z)| = Rδ <∞ .
The derivative of the logarithm of the Gamma function
Ψ(x) = ℓ′(x) (7.8)
satisfies
Ψ(1 + x) =
1
x
+Ψ(x)
Ψ(1) = −γ , Ψ(1/2) = −2 log 2− γ (7.9)
where γ is the Euler constant.
The Barnes G-function is the entire solution of the functional equation
G(z + 1) = G(z)Γ(z) , (7.10)
it may be represented as a product
G (1 + z) = (2π)z/2 e−(z+1)z/2
∞∏
j=1
{(
1 +
z
j
)j (
1 +
1
j
)z2/2
e−z
}
. (7.11)
Its derivative satisfies (see [28] p.258)
G′(z)
G(z)
= (z − 1)Ψ(z) − z + 1
2
log 2π +
1
2
, (7.12)
Its logarithm is related to the ℓ function as follows (see [2])
logG(z + 1) =
z(1 − z)
2
+
z
2
log 2π + zℓ(z)−
∫ z
0
ℓ(x)dx, ℜ(z) > 0. (7.13)
Gathering the expansions (7.13) and (7.6), we obtain the following integral representa-
tion for all z ∈ C with ℜ(z) > 0,
logG(z + 1) =
z
2
− 3z
2
2
+ z log 2π + z
(
z − 1
2
)
log z − z
2
(
1− z
2
+ (z − 1) log z
)
+
z2
2
− z
2
log(2π) − 2
∫ ∞
0
1
2 log
(
z2 + s2
)− s log s
e2pis − 1 ds,
which gives
logG(z + 1) =
z2
2
log z − 3
4
z2 +
z
2
log 2π −
∫ ∞
0
log
(
1 + z2s−2
) s ds
e2pis − 1 .
Moreover, there is an asymptotic formula ([17] 4.184) when |z| → ∞
logG(z + 1) =
z2
2
log z − 3
4
z2 +
z
2
log 2π − 1
12
log z + ζ ′(−1) + o(1) (7.14)
where ζ is the Riemann function.
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