Maximum and minimum mean cycle problems are important problems with many applications in performance analysis of synchronous and asynchronous digital systems including rate analysis of embedded systems, in discrete-event systems, and in graph theory. Karp's algorithm is one of the fastest and commonest algorithms for both of these problems. We present this paper mainly in the context of the maximum mean cycle problem. We show that Karp's algorithm processes more nodes and arcs than needed to nd the maximum cycle mean of a digraph. This observation motivated us to propose a new graph unfolding scheme that remedies this de ciency and leads to two faster algorithms with di erent c haracteristics. Theoretical analysis tells us that our algorithms always run faster than Karp's algorithm and that they are among the fastest to date. Experiments on small benchmark graphs con rm this fact for most of the graphs. These algorithms have been used in building a framework for analysis of timing constraints for embedded systems.
Introduction
Consider a discrete event system. The system is modeled using a digraph, called the event graph, whose nodes represent the events in the system and whose arcs represent the interactions between the events. The arcs are annotated with real number weights. The events are concurrent and repetitive. The interaction between a pair of events is such that one enables the other for ring. Without loss of generality, assume that the event graph is strongly connected. We will discuss the non-strongly connected event graphs in x 3 .
Let s i k denote the time at which e v ent i res for the k + 1st time. The ring semantics of the events has two rules:
1. Independence rule. Initially, e v ery event res independently. This means that s i 0 for each e v ent i is independently determined.
2. Max-causality rule. Every event has to wait until it gets enabled by all of its predecessors. This means that the k + 1st ring time s i k o f e v ent i is governed by s i k =max j2P r e d i fs j k , 1 + w ij g; k 0; 1 where Pr e d i is the set of the immediate predecessor events of event i, and w ij is the weight o f the arc between event i and its predecessor event j. This weight denotes the delay b e t ween the rings of these two e v ents, or the time it takes for event j to enable event i. The ring semantics above makes the system cyclic 2 . The cycle time T i of event i is de ned as T i = lim k!1 s i k k ; 2 which also gives the cycle time T of the entire system because for any e v ent i, T = T i regardless of the initial ring times of the events 2 , 20 . The cycle time T of the system is a good performance metric for the system because for any e v ent i, the di erence js i 0 + T k , s i kj is bounded for all k 0 so that for large enough k, the equation s i k = s i 0 + T k, k 0, holds 3 , 23 .
The importance of the maximum cycle mean of the event graph stems from its relation to the cycle time of the system as described below. Let G denote the event graph, and consider a cycle C in G.
The weight wC o f C is equal to the sum of the weights of the arcs on C. Then, the cycle mean of cycle C is de ned as C = wC jCj that is, it is equal to the maximum of the cycle means over all the cycles in the event graph G. If the mean of a cycle is equal to the maximum cycle mean, then it is called a critical cycle. All the nodes and the arcs on a critical cycle are also called critical. The problem of nding the maximum cycle mean of a graph is called the maximum mean cycle problem. The dual of this problem is the minimum mean cycle problem in which all the de nitions above hold when max is replaced by min. This replacement transfers the max-causality rule to the min-causality rule, which implies that an event will get enabled as soon as only one of its predecessor events enables it. The relation between the maximum cycle mean of the event graph and the cycle time of the system that the event graph models is that these two quantities are exactly the same. That is, the maximum cycle mean of the graph modeling a system gives the cycle time of the system 2 , 3 , 23 . It is this relation that makes the study of the maximum mean cycle problem important for performance analysis. Now, suppose we generalize the event i n teraction slightly in that the ring time of an event can depend on any of the earlier ring times of its predecessor events rather that just the latest ones. We model this change by annotating each arc with another quantity denoted by . This quantity is called the occurrence index o set in 3 . Then, the new max-causality rule is given as s i k =max j2P r e d i fs j k , ij + w ij g; k ij 0; 5 where Pr e d i and w ij are as de ned earlier, and the sum of the values along any cycle is positive.
Note that the event rings in the new rule depend on a longer history.
The performance properties of the system using the new ring semantics are exactly the same as those using the old ring semantics except that the cycle time of the system is now obtained by a new property 3 . This property, analogous to the maximum cycle mean of the event graph, is called the the maximum pro t to time ratio of the event graph and is de ned as = max The problem of nding the maximum pro t to time ratio of a graph is called the maximum pro t to time ratio problem. Its dual, analogous to the minimum mean cycle problem, is called the minimum cost to time ratio problem. Note that we maximize pro t but minimize cost. The names of these problems are historical 16 .
As the formulation above shows, the maximum mean cycle problem is a special case of the maximum pro t to time ratio problem in which the value of every arc is equal to unity. The applications of these problems in the performance analysis of digital systems are numerous. Some applications are nding the cycle time of an asynchronous system 4 , 19 and of a synchronous system 24 , data ow partitioning of synchronous systems 17 , nding the iteration bound of a data ow graph for digital signal processing 12 , performance analysis, i.e., determining the minimal period or maximal throughput rate achievable, of synchronous, asynchronous, or mixed systems 25 , and rate analysis of embedded systems 20 , for which some additional information is given in x 6.4. Modeling these applications using the above problems is straightforward. For example, for rate analysis of embedded systems, each e v ent corresponds to a task in the system, and the weight of an arc from one task to another is equal to the sum of the execution time of the former task and the communication delay between them 20 . For nding the iteration bound of a data ow graph, each e v ent corresponds to a task in the system; the weight of an arc is equal to the execution time of its source task, and the value of the arc is equal to its delay count 12 .
Related Work
There are many algorithms proposed for the maximum pro t to time ratio and the maximum mean cycle problems as shown in Table I . Although most of these algorithms are originally proposed for the minimum versions of these problems, it is easy to obtain the solution for the maximum version from that of the minimum version. For example, the maximum cycle mean of a graph is equal to the negative of the minimum cycle mean of the same graph with all the arc weights negated. Also note that since the maximum mean cycle problem is a special case of the maximum pro t to time ratio problem, any algorithm for the latter problem can solve the former problem. More importantly, it is also possible to solve the latter problem using an algorithm for the former problem as explained in 5 , 9 , 12 . Consequently, w e will present e v erything, including our contributions, in the context of the maximum mean cycle problem. Table I gives a comprehensive classi cation of the algorithms for these problems. We h a ve the following comments for these algorithms. Unless speci ed otherwise, all our comments on the running times of these algorithms refer to their worst-case running times; these comments may fail to hold in practice.
The running time of our algorithms is given as Onm where n and m are the number of nodes and arcs in the graph. In x 8, we will show that this expression is actually the worst case running time, and provide a better running time expression. The algorithms A10 and A11 restrict the arc weights to be integers, and the algorithms A14, A16, A17, and A18 restrict the values to be integers. Their running times are respectively a function of the maximum integer arc weight C and the sum T of the values in the event graph, which makes them pseudopolynomial. The algorithms for the maximum cycle mean are mostly polynomial whereas those for the maximum pro t to time ratio problem are mostly pseudopolynomial. The polynomial and pseudopolynomial algorithms are respectively ordered among themselves in the table such that the fastest is at the top row. Some algorithms produce approximate results in that their results can deviate from the actual or exact maximum pro t to time ratio or maximum cycle mean as much a s 1 =n 2 . In the case of the algorithm A15, this result holds only if we assume integer arc weights. The algorithm A12, which is the fastest algorithm for the maximum pro t to time ratio problem, may fail to produce exact results because it frequently needs to check for the equality o f t wo oating point n umbers. The algorithm A9 is exactly equivalent to the maximum mean cycle version of the algorithm A12. Karp's algorithm is the basis for many algorithms. As can be seen from the table, the algorithms for the maximum mean cycle problem are all faster than those for the maximum pro t to time ratio problem, which is expected because the former problem is a special case of the latter one. Therefore, we will concentrate only on the algorithms for the maximum mean cycle problem in the sequel. Among those algorithms, the algorithm A10 by Orlin and Ahuja 22 is the fastest but it has the disadvantage of being approximate as well as not polynomial. Apart from our algorithms, the fastest polynomial-time algorithm is the algorithm A3 by Hartmann and Orlin 10 but it, for which w e will give more information later, basically provides a scheme to accelerate the convergence of Karp's algorithm without changing its structure at all. Thus, Karp's algorithm 14 in row 4 is the fastest polynomial-time algorithm in the worst case for the maximum mean cycle problem. It is typically the algorithm of choice too, e.g., see 2 , 12 , 17 , 25 , because of its attractive running time, exact result, and implementation simplicity.
Contribution
Originally, Karp 14 gave an elegant theorem Karp's theorem t o c haracterize the maximum cycle mean in a digraph and an algorithm to compute it e ciently. Although the running time of Karp's algorithm is given in 14 as Onm for a strongly connected digraph with n nodes and m arcs, its actual running time is nm, meaning that its best and worst case running times are the same for all graphs. For example, even if the input graph is a ring graph, i.e., just a single cycle, it will still run at its worst case. This fact is also independently observed by Hartmann and Orlin 10 , by Szymanski 24 , and by Young, Tarjan, and Orlin 26 . Actually, 10 regards this fact as the main drawback of Karp's algorithm. The main contribution of our work is to eliminate this drawback of Karp's algorithm completely without losing its advantages.
In this paper, we show that Karp's algorithm unnecessarily processes more nodes and arcs than needed to nd the maximum cycle mean using Karp's theorem. To remedy this de ciency, w e propose a simple graph unfolding scheme which c hanges the way Karp's algorithm does this processing. The proposed scheme leads to two new algorithms, called DG1 and DG2, that are still based on Karp's theorem. The algorithm DG1 is the main algorithmic contribution, and DG2 is a version of DG1 that is easier to implement and faster in practice. We prove that the running time of the algorithm DG1 ranges from m for the best case to Onm for the worst case even for a strongly connected graph.
For example, for the mentioned ring graph, DG1 takes linear time. This makes DG1 one of the fastest polynomial algorithms to date. As DG2 has the same asymptotic running time, DG1, DG2, and the algorithm A3 are the fastest algorithms for the maximum mean cycle problem.
The algorithm A3, proposed by Hartmann and Orlin 10 , provides an early termination scheme for Karp's algorithm. This scheme relies on periodically computing the cycle means and checking for early termination using constraints derived from the linear programming formulation of the maximum mean cycle problem. These constraints are given in detail in 10 . This scheme is relatively complicated and may add a large overhead, On 2 + m lg n to be exact, if early termination is not possible. In contrast, our scheme is simple and does not add any undue algorithmic overhead. Besides, their scheme is also applicable to our algorithms if so desired.
It is important to note that we c hange the way Karp's algorithm works. This means that our contribution also applies to those algorithms that are based on Karp's algorithm. As Table I shows, there are quite a few such algorithms, so our contribution may also decrease their running times.
Organization
The rest of the paper is organized as follows. x 2 gives the necessary de nitions and our notation. x 3 discusses Karp's theorem and Karp's algorithm in detail. Then, we motivate our approach o n a n example graph in x 4. Our unfolding scheme is discussed in detail in x 5. We explain the details of our algorithms in x 6. Unfolding generates a graph called unfolded graph, and the running time of our algorithms depends on the size of that graph; hence, we develop bounds on the size of the unfolded graph in x 7. Using these bounds, we w ork out the time and space complexity analysis of each algorithm in x 8. We next discuss our experiments on some benchmark graphs and their results in x 9. Finally, we conclude this paper in x 10.
De nitions and Notation
Let G = V;E be a digraph with n nodes and m arcs. Each arc e = u; v has a real weight we = wu; v. We allow G to have self-loops, i.e., arcs from and to the same node; thus, m can be equal to n 2 
If G is not strongly connected, then we can nd the maximum cycle mean by nding the strongly connected components of G in linear time, determining the maximum cycle mean for each component, and then taking the largest of these as the maximum cycle mean of G. Unless stated otherwise, we consider only strongly connected graphs in the sequel, leading to n m. For simplicity, w e present this algorithm and our algorithms in three parts: head, body, and tail. These parts almost always realize the same goals for all the algorithms. Below w e explain Karp's algorithm in detail. Many points will also apply to our algorithms.
The head initializes each table entry with ,1 and determines the source. Note that ,1 is both the identity for the max operation and a ag to indicate the lack of a path. In case of Karp's algorithm, we select the rst node of the node list as the source denoted by s because the source can be an arbitrary node as guaranteed by Karp's theorem. Moreover, Karp's algorithm takes the same time regardless of the identity of the source. The length of the path from s to itself, D 0; s , is set to 0, and the end of the predecessor list, 0; s , is set to NIL . W e later use the array to construct critical cycles.
The body nds D k v for each n o d e v 2 V and each k = 1 ; 2; : : : ; n , and constructs the predecessor lists in . The body basically uses the recurrence in Eq. 9. That is, for each n o d e v, i t c hecks every predecessor node u of v line 7, and computes D k v a s D k v = maxfD k v; D k,1 u + wu; vg lines 8-9. If D k v happens to be updated due to a predecessor u, n o d e u is also designated as the predecessor of v in the predecessor lists line 10.
The tail nishes up the work by computing Eq. 8. For each n o d e v, it computes the fraction in Eq. 8 for each k = 0 ; 1; : : : ; n , 1, takes the minimum of all these fractions corresponding to the min operation in Eq. 8, and stores the result in M v . The particular k that leads to the minimum in M v is also recorded in K v , which will be useful for critical cycle construction. As for the max operation in Eq. 8, the tail checks M v as they are computed and updates lines [18] [19] . The of line 21 is the maximum cycle mean . The node that leads to is also stored in v for later reference in critical cycle construction. 
Motivation
We give the example digraph in Figure 2 to illustrate Karp's algorithm as well as base our motivation. The digraph in Figure 2a is the input graph with 4 nodes and 5 arcs. The diagram in Figure 2b presents how Karp's algorithm works starting from the source s and gives the table entries. Each r o w column of circles corresponds to a row column of the table where each r o w is identi ed by a n i n teger and each column by a node. The symbol represents ,1. The numbers just to the right o f e a c h circle represent the values stored at the corresponding table entries, e.g., D 2; c = 9 a n d D 3; a = ,1. There are two cycles in this graph: s ; a ; b ; c ; s and s ; b ; c ; s . A s w e h a ve only two cycles, we can just use the de nition of the maximum cycle mean instead of Eq. 8 to nd the maximum cycle mean. The maximum cycle mean is then maxf 3 + 4 + 7 + 2 =4; 2 + 7 + 2 =3g = 4 , a n d s ; a ; b ; c ; s is the critical cycle.
Since the running times of Karp's algorithm and our algorithms are proportional to the number of nodes and the arcs visited during the process, reducing these numbers will improve their running times. At each level, Karp's algorithm has to check e v ery predecessor of each node at that level except for the 0th level, so it visits 20 arcs for this example, those in Figure 2b . However, the arcs in Figure 2c are su cient to nd the same maximum cycle mean. If we do so, we will visit only 9 arcs, which means more than 50 less work. Why is this so? The reason is given with the following observation. The previous arguments also prove that it is not necessary to check e v ery predecessor of each n o d e at every level. How can we ensure that? If we nd the maximum cycle mean using the recurrence above, which makes v dependent o n all of its predecessors and is the scheme that Karp's algorithm uses, we cannot eliminate unnecessary work. Instead, we propose the following unfolding scheme, which we formally de ne in the next section. Intuitively, i t w orks as follows: starting from the source, visit in the next level the successors of all the nodes in the current level until the nth level is reached. In the case of the example above, visit the successors a and b of s at the 1st level, visit only the successors of a and b in the 2nd level, which are b and c, and so on.
Unfolding
Unfolding is the scheme that we propose to reduce the work required to nd the maximum cycle mean. This scheme is the basis of all our algorithms. The concept of unfolding is not new, e.g., see 11 , 18 , but our formulation of unfolding is. Moreover, to the best of our knowledge, we are the rst to use it for the maximum mean cycle problems.
Going from the kth level of a graph G to the k +1th level is called the k +1th iteration of G. This iteration visits all the arcs that originate from the kth level. We also say that the 0th level corresponds to the 0th iteration. Given a graph G = V;E, unfolding generates all the iterations from the 0th to the nth and also creates a new graph, called the unfolded g r aph and denoted by G U = V U ; E U , in the process. The unfolded graph is a weighted graph with weighted nodes and arcs. Arc weights directly come from those in G but the node weights are computed during unfolding. Nodes in the unfolded graph are denoted as v k , corresponding to node v in G, where k indicates that v k is inserted into G U in the kth iteration. Also note that v k is at level k. The We combine the above t wo rules in our algorithms by initializing the node weights to ,1 before processing them. It must be clear by n o w w h y w e represent nodes of the unfolded graph as v k and their weights D k v. Figure 2b illustrates the application of the above rules.
Note that the unfolded graph is a nite, acyclic graph. It is nite because the total number of iterations required is n, and it is acyclic because it is impossible to create a back edge one from a higher level to a lower one, hence a cycle by construction. This property alone implies that the node weights can be computed in polynomial time. Moreover, this property together with the argument i n x 4 and induction on k is enough to easily prove the following lemma.
Lemma 1: Unfolding correctly computes D k v for each v 2 V and k = 0 ; 1; : : : ; n .
One more property of unfolding is given by the following lemma, which has some implications for memory space usage in our algorithms.
Lemma 2: Unfolding works on the nodes of exactly two levels in one iteration except the 0th iteration.
Its proof directly follows from the de nition of unfolding as the k + 1st iteration is between the kth and k + 1st levels. Karp's algorithm has a similar property.
Proposed Algorithms
We n o w give t wo algorithms DG1 and DG2 to compute the maximum cycle mean in a strongly connected digraph. Both of these algorithms are based on unfolding. The algorithm DG1 is the faster in theory whereas DG2 is faster in practice. The algorithms are presented in the context of the maximum mean cycle problem. To apply them to the minimum mean cycle problem, one has to exchange min operation with max operation and ,1 with +1, or vice versa.
Karp's theorem holds regardless of which node is the source. Similarly, the running time of Karp's algorithm stays the same for any source. However, the running time of our algorithms can be reduced further by the choice of a suitable" source. We use a procedure FindSourceG in the following algorithms to nd such a source. This function is explained in x 6.3.
The Maximum Mean Cycle algorithm DG1
The algorithm DG1 is given in Figure 3 . The use of unfolding is evident from the use of AdjOut instead of AdjIn. W e use a circular queue, denoted by Q, to process the nodes of the unfolded graph as unfolding dictates. Item k ; v of Q means that node v is inserted into the unfolded graph at level k. By Lemma 2, Q should have a size of 2n items as there cannot be more than 2n items in two successive levels. This renders unnecessary the need for a check to see if Q is full. There is also no need f o r a c heck to see if Q is empty because we assume that G has at least one arc. If G has no arcs, we directly report ,1 as its maximum cycle mean.
The algorithm DG1 has four improvements over Karp's algorithm that further reduce the running time. The rst and second are unfolding and the use of a suitable source. The third improvement is the elimination of the initialization of the whole table in the head because it is quite possible that a node v not be visited at every iteration of unfolding, i.e., D k;v will stay a t ,1 for some k even after the last iteration. For instance, D 2; a in Figure 2c always stays at ,1. T h us, we can use a linked list to store the paths. Each n o d e o n s u c h a path will have a table entry that is a real number. We call such entries as valid" entries. We initialize only the valid entries line 14 in Figure 3 , which is what we need in order to nd path weights. The invalid" table entries would stay a t ,1 anyways throughout the unfolding process, so there is no need to touch them. For e ciency reasons and simplicity, w e use the array V a l i d like a linked list to point to the valid entries. The end of the list is signi ed by ,1. The proof of this argument can be given using Karp's theorem as follows. As G is strongly connected and not empty, the array M will have at least one real value; hence, the algorithm will return a real number as the maximum cycle mean. Now, suppose there is no path of length n to v, s o D n v = ,1. Again since G is strongly connected, there is at least one path of shorter length to v, so at least one real number in the column for v in D; then, the fraction in Karp's theorem takes on the value of ,1 for v at least once. By noting that Karp's theorem rst involves a minimization operation in the column for v in D, and also using the third convention x 2, we nd that M v = ,1. The fact that this value is the identity for the max operation and so does not a ect the output of the max operation at lines 30-31 completes the proof. Note that other than line 22, the tail is almost identical to that of Karp's algorithm.
The Maximum Mean Cycle Algorithm DG2
The algorithm DG2 is given in Figure 4 . The biggest advantage of Karp's algorithm is that it has very tight loops in the body, and the innermost loop contains only one conditional and two assignments. This advantage appeals to compilers so that they can produce better optimized code for Karp's algorithm. The algorithm DG1 seems to be more di cult to optimize by a compiler than Karp's algorithm does because of the overhead introduced in its body. T h us, the algorithm DG2 is a simpli cation of DG1 for compiler optimization. The main di erences of DG2 from Karp's algorithm are the use of unfolding and FindSourceG, the use of array V isit and variable turn, and the elimination of some unnecessary work in the tail. The explanation of the change line 19 in the tail is exactly the same as the one we did for DG1 in the previous section, so we will not repeat it again.
The need for V isit and turn can be explained as follows. DG2 still goes over every node at every level but eliminates unnecessary arc visits using V isit and turn. Initially, V isit s; 0 is set to true to indicate that unfolding begins by visiting the source s. The ag turn is used to di erentiate between the two levels needed by Lemma 2 such that whatever the value of turn is for the current level, its value for the next level is 1 , turn. Suppose we are at level k with turn set to 0. We could also have turn set to 1 because it is more important that turn toggles between levels rather than that turn is 0 or 1. Then, if v is to be visited at this level, v must pass the test at line 9. Line 10 shows that v is 
Finding a Suitable Source
The source node mentioned in Karp's theorem is arbitrary. H o wever, a di erent source may p a y o a lot. For example, consider the same example given in Figure 2 . In c, the unfolded graph contains 9 arcs when unfolding starts from s. Suppose instead we selected b as the source. Then, the unfolded graph would contain 6 arcs, yielding an improvement in the running time. Basically, b y a suitable source, we mean a source node that leads to the optimum" unfolding, by which w e mean the one with the smallest unfolded graph in terms of the number of arcs. How can we nd the optimum unfolding then? We can unfold the graph starting from each node once and select as the source the node leading to the least arcs. The problem with this approach is that it will take time probably larger than the running time of the whole process of nding the maximum cycle mean. Then, we should resort to a fast heuristic. The function FindSourceG implements our heuristic. Our heuristic is to unfold the graph for a limited number, denoted by N, of iterations, starting from each node, and returning as the source the node leading to the least number of arcs in these N iterations. During this unfolding, we use only the node degrees because we do not need path lengths. We did experiments on our test suite by c hanging N from 1 to 30, and saw that N = 1 0 w orked reasonably well, compromising between the running time and the solution quality. The running time of FindSourceG i s m a s N is a constant and G is strongly connected.
Finding a Critical Cycle
We sometimes need to nd a critical cycle as well as its mean. One scenario is as follows: By the de nition of the maximum cycle mean, critical cycles, hence their nodes, determine the performance of a system, which i s w h y they are referred to as critical. If there is a timing constraint violation because the system is faster or slower than expected, all the critical cycles are responsible for this violation because they have the same mean. In this case, the designers should change the arc weights in the critical cycles in order to eliminate the violation by decreasing or increasing the system's maximum cycle mean. Note that changing the weight of an arc outgoing from a node, which represents a task, corresponds to slowing down or speeding up the task and or its communication with its successor nodes. The problem here is that the designers do not know which arc weights of the critical cycles to consider rst. Currently, our best solution is to provide the designers with as many critical cycles as possible. Other possible solutions are providing the smallest critical cycle or providing the critical arcs nodes that are shared by the most number of critical cycles. If the designers consider only one critical cycle, it may be the case that this critical cycle does not share any arcs with other critical cycles, so any changes on its arcs will not a ect the timing violation. Having the critical cycles, the designers can do their changes and rerun the algorithm to see if the violation is gone. If not, they just have to repeat the above process. In fact, this example also shows the importance of having any improvements in the running time of the maximum cycle mean algorithms and outputting as many critical cycles as possible. The reasons are that the number of iterations in the violation debugging process above is not known in advance and can potentially be large and that one cycle may not be enough to eliminate the timing violation. More details about analyzing timing constraints in embedded systems and debugging their violations are given in 20 . We next explain how to nd critical arcs, nodes, and cycle of a graph.
The maximum cycle mean of a graph G = V;E can also be de ned as the optimum value of in the following linear program: minimize subject to dv du + wu; v , ; 8 u; v 2 E We can now de ne criticality more precisely. W e s a y that an arc u; v 2 E is critical if it satis es the criticality criterion dv , du = wu; v , : 12 We s a y that a vertex is critical if it is adjacent to a critical arc, and that a graph is critical if its every arc is critical. We can easily determine a critical subgraph G of G using the above criticality criterion. The linear program above implies that G contains every critical cycle in G and also that every cycle in G is critical. Hence, using the algorithm in 13 on G , w e can enumerate all the simple critical cycles of G.
We can also determine critical cycles as a byproduct of Karp's algorithm as well as our algorithms.
We n o w explain how to do it. Recall that in the tails of the algorithms, we s a ve the node v that leads to the maximum cycle mean. Then, there is at least one critical cycle on the path from s to v , and its length is n , K v . Using the array , w e can easily construct this path and check for critical cycles.
By nding the smallest critical cycle, we can ensure that it is simple, making it more manageable. If we w ant to nd more critical cycles, we can we can nd them on every column u of D that satis es M u = M v .
Bounding the Size of Unfolded Graph
In this section, we derive bounds on the size of the unfolded graph. These bounds are also instrumental in understanding the improvements we h a ve obtained in the running time. Let tv, cv and dv b e the number of times an arc originates from node v except at the 0th level, the numb e r o f l e v els except the 0th level at which v is included, and the out-degree of v, respectively. Consider a strongly connected graph G = V;E with n nodes and m arcs that may also include self-loops. Then, we derive the following equations for the unfolded graph G U = V U ; E U using its de nition: jE U j = ds + X v2V dvtv; and jV U j = 1 + X v2V cv 13 where the rst term in each equation is for the source node at the 0th level. Note the special relationship between tv and cv: if v is included at the nth level, then tv = cv , 1, or else tv = cv. Since we allow self-loops, we h a ve 1 dv n. Also, we h a ve n levels in total when we exclude the 0th level. Thus, an arc can originate from node v if v is included at any or all of the levels from 1 t o n , 1, i.e., 1 tv n , 1, and v can be included at any or all of the levels from 1 to n, i.e., 1 cv n. Inclusion at successive levels probably stems from self-loops. Plugging these values into Eq. 13, we can bound the size of the unfolded graph in terms of the parameters of G as m j E U j n , 1m + n; and 1 + n j V U j 1 + n 2 ; 14 where n , 1m + n nm if n m, which is the case when G is strongly connected. The smallest unfolded graph occurs when G is a ring with n nodes and n arcs, and the largest one occurs when G is a complete graph with self-loops on every node.
Complexity Analyses
For space complexity analysis, we note that the arrays used in the algorithms consume much of the space. As every algorithm uses D, an array of size n + 1 n, and as this array dominates the space usage, all the algorithms have the same space complexity o f n 2 . It is also possible to implement these algorithms so that they use n space. 1 This requires two iterations of the body. In the rst iteration, we compute D n without storing D k for each k. In the second iteration, we compute the fraction in Karp's theorem. Note that this observation follows from Karp's theorem and Lemma 2.
For time complexity analysis, we note that the running times are dominated by the loops. For Karp's algorithm, the analysis is straightforward: the head, the body, and the tail respectively run in n 2 , nm, and n 2 times, bringing the total running time to nm as the input graph is strongly connected.
As for DG1 and DG2, we rst note two things: one is that FindSource runs in m, and the second is that Observation 2 improves the best-case running times of the tails, i.e., moving their running times from t o O. The rest of the analysis is easy. F or DG1, the head, the body, and the tail respectively run in m, jE U j, and OjV U j times; hence, it runs in OjV U j + jE U j time. For DG2, the head, the body, and the tail respectively run in n 2 , n 2 +jE U j, and On 2 times, a total of n 2 +jE U j time.
We conclude from these analyses that our algorithms have the same running time as Karp's algorithm only in the worst case; for all the other and more common cases, our algorithms outperform Karp's algorithm in theory. More importantly, DG1 runs in time linear in the size of the unfolded graph, which seems the best possible under Karp's theorem. The running time di erence can be signi cant, e.g., DG1 requires n time for a ring graph but Karp's algorithm requires n 2 .
Experimental Results and Discussion
In this section, we report the results of our experiments that we did to see the performance of our algorithms in practice. Unfortunately, there are no benchmark circuits that are speci cally designed for the maximum mean cycle problems. There has actually been no experimental analysis of the maximum cycle mean algorithms so far that we can base our experimental analysis. Nevertheless, we used some graphs from the high-level synthesis benchmarks as our test cases to give an idea about the practical performance of the algorithms. Table II presents the size of each test case and the experimental results in terms of the number of nodes and arcs visited. We included an extra large ring graph, r4000, to show the performance in the best case for our algorithms. This is also about the largest graph that we could run in our computer. It serves the purpose of showing that Karp's algorithm can perform very badly even for such a simple graph.
The running time of each algorithm on every test case except for r4000 is less than one second, and it seems that DG2 is the fastest, though by a small margin and highly dependent on the test case; however, the running times di er signi cantly on r4000: Karp's algorithm takes 47.27 seconds; DG2 takes 11.66 seconds almost four times improvement; and DG1 takes 1.36 seconds almost 35 times improvement. As discussed in x 6.4, such improvements can add up to large time savings in timing analysis of embedded systems.
Since the algorithms are very fast on these graphs and usually have almost the same performance, the running times are not a discriminatory factor among the algorithms compared here, which i s w h y we h a ve not included any running time comparisons. As excellently argued by A h uja, Magnanti, and Orlin in 1 , the CPU running times depend greatly on many subtle factors of the computational environment in which the algorithms are programmed and compared. They instead recommend the use of representative operation counts of the fundamental operations of algorithms in comparisons and the use of experimental analysis to obtain an actual count of these operations. In our case, these operations are the number of nodes and arcs visited. Therefore, we think that the columns labeled Imp., which show the rounded percentage improvement in the number of nodes and arcs that our algorithms achieve o ver Karp's algorithm, are a better indicator of how m uch our algorithms can do. As Table II shows, the savings achieved in the number of nodes and arcs visited are very satisfactory and show the superiority of our algorithms over Karp's algorithm.
Conclusions
In this paper, we discussed the maximum mean cycle problem and gave a comprehensive list of the algorithms that are used to solve it. To the best of our knowledge, the most commonly used one of these algorithms is Karp's algorithm. We showed the shortcomings of Karp's algorithm and proposed a graph unfolding scheme for the maximum mean cycle problem to remedy them. The proposed scheme leads to two maximum mean cycle algorithms called DG1 and DG2. We e v aluated these algorithms both in theory using the number of nodes and arcs visited and in practice using experiments on some high-level synthesis benchmark circuits in comparison with Karp's algorithm. In terms of the numb e r o f n o d e s and arcs visited, which actually determines the running times of all the algorithms, our algorithms outperform Karp's algorithm. Counts of these numbers in the experimental analysis support this theoretical analysis. In terms of running times, DG2 seems to be the fastest of all three but running times are not a good indicator of the performance of the algorithms due to the fact that all of the algorithms are very fast on the benchmark graphs used. We believe that for dense graphs, Karp's algorithm can still be the best choice because of the tightness of its structure, but for sparser graphs, our algorithms, especially DG2, are better. As the maximum mean cycle problem is a fundamental problem in the performance analysis of systems discrete-event, synchronous, asynchronous, or mixed, we think that the improvements achieved by the proposed algorithms are signi cant and can be useful in many domains.
