Abstract-This paper studies the multi-objective pickup and delivery problem with time windows (PDPTW), in which a fleet of homogeneous vehicles with the same capacities located in a depot serve a collection of given transportation requests. Each request is composed of a pickup location, a delivery location and a given load. The PDPTW is to determine a vehicle scheduling strategy with the objectives of minimizing the number of vehicles utilized, the total travel distances and the total waiting times. A mixed integer programming model is built to formulate this multiobjective PDPTW. Then a novel hybrid particle swarm optimization (HPSO) is proposed to solve this problem. This algorithm adds particles neighbor information to diversify the particle swarm and use the variable neighborhood search (VNS) to enhance the convergence speed. Finally, some numerical experiments based on existing benchmark instances are given to show the effectiveness and feasibility of the algorithm.
I. INTRODUCTION
Since the Vehicle Routing Problem (VRP) was proposed by Dantzig and Ramser [1] , it has been a hot issue in the field of management science and operational research. Due to the wide applications in the logistics management and transportation management [2] [3] [4] [5] , a lot of new constraints is added to the classical VRP and generated new problems, e.g. Vehicle Routing Problem with Backhauls (VRPB), Vehicle Routing Problem with Time Windows (VRPTW) [6] , Vehicle Routing Problem with Simultaneous Pickup and Delivery (VRPSPD) [7] and Pickup and Delivery Problem with Time Windows (PDPTW), etc. Pickup and delivery problem with time windows is a generalization of well-known VRPTW.
PDPTW can be described as: A fleet of homogeneous vehicles located in a depot serve a collection of given transportation requests. Each request is composed of a pickup location, a delivery location and a given load. Each location has a time window, that is the earliest start time and latest start time for loading and unloading. The vehicle can't arrive at a location after its latest start time, but allows to arrive at the location before the earliest start time. The vehicle must be wait until the time window is open if it reach early. These vehicles must be routed to serve all requests to minimize the number of vehicles used, the total distance traveled, and total waiting time, etc., while satisfying the time windows and vehicle capacity constraints.
PDPTW can be used to model many core problems arising in production and daily life practice, e.g. logistics and public transit. Searching for good solutions to these problems is very important, because it can provide decision-makers to utilize the existing fleet in the most cost-effective way to meet customer demands. Rekiek, Delehambre and Saleh [8] used the PDPTW model to solve the vehicle routing problem of handicapped person transportation. Fagerholt and Christiansen [9] applied this model in dealing with combined ship scheduling and allocation problem.
Compared with VRPTW, existing literatures reporting on PDPTW are relatively less. Since VRPTW was a wellknown NP-hard problem [10] , PDPTW was also an NPhard problem. Most work focused on different kinds of intelligent heuristic algorithms to solve PDPTW. Hoong and Zhe [11] present a two-phase method to solve the PDPTW. In the first phase, they applied a novel construct heuristics to generate an initial solution. In the second phase, a tabu search method is proposed to improve the solution. Wang and Chen [12] developed a mixed binary integer programming model for the simultaneous delivery and pickup problem with time windows and proposed a co-evolution genetic algorithm with variants of the cheapest insertion method. Lu and Dessouky [13] presented a new insertion-based construction heuristic to solve the multi-vehicle pickup and delivery problem with time windows. Li and Lim [14] proposed a metaheuristic algorithm combining tabu search and simulated annealing, and solve a benchmark problem with 100 nodes. Pankratz [15] introduced a group genetic algorithms, realized the vehicles-based genetic coding, crossover and mutation methods by using special coding and decoding technology. Wang and Chen [16] addressed a flexible delivery and pickup problem with time windows and formulated the problem into a mixed binary integer programming model. Then, a coevolutionary algorithm incorporated with a variant of the cheapest insertion method is developed to speed up the solution procedure.
Hosny and Mumford [17] compared several construction algorithms that generated initial feasible solution to the multiple vehicle pickup and delivery problem with time windows, and suggested a simple routing heuristic to create individual vehicle routes. Qu and Bard [18] developed a greedy randomized adaptive search procedure (GRASP) with several novel features. In the construction phase, shipment requests were inserted into routes until all demand was satisfied or no feasible insertion exists. In the improvement phase, an adaptive large neighborhood search algorithm was used to modify portions of the feasible routes. Specialized removal and insertion heuristics were designed for this purpose. Nanry and Barnes [19] presented a reactive tabu search approach to solve the pickup and delivery problem with time windows using three distinct move neighborhoods that capitalized on the dominance of the precedence and coupling constraints. A hierarchical search methodology was used to dynamically alternate between neighborhoods in order to negotiate different regions of the solution space and adjust search trajectories.
Most previous work focused on the single objective pickup and delivery problem with time windows. The traditional objective only concerned with minimizing the number of vehicles or the total distance, and paid less attention to minimize the total waiting time. In reality, the vehicle's waiting time is also an important measure to the efficiency and costs of the vehicle's distribution. Moreover, less research work uses the particle swarm optimization method to solve PDPTW. The PSO is an effective heuristic algorithm, and may produce better solutions for PDPTW. Therefore, this paper will study the multi-objective PDPTW, and design an effective and fast improved PSO to solve this problem. This paper is organized as follows. The problem formulation for tourist trip design problem in timedependent network is described in Section 2. In Section 3, the label correcting algorithm is given. Moreover, Section 4 validates the proposed label correcting algorithm by numerical example. Finally, the concluding remarks and further research are included in Section 5.
II. PROBLEM DESCRIPTION

A. Prolbem Assumptions
In the pickup and delivery problem with time windows, a fleet of vehicles serve a group of customers' requests.
Each request specifies a pickup and delivery location. Vehicles must be routed to serve all requests.
We assume that there is unlimited number of vehicles and all vehicles are the same type with the same capacity Q . Given a transportation network
where V is the set of transportation requests, and E is the edge set. Each pickup or delivery is considered as a job. For each request V i  , i q is a load transported from an origin node V is disjoint. Let be the time window at location i . Since the service durations time at the origins and destinations could be included in the travel times, we will not considered them explicitly.
For a pickup and delivery route k R of vehicle k , the following conditions must be satisfied. k R starts and ends in the depot 0; Both or neither . Figure 1 shows a PDPTW example. In Figure 1 , there are three vehicles and five requests (ten pickup or delivery jobs). It gives a good description for PDPTW. 
), and j Z denote an intermediate variable storing the total load of the vehicle visiting job j . There are multi-objective functions for PDPTW described in the following:
 minimize the number of the vehicles, which is always the most dominant part of the cost;  minimize the total travel distance, which is the sum of lengths of all the routes;  minimize the total waiting time of the vehicles, which also leads to cost and reduce the distribution efficiency.
B. Mathmatical Model
According to the above problem assumptions, we model the PDPTW as an integer programming in the following:
Where (1)- (3) are three objective functions. The objective function (1) minimizes the total number of vehicles, the objective function (2) minimizes the total travel distances, and the objective function (3) minimizes the total waiting time of the vehicles. Constraints (4) represent that each request is assigned to only one vehicle. Constraints (5) guarantee that each job is visited exactly once. Constraints (6) and (7) each vehicle starts from and ends at the same depot. Constraints (8) ensure the flow balance. Constraints (9)-(10) are the capacity constraints. Constraints (11)-(12) represent the time windows and precedence constraints. Constraints (13) are used to initialize the problem. Constraints (14) are decision variables constraints.
III. HYBRID PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) algorithm is a kind of intelligent optimization algorithm based on group evolution technology. It is proposed in 1995 by Kennedy and Eberhart [20] . This algorithm simulates the cluster collaborative behavior of birds, fish and other organisms to achieve global optimization. It is simple, efficient and robust to solve a lot of practical problems. To solve the vehicle routing problem, traditional PSO determine the search direction using the individual and group information. Due to less social information available, the algorithm is easy to fall into local optimum.
Under the basic framework of PSO, this paper presents a Hybrid PSO (HPSO) to solve the multi-objective PDPTW. This algorithm will add particles neighbor information to diversify the particle swarm and adopt the Variable Neighborhood Search (VNS) to enhance the convergence speed.
A. The Algorithm Steps of HPSO
We assume that the dimension of the objective search space is D , each particle i consists of four D dimensional vectors: position vector , , (
, best position vector of the particle iterative search
, and position vector of the optimal nearest neighbor particles
. The position of the optimal nearest neighbor particles is obtained by calculating the maximum Fitness Distance Ratio (FDR). FDR is calculated in the following:
is the fitness of vector X . Let the position vector g P of the th g  particle be optimal position of all i P (
) which corresponds to global optimal solution of the entire particle swarm. The movement of each particle is determined by its current information, historical experiences, the entire group and social learning (i.e. nearest neighbor particles information).
Particle velocity and position update is calculated as follows:
is inertia factor at iteration t , 0 , , The detailed steps of the HPSO for solving PDPTW are in the following.
Step 1: Initialize the particle swarm Construct a swarm consisting of S particles. Generate the initial population of the particles using MPNS- Step 3: Improvement of the particle solution
(The probability of random selection), variable neighborhood search (VNS) algorithm is used to improve the routes in i R . If the solution is improved, update the individual historical optimal solution.
Step 4: Update statistic information of each particle 4.1. Update the particle historical optimal solution, if
Update global optimal solution of the swarm, if
, then
Step 5: For each particle
, according to equations (15), search the position i P  of the optimal nearest neighbor particles.
Step 6: Update the movement velocity and position of each particle Movement velocity and position of each particle is calculated by equations (16) and (17) . When their values exceed the limit, we take the boundary values.
Step 7: The algorithm termination condition and results output If T t  and 0 0 T t  ( 0 T is the maximum number of solution not improvement), then 1   t t , go to step 2, else the termination condition is reached, output global optimal solution and objective values.
B. The Evaluation of the Particle
In this paper, PDPTW is an multi-objective problem. According to the importance of the objective functions, the objectives of the PDPTW are to minimize the number of vehicles, total travel distances and total waiting time of the vehicles. The integrated objective function is in the following:
denote the number of vehicles, total distances and total waiting time of the particle x ; . The fitness of the evaluation function is:
is the objective function of the particle x , min Z is the minimum value of the objective functions in the current particles swarm.
C. Variable Neighborhood Search
To improve the convergence speed, the variable neighborhood search is used to improve the solution. Recently, some scholars have applied the VNS to solve many combinatorial problems and achieved good performance [22] [23] . Preliminary experiments show that if the individual optimal solution of each particle is improved by VNS, the diversity of the group particles will be reduced. So, the proposed VNS is applied at each particle of the current swarm with a certain probability VNS p in the implementation process. Here, we use six neighborhood operators [24] . They are Shift 1-0, Shift 1-1, Cross, 2-opt*, Reverse and Exchange. Shift 1-0, Shift 1-1, Cross and 2-opt* are called inter-route neighborhood operators. Reverse and Exchange are intra-route neighborhood operators. The depots are denoted as 0 and 1, 2… n represent customer nodes. Implementation details concerning the six neighborhood operators are provided as follows.
(1) Shift 1-0, this is inter-route customer movement. It also called Swap/Shift movements. Shift 1-0 represents that a client from one route is inserted into another route. For example, the customer node 3 is moved from a route (0123450) to the other route (067890) before customer 8, which generates the route (012450673890). (2) Shift 1-1, that is, permutation between a customer from one route and a customer from another route, e.g. client 3 from the route (0123450) and customer 8 from the route (067890) are swapped to produce the obtained route (012845067390). (3) Cross. The arc of both adjacent customers from one route and the one from another route are both removed, and then the two routes are crossconnected. For example, customers 2, 3 from route (0123450) are cross-connected with customers 7, 8 from route (067890) and we obtain the route (012890673450). (4) 2-opt*. It is the extension of Shift 1-1. This operator can realize permutation between tail clients from one route and tail customers from another route. For example, some customers 3, 4, 5 from route (0123450) are exchanged with customer 9 from route (067890) and the resulted route is (012906783450). (5) Reverse. This also is one of the intra-route neighborhoods. This movement reverses the subroute direction. For example, the customers 2, 3, 4 from route (012345670) had their direction reversed and obtain a route (014325670). (6) Exchange. This neighborhood belongs to intraroute neighborhoods. It's an intra-route version of shift 1-1. Two customers from one route are permutated. For example, the customers 2 and 6 from a route (012345670) are swapped and the new generated route is (016345270). For these six neighborhood operators, the vehicle load and time windows must be verified by its capacity and time constraints. The computational complexity of the neighborhood operators Shift 1-0, Shift 1-1, Cross, 2-opt*, and Exchange is ) ( The implementation of the VNS is to find the local optimal solution of the current solution. So, further exploration should be carried out by integrating these neighborhood operators. The inter-route operators could find new improvement to current solution, and intra-route operators optimize further the solution. The execution sequence of the neighborhood operators will affect the performance of the algorithm. After some preliminary experiments, the execution sequence of the neighborhood operators is Shift 1-0, Shift 1-1, Cross, 2-opt*, Exchange and Reverse.
Our proposed VNS algorithm is shown in the following.
Step 1: Initialize the counter
, then repeat the following steps 2.1. Apply k inter-route neighborhood operators to current solution.
2.2.
If the current solution is improved, then perform the intra-route operators Exchange and Reverse in sequence, and update the best solution, let 1  k , go to Step 2.1.
2.3.
If the current solution is not improved, then let 1
, then go to Step 3, else go to Step 2.1.
Step 3: Update individual historical optimal solution of the particle using the best solution produced by VNS.
IV. NUMERICAL EXPERIMENTS
The efficiency and feasibility of the proposed HPSO algorithm would be demonstrated by the following numerical example in this section. The HPSO algorithm described in the previous sections is coded in Matlab 7.0 and executed on a PC equipped with 1.92G SDRAM and a P8400 processor running at 1.58GHz.
We select a PDPTW benchmark instances as testing data. The experimental problem has 100 customers with 56 instances from the website http://www.sintef.no/ Projectweb/ToP/Problems/PDPTW. The performance of the proposed HPSO is affected by some parameters, which decide the solution quality of our algorithm. Using preliminary experiments, the related parameters are set in the following:
In previous literatures, to the best of our knowledge, only the tabu-embedded simulated annealing algorithm (denoted by TSAA) proposed by Li and Lim [14] has the similar objectives with our research. And the objectives of other algorithms only considered minimizing the number of vehicles or total travel distances. They are not directly comparable. Therefore, the results of HPSO will compare with TSAA. From table 1, we can see that the solution quality of HPSO and TSAA is similar only for instances LC2 and LR1. Except these two instances, the solution quality of HPSO is better than the one of TSAA for other instances. Especially, the average total waiting time is improved significantly using the proposed HSPO.
In table 2, NV, TD, TW, and CPU denote the number of vehicles utilized, total travel distances, total waiting time and computation time (second) respectively. From table 2, it shows that by using HPSO there are seven instances generating better solutions over TSSA (the better solutions are bolded). For the first objective, there are three instances obtaining better solutions. For the second objective, there are four instances. And for the third objective, there are six instances. For other instances, our proposed HPSO mostly generates the same results compared with the algorithm of TSSA. In a word, the proposed HPSO can find new best-so-far solutions for nearly all instances except LC2. For the computational speed of the algorithm, the average computational time of HPSO and TSSA solving all the instances are listed in table 1 and table 2 . However, due to the different testing environment of the two algorithms, the computational speed of the two algorithms can not be directly comparable. By overall analysis, the computational time of the proposed HPSO is acceptable.
From the above implementation of the algorithm, it is clear that the proposed HPSO is effective and efficient to decide on optimal pickup and delivery scheduling problem, and provide a best solution to meet the multiobjectives demands.
V. CONCLUSION
PDPTW is an famous problem which can model a lot of practical application in logistics and transportation. Nowadays, decision-makers tend to consider multiobjectives in real applications with PDPTW. In this paper, we describe the multi-objective pickup and delivery problem with time windows. The previous researches ignored the objective considering total waiting time. So, this paper establishes a mixed integer programming model for multi-objective PDPTW. Then, a hybrid PSO is proposed to solve this problem. In the algorithm, particles neighbor information is used to diversify the particle swarm, and the variable neighborhood search is adopted to enhance the convergence speed. At last, the algorithm is implemented and programmed with Matlab 7.0. The numerical experiments using benchmark instances show the proposed HPSO has higher solutions quality.
