We characterize finite index depth 2 inclusions of type II 1 factors in terms of actions of weak Kac algebras and weak C * -Hopf algebras. 
Introduction
Let N ⊂ M be a finite index depth 2 inclusion of type II 1 factors and N ⊂ M ⊂ M 1 ⊂ M 2 ⊂ . . . the corresponding Jones tower. It was announced by A. Ocneanu and was proved in [17] , [3] , [9] that if N ⊂ M is irreducible, i.e., such that N ′ ∩ M = C, then B = M ′ ∩ M 2 has a natural structure of a finite-dimensional Kac algebra and there is a canonical outer action of B on M 1 such that M = M B 1 , the fixed point subalgebra of M 1 with respect to this action, and M 2 is isomorphic to the crossed product M 1 >⊳B. The outerness condition is equivalent to the relative commutant M ′ 1 ∩ M 1 >⊳B being trivial (such actions are also called minimal). In the case of an infinite index a similar description in terms of multiplicative unitaries and quantum groups has been obtained in [4] .
In this work we extend the above result to (in general, reducible, i.e., such that C ⊂ N ′ ∩M ) finite index depth 2 inclusions of type II 1 factors. We replace usual Kac algebras by weak Kac algebras introduced in [10] (when the index [M : N ] is integer) or by weak C * -Hopf algebras introduced in [2] (when [M : N ] is non-integer). A weak Kac algebra is a special case of a weak C * -Hopf algebra characterized by the property S 2 = id. It was shown in [10] that the category of weak Kac algebras is equivalent to those of generalized Kac algebras of T. Yamanouchi [19] (another proof of that can be found in [13] ) and Kac bimodules. The latter are an algebraic version of Hopf bimodules of J.-M. Vallin [18] . Compared with these objects, the advantage of the language of weak Kac algebras and weak C * -Hopf algebras is that the axioms of their definitions are clearly self-dual, so it is easy to work with both weak Kac algebra (weak C * -Hopf algebra) and its dual simultaneously.
Let us mention that a description of finite index depth 2 inclusions in terms of weak C * -Hopf algebras was announced in [12] . For an arbitrary (possibly infinite) index M. Enock and J.-M. Vallin have obtained a similar description in terms of pseudo-multiplicative unitaries [5] .
The paper is organized as follows. In Section 2 (Preliminaries) we briefly review, following [10] , [2] and [12] , the basic facts of the theory of weak Kac algebras and weak C * -Hopf algebras, including their actions on von Neumann algebras, and give necessary definitions.
Section 3 is devoted to establishing a non-degenerate duality between the finite dimensional C * -algebras A = N ′ ∩ M 1 and B = M ′ ∩ M 2 , which gives a natural coalgebra structures on them.
In Sections 4 and 5 we investigate the relations between algebra and coalgera structures on B in the cases of integer and non-integer index respectively. We follow the general strategy of Szymanski's proof [17] based on the duality between the C * -algebras B and A. The main result here is that B and A are biconnected weak Kac algebras (respectively, weak C * -Hopf algebras) dual to each other. They are usual Kac algebras iff the inclusion N ⊂ M is irreducible. We also prove in Section 4, that if [M : N ] is an integer which has no divisors of the form n 2 , n > 1, then the inclusion is irreducible and B is a Kac algebra acting outerly on M 1 . In particular, if [M : N ] = p is prime, then there is an outer action of the cyclic group
Finally, in Section 6 we show that there exists a canonical (left) minimal action of B on M 1 such that M is the fixed point subalgebra of M 1 with respect to this action, and M 2 is isomorphic to the crossed product of M 1 and B. The minimality condition means that the relative commutant M ′ 1 ∩ M 1 >⊳B is minimal possible, in which case it is isomorphic to a Cartan subalgebra of B.
It is important to stress that in the above situation one can take
as a canonical commuting square [16] of the inclusion N ⊂ M . The above square is completely determined by B, which implies that every weak C * -Hopf algebra has at most one minimal action on a given II 1 factor. Thus, there exists an injective correspondence between finite index depth 2 subfactors of II 1 factors and weak C * -Hopf algebras. Note that it was shown in [11] that for any biconnected weak Kac algebra there exists a minimal action on the hyperfinite II 1 factor. Let us remark that this characterization of depth 2 subfactors means that weak Kac algebras give a right setting for studying actions of usual Kac algebras on II 1 factors, since any (not necessarily outer) action of a Kac algebra produces a depth 2 subfactor with an integer index and one can canonically associate with this action a weak Kac algebra which completely describes it. More details on this will be published elsewhere.
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Preliminaries
Our main references to finite dimensional weak C * -Hopf algebras are [2] and [13] . Weak Kac algebras, a special case of this notion characterized by the property S 2 = id, were considered in [10] . These objects generalize both finite groupoid algebras and usual Kac algebras.
A weak Kac algebra B is a finite dimensional C * -algebra equipped with the comultiplication ∆ : B → B ⊗ B, counit ε : B → C, and antipode S : B → B, such that (∆, ε) defines a coalgebra structure on B and the following axioms hold for all b, c ∈ B (we use Sweedler's notation ∆(b) = b (1) ⊗ b (2) for the comultiplication) :
(1) ∆ is a * -preserving (but not necessarily unital) homomorphism :
The target counital map ε t defined by ε t (b) = ε(1 (1) b)1 (2) satisfies relations
S is an anti-algebra and anti-coalgebra map such that S 2 = id, (S• * ) = ( * • S), and
If instead of conditions S 2 = id and (S • * ) = ( * • S) we have a less restrictive property (S • * ) 2 = id, then B is called a weak C * -Hopf algebra.
Note that the axioms (2) and (3) above are equivalent to the following axioms for the source counital map ε s (b) = 1 (1) ε(b1 (2) ) :
The dual vector space B * has a natural structure of a weak Kac algebra (weak C * -Hopf algebra) given by dualizing the structure operations of B [2] , [10] .
The main difference between weak Kac (C * -Hopf) algebras and classical Kac algebras is that the images of the counital maps are, in general, non-trivial unital C * -subalgebras of B, called Cartan subalgebras (note that (ε t ) 2 = ε t and (ε s ) 2 = ε s ) : There exists a unique projection p ∈ B, called a Haar projection, such that for all x ∈ B :
There exists a unique positive functional φ on B, called a normalized Haar functional (which is a trace iff B is a weak Kac algebra), such that
The following notions of action, crossed product, and fixed point subalgebra were introduced in [12] .
A (left) action of a weak Kac (C * -Hopf algebra) B on a von Neumann algebra M is a linear map
is weakly continuous and
A crossed product algebra M >⊳B is constructed as follows. As a C-vector space it is M ⊗ Bt B, where B is a left B t -module via multiplication and M is a right B t -module via multiplication by the image of B t under z → (z ⊲ 1); that is, we identify
for all x, y ∈ A, b, c ∈ B. It is possible to show that this abstractly defined * -algebra M >⊳B is *-isomorphic to a weakly closed algebra of operators on some Hilbert space [12] , i.e. M >⊳B is a von Neumann algebra.
The relative commutant M ′ ∩ M >⊳B always contains a *-subalgebra isomorphic to B s . Indeed, if z ∈ B s , then it follows easily from the axioms of a weak Hopf C * -algebra that ∆(z) = 1 (1) ⊗ 1 (2) z, therefore
for all x ∈ M , and B s ⊂ M ′ ∩ M >⊳B. We say that the action ⊲ is minimal
Duality between relative commutants
Let N ⊂ M be a depth 2 inclusion of type II 1 factors with a finite index
. . , where
With respect to this trace, the square of algebras in the upper right corner of the diagram below
. This square is called a canonical commuting square of the inclusion N ⊂ M [16] . Let us denote
Note that A t commutes with B, B s commutes with A, and A∩B = A s = B t .
The next lemma will be frequently used in the sequel without specific reference.
Proof. This statement is a special case of ( [14] , Lemma 1.2) since N ′ ∩M 2 is the basic construction for the inclusions
with the corresponding Jones projections e 2 and e 1 respectively.
defines a non-degenerate duality between A and B.
Proof. If a ∈ A is such that <a, B> = 0 , then
therefore, using the Markov property of τ and properties of Jones projections, we get
Definition 3.3 Using the form <, > define the comultiplication ∆ B , counit ε B , and antipode S B as follows :
for all a, a 1 , a 2 ∈ A and b ∈ B. Similarly, we define ∆ A , ε A , and S A .
Clearly, (B, ∆ B , ε B ) (resp. (A, ∆ A , ε A )) becomes a coalgebra. Let us investigate the relationship between the algebra and coalgebra structures on B. 
Proof. Using the definition of <, > we have
Proof. Using Lemma 4.1, definitions of ∆ B and ε B , we have
from where the first statement follows. For the second one, we have, using the λ-Markov property and the fact that e 2 commutes with M , 
Proof. For all a 1 , a 2 ∈ A we compute, using Lemma 4.1 and Proposition 4.2 :
Since the duality is non-degenerate, the result follows. The antipode map assigns to each b ∈ B a unique element S B (b) ∈ B such that τ (ae 2 e 1 S B (b)) = τ (be 1 e 2 a) for all a ∈ A, or, equivalently,
Taking a = e 1 and using the λ-Markov property of e 1 we get τ • S B = τ . Similarly, E M ′ (S A (a)e 2 e 1 ) = E M ′ (e 1 e 2 a) and τ • S A = τ .
Remark 4.4 Note that the condition
Indeed, any x ∈ M 1 can be written as x = x i e 1 y i with x i , y i ∈ M ⊂ B ′ . Similarly, we have
Proposition 4.5 The following identities hold :
Proof. (i) We have
(ii) If z ∈ B s then ze 2 = e 2 z and by the explicit formula (i) we get,
, from where S B (S B (b) * ) * = b. Next, using Lemma 4.1, Remark 4.4, and the λ-Markov property of e 2 , we compute
which proves that <a, S B (bc)> = <a, S B (c)S B (b)>. Similarly, one can prove that S A is anti-multiplicative, and since <a, S B (b)> = <S A (a), b>, the second part of (iv) follows.
Let {f α kl } be a system of matrix units in
, where m 2 α = d, and let τ α = τ (f α kk ).
Proposition 4.6
The explicit formula for ∆ B (1) is
In particular, ∆ B (1) is a positive element in B s ⊗ B t .
Proof. Note that the map x → αkl τ (xf α lk )
τα f α kl defines the τ -preserving conditional expectation on B t . For all a 1 , a 2 ∈ A we have 
(here Z(·) denotes the center of the algebra).
Proof. Applying E M ′ to both sides of E M 1 (b * e 1 e 2 ) = E M 1 (e 2 e 1 S B (b * )) and using the relation
which means that ε t B (b * ) = ε t B (S B (b)) * . Using Propositions 4.3, 4.5(iv), and Corollary 4.7 we get S B (b 
We can directly compute : 
(iv) Using part (i), we have
jk )e 1 e 2 ), and the result follows from the injectivity of the map b → E M 1 (be 1 e 2 ). Proof. Using Lemmas 4.9(iv) and Lemmas 4.5(iv), we have
Proof. By Lemma 4.9(ii), all we need to show is
Since N ′ ∩ M 2 is spanned by the elements of the form v γ rt S A (s β pq ), it suffices to verify that
or, equivalently,
Using Lemma 4.9(iii), we can reduce the proof to the verification of the relation v
By Lemma 4.9(ii),
therefore the previous relation is equivalent to
Since H ∈ Z(B t ), this is precisely Proposition 4.8 with b = v α qj , so the proof is complete.
Proof. Proposition 4.11 implies that be 1 = λ −1 E M 1 (b (1) e 1 e 2 )H −1 b (2) for all b ∈ B. As in Remark 4.4, any x ∈ M 1 can be written as a finite sum x = x i e 2 y i with x i , y i ∈ M ⊂ B ′ , therefore, we have
Proposition 4.13
For all x, y ∈ M 1 ,
Proof. Multiplying the formula from Corollary 4.12 on the right by ye 2 t with y, t ∈ M 1 and taking τ from both sides we get
for all t ∈ M 1 , from where the result follows.
Proof. By Lemma 4.1 and Proposition 4.13 we have for all a 1 , a 2 ∈ A :
which is the result.
Proof. Using Corollary 4.10, Proposition 4.13 and Proposition 4.2 we have
The next Corollary summarizes the properties of ∆ B , ε B and S B .
Corollary 4.16 (∆ B , ε B ) defines a coalgebra structure on B such that
, satisfies the relations
and there is a * -preserving anti-algebra and anti-coalgebra involution S B such that 
and using definitions, we easily get S B (e 2 ) = e 2 and ε t B (e 2 ) = 1, so e 2 is the Haar projection in B.
Next, since τ (b) = d −1 <e 1 , b>, we have by Proposition 4.2 :
from where we get ε t
, therefore φ•S B = φ and φ•ε t B = ε B . Thus, φ is the normalized Haar trace.
(ii)⇒(iii). Let Tr be the trace of the left regular representation of B, and Λ be the inclusion matrix of B t ⊂ B. Note that E M 1 is the φ-preserving conditional expectation from B to the target Cartan subalgebra B t and λ = E M 1 (e 2 ). This means that φ is a λ-Markov trace for the inclusion B t ⊂ B. By [11] , φ = λTr , so the 'trace vector' t of Tr is a PerronFrobenius eigenvector of ΛΛ t with the corresponding eigenvalue λ −1 . Since all entries of t are integers, λ −1 is a rational number. On the other hand, λ −1 is an algebraic integer since it is an eigenvalue of the integer matrix, therefore λ −1 is an integer. 
is symmetric and non-degenerate. Let {u i } be an orthonormal basis [14] of [14] . This implies that B is a free B t -module of rank λ −1 . Therefore, the basic construction of B t ⊂ B is isomorphic to B t ⊗ M λ −1 (C). Proof. It suffices to show that N ⊂ M is irreducible, since the rest follows from [17] . Let q be a minimal projection in M ′ ∩ M 1 , then the reduced inclusion qM ⊂ qM 1 q is of finite depth [1] . Since any finite depth inclusion is extremal (see e.g. [15] , 1.3.6) we have 5 Weak C * -Hopf algebra structure on M ′ ∩ M 2 (the non-integer index case) When H = 1, (B, ∆ B , ε B , S B ) is no longer a weak Kac algebra (for instance, ∆ B is not a homomorphism). However, it is possible to deform the structure maps in such a way that A becomes a weak C * -Hopf algebra.
Definition 5.1 Let us define the following operations on B :
Clearly, † defines a C * -algebra structure on B (we will still denote this new C * -algebra by B). Our goal is to show that (B,∆,ε,S) is a weak C * -Hopf algebra. The proof of this fact consists of a verification of all the axioms from Section 2. We will need the following technical lemma.
Lemma 5.2 For all b ∈ B and z ∈ B t we have
Proof. Part (i) is clear from the definition of ε t B . Next,
gives (ii) . Using the properties of S B and the fact that B t = A ∩ B we compute
from where (iii) follows. Finally, applying ( * ⊗ * ) to the both sides of (iii) and taking (id ⊗ ε B ), we get, by Proposition 4.3 :
which is (iv). 
Next, we check the counit axioms :
(ε ⊗ id)∆(b) =ε(Hb ( Thus, we can state the main result of this section. (iii) If λ −1 is not integer, thenS has an infinite order. Indeed, the canonical element G implementing the square of the antipode in Proposition 5.6 is positive, so ifS 2n = id for some n, then G n belongs to Z(B), the center of B. Taking the n-th root, we get that G ∈ Z(B), which means that S 2 = id, and B is a weak Kac algebra, which is in contradiction with Theorem 4.17.
