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Abstract
In this paper we study the structure of square integrable functionals measur-
able with respect to coalescing stochastic flows. The case of L2 space generated
by the process η(·) = w(min(τ, ·)), where w is a Brownian motion and τ is the
first moment when w hits the given continuous function g is considered. We
present a new construction of multiple stochastic integrals with respect to the
process η. Our approach is based on the change of measure technique. The
analogue of the Itô-Wiener expansion for the space L2(η) is constructed.
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1 Introduction
The main objective of the research we undertake in the present paper is to
get a description of the square integrable functionals measurable with respect to
certain coalescing stochastic flows. Our motivation for such investigation is to gain
better understanding of the noise associated with the coalescing stochastic flow.
The description of square integrable functionals measurable with respect to the
smooth stochastic flow is well-known. Namely, consider a stochastic flow (ϕs,t)0≤s≤t
on R generated by the stochastic differential equation{
dϕs,t(x) = a(t, ϕs,t(x))dt+ b(t, ϕs,t(x))dw(t)
ϕs,s(x) = x.
with bounded and measurable coefficients a and b, b ≥ δ > 0. Then every square
integrable ϕ−measurable functional admits a unique expansion as a series of mul-
tiple stochastic integrals with respect to initial Wiener process w (the so-called Itô-
Wiener expansion). The well-known Krylov-Veretennikov formula [1] is an example
of such expansion for a special functional f(ϕs,t(x))
f(ϕs,t(x)) =
∞∑
n=0
∫
∆n(s,t)
(
Ts,t1b
∂
∂y
Tt1,t2 . . . b
∂
∂y
Ttn,tf
)
(x)dw(t1) . . . dw(tn). (1.1)
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Here f is bounded and measurable function on R and Ts,tg(y) is the solution in (s, y)
of the parabolic boundary value problem{
u′s +
1
2
b(s, y)2u′′yy + a(s, y)u
′
y = 0
u(t, y) = g(y),
∆n(s, t) is the n−dimensional simplex {(t1, . . . , tn) : s < t1 < . . . < tn < t)}.
Trying to obtain an analogue of the Itô-Wiener expansion for functionals from a
coalescing stochastic flow one faces the difficulty that in general there is no Gaus-
sian noise that generates the flow [2]. The Arratia flow {x(u, t)}u∈R,t≥0 of coalescing
Brownian particles on the line [3] is the typical example of such situation. Still,
finite set {x(u1, ·), . . . , x(un, ·)} of trajectories from Arratia flow can be built from in-
dependent Wiener processes {w˜1, . . . , w˜n} and a functional from trajectories x(ui, ·),
1 ≤ i ≤ n can be expressed as a functional from w˜i, 1 ≤ i ≤ n. Such approach
was developed in [4] to obtain the Krylov-Veretennikov expansion for the functional
f(x(u1, t), . . . , x(un, t)) in terms of stochastic integrals with respect to Wiener pro-
cesses w˜′is. However, the obtained expansion is not intrinsic in the sense it depends
on the way trajectories x(u1, ·), . . . , x(un, ·) are constructed from Wiener processes
w˜1, . . . w˜n.
The present article is devoted to the detailed study of a model example of a coa-
lescing flow. We describe the structure of square integrable functionals measurable
with respect to the coalescing flow of two particles, a Brownian one and a “heavy”
deterministic one. That is, after a moment of meeting both particles move together
according to the law of the deterministic one. Formally, let (w(t))t∈[0,1] be a Wiener
process on a probability space (Ω,F ,P) and g : [0, 1] → R be a given continuous
function. Let τg be the first moment when w hits the continuous function g. Then
the noise generated by the described system is simply the noise generated by the
stopped process ηg = w(min(τg, ·)). In what follows we search for a description of
ηg−measurable functionals as a series of stochastic integrals with respect to ηg.
Evidently, multiple stochastic integrals∫ τg
0
∫ tn
0
. . .
∫ t2
0
an(t1, . . . , tn)dηg(t1) . . . dηg(tn), an ∈ L2symm([0, 1]n). (1.2)
form a total subset of L2(ηg). However, two integrals of a kind (1.2) having different
order may be not orthogonal. Moreover, an expansion of the function f ∈ L2(ηg)
into the sum
f =
∞∑
n=0
∫ τg
0
∫ tn
0
. . .
∫ t2
0
an(t1, . . . , tn)dηg(t1) . . . dηg(tn)
is not unique, as the following example shows.
Example 1.1. Consider the function f = w(τg) = ηg(1). Evidently,
f =
∫ τg
0
dηg(t). (1.3)
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On the other hand, f is measurable with respect to w and it admits the Itô-Wiener
expansion
f =
∞∑
n=1
∫ 1
0
∫ tn
0
. . .
∫ t2
0
an(t1, . . . , tn)dw(t1) . . . dw(tn).
Taking the conditional expectation with respect to ηg one obtains another represen-
tation
f =
∞∑
n=0
∫ τg
0
∫ tn
0
. . .
∫ t2
0
an(t1, . . . , tn)dηg(t1) . . . dηg(tn). (1.4)
For every b ∈ L2[0, 1] one has∫ 1
0
a1(t)b(t)dt = Ef
∫ 1
0
b(t)dw(t) =
∫ 1
0
b(t)P(τg ≥ t)dt.
Hence, a1(t) = P(τg ≥ t) and∫ τg
0
dηg(t) 6=
∫ τg
0
a1(t)dηg(t).
This proves that the representations (1.3) and (1.4) are different.
Applications of several orthogonalisation procedures to integrals (1.2) were de-
scribed in [5, 6]. Still, the detailed description of the resulting orthogonal objects
remained as an open problem.
The approach we propose in the present article is based on transformations of
the initial probability measure P by functionals 1Iτg≥t in the manner of [7, ch. 9].
Namely, we study the structure of functionals from w that are square integrable
with respect to the new probability measure dP˜t =
1Iτg≥t
P(τg≥t)dP. Such approach allows
to use the Girsanov theorem, which leads to combinations of stochastic integrals of
the kind
J tnan =
n∑
m=0
∫
[0,t]n−m
∫
[0,t]m
an(s, r)k
t
n,m(r, w(r))drdw(s)
with explicitly described kernels ktn,m, such that for n 6= k functions J tnan and J tkbk
are orthogonal with respect to the measure P˜t and each f ∈ L2(σ(w), P˜t) can be
uniquely expanded as a sum f =
∑∞
n=0 J
t
nan. In other words, functions J
t
nan consti-
tute the orthogonal expansion of the space L2(σ(w), P˜t) analogous to the Itô-Wiener
expansion. Further we show that stochastic integrals of the form
∫ τg
0
J tna
t
ndηg(t)
constitute the orthogonal expansion of the space L2(ηg).
The article is organized in the following way. A short section 2 is devoted to the
preliminary material on the structure of the space of square integrable functionals
on the Banach space X with Gaussian measure µ. In section 3 we construct the ana-
logue of the Itô-Wiener expansion of the space L2(X , ν) determined by a measurable
isomoprhism T between probability spaces (X , ν) and (X , µ). It is proved that under
mild assumptions on T elements of the constructed expansion can be expressed
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as a certain compensation of µ−orthogonal polynomials (theorem 3.3). Section 4
is devoted to the case of classical Wiener space. Application of Girsanov theorem
to the construction of measurable isomorphisms on the classical Wiener space is
discussed. The measurable isomorphism corresponding to the functional 1Iτg≥t is
constructed (theorem 4.6). As a corollary, an orthogonal expansion of L2(σ(w), P˜t)
is built. Finally, in section 5 the orthogonal expansion of L2(ηg) analogous to the
Itô-Wiener expansion of L2(w) is constructed (theorem 5.2).
2 Preliminary material
In this section we collect definitions and constructions necessary for further
exposition.
X is a real separable Banach space; B is the Borel σ-field in X ; µ is a centered
Gaussian measure on (X ,B) with supp µ = X ;H is the Cameron-Martin space of the
measure µ, that is a real separable Hilbert space densely and compactly embedded
into X and satisfying the property ∫X eil(x)µ(dx) = e− 12 |l|2H , l ∈ X ∗ [8].
L2(X , µ) is the space of all µ−square integrable R−valued functions; L(n)HS(H) is
the space of all n-linear symmetric Hilbert-Schmidt forms An : Hn → R; L(n)HS,fin(H)
is the set of all forms An ∈ L(n)HS(H) satisfying
An(h, . . . , h) =
d∏
i=1
(h, ei)
ki , h ∈ H (2.1)
for some orthonormal inH system of elements e1, . . . , ed ∈ X ∗. The span of L(n)HS,fin(H)
is dense in L(n)HS(H).
Hk(t) = (−1)ke t
2
2 (e−
t2
2 )(k), t ∈ R is the k-th Hermite polynomial.
Iµn : L(n)HS(H) → L2(X , µ) is the unique isomorphic embedding whose action on
the form An ∈ L(n)HS,fin(H) satisfying (2.1) is given by the formula
IµnAn(x) =
d∏
i=1
Hki(ei(x)), x ∈ X ,
(see [9, 10, 11]). In fact, 1√
n!
Iµn is the isometry between L(n)HS(H) and its image
Kn(X , µ) = Iµn (L(n)HS(H)). The space Kn(X , µ) is exactly the space of µ−orthogonal
polynomials of the degree n. Spaces Kn(X , µ) are mutually orthogonal and L2(X , µ)
coincides with their Hilbert sum (the Itô-Wiener expansion):
L2(X , µ) = ∞⊕
n=0
Kn(X , µ).
Analogous construction is valid in the case of E−valued µ−square integrable func-
tionals, where E is any real separable Hilbert space [8].
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Ct is the space of all continuous functions x : [0, t] → R, x(0) = 0 endowed
with the sup-norm; Bt is the Borel σ−field in Ct, Bt is identified with the σ−field
σ{x(s) : s ∈ [0, t]} in C1. Index t will be supressed when t = 1. The Wiener measure
on the space (Ct,Bt) will be denoted by µt. The Cameron-Martin space Ht of the
measure µt is identified with L2([0, t]) via the inclusion [9]
L2([0, t]) 3 h 7→
∫ ·
0
h(s)ds ∈ Ct.
The space L(n)HS(Ht) is identified with the space L2s([0, t]n) of all symmetric functions
from L2([0, t]n). The mapping Iµtn coincides with the n−fold stochastic integration
with respect to the canonical Wiener process (ws)s∈[0,t] on (Ct, µt), ws(x) = x(s) [9]:
Iµtn an =
∫
[0,t]n
an(s)dws := n!
∫ t
0
∫ sn
0
. . .
∫ s2
0
an(s1, . . . , sn)dws1 . . . dwsn .
The space (C,H, µ) will be referred to as the classical Wiener space.
3 Measurable isomorphisms and orthogonal expansions
In the following simple lemma we show that a measurable and injective mapping
T : X → X taking measure ν to the Gaussian measure µ allows to transfer the Itô-
Wiener expansion of L2(X , µ) to the space L2(X , ν).
Lemma 3.1. Let ν be a probability measure on (X ,B). Assume that a Borel set
X0 ⊂ X and a mapping T : X0 → X satisfy conditions
1) ν(X0) = 1;
2) T is measurable and injective;
3) ν ◦ T−1 = µ.
Then the mapping T̂ f = f ◦ T is the isometry between spaces L2(X , µ) and
L2(X , ν). In particular, mappings
Iνn = T̂ ◦ Iµn
satisfy following properties:
1) 1√
n!
Iνn : L(n)HS(H)→ L2(X , ν) is the isometrical embedding;
2) spaces Kn(X , ν) = Iνn(L(n)HS(H)) are mutually orthogonal;
3) L2(X , ν) = ∞⊕
n=0
Kn(X , ν).
Equivalently, for each f ∈ L2(X , ν) there exists unique sequence (An)n≥0 of forms
An ∈ L(n)HS(H), such that
f =
∞∑
n=0
IνnAn in L
2(X , ν). (3.1)
Moreover, (3.1) holds if and only if f ◦ T−1 = ∑∞n=0 IµnAn in L2(X , µ).
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Proof of Lemma 3.1. According to the Souslin theorem [12, th.6.8.6], there exists
measurable S : X → X such that S(T (x)) = x, x ∈ X0. Hence, T̂ is the isometry of
L2(X , µ) onto L2(X , ν). All other assertions immediately follow from this fact.
Operators Iνn defined in Lemma 3.1 produce the orthogonal expansion of L
2(X , ν).
In the following theorem sufficient conditions are given when operators Iνn can be
written in a more detailed form.
Remark 3.2 (Notational). The space L(n)HS(H) is canonically identified with the sub-
space of the space of all symmetric (n−m)−linear L(m)HS (H)−valued Hilbert-Schmidt
forms on H. Accordingly, Iµn−mAn is the µ−square integrable L(m)HS (H)−valued func-
tion on X .
Theorem 3.3. Assume that additionally to conditions 1)-3) of Lemma 3.1 conditions
4) for each x ∈ X0 T (x)− x ∈ H;
5) ν  µ
are satisfied.
Then for all n ≥ 0 and An ∈ L(n)HS(H)
IνnAn(x) =
n∑
m=0
(
n
m
)
Iµn−mAn(x)(T (x)− x, . . . , T (x)− x), ν − a.e. (3.2)
Proof of Theorem 3.3. Consider the case An ∈ L(n)HS,fin(H), An satisfies (2.1). The
symmetry of An implies the equality
An(h, . . . , h, u, . . . , u) =
(
n
m
)−1 ∑
0≤mi≤ki,∑d
i=1mi=m
d∏
i=1
((
ki
mi
)
(h, ei)
ki−mi(u, ei)mi
)
.
Consequently,
∑
0≤mi≤ki,∑d
i=1mi=m
d∏
i=1
((
ki
mi
)
Hki−mi(ei(x))(T (x)− x, ei)mi
)
=
=
(
n
m
)
Iµn−mAn(x)(T (x)− x, . . . , T (x)− x).
On the other hand, the relation Hn(x + y) =
∑n
m=0
(
n
m
)
Hn−m(x)ym implies following
equalities.
IνnAn(x) = I
µ
nAn(T (x)) =
d∏
i=1
Hki(ei(x) + (T (x)− x, ei)) =
=
∑
0≤mi≤ki,
1≤i≤d
d∏
i=1
((
ki
mi
)
Hki−mi(ei(x))(T (x)− x, ei)mi
)
=
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=
n∑
m=0
(
n
m
)
Iµn−mAn(x)(T (x)− x, . . . , T (x)− x).
The relation (3.2) is checked in the case An ∈ L(n)HS,fin(H).
Consider the general case An ∈ L(n)HS(H). Choose a sequence (A(k)n )k≥1 of the
forms belonging to the span of L(n)HS,fin(H), which converges to An in L(n)HS(H). Then
for each m = 0, . . . , n (Iµn−mA
(k)
n )k≥1 converges to I
µ
n−mAn in L
2(X , µ;L(m)HS (H)) and
(T̂ (IµnA
(k)
n ))k≥1 converges to T̂ (IµnAn) in L
2(X , ν). Passing to a subsequence we may
asume that for µ−a.a. x ∈ X for each m = 0, . . . , n Iµn−mA(k)n (x)→ Iµn−mAn(x), k →∞
in L(m)HS (H) and for ν−a.a. x ∈ X T̂ (IµnA(k)n )(x)→ T̂ (IµnAn)(x), k →∞. The assumption
ν  µ implies that for ν−a.a. x ∈ X
T̂ (IµnAn)(x) = lim
k→∞
T̂ (IµnA
(k)
n )(x) =
= lim
k→∞
n∑
m=0
(
n
m
)
Iµn−mA
(k)
n (x)(T (x)− x, . . . , T (x)− x) =
=
n∑
m=0
(
n
m
)
Iµn−mAn(x)(T (x)− x, . . . , T (x)− x).
4 Transformations of the Wiener measure
In this section we study measurable transformations on the classical Wiener
space (C,H, µ). In such setting for any probability measure ν on (C,B) which is
absolutely continuous with respect to the Wiener measure µ, the Girsanov theorem
allows to construct the mapping T satisfying conditions 1),2),4) of Theorem 3.3.
Denote by ρ the density of ν with respect to µ, ρ = dν
dµ
. By the Clark theorem [13,
th. 5.6] there exists an adapted process h : [0, 1]× C → R, such that
ρ(x) = 1 +
∫ 1
0
h(s, x)dws,
∫ 1
0
h2(s)ds <∞ µ− a.s.
Denote ρ(t, x) = 1 +
∫ t
0
h(s, x)dws, so that (ρ(t))t∈[0,1] is the continuous version of
the martingale (E[ρ/Bt])t∈[0,1]. According to the Girsanov theorem [13, th. 6.2] the
mapping
T (x)(t) = x(t)−
∫ t
0
h(s, x)
ρ(s, x)
ds (4.1)
sends measure ν to the measure µ. It is well-defined on the set
X0 = {x ∈ X : inf
t∈[0,1]
ρ(t, x) > 0}(= {x ∈ X : ρ(x) > 0})
of full measure ν and evidently satisfy condition T (x)−x ∈ H. Unfortunately, T may
fail to be injective on the set of a full measure ν as it is seen in the famous example
due to B. S. Tsirelson [14].
Page 7/17
Transformations of Wiener Measure and Orthogonal Expansions
Example 4.1. There exists bounded adapted function b : [0, 1] × C → R such that
for any weak solution (ξt, w˜t)t∈[0,1] of SDE{
dξt = b(t, ξ)dt+ dw˜t
ξ0 = 0
(4.2)
the σ−field σ(ξ) contains a proper set independent of w˜ [15, ch. V, th. 18.3]. Denote
by ν the distribution of ξ in (C,B). Assume that the mapping T constructed in (4.1)
is injective on a set of full measure ν. Equivalent statement is that σ(ξ) coincides
with B up to ν−null sets. Hence, if we consider probability space (C,B, ν) and
denote ξt(x) = x(t), w˜t(x) = T (x)(t) we obtain weak solution (ξt, w˜t)t∈[0,1] of (4.2)
with σ(ξ) = σ(w˜), which is a contradiction.
Next we turn to positive results. Let g : [0, 1] → R, g(0) > 0 be continuous
function; τg(x) = inf{t ∈ [0, 1] : x(t) = g(t)} be the first moment when trajectory
x ∈ C reaches g (inf ∅ = 1). Denote by κg the probability on (C,B) defined via
the density dκg
dµ
= µ(τg = 1)
−11Iτg=1 with respect to the Wiener measure µ. In what
follows we prove that the mapping Tg defined in (4.1) for measure κg satisfies all
the conditions of Theorem 3.3. Subsequently, this result is used to construct the
orthogonal expansion of the space L2(C,κg). Further we will formulate and use
analogous results for the case t < 1, i.e. for the space (Ct,Bt, µt) and the measure
κg,t, dκg,tdµt (x) = µt(τg ≥ t)−11Iτg≥t. Proofs will be omitted as they repeat proofs in the
case t = 1.
Denote by Γ(g) the subgraph of g : Γ(g) = {(s, y) : 0 ≤ s ≤ 1, y < g(s)}. Let
α(s, y, g) be the probability that the Brownian motion starting at the moment s from
the point y doesn’t reach g :
α(s, y, g) = P(∀t ∈ [s, 1] y + wt−s < g(t)), (s, y) ∈ Γ(g).
In following lemmas the needed smoothness properties of the function α are proved.
Lemma 4.2. The function (s, y)→ α(s, y, g), (s, y) ∈ Γ(g) is continuous.
Proof of Lemma 4.2. Assume that (sn, yn) ∈ Γ(g), (sn, yn) → (s, y) ∈ Γ(g), n → ∞.
Evidently,
limn→∞({∀t ∈ [s, 1] y + wt − ws < g(t)} \ {∀t ∈ [sn, 1] yn + wt − wsn < g(t)}) = ∅,
and
limn→∞({∀t ∈ [sn, 1] yn + wt − wsn < g(t)} \ {∀t ∈ [s, 1] y + wt − ws < g(t)}) ⊂
⊂ {max
t∈[s,1]
(y + wt − ws − g(t)) = 0}.
Denote f(t) = g(s) − g(t), x = g(s) − y > 0. Without loss of generality assume that
s = 0. It is enough to show that
P(max
[0,1]
(w + f) = x) = 0. (4.3)
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Note that for all x > 0 P(max[0,1](w + f) ≤ x) > 0. According to [8, th. 4.2.2] the
function F (x) = lnP(max[0,1](w + f) ≤ x), x > 0 is concave. Hence, it is continuous
and equality (4.3) and the convergence α(sn, yn, g) → α(s, y, g), n → ∞ are proved.
In the next lemma a useful representation of the function α is derived. Consider
(s, z) ∈ Γ(g). There exists such c > 0 that
∀t ∈ [s, 1] z − c(t− s) < g(t). (4.4)
For r ≥ s denote by β(s, r, z, c, g) the probability that the Brownian motion starting
at the moment r from the point z − c(r − s) doesn’t reach g :
β(s, r, z, c, g) = P(∀t ∈ [r, 1] z − c(r − s) + wt−r < g(t))
(put β(s, r, z, c, g) = 1 for r > 1).
Lemma 4.3. For any y < z the following representation holds.
α(s, y, g) =
∫ ∞
0
β(s, s+ t, z, c, g)
z − y√
2pit3
e−
(z−y−ct)2
2t dt. (4.5)
Proof of Lemma 4.3. Denote by σ the first moment when the Brownian motion start-
ing at the moment s from the point y reaches the line z − c(t− s) :
σ = inf{t ∈ [s, 1] : y + wt−s = z − c(t− s)}.
Then the needed representation follows from the strong Markov property of the
Brownian motion and the expression for the density of σ [16, ch.I, (9.2)].
α(s, y, g) = Eβ(s, σ, z, c, g) =
=
∫ ∞
0
β(s, s+ t, z, c, g)
z − y√
2pit3
e−
(z−y−ct)2
2t dt.
Corollary 4.4. For each s ∈ [0, 1] the function y 7→ α(s, y, g) is infinitely differen-
tiable on (−∞, g(s)). For every n ≥ 0 the mapping
(s, y)→ ∂
nα
∂yn
(s, y, g), (s, y) ∈ Γ(g)
is continuous. In particular, for each compact A ⊂ Γ(g) and n ≥ 0
inf
(s,y)∈A
α(s, y, g) > 0, sup
(s,y)∈A
∣∣∣∣∣∂nα∂yn (s, y, g)
∣∣∣∣∣ <∞.
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Proof of Corollary 4.4. The differentiability of α(s, y, g) in y is easily seen from the
representation (4.5). Assume that (sk, yk) ∈ Γ(g), k ≥ 0, (sk, yk) → (s0, y0), k → ∞.
Choose z ∈ (y0, g(s0)) and c > 0 such that (4.4) holds. We may assume that for all k
z ∈ (yk, g(sk)) and z − c(t− sk) < g(t), t ∈ [sk, 1]. According to (4.5), for all k ≥ 0
∂nα
∂yn
(sk, yk, g) =
∫ ∞
0
β(sk, sk + t, z, c, g)
∂n
∂yn
(
z − y√
2pit3
e−
(z−y−ct)2
2t
)∣∣∣∣∣
y=yk
dt
and only the convergence β(sk, sk + t, z, c, g) → β(s0, s0 + t, z, c, g), k → ∞ must be
checked. The case when sk + t ≥ 1 infinitely often is obvious. In the case when
sk + t ≤ 1 one has
β(sk, sk + t, z, c, g) = α(sk + t, z − ct, g)
and convergence follows from Lemma 4.2.
Corollary 4.5. Consider the sequence of continuous functions gk ∈ C([0, 1]), k ≥ 1
which is increasing to the continuous function g ∈ C([0, 1]). Then for each (s, y) ∈
Γ(g) and n ≥ 0
∂nα
∂yn
(s, y, gk)→ ∂
nα
∂yn
(s, y, g), k →∞.
Proof of Corollary 4.5. Assume that (s, y) ∈ Γ(g1). Consider z ∈ (y, g1(s)) and c > 0
such that (4.4) is satisfied for all functions gk. The representation from Lemma 4.3
implies that only the convergence
β(s, r, z, c, gk)→ β(s, r, z, c, g), k →∞
must be checked. It easily follows from the continuity of probability measure [17,
L.1.14].
In the next theorem the Clark representation for 1Iτg=1 is found and the expres-
sion (4.1) in the case of the measure κg is clarified. As a corollary the measurable
isomorphism between spaces (C,B, ν) and (C,B, µ) satisfying all the conditions of
Theorem 3.3 is constructed.
Theorem 4.6. i) The Clark representation for 1Iτg=1 has the form
1Iτg=1 = α(0, 0, g) +
∫ 1
0
∂α
∂y
(s, ws, g)1Iτg≥sdws. (4.6)
ii) The set X0 = {x ∈ C : x < g} and the mapping
Tg(x)(t) = x(t)−
∫ t
0
∂ lnαg
∂y
(s, x(s), g)ds, x ∈ X0
possess following properties:
1) κg(X0) = 1;
2) Tg : X0 → C is measurable and injective;
3) κg ◦ T−1g = µ;
4) for each x ∈ X0 Tg(x)− x ∈ H.
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Proof of Theorem 4.6. i) Suppose that g is continuously differentiable. For every
s ∈ [0, 1] and y < g(0) let γ(s, y) be the probability that the process (y + wt − ws −
(g(t)− g(s)))t∈[s,1] doesn’t achieve the level g(0) :
γ(s, y) = P(∀t ∈ [s, 1] y + wt − ws − (g(t)− g(s)) < g(0)).
γ satisfies the following boundary value problem [18, ch.6, §5].
∂γ
∂s
(s, y) +
1
2
∂2γ
∂2y
(s, y)− g′(s)∂γ
∂y
(s, y) = 0,
γ(1, y) = 1, γ(s, g(0)) = 0.
τg coincides with the first moment when the process ηt = wt − (g(t)− g(0)), t ∈ [0, 1]
achieves level g(0). According to the Itô formula,
1Iτg=1 = α(0, 0, g) +
∫ 1
0
∂γ
∂y
(s, ηs)1Iτg≥sdws.
It is easy to see that in the case y < g(s) one has
∂α
∂y
(s, y, g) =
∂γ
∂y
(s, y − (g(s)− g(0))).
Hence, the formula (4.6) is proved for continuously differentiable function g.
Remark 4.7. Used approach was proposed in [4] to treat the case g = const. Also,
in the case g = const formula (4.6) was proved in [19] via the machinery of BV-
functions on the Wiener space.
Assume next that g is arbitrary continuous function. Consider the sequence
(gk)k≥1 of continuously differentiable functions which is increasing to the function
g. By the Clark theorem there exists an adapted square integrable h : [0, 1]×C → R,
such that
1Iτg=1 = α(0, 0, g) +
∫ 1
0
h(s)dws.
It is enough to show that for a.a. s ∈ [0, 1]
h(s) =
∂α
∂y
(s, ws, g)1Iτg≥s, µs − a.e.
Evidently, 1Iτgk=1 ↗ 1Iτg=1, k → ∞ µ−a.s. and in L2(C, µ). Corollary 4.5 implies that
α(0, 0, gk)→ α(0, 0, g), k →∞. Hence,∫
X
(∫ 1
0
∂α
∂y
(s, ws, gk)1Iτgk≥sdws −
∫ 1
0
h(s)dws
)2
µ(dx) =
=
∫ 1
0
∫
X
(
∂α
∂y
(s, x(s), gk)1Iτgk (x)≥s − h(s, x)
)2
µs(dx)ds→ 0, k →∞.
Page 11/17
Transformations of Wiener Measure and Orthogonal Expansions
Passing to subsequences, we may assume that for a.a. s ∈ [0, 1] and µs−a.a. x ∈ Cs
∂α
∂y
(s, x(s), gk)1Iτgk (x)≥s → h(s, x), k →∞
and x(s) 6= g(s). If τg(x) < s then for all k τgk(x) < s and h(s, x) = 0. If τg(x) ≥ s,
then x(s) < g(s) and corollary 4.5 implies that h(s, x) = ∂α
∂y
(s, x(s), g). Formula (4.6)
is proved for all g ∈ C([0, 1]).
ii) According to the Markov property of the Brownian motion
E[1Iτg=1/Bs] = 1Iτg≥sα(s, ws, g). (4.7)
From (4.6) and (4.7) it follows that in the case of the measure κg the relation (4.1)
takes the form
Tg(x)(t) = x(t)−
∫ t
0
∂ lnαg
∂y
(s, x(s), g)ds.
Hence, as it is shown in the beginning of this chapter, the properties 1), 3), 4)
are satisfied. We will check injectivity of the mapping Tg. Assume that x1, x2 ∈
X0, Tg(x1) = Tg(x2). There exist a, γ > 0 such that for any s ∈ [0, 1] x1(s), x2(s) ∈
[−a, g(s) − γ]. Corollary 4.4 implies the existence of a constant A > 0 such that for
all s ∈ [0, 1] y ∈ [−a, g(s)− γ]
∣∣∣∣∣∂2(lnα)∂y2 (s, y, g)
∣∣∣∣∣ ≤ A. Hence, for each t ∈ [0, 1]
|x1(t)− x2(t)| ≤ A
∫ t
0
|x1(s)− x2(s)|ds
which is possible only when x1 = x2.
As a corollary of Theorems 3.3 and 4.6 we construct the orthogonal expansion of
the space L2(Ct,κg,t). For each s ∈ [0, t], y < g(s) denote by αt(s, y, g) the probability
that the Brownian motion starting at the moment s from the point y doesn’t reach
g up to the moment t :
αt(s, y, g) = P(∀r ∈ [s, t] y + wr−s < g(r)).
Define the mapping I
κg,t
n : L2s([0, t]
n)→ L2(Ct,κg,t) as follows:
Iκg,tn an =
n∑
m=0
(−1)mCmn
∫
[0,t]m
∫
[0,t]n−m
an(r, s)dwr
m∏
i=1
∂(lnαt)
∂y
(si, wsi , g)ds. (4.8)
Corollary 4.8. Mappings Iκg,tn possess following properties:
1) 1√
n!
I
κg,t
n is the isometrical embedding;
2) spaces Kn(Xt,κg,t) = Iκg,tn (L2s([0, t]n)) are mutually orthogonal;
3) L2(Xt,κg,t) =
∞⊕
n=0
Kn(Xt,κg,t).
Page 12/17
Transformations of Wiener Measure and Orthogonal Expansions
Remark 4.9. According to the stochastic Fubini theorem [20, th.4.18], the expres-
sion (4.8) can be written in the form
Iκg,tn an = n!
∑
1≤k1<...<km≤n,0≤m≤n
(−1)m
∫ t
0
∫ rn
0
. . .
∫ r2
0
an(r1, . . . , rn)dwr1 . . . dwrk1−1
∂(lnαt)
∂y
(rk1 , wrk1 , g)drk1dwrk1+1 . . . dwrn .
Formally this is equivalent to
Iκg,tn an = n!
∫ t
0
∫ rn
0
. . .
∫ r2
0
an(r1, . . . , rn)
(dwr1 −
∂(lnαt)
∂y
(r1, wr1 , g)dr1) . . . (dwrn −
∂(lnαt)
∂y
(rn, wrn , g)drn).
From the last expression the orthogonality of stochastic integrals I
κg,t
n an and I
κg,t
k ak
of different degrees with respect to κg,t is obvious. Indeed, under the measure κg,t
the process (x(s)− ∫ s
0
∂(lnαt)
∂y
(r, x(r), g)dr)s∈[0,t] is a Brownian motion.
5 Orthogonal expansion of the space L2(ηg)
Recall that ηg(·) = w(min(τg(w), ·)), where τg(x) = inf{t ∈ [0, 1] : x(t) = g(t)}.
Denote by νg the distribution of ηg in the space C. νg is the image of the Wiener
measure µ under the mapping Fg : C → C, Fg(x)(t) = x(min(τg(x), t)). Denote by Bτg
the σ−field of τg−measurable sets:
Bτg = {A ∈ B : ∀t ∈ [0, 1] A ∩ {τg ≤ t} ∈ Bt}.
In the next lemma the structure of the σ−field σ(Fg) is described.
Lemma 5.1. [21, L.1.3.3] Following σ−fields coincide:
{A ∈ B : F−1g (A) = A} = σ(Fg) = Bτg .
According to Lemma 5.1
Eµ[I
µ
nan/Fg] = n
∫ 1
0
1Iτg≥tI
µt
n−1(an(·, t))dwt. (5.1)
In the next theorem it is proved that in order to get the orthogonal expansion of
L2(C, νg) it is enough to substitute Iκg,tn−1 for Iµn−1 in (5.1). Define the mapping Iνgn as
follows:
Iνgn an = n
∫ τg
0
I
κg,t
n−1(an(·, t))dwt, an ∈ L2s([0, 1]n).
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Theorem 5.2. Mappings Iνgn possess following properties:
1) I
νg
n : L2s([0, 1]
n)→ L2(C, νg) is the isomorphic embedding;
2) spaces Kn(C, νg) = Iνgn (L2s([0, 1]n)) are mutually orthogonal;
3) L2(C, νg) =
∞⊕
n=0
Kn(C, νg).
Proof of Theorem 5.2. Note that the function x → Iνgn an(x) is Bτg -measurable. Ac-
cording to lemma 5.1 it is Fg-invariant. Hence,∫
C
(Iνgn an(x))
2νg(dx) =
∫
C
(Iνgn an(Fg(x)))
2µ(dx) =
=
∫
C
(Iνgn an(x))
2µ(dx) = n2
∫
C
(∫ 1
0
1Iτg≥tI
κg,t
n−1(an(·, t))dwt
)2
dµ =
= n2
∫ 1
0
∫
Ct
1Iτg≥t(I
κg,t
n−1(an(·, t)))2dµtdt =
= n2
∫ 1
0
µ(τg ≥ t)
∫
Ct
(I
κg,t
n−1(an(·, t)))2dκg,tdt =
= nn!
∫ 1
0
µ(τg ≥ t)
∫
[0,t]n−1
an(s, t)
2dsdt.
Consequently,
µ(τg = 1)n!
∫
[0,1]n
an(t)
2dt ≤
∫
C
(Iνgn an(x))
2νg(dx) ≤
≤ n!
∫
[0,1]n
an(t)
2dt.
This proves that I
νg
n is the isomorphic embedding.
Analogous calculation proves the orthogonality of spaces Kn(C, νg). The totality
of spaces Kn(C, νg) in L2(C, νg) is left to be proved. Consider f ∈ L2(C, νg). Without
loss of generality we may assume that
∫
C fdνg = 0. The composition f ◦Fg belongs to
L2(X , µ). Hence, there exists an adapted square integrable function h : [0, 1] × C →
R, such that
f ◦ Fg =
∫ 1
0
htdwt, µ− a.e.
Lemma 5.1 implies that after conditioning with respect to σ(Fg) one has
f ◦ Fg =
∫ 1
0
1Iτg≥thtdwt, µ− a.e.
Both sides of the last equality are measurable with respect to Fg. Hence,
f =
∫ 1
0
1Iτg≥thtdwt, νg − a.e.
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For a.a. t ∈ [0, 1] ht ∈ L2(Ct, µt) ⊂ L2(Ct,κg,t). Corollary 4.8 implies the existence of
unique sequence atn ∈ L2s([0, t]n), n ≥ 0, such that
ht =
∞∑
n=0
Iκg,tn a
t
n.
Hence, the square of norm of f can be calculated in the following way.
∫
C
f 2dνg =
∫
C
(∫ 1
0
1Iτg≥thtdwt
)2
dµ =
∫ 1
0
∫
Ct
1Iτg≥th
2
tdµtdt =
=
∫ 1
0
µ(τg ≥ t)
∫
Xt
(h(t, x))2κg,t(dx)dt =
=
∫ 1
0
µ(τg ≥ t)
∞∑
n=0
∫
Ct
(Iκg,tn a
t
n)
2dκg,tdt =
=
∞∑
n=0
∫ 1
0
µ(τg ≥ t)
∫
Ct
(Iκg,tn a
t
n)
2dκg,tdt =
∞∑
n=0
∫
C
(I
νg
n+1bn+1)
2dνg.
In the last expression bn+1 denotes the symmetrization of the function (s, t)→ atn(s)
to [0, 1]n+1. This proves the Parseval identity for f. Theorem is proved.
Example 5.3. Assume that f ∈ L2(ηg) has the Clark representation of the form
f =
∫ τg
0
ft(ηg(t))dηg(t).
As is seen from the proof of Theorem 5.2 to expand f as the series
∑∞
n=1 I
νg
n bn one
has to obtain the representation of the functional x → ft(x(t)) with respect to the
measure κg,t
ft(x(t)) =
∞∑
n=0
Iκg,tn a
t
n
and define bn as the symmetrization of (s, t)→ atn−1(s). According to the Lemma 3.1
kernels atn coincide with kernels in the Itô-Wiener expansion of ft(ξt), where (ξs)s∈[0,t]
is the solution of the SDE {
dξs =
∂ lnαg
∂y
(s, ξs, g)ds+ dws
ξ0 = 0.
(5.2)
The latter expansion is given by the Krylov-Veretennikov formula (1.1).
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