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The purpose of this study was to understand how a large-scale representation of 
agroecosystems and ecosystems respond to extreme hydrometeorological and climate 
extreme events (EHCE) within the Platte River Basin.  The ability for agroecosystems 
and ecosystems to adapt to a changing and variable climate is vital for global water, 
energy, and food security.  Two model experiments were performed, the first with a time 
span from 2000 to 2013 in which a dynamic leaf area index (LAI) MODIS15A2 product 
was implemented.  The second experiment ran from 1950 through 2013 used a 
climatological fixed seasonal cycle calculated as the average from the 2000-2013 
dynamic MODIS15A2 product.  The Variable Infiltration Capacity model (VIC) was 
employed for the two experiments to simulate evapotranspiration (ET) and soil moisture.  
Soil moisture percentiles were found for the Platte River Basin along with the five main 
subbasins, North Platte, South Platte, Middle-Lower Platte, Loup and Elkhorn.  Extreme 
wet and dry events were identified and assessed based on the soil moisture percentiles 
and a threshold of above 80% and below 20%, respectively.  The Platte River Basin was 
discretized into the two major land covers, agriculture (agroecosystems) and 
grassland/shrubland (ecosystems).  The dynamic LAI was examined between the two 
land covers and utilized as a representation for system function along with 
evapotranspiration and soil moisture for defining resilience.  Resilience was measured for 
the two land covers based on the deviation and recovery time for the three system 
functions.  For both wet and dry extreme events, the agroecosystem was found to be more 
resilient than the ecosystem.  
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The purpose of this study is to understand how large-scale representation of 
agroecosystems and ecosystems responds to extreme hydrometeorological and climate 
extreme events (EHCE).  The ability for agroecosystems and ecosystems to adapt to a 
changing and variable climate is vital for global water, energy, and food security. Figure 
2.1 (Kuczinski and Irvin 2012) illustrates the upward trend in weather related loss events 
for each continent from 1980 to 2011.  A 500% increase in weather related loss events in 
North America and an unprecedented number at nearly 300 events in 2010 (see Figure 
2.2) shows the vulnerability built and natural ecosystems face.  These figures cover a 
wide range of weather-related hazards, including winter storms, hurricanes, severe 
thunderstorms, landslides, subsidence, wildfires, floods, and droughts giving light to a 
growing problem both globally and nationally.  Among the most costly natural disasters 
are droughts and floods (Andreadis et al. 2005).  The 2012 drought was the most 
widespread drought since 1930 and totaled approximately 31 billion dollars in losses 
(https://www.ncdc.noaa.gov/billions/events).  On the other hand, as a result of persistent 
heavy rains and thunderstorms the 1993 flood totaled an estimated 34 billion dollars in 
damages with over 1,000 levees breached, 60,000 homes destroyed, and 94,000 people 
without homes (Kunkel 2003; and https://www.ncdc.noaa.gov/billions/events). The 1993 
flood and 2012 drought were felt in the state of Nebraska with the 2012 drought coming 
in as the driest and hottest year on record going back to 1895 for Nebraska (Bathke et al. 
2014).  The combination of increasing temperatures and increased seasonal variability in 
precipitation that is likely to occur in Nebraska, points toward the expected increase in 













Figure 2.2 Number of natural catastrophes in North America from 1980 to 2011 




Various extreme events have been defined in different studies.  Some events 
mentioned include simple climate extremes such as very high or low temperatures and 
reoccurring heavy daily rainfall, as well as more complex extreme events occur with an 
unpredictable annual frequency at a given location including hurricanes, tornados, floods, 
and droughts (Rosenzweig et al. 2001; Easterling et al. 2000; Zwiers et al. 2013).  This 
study will examine drought and extreme precipitation as defined as extreme 
hydrometeorological and climate events, EHCE from here forward.   
With seasonal and regional precipitation changes producing stronger rainfall 
events divided by longer and hotter dry periods, both extreme precipitation events and 
droughts are likely to become more common and intense (Melillo et al. 2014).  Figure 2.3 
shows the amount of precipitation increase from very heavy events for the major regions 
of the United States from 1958 to 2012 (Melillo et al. 2014).  EHCE can greatly affect 
water resources through changes in precipitation frequency and intensity, drought, snow 
and ice melting, evaporation, water temperatures, soil moisture, and runoff (Karl et all. 
2009).  Over a 55-year study period, Stewart et al. (2005) found the onset of snowmelt 
derived streamflows occurring approximately 1-4 week earlier and major April-July 
streamflow peaks occurring about 1 week earlier for western snowmelt-dominated 
regions.  This study included the Rocky Mountains which provide snowmelt derived 
streamflows for the Colorado River, Arkansas River, Rio Grande, San Juan River, and 
the North and South Platte Rivers, which impact many states that rely on upstream 
melting snowpack to help with greater spring and summer demands on water resources 
(e.g. irrigation).  It is also worth noting that some of the streams throughout the basin are 
hydrologically connected to groundwater, and therefore impacts on one can greatly affect 
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the other.  To account for surface water shortages, groundwater demands are likely to be 
further relied upon and strained.  Changes to the water cycle are expected to continue and 
to adversely affect where, when, and how much water is available for supporting wildlife, 
hydropower, navigation, and recreation; and for meeting the diverse needs of agriculture, 
municipalities, industries, and other users (Karl et al. 2009). 
 
 
Figure 2.3 Percent increases in the amount of precipitation from very heavy events 
(defined as the heaviest 1% of all daily events) from 1958 to 2012 for each region of the 
United States (Figure source: Melillo, Richmond, and Yohe 2014). 
 
EHCE affect many aspects of human health such as respiratory problems due to 
decreased air quality, increases in vector borne diseases, increases of waterborne 
diseases, and adverse mental health effects (Kim et al. 2014).  On the other hand, a 
limited water supply may result in reduced hydropower production, as well as limited 
water for thermal power plants cooling resulting in less efficient energy production 









through (air, rail, and road) delays, reduced navigability of waterways, and cut off roads 
and railways (Koetse and Rietveld 2009).  Ecosystems typically see the effects of EHCE 
through damage to wildlife habitat, shifts in plant and animal dynamics and biodiversity, 
and water quality (Lake 2003; Jentsch and Beierkuhnlein 2008).   
In addition to human health, energy, transportation, and ecosystems; agriculture is 
also affected by EHCE. Although agriculture production has increased over the years due 
to technology developments and improvements to infrastructure, it is still dependent on 
climate conditions as illustrated by Figure 2.4 (Rosenzweig et al. 2001).   
 
 
Figure 2.4 Net farm income for 1990-2014 for Nebraska, Iowa, and Illinois. 












































Figure 2.4 shows the net farm income for Nebraska and several other 
agriculturally driven states from 1990-2013.  It is clear to see that EHCE have impacts on 
agriculture, particularly the losses from the 1993 flood and 2002 drought.  Therefore, 
further understanding the effects of EHCE is vital for farmers, policy makers, and water 
managers, to better prepare and reduce potential hazards.  To better understand the 
impact of EHCE, we pose the question: how do different subbasins respond to EHCE?  
Going a step further, we expand this idea to how different land covers respond to EHCE.   
Agriculture is a dominant land management at global, national, and local levels 
covering nearly 38% of land in the world, 45% of the land in the United States 
(http://data.worldbank.org/indicator/AG.LND.AGRI.ZS/countries/1W-
US?display=graph), and 48% of the land in Nebraska (United States Department of 
Agriculture 2014).  As Figure 2.5 depicts, agriculture provides and consumes ecosystem 
services.  Agricultural systems are primarily managed to produce ecosystem provisions 
such as food, fiber, and bioenergy but in turn depend on an array of supporting and 
regulating services such as pollination, nutrient cycling, and soil structure (Zhang et al. 
2007).  Agriculture can adversely impact ecosystems (Gordon et al. 2010); however, with 
proper management (farm, landscape, and water management), agricultural systems can 
help provide the services necessary for agricultural provisions, such as biological pest 
control, nutrient cycling, soil conservation and fertility, water quality and quantity, and 
pollination (Power 2010).  Therefore, distinguishing between agroecosystems and 
ecosystems and their vegetative response to EHCE can help determine proper 




Figure 2.5 Flow of agroecosystem services and disservices with impacts of farm and 
landscape management. (Figure source (Power 2010)) 
 
Although landuse, land cover, and vegetation changes may have different definitions, 
they all describe natural or anthropogenic modifications to an initial land state.  For this 
study they are all describing changes in vegetation, wheather that be due to agricultural 
expansion or phenological changes to vegetation.  Either way, a considerable amount of 
evidence shows the important role vegetation plays in the hydrological process 
(Matheussen et al. 2000; Mahmood and Hubbard 2004; Muñoz-Arriola et al. 2009; 
Wegehenkel 2009; Peel, et al. 2010; Tang et al. 2012; Ford and Quiring, 2013; Tesemma 
et al. 2015), particularly in response to EHCE.  These studies highlight the impact that 
vegetation can have on estimating hydrological fluxes such as evapotranspiration, 
streamflow, soil moisture, and runoff.  The studies also emphasize the importance that 
further understanding is needed for examining how agroecosystems and ecosystems 
respond to EHCE.  
With the increasing frequency and intensity of extreme rainfall and drought events, 
water and food security are major concerns (Melillo et al. 2014; Karl et al 2009; Suweis 
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et al. 2015).  Agroecosystems and ecosystems offer valuable services; however they are 
also vulnerable to extreme events (Rosenzweig et al. 2001; Maracchi et al 2005; Jentsch 
and Beierkuhnlein 2008).  The temporal and spatial variance of EHCE can increase crop 
vulnerability by affecting soil conditions, water availability, agricultural yields, and 
susceptibility to pest and pathogen infestations (Rosenzweig et al. 2001; Maracchi et al 
2005).  Ecosystems can also be affected by extreme events in similar ways through 
reduced species diversity, productivity, reproduction, phenology, and nutrient cycling 
(Jentsch and Beierkuhnlein 2008).  With a better understanding of how EHCE impact 
ecosystems and agroecosystems, producers and managers can be better prepared and 
reduce the impacts on water and food security of future extreme events.   
One way to reduce the impacts of extreme rainfall events and droughts on the nation 
and its communities is to invest in enhancing resilience (Committee on Increasing 
National Resilience to Hazards and Disasters and Committee on Science, Engineering, 
and Public Policy 2012). Resilience has become an important focus for system managers, 
users, and researchers (McDaniels et al. 2008; Carpenter et al. 2014).  Conserving and 
protecting natural systems such as crop land, forests, grasslands, lakes, and other natural 
habitats, can enhance community resilience (State, Local, and Tribal Leaders Task Force 
on Climate Preparedness and Resilience 2014).  Although the idea of resilience 
originated in the field of ecology (Holling 1973), the concept of resilience has been 
studied in a broad range of disciplines.  The concepts of resilience have been used in 
economics, natural resource management, engineering, law, sociology, psychology, and 
various different ecosystems (Committee on the Effects of the Deepwater Horizon 
Mississippi Canyon-252 Oil Spill on Ecosystem Services in the Gulf of Mexico et al. 
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2013).  Folke et al. (2004) looked at the dynamics of resilience in various ecosystems, 
including freshwater systems, marine systems, savannas/grasslands, forest systems, and 
arctic/sub-arctic systems.  Hoegh-Guldberg et al. (2007) examined how the resilience of 
coral reefs has changed due to climate change and ocean acidification.  Scheffer et al. 
(2001) described studies on lakes, oceans, coral reefs, forests, and arid lands that have 
revealed that a loss in resilience can cause switches to contrasting states.  However, 
resilience of agroecosystems has not been well studied or measured (Lin 2011; Cabell 
and Oelofse 2012).  Many communities still greatly depend on agriculture, making 
resiliency of agroecosystems an essential topic of study (Lin 2011).  Additionally, it is 
difficult to find and implement meaningful metrics that can be used to measure and track 
resilience, an area which is critically underdeveloped (Cabell and Oelofse 2012; 
Cumming et al. 2005; Carpenter et al. 2014).   
 The focus of this study is to answer the question of how large-scale 
representations of agroecosystems and ecosystems respond to EHCE.  The study is 
broken into three main sections based on the following three objectives: (1) to identify 
and assess the EHCEs for the Platte River Basin and its main subbasins; (2) to explore the 
differences between fixed and dynamic leaf area index (LAI) products as well as identify 
how LAI differs between different land cover domains, agroecosystems and ecosystems; 
and (3) to examine the deviation and recovery time of three system functions (LAI, soil 






In general this thesis is presented as follows: Chapter 2 – Dataset and methods, 
Chapter 3 – Results and Discussion, and Chapter 4 –Conclusions.  Chapter 2 is presented 
with the study area described in section 2.2, the description of the datasets in section 2.3, 
the model and its implementation explained in section 2.4, the calibration briefly defined 
in section 2.5, and the design setup in sections 2.6-2.9.  Chapter 3 is presented with the 






 METHODS CHAPTER 2.
2.1 Introduction 
This study addresses how agroecosystems and ecosystems respond to extreme 
events through the implementation of a resilience framework.  The following section will 
provide details of the study region, datasets that were used, and a description of the 
Variable Infiltration Capacity (VIC) model employed.  In the later portion of this section 
are the details of how the resilience for agroecosystems and ecosystems was tested.  It 
will start with how EHCE were identified and characterized for subbasins throughout the 
Platte River Basin.  Next, the land cover was discretized into the two major covers, 
agroecosystems and ecosystems.  Remote sensing data was implemented to provide a 
dynamic representation of vegetation and to track phenological changes for each land 
cover.  Finally, an engineering resilience framework was implemented using LAI, soil 
moisture, and evapotranspiration to represent system function.  The recovery time and 
deviation were used as the major metrics for quantifying resilience.   
2.2 Study Area 
Nebraska has evolved from the “Great American Desert” into a productive resource 
centered on agriculture with more than $23 billion in annual cash receipts (“Nebraska 
Agriculture” 2015).  Nearly 93 percent of the land in the state, or 45.4 million acres, is 
used for farming.  Rangeland and pastureland account for approximately 23 million acres, 
half of which resides in the Sandhills regions(“A Look at Nebraska Agriculture” 2011 
and “Nebraska Agriculture” 2013) Although too shallow for transportation, the Platte 
River is a vital resource for agriculture, industry, municipalities, and provides habitat for 
countless birds, fish, and other wildlife.  The river drains the eastern Rocky Mountains in 
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Wyoming and Colorado, along with a large portion of the central Great Plains in 
Nebraska.  The Platte River begins at the heads of the South & North Platte River 
subbasins until their streamflows merge to continue for 500 kilometers (310 miles) before 
draining into the Missouri River.  Both the North and South Platte Rivers originate in 
Colorado primarily from snowmelt in the Rocky Mountains with the North Platte 
draining southeastern Wyoming and the South Platte draining northern Colorado as 
Figure 2.1 illustrates.  From its North Platte source, the Platte River totals 1,590 
kilometers (990 miles) in length, draining an area of about 225,000 square kilometers 
(86,600 square miles; http://www.britannica.com/place/Platte-River). It begins as two 
narrow, swift moving rivers in Colorado and Wyoming before slowing into a shallow 
braided river across Nebraska.  The Platte River Basin covers a wide variety of terrain 
with mountainous peaks, rolling hills, fertile valleys, expansive plains, and unique 
Sandhills.  The Platte River Basin contains five sub-basins as displayed in Figure 2.1, 
which include the North Platte (80,470 km²), South Platte (62,550 km²), Middle-Lower 





Figure 2.1 The elevation of the Platte River Basin and it five sub-basins the North 
Platte, South Platte, Middle-Lower Platte, Loup, and Elkhorn. 
 
  











The climate varies based largely on elevation, latitude, and topography ranging 
from a continental-type climate in the east to a semi-arid climate in the west.  Large 
temperature ranges and irregular annual and seasonal precipitation characterize the 
climate throughout.  The South Platte Basin is defined by long winters with significant 
snowfall, a short growing season, and variable precipitation.  The average annual 
precipitation is around 1,000 mm for high mountainous areas, while in the foothills it 
ranges from 300 to 460 mm (see Figure 2.2).  The foothills are described as a semiarid 
region highly susceptible to drought with warm summers, cold winters, and a majority of 
precipitation between April and September.  The North Platte Basin is very similar to the  
 
Figure 2.2 Annual average precipitation for the Platte River Basin from 2000-2013. 







South Platte with approximately 230 to 400 mm of precipitation on the plains and 
between 500 and 1,000 mm in the mountainous regions.  Nebraska’s climate varies 
greatly across the state, especially rainfall.  In the west the elevation is near 5,000 feet 
above sea level with an annually average of 380 mm of precipitation, while in the east the 
elevation is near 1,000 feet above sea level with 790 mm of precipitation. 
Across Nebraska, loess soil provides productive cropland for growing row crops such 
as corn and soybeans.  In central Nebraska and portions of Wyoming and Colorado, the 
soil becomes sandy making it suitable for hay and pasture grasses.  In the western region 
of the basin, loamy soils make it prime ground for wheat production.  In 1860, major 
hydrologic regime and morphology changes began throughout the Platte River Basin as 
water resources were employed for agricultural, industrial, and municipal uses.  Over the 
years the basin has seen increases in the diversion of flow from channels, storage of water 
in reservoirs, and increase groundwater use.  Today, irrigation makes it possible to grow 
crops in regions once considered too dry.  
2.3 Data 
2.3.1 MODIS LAI 
LAI is a dimensionless measure that quantifies the amount of leaf material in a 
canopy, thus a measure to characterize plant canopies.  It is defined as the one sided 
green leaf area per unit ground area for broadleaf canopies, or as half of the total needle 
surface area per unit ground area in needle canopies (Myneni et al. 1997).  The measure 
provides a link between plants and the atmosphere for various exchanges such as 
respiration, transpiration, and interception.  LAI can be used to classify various land 
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covers and is an important component for assessing vegetative growth and vigor.  It can 
also be used to track the phenological changes of vegetation. 
In the Land Surface Hydrologic (LSH) models, LAI is used to quantify the canopy 
cover, consequently influencing interception and infiltration.  LAI is used to calculate the 
maximum amount of water intercepted by the canopy, canopy resistance, root uptake 
rate, and evapotranspiration rate (Liang et al. 1994).  LAI is used to define vegetation 
types and varies monthly to capture normal seasonal variability and vegetation green up; 
however, in many LSH models LAI remains invariant interannually.  Thus, years of 
abnormally high/low vegetation health or early/late green up are not captured, and 
landuse (vegetation type) is assumed to be seasonally fixed year to year.  This seasonally 
fixed representation of vegetation developed by Myneni et al. (1997) as a dataset of 
estimated global LAI is based on atmospherically corrected NDVI observations from 
monthly Advanced Very High Resolution Radiometer (AVHRR) data.  Nijssen et al. 
(2001) describe how Myneni’s LAI data were mapped to the dominant vegetation types, 
based on the AVHRR global land classification defined by Hansen et al. (2000). 
A considerable amount of evidence shows the important role vegetation plays in 
the hydrological process (Tang et al. 2012; Ford and Quiring, 2013; Tesemma et al. 2015; 
Peel et al. 2010; Wegehenkel, 2009), with remote sensing becoming an increasingly 
popular source for tracking vegetation.  
Tang et al. (2012) applied interannually varying LAI obtained from Moderate 
Resolution Imaging Spectroradiometer (MODIS) to predict VIC simulated 
evapotranspiration in the North American monsoon region for 2000-2009, and validated 
their results with observations at two eddy covariance tower sites.  They showed that both 
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vegetation greening and dormancy dates vary widely from year to year, concluding that 
using mean monthly LAI evapotranspiration estimates are biased by 10-30%.  Ford and 
Quiring (2013) examined the effects of dynamic monthly LAI (derived from remote 
sensing) on VIC simulated soil moisture versus the static, non-interannually varying LAI, 
for 2000-2009 in Oklahoma.  The study also compared the soil moisture results with in-
situ soil moisture at different depths and locations across Oklahoma.  They concluded 
that simulations with an interannually varying LAI better captured the intensity and 
duration of drought conditions.  Tesemma et al (2015) incorporated observed monthly 
LAI and long-term mean monthly LAI for 1982 to 2012 from the Global Land Surface 
Satellite (GLASS) LAI dataset to examine the differences on runoff.  VIC was calibrated 
with both the monthly observed and mean LAI.  They found that by including 
interannually varying LAI the model overestimation during wet periods and the 
underestimation during dry periods of runoff can be reduced by 25 mm and 35 mm, 
respectively.  They concluded that that interannual variability in LAI should be included 
in the model. Therefore, two different LAI datasets were developed for this study 1) a 
dynamic LAI dataset and (2) a fixed seasonal LAI dataset both based on  MODIS data. 
While a fixed seasonal cycle will evidence precipitation as the main driver of hydrologic 
change, MODIS LAI data will contribute to evidence the interplay between hydroclimatic 
and vegetation forcings.   
The Moderate Resolution Imaging Spectroradiometer (MODIS) is a key instrument 
that the National Aeronautics and Space Administration launched aboard the Terra and 
Aqua satellites in December 1999 and May 2002, respectively.  The objective of MODIS 
is to provide comprehensive global observations of the Earth’s land, oceans, and 
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atmosphere.  The goal was to provide observations more frequently than Landsat and at 
higher spatial resolutions than its predecessor, Advanced Very High Resolution 
Radiometer (AVHRR).  Terra and Aqua orbit in a sun-synchronous, near-polar, circular 
orbit at a height of 705 kilometers.  Both view the entire Earth’s surface every 1 to 2 days 
with a 2,330-km swath.  MODIS acquires data for 36 spectral bands ranging in 
wavelength from 0.4 micrometers to 14.4 micrometers at three spatial resolutions, 250 
meters, 500 meters, and 1,000 meters.  The MOD15A2 LAI product has been produced 
since February 2000 as 8-day composites at 1-km resolution.  The 8-day composites 
represent the maximum LAI for a consecutive 8-day period, which is done to eliminate 
cloud contamination.  The MOD15A2 production uses the sinusoidal grid tilling system 
with tiles measuring 10 degrees by 10 degrees at the equator.  Many data products are 
derived from MODIS observations describing land, ocean, and atmosphere features 
including the MOD15A2 product, which delivers LAI and fraction of absorbed 
photosynthetically active radiation (FPAR).   
The MODIS LAI algorithm uses atmospherically corrected bidirectional surface 
reflectance factors and their associated geometries to the sun for up to seven spectral 
bands (Myneni et al. 1997; Knyazikhin et al. 1998).  A three-dimensional formulation of 
the LAI/FPAR inverse problem underlies the algorithm in order to better describe the 
natural variability of vegetation canopies (Knyazikhin et al. 1998).  Typically the main 
algorithm may fail when a pixel is corrupted by cloud cover or other atmospheric effects 
(Wang et al. 2001). In order to secure continuous and reliable estimations an alternative 
algorithm uses a land cover classification derived from the MODIS Land Cover Product 
to find LAI based on the Normalized Difference Vegetation Index (NDVI).  The 
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MOD12Q1 MODIS land cover type is converted to one of the eight biome classes 
defined by the University of Montana which include grassland/cereal crops, shrubland, 
broadleaf crop, savannah, deciduous broadleaf forest, evergreen broadleaf forest, 
deciduous needle leaf forest, and evergreen needle leaf forest.  Thus, the alternate 
algorithm is a straightforward retrieval of LAI based 8 biomes, 20 equal-interval NDVI 
values, and the associated LAI (Myneni et al. 1997; Knyazikhin et al. 1998).   
Multiple studies have evaluated the MODIS LAI product and made improvements 
to the algorithms. Privette et al. (2002) preformed an early spatial and temporal validation 
of the MODIS LAI product in southern Africa using field-sampled data. Yang et al. 
(2006) summarized the efforts made toward algorithm refinement and MODIS LAI 
product validation leading to progressively more accurate MODIS LAI products.  Friedl 
et al. (2010) described the improved algorithms and datasets used to create the Collection 
5 MODIS Global Land Cover Type product.  Sea et al. (2011) compared LAI from 
MODIS collections MC4 and MC5 with ground-based measurements through savannas 
in Australia. Their study found excellent agreement for the MC5 product with both the 
magnitude and timing in annual variation of LAI.  De Kauwe et al. (2011) also provide 
validation of MODIS LAI collections MC4 and MC5 based on detailed ground 
measurements over a mixed coniferous forest in Organ. Their study also compared and 
found that the MC5 product represented their study area better than the MC4 product.  
Fang, Wei, and Liang (2012) validated the MODIS LAI using global field measurement 
database.  A stage-2 validation has been reached for the MODIS LAI product.  MODIS 
LAI has also been compared to other remote sensing products; Fang et al. (2013) 
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evaluated five major global LAI products including MODIS with a particular focus on 
product uncertainties. 
NASA’s MODIS LAI product has been utilized in a wide variety of studies.  
Kang et al. (2003) used MODIS land products, including the LAI product, to develop a 
regional phenology model for detecting the onset of vegetation greenness.  Their study 
demonstrated the utility of MODIS products for detecting variability in phenology across 
climate gradients.  After evaluating MODIS LAI to in-situ data, Fensholt et al. (2004) 
also showed that the seasonal dynamics of grassland vegetation were accurately captured 
by MODIS LAI.  Bobée et al. (2012) analyzed MODIS LAI with respect to vegetation 
and soil types, estimated the phenological metrics and their interannual variability, and 
identified vegetation responses to rainfall trends.  These observations are essential for 
many studies relating to vegetation, climate, and pollution, among other spatiotemporal 
representations of land surface processes. 
In LSH models, LAI is used to define vegetation and is used to calculate the 
maximum amount of water intercepted by the canopy, canopy resistance, root uptake 
rate, and evapotranspiration rate (Liang et al. 1994).  However, LAI within many LSH 
models remains interannually invariant.  Therefore, years of abnormal vegetation 
conditions, high or low vegetation health and/or early or late green up, are not captured.  
The MODIS LAI product was determined to be a possible product for implementation 
into LSH models to capture this interannual variability.  However, before 
implementation, the MODIS LAI product had to be preprocessed.  The appropriate tiles 
had to be downloaded, mosaicked, and spatially resampled to match the LSH model 
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resolution for smooth implementation.  Several tools are publically available and were 
utilized to smoothly prepare and incorporate the MODIS data. 
The pyModis library is a free and open source python based library that provides 
the user with several scripts to work with MODIS data.  The modis_download.py script 
from the pyModis library was implemented within the slurmDownload_MODIS.sh script 
to download bulk MODIS data (see CHAPTER 6 for script).  The user specifies the 
source (MOLT), the product name as on the http/ftp server (MOD15A2.005), the tile 
(h10v04), and time range or all days for an initial download (-A).  MODIS data was 
downloaded for the entire time range for the following tiles: H11V04, H10V05, H10V04, 
H09V05, and H09V04.  Figure 2.3 illustrates the MODIS tile configuration and 
downloaded region.  The pyModis Documentation provides further details on the tool 
used to download the MODIS data. 
 
Figure 2.3 Sinusoidal globe with MODIS tiles labeled from top to bottom (V00 to V17) 
and from left to right (H00 to H35) with the region of interest outlined in red (H11V04, 
H10, V05, H10V04, H09V05, and H09V04). 
 




































After downloading the data, the MODIS Reprojection Tool (MRT) was employed 
within the slurmMosaic_resampleHDF.sh script (see CHAPTER 6 for script).  The MRT 
was developed to support Hierarchical Data Format (HDF) MODIS files and is based 
around the resample and mrtmosaic executables.  Utilizing the MRT, the tiles were 
mosaicked together, projected to sinusoidal, resampled with the nearest neighbor method 
(from 1 km to approximately 6 km), and converted from HDF to raw binary (.dat) and 
image (.tif) formats.  The MRT User’s Manual (2011), further details the MODIS 
Reprojection Tool capabilities, installation, and other features.  Figure 2.4 displays a 
portion of the MODIS LAI product after mosaicking and resampling for two different 
days in 2013, January 9
th
 and June 18
th
.  Looking at the two images it is clear to see the 
difference in LAI for the winter and summer.  Additionally, the figure provides 




Figure 2.4 The MODIS LAI product after mosaicking and resampling for January (top) 
















2.3.2 GAP Land Cover 
To discretize the domain into the major land covers, the GAP National Land 
Cover Data Set was determined to be a valuable resource, providing a range of land cover 
detail across the United States.  The USGS National Gap Analysis Program (GAP) 
provides data and tools to help address an array of challenges such as climate change 
adaptation, biodiversity conservation, and habitat protection.  Concepts and methods of 
the National Gap Analysis program are further described by (Jennings 2000).  One of the 
products produced by the program is the GAP National Land Cover Data Set which 
consists of detailed land use and vegetation cover across the continental United States. 
The dataset can be as general (8 classes) or as detailed (590 classes) as the user needs.  
The land cover product is produced every five years including 2001, 2006, and 2011 
using a variety of datasets, with Landsat satellite imagery used as its primary base.   
The data set was resampled from 30 meter to one-sixteenth degree resolution to 
match the resolution of VIC grid cells.  At this resolution, the grid cell acts as a 
geospatial element used to describe large-scale land cover.  For our study we used the 
eight most basic land cover classes including forest and woodland, shrubland and 
grassland, semi-desert, polar and high montane vegetation, aquatic vegetation, 
nonvascular and sparse vascular rock vegetation, agricultural, developed and other human 
use, introduced and semi natural vegetation, recently disturbed or modified, and open 
water.  Figure 2.5 shows the basic land covers for the Platte River Basin from the USGS 
GAP Land Cover Data Set.  The four major land covers are shrubland and grassland, 
agriculture, forest and woodland, and semi-desert.  Table 2.1 gives the distribution of the 




Figure 2.5 Basin USGS GAP Land Cover for the Platte River Basin.  
 
Table 2.1 The distribution of the major land 
covers for the Platte River Basin. 









Developed and Other Human Use 
Recently Disturbed or Modified 
Polar and High Montane Vegetation 
Introduced and Semi Natural Vegetation 
Nonvascular and Sparse Vascular Rock Vegetation 
Forest and Woodland 






2.4 Models  
2.4.1 VIC 
The Variable Infiltration Capacity (VIC) model (Liang et al. 1994) is a physically 
based, macroscale, semi-distributed, land surface hydrologic model. VIC is an open-
source code available on the VIC github page currently maintained by the UW Hydro | 
Computational Hydrology group in the Department of Civil and Environmental 
Engineering at the University of Washington (http://vic.readthedocs.org/en/vic.4.2.c/). 
2.4.1.1 Meteorological Forcings 
At a minimum, VIC requires daily precipitation, maximum and minimum air 
temperature, and wind speed to force the model.  The model will derive the other 
necessary forcings including incoming shortwave radiation, humidity, and incoming long 
wave radiation through the approach describe by Bohn et al. (2013).  The humidity and 
radiation terms are estimated from the maximum and minimum daily air temperature and 
precipitation according to algorithms described by Thornton and Running (1999), 
Thornton et al. (2000), and Kimball et al. (1997).  While the incoming long wave 
radiation is estimated based on Prata's (1996) formula  
Livneh et al. (2015) developed a data set in a similar fashion to Livneh et al. 
(2013) and (Maurer et al. 2002).  The dataset includes precipitation, maximum 
temperature, minimum temperature, and wind speed at one-sixteenth degree resolution 
that are used to force the VIC model.  The dataset is derived from approximately 20,000 
cumulative National Climatic Data Center (NCDC) Cooperative Observer (COOP) 
stations across the US, as well as stations across Canada and Mexico.  For the United 
States and Canada, the stability constraint requiring at least 20 years of data from the 
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station was applied.  The synergraphic mapping system (SYMAP) algorithm (Shepard 
1984) was used for gridding the temperature and precipitation.  To account for the 
topography effect, temperatures were decreased by 6.5°C/km to the mean grid cell 
elevation.  Precipitation was normalized on a monthly basis, based on long-term means 
(1981-2010) from the Parameter-Elevation Regressions on Independent Slopes Model 
(PRISM) (Daly et al. 1994). The wind dataset was taken from the National Centers for 
Environmental Prediction (NCEP) National Center for Atmospheric Research (NCAR) 
reanalysis (Kalnay et al. 1996) and gridded using linear interpolation.  Further 
methodology details can be found in Livneh et al. (2015), Livneh et al. (2013) and 
Maurer et al. (2002). 
2.4.1.2 Main Features 
Within VIC, the land surface is modeled as a gridded surface of independent grid 
cells of one-sixteenth degree resolution (other resolutions can be implemented).  Each 
grid cell is completely analyzed prior to starting on the next cell.  Water can only enter a 
grid cell from the atmosphere, therefore lateral movement of water between grid cells 
was assumed to be negligible. This is based on the assumption that the proportion of 
water that reaches the local channel is much greater than that crossing into a neighboring 
grid cell.  Thus VIC is coupled with a routing model (Lohmann  et al. 1996; Lohmann et 
al. 1998) to drain surface runoff and baseflow through a pre-determined channel network 
to generate naturalized streamflows. Additionally, when water enters the channel it is 
assumed to stay within the channel with negligible water infiltrating into the soil.  For 
this study land surface-atmosphere fluxes of water and energy and streamflows are 
simulated on a daily time step for two time ranges, 1950-2013 and 2000-2013. 
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The model was run in water balance mode where the surface energy balance 
remains unsolved.  Rather it assumes the surface temperature is equal to the air 
temperature.  However, to determine the fluxes necessary for forcing the accumulation 
and ablation processes, the snow algorithm still solves the surface energy balance.  The 
water balance model requires significantly less computational time than the full energy 
balance mode, and as Tang et al.( 2012) found, the differences between the two modes 
were minimal for the main results.  The significant characteristics of VIC are the 
representation of the heterogeneous vegetation cover, multiple soil layers with variable 
infiltration, and non-linear baseflow as Figure 2.6 highlights.  The water balance follows 
the continuous equation for each time-step: 
𝜕𝑆
𝜕𝑡






, 𝑃, 𝐸𝑇, and 𝑅, are the changes in water storage, precipitation, 
evapotranspiration, and runoff, respectively.  The major processes and components are 




Figure 2.6 Key characteristics of VIC including land cover tiles and soil column with 
water and energy fluxes, along with variable infiltration and non-linear baseflow.  (Image 





2.4.1.3 Land Cover  
Every cell at the land surface is discretized horizontally by land cover classes, 
while the subsurface gravitational and diffusion fluxes occur across three soil layers.  





Figure 2.7 A simple schematic representation of a two-layer VIC model (image source 
Liang et al 1994).  Note that this study uses the three-layer VIC model 
 
 
Land cover is defined by eleven vegetation classes and bare soil.  Grid cells can 
have multiple land covers by being subdivided into a number of representative tiles.  For 
each vegetation tile, vegetation characteristic such as LAI, albedo, architectural 
resistance, minimum stomatal resistance, roughness length, displacement length and 
relative fraction of roots in each soil layer are assigned.  For each vegetation tile, there is 
a fraction that corresponds to the area covered by that particular vegetation class.  Hence, 
the multiple land covers are handled by statistical distributions but are not geographically 
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referenced within each cell.  Figure 2.7 shows an example of the land cover classes for a 
grid cell.  
2.4.1.4 Vegetation Parameter Files 
Two files are used to parameterize the vegetation in the VIC model, a parameter 
file and library file.  The vegetation parameter file describes the vegetation composition 
of each grid cell and references the library file.  The vegetation library file contains 
corresponding vegetation parameters for each vegetation class.  Hansen et al. (2000) 
describes the land cover based on the University of Maryland global vegetation 
classifications.  The various land covers and respective fractional areas were found for 
each grid cell as Maurer et al. (2001) describes.  Maurer et al. (2002) also provides 
additional details about the vegetation parameters including the leaf area index (LAI), 
derived from the Myneni et al. (1997) database, which is one of the primary land cover 
characteristic.  Further details about VIC’s LAI dataset lacking interannual variability are 
described by Nijssen et al. (2001) 
2.4.1.5 Soil  
Three soil layers are defined for each grid cell within our VIC model capturing 
the quick storm response at the uppermost layer and the slow subsurface flows at lower 
soil layers as Figure 2.6 displays. Several processes influence the movement of water in 
and out of the multiple soil layers.  The variable infiltration capacity parameterization 
controls infiltration into the top layer (Liang et al. 1994).  For the top-most soil layers 
within the root zone, water can also be lost through evapotranspiration calculated using 
the Penman-Monteith equation (Shuttleworth 1993; Monteith 1965).  The flow of water 
from the upper layers down is gravity-driven as defined by Brooks and Corey (1963).  
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Baseflow is produced by the bottom layer based on concepts of the ARNO baseflow 
(Franchini and Pacciani 1991).  Frozen soil is simulated used the procedure described by 
Cherkauer and Lettenmaier (1999).  Although vegetation is subgrided, the soil 
characteristics are held constant for each grid cell.  The model does calculate the soil 
water distribution, infiltration, drainage between soil layers, surface runoff, and 
subsurface runoff at each time step for each land cover tile and topographic-level layer. 
With the assumption of negligible lateral flow, the movement of water can be 














where 𝜃 is the soil water content, 𝐷(𝜃) is the soil water diffusivity, 𝐾(𝜃) is the hydraulic 
conductivity, and 𝑧 is the soil depth. 
2.4.1.6 Soil Parameter File 
The VIC soil parameter file describes unique soil properties for each grid cell and 
is also the principal file that identifies which grid cells will be simulated.  Soil parameters 
were generated and resampled by the North American Land Data Assimilation System 
(NLDAS).  These soil textural properties were transformed into soil physical properties 
required by VIC based on algorithms by Cosby et al. (1984), Rawls et al. (1998), and 
Reynolds et al. (2000) as further described by Liang et al. (1994) and Nijssen et al. 
(1997).  
2.4.1.7 Snow Model & Elevation Bands  
The snow model allows snow to be intercepted by vegetation, to fall through, or 
to completely cover low-lying vegetation or bare surface.  Snow is modeled as ground 
snowpack or snow within the vegetation canopy.  Ground snowpack is represented as 
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two-layers with a thin surface and a thick bottom layer as further describe by Andreadis, 
et al. (2009).  The amount of snow intercepted by the canopy is determined by LAI while 
the maximum water storage in the canopy is a function of LAI, wind, and air temperature.  
Additionally, a simplified version of the ground snowpack energy balance is used in 
calculating the snowmelt from the canopy.  Figure 2.8 presents a schematic of the snow 
algorithm. 
 








 In the mountainous areas, such as the Rocky Mountains, precipitation typically 
increases with elevation.  The snow model uses snow elevation bands as a way to account 
for the subgrid variations in snow accumulation. Figure 2.9 shows the snow elevation 
bands with corresponding elevation, precipitation, and snow cover graphs.  Therefore, 
each grid can be divided into elevation bands, each containing a number of land cover 
tiles.  The snow model is separately applied to each elevation land cover tile, and the 
simulated fluxes and state variables for each grid cell are calculated as area averages of 
the tiles.  Downward energy and moisture fluxes including precipitation, air temperature, 
wind speed, downward shortwave and long wave radiation, and humidity, are necessary 
to drive the snow model.  The humidity and radiation terms are estimated from the 
maximum and minimum daily air temperature and precipitation according to algorithms 
described by Thornton and Running (1999), Thornton et al. (2000), and Kimball et al. 
(1997).   
2.4.1.8 Snow-elevation Parameter File 
VIC assumes each grid cell is flat unless otherwise given through the optional 
elevation bands or snow bands.  Without defining elevation bands, errors can occur in 
estimating snow pack, especially for mountainous regions.  Five elevation bands were 
used for our study.  The snow band file contains the necessary information describing the 
elevations and corresponding fractional areas for each grid cell.  The file also contains the 






Figure 2.9 Schmatic of VIC snow elevation bands with corresponding elevation, 
precipitation, and snow cover graphs.  





The VIC model accounts for three types of evaporation including evaporation 
from bare soil (𝐸1), evaporation from the canopy layer for each vegetation class (𝐸𝑐), and 
transpiration of each vegetation class (𝐸𝑡) (Liang et al. 1994).  The total evaporation or 
evapotranspiration is the sum of these three components weighted by the land cover 
fractions as follows: 






where 𝐶𝑛 is the fractional coverage of vegetation for the 𝑛
𝑡ℎ vegetation tile, 𝐶𝑁+1 is the 
bare soil fraction, and ∑ 𝐶𝑛
𝑁
𝑛=1 = 1. 
Evaporation from the canopy is calculated based on the fraction of the time step 
required for canopy evaporation to deplete the canopy interception storage and the 
maximum canopy evaporation for the vegetation class.  The fraction of time is calculated 
based on the precipitation rate, the transpiration during an hour time step, the amount of 
intercepted water in storage in the canopy layer, and the maximum canopy evaporation.  
The maximum canopy evaporation is given by the following equation: 












where 𝑊𝑖 is the amount of intercepted water in storage in the canopy layer, 𝑊𝑖𝑚 is the 
maximum amount of water the canopy can intercept, which is 0.2 times the LAI, 𝐸𝑝 is the 
potential evaporation from a surface based on the Penman-Monteith equation (Monteith, 
1965), 𝑟𝑤 is the aerodynamic resistance to the transfer of water, and 𝑟𝑜is the architectural 
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resistance that is due to the variation of the gradient of specific humidity between the 
leaves and overlying air in the canopy layer.   
To find the evaporation from bare soil, the evaporation from only layer one is 
calculated, with that from other soil layers assumed to be zero.  When layer one is 
saturated, the bare soil evaporation equals the potential evaporation from a surface based 
on the Penman-Monteith equation ( Monteith, 1965; Shuttleworth, 1993).  When layer 
one is unsaturated, evaporation varies within the bare soil area due to heterogeneities in 
infiltration, topography, and soil characteristics and is computed based on the Franchini 
and Pacciani (1991) evaporation formulation.  This approach is based on the infiltration 
capacity and accounts for the subgrid variability in soil water for bare soil throughout 





















where 𝐴𝑠denotes the fraction of the bare soil that is saturated, 𝑖0 represents the 
corresponding point infiltration capacity, and 𝑏𝑖 is the infiltration shape parameter which 
is described below.   
Transpiration from vegetation is estimated based on the formulation of Blondin 
(1991) and Ducoudré et al. (1993): 












where 𝑟𝑐 is the canopy resistance, 𝐸𝑝 is the potential evaporation from a surface based on 
the Penman-Monteith equation (Monteith, 1965), 𝑟𝑤 is the aerodynamic resistance to the 
transfer of water, 𝑟𝑜is the architectural resistance that is due to the variation of the 
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gradient of specific humidity between the leaves and overlying air in the canopy layer.  
Transpiration is calculated for each soil layer that contains vegetative roots and summed 
to find the total transpiration.  
2.4.1.10 Surface and Subsurface Runoff 
Similarly to evapotranspiration the total runoff 𝑄 is given as: 
where 𝑄𝑑,𝑛 and 𝑄𝑏,𝑛 are the direct runoff (surface runoff) and baseflow (subsurface 
runoff) for the 𝑛𝑡ℎ land cover tile, respectively. 
 
Figure 2.10 The variable infiltration capacity curve that surface runoff (Qd) is based 
upon, where P is the add precipitation, ΔW is the change in soil moisture storage due to 
































To account for spatial heterogeneity of runoff generation, the VIC model uses the 
infiltration curve as depicted in Figure 2.10.  The variable infiltration capacity (𝑖) 
equation, where water storage is a response to precipitation changes, is given as: 
where 𝐴 is the fractional area for which the infiltration capacity is less than 𝑖, 𝑏𝑖 is the 
infiltration shape parameter, and 𝑖𝑚is the maximum infiltration capacity as defined 
below.  The maximum infiltration is based on the soil porosity (𝜃), the infiltration shape 
parameter, and the soil depth (𝑧): 
VIC assumes that the surface runoff from the upper two layers is generated when the 
precipitation added to the soil water storage at the end of the previous time step exceeds 
the soil storage capacity.  The direct runoff (surface runoff, 𝑄𝑑) is given by the following 
equation  
𝑄𝑑 = {





,            𝑃 + 𝑖0 ≤ 𝑖𝑚
𝑃 − 𝑧2 ∙ (𝜃𝑠 − 𝜃2),                                                                 𝑃 + 𝑖0 ≥ 𝑖𝑚
  (2.10) 
where 𝑃 is the precipitation and the infiltration capacity associated terms 
(𝑖0, 𝑖𝑚, 𝜃𝑠, 𝑎𝑛𝑑 𝑏𝑖) are defined above.  The baseflow (subsurface runoff, 𝑄𝑏) is based on 





















,     𝜃 ≥ 𝑊𝑠𝜃𝑠
 (2.11) 
where 𝐷𝑚 is the maximum subsurface flow, 𝐷𝑠 is a fraction of 𝐷𝑚, and 𝑊𝑠 is the fraction 
of the maximum soil moisture (soil porosity) 𝜃𝑠.  The baseflow recession curve as 
𝑖 = 𝑖𝑚[1 − (1 − 𝐴)
1
𝑏𝑖] (2.8) 
𝑖𝑚 = (1 + 𝑏𝑖) ∙ 𝜃 ∙ |𝑧| (2.9) 
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depicted in Figure 2.6, is linear below a threshold (𝑊𝑠𝜃𝑠) and nonlinear above the 
threshold. 
2.4.2 Routing Model 
Routing is performed separately from VIC using a linear streamflow routing model 
of Lohmann et al. (1996; 1998).  Each grid cell is represented as a node with water 
moving to only one of the eight surrounding grid cells.  First the runoff and baseflow 
from VIC simulations is routed to the edge of the grid cell.  A unit hydrograph 
representing the distribution of times of concentration is created for each grid.  Next, the 
volume from each grid cell is routed through the channel using the linearized St. 
Venant’s equation as describe by Lohmann et al. (1998a; 1998b).  The flow that exits 
each grid cell is based on the fraction of the grid cell within the basin.  Once the water 
reaches the channel, it is no longer part of the water budget.  Figure 2.11 is the routing 
model schematic showing the time of concentration distribution and the final streamflow 






Figure 2.11 Routing model schematic with (I) the time of concentration distribution and 





2.4.3 Model Implementation 
The VIC model has been applied for a multitude of studies ranging from climate 
change to land cover changes.  This study is continuing work from several other studies 
which utilized VIC.  Muñoz-Arriola et al. (2009) used VIC to study the sensitivity of 
streamflow to land cover changes and climate variability in the Yaqui River Basin.  They 
looked at how midscale (North American Monsoon) and large scale (El Nino-Southern 
Oscillation (ENSO) and Pacific Decadal Oscillation (PDO)) climates influenced 
streamflow sensitivity.  To examine how landuse changes affected streamflow, eight 
scenarios were defined by replacing a percentage of the current grid cell vegetation with 
crop land.  They found that both land cover changes and climate variability affected 
streamflow, with particular emphasis on the effects from midscale and large scale climate 
regimes. 
Muñoz-Arriola et al. (2009) developed hypothetical scenarios to account for land 
use changes; however through the use of remote sensing products, tracking of real 
vegetation change is possible.  Sheffield et al. (2010) incorporated remote sensing data to 
account for the vegetation distribution and changes throughout the year.  Utilizing 
vegetation cover from the Advanced Very High Resolution Radiometer (AVHRR) and 
meteorological data from the International Satellite Cloud Climatology Project (ISCCP), 
Sheffield et al. (2010) developed a long-term dataset of potential and actual 
evapotranspiration dataset for Mexico for 1984-2006 at 1/8 degree resolution.  This new 
dataset which employed a modified version of the Penman-Monteith algorithm was 
compared with evapotranspiration estimates taken from a land surface model (VIC), 
reanalysis based on NARR evapotranspiration data, and station measurements.  Although 
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Sheffield et al. (2010) utilized remote sensing to account for vegetative changes, it was 
month to month and did not vary year to year.  Tang et al. (2012) looks into the 
interannual variability through the use of MODIS remote sensing data. 
Tang et al. (2012) applied interannually varying LAI obtained from MODIS to 
estimate VIC simulated evapotranspiration in the North American monsoon region for 
2000-2009.  They compared the evapotranspiration for a fixed seasonal LAI and an 
interannually varying LAI, and validated their results with observations at two eddy 
covariance tower sites.  They showed that both vegetation greening and dormancy dates 
vary widely from year to year, and that the discrepancies between ET were greater at the 
beginning of the monsoon.  The study also concluded that using mean monthly LAI 
biased evapotranspiration estimates by 10-30%.   
Taking these advancements a step further, this study aims to implement the remote 
sensing MODIS LAI product to evaluate the impacts that extreme events have on 
different land covers.  VIC was used with MODIS LAI to produce simulated 
evapotranspiration and soil moisture for 2000-2013 (dynamic LAI) and for 1950 to 2013 
(using a MODIS based fixed seasonal LAI).  Details for setting up VIC can be found in 
APPENDIX B.  For our VIC simulations one output ascii file per grid cell was produced 
containing precipitation, evapotranspiration, runoff, baseflow, air temperature, soil 
moisture for each of the three layers, snow water equivalent, LAI, vegetation 
transpiration, bare soil evaporation, total sublimation from snow pack surface, 
sublimation from snow stored in canopy, and evaporation from canopy interception.  The 
data underwent several post-processing steps including daily to monthly aggregation, 
monthly percentile calculations, ascii to netcdf transformations, subbasin and zone spatial 
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aggregation, climatology calculations, and various other post-processes.  Post-processing 
was handled through python, awk, perl, grads, and shell codes/scripts.  Further details and 
scripts used for post-processing are available from the University of Nebraska-Lincoln 
Hydroinformatics and Integrated Hydrology (HIH) research group upon request. 
Streamflow was found based on the runoff and baseflow from the VIC outputs by 
running the routing model.  To run the routing model, several files were created including 
a flow direction file, fraction file, station file, and input file. The input file is the main file 
needed for running the routing model.  The routing outputs included daily, monthly, and 
annual monthly streamflows.  Details for setting up the routing model can be found in 
APPENDIX D.  Additionally, further details for implementing VIC and the routing 
model can be found on the VIC website (http://vic.readthedocs.org/en/vic.4.2.c/) and/or 





2.5 Calibration  
VIC involves numerous parameters of which many are found through satellite 
observations or geologically surveys.  However, some parameters are more conceptual 
and do not directly correspond to observable quantities.  For these parameters, 
assumptions are made, and thus should be calibrated to find the optimal solution.  
Typically the infiltration parameter (bi), soil depth of the second layer (D2), and three 
baseflow parameters including the maximum baseflow velocity (Dsmax), the fraction of 
maximum baseflow velocity (Ds), and the fraction of maximum soil water content of the 
third soil layer at which non-linear baseflow occurs (Ws) are calibrated.  Wu et al. (2007), 
Tesemma et al. (2015), and many other studies have reviewed these parameters and 
determined them appropriate for calibration.  For our calibration, the VIC model and the 
routing model were thought of as two parts of a larger model.  The runoff and baseflow 
simulated by VIC were converted into streamflow through the routing model.  
Streamflow is often used for calibration due to the wide availability both spatially and 
temporally for observed streamflow records. 
2.5.1 Observed Streamflow 
The streamflow obtained through the VIC and routing model are naturalized 
streamflows.  We will refer to these flows as unimpaired, meaning that the flows are not 
regulated and not impacted by human interaction (e.g. no diversions, imports, storages, or 
other human management).   However, the Platte River and contributing tributaries are 
highly regulated with a multitude of storages and extractions throughout.  The U.S. Army 
Corps of Engineers (USACE) provided monthly unimpaired discharges from January 
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1898 to December 2011 for the main gages along the Missouri River.  Figure 2.12 
indicates the locations of the gaging stations given by the USACE.  The output of the 
Platte River, where it meets the Missouri River, is between the Missouri River gages at 
Omaha, NE (OMA) and Nebraska City, NE (NCNE).  Table 2.2 lists the station 
abbreviations and descriptions, along with the numbers that correspond to Figure 2.12. 
 
 
Figure 2.12 The USACE gaging stations along the Missouri River that monthly 
unimpaired discharges were given.  The Missouri River Basin is shaded in blue, the Platte 




















Table 2.2 Missouri River station abbreviations and location descriptions. 
No. Abbrev. Location Description 
1 RBMT Missouri River at Landusky (Robinson Bridge), MT 
2 FTPK Fort Peck Dam  and Lake,  MT 
3 WPMT Missouri River  at Wolf Point,  MT 
4 CLMT Missouri River  at Culbertson,  MT 
5 GARR Garrison Dam / Lake Sakakawea, ND 
6 BIS Missouri River  at Bismarck,  ND 
7 OAHE Oahe Dam  and Lake, Pierre, SD 
8 BEND Big Bend Dam / Lake Sharpe,  SD 
9 FTRA Fort Randall Dam / Lake Francis Case,  SD 
10 GAPT Gavins Point Dam / Lewis and Clark Lake,  SD 
11 SUX Missouri River  at Sioux City, IA 
12 OMA Missouri River  at Omaha, NE 
13 NCNE Missouri River  at Nebraska City,  NE 
14 RUNE Missouri River  at Rulo,  NE 
15 STJ Missouri River  at St. Joseph, MO 
16 MKC Missouri River  at Kansas City,  MO 
17 WVMO Big Sioux River  at Watertown,  SD 
18 BNMO Missouri River  at Boonville,  MO 





The unimpaired dataset the USACE provided was based on observed flow at the 
gaging stations with holdouts added back into the system.  The estimated amount of 
water removed from the system was found based on historical water usage and 
development and included depletions due to irrigation, municipal and industrial use, the 
U.S. Bureau of Reclamation (USBR) reservoir changes in storage, trans-basin diversions, 
and main stem (Missouri River) reservoir changes in storage.  Equations (2.12), (2.13), 
and (2.14) show the process of calculating the unimpaired flow and holdouts.   
𝑢𝑛𝑖𝑚𝑝𝑎𝑖𝑟𝑒𝑑 𝑓𝑙𝑜𝑤 = 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑓𝑙𝑜𝑤 𝑎𝑡 𝑠𝑡𝑟𝑒𝑎𝑚 𝑔𝑎𝑔𝑒 + ℎ𝑜𝑙𝑑𝑜𝑢𝑡𝑠 (2.12) 
ℎ𝑜𝑙𝑑𝑜𝑢𝑡𝑠 = 𝑑𝑒𝑝𝑙𝑒𝑡𝑖𝑜𝑛𝑠 + 𝑚𝑎𝑖𝑛 𝑠𝑡𝑒𝑚 𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 𝑐ℎ𝑎𝑛𝑔𝑒𝑠 𝑖𝑛 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 (2.13) 
𝑑𝑒𝑝𝑙𝑒𝑡𝑖𝑜𝑛𝑠 = 𝑖𝑟𝑟𝑖𝑔𝑎𝑡𝑖𝑜𝑛 + 𝑚𝑢𝑛𝑖𝑐𝑖𝑝𝑎𝑙 & 𝑖𝑛𝑑𝑢𝑠𝑡𝑟𝑖𝑎𝑙 𝑤𝑎𝑡𝑒𝑟 𝑢𝑠𝑒 
+𝑈𝑆𝐵𝑅 𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 𝑐ℎ𝑎𝑛𝑔𝑒𝑠 𝑖𝑛 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 + 𝑡𝑟𝑎𝑛𝑠𝑏𝑎𝑠𝑖𝑛 𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑜𝑛𝑠 
(2.14) 
 
The unimpaired flows produced from the Missouri River HEC-ResSim models 
use incremental or local flow datasets at each gage.  The local flow datasets were 
calculated by first routing the upstream observed discharge downstream to the next gage.  
This routed flow was then subtracted from the observed discharge at the downstream 
gage to produce the local flow between the two gages.  For unimpaired flows, the local 
flow datasets had holdouts added back into the system.  The ResSim model starts at the 
most upstream gage and routes the local flow downstream to the next gage where it 
combines with the next local flow.  Normally the flow would be regulated when the 
routed flow enters a reservoir, however for unimpaired flows (thus unregulated flows), 
ResSim ignores the reservoir and continues to rout the flow to the next downstream gage.  
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Figure 2.13 illustrates the ResSim model for 4 example gaging stations with routed flow 




Figure 2.13 Diagram depicting how the ResSim model works for 4 gaging stations with 
routed flow from upstream combining with local flow at each station. 
 
To find the discharge that represents only the Platte River Basin, first the 
downstream discharge (NCNE) was subtracted from the upstream discharge (OMA).  
This gave the discharge for the PRB (221,487 square kilometers) and an additional 
smaller area (3,787 square kilometers).  Figure 2.12 shows the small section in orange 
compared to the PRB in green.  Although the smaller section only accounts for 1.7% of 
the total area, its discharge was removed from the total to finish with only streamflow 
from the PRB.  To find the discharge from the small area, it was assumed that the 
proportion of precipitation the small region received was equal to the proportion of its 
discharge contribution.  After the streamflow of the small region was found, it was 
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monthly basis with an average contribution of 3%.  Equations (2.15), (2.16), and (2.17) 















The main parameter to be calibrated is the infiltration shape parameter (bi) which 
controls the distribution of rainfall or snowmelt into infiltration and direct runoff.  It is a 
measure of the spatial variability of the infiltration capacity and defines the shape of the 
variable infiltration curve.  A higher infiltration parameter correlates to decreased 
infiltration but greater surface runoff as Figure 2.10 illustrates.  Hence, higher peak flows 
would be expected due to a greater portion of the grid cell being saturated at lower soil 
water contents.  The soil depth (D2) effects many model variables and greatly determines 
the volume of available soil water storage.  A greater soil layer depth is associated with 
greater soil water storage capacity, thus resulting in lesser runoff.  The three baseflow 
parameters determine how quickly the water stored in the third layer turns into baseflow 
(Liang et al. 1994).  The maximum baseflow velocity (Dsmax) is the maximum rate that 
baseflow can transpire from the third soil layer.  Ds is the fraction of the maximum 
baseflow velocity where non-linear baseflow begins.  A higher value of Ds and Dsmax 
leads to greater baseflow, and therefore lower annual evaporation and greater runoff.  Ws 
51 
 
is the fraction of the maximum soil moisture content at which non-linear baseflow occurs.  
A higher value of Ws increases the water content necessary for non-linear baseflow, thus 
delaying runoff peaks and decreasing annual runoff volumes.  Table 2.3 displays the five 
major soil parameters for calibration along with their respective units and possible value 
range. 
Table 2.3 Calibrated VIC model parameters with physical description, units, and 
possible value range. 
Soil 
Parameters 
Physical Meaning Units 
Possible 
Range 
bi infiltration parameter - 0-0.4 
D2 soil depth of the second layer m 0.1-1.5 
Dsmax maximum baseflow velocity mm/day 0-30 





fraction of maximum soil moisture 






2.5.3 Calibration Process 
Several considerations were taken into account for the calibration method of VIC.  
The first consideration was to determine if manual or automated calibration was more 
appropriate.  Manual calibration allows for the modeler’s intuition about the distribution 
and value of input parameters and boundaries.  However, it is difficult to eliminate bias 
and to consider all of the parameter possibilities.  An advantage of automated calibration 
is that many more parameter possibilities can be considered.  However, the resulting 
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optimized parameters are not guaranteed to be reasonable unless detailed limits, checks, 
and relationships are built into the algorithms. 
The second consideration for calibration was the spatial variation of parameters.  
On one hand, a parameter value could be set the same for all grid cells.  Although this 
method would greatly reduce the computational power needed, the spatial variability for 
that parameter would be lost.  On the other hand, each grid cell could have its own 
individual parameter value.  In this case, calibrating a single parameter over our domain 
of 6,094 grid cells would entail calibrating a total of 6,094 parameters.  Although the 
spatial variability is preserved in this case, the computational requirements are extremely 
high, especially if calibrating multiple input parameters (five input parameters = 30,470 
grid cell parameters).  This case also opens up a whole host of additional factors that need 
to be addressed.  For example, are certain grid cells more or less sensitive to changes in 
parameter value changes?   
Between spatial homogeneous parameters and independent gridded parameters, 
lies an abundance of further options.  For example, the domain could be divided into 
zones of constant parameter value based on an array of different factors such as elevation, 
sub-basins, or land covers. Another option is a constrained minimization problem where 
parameters are told to respect preferred parameter relationships or values (Moore and 
Doherty 2006).   
Several calibration methods were explored for calibration including the Parmeter 
ESTimation model (PEST).  PEST is a model independent parameter estimator with 
advanced predictive analysis and regularization features.  The model independence relies 
on PEST being able to communicate with the model through the model’s own input and 
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output files.  PEST was implemented with VIC for a small region (about 5,200 square 
kilometers) in western Nebraska along the North Platte River, and used streamflows from 
the Nebraska Department of Natural Resources.  However, further investigation and 
implementation was needed for running PEST in advanced regularization mode.  Another 
method explored was the manual approach.  This method was applied for the entire basin, 
and later for individual subbasins.  Although this method provided some results, it was 
very cumbersome and lacked spatial variability.  The final calibration method explored 
was an automatic calibration that accounted for the heterogeneity of the parameters 
through simple Kriging.  This calibration process yielded encouraging results and is 
further described below. 
 The calibration procedure involved selecting sampling points throughout the basin 
to minimize the average Kriging (interpolation) variance.  A Particle Swarm 
Optimization (PSO) algorithm was applied to solve the sampling point problem.  Details 
for the selection of sampling points approach is described by Pardo-Igúzquiza (1998).  
Figure 2.14 indicates the eight sampling points used for the calibration of the Platte River 






Figure 2.14 Eight sampling points found for calibration. 
 
 
For the calibration, an optimization algorithm was used to maximize the Nash-
Sutcliff Efficiency (NSE) value.  The Nash-Sutcliff model efficiency is defined as 
𝑁𝑆𝐸 = 1 −
∑ (𝑋𝑜𝑏𝑠,𝑡 − 𝑋𝑚𝑜𝑑𝑒𝑙)
2𝑇
𝑡




where 𝑋𝑜𝑏𝑠,𝑡 is the observed streamflow at time 𝑡, 𝑋𝑜𝑏𝑠̅̅ ̅̅ ̅̅  is the mean of observed 
streamflows, and 𝑋𝑚𝑜𝑑𝑒𝑙 is the model streamflow.  The NSE can range from negative 
infinity to 1, with an efficiency of 1 corresponding to a perfect match between observed 
and modeled.  A non-linear constrained optimization problem with 45 variables (5 
parameters at the 8 sampling points, in addition to 5 variables for the variogram range of 
each parameter) was solved using the Augmented Lagrangian Harmony Search 
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Optimization (ALHSO) algorithm (Geem et al. 2001).  The final Nash-Sutcliff efficiency 
value was 0.6875.  Figure 2.15  compares the observed streamflow with the calibrated 
VIC simulated streamflow.  From the figure we can see that the calibrated model did a 
good job at capturing many of the peak values.  Figure 2.16 illustrates the five calibrated 
parameters across the Platte River Basin.  The b infiltration parameter shows that the 
central part of the basin has much greater infiltration which is in line with the Sandhills 
region of the basin.  We also see the the soil depth in the central region is much greater, 
indicating greater storage capacity and therefore less surface runoff, very indicative of the 
Sandhill region. A validation was completed using these calibrated parameters from 1990 
through 1999 with a 0.55 Nash-Sutcliff Efficiency.  Although the model did not preform 




Figure 2.15 Observed and VIC simulated streamflow for from theh Platte River Basin 





























Figure 2.16 Platte River Basin calibrated parameters (a) infilitration parameter, (b) soil 
depth, (c) maximum baseflow velocity (d) fraction of maximum soil moisture content 
at which non-linear baseflow occurs, (e) fraction of maximum baseflow velocity.  









2.6 Experimental Design 
This study was broken into three main components, with the first focused on the 
identification and assessment of EHCEs for the Platte River Basin and its main subbasins 
based on two different experiments.  The two model experiments were performed both 
initialized using the forcings and calibrated parameters described above.  The first 
experiment time span was from 2000 to 2013 in which the dynamic LAI MODIS15A2 
product was implemented.  The second experiment used a climatological fixed seasonal 
cycle calculated as the average from the 2000-2013 dynamic MODIS15A2 product.  This 
experiment was run from 1950 to 2013.  Both experiments had a spinup in which the first 
year (2000 in the dynamic experiment and 1950 in the fixed experiment) was run 
repeatedly ten times in order to secure the best representation of soil moisture. 
These two experiments differed in two main ways.  The first difference was the 
LAI data product, one being a fixed seasonal cycle not showing interannual variability 
and the other an observed dataset capturing years of abnormal greening timing or 
magnitude.  Thus, the dynamic dataset provides the most realistic representation of the 
vegetation dynamics.  However, the second difference is that the fixed LAI experiment 
has the much longer time span of 64 years compared to the 14 years of the dynamic 
experiment.  The first portion of this study will look at how EHCEs are identified and 
assessed for both experiments, and in general how they compare.  The second component 
will begin by comparing the differences between the two LAI datasets for 2000-2013 and 
their impacts on simulated evapotranspiration and soil moisture.  The second component 
will then focus solely on the dynamic LAI dataset and how it compares for different land 
covers, particularly agroecosystems and ecosystems.  The third component of this study 
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will use the dynamic LAI dataset and results to examine and compare the resilience of 
these two land covers.  The response of the agroecosystems and ecosystems will be based 
on observed LAI along with the simulated soil moisture and evapotranspiration. 
2.7 Extremes 
Although a small component, soil moisture is a complex piece of the hydrologic 
cycle that links together the land and atmosphere.  Soil moisture can provide a wide array 
of information that can be used in numerous applications such as drought monitoring, 
irrigation planning, improved crop yield forecasting, predicting floods, weather 
forecasting, and linking water, energy, and carbon cycles.  We used soil moisture to 
identify both extreme dry and wet events.  Soil moisture provides a collective estimate of 
available water from the balance of precipitation, evapotranspiration, and runoff fluxes.  
It also reflects the delays in the hydrologic system caused by infiltration, drainage, snow 
accumulation, snow melt, and the “cumulative” effects from meteorological frequency 
and intensity changes.  Soil moisture levels rise when there is sufficient rainfall to exceed 
losses to evapotranspiration and drainage to streams and groundwater, while levels are 
depleted with high evapotranspiration rates.   
Following precipitation, evapotranspiration is the most significant component of 
the hydrologic budget.  Evapotranspiration varies regionally, seasonally, and with 
weather and wind conditions.  It is the sum of evaporation and plant transpiration, with 
evaporation accounting for the movement of water from soil, canopy interception, and 
bodies of water; and transpiration accounting for the release of water from plants.  
Evapotranspiration can fluctuate based on a wide variety of factors including 
temperature, relative humidity, sunlight availability and intensity, precipitation, and soil 
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moisture.  Vegetation type, land use, soil type, and land slope can also influence 
evapotranspiration.  It is important for farmers and water managers who are responsible 
for planning and distributing water resources to understand evapotranspiration, which can 
provide a measure of the amount of water the ecosystem or agroecosystem has used.  
During a drought, the significance of evapotranspiration is magnified due to the 
continued depletion of the little remaining water supplies in lakes, streams, and soil.  
Plants may decrease transpiration as an attempt to conserve water during periods of 
drought.   
Soil moisture and evapotranspiration can provide information about the water 
available and used by agroecosystems and ecosystems.  Both are simulated and analyzed 
for the Platte River Basin and the main subbasins.  Additionally, soil moisture is used for 
identifying extreme dry and wet events. 
One approach to identifying and assessing extremes is to measure the degree of 
deviation from normal; however, anomalies in absolute terms reflect different severities 
in different parts of the domain.  These differences may be due to climate, soils, 
vegetation, or other factors specific to that region. Whereas, percentiles facilitate the 
identification of extremes throughout the region, allowing direct comparison of extreme 
wet and dry events across the domain (Andreadis and Lettenmaier 2006; Andreadis et al. 
2005; Sheffield et al. 2009).  The meaning of percentile can be attained by stating that the 
𝑝th percentile of a distribution correlates to the value where approximately 𝑝 percent of 
the values in the distribution are equal or less than that value.  For example, the 20
th
 
percentile corresponds to the value below which 20 percent of the soil moisture values 
may be found.  Monthly percentiles were calculated for each grid cell based on the 
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climatology of the 64 year period (1950-2013) and the 14 year period (2000-2013).  Total 
soil moisture was represented as percentiles (using the Gamma distribution) relative to all 
simulated values for a given grid cell and month.  With this method, seasonal variations 
are removed, extremes can be more easily identified, and the intensity of events is better 
represented throughout the domain.  Additionally, percentiles allow convenience due to 
their ordinal range from zero to one. 
The Gamma distribution was determined to be a good fit for the soil moisture 
data.  Figure 2.17 shows (a) the empirical and theoretical densities, (b) the quantile-
quantile plot, (c) the empirical and theoretical cumulative distribution functions, and (d) 
the probability-probability plot for September total soil moistures from 1950 to 2013 for 
one grid cell.  Additionally, compared to the Weibull fit, Akaike's ‘An Information 
Criterion’ (AIC) of the Gamma fit was better.  When comparing the Gamma and Weibull 
AIC, the smaller the AIC, the better the fit.  See APPENDIX E for R codes that were 







Figure 2.17 Plots for September total soil moistures from 1950 to 2013 for one grid cell 
where (a) is the empirical and theoretical densities, (b) is the quantile-quantile plot, (c) 
is the empirical and theoretical cumulative distribution functions, and (d) is the 
probability-probability plot. 
 
The Gamma distribution is a continuous probability distribution that covers a 
broad range of applications.  The flexibility of this distribution is due to its shape 
parameter (𝑎) and scale parameter (𝑠).  The shape parameter gives the Gamma 
distribution its flexibility for modeling a wide variety of data, while the scale parameter 
determines the range of the distribution.  The general Gamma probability density 










𝑠]    𝑓𝑜𝑟 𝑥 ≥ 0 (2.19) 
where 𝑎 is the shape parameter, 𝑠 is the scale parameter, and 𝛤(𝑎) is the Gamma function 
defined below. 
𝛤(𝑎) = ∫ 𝑥𝑎−1𝑒−𝑥𝑑𝑥 
∞
0
  𝑓𝑜𝑟 𝑎 > 0 (2.20) 
For calculating the gamma percentiles, the distribution was applied for each 
month within each grid cell.  Therefore, individual shape and rate (rate=1/scale) 
parameters were found for each month of every grid cell.  Figure 2.18 spatially displays 
the shape (a) and rate (b) parameters for the month of June across the Platte River Basin, 
respectively.  Note that as the smaller the rate parameter (greater the scale), the more 
spread out the distribution.   
For identifying extreme events, the threshold approach was used, where an 
extreme event is said to have occurred when the variable of interest (e.g., soil moisture) is 
above or below a predefined threshold.  For our study we set this threshold at greater than 
or equal to the 80
th
 percentile for extreme wet and lower than or equal to the 20
th
 
percentile for extreme dry.  Other studies have also used the 20 percent threshold for 
identifying droughts (Andreadis and Lettenmaier 2006; Andreadis et al. 2005; Sheffield 






Figure 2.18 Spatial distribution aross the PRB of the (a) shape and (b) rate parameters 
for the month of June. 
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The identification of extreme dry and wet periods through soil moisture 
percentiles represents the occurrence of drought and heavy precipitation events.  Heavy 
precipitation as expressed through soil moisture can provide insight on how a region 
responds to extreme precipitation be it from a single heavy event or several continuous 
events.  High soil moisture percentiles allow us to identify months that may be a concern 
or provide benefits to agriculture, ecosystems, and society.  On the other hand, low soil 
moisture percentiles can provide valuable insight on drought conditions.  There are four 
main drought types introduced by Wilhite and Glantz (1985) including meteorological, 
agricultural, hydrological, and socioeconomic.  Zargar at al. (2011) describes the order of 
the first three drought types starting with meteorological drought which is set off by 
precipitation deficits.  The precipitation deficits consequently decrease soil moisture, thus 
defining agricultural drought.  Decreased recharge from soil to streams and lakes leads to 
reduced streamflows, which characterizes hydrological drought.  Figure 2.19 shows the 
general sequence of the three droughts.  Wilhite and Glantz (1985) also describe the 
socioeconomic drought to be based on the impact of drought conditions, usually from 







Figure 2.19 The three main drought types in a general series of occurrence (Figure 
source: Zargar et al 2011). 
 
There are numerous ways to assess or measure drought some of which include 
magnitude, duration, spatial extent, and intensity.  Several “magnitude” values were 
calculated including the average percentile of the grid cells under wet or dry conditions.  
The average percentile was selected over the average total soil moisture value because it 
gives a better representation of the departure beyond the defined thresholds.  
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defined as the number of consecutive months where more than 50% of the area was 
experiencing soil moisture percentiles within the extreme wet/dry thresholds.  The spatial 
extent was determined to be the percentage of the area under extreme wet/dry conditions.  
It was calculated by finding the number of grid cells under extreme wet/dry conditions 
and dividing by the total number of grid cells.   
2.8 LAI and Land Cover 
2.8.1 Fixed vs Dynamic LAI 
Although the fix seasonal LAI dataset captures the normal seasonal variability 
and vegetation green up, it lacks interannual variability.  It does not show years of 
abnormally high/low vegetation health or early/late green up.  Several studies have 
explored using dynamic LAI datasets with VIC.  Tang et al. (2012) compared observed 
vs climatological seasonal cycles of LAI and their influence on simulated 
evapotranspiration.  They validated their results with observations at two eddy covariance 
tower sites and found that using the mean monthly LAI biased simulated 
evapotranspiration by 10-30%.  They concluded this bias to be due to differences in the 
vegetation greening onset and dormancy periods that was not being represented.  Ford 
and Quiring (2013) examined the sensitivity of soil moisture to static LAI (fix seasonal 
LAI) and dynamic LAI (interanually varying LAI), compared the two results to in situ 
observations, and examined the effects of the static vs dynamic LAI has on drought 
monitoring.  They found that the VIC simulated soil moisture and the drought monitoring 
products are sensitive to the LAI parameter.  Tesemma et al. (2015) investigated the two 
LAI input on the VIC model performance in terms of calibration and validation using 
observed runoff for comparison.  They found that greater improvements were made when 
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VIC was calibrated using observed monthly LAI rather than mean monthly LAI, 
particularly for regions dominated by pasture.  For this study, the observed MODIS LAI 
was compared with mean MODIS LAI, as well as the VIC simulated soil moisture and 
evapotranspiration.   
 For representing what VIC typically uses for LAI, the climatological (fixed) LAI 
was found based on the observed MODIS LAI (dynamic) for 2000-2013.   
 The differences in interseasonal greening and dormancy dates were based on 
MODIS LAI.  Similar to Tang et al. (2012) a threshold crossing procedure was used to 
identify the onset of greening and dormancy.  First the spatially averaged 8-day LAI time 
series was converted into a daily time series through linear interpolation.  The dates for 
greening and dormancy onset were identified when the LAI crossed a particular threshold 
defined as: 
𝐿𝐴𝐼𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝐿𝐴𝐼_𝑚𝑖𝑛 + (𝐿𝐴𝐼_𝑚𝑎𝑥 − 𝐿𝐴𝐼_𝑚𝑖𝑛 ) ∗ 30% (2.21) 
where 𝐿𝐴𝐼_𝑚𝑖𝑛 and 𝐿𝐴𝐼_𝑚𝑎𝑥 are the minimum and maximum LAI for a particular year.  
Figure 2.20 displays the basic concepts used for finding the threshold LAI, as well as the 





Figure 2.20 Schematic illustrating the LAIthreshold based on the yearly maximum and 
minimum LAI to find the onset greening and dormancy dates. 
 
2.8.2 Land Cover 
Using the GAP dataset, the Platte River Basin was discretized into eight of the 
basic land covers including forest and woodland, shrubland and grassland, semi-desert, 
polar and high montane vegetation, aquatic vegetation, nonvascular and sparse vascular 
rock vegetation, agricultural, developed and other human use, introduced and semi 
natural vegetation, recently disturbed or modified, and open water.  The two major land 














agroecosystem and ecosystems, respectively.  Figure 2.21 illustrates these two land 
covers in the Platte River Basin which encompass 68% of the land. 
 
 
Figure 2.21 Shrubland and grassland (ecosystem) and agriculture (agroecosystem) land 
cover in the Platte River Basin. 
 
The dynamic and fixed LAI were found for both the agroecosystem and 
ecosystem regions with an additional step taken to ensure the differences between the 
LAI of agroecosystems and ecosystems were due to land cover rather than varying 
climates.  An empirical orthogonal function (EOF) analysis was performed on monthly 
precipitation data to divide the Platte River Basin into climatic zones.  The fixed and 
dynamic LAI of the agroecosystems and ecosystems were compared within each climate 
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zone.   Next, the response of the agroecosystem and ecosystem to extremes was 
examined. 
2.9 Resilience 
Although the idea of resilience originated in the field of ecology (Holling 1973), 
the concept of resilience has been studied in a broad range of disciplines.  The concepts 
of resilience have been used in economics, natural resource management, engineering, 
law, sociology, psychology, and various different ecosystems (Committee on the Effects 
of the Deepwater Horizon Mississippi Canyon-252 Oil Spill on Ecosystem Services in 
the Gulf of Mexico et al. 2013).  With the broad use of resilience, many interpretations 
and reformulations have led to multiple definitions (Gallopín 2006).  Holling (1996) 
defined two different types of resilience (1) “engineering resilience” which focuses on the 
speed at which a system with a single equilibrium returns following a disturbance and (2) 
“ecological resilience” which looks at the magnitude of a disturbance a system with 
multiple equilibria can absorb without shifting to a new equilibrium.   Figure 2.22 
provides illustrations and examples of engineering and ecological resilience.  These 
definitions have been used throughout a significant number of studies examining 
resilience.  For this study, resilience is defined in terms of engineering resilience, the 
ability of agroecosystems and ecosystems to return to equilibrium following an EHCE.   
Although in theory it may seem straightforward, measuring engineering resilience 
poses several challenges.  These challenges include deciding what measure or metric to 
use; using an accurate baseline or equilibrium; and accounting for disturbances of 
different types or scales causing different degrees of responses (Carpenter et al. 2014) 
(Committee on the Effects of the Deepwater Horizon Mississippi Canyon-252 Oil Spill 
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on Ecosystem Services in the Gulf of Mexico et al. 2013).  Different system components 
may recover at different rates, thus the selection of what is measured can greatly 
influence the quantification of resilience.  For our study we selected several measures that 
represented the degree of system performance or system function for agroecosystems and  
 
Figure 2.22 Schematic of (a) engineering and (b) ecological reilience.  Engineering 
resilience is defined by the response to the disturbance (resistance) and the recovery 
over time (resilience).  Ecological resilience is a measure of how much disturbace the 
system (ball) can absorb so that is remains in the same state (basin), before it flips into 




ecosystems.  These measures included soil moisture, evapotranspiration, and LAI which 
give an indication of the overall ecosystem function.  For a dynamic system, equilibrium 
refers to a state where the system follows a given trajectory unless disturbed, for example 
a system following a regular cycle (Committee on the Effects of the Deepwater Horizon 
Mississippi Canyon-252 Oil Spill on Ecosystem Services in the Gulf of Mexico et al. 
2013).  Therefore, the dynamic equilibrium or baseline was defined as the climatology.  
As previously mentioned, the resilience of both drought and extreme rainfall events is 
explored on a daily timescale. 
As the engineering resilience definition indicates, the speed of recovery was 
measured as the number of days it took for soil moisture, evapotranspiration, and LAI to 
reach the equilibrium state again.  To calculate the number of days, a threshold was 
defined as a deviation 10% above or below the climatology.  The time of recovery was 
calculated as the number of days that were above or below this threshold.  The count 
began when the system function measure crossed outside of the 10% threshold, and when 
the system function crossed back over the threshold, it was considered recovered.  Figure 
2.23 illustrates the concept of the 10% threshold approach that was used for our three 
system function measures.  A similar method was used by Conway-Cranos (2012) who 
measured the number of months it took for the recolonization in rocky intertidal 







Figure 2.23 Representation of the system function baseline with the +/- 10% threshold for 
identifying recovery 
 
. In addition to measuring the time for recovery, the deviation from the baseline 
was measured.  The percentage of deviation was found by subtracting the baseline from 
the observed system function, dividing by the baseline, and multiplying by 100% as 
Equation (2.22) indicates.  This resulted in the percentage above (+) or below (–) the 
baseline which gives an idea of the system response to the disturbance. 
𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
∗ 100% = % 𝑎𝑏𝑜𝑣𝑒(+) 𝑜𝑟 𝑏𝑒𝑙𝑜𝑤 (−) 𝑡ℎ𝑒 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 
 
(2.22) 
 Overall, the smaller the deviation the more resilient and the shorter the recovery 
time the more resilient.  The deviation and recovery time are used to assess the difference 
in resilience for the two land covers, agroecosystems and ecosystems, within the three 
zones. The deviation and recovery time are found for the leaf area index, 























 Results & Discussion CHAPTER 3.
3.1 Extremes 
A climatology or normal was developed for the Platte River basin and its 5 
subbasins to illustrate a general representation of the temporal variability and spatial 
distribution of Precipitation, LAI, Soil Moisture, and Evapotranspiration.  Figure 3.1 
shows the daily climatology of total soil moisture and evapotranspiration for the Platte 
River Basin (PRB), North Platte subbasin (NP), South Platte subbasin (SP), Middle-
Lower Platte subbasin (MLP), Loup subbasin (LOUP), and Elkhorn subbasin (ELK).  
The evapotranspiration plot shows that typically the eastern subbasins experience the 
greatest evapotranspiration rates.  Bringing precipitation into the picture, Figure 3.2 
displays the monthly climatological precipitation, evapotranspiration, and soil moisture 
for the Platte River Basin and the five main subbasins.  From these plots we can see that 
in general the eastern subbasins (Elkhorn, Loup, and Middle-Lower Platte) see greater 
precipitation.  As with the previous figure, we also see that on average the eastern 
subbasins see higher evapotranspiration rates during the summer months than the North 
and South Platte subbasins.   
Moving from the climatology, Figure 3.3 displays the monthly precipitation, 
evapotranspiration, and soil moisture for the Platte River Basin and the five main 
subbasins for 2000 through 2013.  From these plots we can see how precipitation, soil 
moisture, and evapotranspiration vary from year to year for each subbasin, and begin to 
identify abnormally dry or wet years.  Looking at the figure, we can clearly see that 2012 
was an abnormally dry year in regards to precipitation, which clearly impacted both soil 
moisture and evapotranspiration.  On the other hand, we can identify that for the Elkhorn, 
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Loup, and Middle-Lower Platte subbasins the 2010 precipitation was above normal and 
contained the greatest monthly were calculated which allows extremes to be more easily 




Figure 3.1 The daily climatology of (a) total soil moisture (mm) and (b) 
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Figure 3.2 The monthly average of precipitation (mm) in blue, simulated evapotranspiration (mm) in red, and simulated total 
soil moisture (mm) in black for the Platte River Basin and five main subbasins for 2000-2013. 
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Figure 3.3 The monthly precipitation (mm) in blue, simulated evapotranspiration (mm) in red, and simulated total soil moisture 
(mm) in black for the Platte River Basin and the five subbasins for 2000-2013. 
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3.1.1 Identify Extremes 
Because soil moisture provides a collective estimate of available water from the 
balance of precipitation, evapotranspiration, and runoff fluxes, it was used to identify 
periods of extreme wet and dry conditions. Monthly total soil moisture percentiles were 
calculated for each grid cell based on the climatology of the 64 year period (1950-2013) 
for the fixed LAI simulations (F64) and the 14 year period (2000-2013) for the dynamic 
LAI simulations (D14).  Percentiles were calculated using the Gamma distribution for 
each grid cell to better identify extremes throughout the region and allow for direct 
comparison of extreme wet and dry events across the domain.  For identifying extreme 
wet or dry months, a threshold of greater than or equal to the 80
th
 percentile for extreme 
wet and lower than or equal to the 20
th
 percentile for extreme dry was employed.  This 
20% threshold was also utilized by several other studies looking at extremes using soil 
moisture percentiles (Andreadis and Lettenmaier 2006; Andreadis et al. 2005; Sheffield 
et al. 2009).   
Figure 3.4 and Figure 3.5 show the monthly percentiles for the Platte River Basin 
and the five subbasins for the F64 experiment and the D14 experiment, respectively.  
From these figures we can easily identify periods of above or below normal soil moisture 
conditions.  These plots not only give us an idea of the magnitude above or below 
normal, but also the duration of the event for each subbasin.  For example, from Figure 
3.4 it is clear that in the 1950s many of the basins experienced several years of below 
normal soil moisture conditions.  From Figure 3.5 we can see that the basins, particularly 
those in the east, experienced above normal soil moisture conditions for a few years from 
2007 through 2010.   
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To better identify the months of extreme conditions, the noise was taken out of 
these figures by showing only the soil moisture percentiles that met the extreme event 







Figure 3.4 Monthly soil moisture percentiles (%) for the F64 experiment for the Platte 
River Basin (a) and the five subbasins: North Platte (b), South Platte (c), Middle-Lower 
Platte (d), Loup (e), and Elkhorn (f). 
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Figure 3.5 Monthly soil moisture percentiles (%) for the D14 experiment for the Platte 
River Basin (a) and the five subbasins: North Platte (b), South Platte (c), Middle-Lower 
Platte (d), Loup (e), and Elkhorn (f). 
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Figure 3.6 provides the actual soil moisture values for the dynamic 2000-2013 
experiment for the Platte River Basin and the five subbasins.  These values give the 
realistic soil moisture value associated with the percentiles shown in Figure 3.5 and 
provide a frame of reference for each basin.  The figure also shows how difficult it would 
be to compare the basins on absolute soil moisture values alone.  The monthly subbasin 
average soil moisture values range from approximately 80 mm to 280 mm which are 
comparable but lower than the mean daily soil moisture values found by Mahmood and 
Hubbard (2004)  ranging from 50 mm to 350 mm.  Mahmood estimated the mean daily 
soil moisture (1982-1999) at three different locations in Nebraska using a water balance 
model.  Discrepancies between the values could be due to temporal and/or spatial 
difference, 1982-1999 versus 2000-2013, daily values versus monthly averages, and 
averaged subbasin values versus point estimates.  We will take a closer look at comparing 
Mahmood and Hubbard (2004) values later in the study when there are fewer differences 





Figure 3.6 Monthly soil moisture (mm) for the D14 experiment for the Platte River 
Basin (a) and the five subbasins: North Platte (b), South Platte (c), Middle-Lower 


































































Table 3.1 specifically lists the months that were identified to be extreme wet and 
dry for the D14 experiment.  APPENDIX G lists the extreme months from the F64 
experiment.  These tables and the previous figures successfully identify the major wet 
and dry events within the Platte River Basin and the five subbasins.  Sheffield et al. 
(2009) identified major drought events on a continental level for 1950 through 2000.  
They identified the top drought events for North America, five based on duration and five 
based on spatial extent, which respectively included 1950-53, 1954,57, 1999-2000, 1958-
59, 1976-77, 1954-57, 1952-53, 1976-77, 1988-89, and 1953-54.  Although not all the 
subbasins necessarily experienced extreme months during all of these events, most of 
them did.  The reason for any discrepancy is likely due to the differences in spatial extent, 
North America versus only portions of three states.  As for the years from 2000-2013, 
according to the NCDC/NOAA billion dollar events 
(http://www.ncdc.noaa.gov/billions/events), Nebraska experienced drought events for 
2002, 2006, and 2012 into 2013, with 2012 being the most spatially exended drought in 
the U.S. since the 1930s.  Our study clearly identified these events as well, with particular 
emphasis on the 2012 events.  
Table 3.2 summarizes the number of only extreme wet and dry months for the 
D14 experiment, for 2000-2013 of the fixed experiment (F14), and the F64 experiment.  
For example, for the D14 experiment, the Platte River Basin had 7 extremely wet months 
out of a total of 168 months, thus 4.2% of the months in 2000-2013 were extremely wet 
for the Platte River Basin.  From this table we can see that the Elkhorn subbasin tended to 
have the greatest number of months under both extreme wet and dry conditions, perhaps 
indicating a greater frequency of extremes compared to the other subbasins.  We also see 
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that South Platte subbasin experienced fewer extreme wet months, approximately 8% 
compared to the Elkhorn subbasin with about 17%, and the other subbasins with about 
12%.  Silimar results are seen for extreme dry months with the South Platte subbasin 
experiencing approximately 10% extremely dry months, while the Elkhorn sees about 
15% extreme dry months.  In general this table established that the number of months for 
the fixed experiment and dynamic experiment are similar.   
 The soil moisture and evapotranspiration for only the extreme months, were 
totaled and summarized in Table 3.3 and Table 3.4.  Table 3.3 provides the summation of 
soil moisture for only extreme wet and dry months for both the D14 and F14 experiments 
for each basin.  The tables also provide an average based on this sum and the total 
number of extreme months.  From this table we can see that the South Platte basin has the 
greatest monthly soil moisture for both extreme wet and dry months.  Table 3.4 displays 
the summation of evapotranspriation for only extreme wet and dry months for both the 
D14 and F14 experiments for each basin.  It is clear that the Middle-Lower Platte, Loup, 
and Elkhorn basins see greater extreme wet and dry monthly evapotranspiration rates 
than the North and South Platte basins.   
Additionally what both Table 3.3 and Table 3.4 establish is that the totaled and 
averaged extreme evapotranspiration and soil moisture values are similar for the dynamic 
and fixed experiments.  The difference we do see are likely due to the differences in LAI 
datasets and/or the different time spans of each experiment.  With the fixed experiment 








Table 3.1 List of months that meet the extreme wet and dry  thresholds based on soil moisture percentiles for the D14 
experiment for the Platte River Bains and five subbasins. 
Wet Months   Dry Months 
PRB NP SP MLP LOUP ELK  PRB NP SP MLP LOUP ELK 
            
11/2009 9/2004 6/2009 9/2006 4/2001 5/2001 4/2002 4/2002 4/2002 6/2000 4/2002 5/2000 
3/2010 10/2004 7/2009 3/2007 5/2001 6/2005 5/2002 5/2002 5/2002 9/2000 5/2002 8/2000 
6/2010 1/2005 11/2009 4/2007 4/2007 9/2006 6/2002 6/2002 6/2002 10/2000 6/2002 9/2000 
7/2010 6/2009 12/2009 5/2007 5/2007 4/2007 7/2002 7/2002 7/2002 4/2002 7/2002 10/2000 
7/2011 7/2009 1/2010 6/2007 10/2008 5/2007 5/2006 5/2006 10/2003 6/2002 8/2003 6/2002 
10/2013 8/2009 2/2010 8/2007 11/2008 6/2007 6/2006 6/2006 11/2003 7/2002 12/2003 7/2002 
11/2013 11/2009 3/2010 10/2007 12/2008 8/2007 6/2012 5/2012 12/2003 8/2003 1/2004 4/2003 
 
12/2009 4/2010 5/2008 1/2009 10/2007 8/2012 6/2012 1/2004 5/2006 2/2004 8/2003 
 
1/2010 5/2010 6/2008 2/2009 11/2007 9/2012 8/2012 2/2004 6/2006 11/2005 12/2003 
 
3/2010 6/2010 7/2008 3/2009 12/2007 10/2012 9/2012 3/2004 6/2012 5/2006 1/2004 
 
4/2010 7/2011 10/2008 8/2009 1/2008 11/2012 10/2012 4/2004 7/2012 6/2006 2/2004 
 
















3/2009 6/2010 7/2008 
 




3/2010 7/2010 10/2008 
 




6/2010 8/2010 11/2008 
  




7/2010 7/2011 12/2008 
  











     
2/2009 
    
3/2013 11/2012 
     
3/2009 
    
4/2013 12/2012 
     
11/2009 
     
1/2013 
     
3/2010 
     
2/2013 
     
6/2010 
     
3/2013 
     
7/2010 
     
4/2013 
     
8/2010 








Table 3.2 The number of extreme wet and dry months for the dynamic 14 year (D14), last 14 years of the fixed (F14), 
and the 64 year fixed (F64) experiments; in addition to the corresponding percentage in parentheses (out of 168 months 
for 2000-2013 and 768 months for 1950-2013). 
  
Wet Months (%) 
 

















7 (4.2%) 9 (5.4%) 46 (6.0%) 
 
15 (8.9%) 16 (9.5%) 50 (6.5%) 
NP 
 
20 (11.9%) 23 (13.7%) 72 (9.4%) 
 
17 (10.1%) 21 (12.5%) 63 (8.2%) 
SP 
 
12 (7.1%) 15 (8.9%) 69 (9.0%) 
 
20 (11.9%) 18 (10.7%) 76 (9.9%) 
MLP 
 
20 (11.9%) 21 (12.5%) 83 (10.8%) 
 
19 (11.3%) 21 (12.5%) 104 (13.5%) 
LOUP 
 
19 (11.3%) 24 (14.3%) 88 (11.5%) 
 
22 (13.1%) 24 (14.3%) 111 (14.5%) 
ELK 
 
27 (16.1%) 32 (19.0%) 118 (15.4%) 
 







Table 3.3 The extreme wet and dry total and average soil moisture (mm), as well as the number of 
extreme wet and dry months for the dynamic 14 year (D) and last 14 years of the fixed (F) 






Months Total SM Average SM 
 
Months Total SM Average SM 
 
F D F D F D 
 
F D F D F D 
PRB 
 
9 7 1902 1481 211 212 
 
16 15 2121 2094 133 140 
NP 
 
23 20 4549 3961 198 198 
 
21 17 2791 2371 133 139 
SP 
 
15 12 3790 3019 253 252 
 
18 20 3125 3559 174 178 
MLP 
 
21 20 5088 4809 242 240 
 
21 19 2902 2752 138 145 
LOUP 
 
24 19 4701 3602 196 190 
 
24 22 2126 2092 89 95 
ELK 
 
32 27 7454 6321 233 234 
 










Table 3.4 The extreme wet and dry total and average evapotranspiration (mm), as well as the number 
of extreme wet and dry months for the dynamic 14 year (D) and last 14 years of the fixed (F) 






Months Total ET Average ET 
 
Months Total ET Average ET 
 
F D F D F D 
 
F D F D F D 
PRB 
 
9 7 11.7 11.6 1.30 1.65 
 
16 15 14.5 12.8 0.91 0.85 
NP 
 
23 20 26.7 26.6 1.16 1.33 
 
21 17 17.2 12.7 0.82 0.75 
SP 
 
15 12 21.1 18.8 1.40 1.56 
 
18 20 15.3 14.6 0.85 0.73 
MLP 
 
21 20 38.4 39.7 1.83 1.99 
 
21 19 19.3 19.2 0.92 1.01 
LOUP 
 
24 19 44.3 32.9 1.85 1.73 
 
24 22 24.6 19.2 1.03 0.87 
ELK 
 
32 27 55.1 50.8 1.72 1.88 
 






By identifying extreme events within various subbasins, we can get a better 
understanding of how extremes vary across a region such as the Platte River Basin.    
Looking at both the dynamic and fixed experiments we see that in general the eastern 
subbasins experience more extreme wet and dry events.  If the eastern subbasins 
experience more extreme wet and dry events, they may be better adapted to respond to 
extreme events.  Therefore, indicating that the Elkhorn, Loup, and Middle-Lower Platte 
subbasins are less sensitive to EHCEs than the western North and South Platte subbasins. 
The South Platte subbasin in particular an average experiences nearly 5% fewer extreme 
events than the other four subbasins.  This implies that it would be particularly 
challenging for the South Platte subbasin to recover after an increasing incidence of 
EHCEs.   
Based on the soil moisture percentiles found above, the spatial extent (in 
percentage) of affected cells by EHCEs was found with the following equation: 
𝑆𝑝𝑎𝑡𝑖𝑎𝑙 𝐸𝑥𝑡𝑒𝑛𝑡 =
𝐺𝑟𝑖𝑑 𝑐𝑒𝑙𝑙𝑠 𝑢𝑛𝑑𝑒𝑟 𝑒𝑥𝑡𝑟𝑒𝑚𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠
𝑇𝑜𝑡𝑎𝑙 𝑔𝑟𝑖𝑑 𝑐𝑒𝑙𝑙𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑢𝑏𝑏𝑎𝑠𝑖𝑛
∙ 100% (3.1) 
Figure 3.7, Figure 3.8, Figure 3.9, and Figure 3.10 illustrate the monthly spatial extent of 
extreme wet and dry conditions for the F64 experiment and the D14 experiment, 
respectively.  For clarity, only the months with spatial extents of 50% or more affected by 
EHCEs were further examined.  APPENDIX H presents the spatial extent for these 
selected months.  From the spatial extent plots we can identify which events had the 
greatest spatial impact on each basin.  Looking at the 2012 drought event, it is clear that 
the entire extent of the Middle-Lower Platte, Loup, Elkhorn basins and close to the entire 
North Platte basin were impacted.  However, only approximately fifty percent of the 
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South Platte basin experienced drought conditions.  We can also see that in 2010, each 
subbasin experienced extreme wet conditions. 
 Table 3.5 summarizes these figures by giving the number of months in which 
spatial extents exceed half of the domain for each subbasin.  From this table it is clear to 
see that the eastern subbasins experience more months in which the spatial extent of the 
extremes is greater than 50%.  Based on the fixed 64 year experiment, the North and 
South Platte subbasins see on average 27 fewer months where the EHCE extends into 
more than 50% of the region compared to the Elkhorn, Loup, and Middle-Lower Platte 
subbasins.  With the western subbasin experiencing fewer months with significant EHCE 
spatial extent, they may be more susceptible to extreme. 
To better visualize the temporal extent, Figure 3.11, Figure 3.12, Figure 3.13, and 
Figure 3.14, present the number of consecutive months with greater than 50% of the 
basin experiencing extreme wet or dry conditions for the F64 experiment and the D14 
experiment, respectively.  These plots make it easy to identify the events that persisted.  
For example, the 2012 drought was clearly spatially extensive, but it also temporally 
persisted, even into the next year.  For the Elkhorn subbasin the extreme drought 
conditions continued for 18 consecutive months.  Whereas for the North Platte subbasin it 
persisted for 9 consective months, and for the South Platte subbasin only for 2 
consecutive months.  In general the eastern subbasins see a greater number of consecutive 
months for an EHCE affecting more than half of the domain.   
From identifying extremes and examining their spatial extent and duration, it is 
clear to see that the eastern subbasins, particularly the Elkhorn subbasin, experience 
extremes to a greater extent both spatially and temporally than the western subbasins.  
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Therefore, it could be concluded that the western subbasins, especially the South Platte 




Figure 3.7 Monthly spatial extent (%) of extreme wet conditions for the F64 
experiment for the Platte River Basin (a) and the five subbasins: North Platte (b), South 





























Figure 3.8 Monthly spatial extent (%) of extreme dry conditions for the F64 experiment 
for the Platte River Basin (a) and the five subbasins: North Platte (b), South Platte (c), 





























Figure 3.9 Monthly spatial extent (%) of extreme wet conditions for the D14 
experiment for the Platte River Basin (a) and the five subbasins: North Platte (b), South 





























Figure 3.10 Monthly spatial extent (%) of extreme dry conditions for the D14 experiment 
for the Platte River Basin (a) and the five subbasins: North Platte (b), South Platte (c), 




























Table 3.5 The number of months where the spatial extent for an EHCE is greater than 
50%.  The number of months is given for the dynamic 14 year (D14) and fixed 64 year 
(F64) experiments; in addition to the corresponding percentage in parentheses (out of 
168 months for D14 and 768 months for F64). 
  
Wet Months (%) 
 













16 (9.5%) 84 (10.9%) 
 
19 (11.4%) 97 (12.6%) 
NP 
 
25 (14.9%) 107 (13.9%) 
 
24 (14.3%) 111 (14.5%) 
SP 
 
20 (11.9%) 91 (11.8%) 
 
28 (16.7%) 116 (15.1%) 
MLP 
 
25 (14.9%) 109 (14.2%) 
 
27 (16.1%) 127 (16.5%) 
LOUP 
 
24 (14.3%) 126 (16.4%) 
 
32 (19.0%) 142 (18.5%) 
ELK 
 
30 (17.9%) 139 (18.1%) 
 







Figure 3.11 The number of months from 1950-2013 with more than 50% of the area 
experiencing extreme wet conditions for the Platte River Basin (a), North Platte (b), 





























Figure 3.12 The number of months from 1950-2013 with more than 50% of the area 
experiencing extreme dry conditions for the Platte River Basin (a), North Platte (b), 





























Figure 3.13 The number of months from 2000-2013 with more than 50% of the area 
experiencing extreme wet conditions for the Platte River Basin (a), North Platte (b), 





























Figure 3.14 The number of months from 2000-2013 with more than 50% of the area 
experiencing extreme dry conditions for the Platte River Basin (a), North Platte (b), 




























3.2 LAI and Land Cover 
A substantial number of studies have identified the importance of vegetation within 
the hydrological process (Matheussen et al. 2000; Mahmood and Hubbard 2004; Muñoz-
Arriola et al. 2009; Wegehenkel 2009; Peel, McMahon, and Finlayson 2010; Tang et al. 
2012; Ford and Quiring 2013; Tesemma et al. 2015).  Several of the studies highlight that 
using a fixed seasonal LAI product that is interannually invariant captures the normal 
variability attributed mainly to changes in precipitation, leading to errors in years of 
abnormal vegetation health or early/late green up.  Therefore, we begin by examining the 
differences between fixed and dynamic LAI datasets, along with the impacts that these 
differences can have on model-estimated soil moisture and evapotranspiration rates.   
Using LAI as an indication of vegetation, we explore how LAI differs between two 
land covers.  Both agroecosystems and ecosystems provide essential services ranging 
from food, fiber, and bioenergy to pollination, nutrient cycling, biodiversity, and soil 
fertility (Zhang et al. 2007).  They can also have both positive and negative impacts on 
each other, thus making proper management a crucial point (Power 2010).  Therefore, 
distinguishing between agroecosystems and ecosystems as well as their vegetative 
differences can help determine proper management strategies in the future.  Using both 
LAI datasets we highlight the general differences between the two land covers, as well as 
their differences on a yearly basis.   
 
3.2.1 Fixed vs Dynamic 
Although the fix seasonal LAI dataset captures the normal seasonal variability 
and vegetation green up, it lacks interannual variability.  Figure 3.15 illustrates the Platte 
River Basin mean LAI (fixed) in comparison to the yearly LAI (dynamic) for 2000-2013, 
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as well as the onset dates for greening and dormancy.  It shows the missing vegetation 
variability when using a fixed seasonal LAI compared to an interannually varying LAI. 
The figure clearly gives light to the fact that abnormally high or low vegetation health as 
definded by above or below average LAI and early or late greening are not taken into 
account with a fixed seasonal LAI.  During the peak LAI period, the vegetation health 
can differ up to 30% of the normal.  Differences in greening onset vary by as much as six 
weeks, and dormancy dates vary by nearly four weeks.   
 
Figure 3.15 The Platte River Basin fixed seasonal LAI (black) and the yearly LAI for 
2000-2013 (grey), as well as the onset dates for greening (green) and dormancy (red). 
 
Figure 3.16 exhibits the difference between the Platte River Basin dynamic and 
fixed (dynamic-fixed) LAI datasets, as well as the differences between VIC simulated 
total soil moisture and evapotranspiration for the two datasets.  The figure demonstrates 
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these datasets do have an impact on the VIC total soil moisture and evapotranspiration 
results.  Discrepancies between the mean and observed total soil moisture were found, 
especially for periods when the differences between mean and observed LAI were large.  
The same was true for the evapotranspiration results.  These large discrepancies for soil 
moisture and evapotranspiration were seen during the growing season when the 
differences between observed and mean LAI were greatest. For example, Figure 3.17 
shows how the LAI is underestimated for 2011 and over estimated for 2012 if using the 
fixed LAI.   
Figure 3.17 illustrates the fixed and dynamic LAI data, as well as the simulated 
total soil moisture and evapotranspiration from these datasets for the Platte River Basin 
from 2011 through 2012, years where LAI is above and below average.  Additionally, the 
respective differences (dynamic – fixed) are shown.  Figure 3.17 (a and d) shows that for 
July through August if the fixed LAI is utilized rather than the dynamic, LAI is 
underestimated for 2011 and overestimated for 2012. This corresponds to an 
underestimation of evapotranspiration (b and e) and an overestimation of total soil 
moisture (c and f) and for 2011, and vice versa for 2012.  These differences in 
evapotranspiration and soil moisture are due to the simulated water balance using LAI.  A 
rapid increase in LAI during green up results in a decrease of canopy resistance thus 
leading to increasing evapotranspiration, and therefore decreasing soil moisture.  In 
general we see that the total soil moisture and evapotranspiration peaks occur before the 
LAI peaks.  This indicates that increasing evapotranspiration depends on sufficient soil 
moisture and LAI to allow transpiration.  Therefore, the differences seen between the 
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fixed and dynamic changing vegetation, can account for the model’s contribution (or 
error) to the different water cycle component estimations. 
These differences between the fixed and dynamic LAI, soil moisture, and 
evapotranspiration are similar to those found by Tang et al. (2012) and Ford and Quiring 
(2013).  Tang et al. (2012) found the over the North American monsoon region, the effect 
of LAI on evapotranspiration estimates ranged from about 10% in the Sierra Madre 
Occidental and 30% in the continental interior.  In Figure 3.17 (c and f) we found 
evapotranspiration differences for the entire Platte River Basin to be approximately 10% 
in mid-July.  Ford and Quiring (2013) found that an LAI difference of about 0.3 produced 
a soil moisture difference of approximately 0.6, 0.2, and 0.1 cm for the bottom, middle, 
and top soil layers, respectively (derived from a figure).  We found that an LAI difference 
of about 0.3 produced a total soil moisture difference of approximately 5 mm derived 
from Figure 3.17 (b and e).  Something to keep in mind for Figure 3.16 and Figure 3.17, 
is that these plots are based on averages for the entire Platte River Basin thus smoothing 
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Figure 3.17 Fixed vs dynamic LAI (a), soil moisture (b), and evapotranspiration (c) for the Platte River Basin from 2011 through 
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Figure 3.18 shows the climatological LAI for each basin which highlights the 
eastern and western differences in land cover.  It is important to note that these 
climatologies are based on the entire subbasin area which is partially why we see such 
low LAI values.  We can see that the eastern, agricultural dominated basins, Elkhorn and 
Middle-Lower Platte, experience much larger LAI peaks, while the western basins, North 
Platte and South Platte, see the lowest LAI peaks.  These differences are mostly due to 
the land cover differences; general ecosystem versus agroecosystem differences, as well 
as more specific differences in eastern and western crops, corn and soybeans versus 
wheat and alfalfa, and ecosystems, tall-grass prairies versus short-grass prairies.  In 
general we found LAI values to be lower than expected, however these differences are 
likely attributed to the resampling processes.  First the MODIS data is resampled from 
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3.2.2 Land Cover 
Having the dynamic LAI available to characterize vegetation in VIC, the two 
major GAP land covers, agroecosystem and ecosystems, were selected to compare how 
LAI differed between the two.  Figure 3.19 illustrates these two land covers in the Platte 
River Basin which make up 68% of the land.  In an attempt to ensure the differences 
between the LAI of agroecosystems and ecosystems were due to land cover rather than 
varying climate, an empirical orthogonal function (EOF) analysis was performed over the 
domain.  The EOF analysis was done with monthly precipitation data from 2000-2013.  
Figure 3.19 also shows the EOF1 (61% frequency) dividing the Platte River Basin into 
four major climate zones.  Note that the westernmost zone was disregarded due to its 
limited agriculture and shrub/grassland land cover. 
Table 3.6 breaks down the area (square kilometers) for each basin, climate zone, 
land cover.  The basin column gives the area for the entire basin which is then broken 
into the three climate zones, and then divided into the two land covers, agroecosystems 
and ecosystems.  The entire basin is summed at the bottom where we can see the spatial 
distribution of the zones and land covers.  Zone 1 is the largest (80,280 km
2
), followed by 
zone 2 (62,460 km
2
) and 3 (36,756 km
2
).  Within each zone we can see the land cover 
composition.  In zone 1 the ecosystems (38,556 km
2
) have nearly twice as many square 
kilometers as agroecosystems (19,008 km
2
).  Zone 2 ecosystem cover (28,404 km
2
) is just 
under four times larger than agroecosystems (7,668 km
2
).  In zone 3 the land cover 
division is similar for ecosystems (30,906 km
2
) and agroecosystems (30,168 km
2
).  
Clearly the domain has more natural vegetation (97,920 km
2










Figure 3.19 Shrubland and grassland (ecosystem) and agriculture (agroecosystem) land cover in the Platte River 







Table 3.6 An area (square kilometers) breakdown for each subbasin, 
climate zone, land cover, and total domain. 
  BASIN 
CLIMATE ZONE 


































































Figure 3.20 shows the mean and observed LAI for 2000 through 2013, as well as 
the onset dates for greening and dormancy for agroecosystems and ecosystems for each 
climate zone.  Figure 3.21 summarizes Figure 3.20 LAI for May through September with 
the mean, variance, standard deviation, and coefficient of variation for 2000-2013 for 
each ecosystem-climate zone.  The mean, variance, standard deviation, and coefficient of 
variation were found for each day of the year for all 14 years; then the daily values were 
averaged to get a final value.  For example, the LAI for each May 1
st
 for over the 14 
years was averaged and the variance, standard deviation, and coefficient of variation were 
found.  After this was done for every day in May through September, these values were 
all averaged to get a singular representative value.  Figure 3.22 illustrates the length of 
the growing season defined by the greening and dormancy onset dates for 
agroecosystems and ecosystems in each climate zone, as well as the LAI peak dates and 
the corresponding LAI onset values.  
As Figure 3.20, Figure 3.21, and Figure 3.22 show, when comparing the 
agroecosystems to ecosystems within each zone, as expected the agroecosystem LAIs are 
greater than the ecosystem LAIs for all three zones.  Half way around the world in 
Australia, using LAI from the Global Land Surface Satellite (GLASS) for a time span of 
1982-2012, Tesemma et al. (2015) found the opposite to be true, with grass seeing higher 
LAI values than crops.  This is likely due to an array of differences including climate, 
precipitation, and vegetation types for crops and natural vegetation. 
Comparing the coefficients of variation for the two land covers in Figure 3.21, it 
is clear that the ecosystem coefficient of variation is greater than that of the 
agroecosystem for each zone.  The native ecosystems experiencing greater variation may 
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be an indication of greater sensitivity to extremes.  Looking at the peaks for the two land 
covers, the LAI peaks for agroecosystems are not only higher but also occur later in the 
season than their ecosystem counterpart, particularly for zones 1 and 2.  Figure 3.22 
indicates the yearly LAI peaks for each ecosystem-zone.  The average agroecosystem 




, and July 28
th
, respectively. While 




, and July 17
th
 for zones 1, 2, and 3, 
respectively.  While the agroecosystem peak dates are all close together, the ecosystem 
peak dates are considerably earlier the further west the zone.   
Figure 3.20 indicates the onset dates for greening and dormancy, which shows 
that in general both the greening and dormancy dates are more variable for ecosystems 
than agroecoystems.  From Figure 3.22 we see the length of the growing season for each 
land cover in the three climate zones.  For zone 3 the agroecosystem greens up 
significantly later and senesces and/or is harvested earlier than the natural vegetation.  
However, this is not so apparent for zones 1 and 2 which is likely due to the differing 
variety of crops.  In zone 3, corn and soybeans make up nearly the entire agricultural land 
cover and typically peak in late July or early August.  Whereas in zones 1 and 2, there is 
a broader variety of crops, including summer and winter wheat which peak in late May 
and mid-June, respectively, thus creating an early secondary peak and prolonging the 
apparent growing season.   
Comparing the zones with each other, Figure 3.20, Figure 3.21, and Figure 3.22 
clearly show that zone 3 has the highest LAI values, in addition to largest variance and 
standard deviation values.  In fact for both ecosystems and agroecosystems, we see that 
these values increase as we move eastward in zones.  In general this increase is 
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underlined by the precipitation increase when moving east, as Figure 3.23 illustrates.  
Figure 3.23 compares the annual average precipitation from 2000-2013 for each climate 
zone which also shows that the precipitation for each zone is very similar for each of the 
two land covers.   
However, as Figure 3.21 indicates, there is a significant difference in mean LAI, 
variance, and standard deviation values for zone 3 agroecosystem which is likely due to 
crop type differences.  In the east, zone 3, corn and soybeans make up the majority of the 
agroecosystem land cover; while in the west, winter/summer wheat and millet are the 
primary crops.  The corn and soybean in zone 3 are the likely cause for the large 
differences in mean LAI, variance, and standard deviation values as well as the 
differences in the growing season length.  Zone 2 is a combination of mostly corn and 
wheat, which is why in Figure 3.20, two peaks are noticeable, the first due to wheat while 
the second is due to corn.  Goward et al. (1985) illustrates similar differences between 
NDVI values for various ecosystem and agricultural land covers.  The study clearly 
illustrates that corn, soybean, and irrigated crops in general have a higher peak NDVI in 
late July into August.  On the other hand, winter and spring wheat which have peak 
NDVI values in late May and mid-June through early August, respectively, generally 
experience lower NDVI values but a longer growing season.  
Looking at the coefficient of variance for both agroecosystems and ecosystems, 
we increasing LAI variance moving west.  This is expected due to the effects of water 
stress on ecosystems and rainfed agriculture, which can include earlier leaf senescence, 
reduced LAI, stomatal closure, etc.. In general, these differences are less pronounced in 







Figure 3.20 The mean (black) and observed, dynamic (grey) LAI for 2000 through 2013, as well as the onset dates for greening 
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Figure 3.21 The averaged daily mean, variance, standard deviation, and coefficient of 
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Figure 3.22 The growing season defined by the greening and dormancy onset dates for agroecosystems (solid bars) and 
ecosystems (hatched bars) in each climate zone (zone 1 orange, zone 2 pink, zone 3 blue).  The LAI onset values below each 
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The resilience concept originated in ecology (Holling 1973), however it has been 
studied and applied in a wide spectrum of disciplines such as economics, natural resource 
management, engineering, law, sociology, psychology, and various different ecosystems 
(Committee on the Effects of the Deepwater Horizon Mississippi Canyon-252 Oil Spill 
on Ecosystem Services in the Gulf of Mexico et al. 2013).  Holling (1973) defined two 
different types of resilience, engineering resilience and ecological resilience with the 
main difference focusing on the number of equilibria.  For this study, resilience was 
defined in terms of “engineering resilience” which focuses on the speed at which a 
system with a single equilibrium returns following a disturbance.  In our study, this was 
defined as how agroecosystem and ecosystem respond to an EHCE.   
Resilience is a complex concept that was broken down into two main system 
function measures, deviation from normal and recovery time.  Since different system 
variables may deviate and recover at different rates, three system functions were 
identified that represent the system performance; these included LAI, evapotranspiration, 
and soil moisture.  Including the dynamic LAI not only provided an additional measure 
of system function, but it was also not an output of the model therefore, acting as a 
quality check for the soil moisture and evapotranspiration.  Using these measures, the 
focus of this section is to compare how ecosystems and agroecosystems respond to 
extreme events.   
To start, the general trends for agroecosystem and ecosystem LAI, 
evapotranspiration, and soil moisture were compared, as well as the major differences 
seen between zones.  Figure 3.24, Figure 3.25, and Figure 3.26 show the climatologies as 
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well as the LAI, evapotranspiration, and soil moisture data they were based on.  Figure 
3.27 summarizes these figures  as well as precipitation, with the mean and coefficient of 
variation for May through September, 2000-2013 for each ecosystem-zone.  The mean 
and coefficient of variation were found for each day of the year for all 14 years; then the 
daily values were averaged to obtain a final value.  For example, the LAI for each May 
1
st
 for over the 14 years was averaged and the coefficient of variation was found.  After 
this was done for every day in May through September, these values were all averaged to 
get a singular representative value.   
As the previous section indicated, a clear east-west precipitation gradient is 
present thus influencing LAI and evapotranspiration.  An additional point to be made is 
that the precipitation for each zone is similar for both agroecosystems and ecosystems.  
Although the mean evapotranspiration follows the east-west gradient, there are 
differences between the two land covers for each zone.  In zone 1 the agroecosystem 
experiences higher evapotranspiration rates, while for zones 2 and 3 the opposite is true.  
However, this model does not take irrigation into account; therefore, the 
evapotranspiration for agroecosystems is likely underestimated.  For soil moisture we see 
that the mean and coefficient of variation are similar for agroecosystems and ecosystems 
in zone 1.  However, the land cover means and coefficients of variation differ greatly for 
zones 2 and 3.  We see that the native vegetation experiences much higher variation than 
that of the agroecosystems which may be an indication of greater sensitivity to extremes.  
The previous section goes in depth into the differences between LAI for agroecosystems 
and ecosystems for the three zones, but in general the agroecosystem LAI values are 
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greater than the ecosystem LAI and the higher variation for the native ecosystems may be 
an indication of greater vulnerability to extremes. 
 These figures not only give a general comparison between land covers, but the 
baselines illustrated in Figure 3.24, Figure 3.25, and Figure 3.26 were the foundation for 
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Figure 3.25 The climatology (black) for 2000-2013 and the 14 years (grey) of evapotranspiration (mm) for each land cover 














































Figure 3.26 The climatology (black) for 2000 through 2013 and the 14 years (grey) of soil moisture (mm) for each land cover 
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Figure 3.27 Mean and coeffiecient of variation for LAI, soil moisture (mm), evapotranspiration 
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Based on the climatologies from the previous figures, the deviation could be 
calculated by subtracting the baseline from the observed/simulated system function.  
However, to facilitate comparisons between land covers, the deviation was found as a 
percent of the normal.  Thus the deviation percentage was found by subtracting the 
baseline from the observed system function, dividing by the baseline, and multiplying by 
100%.  This resulted in the percentage above (+) or below (–) the normal.  This measure 
provided a magnitude of the system response to the disturbance.   
Figure 3.28, Figure 3.29, and Figure 3.30 display the climatologies compared to 
the observed/simulated system functions that the percentage deviations were based on for 
LAI, evapotranspiration, and soil moisture from 2000 to 2013, respectively.  These 
figures more clearly illustrate how both agroecosystems and ecosystems responded each 
year based on LAI, evapotranspiration, and soil moisture.   
 Figure 3.31, Figure 3.32, and Figure 3.33 give the daily percentage above (+) or 
below (–) the baseline for LAI, evapotranspiration, and soil moisture for the two land 
covers within the three climate zones for 2000 through 2013.  As part of the resilience 
measure, the recovery time was also calculated as the number of days that were above or 
below a threshold.  Figure 3.34, Figure 3.35, and Figure 3.36 give the number of days 
under extreme wet or dry conditions based on LAI, evapotranspiration, and soil moisture 
for the two land covers within the three climate zones for 2000 through 2013. 
To better examine how these land covers responded to EHCE, the soil moisture 
percentiles were found for each zone as Figure 3.37 illustrates.  Based on these 
percentiles, an extreme dry event (2012) and an extreme wet event (2010) were identified 







Figure 3.28 Baseline (darker line) vs observed LAI for each land cover and zone from 2000 through 2013. 
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Figure 3.31 The daily difference (percentage) between LAI and the LAI climatology for 
agroecosystems (orange) and ecosystems (green) from 2000-2013 for zone 1 (a), zone 2 



























Figure 3.32 The daily difference (percentage) between evapotranspiration and the 
evapotranspiration climatology for agroecosystems (orange) and ecosystems (green) from 

































Figure 3.33 The daily difference (percentage) between soil moisture and the soil moisture 
climatology for agroecosystems (orange) and ecosystems (green) from 2000-2013 for 



























Figure 3.34 The number of days under extreme wet or dry conditions for 2000-2013 





























Figure 3.35 The number of days under extreme wet or dry conditions for 2000-2013 
based on evapotraspiration for the two land covers within zone 1 (a), zone 2 (b), and 


























Figure 3.36 The number of days under extreme wet or dry conditions based on for 
2000-2013 based on soil moisture for the two land covers within zone 1 (a), zone 2 (b), 





























Figure 3.37 Soil moisture percentiles (%) for 2000-2013  




























Figure 3.38, Figure 3.40, and Figure 3.42 give the daily percentage deviation from 
the baseline while Figure 3.39, Figure 3.41, and Figure 3.43 give the number of days 
under extreme wet conditions for LAI, evapotranspiration, and soil moisture for the two 
land covers and three zones for 2010.  Focusing on the wet summer event, Figure 3.38 
shows that although both the ecosystem and agroecosystem were greater than the baseline 
for each zone, generally the ecosystem had a greater change from normal.  Figure 3.39 
illustrates that for all three zones the ecosystems experienced many more days above 
normal conditions than the agroecosystems.  Therefore, based on LAI response, the 
agroecosystems were more resilient than the ecosystems to the extreme wet event in all 
three zones. 
Based on Figure 3.40, we can see that for zone 1 the agroecosystem experiences 
slightly greater evapotranspiration rates, for zone 2 the ecosystem experiences much 
greater evapotranspiration rates, and for zone 3 the two ecosystems experience very 
similar evapotranspiration rates.  Figure 3.41 illustrates that for zone 1 the agroecosystem 
experience slightly more days with evapotranspiration rates above normal, for zone 2 the 
ecosystem experiences many more days with evapotranspiration rates above normal, and 
for zone 3 the number of days above normal are very similar for both land covers. 
Therefore, based on the evapotranspiration response, the native ecosystem was slightly 
more resilient for zone 1, the agroecosystem was much more resilient for zone 2, and for 
zone 3 the two land covers were similarly resilient.   
Focusing on the summer months, Figure 3.42 shows that for zone 1 the two 
ecosystems experience very similar soil moisture deviation and for zones 2 and 3 the 
ecosystem experiences a much greater divergence in soil moisture.  Figure 3.43 gives the 
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number of days with above normal soil moisture starting in September 2009.  We see that 
although the two land covers cross above the threshold at approximately the same dates, 
the agroecosystem comes back to normal before the ecosystem.  Thus, the ecosystem sees 
many more days with above normal soil moisture for all three zones.  Based on the soil 
moisture response, the agroecosystem was much more resilient for all three zones, 









Figure 3.38 The daily difference (percentage) between LAI and the LAI climatology 
for agroecosystems (orange) and ecosystems (green) within the three climate zones, 1 






































Figure 3.39 The number of days under extreme wet conditions (above the 10% 
threshold) based on LAI for the two land covers within the three climate zones, 1 (a), 2 




































Figure 3.40 The daily difference (percentage) between evapotranspiration and the 
evapotranspiration climatology for agroecosystems (orange) and ecosystems (green) 



































Figure 3.41 The number of days under extreme wet conditions (above the 10% 
threshold) based on evapotranspiration for the two land covers within the three climate 




































Figure 3.42 The daily difference (percentage) between soil moisture and the soil 
moisture climatology for agroecosystems (orange) and ecosystems (green) within the 



































Figure 3.43 The number of days under extreme wet conditions (above the 10% 
threshold) based on soil moisture for the two land covers within the three climate 

































To better quantify the response of the agroecosystems and ecosystems to the 2010 
summer wet event, the average deviation percentage and total number of recovery days 
were calculated.  Because each system function responds in their own way to the wet 
event, a time span was found for LAI, evapotranspiration, and soil moisture within each 
zone.  Table 3.7 gives these start and end dates for the three system functions.  Table 3.8 
displays the average percentage deviation of the system function from its baseline for 
each land cover based on the corresponding time span.  From this table the LAI, 
evapotranspiration, and soil moisture can be compared for each land cover to see which 
deviates more.  In general the agroecosystems deviate the least; and for the cases where 
the agroecosystems deviate more, it is only slightly.  On average ecosystems deviate 
approximately 7.76%, 5.31%, and 9.39% more than agroecosystems for LAI, 
evaotranspiration, and soil moisture, respectively.  Table 3.9 contains the total number of 
consecutive days where the percentage deviated by more than 10%.  For some of the the 
defined time frames, there were several recovery timespans.  In order to be accounted for 
within the Table 3.9 total , the number of consecutive days had to be greater than 5 days.  
Again in general we see from the table that the agroecosystems had fewer consecutive 
days with deviations greater than 10%.  On average ecosystems see nearly 20 more days 
of recovery time than agroecosystems. 
 
Table 3.7 The range of dates for measuring the resilience of the 2010 summer wet 
event within each zone for each of the system functions. 
 
LAI ET SM 
Zone 1 5/17/2010 – 8/4/2010 5/17/2010 – 8/23/2010 1/1/2010 – 7/17/2010 
Zone 2 5/25/2010 – 9/13/2010 5/22/2010 – 9/16/2010 1/1/2010 – 9/5/2010 





Table 3.8 The average percentage deviation for the defined 
time frame for each land cover within each zone for each of the 
system functions for the 2010 wet extreme event with the associated 
average absolute difference in parentheses (note absolute unit for ET 
and SM are mm). 
 
LAI ET SM 
Ag-1 9.93 (0.09) 43.36 (0.85) 20.42 (37.50) 
Eco-1 20.45 (0.13) 39.34 (0.74) 18.90 (33.98) 
Ag-2 9.59 (0.10) 34.89 (0.84) 23.04 (49.47) 
Eco-2 14.53 (0.12) 55.30 (1.28) 40.91 (58.69) 
Ag-3 13.33 (0.25) 43.09 (1.13) 15.74 (31.01) 
Eco-3 21.15 (0.29) 42.65 (1.12) 27.51 (43.03) 
 
 
Table 3.9 The total number of recovery days within the 
defined time frame for each land cover within each 
zone for each of the system functions. 
 
LAI ET SM 
Ag-1 54 81 263 
Eco-1 72 72 270 
Ag-2 55 92 324 
Eco-2 103 114 348 
Ag-3 68 103 230 







Figure 3.44, Figure 3.46, and Figure 3.48 give the daily percentage deviation from 
the baseline while Figure 3.45, Figure 3.47, and Figure 3.49 give the number of days 
under extreme dry conditions for LAI, evapotranspiration, and soil moisture for the two 
land covers and three zones for 2012. 
Focusing on the dry event, Figure 3.44 shows that although both the ecosystem 
and agroecosystem were lower than the baseline for each zone, generally the ecosystem 
had a greater change from normal, especially for zone 1 and 2.  Figure 3.45 illustrates 
that for all three zones the ecosystems experienced many more days above normal 
conditions than the agroecosystems.  Therefore, based on the LAI response, the 
agroecosystems were more resilient than the ecosystems to the extreme dry event in all 
three zones. 
Based on Figure 3.46, we can see that for zone 1 the agroecosystem experiences 
greater deviation from normal evapotranspiration rates, for zone 2 the ecosystem 
experiences greater deviation from normal evapotranspiration rates at the start with the 
two land covers being similar toward the end, and for zone 3 the ecosystem experiences 
slightly greater deviation from normal evapotranspiration rates.  Figure 3.47 illustrates 
that for zone 1 the agroecosystem experience more continuous days with 
evapotranspiration rates below normal, for zones 2 and 3 the ecosystem experiences 
slightly more days with evapotranspiration rates above normal.  Therefore, based on the 
evapotranspiration response, the native ecosystem was more resilient for zone 1, but the 
agroecosystem was slightly more resilient for zones 2 and 3. 
Focusing on the summer months, Figure 3.48 shows that for zone 1 the two 
ecosystems experience very similar soil moisture deviation and for zones 2 and 3 the 
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ecosystem experiences a greater divergence in soil moisture, especially for zone 3.  
Figure 3.49 gives the number of days with below normal soil moisture for 2012 through 
May 2013.  We see that for zone 1 the ecosystem experiences many more days below 
normal soil moisture, for zones 2 and 3 the two land covers see approximately the same 
number of days below normal soil moisture conditions with the ecosystem crossing 
below the threshold a little over one week before the agroecosystem for zone 2 and 
recovering about two weeks after the agroecosystem for zone 3.  Based on the soil 













Figure 3.44 The daily difference (percentage) between LAI and the LAI climatology for 
agroecosystems (orange) and ecosystems (green) within the three climate zones, 1 (a), 2 


































Figure 3.45 The number of days under extreme dry conditions (below the 10% 
threshold) based on LAI for the two land covers within the three climate zones, 1 (a), 2 


































Figure 3.46 The daily difference (percentage) between evapotranspiration and the 
evapotranspiration climatology for agroecosystems (orange) and ecosystems (green) 


































Figure 3.47 The number of days under extreme dry conditions (below the 10% 
threshold) based on evapotranspiration for the two land covers within the three climate 































Figure 3.48 The daily difference (percentage) between soil moisture and the soil 
moisture climatology for agroecosystems (orange) and ecosystems (green) within the 


































Figure 3.49 The number of days under extreme dry conditions (below the 10% 
threshold) based on soil moisture for the two land covers within the three climate 
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To better quantify the response of the agroecosystems and ecosystems to the 2012 
summer dry event, the average deviation percentage and total number of recovery days 
were calculated.  Because each system function responds in their own way to the wet 
event, a time span was found for LAI, evapotranspiration, and soil moisture within each 
zone.  Table 3.7 gives these start and end dates for the three system functions.  Table 3.8 
displays the average percentage deviation of the system function from its baseline for 
each land cover based on the corresponding time span.  From this table the LAI, 
evapotranspiration, and soil moisture can be compared for each land cover to see which 
deviates more.  In general the agroecosystems deviate the least; and for the one case 
where the agroecosystem deviates more, it is by only 5% (35% for ecosystems versus 
40% for agroecosystems.  On average ecosystems deviate by about 6.4% more than 
agroecosystems.  Table 3.9 contains the total number of consecutive days where the 
percentage deviated by more than 10%.  For some of the defined time frames, there were 
several recovery timespans.  In order to be accounted for within the Table 3.9 total, the 
number of consecutive days had to be greater than 5 days.  Again in general we see from 
the table that the agroecosystems had fewer consecutive days with deviations greater than 
10%.  On average ecosystems see over 18 more days of recovery time than 
agroecosystems. 
 
Table 3.10 The range of dates for measuring the resilience of the 2012 summer dry 
event within each zone for each of the system functions. 
 
LAI ET SM 
Zone 1 5/16/2012 – 12/1/2012 5/16/2012 -10/4/2012 5/3/2012 -12/31/2012 
Zone 2 5/24/2012 -12/2/2012 5/19/2012 -10/4/2012 5/2/2012 -12/31/2012 





Table 3.11 The average percentage deviation for the defined 
time frame for each land cover within each zone for each of the 
system functions for the 2012 dry extreme event with the associated 
average absolute difference in parentheses (note absolute unit for ET 
and SM are mm). 
 
LAI ET SM 
Ag-1 -13.85 (-0.10) -40.12 (-0.60) -9.80 (-17.25) 
Eco-1 -26.87 (-0.13) -35.27 (-0.50) -10.70 (-18.44) 
Ag-2 -19.93 (-0.14) -55.57 (-1.04) -20.65 (-42.59) 
Eco-2 -31.57 (-0.22) -61.44 (-1.33) -27.64 (-37.67) 
Ag-3 -21.67 (-0.27) -57.36 (-1.10) -25.92 (-50.80) 
Eco-3 -30.05 (-0.28) -66.27 (-1.30) -32.43 (-32.43) 
 
 
Table 3.12 The total number of recovery days within 
the defined time frame for each land cover within each 
zone for each of the system functions. 
 
LAI ET SM 
Ag-1 144 125 121 
Eco-1 199 115 193 
Ag-2 169 129 237 
Eco-2 185 134 244 
Ag-3 129 133 242 
Eco-3 152 136 237 
 
 
Overall we see that agroecosystems do not deviate as much from the baseline and see 
shorter recovery times.  Although additional years should be investigate, we can conclude 
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from our findings that agroecosystems appear to be more resilient than ecosystems for 
both wet and dry events.  
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 Conclusions CHAPTER 4.
4.1 Extremes 
The evapotranspiration and soil moisture were simulated using VIC for the Platte 
River Basin and the five subbasins: North Platte, South Platte, Middle-Lower Platte, 
Loup, and Elkhorn.  From the simulations, we found climatologies and monthly averages 
giving further insight into the differences between the subbasins.  From there, we took 
monthly soil moisture and calculated soil moisture percentile.   
The soil moisture percentiles provided a way to identify and assess extreme wet 
and dry events across the different domains.  With a threshold of under 20% and above 
80%, we found that the percentage of extreme months identified were similar for both the 
fixed seasonal 1950-2013, fixed seasonal 2000-2013 subset, and the dynamic 2000-2013 
for the Platte River Basin and 5 subbasins.  It was also clear that the Elkhorn subbasin 
saw the greatest number of extreme wet months while the South Platte subbasin saw the 
fewest.  We were also able to identify where basins were most impacted by the various 
events.  For example, nearly 100% of the domain for the Elkhorn, Loup, Middle-Lower 
Platte, and the North Platte subbasins experience extreme dry conditions during the 2012 
drought.  However only about half of the South Platte subbasin experience extreme dry 
conditions.  We were also able to track for each subbasin, the number of months where 
more than half of the subbasin was experiencing extreme conditions.  Through both the 
spatial extent and number of months, we were able to identify that the Elkhorn subbasin 
was the most impacted by the 2012 dry event.   
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4.2 LAI and Landcover 
The differences between the fixed seasonal LAI and dynamic LAI datasets were 
examined and it is clear to see that the fixed seasonal dataset lacked years of abnormally 
high and low vegetation health and years of early and late greening.  The differences in 
greening onset dates varied by as much as six weeks.  Impacts on evapotranspiration and 
soil moisture were also observed, and although differences were identified they were 
relatively small.  With this and the similarities between the number of extreme months 
identified above, there may be justification to use the fixed seasonal cycle for identifying 
resiliency.  However, for this study the dynamic LAI was used in measuring the 
resilience.   
Before measuring the resilience, the domain was divided into three zones using an 
EOF analysis in an attempt to filter out major climatic influences.  Additionally, the 
domain was discretized into the 2 major land covers, agriculture and grassland/shrubland, 
or agroecosystems and ecosystems.  The climatological LAI was found for each zone-
ecosystem which clearly identified land cover differences within zones and east to west 
differences across the zones.  These differences were also apparent when the mean, 
variance, standard deviation, and coefficient of variation were found for each zone-
ecosystem, as well as the onset LAI, greening onset dates, dormancy onset dates, growing 
season lengths, and peak LAI dates.  Overall, the agroecosystems saw greater LAI peaks, 
especially for zone 3.  The growing season for zone 3 was also much shorter for the 
agroecosystem than the ecosystem.  However, this is not so apparent for zones 1 and 2 
which is likely due to the differing variety of crops.  Vegetation type and the east-west 
precipitation gradient were likely the major contributors to differences between zones.  
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The early winter wheat peak and later corn and soybean peak were identifiable across the 
three zones. 
4.3 Resilience 
To compare and summarize the resiliency of the agroecosystems and ecosystems 
for each zone, a rating system was implemented.  The divergence and recovery time were 
the measures of resilience based on the LAI, evapotranspiration, and soil moisture system 
functions.  If the two land covers saw a similar recovery time or deviation from the 
normal, they both received a score of zero.  If the land covers differed, the more resilient 
one received a score ranging from one, slightly more resilient, to three, much more 
resilient, with the lesser resilient one receiving a “–“ which holds a value of zero.  The 
land cover with the highest total (max of 18) indicates which land cover was the most 
resilient based on the summary of deviation and recovery time for the three system 
functions.  The ratings were based on the differences found between the two land covers 
from the tables in the resilience section of the results and discussion chapter (Table 3.8 
and Table 3.9 for the 2010 wet event and Table 3.11 and Table 3.12for 2012 dry event).  
Table 4.1 gives a break down of the ratings used for the deviation and the recovery time.   
 
Table 4.1 The rating system based on the 
differences for the deviation (percentage) and 
recovery time (days). 
Rating Deviation Time 
0 0 < x ≤ 2 0 < x ≤ 5 
1 2 < x ≤ 5 5 < x ≤ 10 
2 5 < x ≤ 10 10 < x ≤ 15 




Table 4.2 contains the differences for the percentage deviation between 
agroecosystems and ecosystems while Table 4.3gives the differences in recovery time for 
the 2010 wet event.  Based on these two tables Table 4.4was created which gives the 
ratings for each land cover comparison for LAI, evapotranspiration, and soil moisture 
within each of the three zones. 
 
Table 4.2 The deviation difference (%) between agroecosystems and 
ecosystems for each system function for the 2010 wet event 
(ecosystems-agroecosystems). 
 
LAI ET SM 
Zone 1 10.52 -4.03 -1.53 
Zone 2 4.94 20.41 17.87 




Table 4.3 The recovery time difference (days) between 
agroecosystems and ecosystems for each system function for the 
2010 wet event. (ecosystems-agroecosystems). 
 
LAI ET SM 
Zone 1 18 -9 7 
Zone 2 48 22 24 









Table 4.4 Resilience rating comparision of divergence (D) and recovery 
time (T) between agroecosystems and ecosystems for LAI, 
evapotranspiration, and soil moisture within each of the three zones for the 
2010 wet event. 
 
LAI ET SM Total 
 
D T D T D T 
 
Ag-1 3 3 - - 0 - 6 
Eco-1 - - 1 1 0 1 3 
Ag-2 1 3 3 3 3 3 16 
Eco-2 - - - - - - 0 
Ag-3 2 3 0 0 3 3 11 
Eco-3 - - 0 0 - - 0 
 
Table 4.5 contains the differences for the percentage deviation between 
agroecosystems and ecosystems while Table 4.6 gives the differences in recovery time 
for the 2012 dry event.  Based on these two tables Table 4.7 was created which gives the 
ratings for each land cover comparison for LAI, evapotranspiration, and soil moisture 
within each of the three. 
 
Table 4.5 The deviation difference (%) between agroecosystems and 
ecosystems for each system function for the 2012 dry event 
(ecosystems-agroecosystems). 
 
LAI ET SM 
Zone 1 -13.02 4.85 -0.90 
Zone 2 -11.64 -5.87 -6.99 





Table 4.6 The recovery time difference (days) between 
agroecosystems and ecosystems for each system function for the 
2012 dry event. (ecosystems-agroecosystems). 
 
LAI ET SM 
Zone 1 55 -10 72 
Zone 2 16 5 7 
Zone 3 23 3 -5 
 
 
Table 4.7 Resilience rating comparision of divergence (D) and recovery 
time (T) between agroecosystems and ecosystems for LAI, 
evapotranspiration, and soil moisture within each of the three zones for the 
2012 dry event. 
 
LAI ET SM Total 
 
D T D T D T 
 
Ag-1 3 3 - - 0 3 9 
Eco-1 - - 2 1 0 - 3 
Ag-2 3 3 1 0 3 1 11 
Eco-2 - - - 0 - - 0 
Ag-3 2 3 1 0 2 0 8 
Eco-3 - - - 0 - 0 0 
 
 Table 4.4 and Table 4.7 provide some interesting results in how each 
system function (LAI, evapotranspiration, and soil moisture) responded to the extreme 
wet and dry events.  We see that in Table 4.4 for zone 2, the agroecosystem was more 
resilient for all the system functions and resilience measures (divergence and recovery 
time), and that 5 out of the 6 ratings were 3s.  For zone 3 we see that the agroecosystem 
was more resilience for LAI and soil moisture; however the two land covers ranked 
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similarly based on ET.  For zone 1 we see that the agroecosystem is more resilient based 
on LAI and the the soil moisture recovery time, but the native ecosystem was slightly 
more resilient by evapotranspiration measures, and for soil moisture the two were similar 
with the agroecosystem being slightly more resilient based on the number of days.  
Overall from Table 4.4 it is clear that for all three zones the agroecosystem is more 
resilient to the wet event than the ecosystem, with zone 2 being the most resilient 
followed by zone 3.   
 From Table 4.7 we see similar results in that agroecosystems are more 
resilient than natural ecosystems.  One interesting note is that for zones 2 and 3 the 
agroecosystem is the more resilient land cover, except for evapotranspiration and soil 
moisture recovery time which were said to be the similar.  For zone 1 we see very similar 
results we did for the wet event.  With the agroecosystem preforming better except for 
evapotranspiration where the ecosystem was more resilient and the soil moisture 
divergence was similar for the two. 
 Overall from these tables we can conclude that the agroecosystem was 
more resilient than the ecosystem, especially in zones 2 and 3.  Additionally, if this 
resilience was to switch where agroecosystems were the less resilient we may expect to 
see this in the evapotranspiration resilience first.  In conclusion, we see that the 
agroecosystems are more resilient than ecosystems for both the extreme wet and dry 
events.  The reason for this is likely due to the adaptations that ecosystems have been 
able to make.  For example, adaptations may include a more drought resistant hybrid, 
supplemental water through irrigation efforts, and/or are overall more managed.  Further 
work can be done to see the resilience for a longer dataset, such as the fixed seasonal 64 
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year dataset.  Additionally, the resilience of other system functions such as runoff or 
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#SBATCH --time=4:00:00          # Run time in hh:mm:ss 






#--specify here the path where the downloaded files will be stored 
downloads_dir=/work/hydro/ksmith/MODIS/tiles/H10V04/ 
 
#--specify here the tile you want to download 
tile=h10v04 
 
#--Libraries needed to run the "modis_download.py" script file 
module load compiler/gcc/4.7 python/2.7 gdal/1.11 pyModis/0.7.4 MRT/4.1 
 
#--This is the command line instruction downloading the MODIS files 
 
/home/hydro/shared/programs/pyModis-0.7.4/bin/modis_download.py -s MOLT 









#SBATCH --time=24:00:00          # Run time in hh:mm:ss 







# Program to mosaic and resample two MODIS tile files 




# Hydroinformatics and Integrated Hydrology Research Group (HIH) 
# Written by Lorena Castro Garcia (PhD) 
# lcastro@unl.edu or lcastro@guabc.edu.mx 
# 11-18-2014 
# Responsible of HIH: Francisco Munoz-Arriola (PhD) 
# Modified by Katherine Smith (07/08/2015) --added mosaics to the 
output for viewing data prior to resample, but after mosaic 
#---------------------------------------------------- 
 
#--Need compiler and libraries 
module load compiler/gcc/4.7 python/2.7 gdal/1.11 pyModis/0.7.4 MRT/4.1 
 
























#--End reading input parameters 
 
#--Generating head file which stores the information of corner 
coordinates that that will be resampled and the output resolution 
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echo $REGION_UL_x $REGION_UL_y $REGION_LR_x $REGION_LR_y $Pix_Size 
>$output_dirBinaries/head.hrd 
 
#--Loop for reading, mosaicking and resampling the tile files 
 
for file1 in $dir1*.hdf; do  
    #--Extracting information of the first tile file to create the LIST 
of tiles to mosaic 
    tam=${#file1} 
    name_file=${file1:($tam-45)} 
    part1=${name_file:0:17} 
    yearr=${name_file:9:4} 
    dayy=${name_file:13:3}; dayy="$(echo $dayy | bc)" 
    gregorianDate="$(date -d "`date +${yearr} `-01-01 +$(( ${dayy} - 1 
))days" +%Y.%m.%d)" 
    showDate="$(date -d "`date +${yearr} `-01-01 +$(( ${dayy} - 1 
))days" +%Y-%m-%d)" 
    tile=${name_file:17:6} 
    part2=${name_file:23}    
    echo $file1>$hdf_list 
    product_date_firstTile=$part1 
    #--Extracting information of the rest of tile files to add it to 
the LIST of tiles to mosaic 
    file2="$(find $dir2 -type f \( -name "*$product_date_firstTile*" -
and -name "*.hdf" \))"         
    echo $file2>>$hdf_list 
    file3="$(find $dir3 -type f \( -name "*$product_date_firstTile*" -
and -name "*.hdf" \))"         
    echo $file3>>$hdf_list 
    file4="$(find $dir4 -type f \( -name "*$product_date_firstTile*" -
and -name "*.hdf" \))"         
    echo $file4>>$hdf_list   
    file5="$(find $dir5 -type f \( -name "*$product_date_firstTile*" -
and -name "*.hdf" \))"         
    echo $file5>>$hdf_list 
     
#-- Creating mosaic file (using the tiles list) 
    output_mosaic=$output_dirMosaics$"M_"$gregorianDate.hdf 
#   output_mosaic="output_mosaic.hdf"    
#   /home/hydro/shared/programs/MRT-4.1/bin/mrtmosaic -i $hdf_list -o 
$mosaic_out>local_save_mosaic.log  
    /home/hydro/shared/programs/MRT-4.1/bin/mrtmosaic -i $hdf_list -o 
$output_mosaic>local_mosaic.log 
    echo "mosaicking tiles" $tile$" and "$tile2$" of date "$showDate$" 
saved on --> "$output_dirMosaics 
     
#-- Creating parameter file (geo.prm which is need to resample process)      
    INPUT_FILENAME=$output_mosaic    
    OUTPUT_FILENAME=$output_dirBinaries$"F"$gregorianDate.hdr        
    echo INPUT_FILENAME=$INPUT_FILENAME>$geo_prm 
    echo SPECTRAL_SUBSET="( 1 1 0 0 0 0 )">>$geo_prm  
    echo SPATIAL_SUBSET_TYPE=OUTPUT_PROJ_COORDS>>$geo_prm    
    echo SPATIAL_SUBSET_UL_CORNER="( $REGION_UL_x $REGION_UL_y 
)">>$geo_prm 
    echo SPATIAL_SUBSET_LR_CORNER="( $REGION_LR_x $REGION_LR_y 
)">>$geo_prm 
    echo OUTPUT_FILENAME=$OUTPUT_FILENAME>>$geo_prm 
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    echo RESAMPLING_TYPE=nearest_neighbor>>$geo_prm 
    echo OUTPUT_PROJECTION_TYPE=GEO>>$geo_prm 
    echo OUTPUT_PIXEL_SIZE=$Pix_Size>>$geo_prm 
    echo OUTPUT_PROJECTION_PARAMETERS="( 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 )">>$geo_prm 
 
#-- Resampling mosaics   
    /home/hydro/shared/programs/MRT-4.1/bin/resample -p 
$geo_prm>local_resample.log 
    echo "mosaicking and resampling tiles" $tile$" and "$tile2$" of 
date "$showDate$" saved on --> "$output_dirBinaries 
     
#-- Generating images "TIF". Uncomment the followings 13 lines if you 
want to generate image files 
    INPUT_FILENAME=$output_mosaic    
    OUTPUT_FILENAME=$output_dirImages$"F"$gregorianDate.tif      
    echo INPUT_FILENAME=$INPUT_FILENAME>$geo_prm 
    echo SPECTRAL_SUBSET="( 1 1 0 0 0 0 )">>$geo_prm  
    echo SPATIAL_SUBSET_TYPE=OUTPUT_PROJ_COORDS>>$geo_prm    
    echo SPATIAL_SUBSET_UL_CORNER="( $REGION_UL_x $REGION_UL_y 
)">>$geo_prm 
    echo SPATIAL_SUBSET_LR_CORNER="( $REGION_LR_x $REGION_LR_y 
)">>$geo_prm 
    echo OUTPUT_FILENAME=$OUTPUT_FILENAME>>$geo_prm 
    echo RESAMPLING_TYPE=nearest_neighbor>>$geo_prm 
    echo OUTPUT_PROJECTION_TYPE=GEO>>$geo_prm 
    echo OUTPUT_PIXEL_SIZE=$Pix_Size>>$geo_prm 
    echo OUTPUT_PROJECTION_PARAMETERS="( 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 )">>$geo_prm 








APPENDIX B . VIC SETUP, FILES, AND SCRIPTS 
B.1 VIC setup 
To implement VIC a meteorological forcing file is needed for each grid cell.  
Additionally, a soil parameter file, vegetation parameter file with associated vegetation 
library file, and a snow-elevation parameter file are necessary.  These files must be 
defined within the global file.  Additionally the VIC source code must be compiled to 
create the executable (vicNl), and the global file must be created or updated.  Figure 6.1 
































To run VIC simulations the basin of interest must first be delineated.  The 
GTOPO30 was downloaded; it is a 30-arc second global digital elevation model (DEM) 
provided by the U.S. Geological Survey's Center for Earth Resources Observation and 
Science (EROS).  Next using the basin shape file for reference, a DEM of the basin is 
extracted from the master DEM by employing the Extract by Mask tool in ArcMap.  This 
raster is resampled to one-sixteenth degree resolution and converted to ascii format.   
The soil parameter file indicates the grid cells the model is to simulate.  Using the 
basin ascii file, a new soil file can be created for the respective basin.  The soil_file.sh 
script was created to quickly and easily generate this new soil file.  The soil_file.sh along 
with the codes it calls, arc_info_to_lat_lon_file_16.pl and ACTIVATE.py, can be found 
below.  First the arc_info_to_lat_lon_file_16.pl code is run on the acsii file to get a list 
with all the latitudes, longitudes, and corresponding ArcGIS value.  Next, several awk 
commands are used to clean up the list.  All of the latitudes and longitudes that have a -
9999 value, as they are not part of the basin, are taken out; leaving a list with only the 
latitude and longitude values for the grid cells within the basin.  The ACTIVATE.py code 
is then run on the soil parameter file using the new latitude and longitude list for 
reference.  This code activates all the grid cells in the soil file that are specified in the 
latitude-longitude list.  This soil file can now be used for VIC simulations.  However, the 
soil_file.sh code goes a bit further by creating a new soil file with only the activated grid 
cells, greatly reducing the size of the soil file.  The code can also divide the soil file into 
multiple pieces.  This division is typically done to run VIC quicker.  Since each grid cell 
is run independently, the simulation can be divided into smaller pieces with each piece 
now being its own “simulation”. 
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The main input file for VIC is the global parameter file.  It gives VIC the locations 
for the input and output files.  The start and end dates are defined and parameters that 
govern the simulation are set within the global file.  For the MODIS global file the 
location for the MODIS binaries are also specified.  The regular and MODIS global files 
are located in below.  To run VIC, the executable and global are both referenced.  VIC is 
run through the Holland Computing Center (HCC) at the University of Nebraska-Lincoln.  
Simulations can be run through the command line or submitted through slurms.  The 
HCC provides high performance computing and further information about the HCC and 
how it was used can be found in APPENDIX C.  Additionally, a VIC simulation can be 
divided into multiple jobs and run simultaneously to decrease the run time.  The 
parallel_runs.sh script (see below) divides the soil file into multiple pieces based on the 
user defined number of grid cells for each simulation.  The code creates the appropriate 
number of global files with corresponding soil files.  To submit the globals in one step, a 








#created by Katherine Smith 
 
####### Codes and paths ##################################### 
 
arc=/work/hydro/ksmith/SETUP/LAT_LON/SCRIPTS/arc_info_to_lat_lon_file_1
6.pl     #path and file name for arc code 
activate=/work/hydro/ksmith/SETUP/LAT_LON/SCRIPTS/ACTIVATE_Lorena.py            
#path and file name for activate code 
 
master_soil=/work/hydro/ksmith/SETUP/LAT_LON/SCRIPTS/vic.nldas.mexico.s
oil.txt   #path and file name for master soil 
 
ascii=/work/hydro/ksmith/SETUP/LAT_LON/ascii/new_frac.ascii.txt             
#path and file name of your ascii file 
newdir=/work/hydro/ksmith/SETUP/LAT_LON/NEWFRACTION                 
#new directory for files created 
final_soil=NEWFRAC_PRB_soil                                 #final file 
name of your soil file 
 
 




perl $arc $ascii > lat_lon 
awk '{if (NF== 5 && $5!=-9999) print $2,$4}' lat_lon > LAT_LON 
python $activate LAT_LON $master_soil soil_activate 
awk '{if ($1==1) print $0}' soil_activate > $final_soil 
 
 
####### Make file with format fluxes_lat_-lon ################## 
awk '{print "fluxes_"$1"_"$2}' LAT_LON > FLUXES 
 
 
### TO DIVIDE FILE INTO MULTIPLES UNCOMMENT LINE BELOW & DEFINE ### 
 
#awk 'NR%400==1{x="BASIN"++i;}{print > x}' $final_soil 
 
####replace 400 with number of grid cells in each soil file 
####replace BASIN with the prefix for each soil file, a number will be 










## Read in arc info data and output a lat lon value list 
 
###### MODIFIED TO WRITE TO STDOUT ONLY!!! ############# 
 
$datafile = shift; 
###HERE 
$outfile = shift; #optional, select -1 to avoid 
$append = shift; #optional, leave blank to avoid; select 1 to append to 
an existing outfile 
$line_count = 0; 
 
$mean = 0; 
$lat0 = 0; 
$lon0 = 0; 
$num = 0; 
###HERE 
if ($append == 1) { 
  open(OUTFILE,">>$outfile") or die "cannot append $outfile";; 
} 
else { 
  if ($outfile) { 
    unless ($outfile == -1) { 
      open(OUTFILE,">$outfile"); 
    }    
  } 
} 
 




foreach (<DATA>) { 
  chomp; 
  $line_count++; 
  if (/^\s*NCOLS\s+(\S+)/i) { 
    $ncols = $1; 
  } 
  elsif (/^\s*NROWS\s+(\S+)/i) { 
    $nrows = $1; 
  } 
  elsif (/^\s*XLLCORNER\s+(\S+)/i) { 
    $xllcorner = $1; 
  } 
  elsif (/^\s*YLLCORNER\s+(\S+)/i) { 
    $yllcorner = $1; 
  } 
  elsif (/^\s*cellsize\s+(\S+)/i) { 
    $cellsize = $1; 
  } 
  elsif (/^\s*NODATA.*\s+(\S+)/i) { 
    $no_data = $1; 
  } 
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  else { 
    s/^\s+//; 
    @fields = split /\s+/; 
    $data_row = $line_count - 6; 
    print "\n\n### DATA ROW $data_row\n\n"; 
#    print "$ncols $nrows $xllcorner $yllcorner $cellsize $no_data \n"; 
    for ($i = 0; $i <= $#fields; $i++) { 
      $data_lat = $yllcorner + ($nrows - $data_row)*$cellsize + 
$cellsize/2; 
      $data_lon = $xllcorner + $i*$cellsize + $cellsize/2; 
      print "lat $data_lat lon $data_lon $fields[$i]\n"; 
      if ($fields[$i] != $no_data) { 
    if ($cellsize < 0.1) { 
      unless ($outfile == -1){ 
        printf OUTFILE "%.5f %.5f \n",$data_lat,$data_lon; 
      } 
      printf STDOUT "%.5f %.5f %.4f\n",$data_lat,$data_lon,$fields[$i]; 
      $mean += $fields[$i]; 
      $lat0 += $data_lat; 
      $lon0 += $data_lon; 
      $num++; 
    } 
    else { 
      unless ($outfile == -1) { 
        printf OUTFILE "%.5f %.5f \n",$data_lat,$data_lon,$fields[$i]; 
      } 
      printf STDOUT "%.5f %.5f %.4f\n",$data_lat,$data_lon,$fields[$i]; 
      $mean += $fields[$i]; 
      $lat0 += $data_lat; 
      $lon0 += $data_lon; 
      $num++; 
    } 
      } 
    } 
      $data_row++; 





$mean /= $num; 
$lat0 /= $num; 
$lon0 /= $num; 







#! /usr/bin/env python 
#---------------------------------------------------- 
# Program to activate VIC cells from soil file 
# Written by Lorena Castro Garcia (PhD) 
# Syntax: 
# python activaCol.py <LIST> <INPUTFILE> <OUTPUTFILE> 
# The first operator is a file that has latitude and longitude values 
for a basin (ARCGIS format) with extension .txt  
# The second operator is the soil parameter file (oldsoil.fix) 




import numpy as np 







data = np.genfromtxt(source_file, dtype=object) # the content of file 
is stored in data wich is an array that it can be read as data [row, 
col] 
list_data = np.genfromtxt(list_file, dtype=object) 
     
val_aux=[] 
for x in range(len(data)): 
    val_aux.append(str(data[x,2])+ " " + str(data[x,3])) 




for x in range(len(list_data)): 
    val_aux.append(str(list_data[x,0])+ " " + str(list_data[x,1])) 
list_array = np.asarray(val_aux) 
del val_aux 
 
activate_array = np.in1d(data_array,list_array) 
conta = 0 
for x in range(len(activate_array)): 
    data[x,0] = 0 
    if activate_array[x]: 
        data[x,0] = 1 
         
#output = file("salida.txt", 'w') 
output = file(output_file, 'w')  







B.5 Regular VIC global file 
 
####################################################################### 
# This text file contains information used by the vicNl model to define 
# needed global variables and model parameters, as well as allowing the 
# user to control the features of the model to be used in the current  
# model run. 
# 
# Model parameter or options name must be followed by TRUE/FALSE (TRUE 
# meaning the option is to be used), or the appropriate information. 
# 
# Lines proceeded by # are comments and are not processed by the model 
# 
# Modified:     Feb 22, 2005 by A S Akanda for VIC ver.4.0.5 
# Comments:     Global Parameter file for the Continental US 
#               Set up for daily water balance 
#               Uses snowbands 
#               Uses precip disaggregation 




# Define Global Parameters 
####################################################################### 
NLAYER          3        # number of layers 
TIME_STEP       24       # model time step: hours (24 for water 
balance) 
STARTYEAR   1950     # year model simulation starts 
STARTMONTH  1    # month model simulation starts 
STARTDAY    1    # day model simulation starts 
STARTHOUR       00       # hour model simulation starts 
ENDYEAR     2013     # year model simulation ends 
ENDMONTH    12   # month model simulation ends (if no NRECS) 
ENDDAY      31   # day model simulation ends 
SKIPYEAR        0        # number of startup years to skip before 
output 
INIT_STATE  
/work/hydro/ksmith/simulations/AVHRRmean/state/state_19501231_9      
#STATENAME      /work/hydro/ksmith/simulations/AVHRRmean/state 
#see user_def.h flag if added 
STATEYEAR   1950     # year model simulation state is saved 
STATEMONTH  12   # month model simulation state is saved 
STATEDAY    31   # day model simulation state is saved 
WIND_H          10.0    # height of wind speed measurement 
MEASURE_H       2.0     # height of humidity measurement 
NODES           5       # number of soil thermal nodes 
MAX_SNOW_TEMP   0.5     # maximum temperature at which snow can fall 
MIN_RAIN_TEMP   -0.5    # minimum temperature at which rain can fall 
 
####################################################################### 
# Define Global Parameters 
####################################################################### 
FULL_ENERGY FALSE   # calculate full energy balance 
FROZEN_SOIL FALSE   # calculate frozen soils 
DIST_PRCP   FALSE   # use distributed precipitation 
COMPRESS    FALSE   # compress input and output files when done 
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CORRPREC    FALSE   # correct precipitation for gauge undercatch 
GRID_DECIMAL    5   # number of decimals to use in gridded files 
PRT_SNOW_BAND   FALSE   # print snow variables 
ARC_SOIL        FALSE   # read soil parameter from ARC/INFO ASCII grids 
SNOW_STEP   1       # timestep to solve snowbands (not 3 for dly) 
ROOT_ZONES  3   # number of root zones in veg parameter file 
BINARY_OUTPUT   FALSE   # default is ASCII, unless LDAS format 
BINARY_STATE_FILE FALSE # default is binary 
MIN_WIND_SPEED  0.1     # minimum allowable wind speed 
PREC_EXPT   0.6 # fraction of grid cell receiving precip 
GRND_FLUX       FALSE   # true for full energy, false for water balance 
QUICK_FLUX      FALSE   # true uses Liang ('99), false uses finite diff 
NOFLUX          FALSE   # false uses const. T at damping depth 
COMPUTE_TREELINE   10   # false disables, otherwise give default type 
JULY_TAVG_SUPPLIED TRUE # July Tavg was added in last col of soil file 
 
####################################################################### 
# Snow Band Description File 
# 
# SNOW_BAND defines both the number of snow bands available for each 
# grid cell, and the name of the snow band description file. 
####################################################################### 
SNOW_BAND     5   /work/hydro/ksmith/MODIS/resort/resort_SNOW  
####################################################################### 
# Define (Meteorological) Forcing Files 
####################################################################### 
FORCING1    /work/hydro/ksmith/data/forcings_CANUSMEX/data_ 
N_TYPES         4 
FORCE_TYPE     PREC    UNSIGNED        40 
FORCE_TYPE     TMAX    SIGNED          100 
FORCE_TYPE     TMIN    SIGNED          100 
FORCE_TYPE     WIND    SIGNED          100 
#FORCE_TYPE      PREC 
#FORCE_TYPE      TMAX 
#FORCE_TYPE      TMIN 
#FORCE_TYPE      WIND 
FORCE_FORMAT    ASCII 
FORCE_ENDIAN    LITTLE   
FORCE_DT    24     
FORCEYEAR   1950     
FORCEMONTH  1    
FORCEDAY    1    
FORCEHOUR   00  # hour meteorological forcing files start 
#FORCE_TYPE     PREC    UNSIGNED        40 
#FORCE_TYPE     TMAX    SIGNED          100 
#FORCE_TYPE     TMIN    SIGNED          100 
#FORCE_TYPE     WIND    SIGNED          100 
#FORCE_FORMAT   BINARY 
####################################################################### 
# Define Input and Output Data Files 
####################################################################### 
#SOIL            /home/hydro/fmunoz/VIC/run_4.0.5/TEST 
SOIL            /work/hydro/ksmith/simulations/VIC/Parameters/PRB_soil 
VEGPARAM        
/work/hydro/ksmith/simulations/VIC/Parameters/vic.nldas.mexico.veg.txt 
GLOBAL_LAI      TRUE      # true if veg param file has monthly LAI 
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VEGLIB          
/work/hydro/ksmith/simulations/VIC/Parameters/LDAS_veg_lib 
RESULT_DIR  /work/hydro/ksmith/simulations/AVHRRmean/outputs/    # 
 
####################################################################### 
# Define Debugging Parameters - not used -- EDM 
####################################################################### 
#PRT_FLUX   FALSE   # print energy fluxes debugging files 
#PRT_BALANCE    FALSE   # print water balance debugging files 
#PRT_SOIL   FALSE   # print soil parameter debugging files 
#PRT_VEGE   FALSE   # print vegetation parameter debugging files 
#PRT_GLOBAL FALSE   # print global parameter debugging files 
#PRT_ATMOS  FALSE   # print forcing data debugging files 
#PRT_SNOW   FALSE   # print snow debugging files 
#PRT_MOIST  FALSE   # print soil moisture debugging files 
#PRT_TEMP   FALSE   # print soil thermal debugging files 








B.6 MODIS global file 
 
####################################################################### 
# This text file contains information used by the vicNl model to define 
# needed global variables and model parameters, as well as allowing the 
# user to control the features of the model to be used in the current  
# model run. 
# 
# Model parameter or options name must be followed by TRUE/FALSE (TRUE 
# meaning the option is to be used), or the appropriate information. 
# 
# Lines proceeded by # are comments and are not processed by the model 
# 
# Modified:     Feb 22, 2005 by A S Akanda for VIC ver.4.0.5 
# Comments:     Global Parameter file for the Continental US 
#               Set up for daily water balance 
#               Uses snowbands 
#               Uses precip disaggregation 




# Define Global Parameters 
####################################################################### 
NLAYER          3       # number of layers 
TIME_STEP       24      # model time step: hours (24 for water balance) 
STARTYEAR   2000     # year model simulation starts 
STARTMONTH  1    # month model simulation starts 
STARTDAY    1    # day model simulation starts 
STARTHOUR       00      # hour model simulation starts 
ENDYEAR     2013     # year model simulation ends 
ENDMONTH    12   # month model simulation ends (if no NRECS) 
ENDDAY      31   # day model simulation ends 
SKIPYEAR        0       # number of startup years to skip before output 
INIT_STATE  /work/hydro/ksmith/simulations/MODIS/state/state_20001231_9  
#STATENAME       /work/hydro/ksmith/simulations/MODIS/state/state 
#see user_def.h flag if added 
#STATEYEAR  2000     # year model simulation state is saved 
#STATEMONTH     12   # month model simulation state is saved 
#STATEDAY   31   # day model simulation state is saved 
WIND_H          10.0    # height of wind speed measurement 
MEASURE_H       2.0     # height of humidity measurement 
NODES           5       # number of soil thermal nodes 
MAX_SNOW_TEMP   0.5     # maximum temperature at which snow can fall 
MIN_RAIN_TEMP   -0.5    # minimum temperature at which rain can fall 
 
####################################################################### 
# Define Global Parameters 
####################################################################### 
FULL_ENERGY FALSE   # calculate full energy balance 
FROZEN_SOIL FALSE   # calculate frozen soils 
DIST_PRCP   FALSE   # use distributed precipitation 
COMPRESS    FALSE   # compress input and output files when done 
CORRPREC    FALSE   # correct precipitation for gauge undercatch 
GRID_DECIMAL    5   # number of decimals to use in gridded files 
PRT_SNOW_BAND   FALSE   # print snow variables 
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ARC_SOIL        FALSE   # read soil parameter from ARC/INFO ASCII grids 
SNOW_STEP   1       # timestep to solve snowbands (not 3 for dly) 
ROOT_ZONES  3   # number of root zones in veg parameter file 
BINARY_OUTPUT   FALSE   # default is ASCII, unless LDAS format 
BINARY_STATE_FILE FALSE # default is binary 
MIN_WIND_SPEED  0.1     # minimum allowable wind speed 
PREC_EXPT   0.6 # fraction of grid cell receiving precip 
GRND_FLUX       FALSE   # true for full energy, false for water balance 
QUICK_FLUX      FALSE   # true uses Liang ('99), false uses finite diff 
NOFLUX          FALSE   # false uses const. T at damping depth 
COMPUTE_TREELINE 10     # false disables, otherwise give default type 
JULY_TAVG_SUPPLIED TRUE # July Tavg was added in last col of soil file 
 
####################################################################### 
# Snow Band Description File 
# 
# SNOW_BAND defines both the number of snow bands available for each 
# grid cell, and the name of the snow band description file. 
####################################################################### 
SNOW_BAND     5 /work/hydro/ksmith/MODIS/resort/resort_SNOW   
 
####################################################################### 
# Define (Meteorological) Forcing Files 
####################################################################### 
FORCING1    /work/hydro/ksmith/data/forcings_CANUSMEX/data_ 
N_TYPES         4 
FORCE_TYPE     PREC    UNSIGNED        40 
FORCE_TYPE     TMAX    SIGNED          100 
FORCE_TYPE     TMIN    SIGNED          100 
FORCE_TYPE     WIND    SIGNED          100 
#FORCE_TYPE      PREC 
#FORCE_TYPE      TMAX 
#FORCE_TYPE      TMIN 
#FORCE_TYPE      WIND 
FORCE_FORMAT    ASCII 
FORCE_DT    24      # time step of input met files 
FORCEYEAR   1950     # year meteorological forcing files start 
FORCEMONTH  01   # month meteorological forcing files start 
FORCEDAY    01   # day meteorological forcing files start 
FORCEHOUR   00  # hour meteorological forcing files start 
 
#FORCE_TYPE     PREC    UNSIGNED        40 
#FORCE_TYPE     TMAX    SIGNED          100 
#FORCE_TYPE     TMIN    SIGNED          100 
#FORCE_TYPE     WIND    SIGNED          100 
#FORCE_FORMAT   BINARY 
#FORCE_ENDIAN   LITTLE  # LITTLE for PC arch., BIG for Sun or HP-UX 
####################################################################### 
# Define Input and Output Data Files 
####################################################################### 
#SOIL           /home/qiuhong/feather/params/soil_param.0625.feather 
SOIL            /work/hydro/ksmith/simulations/VIC/Parameters/PRB_soil 
VEGPARAM        
/work/hydro/ksmith/VIC_ROUT/1_16th/VIC/Parameters/vic.nldas.mexico.veg.
txt 
GLOBAL_LAI      TRUE      # true if veg param file has monthly LAI 
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VEGLIB          
/work/hydro/ksmith/VIC_ROUT/1_16th/VIC/Parameters/LDAS_veg_lib 
RESULT_DIR      /work/hydro/ksmith/simulations/MODIS/outputs/ 
 
####################################################################### 
# Define Debugging Parameters - not used -- EDM 
####################################################################### 
#PRT_FLUX   FALSE   # print energy fluxes debugging files 
#PRT_BALANCE    FALSE   # print water balance debugging files 
#PRT_SOIL   FALSE   # print soil parameter debugging files 
#PRT_VEGE   FALSE   # print vegetation parameter debugging files 
#PRT_GLOBAL FALSE   # print global parameter debugging files 
#PRT_ATMOS  FALSE   # print forcing data debugging files 
#PRT_SNOW   FALSE   # print snow debugging files 
#PRT_MOIST  FALSE   # print soil moisture debugging files 
#PRT_TEMP   FALSE   # print soil thermal debugging files 
#DEBUG_DIR  ./OUT/  # debugging file output directory (default '.') 
 
####################################################################### 
# SNOW ASSIMILATION (DIRECT INSERTION) 
# BY QT 
####################################################################### 
MODIS_DIRECT   TRUE   # TRUE - assimilate MODIS snow data (direct 
insertion) 












#Update & copy global file & soil file accordingly  
#Created by Katherine Smith 
 
c_dir=/work/hydro/juanchacon/vic_kathe_cal/parameters/                      
#current directory (in this directory: this code & global 
global=/work/hydro/juanchacon/vic_kathe_cal/parameters/global               
#updated original global file refering to soil file with all grid cells 
soil_dir=/work/hydro/juanchacon/vic_kathe_cal/parameters/                   
#directory that contains soil parameter file, you need to be allowed to 
write to this directory 
soil=SOIL                                                                   
#original soil MUST match global ($c_dir$soil) 
grid_cells=2000                                                             
#number of grid cells in each new soil file 
                                                                            
#for example 6094 grid cells divided into files with 1220 grid cells 
produces 5 new soil files 
                                                                            




awk -v GC=$grid_cells 'NR%GC==1{x="SOIL"++i;}{print > x}{print i}' 
$soil_dir$soil > temp.txt 
 
soil_files=$(tail -1 temp.txt)                                  #number 





for NUM in $(seq 1 $soil_files)                                 #NUM is 
the number of global files & soil files created 
do 
    cp $global $global"_"$NUM 
    sed -i 's|'$soil_dir$soil'|'$soil_dir'SOIL'$NUM'|g' $global"_"$NUM          
#edits global file for correct soil file 
done 
 




APPENDIX C . HCC 
The Holland Computing Center (HCC) provides high performance computing, high 
end storage, and a variety of other services.  The HCC has the fastest resources in the 
state of Nebraska with two locations, the Schorr Center at the University of Nebraska-
Lincoln and the Peter Kiewit Institute at the University of Nebraska-Omaha.  The HCC 
provides free and at fee options with four main clusters including Crane, Tusker, 
Sandhills, and Red.  The Slurm workload manager is used for scheduling jobs on 
available worker nodes.  Therefore, a SLURM script which contains job description 
details and processing commands must be created and submitted.  More details about the 
HCC can be found at http://hcc.unl.edu/.   
For this study Tusker was utilized to expedite VIC and routing model simulations, as 
well as run the calibration.  VIC and the routing model were set up within the Linux 
environment.  Additionally, many codes were developed and run through the HCC for 
setting up the models, post-processing, and analysis.  PuTTY and WinSCP were the 





APPENDIX D . ROUTING SETUP AND INPUT FILE 
D.1 Routing Setup 
To run the routing model, several files were created including a flow direction 
file, fraction file, station file, and input file. The input file is the main file needed for 
running the routing model (see below).  It contains the start and end dates, as well as the 
parameter file locations and parameter values.  The input file developed for our routing 
simulation included the paths for the flow direction, fraction, and station files along with 
the paths for the VIC fluxes and the routing outputs.  The routing outputs include daily, 
monthly, and annual monthly streamflows. 
The flow direction file informs the routing model how all the grid cells are 
connected and the direction the water flows out of each grid cell.  Every grid cell contains 
a number that denotes which of the eight surrounding grid cells receives the water as 
Figure 6.2 demonstrates.  To create the flow direction file ArcMap was utilized.  The 
flow direction tool was run on the resampled DEM created above.  The new raster was 
then reclassified as Table 6.1 shows.  Ideally converting the file to ascii format would be 
the last step to make it ready to be used.  However, the basin needs to be manually 
checked for correctness.  To make this process easier the raster was reclassified again to 
geometric angles defined in Table 6.1 and converted to a point layer.  The USGS 104 
arrow was used for the point layer to indicate which direction the flow was for each grid 






Figure 6.2 The center grid cell shows how flow transfers to one of the eight surrounding 
grid cells.  The corresponding angle is used for reclassification. 
 
 
Table 6.1 Reclassifications for the flow direction file. 
First Reclassification Second Reclassification 
Old New Old New 
64 3 1 0 
128 4 2 45 
1 5 3 90 
2 6 4 135 
4 7 5 180 
8 8 6 225 
16 1 7 270 
32 2 8 315 
 
Figure 6.3 illustrates the flow direction (a) final raster and (b) a portion of the 
point layer and raster created for the Platte River Basin.  For the flow direction file to be 









reclassified to values from 1 to 8 (opposite of the second reclassification in Table 2.1), 




Figure 6.3 The shades of blue indicate the flow direction where (a) is the flow direction 
raster for the entire PRB and (b) is the eastern portion of the raster and the point layer 
of the PRB with the station location circled in red.  Note the flow direction starts with 0 















To create the fraction file the Platte River Basin DEM was first reclassified so all 
values were changed to one except for the grid cells with no value, which were 
reclassified to zero.  Next a random raster was created, and using the raster calculator the 
values were changed to integer values.  The random raster was then resampled to match 
the resolution of the DEM and an attribute table was built for the raster.  With the random 
raster and the reclassified DEM as inputs and using the zonal statistics tool, the mean was 
calculated and resampled to one-sixteenth degree resolution.  This calculation provided 
the fraction of each grid cell’s contribution to the Platte River Basin.  Therefore, all the 
grid cells inside the basin boundary were equal to one (100% - fully contributing), all the 
grid cells outside the boundary were set to zero (0% - not contributing), and all the grid 
cells along the boundary were contributing anywhere in between (0% to 100%). The final 
raster was converted to ascii format to be used as an input file for the routing model.   
A station can be defined anywhere in the basin where you want to calculate the 
streamflow.  We defined the station as the grid cell that all other grid cells ultimately 
flow into for the Platte River Basin as shown in Figure 6.3 (b).  This station gave daily 
streamflows representative of the entire Platte River Basin that could be compared to the 
observed streamflows for calibration.  The following two equations were used to 
calculate the column and row numbers of this grid cell within the flow direction ascii file 
which are used in the station input file where 𝐿𝑜𝑛𝑔 and 𝐿𝑎𝑡 are the corresponding flux 
longitude and latitude, respectively, 𝑥 and 𝑦 are the corresponding ascii longitude and 





















# INPUT FILE FOR THE ROUTING MODEL.    
# NAME OF FLOW DIRECTION FILE    
/work/hydro/ksmith/simulations/Routing/flowdir 
# NAME OF VELOCITY FILE    
.false.    
1.5    
# NAME OF DIFF FILE    
.false.    
800    
# NAME OF XMASK FILE    
.false.    
12500 
# NAME OF FRACTION FILE    
.true.    
/work/hydro/ksmith/simulations/Routing/newfraction  
# NAME OF STATION FILE    
/work/hydro/ksmith/simulations/Routing/station_prb 
# PATH OF INPUT FILES AND PRECISION    
/work/hydro/ksmith/simulations/MODIS/outputs/fluxes_ 
5 
# PATH OF OUTPUT FILES    
/work/hydro/ksmith/simulations/Routing/outputs/MODIS/ 
# YEAR AND MONTH OF VIC OUTPUT TO ROUTE & ROUTED OUTPUT TO WRITE 
2000 01 2013 12 
2000 01 2013 12 









# Author:   Katherine Smith 
# Created:  11/20/2015 
# Purpose:  Determining distribution (gamma, weibull, or normal) for 












lat_lon <- substr(names,8,26) 
 
#---------------- IMPORT FILE ---------------- 
 
for (i in 1:1){ 
   
  #Import file 
   
  #Read file 
  rfile <- read.table(names[i],sep="\t") 
   
  #Name columns 
  colnames(rfile) <- 
c("year","month","preicp","ET","RO","BF","temp","sm1","sm2","sm3","swe"
,"LAI","TSM") 
   
  #creating 12 matrices (each its own month) all part of the list M 
which will have year, month, & TSM 
  M <- vector("list", 12) 
   
  #creating a matrix for the shape and rate params & naming columns 
  Year_params <- matrix(nrow = 12, ncol = 3) 
  colnames(Year_params) <- c("month","shape","scale") 
   
  #This will be done for every month (1-12) 
  for (j in 1:12){ 
     
    #Filling each matrix/month in list M with year, month, and TSM from 
original dataset 
    M[[j]] <- subset(rfile,month==j,select=c(year,month,TSM)) 
  }   
  tsm <- rfile[,13]   








#---------------- PLOT ALL MONTHS - NORM WEIBULL GAMMA ---------------- 
 
  fit.norm <- fitdist(tsm, "norm") 
  png(filename = "F:/2015/PROJECTS/Percentiles/images/norm.png") 
  plot(fit.norm) 
  dev.off() 
   
  fit.weibull <- fitdist(tsm, "weibull") 
  png(filename = "F:/2015/PROJECTS/Percentiles/images/weibull.png") 
  plot(fit.weibull) 
  dev.off() 
   
  fit.gamma <- fitdist(tsm, "gamma") 
  png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma.png") 
  plot(fit.gamma) 
  dev.off() 
   
  fit.weibull$aic 
  fit.norm$aic 
  fit.gamma$aic 
   
#---------------- PLOT EACH MONTH - GAMMA ONLY ---------------- 
   
fit.gamma1 <- fitdist(M[[1]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma1.png") 
plot(fit.gamma1) 
dev.off() 
fit.gamma2 <- fitdist(M[[2]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma2.png") 
plot(fit.gamma2) 
dev.off() 
fit.gamma3 <- fitdist(M[[3]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma3.png") 
plot(fit.gamma3) 
dev.off() 
fit.gamma4 <- fitdist(M[[4]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma4.png") 
plot(fit.gamma4) 
dev.off() 
fit.gamma5 <- fitdist(M[[5]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma5.png") 
plot(fit.gamma5) 
dev.off() 
fit.gamma6 <- fitdist(M[[6]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma6.png") 
plot(fit.gamma6) 
dev.off() 
fit.gamma7 <- fitdist(M[[7]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma7.png") 
plot(fit.gamma7) 
dev.off() 
fit.gamma8 <- fitdist(M[[8]][,3], "gamma") 





fit.gamma9 <- fitdist(M[[9]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma9.png") 
plot(fit.gamma9) 
dev.off() 
fit.gamma10 <- fitdist(M[[10]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma10.png") 
plot(fit.gamma10) 
dev.off() 
fit.gamma11 <- fitdist(M[[11]][,3], "gamma") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/gamma11.png") 
plot(fit.gamma11) 
dev.off() 
fit.gamma12 <- fitdist(M[[12]][,3], "gamma") 


















#---------------- PLOT ONE MONTH - NORM WEIBULL GAMMA ---------------- 
 
fit.norm <- fitdist(M[[9]][,3], "norm") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/norm-m.png") 
plot(fit.norm) 
dev.off() 
fit.weibull <- fitdist(M[[9]][,3], "weibull") 
png(filename = "F:/2015/PROJECTS/Percentiles/images/weibull-m.png") 
plot(fit.weibull) 
dev.off() 
fit.gamma <- fitdist(M[[9]][,3], "gamma") 














# Author:   Katherine Smith 
# Created:  11/20/2015 





args <- commandArgs(TRUE) 
names <- args[1] 




lat_lon <- substr(names,8,26) 
 
# For loop will run analysis on all each fluxes_ file in the directory 
for (i in 1:1){ 
     
  #-------------- Import file ---------------- 
   
  #Read file 
  rfile <- read.table(names[i],sep="") 
  rfile 
   
  #Name columns 




  #creating 12 matrices (each its own month) all part of the list M 
which will have year, month, & TSM 
  M <- vector("list", 12) 
   
  #creating a matrix for the shape and rate params & naming columns 
  Year_params <- matrix(nrow = 12, ncol = 3) 
  colnames(Year_params) <- c("month","shape","scale") 
   
  #This will be done for every month (1-12) 
  for (j in 1:12){ 
     
    #Filling each matrix/month in list M with year, month, and TSM from 
original dataset 
    M[[j]] <- subset(rfile,month==j,select=c(year,month,TSM)) 
     
    GDIST <- fitdistr(M[[j]][,3],"gamma")      #fitdistr gamma 
    PARAMS <- as.numeric(unlist(GDIST))          #taking output from 
GDIST and seting as num 
     
    Year_params[j,c(2,3)] <- PARAMS[c(1,2)]      #filling column 2 and 
3 of Year_params matrix with column 1 and 2 of PARAMS matrix which are 
the shape and rate parameters 
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    Year_params[j,c(1)] <- M[[j]][1,2]           #filling row j, column 
1 of the Year_params matrix with row 1, column 2 from the M list, j 
matrix   
  } 
   
  P_final <- matrix(nrow = 168, ncol = 7) 
  P_final[,1] <- rfile[,1] 
  P_final[,2] <- rfile[,2] 
  P_final[,3] <- rfile[,13] 
   
  tsm <- rfile[,13]   
 
  P_final[,c(4,5)] <- do.call(rbind, replicate(14, Year_params, 
simplify=FALSE))[,c(2,3)] 
   
  g_shape <- P_final[,4]  
  g_scale <- P_final[,5] 
  g_rate <- P_final[,5] 
   
   
  P_final[,6] <- pgamma(tsm, shape=g_shape, rate = g_rate, lower.tail = 
TRUE, log.p = FALSE) 
  P_final[,7] <- P_final[,6]*100 










APPENDIX F  EXTREME SOIL MOISTURE PERCENTILES 
Figure 6.4 and Figure 6.5 show the extreme wet and dry percentiles for the fixed 
1950-2013 experiment, and Figure 6.6 and Figure 6.7 show the extremes for the dynamic 
2000-2013 experiment.  From these plots we can more easily identify the extreme events 
for each basin.  For example, we can clearly see the 2012 drought event affected all of the 
basins, however to different degrees.  The South Platte subbasin was the least affected 
with a much lower soil moisture percentile magnitude.  We can also see, particularly 
from Figure 6.4 and Figure 6.6, that in general the eastern subbasins, Loup, Elkhorn, and 
the Middle-Lower Platte, experience more extreme wet months with greater soil moisture 





Figure 6.4 Monthly soil moisture percentiles (%) greater than or equal to 80% showing 
the extreme wet months for the fixed 1950-2013 experiment for the Platte River Basin 
(a) and the five subbasins: North Platte (b), South Platte (c), Middle-Lower Platte (d), 





























Figure 6.5 Monthly soil moisture percentiles (%) less than or equal to 20% showing the 
extreme dry months for the fixed 1950-2013 experiment for the Platte River Basin (a) 
and the five subbasins: North Platte (b), South Platte (c), Middle-Lower Platte (d), 





























Figure 6.6 Monthly soil moisture percentiles greater than or equal to 80% showing the 
extreme wet months for the dynamic 2000-2013 experiment for the Platte River Basin 
(a) and the five subbasins: North Platte (b), South Platte (c), Middle-Lower Platte (d), 





























Figure 6.7 Monthly soil moisture percentiles less than or equal to 20% showing the 
extreme dry months for the dynamic 2000-2013 experiment for the Platte River Basin 
(a) and the five subbasins: North Platte (b), South Platte (c), Middle-Lower Platte (d), 




























APPENDIX G EXTREME MONTHS 
WET  DRY 
PRB NP SP MLP LOUP ELK 
 
PRB NP SP MLP LOUP ELK 
10/1951 10/1951 9/1951 6/1951 7/1951 6/1951 
 
10/1952 10/1952 10/1953 4/1950 10/1952 10/1952 
9/1965 5/1957 10/1951 7/1951 8/1951 7/1951 
 
11/1952 11/1952 4/1954 10/1952 11/1952 11/1952 
10/1965 6/1957 11/1951 8/1951 9/1951 8/1951 
 
12/1952 12/1952 5/1954 11/1952 12/1952 12/1952 
12/1965 7/1957 12/1951 9/1951 10/1951 9/1951 
 
1/1953 1/1953 6/1954 12/1952 1/1953 1/1953 
1/1966 6/1962 1/1952 3/1958 9/1957 10/1951 
 
10/1953 10/1953 7/1954 1/1953 9/1953 2/1953 
6/1967 6/1965 2/1952 4/1958 11/1957 11/1951 
 
5/1954 4/1954 3/1955 2/1953 10/1953 9/1953 
7/1967 7/1965 5/1957 7/1965 3/1958 12/1951 
 
3/1955 5/1954 4/1955 3/1953 4/1954 10/1953 
10/1973 9/1965 6/1957 9/1965 4/1958 1/1952 
 
4/1955 6/1954 10/1956 7/1953 7/1954 11/1953 
11/1973 10/1965 7/1957 10/1965 7/1958 2/1952 
 
5/1955 5/1955 11/1956 8/1953 3/1955 3/1955 
12/1973 6/1967 7/1958 11/1965 7/1962 3/1952 
 
4/1956 5/1956 8/1960 9/1953 4/1955 4/1955 
1/1974 7/1967 6/1965 12/1965 8/1962 4/1958 
 
5/1956 10/1956 9/1960 10/1953 5/1955 5/1955 
2/1974 5/1971 7/1965 1/1966 9/1963 5/1960 
 
6/1956 11/1956 4/1963 11/1953 8/1955 6/1955 
3/1974 9/1973 8/1965 2/1966 9/1965 6/1960 
 
9/1956 12/1956 5/1963 7/1954 9/1955 7/1955 
10/1982 10/1973 9/1965 3/1966 10/1965 7/1960 
 
10/1956 1/1957 7/1963 3/1955 11/1955 8/1955 
11/1982 11/1973 10/1965 6/1967 11/1965 9/1965 
 
11/1956 2/1957 8/1964 4/1955 12/1955 9/1955 
12/1982 12/1973 11/1965 7/1967 12/1965 10/1965 
 
12/1956 3/1957 9/1964 5/1955 1/1956 11/1955 
1/1983 1/1974 12/1965 2/1973 1/1966 11/1965 
 
1/1957 11/1958 10/1964 7/1955 2/1956 12/1955 
2/1983 2/1974 1/1966 3/1973 2/1966 2/1966 
 
2/1957 7/1960 11/1964 8/1955 3/1956 1/1956 
3/1983 3/1974 2/1966 4/1973 3/1966 8/1972 
 
3/1957 8/1960 12/1964 9/1955 4/1956 2/1956 
4/1983 4/1974 6/1967 5/1973 10/1973 3/1973 
 
11/1958 9/1960 1/1965 11/1955 5/1956 3/1956 
5/1983 9/1982 7/1967 10/1973 11/1973 4/1973 
 
10/1964 10/1964 2/1965 12/1955 6/1956 4/1956 
6/1983 10/1982 11/1969 11/1973 12/1973 5/1973 
 
11/1964 11/1964 3/1965 1/1956 7/1956 5/1956 
3/1987 11/1982 12/1969 12/1973 1/1974 10/1973 
 
12/1964 12/1964 4/1965 2/1956 9/1956 6/1956 
8/1993 12/1982 1/1970 1/1974 2/1974 11/1973 
 
1/1965 1/1965 5/1965 3/1956 10/1956 7/1956 
9/1993 1/1983 2/1970 2/1974 3/1974 12/1973 
 
2/1965 2/1965 9/1974 4/1956 12/1956 8/1956 
10/1993 3/1983 5/1971 3/1974 5/1977 1/1974 
 
3/1965 3/1965 10/1974 5/1956 1/1957 9/1956 
11/1993 4/1983 10/1973 6/1982 8/1981 2/1974 
 
4/1965 4/1965 1/1975 6/1956 2/1957 10/1956 
12/1993 5/1983 1/1974 10/1982 10/1982 6/1982 
 
10/1975 5/1966 2/1975 7/1956 3/1957 11/1956 
1/1994 6/1983 2/1974 12/1982 11/1982 10/1982 
 
11/1975 9/1969 3/1975 8/1956 10/1958 12/1956 
5/1995 6/1991 3/1974 1/1983 12/1982 11/1982 
 
1/1977 10/1975 4/1975 9/1956 11/1958 1/1957 
6/1995 8/1993 3/1983 2/1983 1/1983 12/1982 
 
2/1977 11/1975 10/1975 10/1956 12/1958 2/1957 
7/1995 9/1993 4/1983 3/1983 2/1983 1/1983 
 
4/1989 12/1975 11/1975 11/1956 1/1959 3/1957 
11/1998 10/1993 5/1983 4/1983 3/1983 2/1983 
 
5/1989 1/1976 12/1975 12/1956 2/1959 4/1957 
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APPENDIX H  SPATIAL EXTENT OVER 50% 
 
Figure 6.8 Monthly spatial extent (%) of fifty percent of more for extreme wet conditions 
for the fixed 1950-2013 experiment for the Platte River Basin (a) and the five subbasins: 





























Figure 6.9 Monthly spatial extent (%) of fifty percent of more for extreme dry conditions 
for the fixed 1950-2013 experiment for the Platte River Basin (a) and the five subbasins: 





























Figure 6.10 Monthly spatial extent of fifty percent of more for extreme wet conditions for 
the dynamic 2000-2013 experiment for the Platte River Basin (a) and the five subbasins: 





























Figure 6.11 Monthly spatial extent of fifty percent of more for extreme dry conditions for 
the dynamic 2000-2013 experiment for the Platte River Basin (a) and the five subbasins: 
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