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On Krull-Gabriel dimension and Galois coverings
Grzegorz Pastuszak∗
Dedicated to the memory of Gena Puninski
Abstract
Assume that K is an algebraically closed field, R a locally support-finite
locally bounded K-category, G a torsion-free admissible group of K-linear
automorphisms of R and A = R/G. We show that the Krull-Gabriel dimension
KG(R) of R is finite if and only if the Krull-Gabriel dimension KG(A) of A
is finite. In these cases KG(R) = KG(A). We apply this result to determine
the Krull-Gabriel dimension of standard selfinjective algebras of polynomial
growth. Finally, we show that there are no super-decomposable pure-injective
modules over standard selfinjective algebras of domestic type.
1 Introduction and main results
Assume that K is an algebraically closed field and A a finite dimensional associa-
tive basic K-algebra with a unit. We denote by mod(K) the category of all finite
dimensional K-vector spaces and by mod(A) the category of all finitely generated
right A-modules. Let F(A) be the category of all finitely presented contravariant
K-linear functors from mod(A) to mod(K). It is a hard problem to describe the
category F(A) even if the category mod(A) is well understood. A natural approach
to study the structure of F(A) is via the associated Krull-Gabriel filtration
0 = F(A)−1 ⊆ F(A)0 ⊆ F(A)1 ⊆ . . . ⊆ F(A)n ⊆ F(A)n+1 ⊆ . . .
ofF(A) by Serre subcategories where F(A)n is the Serre subcategory of F(A) formed
by all functors having finite length in the quotient category F(A)/F(A)n−1, for any
n ∈ N, see [33]. Following [14], [15], the Krull-Gabriel dimension KG(A) of A is the
smallest natural number n such that F(A)n = F(A), if such a number exists, and
KG(A) =∞ if it is not the case.
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The interest in the Krull-Gabriel dimension KG(A) of an algebra A has at least
three motivations. The general one is that the Krull-Gabriel filtration of the category
F(A) leads to a hierarchy of exact sequences in mod(A) where the almost split
sequences form the lowest level, see [14]. The second one is that there exists a
strong relation between KG(A) and the transfinite powers radαA of the radical radA
of mod(A), see [26] and [43, 44, 45]. For example, H. Krause proves in [26, Corollary
8.14] that if KG(A) = n < ∞, then rad
ω(n+1)
A = 0 where ω is the first infinite
cardinal. Moreover, J. Schröer conjectures in [45] that KG(A) = n ≥ 2 if and only
if rad
ω(n−1)
A 6= 0 and rad
ωn
A = 0. This conjecture is confirmed for several important
classes of algebras, see for example Section 1 in [52] for the list.
The third motivation to study the Krull-Gabriel dimension of an algebra is the
following conjecture due to M. Prest, see [34], [35].
Conjecture 1.1. A finite dimensional algebra A is of domestic representation type
if and only if the Krull-Gabriel dimension KG(A) of A is finite.
We refer to Chapter XIX of [46] for the precise definitions of finite, tame and wild
representation type of an algebra, as well as the stratification of tame representation
type into domestic, polynomial and nonpolynomial growth (introduced in [47]).
We recall some important results on the Krull-Gabriel dimension of an algebra.
All of them support the above conjecture. Indeed, M. Auslander proves in [5, Corol-
lary 3.14] that KG(A) = 0 if and only if the algebra A is of finite representation
type. H. Krause shows in [25, 11.4] that KG(A) 6= 1 for any algebra A. W. Gei-
gle proves in [15, 4.3] that if A is a tame hereditary algebra, then KG(A) = 2. A.
Skowroński shows in [52, Theorem 1.2] that if A is a cycle-finite algebra [2], [3] of
domestic representation type, then KG(A) = 2, see also [29]. M. Wenderlich proves
in [54] that if A is a strongly simply connected algebra [50], then A is of domestic
type if and only if KG(A) is finite. R. Laking, M. Prest and G. Puninski prove in
[27] a renowned result that string algebras [53], [9] of domestic representation type
have finite Krull-Gabriel dimension, see also [40], [37].
There exist algebras with infinite Krull-Gabriel dimension. Indeed, the results
of [34, Chapter 13] and [13] imply that the Krull-Gabriel dimension of strictly wild
algebras and wild algebras, respectively, is infinite. J. Schröer proves in [44, Propo-
sition 2] that this is also the case for nondomestic string algebras. W. Geigle shows
in [14], see also [15], that tubular algebras [42] have infinite Krull-Gabriel dimen-
sion. This also holds for pg-critical algebras, strongly simply connected algebras of
nonpolynomial growth (see [20] and [21]) and some algebras with strongly simply
connected Galois coverings (see [22]). We note that the results of [20, 21, 22] show,
among other things, that the width of the lattice of all pointed modules [41], [21]
over any of these algebras is infinite. This yields that their Krull-Gabriel dimension
is infinite, see for example [35].
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The Krull-Gabriel dimension is defined for any locally bounded K-category. The
definition is similar to the one presented above, see Section 2 and Section 4 for the
details. In fact, the Krull-Gabriel dimension is defined for any skeletally small abelian
category, see Section 3. For example, in [7] the authors determine the Krull-Gabriel
dimension of discrete derived categories.
This paper is devoted to prove the following theorem.
Theorem 1.2. Assume that R is a locally support-finite locally bounded K-category
and G is a torsion-free admissible group of K-linear automorphisms of R. Assume
that A = R/G is the orbit category and F : R → A the associated Galois covering.
The Krull-Gabriel dimension KG(R) of R is finite if and only if the Krull-Gabriel
dimension KG(A) of A is finite. If KG(R) and KG(A) are finite, then we have
KG(R) = KG(A).
Theorem 1.2 is a part of more detailed Theorem 6.3 which is the main result
of the paper. We apply Theorem 6.3 in Section 7 to determine the Krull-Gabriel
dimension of standard selfinjective algebras of polynomial growth. Indeed, we prove
in Theorem 7.3 that if A is such an algebra, then KG(A) = 2 if A is domestic and
KG(A) =∞ otherwise. A crucial ingredient in the proof of this result is [52, Theorem
1.2] on the Krull-Gabriel dimension of cycle-finite algebras. Note that Theorem 7.3
supports Conjecture 1.1. As an application of Theorem 7.3 we show in Corollary
7.4 that if A is a standard representation-infinite selfinjective algebra of polynomial
growth, then KG(A) = 2 if and only if the infinite radical radωA is nilpotent. This
result follows from the main theorem of [23] (and Theorem 7.3).
Theorem 1.2 can be applied in some other situations as well. For example, A.
Skowroński studies in [51] algebras having strongly simply connected Galois cover-
ings. Assume that A is such an algebra, that is, A = R/G where R is a strongly
simply connected locally bounded K-category and G an admissible group of K-
linear automorphisms of R. If R is locally support-finite and G is torsion-free, then
Theorem 1.2 implies that KG(A) is finite if and only if KG(R) is finite. We presume
that this yields KG(A) is finite if and only if A is of domestic type. This problem is
left for further research.
The paper is organized as follows. In Section 2 we recall some information on
Galois coverings of locally bounded K-categories and the associated pull-up and
push-down functors. We conclude the section with Theorem 2.1 stating that if R
is a locally support-finite locally bounded K-category, G an admissible torsion-free
group of K-linear automorphisms of R and F : R→ A ∼= R/G the associated Galois
covering, then the push-down functor Fλ : mod(R) → mod(A) is a Galois covering
of module categories, see Section 2 for definitions. This theorem is fundamental in
proofs of our main results. Section 2 is based on [12], [8] and [10].
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Section 3 is devoted to present some facts about Serre subcategories of abelian
categories, quotient categories and finite length objects (see especially Lemma 3.1).
We define the Krull-Gabriel dimension of a skeletally small abelian category C.
Among other things, we give in Lemma 3.2 a sufficient condition for an exact functor
to preserve the Krull-Gabriel dimension. We apply the lemma in Section 4 and
Section 6. Section 3 is based on [33], [28] and [15].
In Section 4 we define the category F(R) of all finitely presented contravariant
K-linear functors mod(R) → mod(K) where R is a locally bounded K-category.
The Krull-Gabriel dimension KG(R) of R is defined as the Krull-Gabriel dimension
KG(F(R)) of F(R). We give in Lemma 4.3 some criterion for KG(R) to be finite
in terms of contravariantly finite subcategories of mod(R). This lemma is applied in
Section 7. We base the section on [1, IV.6] and [5]. In [1, IV.6] the authors mostly
assume that R is a finite dimensional K-algebra, but obviously the theorems are
valid in the general setting as well.
Sections 5 and 6 are the core of the paper. Assume that R is a locally support-
finite locally bounded K-category, G a torsion-free admissible group of K-linear
automorphisms ofR and F : R→ A ∼= R/G the Galois covering. Section 5 is devoted
to some exact functor Φ : F(R) → F(A). The definition of Φ : F(R) → F(A) uses
the fact that Fλ : mod(R)→ mod(A) is a Galois covering of module categories, see
Theorem 2.1. In Theorem 5.5 we prove the main properties of Φ : F(R) → F(A).
Section 6 contains the main results of the paper. We prove Theorem 6.3 which is
a more detailed version of Theorem 1.2, asserting some further properties of the
functor Φ : F(R) → F(A). In Corollary 6.4 we show that the functor Φ preserves
Krull-Gabriel filtrations, in some concrete sense, provided Φ is dense. Proofs of
Theorem 6.3 and Corollary 6.4 rely on results of Section 5.
In Section 7 we apply Theorem 6.3 to determine the Krull-Gabriel dimension of
standard selfinjective algebras of polynomial growth, see Theorem 7.3. We deduce
in Corollary 7.4 that if A is such an algebra of infinite representation type, then
KG(A) = 2 if and only if radωA is nilpotent. Finally, we discuss the existence of
super-decomposable pure-injective modules over these algebras, see Theorem 7.5.
2 Galois coverings of locally bounded K-categories
Throughout the paper, K is a fixed algebraically closed field. We denote by Mod(K)
and mod(K) the categories of allK-vector spaces and all finite dimensional K-vector
spaces, respectively. By an algebra we mean a finite dimensional associative basic
K-algebra with a unit. Assume that A is an algebra. By an A-module we mean right
A-module. We denote by Mod(A) and mod(A) the categories of all A-modules and
all finitely generated A-modules, respectively.
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Assume that R is a K-category in which distinct objects are not isomorphic.
Then the objects of R are denoted by lower case letters. Let ob(R) be the class of
all objects of R. If x, y ∈ ob(R), then R(x, y) denotes the space of all morphisms
from x to y. Assume that R is a K-category. Following [12], [8], we say that R is
locally bounded if and only if
(1) distinct objects of R are not isomorphic,
(2) the algebra R(x, x) is local, for any x ∈ ob(R),
(3)
∑
y∈ob(R) dimK R(x, y) <∞,
∑
y∈ob(R) dimK R(y, x) <∞, for any x ∈ ob(R).
An important example of a locally bounded K-category is the bound quiver K-
category KQ/I associated to a bound quiver (Q, I). We briefly recall the definition
of a bound quiver K-category.
Assume that Q = (Q0, Q1) is a quiver with the set Q0 of vertices and the set
Q1 of arrows. We say that Q is finite if and only if the sets Q0, Q1 are finite. If
α ∈ Q1, then we denote by s(α) its starting vertex and by t(α) its terminal vertex.
Assume that x, y ∈ Q0. By a path from x to y in Q we mean a sequence c1...cn in
Q1 such that s(c1) = x, t(cn) = y and t(ci) = s(ci+1) for 1 ≤ i < n. We associate
the stationary path ex to each vertex x ∈ Q0 and we set s(ex) = t(ex) = x.
Assume that Q is a locally finite quiver, that is, the number of arrows in Q1
starting or ending in any point is finite. Then the path K-category KQ is a K-
category whose objects are the vertices of Q and the K-linear space of morphisms
from x to y is generated by all paths from x to y. The composition in KQ is defined
by concatenation of paths in Q. If I is an admissible ideal in KQ (see [32]), then
the pair (Q, I) is called the bound quiver and the associated quotient K-category
KQ/I is the bound quiver K-category. It is easy to see that this is a locally bounded
K-category. In fact, every locally bounded K-category is isomorphic to some bound
quiver K-category, see [8].
Assume that R is a K-category (not necessarily locally bounded). A full subcat-
egory B of R is convex if and only if for any n ≥ 1 and objects x, z1, ..., zn, y of R
the following condition is satisfied: if x, y are objects of B and the vector spaces of
morphisms R(x, z1), R(z1, z2),...,R(zn−1, zn), R(zn, y) are nonzero, then z1, ..., zn are
objects of B. Observe that if R = KQ/I is the path K-category of (Q, I) and B is
a convex subcategory of R, then B = KQ′/I ′ for some convex subquiver Q′ of the
quiver Q. Recall that a full subquiver Q′ of Q is convex if and only if for any path
c1...cn from the vertex x to the vertex y in Q such that x, y ∈ Q
′
0 we have s(ci) ∈ Q
′
0,
for i = 1, ..., n− 1.
Assume that R is a locally bounded K-category. A right R-module (or an R-
module) is a K-linear contravariant functor from R to the category Mod(K) of
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K-vector spaces. An R-module M : Rop → Mod(K) is finite dimensional if and
only if dimM =
∑
x∈ob(R) dimK M(x) <∞. The categories of all R-modules and all
finite dimensional R-modules are denoted by Mod(R) and mod(R), respectively. The
full subcategories of Mod(R) and mod(R) formed by all indecomposable modules
are denoted by Ind(R) and ind(R), respectively.
Assume that R is a locally bounded K-category and M,N : Rop → Mod(K) are
R-modules. An R-module homomorphism f : M → N is a natural transformation
of functors (fx)x∈ob(R) where fx : M(x) → N(x) is a vector space homomorphism,
for any x ∈ ob(R). The space of all homomorphisms from M to N is denoted by
HomR(M,N). We usually write R(M,N) instead of HomR(M,N).
Assume that R = KQ/I is a bound quiver K-category. Observe that modules in
Mod(R) can be identified with K-linear representations of the bound quiver (Q, I).
Similarly, the R-module homomorphisms can be identified with morphisms of rep-
resentations of the bound quiver (Q, I). Furthermore, if (Q, I) is finite, then there
is an equivalence of K-categories of all R-modules and all modules over the bound
quiver K-algebra KQ/I, see Chapters II and III of [1]. This equivalence restricts to
an equivalence of categories of finite dimensional modules. Here, the admissible ideal
in the K-category is denoted by the same letter I as the corresponding admissible
ideal in the K-algebra. If (Q, I) is finite, we identify the bound quiver K-category
R = KQ/I with the bound quiver K-algebra KQ/I. Note that any algebra A is
isomorphic with some bound quiver K-algebra, see Chapter II of [1]. If A ∼= KQ/I,
then we view A-modules as K-linear representations of (Q, I).
We recall from [8] the notion of a Galois covering functor, as well as some related
concepts. We refer to [12] for a general definition of a covering functor and related
functors between module categories.
Assume that R,A are locally bounded K-categories, F : R → A is a K-linear
functor and G a group of K-linear automorphisms of R acting freely on the objects
of R. This means that gx = x if and only if g = 1, for any g ∈ G and x ∈ ob(R).
Then F : R→ A is a Galois covering if and only if
(1) the functor F : R→ A induces isomorpisms
⊕
g∈G
R(gx, y) ∼= A(F (x), F (y)) ∼=
⊕
g∈G
R(x, gy)
of vector spaces, for any x, y ∈ ob(R),
(2) the functor F : R→ A induces a surjective function ob(R)→ ob(A),
(3) Fg = F , for any g ∈ G,
(4) for any x, y ∈ ob(R) such that F (x) = F (y) there is g ∈ G such that gx = y.
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We recall that a functor F : R → A satisfies the above conditions if and only if F
induces an isomorphism A ∼= R/G where R/G is the orbit category, see [8].
Assume that F : R → A ∼= R/G is a Galois covering. The pull-up functor
F• : Mod(A) → Mod(R) associated with F is the functor (−) ◦ F
op. The pull-
up functor has the left adjoint Fλ : Mod(R) → Mod(A) and the right adjoint
Fρ : Mod(R) → Mod(A) which are called the push-down functors. Since the push-
down functor Fλ plays an important role in the paper, we recall its description
below.
Assume that M : Rop → Mod(K) is an R-module. We define the A-module
Fλ(M) : A
op → Mod(K) as follows. Assume that a ∈ ob(A) and a = F (x), for
some x ∈ ob(R). Then Fλ(M)(a) =
⊕
g∈GM(gx). Assume that α ∈ A(b, a) and
a = F (x), b = F (y), for some x, y ∈ ob(R). Since F induces an isomorphism⊕
g∈GR(gy, x)
∼= A(F (y), F (x)), there are αg : gy → x, for g ∈ G, such that
α =
∑
g∈G F (αg). Then the homomorphism Fλ(M)(α) : Fλ(M)(a) → Fλ(M)(b) is
defined by homomorphisms M(gαg−1h) : M(gx)→M(hy), for any g, h ∈ G.
1
Assume that f : M → N is an R-module homomorphism and f = (fx)x∈ob(R),
fx : M(x) → N(x). Then Fλ(f) : Fλ(M) → Fλ(N), Fλ(f) = (fˆa)a∈ob(A) and
fˆa : Fλ(M)(a) → Fλ(N)(a) is defined by homomorphisms fgx : M(gx) → N(gx),
for any g ∈ G.
Observe that if an R-module M is finite dimensional, then Fλ(M) is finite di-
mensional. Hence the functor Fλ restricts to a functor mod(R) → mod(A). This
functor is also denoted by Fλ.
Assume that R is a locally bounded K-category, G is a group of K-linear auto-
morphisms of R acting freely on the objects of R and g ∈ G. Given R-module M we
denote by gM the module M ◦ g−1. Given R-module homomorphism f : M → N we
denote by gf the R-module homomorphism gM → gN such that gfx = fg−1x, for any
x ∈ ob(R). It is easy to see that this defines an action of G on Mod(R). Moreover,
the map f 7→ gf defines isomorphism of vector spaces R(M,N) ∼= R(
gM, gN).
Assume that F : R → A ∼= R/G is the Galois covering. Recall from [8] that
Fλ(
gM) ∼= Fλ(M), Fλ(
gf) = Fλ(f) and F•(Fλ(M)) ∼=
⊕
g∈G
gM , for any R-module
M , R-homomorphism f and g ∈ G. Assume that X, Y ∈ mod(R). There are only
finitely many g ∈ G such that R(X,
gY ) 6= 0, because G acts freely on the objects of
R. Since the pair (Fλ, F•) is an adjoint pair, we get the following isomorphisms of
vector spaces
A(Fλ(X), Fλ(Y )) ∼=
⊕
g∈G
R(X,
gY ) ∼=
⊕
g∈G
R(
gX, Y ),
for any X, Y ∈ mod(R). These isomorphisms are natural in both variables X, Y
1We use the standard matrix notation for homomorphisms between finite direct sums, see
Section 3 for details.
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and hence the bifunctors A(Fλ(−), Fλ(·)),
⊕
g∈G R(−,
g(·)),
⊕
g∈G R(
g(−), ·) are iso-
morphic.
Assume that R is a locally bounded K-category and G is a group of K-linear
automorphisms of R. Then G is admissible if and only if G acts freely on the objects
of R and there are only finitely many G-orbits. In this case, the orbit category
R/G is finite and we treat it as an algebra. Assume that G is admissible. We say
that G acts freely on ind(R) if and only if gM ∼= M implies that g = 1, for any
M ∈ ind(R) and g ∈ G. Assume that M,L ∈ ind(R). If G acts freely on ind(R),
then Fλ(M) ∈ ind(A) and Fλ(M) ∼= Fλ(L) yields L ∼=
gM , for some g ∈ G (see for
example [30]). Moreover, if G is torsion-free, then G acts freely on ind(R).
Assume that R is a locally bounded K-category and M ∈ Mod(R). The support
supp(M) of M is the full subcategory of R formed by all objects x in R such that
M(x) 6= 0. The category R is locally support-finite if and only if for any x ∈ R
the union of the sets supp(M), where M ∈ ind(R) and M(x) 6= 0, is finite. If R is
locally support-finite, G is admissible group of K-linear automorphisms of R and
F : R → A ∼= R/G is the Galois covering, then the results of [10] yield that the
push-down functor Fλ : mod(R)→ mod(A) is dense. Throughout we assume that a
locally support-finite K-category is always locally bounded.
We summarize the above remarks in the following theorem, see [10, 2.5]. This
theorem plays a fundamental role in our main results.
Theorem 2.1. Assume that R is a locally support-finite K-category, G an admis-
sible torsion-free group of K-linear automorphisms of R and F : R→ A the Galois
covering. Then the functor Fλ : mod(R) → mod(A) satisfies the following asser-
tions.
(1) The functor Fλ induces the following isomorphisms of vector spaces
⊕
g∈G
R(
gX, Y ) ∼= A(Fλ(X), Fλ(Y )) ∼=
⊕
g∈G
R(X,
gY ),
for any X, Y ∈ mod(R).
(2) The functor Fλ is dense, that is, for any M ∈ mod(A) there is X ∈ mod(R)
such that Fλ(X) ∼= M .
(3) Assume that X ∈ mod(R). Then Fλ(X) ∼= Fλ(
gX), for any g ∈ G.
(4) Assume that X, Y ∈ ind(R). Then Fλ(X) ∈ ind(A) and Fλ(X) ∼= Fλ(Y ) yields
Y ∼= gX for some g ∈ G.
We recall from [10] (see also [8]) that if the assumptions of Theorem 2.1 hold,
then the functor Fλ : mod(R) → mod(A) preserves right and left minimal almost
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split homomorphisms and Auslander-Reiten sequences (see [1, IV] for basic notions
of Auslander-Reiten theory). Moreover, the functor Fλ induces the isomorphism
ind(R)/G ∼= ind(A).
We emphasize similarities between the properties of Fλ from the above theorem
and the definition of a Galois covering of K-categories. Following [10], we say that
the functor Fλ : mod(R) → mod(A) is a Galois covering of module categories (in
case R and G are as in Theorem 2.1).
More generally, assume that C,D are additive categories and F : C → D is an
additive functor (see [28, VIII.2]). Assume that G is a group acting freely on the
isomorphism classes of indecomposable objects of C. We call F : C → D a Galois
covering of additive categories if and only if F satisfies analogical assertions as the
push-down functor from Theorem 2.1. Note that in this case D is isomorphic (as an
additive category) to the orbit category C/G.
3 Krull-Gabriel dimension of abelian categories
Throughout the paper we assume that any abelian category C is skeletally small.
This means that the class of all isomorphism classes of objects of C is a set.
Assume that C is an abelian category and X, Y are objects of C. We denote by
HomC(X, Y ) the abelian group of all homomorphisms fromX to Y . We usually write
C(X, Y ) instead of HomC(X, Y ). If X
′ is a subobject of X, then we write X ′ ⊆ X
and in this case X/X ′ denotes the quotient object. If f ∈ C(X, Y ), then KerC(f),
ImC(f), CokerC(f) and CoimC(f) denote kernel, image, cokernel and coimage of f
in C, respectively. It is well known that these objects are some special subobjects
or quotients of X and Y . We refer to [33] for precise definitions of these notions in
abelian categories.
Assume that C is an abelian category and X1, ..., Xn, Y1, ..., Ym are objects of
C. We use the standard matrix notation for f ∈ C(
⊕n
i=1Xi,
⊕m
j=1 Yj). This means
that we write f = [fji]
j=1,...,m
i=1,...,n where pj :
⊕n
k=1 Yk → Yj is the split epimorphism,
ui : Xi →
⊕m
k=1Xk is the split monomorphism and fji = pjfui, for any i = 1, ..., n,
j = 1, ..., m. Moreover, we say in this case that f is defined by homomorphisms fji.
Assume that C,D are abelian categories. A functor F : C → D is exact if
and only if for any exact sequence 0 → X
f
→ Z
g
→ Y → 0 in C the sequence
0 → F (X)
F (f)
−→ F (Z)
F (g)
−→ F (Y ) → 0 is exact in D. Equivalently, the functor F
preserves finite limits and finite colimits, see [28, VIII]. Note that if F : C → D is
exact, then X ′ ⊆ X yields F (X ′) ⊆ F (X) and F (X/X ′) = F (X)/F (X ′), for any
objects X ′, X of C. Moreover, F preserves kernels, images, cokernels and coimages
of homomorphisms in C.
Assume that C is an abelian category. A full subcategory S of C is a Serre
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subcategory if and only if for any exact sequence 0 → X → Z → Y → 0 in S we
have Z ∈ S if and only if X, Y ∈ S. Therefore S is closed under subobjects, quotiens
and extensions.
Basic examples of Serre subcategories are provided by kernels of exact functors.
Indeed, if F : C → D is an exact functor, then the kernel Ker(F ) of F is the full
subcategory of C formed by all objects X ∈ C such that F (X) = 0. It is easy to see
that Ker(F ) is a Serre subcategory of C.
Assume that S is a Serre subcategory of C. We recall the definition of the quotient
category C/S. The class of objects of C/S coincides with the class of objects of C.
Homomorphisms in C/S are defined in the following way. Assume that X, Y are
objects of C and denote by SX,Y the set of all abelian groups C(X
′, Y/Y ′) where
X ′ ⊆ X, Y ′ ⊆ Y and X/X ′, Y ′ ∈ S. Then SX,Y is a directed system of abelian
groups, see [33], and C/S(X, Y ) is defined as the direct limit lim−→ C
(X ′, Y/Y ′) where
C(X
′, Y/Y ′) ∈ SX,Y . The quotient category C/S is abelian and there exists an exact
functor qS : C → C/S such that qS(X) = X for any object X of C. We refer to
[33] for the precise definition of qS on homomorphisms. Nevertheless, we recall from
Section 4.3 of [33] that if f is a homomorphism in C, then qS(f) = 0 if and only if
ImC(f) ∈ S, qS(f) is a monomorphism if and only if KerC(f) ∈ S and qS(f) is an
epimorphism if and only if CokerC(f) ∈ S. The functor qS : C → C/S is called the
quotient functor.
Assume that C is an abelian category. An object S of C is simple in C if and only if
S 6= 0 and any subobject of S in C is either S or 0. An object T of C has finite length
in C if and only if there exists a chain of subobjects 0 = T0 ⊆ T1 ⊆ ... ⊆ Tn = T of
T such that Ti+1/Ti is simple in C, for any i = 0, ..., n − 1. We call such a chain a
composition series of T . It is well known that if T has finite length, then the number
n is unique. We call the number n the length of T and denote it by lC(T ). Recall that
if 0→ X → Z → Y → 0 is a short exact sequence in C, then lC(Z) = lC(X) + lC(Y )
and hence Z has finite length if and only if X, Y have finite length.
Assume that C is an abelian category and S is a Serre subcategory of C. An
object S of C is S-simple if and only if S /∈ S and S ′ ∈ S or S/S ′ ∈ S, for any
subobject S ′ of S in C. The following fact is applied in Section 6.
Lemma 3.1. Assume that C is an abelian category and S a Serre subcategory of C.
The following assertions hold.
(1) An object S of C is simple in C/S if and only if S is S-simple.
(2) An object T of C has finite length in C/S if and only if there exists a chain of
subobjects 0 = T0 ⊆ T1 ⊆ ... ⊆ Tn = T of T in C such that Ti+1/Ti is S-simple,
for any i = 0, ..., n− 1.
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Proof. (1) Assume that S is an object of C and S is simple in C/S. We show that
S is S-simple. Assume that S ∈ S and let 1S : S → S be the identity homomorphism
of S in C. Then ImC(1S) = S ∈ S and thus qS(1S) = 0. Since qS(1S) is also the
identity of S in C/S, we get S ∼= 0 in C/S, contradiction. This shows that S /∈ S.
Assume that S ′ is a subobject of S in C. Then there exists a short exact sequence
0→ S ′
f
→ S
g
→ S/S ′ → 0 in C which yields a short exact sequence
0→ qS(S
′)
qS(f)
−→ qS(S)
qS(g)
−→ qS(S)/qS(S
′)→ 0
in C/S. Since qS(S) = S is simple in C/S, we get that qS(f) or qS(g) is an iso-
morphism in C/S. Thus qS(f) is an epimorphism or qS(g) is a monomorphism and
hence CokerC(f) = S/S
′ ∈ S or KerC(g) = S
′ ∈ S. Similar arguments show the
other implication.
(2) The assertion follows from (1) and the fact that the quotient functor is an
identity on objects. ✷
Assume that C is an abelian category. Following [15] (see also [11]), we define the
Krull-Gabriel filtration (Cn)n∈N of C in the following way. Assume that C−1 = 0 and
the category Cn is defined, for some n ≥ −1. Then Cn+1 is the Serre subcategory of
C formed by all objects of C which have finite length in the quotient category C/Cn.
Observe that C0 is the Serre subcategory of C formed by all objects of C of finite
length. It is easy to see that Cn is a Serre subcategory of Cn+1, for any n ≥ −1.
Assume that (Cn)n∈N is the Krull-Gabriel filtration of C. We define the Krull-
Gabriel dimension KG(C) of C in the following way. If there exists n ∈ N such that
Cn = C, then KG(C) = min{n ∈ N; Cn = C}. Otherwise, we set KG(C) =∞.
The above definitions of Krull-Gabriel filtration and Krull-Gabriel dimension are
less general then original ones from [15]. In the paper we are interested whether the
Krull-Gabriel dimension of some abelian category is finite or not, and hence these
definitions are sufficient.
The following lemma gives a sufficient condition for a functor to preserve the
Krull-Gabriel dimension. We apply the lemma in Sections 4 and 6.
Lemma 3.2. Assume that C,D are abelian categories, (Cn)n∈N, (Dn)n∈N are Krull-
Gabriel filtrations of C,D, respectively, and F : C → D is an exact functor.
(1) Assume that for any U ∈ D there exists an epimorphism ǫ : F (T ) → U , for
some T ∈ C. Assume that T ∈ Cn implies F (T ) ∈ Dn, for any T ∈ C and n ∈ N.
Then KG(D) ≤ KG(C).
(2) Assume that F (T ) ∈ Dn implies T ∈ Cn, for any T ∈ C and n ∈ N. Then
KG(C) ≤ KG(D).
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(3) Assume that for any U ∈ D there exists an epimorphism ǫ : F (T ) → U , for
some T ∈ C. Assume that T ∈ Cn if and only if F (T ) ∈ Dn, for any T ∈ C and
n ∈ N. Then KG(C) = KG(D).
Proof. (1) Assume that n+1 ≤ KG(D), for some n ∈ N. Then Dn 6= D and hence
there is U ∈ D such that U /∈ Dn. Since there is an epimorphism ǫ : F (T )→ U , for
some T ∈ C, we get F (T ) /∈ Dn and thus T /∈ Cn. This implies that Cn 6= C, hence
n+ 1 ≤ KG(C) and consequently KG(D) ≤ KG(C).
(2) Assume that n+ 1 ≤ KG(C), for some n ∈ N. Then Cn 6= C and hence there
is T ∈ C such that T /∈ Cn. This yields F (T ) /∈ Dn, so Dn 6= D, n+ 1 ≤ KG(D) and
consequently KG(C) ≤ KG(D).
(3) The assertion follows directly from (1) and (2). ✷
Assume that C is an abelian category and S is a Serre subcategory of C. The
quotient functor qS : C → C/S satisfies the assertion (1) of Lemma 3.2 (see Appendix
B of [26]) and hence KG(C/S) ≤ KG(C). Assume that S is abelian. Then the
inclusion functor S →֒ C is exact and it satisfies the assertion (2) of Lemma 3.2.
Hence KG(S) ≤ KG(C) in this case. Moreover, it follows from Section 1 of [15] that C
has finite Krull-Gabriel dimension if and only if S and C/S have finite Krull-Gabriel
dimensions and there are inequalities
KG(S),KG(C/S) ≤ KG(C) ≤ KG(S) +KG(C/S) + 1.
4 Finitely presented functors and Krull-Gabriel di-
mension
Assume that R is a locally bounded K-category. We denote by G(R) the category of
all contravariant K-linear functors from mod(R) to the category mod(K) of finite
dimensional K-vector spaces.
Assume that F,G,H ∈ G(R) and let F
u
→ G
v
→ H be a sequence of homomor-
phisms of functors. Recall that this sequence is exact in G(R) if and only if it induces
an exact sequence F (X)
uX→ G(X)
vX→ H(X) of vector spaces, for any X ∈ mod(R). If
F = 0, then v : G→ H is a monomorphism of functors, that is, vX : G(X)→ H(X)
is a monomorphism of vector spaces, for any X ∈ mod(R). In this case, G is a
subobject of H . If H = 0, then u : F → G is an epimorphism of functors, that is,
vX : F (X) → G(X) is an epimorphism of vector spaces, for any X ∈ mod(R). In
this case, G is a quotient of F .
Assume that M ∈ mod(R). Then a contravariant hom-functor is the functor
HM : mod(R)→ mod(K) such that HM(X) = R(X,M), for any X ∈ mod(R), and
if f ∈ R(X, Y ), then HM(f) : R(Y,M) → R(X,M) where HM(f)(g) = gf , for any
g ∈ R(Y,M). The functor HM : mod(R)→ mod(K) is denoted by R(−,M).
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Assume that f ∈ R(M,N). Then the homomorphism f induces a homomorphism
of functors R(−, f) : R(−,M) → R(−, N) such that R(X, f) : R(X,M) → R(X,N)
is defined by R(X, f)(g) = fg, for any g ∈ R(X,M). The Yoneda lemma implies that
the function f 7→ R(−, f) defines an isomorphism R(M,N)→ G(R)(R(−,M), R(−, N))
of vector spaces. Moreover, this yields M ∼= N if and only if R(−,M) ∼= R(−, N),
see [1, IV.6].
Assume that F ∈ G(R). The functor F is finitely generated if and only if there
exists an epimorphism of functors R(−, N) → F , for some N ∈ mod(R). The func-
tor F is finitely presented if and only if there exists an exact sequence of functors
R(−,M)
R(−,f)
−→ R(−, N) → F → 0, for some M,N ∈ mod(R) and R-module ho-
momorphism f : M → N . This means that F ∼= CokerR(−, f) which yields F (X)
is isomorphic to the cokernel of the map R(X, f) : R(X,M) → R(X,N), for any
X ∈ mod(R).
We denote by F(R) the full subcategory of G(R) formed by finitely presented
functors. Obviously R(−,M) ∈ F(R) for any M ∈ mod(R). Moreover, the functor
R(−,M) is a projective object of the category F(R) and any projective object of
F(R) is a hom-functor, see [1, IV.6].
Assume that N ∈ mod(R) is indecomposable. The functor radR(−, N), send-
ing an R-module X to the Jacobson radical radR(X,N) of R(X,N), is the unique
maximal subfunctor of the functor R(−, N). This implies that the quotient functor
SN = R(−, N)/radR(−, N) is simple. Moreover, every simple object of the cate-
gory F(R) is isomorphic with a functor SN , for some indecomposable R-module
N , see [1, IV.6]. Observe that SN(N) = EndR(N)/rad(EndR(N)) is a one dimen-
sional vector space and hence there is a unique (up to a scalar multiple) epimor-
phism of functors πN : R(−, N) → S
N . Moreover, an R-module homomorphism
g : M → N is a right minimal almost split if and only if the induced sequence of
functors R(−,M)
R(−,g)
−→ R(−, N)
πN
→ SN → 0 is a minimal projective presentation of
SN in F(R), see [1, IV.6] for more details.
Assume that R is a locally bounded K-category. We define the Krull-Gabriel
dimension of R as the Krull-Gabriel dimension KG(F(R)) of the category F(R)
and denote it by KG(R).
An important role in the study of the Krull-Gabriel dimension KG(R) of R is
played by contravariantly finite subcategories of the module category mod(R), see
[5] and [6]. A full subcategory X of mod(R) is contravariantly finite if and only if the
set AM = {α ∈ R(X,M);X ∈ X} is finitely generated, for any M ∈ mod(R). This
means that there exist R-homomorphisms α1 : X1 → M, ..., αn : Xn → M ∈ AM
such that for any α : X → M ∈ AM there is anR-homomorphism hα : X →
⊕n
i=1Xi
such that [α1 . . . αn]hα = α.
It is convenient to note that the set AM = {α ∈ R(X,M);X ∈ mod(R)} is
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finitely generated, for anyM ∈ mod(R). Indeed, assume thatM = M1⊕...⊕Mn and
M1, ...,Mn are indecomposable. Let gi : Ni → Mi be the right minimal almost split
homomorphism and 1Mi : Mi → Mi the identity homomorphism, for any i = 1, ..., n.
It is easy to see that homomorphisms g1, 1M1, ..., gn, 1Mn generate the set AM . This
implies that mod(R) is a contravariantly finite subcategory of mod(R). In fact, any
cofinite subcategory of mod(R) is a contravariantly finite subcategory of mod(R),
see [5] for details.
Proposition 4.1. Assume that R is a locally bounded K-category and B is a convex
subcategory of R. Then the category mod(B) is a contravariantly finite subcategory
of mod(R).
Proof. Since B is a convex subcategory of R, there exists a functor of extension
by zeros E : mod(B) → mod(R). This functor is full, faithful and exact. Hence
mod(B) is a full subcategory of mod(R). We identify mod(B) with its image via E .
Assume that M ∈ mod(R) and XM = {α ∈ R(X,M);X ∈ mod(B)}. We show
that XM is finitely generated. Assume that M
′ is the module generated by all mod-
ules of the form Im(α) ⊆ M where α ∈ XM . Since Im(α) is an B-module, we get
that M ′ ∈ mod(B). We denote by u : M ′ → M the inclusion M ′ ⊆ M . The set
XM ′ = {β ∈ B(X,M
′);X ∈ mod(B)} is finitely generated. Hence there are B-
homomorphisms β1 : X1 →M
′, ..., βs : X1 →M
′ such that for any γ ∈ XM ′ there is
hγ : X →
⊕s
i=1Xi such that γ = [β1 . . . βs]hγ . Assume that α ∈ XM . Then Im(α)
is a submodule of M ′ and hence α = uγ, for some γ : X → M ′. Consequently,
α = uγ = u[β1 . . . βs]hγ = [uβ1 . . . uβs]hγ. This implies that the homomorphisms
uβ1 : X1 → M, ..., uβs : X1 → M generate the set XM . ✷
Assume that X is a contravariantly finite subcategory of mod(R). If M is an R-
module andM ∈ X , then X (−,M) : X → mod(K) is the functor R(−,M) restricted
to the category X . If M,N ∈ X , then any R-homomorphism f : M → N induces a
homomorphism of functors X (−, f) : X (−,M) → X (−, N). A contravariant functor
F : X op → mod(K) is finitely presented if and only if there exists an exact sequence
of functors X (−,M)
X (−,f)
−→ X (−, N) → F → 0, for some M,N ∈ X and R-module
homomorphism f : M → N . Denote by F(X ) the category of all finitely presented
functors X op → mod(K). The category F(X ) is an abelian category, see [15].
It is well known that X is a contravariantly finite subcategory of mod(R) if and
only if for any functor F ∈ F(R) the restriction F|X : X → mod(K) is a finitely
presented functor, see for example [5]. In this case we define the restriction functor
rX : F(R) → F(X ) such that rX (F ) = F|X for any F ∈ F(R). The restriction
functor rX : F(R) → F(X ) is exact and has the left adjoint eX : F(X ) → F(R)
which we call the extension functor. Note that if f : M → N belongs to X and F =
CokerX (−, f), then eX (F ) = CokerR(−, f) (this yields eX (X (−,M)) = R(−,M), for
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any M ∈ X ). Hence we get rX eX (F ) ∼= F , for any F ∈ F(X ). In particular, the
functor rX is full and dense, whereas eX is full and faithful.
Assume that B is a convex subcategory of R. Proposition 4.1 yields mod(B) is a
contravariantly finite subcategory of mod(R) and hence there exists the restriction
functor rB : F(R) → F(B) and the extension functor eB : F(B) → F(R). We
give concrete descriptions of these functors. Assume that ǫ is the idempotent of R
such that ǫRǫ = B. It is well known (see for example [1] in the case R is finite)
that there are functors resǫ : mod(R) → mod(B) and Tǫ, Lǫ : mod(B) → mod(R)
such that resǫ(−) = (−)ǫ and (Tǫ, resǫ), (resǫ, Le) are adjoint pairs. Recall that
Tǫ(−) = −⊗B ǫR and Lǫ(−) = HomB(Rǫ,−). Moreover, we have resǫTǫ ∼= resǫLǫ and
these functors are isomorphic with the identity functor mod(B)→ mod(B). It is easy
to see that rB(−) = (−)Tǫ and eB(−) = (−)resǫ. Moreover, if T = CokerR(−, f) and
S = CokerB(−, g), then rB(T ) = CokerR(−, resǫ(f)) and eB(S) = CokerR(−, Lǫ(g)).
Hence we have the following fact.
Proposition 4.2. Assume that R is a locally bounded K-category and B is a convex
subcategory of R. Then the extension functor eB : F(B)→ F(R) is exact. ✷
In Section 7 of the paper we apply the following criterion which is some version
of [15, Corollary 1.5].
Lemma 4.3. Assume that R is a locally bounded K-category and n is a natural
number. Assume that for any R-module M there is a contravariantly finite subcat-
egory XM of mod(R) such that M ∈ XM , KG(XM) = n and the extension functor
eXM : F(XM)→ F(R) is exact. Then we have KG(R) = n. In particular, the thesis
holds in the case XM = mod(BM) where BM is a convex subcategory of R.
Proof. Assume thatM is an R-module and XM is the associated contravariantly
finite subcategory of mod(R). Then the category F(XM) is abelian and the extension
functor eXM : F(XM)→ F(R) is full, faithful and exact. Then it is easy to see that
T ∈ F(XM)i if and only if eXM (T ) ∈ F(R)i, for any T ∈ F(XM) and i ∈ N. Hence
Lemma 3.2 (2) implies that KG(XM) ≤ KG(R), therefore n ≤ KG(R). Moreover,
note that XM (−,M) ∈ F(XM) = F(XM)n, because M ∈ XM and KG(XM) =
n. Therefore eXM (XM (−,M)) = R(−,M) ∈ F(R)n. It follows that KG(R) ≤ n,
since M is arbitrary and any element of F(R) is a quotient of some hom-functor.
Consequently, we get KG(R) = n.
Assume that XM = mod(BM) where BM is a convex subcategory of R. Then
Proposition 4.2 yields the extension functor eXM : F(XM) → F(R) is exact. Hence
the assertion follows. ✷
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5 The functor Φ : F(R) → F(A)
Throughout we assume that R is a locally support-finiteK-category, G a torsion-free
admissible group of K-linear automorphisms of R and F : R→ A ∼= R/G the Galois
covering. Recall that in this case the push-down functor Fλ : mod(R) → mod(A)
is a Galois covering of module categories, see Theorem 2.1. All properties of Fλ
stated in Theorem 2.1, especially the fact that it is dense, are used freely in the
section. Moreover, we assume that the pull-up functor F• is restricted to the category
mod(A), that is, we consider F• : mod(A)→ Mod(R).
The section is devoted to define some covariant exact functor Φ : F(R)→ F(A)
and show its main properties. This functor is used in Section 6 to prove our main
results. We start with two preparatory facts.
Lemma 5.1. Assume that T ∈ F(R), T 6= 0 and X ∈ mod(R). Then T (gX) 6= 0
only for finite number of g ∈ G.
Proof. Assume that T = CokerR(−, f) for some R-homomorphism f : M → N .
The vector space T (gX) is a quotient of R(
gX,N), for any g ∈ G. Since G acts freely
on the objects of R and supports of X,N are finite, there is only finite number of
g ∈ G such that R(
gX,N) 6= 0. This shows the claim. ✷
The following result is a more concrete description of the isomorphism of bifunc-
tors
⊕
g∈G R(
g(−), ·) ∼= A(Fλ(−), Fλ(·)), see Section 2 and [12], [8] for the details. In
this description we identify Fλ(
gX) with Fλ(X), for any R-module X and g ∈ G.
The result is used freely in the section.
Proposition 5.2. Assume that R is a locally bounded K-category, G acts freely
on the objects of R and F : R → A ∼= R/G is the Galois covering. The functor
Fλ : mod(R)→ mod(A) induces natural isomorphisms
νX,Y :
⊕
g∈G
R(
gX, Y )→ A(Fλ(X), Fλ(Y ))
of vector spaces, for any X, Y ∈ mod(R), given by νX,Y ((fg)g∈G) =
∑
g∈G Fλ(fg)
where fg :
gX → Y , for any g ∈ G.
We denote by Add(mod(R)) the full subcategory of Mod(R) whose objects
are arbitrary direct sums of finite dimensional R-modules. Assume that an R-
homomorphism f :
⊕
j∈J Mj →
⊕
i∈I Ni in Add(mod(R)) is defined by homomor-
phisms fij : Mj → Ni, for i ∈ I, j ∈ J . Observe that for any j ∈ J we have fij 6= 0
only for finite number of i ∈ I. Indeed, this follows from the fact that Mj is finite
dimensional, for any j ∈ J .
Assume that T ∈ F(R). We define the functor T̂ : Add(mod(R)) → Mod(K)
in the following way. Assume that
⊕
j∈J Mj is an object of Add(mod(R)) and
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f :
⊕
j∈J Mj →
⊕
i∈I Ni is an R-homomorphism in Add(mod(R)) defined by
fij : Mj → Ni, for i ∈ I, j ∈ J . Then we set T̂ (
⊕
j∈J Mj) =
⊕
j∈J T (Mj) and
T̂ (f) :
⊕
i∈I T (Ni)→
⊕
j∈J T (Mj) is defined by T (fij) : T (Ni)→ T (Mj), for i ∈ I,
j ∈ J . Observe that T̂ equals T on mod(R).
The functor Φ : F(R) → F(A) is defined as follows. We set Φ(T ) = T̂ ◦ F•, for
any T ∈ F(R). First note that Φ(T ) ∈ G(A), that is, Φ(T ) : mod(A) → mod(K).
Indeed, if X ∈ mod(A), then X ∼= Fλ(M) for some M ∈ mod(R). Thus we get
Φ(T )(X) = Φ(T )(Fλ(M)) = T̂ (F•(Fλ(M))) ∼= T̂ (
⊕
g∈G
gM) =
⊕
g∈G
T (gM)
which is finite dimensional from Lemma 5.1. Assume α ∈ A(Fλ(X), Fλ(Y )), for some
X, Y ∈ mod(R), α =
∑
g∈G Fλ(fg) where fg :
gX → Y , for any g ∈ G. It is worth
to note that the homomorphism
Φ(T )(α) :
⊕
g∈G
T (gY )→
⊕
g∈G
T (gX)
of vector spaces is defined by homomorphisms T (gfg−1h) : T (
gY )→ T (hX), for any
g, h ∈ G. Indeed, this follows from the fact that F•(α) :
⊕
g∈G
gX →
⊕
g∈G
gY is
defined by homomorphisms gfg−1h :
hX → gY , for any g, h ∈ G.
Assume that T1, T2 ∈ F(R) and ι : T1 → T2 is a homomorphism of functors.
Then Φ(ι) : Φ(T1)→ Φ(T2) is defined as follows. Assume X ∈ mod(A). We set
Φ(ι)Fλ(X) :
⊕
g∈G
T1(
gX)→
⊕
g∈G
T2(
gX)
to be the homomorphism of vector spaces defined by ιgX : T1(
gX) → T2(
gX), for
g ∈ G. It is easy to see that Φ(ι)Fλ(X) = Φ(ι)Fλ(gX), for any g ∈ G and X ∈ mod(A).
Moreover, assume that α ∈ A(Fλ(X), Fλ(Y )) and α =
∑
g∈G Fλ(fg), fg :
gX → Y
for g ∈ G. Since ιgXT1(
gf1G) = T2(
gf1G)ιgY , for any g ∈ G, we easily get the equality
Φ(ι)Fλ(X)Φ(T1)(α) = Φ(T2)(α)Φ(ι)Fλ(Y ).
Hence Φ(ι) : Φ(T1)→ Φ(T2) is a homomorphism of functors.
The above definitions give rise to a covariant exact functor Φ : F(R) → G(A).
The following proposition shows that Φ(T ) = T̂ ◦ F• ∈ F(A), for any T ∈ F(R),
and thus Φ : F(R)→ F(A).
Proposition 5.3. Assume that M,N ∈ mod(R) and f : M → N is an R-
homomorphism.
(1) The homomorphism Φ(R(−, f)) is isomorphic with the homomorphism
R(F•(−), f) : R(F•(−),M)→ R(F•(−), N).
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(2) Assume that T = CokerR(−, f). Then Φ(T ) = CokerA(−, Fλ(f)) ∈ F(A).
Proof. (1) Recall that R(F•(Fλ(X)), Y ) ∼=
⊕
g∈G R(
gX, Y ), for any modules
X, Y ∈ mod(R), and this isomorphism is natural. It is easy to see that
R(F•(Fλ(X)), f) :
⊕
g∈G
R(
gX,M)→
⊕
g∈G
R(
gX,N)
is defined by homomorphisms R(
gX, f) : R(
gX,M) → R(
gX,N), for g ∈ G. Since
Φ(R(−, f)) is defined by the same homomorphisms, the assertion follows.
(2) There is an exact sequence of functors R(−,M)
R(−,f)
−→ R(−, N)→ T → 0 and
since the functor Φ : F(R)→ G(A) is exact, the sequence of functors
Φ(R(−,M))
Φ(R(−,f))
−→ Φ(R(−, N))→ Φ(T )→ 0
is exact. Recall that (F•, Fρ) is an adjoint pair and thus the following diagram
R(F•(−),M)
R(F•(−),f)
//
∼=

R(F•(−), N)
∼=

A(−, Fρ(M))
A(−,Fρ(f))
//
A(−, Fρ(N))
is commutative. Since M,N are finite dimensional, we get Fρ(C) = Fλ(C), for
C = M,N, f . Then (1) yields
Φ(T ) ∼= Coker Φ(R(−, f)) ∼= CokerR(F•(−), f) ∼= CokerA(−, Fλ(f))
which shows the assertion. ✷
Summing up, we get a covariant exact functor Φ : F(R)→ F(A) such that
Φ(T ) = T̂ ◦ F• ∼= CokerA(−, Fλ(f)),
for any T = CokerR(−, f) ∈ F(R). Note that Proposition 5.3 (2) shows in particular
that Φ(R(−,M)) = A(−, Fλ(M)) and Φ(R(−, f)) = A(−, Fλ(f)), for any R-modules
M,N and R-homomorphism f : M → N .
Recall that in our situation the functor Fλ : mod(R)→ mod(A) is a covering of
module categories, see Theorem 2.1. The description of Φ : F(R)→ F(A) suggests
that it plays the role of the push-down of Fλ, see Section 2 for the precise definition
of the push-down functor of a Galois covering of K-categories. A natural analogue
of the pull-up functor of Fλ is the functor Ψ : F(A)→ G(R) such that Ψ = (−)◦Fλ.
We show in the sequel some relations between Φ and Ψ.
Our aim is to prove some basic properties of the functor Φ : F(R) → F(A).
First observe that the group G acts on F(R). Indeed, given a functor T ∈ G(R) and
g ∈ G we define gT ∈ G(R) such that (gT )(X) = T (g
−1
X) and (gT )(f) = T (g
−1
f),
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for any module X ∈ mod(R) and homomorphism f ∈ mod(R). Note that there are
isomorphisms g(R(−,M)) ∼= R(−,
gM), for any g ∈ G and M ∈ mod(R). Hence
g(CokerR(−, f)) ∼= CokerR(−,
gf), for any f ∈ mod(R) and g ∈ G, and thus the
action of G on G(R) restricts to F(R). We show below that this action is free.
Lemma 5.4. Assume that T ∈ F(R) and T 6= 0. If g ∈ G and gT ∼= T , then g = 1.
Thus the group G acts freely on F(R).
Proof. Assume that g ∈ G, gT ∼= T and g 6= 1. Let X be an R-module such
that T (X) 6= 0. Since gT ∼= T , we get T (X) ∼= T (g
−n
X) 6= 0, for any n ∈ N. The
elements g−n, for n ≥ 0, are pairwise different, because G is torsion-free. Hence
T (hX) 6= 0 for infinitely many h ∈ G. This contradicts Lemma 5.1. Consequently,
gT ∼= T yields g = 1, for any g ∈ G, and thus G acts freely on F(R). ✷
We define Im(Φ) = Φ(F(R)) as the full subcategory of F(A) whose objects are
isomorphic to objects of the form Φ(T ), for T ∈ F(R).
The following theorem shows that the functor Φ : F(R) → F(A) induces a
Galois covering of additive categories F(R) → Im(Φ) with respect to the action
of G introduced above. The properties of Φ listed in the theorem are applied in
Section 6 in proofs of our main results. Additionally, the assertions (2) and (3)
exhibit relations between Φ and Ψ. In particular, (3) shows that Ψ is in fact the left
adjoint of Φ.
Theorem 5.5. Assume that R is a locally support-finite K-category, G a torsion-
free admissible group of K-linear automorphisms of R and F : R → A ∼= R/G
the Galois covering. Assume that T, T1, T2 ∈ F(R) and U ∈ F(A). The following
assertions hold.
(1) There exists an isomorphism Φ(T ) ∼= Φ(gT ), for any g ∈ G.
(2) There exists an isomorphism Ψ(Φ(T )) ∼=
⊕
g∈G gT . In consequence, if functors
T1, T2 have local endomorphism rings, then Φ(T1) ∼= Φ(T2) implies T1 ∼= gT2, for
some g ∈ G.
(3) There exists an isomorphism of vector spaces G(R)(Ψ(U), T ) ∼= G(A)(U,Φ(T )). In
particular, the functor Φ : F(R)→ F(A) induces isomorphisms
µT1,T2 :
⊕
g∈G
F(R)(gT1, T2)→ F(A)(Φ(T1),Φ(T2))
of vector spaces given by µT1,T2((ιg)g∈G) =
∑
g∈GΦ(ιg) where ιg : gT1 → T2 is a
homomorphism of functors.
(4) There exists is an epimorphism ǫ : Φ(T ′)→ U , for some T ′ ∈ F(R).
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Proof. (1) Assume that g ∈ G and T = CokerR(−, f), for someR-homomorphism
f : M → N . Then gT ∼= CokerR(−,
gf), Fλ(f) = Fλ(
gf) and thus
Φ(gT ) ∼= CokerA(−, Fλ(
gf)) ∼= CokerA(−, Fλ(f)) = Φ(T ).
(2) Observe that there are isomorphisms
Ψ(Φ(T ))(X) = T̂ (F•(Fλ(X))) = T̂ (
⊕
g∈G
gX) ∼=
⊕
g∈G
T (gX) ∼= (
⊕
g∈G
gT )(X),
for any X ∈ mod(R). These isomorphisms are natural which follows directly from
the definition of T̂ : Add(mod(R))→ Mod(K). This yields Ψ(Φ(T )) ∼=
⊕
g∈G gT .
Assume that Φ(T1) ∼= Φ(T2). Then Ψ(Φ(T1)) ∼= Ψ(Φ(T2)) and hence there is an
isomorphism
⊕
g∈G gT1
∼=
⊕
g∈G gT2. Note that gT1, gT2 have local endomorphism
rings, for any g ∈ G. Hence the Krull-Remak-Schmidt theorem (see for example
Appendix E of [35]) yields T1 ∼= gT2, for some g ∈ G.
(3) We show that G(R)(U ◦ Fλ, T ) ∼= G(A)(U, T̂ ◦ F•). Assume that ι : U ◦ Fλ → T
is a homomorphism of functors. This means that T (f)ιY = ιXU(Fλ(f)), for any
R-module homomorphism f : X → Y . We define τ : U → T̂ ◦ F• in the following
way. Assume that pgX :
⊕
g∈G T (
gX) → T (gX) is the split epimorphism, for any
R-module X and g ∈ G. Recall that (T̂ ◦ F•)(Fλ(X)) ∼=
⊕
g∈G T (
gX) and let
τFλ(X) : U(Fλ(X))→
⊕
g∈G
T (gX)
be defined by homomorphisms ιgX : U(Fλ(
gX)) → T (gX), for any g ∈ G, which
means that pgXτFλ(X) = ιgX . The definition is correct since Fλ(
gX) ∼= Fλ(X) and
τFλ(X) = τFλ(gX), for any g ∈ G. We show that the above vector space homomor-
phisms define a homomorphism of functors τ : U → T̂ ◦ F•. Indeed, assume that
α ∈ A(Fλ(X), Fλ(Y )) and α =
∑
g∈G Fλ(fg) where fg :
gX → Y , for any g ∈ G.
Recall that
T̂ (F•(α)) :
⊕
g∈G
T (gY )→
⊕
g∈G
T (gX)
is defined by homomorphisms T (gfg−1h) : T (
gY ) → T (hX), for any g, h ∈ G. This
yields
phX T̂ (F•(α)) =
∑
g∈G
T (hg
−1
fg)phg−1Y ,
for any h ∈ G. Therefore we get the following equalities
phXτFλ(X)U(α) = ιhX
∑
g∈G
U(Fλ(fg)) =
∑
g∈G
ιhXU(Fλ(
hg−1fg)) =
=
∑
g∈G
T (hg
−1
fg)ιhg−1Y =
∑
g∈G
T (hg
−1
fg)phg−1Y τFλ(Y ) = phX T̂ (F•(α))τFλ(Y ),
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for any h ∈ G. This yields τFλ(X)U(α) = T̂ (F•(α))τFλ(Y ) and hence τ : U → T̂ ◦ F•
is a homomorphism of functors. It is easy to see that the map ι 7→ τ defines a
homomorphism of the appropriate vector spaces. We denote this homomorphism by
χ, that is, χ(ι) = τ .
Similar arguments imply that if τ : U → T̂ ◦ F• is a homomorphism of functors,
then the vector space homomorphisms ιgX = pgXτFλ(X), for X ∈ mod(R) and g ∈ G,
define a homomorphism of functors ι : U ◦ Fλ → T . It is easy to see that the map
τ 7→ ι defines a homomorphism the appropriate vector spaces. Since the above vector
space homomorphisms are mutually inverse, we get G(A)(U, T̂ ◦F•) ∼= G(R)(U ◦Fλ, T ).
The second part of the assertion follows from the first one by putting U = T̂1◦F•
and T = T2. To be more specific, assume that ιg : gT1 → T2 is a homomorphism
of functors, for any g ∈ G. Note that there is only finite number of g ∈ G such
that ιg 6= 0, because (ιg)g∈G is an element of a direct sum. The homomorphisms
ιg, g ∈ G, yield a homomorphism of functors ι : (T̂1 ◦ F•) ◦ Fλ → T2 such that the
homomorphism ιX :
⊕
g∈G T1(
gX)→ T2(X) is defined by (ιg)X : T1(
g−1X)→ T2(X),
for g ∈ G. The map (ιg)g∈G 7→ ι is an isomorphism of vector spaces. Moreover, it is
easy to see that χ(ι) =
∑
g∈GΦ(ιg) and the assertion follows.
(4) Assume that U ∈ F(A). Then U is finitely generated, thus there is an epi-
morphism of functors of the form ǫ : A(−,M)→ U , for some A-moduleM . Since Fλ
is dense, we get M ∼= Fλ(X), for some R-module X, so A(−,M) ∼= A(−, Fλ(X)) =
Φ(R(−, X)). This shows the assertion. ✷
Observe that the assertions (1), (2) and (3) of Theorem 5.5 show that the functor
Φ : F(R)→ F(A) induces a Galois covering F(R)→ Im(Φ) of additive categories.
The assertion (4) does not imply the density of Φ.
Remark 5.6. The functor Φ : F(R) → F(A) may not be dense without some
additional assumptions. This functor plays the role of the push-down functor of
Fλ : mod(R) → mod(A) and push-down functors are not dense in general. Indeed,
recall from Section 2 that Fλ : mod(R) → mod(A) is dense, because R is a locally
support-finite K-category. Note that the density of Fλ is essential in the definition
of the functor Φ : F(R)→ F(A). Assume that U ∈ F(A). We show below another
example of epimorphism of functors ǫ : Φ(T ) → U , for some T ∈ F(R). This
epimorphism seems not to be an isomorphism in general.
Assume that U = CokerA(−, α), for some A-homomorphism α : Fλ(M)→ Fλ(N)
such that α =
∑
g∈G Fλ(fg), fg :
gM → N for g ∈ G. Assume that g1, ..., gn are the
only elements of G such that fgi 6= 0, for i = 1, ..., n, and set N =
⊕n
i=1
g−1i N . Let
f : M → N be the R-homomorphism such that f =
[
g−1
1 fg1
g−1
2 fg2 . . .
g−1n fgn
]t
and define T = CokerR(−, f). We show that there is an epimorphism of functors
ǫ : Φ(T )→ U .
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Recall that Fλ(
g−1i N) ∼= Fλ(N) and Fλ(
g−1i fgi) = F (fgi), for any i = 1, ..., n. Let
π :
⊕n
i=1 Fλ(N) → Fλ(N) be the epimorphism given by the matrix
[
1 1 . . . 1
]
.
Then we get α =
∑n
i=1 Fλ(fgi) = πFλ(f), so A(−, α) = A(−, π)A(−, Fλ(f)). It is
easy to see that A(−, π) : A(−,
⊕n
i=1 Fλ(N))→ A(−, Fλ(N)) is an epimorphism and
hence A(−, π) induces an epimorphism ǫ : CokerA(−, Fλ(f)) → CokerA(−, α). This
shows the claim since Φ(T ) = CokerA(−, Fλ(f)).
Observe that ǫ : Φ(T ) → U is an isomorphism if and only if for any R-module
X and any A-homomorphisms γ1, ..., γn : Fλ(X) → Fλ(N) the following condition
holds: γ1+ ...+ γn = α(Fλ(fg1)+ ...+Fλ(fgn)), for some α : Fλ(X)→ Fλ(M), if and
only if γi = βFλ(fgi), for some β : Fλ(X)→ Fλ(M), for any i = 1, ..., n. This seems
not to hold in general. ✷
6 Krull-Gabriel dimension of R and A
Throughout we assume that R is a locally support-finiteK-category, G a torsion-free
admissible group of K-linear automorphisms of R and F : R→ A ∼= R/G the Galois
covering. In particular, there exists the functor Φ : F(R) → F(A) which induces a
Galois covering F(R)→ Im(Φ) of additive categories, see Theorem 5.5. Assume that
(F(R)n)n∈N and (F(A)n)n∈N are the Krull-Gabriel filtrations of the categories F(R)
and F(A), respectively. This section is devoted to show that T ∈ F(R)n if and only
if Φ(T ) ∈ F(A)n, for any T ∈ F(R) and n ∈ N. It follows that the Krull-Gabriel
dimension KG(R) of R is finite if and only if the Krull-Gabriel dimension KG(A) of
A is finite. In these cases KG(R) = KG(A). Moreover, we give a sufficient condition
for the existence of isomorphisms F(R)n/G ∼= F(A)n, for any n ∈ N.
Assume that B is R or A. We recall from Section 3 that a functor S ∈ F(B) is
simple in the category F(B)/F(B)n if and only if S is F(B)n-simple, see Lemma
3.1 for the details. We apply this fact freely throughout the section.
We show that the Krull-Gabriel filtration of the category F(R) is G-invariant.
This means that T ∈ F(R)n yields gT ∈ F(R)n, for any n ∈ N and g ∈ G.
Proposition 6.1. Assume that R is a locally support-finite K-category and G a
torsion-free admissible group of K-linear automorphisms of R.
(1) Assume that n ∈ N ∪ {−1} and the functor S ∈ F(R) is simple in the quotient
category F(R)/F(R)n. Then the functor gS ∈ F(R) is simple in the category
F(R)/F(R)n, for any g ∈ G.
(2) If T ∈ F(R)n, then gT ∈ F(R)n, for any n ∈ N and g ∈ G. Thus the Krull-
Gabriel filtration of the category F(R) is G-invariant.
(3) The group G acts freely on F(R)n, for any n ∈ N.
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Proof. We show (1) and (2) simultaneously. We proceed by induction with re-
spect to n. Assume that n = −1 and S is a simple functor in F(R)/F(R)−1. Since
F(R)−1 = 0, this means that S is simple in F(R). Assume that g ∈ G. We show
that gS is also simple in F(R). Indeed, we have S ∼= R(−,M)/radR(−,M) for some
indecomposable R-module M , see Section 4. It is easy to see that g(radR(−,M)) ∼=
radR(−,
gM) and hence
gS ∼= g(
R(−,M)
radR(−,M)
) ∼=
g(R(−,M))
g(radR(−,M))
∼=
R(−,
gM)
radR(−, gM)
.
Since gM is indecomposable (because G acts freely on ind(R)), this gives that gS is
simple in F(R) and thus it is simple in F(R)/F(R)−1.
Assume that T ∈ F(R)0, that is, T has finite length in F(R)/F(R)−1 = F(R).
This means that there exists a chain 0 = T0 ⊆ T1 ⊆ ... ⊆ Tt = T of subobjects of
T such that Ti+1/Ti is simple in F(R), for any i = 0, ..., t − 1. Therefore we get a
chain 0 = gT0 ⊆ gT1 ⊆ ... ⊆ gTt = gT of subobjects of gT , for any g ∈ G, such that
gTi+1/gTi ∼= g(Ti+1/Ti) is simple in F(R). Hence gT has finite length in F(R). This
implies that F(R)0 is G-invariant.
Assume that the category F(R)n is G-invariant, for some n ≥ 0. We show that
the category F(R)n+1 is G-invariant. Assume that S is simple in F(R)/F(R)n. We
show that gS is also simple in F(R)/F(R)n, for any g ∈ G. Indeed, the functor
gS is not an element of F(R)n since otherwise g
−1(gS) ∼= S belongs to F(R)n, a
contradiction. Assume that P is a subobject of gS. It follows that g−1P is a subobject
of S and hence g−1P ∈ F(R)n or (S/g
−1P ) ∈ F(R)n. Then g(g
−1P ) ∼= P ∈ F(R)n
or g(S/g−1P ) ∼= (gS/P ) ∈ F(R)n, because F(R)n is G-invariant. This implies that
gS is simple in F(R)/F(R)n.
Assume that T has finite length in F(R)/F(R)n (so T ∈ F(R)n+1). Then there
is a chain 0 = T0 ⊆ T1 ⊆ ... ⊆ Tt = T of subobjects of T such that Si = Ti+1/Ti is
simple in F(R)/F(R)n, for any i = 0, ..., t − 1. This implies that gSi = gTi+1/gTi
is simple in F(R)/F(R)n and thus the chain 0 = gT0 ⊆ gT1 ⊆ ... ⊆ gTt = gT of
subobjects of gT is a composition series of gT . Consequently, gT ∈ F(R)n+1 and
thus the category F(R)n+1 is G-invariant.
The above arguments show (1) and (2). The assertion of (3) follows from (1), (2)
and Lemma 5.4. ✷
A monomorphism of functors is proper if and only if it is not an isomorphism.
The following fact is applied in the sequel.
Lemma 6.2. Assume that T1, T2 ∈ F(R) and ι : T1 → T2 is a proper monomorphism
of functors. Then Φ(ι) : Φ(T1)→ Φ(T2) is a proper monomorphism.
Proof. Assume that ι : T1 → T2 is a proper monomorphism. Then the ho-
momorphism Φ(ι) : Φ(T1) → Φ(T2) is a monomorphism, because Φ is exact. We
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show that Φ is proper. Indeed, if ι is proper, then there is an R-module X such
that dimK(T1(X)) < dimK(T2(X)). Since dimK(T1(
gX)) ≤ dimK(T2(
gX)), for any
g ∈ G, and T1(
gX), T2(
gX) 6= 0 only for finite number of g ∈ G (see Lemma 5.1),
we get
dimK(
⊕
g∈G
T1(
gX)) < dimK(
⊕
g∈G
T2(
gX)).
This yields Φ(ι) : Φ(T1)→ Φ(T2) is proper, because Φ(Ti)(Fλ(X)) ∼=
⊕
g∈G Ti(
gX),
for i = 1, 2, see Section 5. ✷
The following theorem and corollary are the main results of the paper. In their
proofs we apply the fact that the functor Φ : F(R) → F(A) induces a Galois
covering F(R)→ Im(Φ) of additive categories, see Theorem 5.5.
Theorem 6.3. Assume that R is a locally support-finite K-category, G a torsion-
free admissible group of K-linear automorphisms of R and F : R → A ∼= R/G the
Galois covering. The following assertions hold.
(1) Assume that T ∈ F(R). Then T ∈ F(R)n if and only if Φ(T ) ∈ F(A)n, for any
n ∈ N.
(2) The Krull-Gabriel dimension KG(R) of R is finite if and only if the Krull-
Gabriel dimension KG(A) of A is finite. If KG(R) and KG(A) are finite, then
KG(R) = KG(A).
Proof. (1) We proceed by induction with respect to n. Assume that n = 0. The
categories F(R)0 and F(A)0 consist of all functors of finite length in F(R) and F(A),
respectively. First we show that S ∈ F(R) is simple if and only if Φ(S) ∈ F(A) is
simple.
Assume that S ∈ F(R) is a simple functor. Then there exists an indecomposable
R-module N and right minimal almost split R-homomorphism f : M → N such
that S ∼= SN and the sequence of functors R(−,M)
R(−,f)
−→ R(−, N)
πN
→ SN → 0 is
a minimal projective presentation of SN in F(R), see Section 4. Since Fλ preserves
right minimal almost split homomorphisms, we get that
A(−, Fλ(M))
A(−,Fλ(f))
−→ A(−, Fλ(N))
Fλ(π
N )
−→ Φ(SN )→ 0
is a minimal projective presentation of Φ(SN ). This yields that Φ(SN ) ∼= Φ(S) is a
simple functor in F(A).
Assume that Φ(S) ∈ F(A) is a simple functor. If S ∈ F(R) is not simple, there
is S ′ ∈ F(R), S ′ 6= 0 and a proper monomorphism ι : S ′ → S. Then Φ(S ′) 6= 0 and
Φ(ι) : Φ(S ′) → Φ(S) is a proper monomorphism, see Lemma 6.2. This contradicts
the fact that Φ(S) is simple. Thus if Φ(S) ∈ F(A) is simple, then S is simple.
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Consequently, S is simple in F(R) if and only if Φ(S) is simple in F(A). This
implies that the functor Φ preserves composition series, because Φ is exact and
T1 ⊆ T2 yields Φ(T1) ⊆ Φ(T2). Therefore, if T has finite length, then Φ(T ) has finite
length, for any T ∈ F(R).
For the converse implication, observe that if T does not have finite length, there
are arbitrarily long chains 0 = T0 ⊆ T1 ⊆ ... ⊆ Tn = T of subobjects of T such
that Ti ⊆ Ti+1 is a proper monomorphism, for any i = 0, ..., n − 1. Hence Lemma
6.2 implies that there are arbitrarily long chains of subobjects of Φ(T ). This yields
Φ(T ) does not have finite length.
It follows that T has finite length if and only if Φ(T ) has finite length, for any
T ∈ F(R). Hence T ∈ F(R)0 if and only if Φ(T ) ∈ F(A)0, for any T ∈ F(R).
Assume that n ≥ 0 and T ∈ F(R)n if and only if Φ(T ) ∈ F(A)n, for any
T ∈ F(R). We show that T ∈ F(R)n+1 if and only if Φ(T ) ∈ F(A)n+1, for any
T ∈ F(R). First we show that S is simple in the quotient category F(R)/F(R)n if
and only if Φ(S) is simple in the quotient category F(A)/F(A)n.
Assume that S is simple in F(R)/F(R)n, that is, S /∈ F(R)n and S
′ ∈ F(R)n
or S/S ′ ∈ F(R)n, for any S
′ ⊆ S. Since S /∈ F(R)n, we get Φ(S) /∈ F(A)n.
Assume that P ⊆ Φ(S). We show that P ∈ F(A)n or Φ(S)/P ∈ F(A)n which
yields Φ(S) is simple in F(A)/F(A)n. Assume that the inclusion P ⊆ Φ(S) is
given by the monomorphism of functors ι : P → Φ(S). Theorem 5.5 (4) implies
that there is an epimorphism of functors ǫ : Φ(T ) → P , for some T ∈ F(R). Set
α = ιǫ : Φ(T ) → Φ(S) and note that Im(α) ∼= P . Theorem 5.5 (3) implies that
there are elements g1, ..., gm ∈ G and homomorphisms of functors αi : giT → S, for
i = 1, ..., m, such that α =
∑m
i=1Φ(αi). We set Q =
∑m
i=1 Im(αi) ⊆ S. Since Φ is
exact, we get Im(Φ(αi)) = Φ(Im(αi)), for any i = 1, ..., m, and hence
Φ(Q) = Φ(
m∑
i=1
Im(αi)) =
m∑
i=1
Φ(Im(αi)) =
m∑
i=1
Im(Φ(αi)) =
= Im(
m∑
i=1
Φ(αi)) = Im(α) ∼= P.
Since Q ⊆ S and S is simple in F(R)/F(R)n, we have Q ∈ F(R)n or S/Q ∈ F(R)n.
If Q ∈ F(R)n, then P ∼= Φ(Q) ∈ F(A)n. If S/Q ∈ F(R)n, then
Φ(S)/P ∼= Φ(S)/Φ(Q) = Φ(S/Q) ∈ F(A)n.
These arguments imply that Φ(S) is simple in F(R)/F(R)n.
Assume that Φ(S) is simple in F(A)/F(A)n. Then S /∈ F(R)n, because otherwise
Φ(S) ∈ F(A)n. If T ⊆ S, then Φ(T ) ⊆ Φ(S) and hence we have Φ(T ) ∈ F(A)n or
Φ(S/T ) = Φ(S)/Φ(T ) ∈ F(A)n. Then we get T ∈ F(R)n or S/T ∈ F(R)n and thus
S is simple in F(R)/F(R)n.
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Consequently, the functor S is simple in F(R)/F(R)n if and only if the functor
Φ(S) is simple in F(R)/F(R)n. This fact implies that the functor Φ preserves com-
position series in F(R)/F(R)n. Therefore, if T has finite length in F(R)/F(R)n,
then Φ(T ) has finite length in F(A)/F(A)n, for any T ∈ F(R).
For the converse implication, observe that if T does not have finite length in
F(A)/F(A)n, there are arbitrarily long chains 0 = T0 ⊆ T1 ⊆ ... ⊆ Tn = T of
subobjects of T such that Ti+1/Ti is not simple in F(R)/F(R)n, for some i =
0, ..., n− 1. Hence there are arbitrarily long chains
0 = Φ(T0) ⊆ Φ(T1) ⊆ ... ⊆ Φ(Tn) = Φ(T )
of subobjects of Φ(T ) such that Φ(Ti+1)/Φ(Ti) is not simple in F(A)/F(A)n, for
some i = 1, ..., n− 1. This yields Φ(T ) does not have finite length in F(A)/F(A)n.
It follows that T has finite length in F(R)/F(R)n if and only if Φ(T ) has finite
length in F(A)/F(A)n, for any T ∈ F(R). Hence T ∈ F(R)n+1 if and only if
Φ(T ) ∈ F(A)n+1, for any T ∈ F(R). The assertion of (1) follows by induction.
(2) The assertion of (2) follows directly from (1), Theorem 5.5 (4) and Lemma
3.2 (3). ✷
Corollary 6.4. Assume that R is a locally support-finite K-category, G a torsion-
free admissible group of K-linear automorphisms of R and F : R → A the Galois
covering. If the category Im(Φ) = Φ(F(R)) is a Serre subcategory of F(A), then the
functor Φ : F(R)→ F(A) is dense. If this is the case, then Φ(F(R)n) = F(A)n and
F(R)n/G ∼= F(A)n, for any n ∈ N.
Proof. Assume that Im(Φ) is a Serre subcategory of F(A). If U ∈ F(A), then
there is an epimorphism of functors ǫ : Φ(T )→ U , for some T ∈ F(R), see Theorem
5.5 (4). Hence U ∈ Im(Φ), because Im(Φ) is closed under images of epimorphisms.
This implies that the functor Φ : F(R)→ F(A) is dense.
Assume that Φ : F(R) → F(A) is dense and n ∈ N. Assume that U ∈ F(A)n.
Then U ∼= Φ(T ) for some T ∈ F(R)n, from Theorem 6.3 (1). Moreover, Theorem 6.3
(1) implies that T ∈ F(R)n yields Φ(T ) ∈ F(A)n, for any T ∈ F(R)n. Consequently,
we get Φ(F(R)n) = F(A)n and thus Proposition 6.1 (3) and assertions (1), (2), (3)
of Theorem 5.5 imply that F(R)n/G ∼= F(A)n. ✷
7 Krull-Gabriel dimension of selfinjective algebras
In this section we determine the Krull-Gabriel dimension of standard selfinjective
algebras of polynomial growth. Recall that an algebra A is standard if and only
if there exists a Galois covering Γ → A such that Γ is a simply connected locally
bounded category, see [4], [48] and [49].
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Assume that A is a K-algebra and 1A = e1 + ... + es is a decomposition of
the identity 1A of A into sum of orthogonal primitive idempotents. Following [17],
the repetitive category of A is the category Â whose objects are em,i, for m ∈ Z,
i = 1, ..., s, and the morphism spaces are defined in the following way
Â(em,i, er,j) =


ejAei, r = m,
D(eiAej), r = m+ 1,
0, otherwise
where D = HomK(−, K) denotes the standard duality.
It follows from [48], [49] that representation-infinite standard selfinjective alge-
bras of polynomial growth are orbit algebras of the form B̂/G where B is a tilted
algebra of Euclidean type or a tubular algebra (see [1], [42]) and G is an admissible
group of K-linear automorphisms of B̂. Here, the repetitive category B̂ is locally
support-finite and the group G is infinite cyclic [49], so torsion-free. We determine
the Krull-Gabriel dimension KG(B̂) of the category B̂ in each of these two cases (B
tilted algebra of Euclidean type or a tubular algebra) and then apply Theorem 6.3.
Finally, we discuss the existence of super-decomposable pure-injective modules over
standard selfinjective algebras of polynomial growth. The existence of such modules
is related to the Krull-Gabriel dimension.
Assume that A is an algebra and n ∈ N. We denote by Ân the full subcategory
of Â whose objects are em,i, for m = {−n, ..., 0, ..., n}, i = 1, ..., s. Observe that Ân
is a convex subcategory of Â. Moreover, A0 ∼= A.
Assume that A is an algebra. A cycle in ind(A) is a sequence
M0
f1
→M1 → . . .→Mr−1
fr
→Mr = M0
of nonzero nonisomorphisms in ind(A). This cycle is finite if and only if the homo-
morphisms f1, ..., fr do not belong to rad
∞
A . Following [2], [3] we call the algebra A
cycle-finite if and only if all cycles in ind(A) are finite.
It follows from [52] that if A is a cycle-finite algebra, then KG(A) = 2. This fact
is crucial in proof of the following result.
Proposition 7.1. Assume B is a tilted algebra of Euclidean type. Then KG(B̂) = 2.
Proof. It follows from [2], [48] that the tilted algebras of Euclidean type and their
repetitive categories are cycle-finite. This implies that the algebra B̂n is cycle-finite,
for any n ∈ N. Consequently, [52, Theorem 1.2] yields KG(B̂n) = 2, for any n ∈ N.
Since B̂n is a convex subcategory of B̂, the extension functor eB̂n : F(B̂n)→ F(B̂)
is exact, see Proposition 4.2. Moreover, for any M ∈ mod(B̂) there is n ∈ N such
that M ∈ mod(B̂n). Hence the assertion follows directly from Lemma 4.3. ✷
Proposition 7.2. Assume that B is a tubular algebra. Then KG(B̂) =∞.
27
Proof. It follows from [15] that KG(B) = ∞. Proposition 4.1 implies that
mod(B) is a contravariantly finite subcategory of mod(B̂). Hence the category F(B)
is an abelian subcategory of F(B̂) and thus KG(B) ≤ KG(B̂), see Section 3. This
yields KG(B̂) =∞. ✷
The following theorem determines the Krull-Gabriel dimension of standard self-
injective algebras of polynomial growth. This theorem supports Conjecture 1.1 of
M. Prest on the finiteness of Krull-Gabriel dimension, see Section 1.
Theorem 7.3. Assume that A is a standard selfinjective algebra over an alge-
braically closed field K. Then the following assertions hold.
(1) If the algebra A is representation-infinite domestic, then KG(A) = 2.
(2) If the algebra A is nondomestic of polynomial growth, then KG(A) =∞.
Proof. (1) It follows from [48] that A is isomorphic to the orbit algebra B̂/G
where B is a tilted algebra of Euclidean type and G is an admissible infinite cyclic
group of K-linear automorphisms of B̂. The category B̂ is locally support-finite (see
[48]) and thus Theorem 6.3 (2) and Proposition 7.1 yield KG(A) = KG(B̂) = 2.
(2) It follows from [48] that A is isomorphic to the orbit algebra B̂/G where
B is a tubular algebra and G is an admissible infinite cyclic group of K-linear
automorphisms of B̂. The category B̂ is locally support-finite (see [48]) and thus
Theorem 6.3 (2) and Proposition 7.2 yield KG(A) = KG(B̂) =∞. ✷
Corollary 7.4. Assume that A is a standard representation-infinite selfinjective
algebra of polynomial growth over an algebraically closed field K. Then KG(A) = 2
if and only if the infinite radical radωA is nilpotent.
Proof. The main theorem of [23] implies that A is domestic if and only if radωA
is nilpotent. Hence the assertion follows directly from Theorem 7.3. ✷
Assume that R is a ring with a unit. An R-module M is super-decomposable if
and only if M does not have an indecomposable direct summand. For the concept
of pure-injectivity we refer to [24], see also [18] and [19, Section 7].
The problem of the existence of super-decomposable pure-injective R-modules
is studied for the first time in [55]. The case when R is a finite dimensional algebra
over a field is studied, in particular, in [34], [38], [39], [16], [36], [20], [21], [31], [13]
and [22]. It is conjectured (see for example [35]) that if R is a finite dimensional
algebra over an algebraically closed field, then R is of domestic type if and only
if there is no super-decomposable pure-injective R-module. The following theorem
supports this conjecture.
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Theorem 7.5. Assume that A is a standard selfinjective algebra over an alge-
braically closed field. If A is representation-infinite domestic, then there is no super-
decomposable pure-injective A-module.
Proof. It follows from Theorem 7.3 (1) that KG(A) = 2. Since KG(A) is finite,
super-decomposable pure-injective A-modules do not exist, see for example [35]. ✷
Assume that A is a standard selfinjective algebra over an algebraically closed
field. If A is nondomestic of polynomial growth, then KG(A) =∞ from Theorem 7.3
(2). It is not known whether this fact implies the existence of a super-decomposable
pure-injective A-module.
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