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SUMMARY We propose a distributed data management approach in
this paper for a large-scale position-tracking system composed of multiple
small systems based on wireless tag technologies such as RFID and Wi-Fi
tags. Each of these small systems is called a domain, and a domain server
manages the position data of the users belonging to its managing domain
and also to the other domains but temporarily residing in its domain. The
domain servers collaborate with each other to globally manage the position
data, realizing the global position tracking. Several domains can be fur-
ther grouped to form a larger domain, called a higher-domain, so that the
whole system is constructed in a hierarchical structure. We implemented
the proposed approach in an experimental environment, and conducted a
performance evaluation on the proposed approach and compared it with an
existing approach wherein a central server is used to manage the position
data of all the users. The results showed that the position data processing
load is distributed among the domain servers and the traﬃc for position data
transmission over the backbone network can be significantly restrained.
key words: position tracking, position data management, wireless tag tech-
nology, large-scale system
1. Introduction
Tracking the positions of mobile users and navigating their
destinations are two issues that have long been identified
as key components in emerging mobile-computing appli-
cations [4], [7], [14], [15], [18]. Mobile devices with ge-
ographical positioning system (GPS) function are widely
used in outdoor position-tracking systems. However, GPS-
based position tracking is limited to outdoor environments
since GPS is satellite dependent and the satellite signals are
usually unavailable most of the time indoors [10], [16]. Sev-
eral approaches [12], [13], [16], [22] have recently been pro-
posed for indoor position tracking using wireless tags using
Wi-Fi [3] or radio frequency identifier (RFID) [19] function-
ality. The position data in such a system are collected at the
user sites and then transferred to the central server of the
system via the network such as the Internet and the Intranet.
Most current position-tracking systems using wireless tags
have been developed by various vendors using distinct wire-
less technologies, and furthermore a single vendor may even
use a specific platform that diﬀers from others for each ap-
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plication. Therefore, the position-tracking service is gener-
ally limited in size, resulting in a high construction cost and
low availability. Due to this lack of scalability, if a large-
scale system is constructed based on a long haul network
using the current approach, a large amount of network band-
width must be wasted for position data transmission when
users are far away from the central server. Furthermore,
the central server may be overloaded with position data if
a number of users move around in the system.
We propose a distributed data management approach
in this paper that combines multiple small position-tracking
systems into a large-scale system. The service area realized
by the proposed approach is therefore expanded to the entire
area covered by all the smaller systems. Each small system
is similar to those used in previous researches and is called
a domain in this paper. A user belongs permanently to one
domain, called his/her home-domain, but he/she can freely
travel in not only his/her home domain but also any other
domain within the system. The domains are interconnected
with one another directly in a flat topology or in a hierar-
chical topology. Each domain server manages the position
data of the users belonging to its managing domain and also
to the other domains but temporarily residing within its do-
main. The home-domain server of a user stores all the posi-
tion data of the user while the user resides in its domain and
can also obtain the position data of the user from other do-
main servers if necessary. The advantages of the proposed
approach are that the processing load of the position data
is distributed amongst the domain servers in the entire sys-
tem and that the traﬃc for position data transmission over
the backbone network can be limited. To our knowledge,
current research in the literature does not address this issue.
The outline of this paper is as follows. Section 2 re-
views the related work. Section 3 describes the unified data
format in the proposed approach and explains the proposed
data management approach in detail. Section 4 shows the
implementation details of the proposed approach in an ex-
perimental environment. Section 5 presents the performance
evaluation of the proposed approach. Section 6 concludes
the paper.
2. Related Work
The most successful position-tracking applications nowa-
days are those developed for outdoor environments on mo-
bile cellular phones with a GPS function [1], [2], [11], [17].
However, the GPS is generally unavailable indoors since the
Copyright c© 2011 The Institute of Electronics, Information and Communication Engineers
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Fig. 1 Traditional position-tracking system.
GPS signals from satellites are blocked by buildings or other
obstacles. The position of a cellular phone user can also be
estimated using the signals received from nearby base sta-
tions but the estimation error is large. Furthermore, a key
problem with this kind of application is that it is diﬃcult
to trace all the mobile users in real time since their position
data should be stored and processed within the central server
of the mobile phone service provider. It is also diﬃcult to
obtain the location-specific information around the current
position such as the floor and the room information.
Wireless devices with infrared, active RFID and Wi-
Fi tags are expected to be good choices for position track-
ing both indoors and outdoors and recently many researches
have explored position tracking using wireless tag technolo-
gies [12], [13], [15], [16]. The service (coverage) area of a
position-tracking system using wireless tags is composed of
the areas covered by all the readers or the access points de-
ployed within the system that can sense the signals from the
wireless tags as shown in Fig. 1. Readers/access-points are
permanently deployed without mobility and used as the po-
sition markers, and the position of a user with a tag is deter-
mined by the reader/access-point to which the user’s tag is
connecting or by the estimation result based on the signals
sensed by the readers/access-points around the user.
Infrared badges are used by Olivetti Research Labora-
tory to develop an indoor position tracking system [22]. The
limitation of this system is the line-of-sight requirement and
the short-range signal transmission. Recently, wireless de-
vices with active RFID tags [19] or Wi-Fi tags [3] are ex-
pected to play a key role in indoor position-tracking appli-
cations [8], [12], [13], [16], [20], [21]. However, a common
problem with these systems is that they are limited in size
and are homogeneous in specification. That is, each sys-
tem is basically developed on a specific architecture and is
not compatible with others, thus yielding a low scalability.
Therefore, it is diﬃcult to combine the position-tracking ser-
vices of two such systems into one even when the two sys-
tems use the same technology.
Panasonic proposed an RFID-tag based system [13],
[21] for tracking the positions of children enrolled in a sin-
gle school on their way to the school. Each student carries
an active RFID tag and the readers are equipped on the elec-
tric poles along the roads within the school zone. When
a reader senses a student with a RFID tag passing through
its coverage area, it sends the tag information to the cen-
tral server that is maintained at the school. The parents of
each student can access the central server via the Internet to
check on the current or historical positions of their children.
Since each school with such a system operates on its own
position-tracking service, the position of a child cannot be
traced if he/she moves out of his/her own school zone and
enters another school zone even when the visiting school
uses the same technology. Therefore, the service availabil-
ity is extremely low and the construction cost is inevitably
high.
All of the researches in [5]–[7], [12], [16], [22] focused
on the problem of position estimation using RFID or Wi-Fi
tags. The system architectures using those approaches are
all the same in the sense that they are homogeneous and the
position data of the users are all transferred via the network,
such as the Internet or the Intranet, to the system central
server. Some approaches have proposed using reference tags
[12] or the signals from neighboring tags [16] to improve the
accuracy of this position estimation. The main problem with
these approaches is again that the network size is limited
even though it is not explicitly described in some of these
referenced papers.
Some applications using wireless tags were developed
for large-scale systems used in the airfreight or shipping in-
dustries such as air cargo container tracing [20] and sea con-
tainer tracing [8]. A logistics company can provide position-
tracking services covering a wide area across diﬀerent coun-
tries or oceans using this technology to trace the current po-
sitions of containers and to optimize the container schedul-
ing strategies. The position data of the tracing targets are all
sent to the company’s central server via a long haul commu-
nication network. Since the current position of a container
may be far away from the central server, the data transmis-
sion should pass through a long path to the central server.
Therefore, the position data transmission from the current
position of the container to the central server wastes a large
amount of network bandwidth. Furthermore, when the num-
ber of tracing targets increases, the data processing load at
the central server may be excessive.
3. Proposed Approach for Position-Data Management
We propose a distributed data management approach in this
paper that combines multiple small systems (domains) to
form a large-scale system. Each domain corresponds to a
stand-alone system in the previous researches. Each user
belongs permanently to one domain, called his/her home
domain, as users in previous systems. However, each user
can autonomously move not only in his/her home domain
but also in any other domain, appropriately called a for-
eign domain, in the system. The home-domain server of
a user receives the position data of the user directly from
the readers/access-points deployed in its domain, and fur-
thermore, can also obtain the position data from the foreign-
domain servers if the user has ever been in those domains.
Each domain server also stores the position data of the users
belonging to other domains but having temporarily resided
in its domain. In order to obtain the most current or histor-
ical positioning of a user, one can directly access the user’s
home-domain server or via a Web interface.
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Fig. 2 Flat-domain topology.
Fig. 3 Hierarchical-domain topology.
The proposed network architectures in this paper can
be classified into either flat or hierarchical topologies as
shown in Figs. 2 and 3. In a flat topology, the domain servers
are directly connected to one another possibly via the In-
ternet or an Intranet, as shown in Fig. 2. In a hierarchical
topology, on the other hand, several domains, which are spe-
cially called the lower-domains here are grouped to form a
larger domain, called a higher-domain, as shown in Fig. 3.
The higher-domain servers are usually interconnected via
the Internet. For simplicity, we sometimes use the term do-
main to mean either a domain in a flat topology or a lower-
domain in a hierarchical topology. A domain/lower-domain
is composed of all the areas covered by the readers/access-
points deployed within the domain and in other words de-
notes the entire area covered by the readers/access-points di-
rectly connecting to the domain server. A higher-domain on
the other hand is composed of all the lower-domains under
itself. Furthermore, the area covered by a reader indicates
the area that the reader can sense.
Since position-tracking applications using Wi-Fi and
RFID tags can be similarly implemented, in this paper we
only show the implementation for the position tracking us-
ing RFID tags for sake of simplicity. The readers deployed
within a domain for sensing the signals from the RFID tags
are connected directly or via a specific tag server to the do-
main server depending on the tag-sensed data processing
mechanism, as shown in Fig. 4. For example, in this pa-
per we used the RFID tags made by RF Code Inc. [19], and
the sensed tag data can be sent to the domain server only
via the tag server, which is called the concentrator. On the
other hand, more smart wireless devices like personal digital
assistants (PDAs) can directly transfer data to any domain
Fig. 4 Unified position data.
Fig. 5 Tag-identification information.
server. We propose using a unified data format for data man-
agement since the domains may use various distinct RFID
tags and their data formats may have no compatibility. The
advantage of the unified format is that the diﬀerences of both
the hardware and software between various systems can be
absorbed at the domain level and the position data can be
processed in the same way throughout the system.
A reader and a domain server have their own identi-
fiers. When a user enters a domain, the reader(s) sensing
the user send(s) the user information, say, the tag ID, to-
gether with its/their own identifier(s) to its domain server.
The domain server then records this fact for the user together
with a timestamp showing the event time instant. Note that
multiple readers usually sense a user at the same time, and
therefore, the position data records at the user home-domain
server may be overlapped. These data can be used for esti-
mating a more accurate position for the user using an ap-
proach in [5], [6], [12], [16]. When a user is away from
his/her home domain, his/her current position information
is transferred by the server of the current residing domain
back to his/her home domain server.
3.1 User and Position Identifications
Each RFID tag has a unique identifier and its identification
data format is shown in Figs. 5(a) and 5(b). The tag identifi-
cation data include the serial number and the domain identi-
fier to which the tag belongs. Furthermore, in a hierarchical
topology, a tag identification data additionally includes the
identifier of the home higher-domain to which the tag’s user
permanently belongs, as shown in Fig. 5(b).
In a flat topology, each domain has a unique identi-
fier and the server of each domain knows the identifiers of
all the other domains. In a hierarchical topology, on the
other hand, each higher-domain has a system-wise unique
identifier while each lower-domain has only a unique iden-
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Fig. 6 Position-data format.
Fig. 7 Position registration in flat topology.
tifier under the corresponding higher-domain. Each lower-
domain sever knows the identifiers of both its correspond-
ing higher-domain and the other domains under the same
higher-domain. Each higher-domain server knows the iden-
tifiers of all the other higher-domains and all the lower-
domains under itself.
3.2 Unified Data Format
When a reader senses a user, i.e., the user’s tag ID, as shown
in Fig. 5, it sends, usually via a specific server dedicated to
the readers of the same domain, the user’s tag ID together
with its own identifier to the domain server in a flat topology
and to the lower-domain server in a hierarchical topology,
respectively. The domain server collects the position data
in diﬀerent formats and then transforms them into a unified
format throughout the entire system.
When a domain server receives the position data of a
user residing in its managing domain, it stores the user’s tag
ID in its database along with the reader ID and the time in-
stant at which the user connected to the reader. A domain
or higher-domain server transfers the position data accord-
ing to the unified data format shown in Fig. 6, but some data
items can be left empty. For example, when a user moves
to a foreign domain in a flat topology, the foreign-domain
server generally does not send the reader ID that sensed the
user to the user home-domain server unless the reader ID is
clearly requested by the user home-domain server.
3.3 Position Data Management in Flat Topology
In a flat topology, each domain server manages the posi-
tion data of the users belonging to its managing domain and
also to the other domains but temporarily residing in its do-
main. That is, each domain server knows the exact posi-
Fig. 8 Registration sequence in flat topology.
tion about a user who is residing in its managing domain
such as to which reader the user has ever connected and how
long the connection has been sustained. Domain servers are
connected with one another by the Internet or an Intranet,
as shown in Fig. 7. For a user, all the domains other than
his/her home domain are called his/her foreign domains.
When a user, e.g., domain A’s user, enters or leaves a for-
eign domain, e.g., domain B, a position registration message
is sent to his/her home-domain server, i.e., server A. How-
ever, if the user moves back and forth between the coverage
areas of the readers under the same foreign domain, there
is no need to send any position update message to the user
home-domain server. The user home-domain server can in-
stead ask a foreign-domain server for detail position infor-
mation if necessary. Therefore, the position data messages
transferred over the network can be reduced since when a
user is away from his home domain detail position data may
not be always necessary. Furthermore, the processing load
for processing position data at the user home-domain server
can also be alleviated.
Figure 8 shows the position-registration sequence for a
user when the user has travelled in the order shown in Fig. 7.
Suppose that the user belongs to domain A and entered its
home domain A from the outside. The position registration
procedures for the user within its home domain A and a for-
eign domain B are shown as follows.
A. Position registration in home domain.
When the user entered the coverage area of reader a in do-
main A, reader a registered the user to domain server A with
the user tag ID, reader a’s ID, and the time instant at which
the user entered the coverage area of reader a. When the
user has left the coverage area of reader a and then entered
the coverage area of reader b, reader b registered the user to
domain server A with the user tag ID, reader b’s ID, and the
time instant at which the user entered the coverage area of
reader b. When the user has left the coverage area of reader
INOUE et al.: DATA MANAGEMENT FOR LARGE-SCALE POSITION-TRACKING SYSTEMS
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a, reader a sent the time length the user was connected to
reader a to domain server A. When the user has left the cov-
erage area of reader b, reader b also sent the time length the
user was connected to it to domain server A.
B. Position registration in foreign domain.
When the user entered the coverage area of reader c in do-
main B, reader c registered the user to domain server B with
the user tag ID, reader c’s ID, and the time instant at which
the user entered the coverage area of reader c. If the user
entered domain B for the first time, domain server B sends
the user tag ID, domain server B’s ID, and the time instant at
which the user entered domain B to the user home-domain
server A. When the user moves back and forth between the
coverage areas of diﬀerent readers in domain B, the posi-
tion registration is performed only at domain server B, but
no update message is sent to the user home-domain server
A. When the user finally has left domain B, domain server B
sends a position registration message and the time length the
user has been in its domain to the user home-domain server
A.
As described above, when a user is travelling in its
home domain, its home-domain server knows the user tag
ID, the reader ID to which the user is connected, and the
time duration the user was connected to each reader. On
the other hand, when the user is travelling in a foreign do-
main, the user home-domain server only knows the user tag
ID, the foreign-domain ID, and the time duration the user
was in the foreign domain. However, the user home-domain
server can ask the foreign-domain server for more detail in-
formation about the user, e.g., to which readers the user was
connected.
3.4 Position Data Management in Hierarchical Topology
In a hierarchical topology, the network is hierarchically con-
structed wherein the domains in a flat topology are treated
as lower-domains and several lower-domains are further
grouped as a higher-domain, as shown in Fig. 9. Therefore,
the coverage area of a higher-domain is composed of all the
lower-domains under the higher-domain. For example, as
Fig. 9 Position registration in hierarchical topology.
shown in Fig. 9, higher-domain A covers the areas of lower-
domains A1 and A2. Higher-domain server A can commu-
nicate directly with any other higher-domain server, e.g., B,
and also with the lower-domain servers under itself, e.g.,
A1 and A2. Furthermore, a lower-domain server under a
higher-domain, e.g., A1 under A, can communicate directly
with not only its higher-domain server, i.e., A, but also with
other higher-domain servers, e.g., B, and additionally with
the lower-domain servers under the same higher-domain,
e.g., A2. If a lower-domain server, e.g., A1, wants to com-
municate with another lower-domain server under a diﬀer-
ent higher-domain, e.g., B1 under B, it should pass through
the higher-domain server, i.e., B, of the target lower-domain
server, i.e., B1.
Each lower-domain server maintains the position data
of the users belonging to its managing domain and also
to the other domains but temporarily residing in its do-
main. On the other hand, a higher-domain server main-
tains only the position data of the users belonging to the
other higher-domains and temporarily residing in its lower-
domains. There are three cases in a hierarchical topology
for registering a user’s position according to where the user
is moving around. Suppose that a user belongs to lower-
domain A1 of higher-domain A, and the user entered its
home lower-domain A1 from the outside and has travelled
in the order shown in Fig. 9. The position registration mes-
sages transferred between the domain servers are shown in
Fig. 10 and the position registration procedures for the user
are as follows.
A. Position registration in home lower-domain.
When the user entered the coverage area of reader a under
lower-domain A1, and then moved to the coverage area of
reader b, the position registration procedure was the same as
that described in “A. position registration in home domain”
in Sect. 3.3.
Fig. 10 Registration sequence in hierarchical topology.
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B. Position registration in foreign lower-domains under the
same higher-domain.
When the user entered lower-domain A2 under higher-
domain A and stayed lower-domain A2 or moved back and
forth between the coverage areas of readers under lower-
domain A2, the position registration procedure was the same
as that described in “B. position registration in foreign do-
main” in Sect. 3.3.
C. Position registration in foreign higher-domains.
When the user entered the coverage area of reader f of
lower-domain B1 under higher-domain B, reader f regis-
tered the user to lower-domain server B1 with the user tag
ID, reader f ′s ID, and the time instant at which the user
entered the coverage area of reader f . Since B1 had no in-
formation about the user, it sent the user tag ID, its own ID,
and the time instant the user entered lower-domain B1 to its
higher-domain server B. When higher-domain server B re-
ceived the user position data, it identified the home higher-
domain of the user, say, A, and then sent the user tag ID, its
own identifier, and the time instant at which the user entered
the coverage area of higher-domain B to the user higher-
domain server A. Then, higher-domain server A forwarded
this data to the lower-domain server of the user, A1.
When the user entered the coverage area of reader h in
lower-domain B2, reader h registered the user to B2 with the
user tag ID, reader h’s ID, and the time instant at which the
user entered the coverage area of reader h. When the user
left domain B1, B1’s server sent the user tag ID, its own ID,
and the time duration the user was in domain B1 to higher-
domain server B. Since higher-domain server B knew the
fact that the user has moved from domain B1 to B2 and that
both B1 and B2 are under itself, it does not send the position
registration message to the higher-domain server of the user,
A.
After the user has left lower-domain B2 and then the
coverage area of higher-domain B, lower-domain server B2
sent the user tag ID, its own ID, and the time duration the
user was in domain B2 to higher-domain server B. Then,
higher-domain server B sent this information and the time
duration the user was in the coverage area of higher-domain
B to the higher-domain server of the user, A. Finally, higher-
domain server A forwarded this data to the user home lower-
domain server, A1.
As described above, the home lower-domain server of
a user stores the position data of the user all the time, but
the information precision diﬀers depending on where the
user has been. When the user has been in its home do-
main, the position data include the user tag ID, the readers’
IDs to which the user has connected, and the time duration
the user has been in the coverage area of each reader. On
the other hand, when the user has been in other (foreign)
lower-domains under the same higher-domain, the position
data include the user tag ID, the identifiers of those foreign
Fig. 11 Position data search sequence in flat topology.
lower-domains, and the time duration the user has been in
each of the foreign lower-domains. Furthermore, when the
user has been in other (foreign) higher-domains, the position
data include only the user tag ID, the identifiers of the for-
eign higher-domains, and the time duration the user has been
in each foreign higher-domain. Surely, the home lower-
domain server of the user can ask any other lower-domain
server under the same higher-domain or any other higher-
domain server for more precise information about the user,
e.g., to which reader the user has connected and how long
the connection has sustained. Since the traﬃc between two
domains in a hierarchical topology, especially between two
higher-domains, is limited, the messages transferred over
the backbone network can be significantly reduced.
3.5 Position Data Search
The user position data are stored in the database within the
users’ home domain/lower-domain servers and can be ac-
cessed via the Web interface. The position data can also be
sent to clients who register to the system by email or by us-
ing a push notification service similar to that in the position
service using a mobile phone [11]. A client who wants to
know the current or historical position of a user submits a
request with an option showing the precision degree of the
position information the client requires.
A. Position data search in flat topology
The precision degrees of the position information in a flat
topology are classified into two levels: reader and domain
levels. The reader level information shows the readers to
which the target user was connected. By using the reader-
level information and an appropriate estimation approach in
[5]–[7], [12], [16], the same precision can be obtained as that
in previous approaches. However, the domain-level infor-
mation shows only the domains wherein the target user has
been.
Figure 11 shows some examples of the position search
operations for a user who travelled in the order shown in
Fig. 7. If a client requests the user position information at
the domain-level, the user home-domain server responds to
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the request immediately since it knows the domain informa-
tion in which the requested user has been. However, if the
client requests the position information at the reader-level,
the user home-domain server first asks the domain servers
the user has been in for the reader-level information and then
sends the information back to the client. The client can also
request the position information by default, i.e., without any
option, and in this case the domain server only sends back
the information it has on hand; that is, the reader-level in-
formation when the user was in its home domain and the
domain-level information when the user was in foreign do-
mains.
B. Position data search in hierarchical topology
The precision degrees of the position information in a hi-
erarchical topology are classified into three levels: reader,
lower-domain, and higher-domain levels. The reader-level
information shows the coverage area of the readers to which
the target user was connected. However, the lower-domain-
level information shows the lower-domains the target user
was in the lower-domains under the same higher-domain
and under the foreign higher-domains. Furthermore, the
higher-domain-level information shows the higher-domains
the target user was in the home higher-domain and in the
foreign higher-domains. Similar to the position search in
a flat topology, by using the reader-level information and
an appropriate estimation approach in [5]–[7], [12], [16],
the same precision can be obtained as that in previous
approaches. However, the higher-domain and the lower-
domain-level information show only the higher-domains
and the lower-domains respectively wherein the target user
has been.
If a client requests the position information of a
user with the higher-domain-level option, the home lower-
domain server responds to the request immediately since it
knows the higher-domain information where the target user
was. However, if the client requests the position information
at the lower-domain level, the home lower-domain server
first asks each foreign higher-domain server for the infor-
mation of the lower-domains wherein the target user has
been, and then sends this information back to the client. Fur-
thermore, if the client requests the position information with
the reader-level option, the home lower-domain server first
passes the request to the foreign higher-domains wherein the
target user has been, and then each foreign higher-domain
server asks each lower-domain server under itself for reader-
level information concerning the user. The user home lower-
domain server also asks the lower-domain servers under the
same higher-domain for the reader-level information con-
cerning the user.
A client can also request the position information of a
user without any option, and in this case the home lower-
domain server only sends back the information it has on
hand. That is, the reader-level information when the user
was in its home lower-domain, the lower-domain-level in-
formation when the user was in other lower-domains under
Fig. 12 Position data search sequence in hierarchical topology.
the same higher-domain, and the higher-domain-level infor-
mation when the user was in foreign higher-domains. Fig-
ure 12 shows some examples of the position search oper-
ations for a user who has travelled in the order shown in
Fig. 9.
4. Implementation of Proposed Approach
The proposed approach has been implemented in an ex-
perimental environment that is based on Microsoft Win-
dows and by using ASP.NET, .NET Framework and .NET
Compact Framework technologies. Three kinds of wire-
less devices, e.g., Wi-Fi tags [3], RFID tags [19], and
PDAs [9], were used as mobile terminals in the implemen-
tation. The format of a tag ID is given in a format simi-
lar to “HHH+LLL+serial no” and is used as a tag identifier
where “HHH” and “LLL” indicate the higher- and the lower-
domain identifiers, respectively. The Internet Protocol (IP)
addresses of the lower- and higher-domain servers are used
as the identifiers for the corresponding lower- and higher-
domains, respectively.
A Web interface was created in the implementation
to provide the user position information so that a client
can obtain the position information of a target user via a
web browser, as shown in Fig. 13. Note that the signal of
a tag can be sensed at the same time by more than one
reader/access-points as shown in Fig. 13, e.g., an RFID tag
was sensed at around 22:13:40 by the readers deployed
at both the south and west points in room E311 (See the
records with the underlines and marker “*”). Note also that
a client does not need to have information about which kind
of wireless device the targeted user uses. In this paper, we
only implemented position request functions with no option,
but it is easy to extend this to create a position search mech-
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Fig. 13 Example of user search results.
anism with information level options.
5. Performance Evaluation
We took into consideration two performance indices to eval-
uate the proposed approach: the time for obtaining the po-
sition data of a requested user and the number of messages
transferred over the network. The former is a user-oriented
performance index while the latter is a system-oriented one.
We also investigated the position estimation precision of the
proposed approach with previous approaches.
We assume that a client can request the position in-
formation of a target user from anywhere over the Internet
to the user home-domain server. We also assume that the
round-trip times (RTTs) both for a client request and for a
data transmission request between any two domain servers
are the same and denoted by R. Table 1 lists the RTTs of
the previous approach and the proposed one for flat and hi-
erarchical topologies indicated as Central, Flat and Hierar-
chical, respectively. We see from Fig. 11 that when a client
requests the position information of a user with no or the
domain-level option in a flat topology, the response time
is the same as that of the previous approach. Furthermore,
when a user resides in his/her home domain or home lower-
domain, the response time is the same as that of previous
approaches. The response time is longer only if the client
requests the position information with a more precise op-
tion, e.g., reader-level, and when the user resides in foreign
domains. We see from Fig. 11 the worst response time in
the flat topology is near to 2R, as shown in Table 1. Simi-
larly, we see from Fig. 12 that the worst response time in the
hierarchical topology is near to 3R, as shown in Table 1.
Let’s investigate the response time to a client request in
more detail. Generally, we have more interest in the precise
information about a user when he/she is at home than when
he/she is away. For example, when a user is at home, it is
common to know in which room or which exact point in a
room the user is. However, when the user is far away from
his/her home, e.g., he/she is overseas, it is usually enough
to only know which country or region the user is residing.
Table 1 Response time to client request.
Therefore, a request with no precision option should sat-
isfy most cases in a position-tracking service, yielding the
same response time as that in previous approaches. Fur-
thermore, the response time is longer than that of previ-
ous approach only if the user home-domain server does not
have the precise information about the user since the posi-
tion data obtained from foreign-domain servers are stored in
its database.
In order to compare the number of messages trans-
ferred over the network, we performed a simulation exper-
iment. In order to examine the proposed approach equally
in flat and hierarchical topologies, we used the same net-
work environment. We considered two scenarios: one has
27 readers and the other 1000 readers. Since the two sim-
ulation results showed a similar tendency, we only showed
in this paper the latter case to save space. In the hierar-
chical topology of our simulation experiment, we had 10
higher-domains, each of which is connected to one another
by the Internet. We also had 10 lower-domains under a
higher-domain, each of which was connected to one another
and to the higher-domain server by an Intranet. Further-
more, we had 10 readers equipped in each lower-domain
that were connected to the domain server by a local area
network (LAN). In the flat topology, on the other hand, we
had 100 domains that were partitioned into 10 groups. The
domains between groups were connected to one another by
the Internet, while the domains within a group were con-
nected to one another by an Intranet. Furthermore, similar
to a lower-domain in the hierarchical topology, each domain
was equipped with 10 readers that were connected to the
domain server by a LAN. In order to compare our proposed
approach with the previous central server approach wherein
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Fig. 14 Position messages passing through Internet.
all the readers are connected to the central server, we consid-
ered 1000 readers that were directly connected to the central
server by the Internet.
Each simulation was run for 1000 time units and the
results were obtained as the average from 100 simulation
runs. The number of users in the simulation experiment was
increased from 10 to 10,000. Generally, a user spends more
time in a limited area around the current position but does
not likely move to other places soon. That is, a user stays
in the coverage area of the current connecting reader with a
larger probability, while moves either to the coverage area
of another reader or to another domain with a less proba-
bility. We assumed in the simulation experiment that the
probabilities that a user remains in the same area covered by
the current connecting reader, that the user moves to the area
covered by another reader in the same domain, that the user
moves to another domain under the same higher domain,
and that the user moves to the domain of another higher-
domain are 0.4, 0.3, 0.2, and 0.1, respectively.
Figure 14 shows the messages transferred over the In-
ternet obtained in the simulation experiment using the pre-
vious approach, denoted by Central, and using the flat and
the hierarchical topologies in the proposed approach, de-
noted by Flat and Hierarchical, respectively. We can see in
Fig. 14 that the messages transferred over the Internet both
in the flat and the hierarchical topologies are significantly
less than that in the previous approach. This is because that
a large number of position data transmissions are limited in
domains since most users move around near to their current
positions. Furthermore, the messages transferred over the
Internet in the hierarchical topology can be further reduced
compared with these in the flat topology. This is because
the position data transmission for a user is limited in his/her
current residing higher-domain as long as the user does not
leave the higher-domain.
The position estimation precision in the flat and the
hierarchical topologies in the proposed approach, denoted
respectively by Flat and Hierarchical, was compared with
that in previous approaches as shown in Table 2. The do-
Table 2 Comparison of estimation preciseness with previous approach.
main server of a user can estimate the user position with
the same preciseness as that in previous approaches [5]–[7],
[12], [16], if they use the same amount of position informa-
tion about the user. Therefore, when a user moves around
in his/her home domain or home lower-domain, the same
position precision can be obtained as that in previous ap-
proaches. The same precision can also be obtained if the
reader-level option is chosen even when the user is away
from his home-domain and residing in a foreign-domain.
The precision becomes worse only if the user is away from
his home-domain and the domain-level option in the flat
topology, or the lower- or the higher-domain-level option
in the hierarchical topology is chosen.
6. Conclusion
We proposed an eﬃcient data management approach in this
paper that combines multiple small systems (domains) to
form a large-scale system in either a flat or hierarchical
topology. The advantages of the proposed approach can be
summarized as follows.
• The data formats of various systems are transformed into
a unified one so that position data can be processed using
the same method.
• The service area for position tracking is expanded to in-
clude the entire system covered by all the smaller sys-
tems.
• Each domain server stores and processes only the posi-
tion data of the users residing in its managing domain
and therefore the processing loads both in flat and in hi-
erarchical topologies are distributed among the domain
servers.
• By providing multiple precision-level options, the traﬃc
for data transmission via the backbone network can be
reduced.
We have implemented the proposed approach on an ex-
periment environment using PDAs, RFID tags, and Wi-Fi
tags as terminal devices and have shown that the position
tracking service can be provided easily using a Web-based
user interface. We evaluated the eﬃciency of the proposed
approach through simulation and analysis, and have shown
that the proposed approach provides the same estimation
precision and response time in most cases and yields lim-
ited performance degradation only when users move around
away from their home-domains.
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