Tandem queues with finite buffer capacity commonly exist in practical applications. By viewing a tandem queue as an integrated system, an innovative approach has been developed to analyze its performance through the insight from Friedman's reduction method. Fundamental properties of tandem queues with finite buffer capacity are examined. We show that in general system service rate of a dual tandem queue with finite buffer capacity is equal or smaller than its bottleneck service rate, and virtual interruptions, which are the extra idle period at the bottleneck caused by the non-bottlenecks, depend on arrival rates. Hence, system service rate is a function of arrival rate when the buffer capacity of a tandem queue is finite. Approximation for the mean queue time of a dual tandem queue has been developed through the concept of virtual interruptions.
Introduction
Systems with finite buffer capacity are commonly seen in practical systems due to space or process constraints. Theoretically, all physical queues have finite-capacity buffers and the buffer sizes can be small in some circumstances. In a just-in-time production line, queueing jobs between consecutive operations are limited by the number of Kanban cards (Ohno 1988) . Another example is the queue time constraint in semiconductor fabrication facilities. To ensure product quality, the queue time between consecutive operations is often required to be shorter than a pre-specified duration. The effect is similar to imposing a limited buffer size between operations.
Tandem queues with finite buffer capacity have been widely studied since 1950s (Hunt 1956 ). In these systems, blocking caused by finite buffers can be controlled by three types of policies: blocking before service, blocking after service (BAS) and repetitive service blocking. Under BAS, a customer served at node moves to node + 1 only if the buffer of node + 1 is not full; otherwise the blocked customer stays at node until a vacancy is available. During that time, node cannot serve other customers (Onvural 1990) . Since the practical manufacturing systems are usually operated under BAS Frein 1993, Seo and Lee 2011) , we specifically focus on the tandem queues with finite buffer and BAS blocking policy.
The analysis of tandem queues with finite buffer capacity is difficult due to the dependence among stations caused by blocking or starvation. When service times are constant, Avi-Itzhak (1965) proved that the departure process from the tandem queue with finite buffer capacity is independent of the order of the stations, and Friedman (1965) showed that the queue time can be analyzed by the reduction method and the queue time is determined solely by the bottleneck. If the service times at each station are nonoverlapping, the departure epoch of every customer is stochastically the smallest if stations are lined up from the longest service time to the shortest service time (Tembe and Wolff 1974) . The queue time difference among different orders of stations is bounded (Wan and Wolff 1993) .
Exact analysis for tandem queues with finite buffer capacity has been reported only in a few special cases. Latouche and Neuts (1980) studied exponential tandem queues with blocking and showed that the steady-state probability vectors are of matrix-geometric form. Through the same approach, Gómez-Corral (2004) got the sojourn time distribution of two-stage tandem queues with blocking, Markovian arrival process and phase type service time. Gershwin (1994) analyzed the finite buffer tandem queues by assuming all the service times are either exponential or constant. However, when service times are constant, all service times must be equal. Yao (1994) studied a serial production line under the so-called generalized Kanban control through the generalized semi-Markov process framework. Some related structural properties such as convexity/concavity and line reversibility properties are developed. However, the types of models in Yao (1994) do not have a closed-form solution. Seo and Lee (2011) considered a stationary waiting time in a Poisson driven single-server m-node tandem queue with either constant or nonoverlapping service times. By using (max,+)-algebra, they expressed the stationary waiting time at each node.
Analyses for general tandem queues with finite buffer capacity have to resort to approximations. The common technique employed for approximations is based on either aggregation or decomposition approaches Gershwin 1992, Li, et al. 2009 ). Altiok (1982) approximated the exponential tandem queues with blocking by assuming the input process at each subsystem is Poisson. Dallery and Frein (1993) , Perros and Altiok (1986) approximated the throughput of a tandem network with BAS blocking by decomposition. Their attention is limited to the tandem queue with Poisson arrival process and exponentially distributed service time. Van Vuuren and Adan (2009) took into account the dependencies between service times and blocking. They developed an iterative algorithm to approximate the performance of tandem queues with small buffers and general service time. Approximation techniques for the tandem queue have also been used by others (Bierbooms, et al. 2010 , Brandwajn and Jow 1988 , Chiang, et al. 2000 , Helber 2005 , Yannopoulos and Alfa 1994 . Their methods differ in the description of the subsystems and the iterative method.
Among the above methods, Van Vuuren and Adan (2009) is probably the one with the most general settings. Their method was based on the approximation of the revised service time (including starving and blocking) by phase-type distributions. However, it should be noted that it is difficult to fit phase-type distributions to a delay distribution such as a uniform or triangular distribution. According to Neuts (1981) , "Foremost among these are delayed distributions, for which ( ) = 0 for 0 ≤ ≤ for some > 0. Such distributions are of interest to many applications, but even the simple delayed exponential distribution is difficult to approximate by phase type distributions." In practical manufacturing systems, service time usually follows a delayed distribution, and the variability of service time can be small (Inman 1999) . Under this condition, the methods with phase-type assumptions cannot give good approximations.
In addition to the phase-type distributions, a common assumption in above models is that the first server never starves. Without those assumptions and different from the prior aggregation or decomposition approaches, we propose an innovative approach by viewing a tandem queue as an integrated system and capture the dependency among servers through virtual interruptions.
Our method is based on the reduction method, i.e., if the service times are constant, system queue time is determined solely by the bottleneck (Friedman 1965) . If the service times are random, we introduce a virtual interruption whenever there is an idle period at the bottleneck caused by the service time variations at the non-bottleneck stations. By adding the virtual interruptions, we ensure the additional idle times of the bottleneck in a tandem queue and the interruption times of its BSIA (Bottleneck Sees Initial Arrivals) system are synchronized. And the system queue time can be approximated by the BSIA system with virtual interruptions. The approximate model extends Friedman's work from constant service times to more general settings. This paper is organized as follows. Section 2 analyzes properties of tandem queues with finite buffer capacity and nonoverlapping service time. Section 3 studies dual tandem queues with overlapping service time and provides theorems for developing approximations. Section 4 proposes the approximate model.
Simulation validation is given in Section 5 and conclusion is given in Section 6.
Reduction Method and its Generalization
The studied system is an M-station single server tandem queue with finite buffer capacity (see Figure 1 ).
The buffer size and service time at the ith station of the tandem queue are b i and S i . Since the upstream server always provides an extra buffer space during blocking, the physical buffer space between two consecutive servers is b i -1. Customers arrive according to an arbitrary process of arrivals. Let = 1 ( ) ⁄ . The mean arrival rate is λ. We assume all servers have different utilizations contributed by jobs (i.e., = ⁄ ) and the bottleneck a is the server with the highest utilizations, or = max 1≤ ≤ � �.
The dispatching discipline is first-in-first-out (FIFO), and all servers are work conserving, which means a server will not be idle when there are waiting jobs in front of it.
Figure 1 Tandem queues with finite buffer capacity Inspired by Wu and McGinnis (2013) , the BSIA (Bottleneck Sees Initial Arrivals) system under the finite buffer settings is defined as follows.
Definition 1 (BSIA systems)
A BSIA system is a tandem queueing system where the service times of all stations except the bottleneck are zero.
A BSIA system sees the original exogenous arrival process and has multiple buffers connected by stations with zero service time. The following result from Avi-Itzhak (1965) and Friedman (1965) constitutes the foundation of our approximate models. Let and denote the queue times of customer C n in the tandem queue and BSIA system, respectively.
Theorem 1 (Reduction method)
For a single server tandem queue with constant service times, = .
When service times are constant, the system queue time is determined solely by the bottleneck, and is the same as the queue time would be if the bottleneck sees the initial arrival process directly. Therefore, the original system can be reduced to a BSIA system. Theorem 1 has been proved by Avi-Itzhak (1965) and Friedman (1965) independently, where Friedman called it reduction method when reducing a tandem queue into a single server system. The results in Theorem 1 can be further generalized. The results from
Friedman allow multiple identical servers at the non-bottlenecks, and general service time distributions at the bottleneck. The results from Avi-Itzhak allow finite buffer sizes in front of a station except for the first one, where the buffer size is infinite. When the service times of the non-bottlenecks are constant, the reduction method is insensitive to the buffer size, the number of parallel servers at a non-bottleneck, and the fact that whether the arrival process is renewal or not. Job queue time is solely determined by the bottleneck.
Theorem 1 can be simply explained by the concept of time shift. Let A i be the arrival epoch of the ith job at the first station of the tandem queue, be the summation of the non-bottleneck service times before the bottleneck, be the bottleneck service time, be the summation of the non-bottleneck service times after the bottleneck, and A i + be the shifted arrival epoch of the ith job at the BSIA system. Since the non-bottleneck service times are constant, the BSIA system (with the shifted arrival process) and the tandem queue bottleneck will have the same busy periods. The departure epoch D i of the ith job at the bottlenecks of the two systems will be the same under the FIFO discipline. Because in a tandem queue with constant service times, the queue time at the non-bottleneck stations after the bottleneck is zero, the sojourn time of the ith job is (D i -A i + ). Furthermore, the sojourn time is (D i -A i -) in the BSIA system with the shifted arrival process. Hence, both total queue times will be (D i -A i --) as described in Theorem 1. A key observation is that the BSIA system can be viewed as a time-shifted system and the shifted period in a system with constant service times is the summation of the nonbottleneck service times before the bottleneck.
In practical manufacturing systems, since service time variability is usually small in order to meet the tight specifications (Inman 1999) , service times of different stations can be nonoverlapping. Assuming the order of performing service tasks can be changed, Tembe and Wolff (1974) extended Friedman's work to tandem queues with nonoverlapping service times and identified their optimal orders. They proved that if the bottleneck is the first station in a tandem queue, its total sojourn time (i.e., queue time plus service time) is the shortest among all arrangements. Wan and Wolff (1993) Assume the longest, the second-longest and the least service time are at station a, b and c, respectively.
Denote the mean queue time in system and its BSIA system by ( ) and ( ), respectively ( = 1, 2). For customer C n , n = 1, 2, …, let
A n = arrival epoch of C n into the system, D n = departure epoch of C n from the system, , = service time of C n at station j, j = 1, …, M, = queue time of C n in system , = 1, 2.
Theorem 2 (Bounds for tandem queues with nonoverlapping service times)
For an M-station single server tandem queue with nonoverlapping service times under arbitrary arrivals, if either all stations have infinite buffer capacity, or all stations except for the first one have finite buffer capacity,
where is the second-longest service time and is the least service time among the M stations.
(2) If ( 1 ) and ( 2 ) exist and are finite, In a tandem queue with nonoverlapping service times, if the first station is the bottleneck, the queue times at the non-bottleneck stations are zero. Hence, system queue time is equal to its BSIA system queue time. In other arrangements, because the random service times of the pre-bottleneck stations may create additional idle time at the bottleneck by separating its single busy period into two or more, the queue time of each job could be longer than that in its BSIA system. For example, in a two-station tandem queue, assume the service times follow uniform distributions. Let 1~U (10,50) and 2~U (61,62) and the interarrival times between three consecutive jobs be 60 and 60. Hence, they will constitute one single busy period in the BSIA system. However, assume the service times of the three jobs at the first station are 10, 50 and 10 respectively. In the tandem queue there will be an idle period (caused by the first station)
on the bottleneck between its first and second jobs. Thus, there are two distinct busy periods. The queue time of the third job will become longer than that in its BSIA system. The additional idle period between the two busy periods at the bottleneck is caused by the service time randomness of 1 but does not exist in the BSIA system. To synchronize these two systems, the additional idle period is modeled as a virtual interruption in the BSIA system.
Definition 2 (Virtual interruptions)
A virtual interruption is the idle period at the bottleneck caused by the service time variations or physical interruptions, such as breakdowns and setups at the non-bottleneck stations.
In the tandem queue with nonoverlapping service time, the non-bottleneck stations behave like an interruption-generating machine to the bottleneck. The extra queue time caused by the virtual interruptions is bounded by Theorem 2-(1) and 2-(2). A nice result inferred by Theorem 2-(4) is that the virtual interruption induced by nonoverlapping service times is less critical in the heavy traffic. An example of virtual interruption will be formulated rigorously in Section 3.
The above analysis is derived for tandem queues with many single servers. To simplify the notations and convey the key concepts clearly, in the following we will focus on analyzing the property of dual (or simple) tandem queues, i.e., tandem queues with two single servers in series. When a simple tandem queue with finite intermediate buffers has a distinct bottleneck, the bottleneck can be either the first or the second station. In this paper, we focus on the case where the second station is the bottleneck, and it is called a simple tandem queue with a backend-bottleneck (STQB). By the duality property (Foster 1959, Gordon and Newell 1967) , the results regarding system capacity of an STQB can also be applied to its dual system (i.e., the front-end bottleneck cases).
Let and denote the queue times of C n in the STQB and in its BSIA system, respectively. Let 2 be the queue length of the station 2 and R 2 be the residual service time of the second station at the time epoch when a new job starts its service at the first server. Denote the bottleneck service time of the ith customer among those N 2 customers by 2, ( = 1, ⋯ , 2 ).
Lemma 3 (Bounds for STQB with nonoverlapping service times)
For an STQB with nonoverlapping service times, let 1 = inf( 1 ) when 2 = 0 and 2 = 0. If ( ) and ( ) exist and are finite, (
Please see Appendix for the proof.
Dual Tandem Queues with Overlapping Service Times
In this section, we investigate dual tandem queues with finite buffer capacity when service times are generally distributed with overlapping as shown in Figure 2 .
Figure 2 Dual tandem queues with overlapping service times Different from the nonoverlapping service time cases, the virtual interruptions become critical when the service times are overlapping. The property in Lemma 3 does not hold anymore and the virtual interruptions caused by random service times should be modeled explicitly.
Proposition 4 (Conditions for dual tandem queues without virtual interruptions)
For an STQB with overlapping service times, let
If ( ) and ( ) exist and are finite, ( + 2 > 0 in Proposition 4 is indeed stronger than the nonoverlapping requirement.
When service times and interarrival times are independent and identically distributed and different station service times and interarrival times are mutually independent, the conditions in Proposition 4 would be violated. For an STQB with overlapping service times, when
we assume a virtual interruption ( 2 ) occurs at its BSIA system, where
Note that 2 is zero if 2 = 2 , because station 1 cannot serve jobs when 2 = 2 . Based on Definition 2, ( 2 ) is a virtual interruption in the STQB with overlapping service times. We assume the same virtual
interruption ( 2 ) occurs in the BSIA whenever ( 2 ) occurs in the STQB with overlapping service times. Denote the BSIA system with virtual interruptions by BI. Let the mean queue times of BI be ( ). In Corollary 5, we relax the condition in Proposition 4 and compare the difference between ( ) and ( ).
Corollary 5 (Generalization to dual tandem queues with overlapping service times)
For an STQB with overlapping service times, if ( ) and ( ) exist and are finite, ( ) −
Please see Appendix for the proof. Corollary 5 is derived based on Proposition 4 with the following observation. The first station in the tandem queue behaves like an interruption-generating machine to the BSIA system. It generates interruptions to its BSIA system if ( 2 ) > 0. Hence, if a job starts the service at the first station when the bottleneck is busy and ( 2 ) > 0, the bottleneck (and its BSIA system) will be forced to starve. It is the same as inducing an interruption at the bottleneck with the duration of ( 2 ).
Due to virtual interruptions, system service rate can be smaller than its bottleneck service rate as shown in Corollary 6.
Corollary 6 (System service rate diminishing for dual tandem queues with overlapping service times)
For an STQB with overlapping service times, if ( ( 2 ) > 0) > 0, the system service rate will be smaller than that of its BSIA system without virtual interruptions.
In the Markovian cases with infinite buffers, the BSIA system's additional mean queue time caused by the virtual interruptions is just the same as the first mean queue time of a dual tandem queue. This is due to the result of Jackson (1957) . For general dual tandem queues with infinite buffer capacity, we have the following result.
Corollary 7 (System capacity of dual tandem queues with infinite buffer capacity)
For an STQB with overlapping service times and infinite buffer capacity, if 1 < ∞ and 2 > 0,
( ( 2 ) > ) → 0 for any ε > 0, where 2 is the utilization contributed by jobs at the bottleneck.
Please see Appendix for the proof. Due to virtual interruptions, system service rate of a tandem queue with infinite buffers can be lower than its bottleneck service rate, but asymptotically converges to the bottleneck service rate in heavy traffic, since the probability of virtual interruptions converges to zero in probability. In a dual tandem queue with overlapping service times and infinite buffer capacity, the system mean queue time (i.e., the mean queue time in the BSIA system with virtual interruptions) asymptotically converges to the BSIA system mean queue time in heavy traffic. Namely, the system queue time is dominated by the bottleneck in heavy traffic. This result is consistent with the heavy-traffic bottleneck phenomenon observed by Iglehart and Whitt (1970) : the queue time distribution at the bottleneck is asymptotically the same as if the immediate arrival process was replaced by the external initial arrival process to the first queue.
Theorem 8 (Queue time lower bound of an STQB)
For an STQB with general service times, ( ) ≥ ( ).
Please see 
The Approximate Model
In the following, we derive the mean queue time approximation for dual tandem queues with overlapping service times based on the concept of BSIA systems and virtual interruptions. All assumptions are the same as those in Section 3.
Before deriving the model, first note that the interruption ( 2 ) for 2 = 0 and 2 = 0 could only occur at the first customer of a busy period in the BSIA system. Hence, this type of virtual interruptions has minor impact on the queue time in heavy traffic and it is ignored in the approximate model. When 2 > 0 or 2 > 0, the interruption ( 2 ) can only occur when a job is served at station 1. Therefore, this virtual interruption is run-based and can be regarded as a product-induced setup (Wu, et al. 2011) .
Assuming that each interruption cycle is regenerative, the mean queue time can be approximated by the run-based product induced setup model. Since a virtual interruption occurs when ( 2 ) > 0, the occurrence of virtual interruptions is a function of N 2 . To compute the probability of virtual interruptions, we have to know the distribution of N 2 first. It is difficult to obtain the distribution of N 2 directly in general, but we may approximate it through the queue length distribution in the BSIA system (without interruptions) when N 1 is small, where N 1 is the queue length at station 1. Further, N 1 is likely to be small when (a) the system is in light traffic, Let be the number of jobs (including service) at station in the BSIA system (without interruptions) at time t. The distribution of ( 1 + 2 ) can be approximated through diffusion approximations of the steady-state queue length distribution of a G/G/1 queue (Medhi 2002) .
where
� , and is the arrival interval.
Based on the above analysis, the probability of N 2 can be approximated as follows:
.
The product-induced setup occurs with the probability
Assume that the product-induced setup is independently and geometrically distributed. Station 2 processes an average of = 1 � jobs between two consecutive setups (i.e., N p is the serial batch size).
Denote the product-induced setup time by T p . We have
The generalized service time = 2 + / . Let the arrival rate be . The system utilization � = ( ). According to Wu, et al. (2011) , the mean queue time can be approximated by
where 2 is the squared coefficient of variations (SCV) of job arrival intervals, 2 is the SCV of G, and
Simulation Validation
The performance of the approximate model is validated by simulations. Four dual tandem queues with performance at 10 arrival rates ( ranges from 0.1 to 0.95) is evaluated. Thirty replications are conducted at each arrival rate. Each replication consists of 2,000,000 jobs after discarding the first 4,000,000 jobs for warm-up. The sample size is sufficiently large so that the half width of 95% confidence intervals of the mean simulation queue time (SQT) is less than 1%.
The simulation utilizations of the four tandem queues are presented in Table 1 , where 2 is the utilization contributed by jobs at the bottleneck, is the utilization contributed by the virtual interruptions and � = 2 + . Table 1 shows that changes with respect to , and it is smaller in light and heavy traffic than that in the moderate traffic. Hence, the virtual interruptions depend on job arrival rates. When ≤ 0.4 , the interruption utilizations are nearly the same among all buffer sizes. The difference becomes larger when > 0.4. Because the virtual interruptions occur more frequently in the tandem queue with a small buffer size, is bigger when 2 = 1 (i.e., zero buffers). Table 1 . Utilization comparison for the dual tandem queue with overlapping service time Table 2 compares the simulation queue time (SQT) and approximate queue time (AQT). The percentage difference between AQT and SQT (i.e., AQT/SQT -1) is given in "Diff%". When 2 = 1, the small buffer size induces more blocking in heavy traffic and the regenerative interruption cycle is not a proper assumption in this situation. Hence, the approximate error becomes large in heavy traffic. As 2 increases, the virtual interruption occurs less frequently especially in heavy traffic and the approximate error decreases. The approximation performs well in heavy traffic when 2 is greater than one. 
Conclusion
By extending the reduction method from constant service times to nonoverlapping service times and then to overlapping service times, the tandem queues with finite buffer capacity is analyzed. The approximate model was proposed by viewing a tandem queue as an integrated system. Some interesting properties have been investigated: the virtual interruptions depend on job arrival rates, and capacity diminishing effect is caused by virtual interruptions. The former one implies that the conventional assumption which assumes service times are independent of arrival intervals in the Markov chain analysis does not hold in tandem queues with finite buffer capacity.
Since service times generally have delayed distributions in practice, our approach, which is not based on phase-type distributions, is a better alternative for the performance evaluation of practical manufacturing systems. While our analysis focuses the STQB, the results regarding system capacity can also be applied to STQF. In an STQB, the starvation (or virtual interruptions) at the bottleneck caused by non-bottlenecks may reduce system capacity. In an STQF, the blocking at the bottleneck caused by nonbottlenecks may also reduce system capacity. The capacities of the primal and dual systems are the same based on the duality property (Yamazaki and Sakasegawa 1975) .
Due to the reduction method, the results of dual tandem queues could be extended to multiple server tandem queues by aggregation as shown in Figure 3 . The procedure starts with substituting the first two servers by its BSIA system with interruptions, and then substituting the current BSIA system and the third server by a new BSIA system with interruptions. The procedure continues until all servers are considered (Wu and McGinnis 2013) . Detailed development of the method is left for future research.
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We have studied the properties and approximate model of finite buffer tandem queues through the concept of virtual interruptions. The concept not only is analytically attractive, but also brings us insight into the finite buffer tandem queues. For example, finding the optimal machine capacity allocation for production lines with limited buffer size is an important topic in practice. Although our study mainly focused on dual tandem queues, the results may be generalized as follows. Since all the virtual interruptions generated at the front-end stations can be transferred to the backend stations, the backend stations will suffer more virtual interruptions than the front-end stations. Hence, more capacity of a backend station will be occupied by virtual interruptions and the backend station will have less capacity available for normal jobs. To balance the job capacity of a production line, it is better to allocate more machine capacity to the backend stations.
On the other hand, to eliminate the impact of virtual interruptions, it is better to allocate more machine capacity to the front-end stations based on Eq. (1). If the optimal machine capacity allocation curves are concave in the above two cases, to achieve higher job capacity, it would be better to allocate more capacity at the interior stations, which coincides with the bowl phenomenon discovered by Hiller and So (1989) when all service times follow phase type distributions. The storage bowl phenomenon (Hillier, et al. 1993 ) can be also justified by the similar observations. Rigorous study on this topic is left for future research.
Appendix
Wan and Wolff ( Proof of Theorem 2: 1993) showed that the departure epochs from the tandem queue with finite interstation buffers equals the departure epochs from tandem queue with infinite interstation buffers. Hence, it suffices to prove it for the tandem queue with infinite interstation buffers.
(1) Let 1 ≤ 1 ≤ ⋯ ≤ ≤ and 1 , ⋯ , can take on all possible values. Note that the longest, second-longest and least service times are , and , respectively. From Tembe and Wolff (1974) , the departure epochs of n C from the system in the arrangement 1 and 2 are
...
Because the service times among stations are nonoverlapping, for any 1
Since 1 and 2 are arbitrary, we have 2 1 sup( ) inf( ) for all .
0 for all .
(4) In a tandem queue with nonoverlapping service times, if the first station is the bottleneck, all jobs only wait in front of the first station. As a consequence, the mean queue time of the tandem queue is equal to that of its BSIA system (i.e., (
The departure epoch of from the STQB with nonoverlapping service time is Proof of Lemma 3:
Because 1 = inf( 1 ) when 2 = 0 and 2 = 0, we have
The queue time of in the STQB is
Note that departure epoch of from the BSIA system is
And the queue time of the customer in the BSIA system is = − − 2, .
Hence,
If ( ) and ( ) exist and are finite, we have + 2 > 0, the busy period of station 2 will not be broken by the service at station 1. Under this assumption, Eq. (4) becomes
Because 1 = min{inf( 1 ) , inf( 2 )} when 2 = 0 and 2 = 0, we have there is a virtual interruption ( 2 ) occurs in the STQB. We introduce the ( 2 ) to the BSIA system whenever ( 2 ) occurs in the STQB, it will have the same influence to the queue time of jobs as STQB because the customers in the two systems are the same when ( 2 ) occurs. Hence, ( ( 2 ) > ) → 0 for any ε > 0.
Let
Proof of Theorem 8:
Suppose 1, 's are random and consider any realization of values for � , 2, �, = 1,2, ⋯. This determines which ( = , say, not necessarily unique) maximizes Eq. (6). The conditional distribution of Eq. (6) is the same as one of the terms inside the maximization in Eq. (7), i.e., � � � , 2, , = 1,2, ⋯ � = + 1, + ∑ 2, = .
(For random variables, we say that is stochastically smaller than , denoted by ≤ , if ( > ) ≤ ( > ) for every real . If ≤ and ≤ , and have the same distribution, i.e., = .)
Since the right-hand side of Eq. (8) 
Eq. (7) is a special case of Eq. (9) with 1 = 2 = , therefore ≥ � . Because � ≤ � , we have ≤ when the service times at each station are overlapping.
If the service times at each station are nonoverlapping, Tembe and Wolff (1974) has shown that ≤ .
Therefore, for an STQB with general service times, if ( ) and ( ) exist and are finite,
