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Hata Du¨zelten C¸ıktı Kodlaması (HDC¸K) c¸ok sınıflı
sınıflandırma problemleri ic¸in bir sınıflandırıcı birles¸tirme
yo¨ntemidir. Bu yo¨ntemde pekc¸ok taban sınıflayıcı, o¨nceden
belirlenmis¸ bir kod matrisine go¨re, orijinal sınıfların farklı
bir ikiye ayırma problemini o¨g˘renir. Yeni bir veri geldig˘inde
elde edilen sınıflandırıcı c¸ıktıları, her sınıf ic¸in kod matrisi
tarafından belirlenmis¸ olan kod kelimesi ile, hata du¨zeltme
kodlama yo¨ntemi kullanılarak kars¸ılas¸tırılır. HDC¸K c¸ok
sınıflı sınıflandırma problemleri ic¸in en iyi yo¨ntemlerden
olsa da, bulunan c¸o¨zu¨m optimal deg˘ildir c¸u¨nku¨ kod matrisi
ve taban sınıflandırıcılar birbirlerinden bag˘ımsız belirlenir.
Bu makalede bu ayrımı azaltıcı, yinelemeli bir algoritma
o¨nerilmektedir. Herbir yineleme, kod matrisinin eg˘itilen taban
sınıflandırıcılar ile arasındaki farkı azaltıcı gu¨ncellemesinden
olus¸ur. Yeni algoritmanın du¨z HDC¸K’ya olan u¨stu¨nlu¨g˘u¨ bilinen
birkac¸ veri tabanında go¨sterilmis¸tir.
ABSTRACT
Error Correcting Output Coding (ECOC) is a classifier combi-
nation technique for multiclass classification problems. In this
approach, several base classifiers are trained to learn different
dichotomies of the classes, specified by the columns of a code
matrix. These classifiers’ output for an unknown pattern is com-
pared to the codeword of each class which is the desired out-
put of the dichotomizers, in an error correcting fashion. While
ECOC is one of the best solutions to multiclass problems, the
solution is suboptimal due to the fact that the code matrix and
the dichotomizers are set or learned independently. In this pa-
per, we show an iterative update algorithm for the code matrix
that is designed to reduce this decoupling. It consists of updates
to the initial code matrix so as to reduce the discrepancy be-
tween the code matrix and the output of the trained dichotomiz-
ers. We show that the proposed algorithm improves over the
basic ECOC approach, for some well-known data sets.
1. GI˙RI˙S¸
Hata Du¨zelten C¸ıktı Kodlaması (HDC¸K) c¸ok sınıflı
sınıflandırma problemleri ic¸in bir sınıflandırıcı birles¸tirme
yo¨ntemidir [1]. Sınıflandırıcı birles¸tirme yo¨ntemleri gec¸tig˘imiz
10 senede c¸okc¸a aras¸tırılmıs¸ ve tek sınıflandırıcılara kars¸ı
avantajları hem teorik hem pratik ac¸ıdan ispatlanmıs¸tır [2].
Tablo 1 Bes¸ sınıflı bir problem ic¸in o¨rnek kod matrisi.
h1 h2 h3 h4 h5 h6
c1 +1 +1 +1 -1 -1 -1
c2 +1 -1 -1 +1 -1 -1
c3 +1 +1 -1 -1 -1 -1
c4 -1 -1 -1 +1 +1 -1
c5 -1 +1 +1 -1 +1 +1
HDC¸K da c¸ok sınıflı sınıflandırma problemleri ic¸in en iyi
yo¨ntemlerden biridir.
HDC¸K yo¨nteminde o¨nce bir kod matrisi belirlenir.
Bu matrisin her bir kolonu, bir taban sınıflayıcı ic¸in is-
tenen sınıflararası bir ikiye ayırma problemini (dichotomy)
tanımlar. Yani her sınıflandırıcı, sınıfların belli bir alt ku¨mesini
(o¨rn. sınıfların ilk yarısını son yarısından ayırmak gibi)
dig˘er sınıflardan ayırmaya c¸alıs¸ır. Yeni bir veri geldig˘inde
bu¨tu¨n sınıflandırıcılardan gec¸irilir ve elde edilen sınıflandırıcı
c¸ıktısına en yakın kod kelimesine sahip olan sınıfa atanır.
Bu is¸lemin detayları s¸o¨yledir. Elimizde bir tane K × L
C isimli bir kod matrisimiz oldug˘unu varsayalım. Burada K
sınıf sayısı ve L sınıflandırıcı sayısıdır. Kod matrisin herhangi
bir Cij elemanı, i sınıfı ic¸in, j’inci sınıflandırıcının eg˘itilmesi
sırasında istenen (+1,-1) c¸ıktısını belirler. Bu s¸ekilde belirlenen
kod matrisinin herbir satırı o sınıfın kod kelimesini olus¸turur.
Benzer s¸ekilde, kod matrisinin her kolonu da o sınıflandırıcı
ic¸in sec¸ilmis¸ olan sınıf ikiye ayırma problemini belirtir. Tablo
1 5-sınıflı ve 6 sınıflandırıcılı bir problem ic¸in tasarlanan bir
kod matrisini go¨sterir. Bu kod matrisi, h1 sınıflandırıcısının C1-
C3 sınıflarını C4-C5 sınıflarından, h6 sınıflandırıcısının ise C5’i
dig˘er tu¨m sınıflardan ayıracak s¸ekilde eg˘itilmesini belirtir.
Sınıflandırıcı c¸ıktısı ve kod kelimeleri arasındaki uzaklık
Hamming veya O¨klid uzaklıg˘ı ile o¨lc¸u¨lu¨r. En yakın kod ke-
limesinin sec¸ilmesi ile taban sınıflandırıcıların bir miktar hatası
du¨zeltilebilir. Tam olarak, sınıf c¸iftleri arasındaki Hamming
uzaklıg˘ına d dersek, test c¸ıktısındaki b(d− 1)/2c’ye kadar bit
hatası du¨zeltilebilir.
Kod matrisleri farklı s¸ekilde belirlenebilir; o¨rneg˘in
yaygınca kullanılanlar arasında rastgele, tek sınıfı dig˘erlerinden
ayıran (one against all), ve c¸iftleri birbirinden ayıran kod
(pairwise) matrisler kullanılabilir. Kod matrisi belirlemede
genel olarak dikkat edilmesi gereken nokta, c¸o¨zu¨mleme
sırasındaki hata du¨zeltmeye yardım etmesi ic¸in sınıflar
arasında bu¨yu¨k Hamming uzaklıg˘ı (HU) olmasıdır. Aynı za-
manda, sınıflandırıcı birles¸tirme sistemlerinde gerektig˘i u¨zere,
kolonlar arası HU’nun da yu¨ksek olması gerekir ki taban
sınıflandırıcıların birbiri ile korelasyonu az olsun. Bu sebe-
ple bootstrapping de sınıflayıcıların eg˘itileceg˘i veri ku¨melerini
farklı kılmak ic¸in yaygınca kullanılır. Kod matrisi nasıl be-
lirlenmelidir diye c¸ok c¸alıs¸ma olsa da [3,4], sınıflandırıcılar
eg˘itildikten sonra kod matrisini iyiles¸tirme yo¨nu¨nde c¸ok az
c¸alıs¸ma vardır [5].
Ana probleme go¨re daha basitles¸tirilmis¸ olsa da, taban
sınıflandırıcıların kod matrisi ile belirtilen go¨revi yine de
genellikle c¸ok basit deg˘ildir. Hata du¨zeltme yo¨ntemi kul-
lanılsa da, kod matrisin nasıl belirlenmesi u¨stu¨nde c¸alıs¸ılan bir
konudur. O¨rneg˘in 0 hedefinin de bulundug˘u sıfırlı kod matris
dizaynı, 0 verilen sınıfları sınıflandırma dıs¸ında bırakarak taban
sınıflandırıcısının is¸ini kolaylas¸tırmaya c¸alıs¸ır [6,7].
Kod matrisinin nasıl belirlenmesine ek olarak daha genel
bir sorun, HDC¸K’larda kod matrisi ve taban sınıflandırıcıların
birbirlerinden bag˘ımsız belirlenmesi veya eg˘itilmesidir. Yani
HDC¸K ile sınıflandırıcı birles¸tirimi bu¨tu¨n olarak optimal
deg˘ildir. Bu makalede bu ayrımı azaltıcı yinelemeli bir al-
goritma o¨nerilmektedir. Herbir yineleme, kod matrisinin
eg˘itilen taban sınıflandırıcılar ile arasındaki farkı azaltıcı
gu¨ncellemesinden olus¸ur. Bu yo¨ndeki bir c¸alıs¸mamızda, kod
matrisin eg˘itilmis¸ olan sınıflandırıcılara go¨re eniyilenmesinin
bas¸arıyı artırdıg˘ını go¨stermis¸tik [10]. Bu makalede de daha
o¨nce o¨nerilen bu algoritmanın, u¨c¸lu¨ kod matrisleri kulla-
narak daha da genis¸letilmesi sag˘lanmıs¸tır. Yeni algoritmanın
du¨z HDC¸K’ya olan u¨stu¨nlu¨g˘u¨ bilinen birkac¸ veri tabanında
go¨sterilmis¸tir. Makalenin devamında HDC¸K yerine yo¨ntemin
daha bilinen kısaltması olarak ECOC kullanılmaktadır.
2. O¨NERI˙LEN YO¨NTEM
Elimizde bir C kod matrisi ve buna go¨re eg˘itilmis¸ taban
sınıflandırıcıları olsun. Burada Cij j sınıflandırıcısının i sınıfı
ic¸in hedefidir. Ek olarak Aij’de buna kars¸ılık gelen bas¸arı
deg˘eri olsun (j sınıflandırıcısının i sınıfındaki bas¸arısı). Bu
bas¸arıyı gec¸erleme (validation) ku¨mesindeki ci o¨rneklerinin j
sınıflayıcısı tarafından, dog˘ru Cij’de belirtilen hedef deg˘ere
go¨re dog˘ru tanınma oranı olsun. O¨nerilen yo¨ntem s¸u temel
go¨zleme dayanır. Diyelim ki bir taban sınıflandırıcısı hj ,
+1 olarak tanıması gereken ci sınıfında %0 bas¸arılı. Kod
matrisindeki ilgili hu¨cre Cij’yi +1’den -1’e deg˘is¸tirmemiz
sınıflandırıcıyı kod matrisine uyduramadıg˘ımız bir durumda,
kod matrisini sınıflandırıcıya uydurmaya kars¸ılık gelir. Yani
hj dig˘er bu¨tu¨n sınıflardaki bas¸arısı aynı kalacak s¸ekilde, ci
sınıfı ic¸in %100 bas¸arıya ulas¸ır. Tabi normalde bo¨yle uc¸ bas¸arı
deg˘erleri olmaz, ama bu durum o¨nerilen metodu anlatmak ic¸in
sec¸ilmis¸tir.
Peki bu deg˘is¸imin etkisi genel sınıflamaya nasıl yansır?
Bunun ic¸in s¸unu go¨rmek lazım ki, bu sınıflandırıcı ic¸in,
bas¸arısız olunan sınıf ile farklı hedef deg˘erine (-1) sahip olan
sınıflar ve aynı hedef deg˘erine (+1) sahip sınıflar vardır. Kod
matrisinde yapılacak deg˘is¸iklik ci’nin birinci grupla olan Ham-
ming Uzaklıg˘ını azaltır, ancak bunun genel sınıflandırmaya
katkısı ko¨tu¨ olmaz c¸u¨nku¨ bir test girdisi ic¸in elde edilen c¸ıktıya
o dersek, o[i] bit’i her zaman yanlıs¸ olacak ve ci sınıfına
uzaklıg˘ı artıracaktır. Cij deg˘is¸ince sadece bu durum ortadan
kalkar; bu bit’ten dig˘er sınıflara olan uzaklık katkısı ise aynı
kalır c¸u¨nku¨ o ve Ckj deg˘is¸mez.
Algoritma 1 O¨nerilen ECOC Optimizasyonu
A ve C matrislerini hesapla
Cij’yı Aij < 0.5 artan sırada olacak s¸ekilde listele;
elemanSayisi← listedeki eleman sayısı;
β = 0.3
α = 0.6
for t = 1 : elemanSayisi do
{t’inci en ko¨tu¨ sonuca kars¸ılık gelen C[t]’yi deg˘is¸tir}
C ← S¸u anki ECOC matrisi;
yeniC ← C;
if Aij < β then
yeniC[t]’yi ters c¸evir; {FLIP}
else if Aij < α then
yeniC[t]’yi sıfırla; {ZERO}
end if
{Gec¸erleme/Validasyon bas¸arısı artarsa, deg˘is¸iklig˘i kabul
et}
∆kazanc¸←valAccuracy[yeniC]−valAccuracy[C];




O¨nerilen yo¨ntemde, biz belli bir bas¸arı deg˘erinin altındaki
Aij deg˘erlerine kars¸ılık gelen Cij deg˘erlerini tersine c¸evirmeyi
(flip) veya sıfırlamayı (zero) o¨neriyoruz. Sezgisel olarak da
mantıklı gelecek bir sonuc¸, c¸ok du¨s¸u¨k Aij deg˘erlerinde ter-
sine c¸evirme, daha yu¨ksek deg˘erlerde sıfırlamanın genellikle
daha iyi sonuc¸ vermekte oldug˘udur. Bu gu¨ncelleme is¸lemi,
en ko¨tu¨ performansı veren Aij deg˘erlerinden en iyiye dog˘ru
yapılmaktadır. Bu c¸alıs¸ma, daha o¨nce gelis¸tirdig˘imiz FLIP-
ECOC algoritmasının [10], o¨nerilen sıfırlama durumu ile, 3’lu¨
kodlara genis¸letilmis¸ halidir.
Dikkat edilmelidir ki tersine c¸evirme veya sıfırlama
tu¨mu¨yle sorunsuz deg˘ildir, c¸u¨nku¨ satırlar ve su¨tunlar arası
HU’yu kolayca bozabilir. Bu da tek bir sınıfta kazanılacak
go¨rece ku¨c¸u¨k bas¸arı artıs¸ından c¸ok daha ko¨tu¨ olabilir. Bu se-
beple en du¨s¸u¨kten en yu¨kseg˘e dog˘ru sıralanan Aij deg˘erlerine
bakıldıg˘ında, en du¨s¸u¨kten bas¸layarak tersine c¸evirme veya
sıfırlama is¸lemi yapılır; sonuc¸ gec¸erleme ku¨mesinde denenir ve
genelde iyi ise kabul edilir. Bu ac¸go¨zlu¨ (greedy) algoritma Al-
goritma 1’de so¨zde-kod ile verilmis¸tir.
FLIP-ECOC’a go¨re bu makalede yapılan katkı, sıfırlama
ile u¨c¸lu¨ kod matrisi yapısına gec¸ilmesidir. ECOC matrisi be-
lirlerken 0 hedef, bu sınıfa bakma (don’t care) demektir ve
birbirinden kolaylıkla ayrılamayacak sınıflarda c¸ok etkilidir.
U¨c¸u¨ncu¨ bir hedefin, yani sıfırın kulanılmasının o¨nerdig˘imiz al-
goritmada ki katkısı da bu yo¨ndedir. Yani zaten u¨c¸lu¨ kod ma-
trisi kullanan sistemlerde, u¨c¸lu¨ kod matrisinin getirdig˘i avan-
tajlar o¨nerilen algoritmada da go¨ru¨lu¨r. Yani sınıflandırıcılar
eg˘itildikten sonra, eg˘er bas¸arı oranı, sınıfın herhangi bir hedefe
(+1 veya -1) atanmasını savunamayacak gibi ise, o¨rneg˘in 0.5
ise, o zaman sıfırlama c¸ok is¸e yarar c¸u¨nku¨ o bit’in HU sırasında
dikkate alınmamasını sag˘lar.
Ancak sıfırlı kod matrislerde kod c¸o¨zme (decoding) c¸ok ba-
sit deg˘ildir. C¸u¨nku¨ test c¸ıktısı o ile bir sınıfın kod kelimesi
arasındaki HU hesaplanırken, bu uzaklık daha az sıfırlı bir
kod kelimesinden gelmis¸se daha bilgilendiricidir. Dolayısıyla
aynı HU deg˘eri veren 2 kod kelimesinden hangisinin, nasıl
tercih edileceg˘ine karar verilmesi gerekebilir. Sıfırlı kod ma-
trisler ic¸in farklı c¸o¨zu¨mleme yo¨ntemleri aras¸tırma konusudur
[7,8]. Bu c¸alıs¸mada HU basitc¸e sıfır olmayan bitler u¨zerinden
hesaplanmıs¸tır, ancak daha akıllıca yo¨ntemler denenebilir.
3. Sonuc¸lar
O¨nerilen yo¨ntemin temel ECOC’a ve FLIP-ECOC’a u¨stu¨nlu¨g˘u¨
o¨nceki deneylerimizde kullandıklarımız arasında rastgele
sec¸ilen ve Tablo 2’de verilen 3 UCI veri ku¨mesinde [9]
denenmis¸tir. Ayrı test ku¨mesi olan veri setlerinde (Satellite),
eg˘itim ku¨mesi es¸it 2 parc¸aya rastgele ayrılmıs¸tır (eg˘itim ve
gec¸erleme ku¨meleri) ve sonuc¸lar 10 farklı yu¨ru¨tme (run) orta-
laması s¸eklinde elde edilmis¸tir. Test ku¨mesi olmayan veri set-
lerinde ise 10 kereli c¸apraz sag˘lamanın ortalaması s¸eklinde elde
edilmis¸tir.
Bu deneylerde ECOC kod matrisi olarak 10, 25, 75
veya 150 kolonluk (K) (taban sınıflandırıcı sayısı) matrisler
kullanılmıs¸; sınıf sayısı veri ku¨mesinden belirlenmis¸; ve ta-
ban sınıflandırıcılar olarak 2, 8, veya 16 du¨g˘u¨mlu¨ (D) Ya-
pay Sinir Ag˘ları kullanılmıs¸tır. ECOC yaklas¸ımında on-
larca veya yu¨zlerce sınıflandırıcının eg˘itilmesi oldukc¸a za-
man alan bir is¸ oldug˘undan, bu konuda c¸abuk eg˘itilebilecek
zayıf (weak) sınıflandırıcıların katkısını denemek istedik. Bu
amac¸la, taban sınıflandırıcıların 15 tur (epoch) eg˘itilmeleri
yanında, sadece 2 tur eg˘itilmelerini de parametre olarak
deg˘erlendirdik. Dolayısıyla tablolardaki ikinci su¨tundaki (10K-
2D-15E) sonuc¸lar, 10 kolonlu, 2 du¨g˘u¨mlu¨, ve 15 tur boyunca
eg˘itilmis¸ 10 yu¨ru¨tmenin ortalamasıdır.
Deneysel sonuc¸ların o¨zeti Tablo 3-5’te verilmis¸tir (benzer
sonuc¸lar veren 8 du¨g˘u¨mlu¨ ve 25 kolonlu sonuc¸lar tablolara dahil
edilmemis¸tir). Bu sonuc¸ların hemen hepsinde o¨nerilen sistem
ve normal ECOC arasında belirgin; o¨nerilen sistem ve FLIP-
ECOC arasında da ku¨c¸u¨k bas¸arı artıs¸ı go¨ru¨lmektedir. FLIP-
ECOC’a go¨re elde edilen ortalama sonuc¸lar, 18 farklı parame-
tre deg˘erinin 10’unda artıs¸, 2’sinde ko¨tu¨les¸me, 6’sında aynı
kalma s¸eklinde o¨zetlenebilir. Artıs¸ ve azalmalar Tablo 3-5’te
sırasıyla koyu veya eg˘ik olarak belirtilmis¸tir. O¨nerilen yo¨ntem
o¨zellikle zayıf sınıflayıcılarla gayet bas¸arılı olmaktadır, an-
cak sınıflayıcıların ortalama bas¸arısı du¨s¸tu¨kc¸e iyiles¸tirilebilecek
alan ufaldıg˘ı ic¸in o¨nerilen yo¨ntemin katkısı sıfıra kadar azal-
maktadır.
O¨nerilen ECOC matris optimizasyon yo¨ntemleri (FLIP-
ECOC ve bu makalede anlatılan gelis¸tirilmis¸ hali), bas¸arıyı
artırmalarının yanında, fazladan eg˘itim gerektirmedikleri ic¸in
her tu¨r ECOC tabanlı sınıflandırıcı birles¸tirme sisteminde
denenebilir. Gereken sadece bir gec¸erleme ku¨mesinde yapılan
bit deg˘is¸ikliklerinin is¸e yarayıp yaramadıg˘ına bakılmasıdır.
4. Yapılacak I˙s¸ler
U¨c¸lu¨ kod matrisinin bas¸arısı c¸o¨zu¨mlemede sıfır bitlerinin nasıl
ele alınacag˘ına dayanır. Biz bu c¸alıs¸mada basit s¸ekilde HU
kullandık, halbuki daha farklı c¸o¨zu¨mleme yo¨ntemleri, sıfırlı
ECOC yo¨ntemini iyiles¸tirdig˘i gibi, o¨neilen algoritmanın FLIP-
ECOC’a farkını da artırabilir.
S¸u anda sistem bitleri en ko¨tu¨ performans verenden
bas¸layarak deg˘is¸tirmektedir, ancak bu durumda deg˘is¸iklikler
kod matrisinin bir sırasında (ko¨tu¨ tanınan bir sınıf) veya
bir kolonunda (ko¨tu¨ performanslı bir taban sınıflayıcı) top-
landıklarından, sınıflar veya sınıflandırıcılar arası Hamming
uzaklıg˘ını c¸ok azalttıklarından dolayı bas¸arı artıs¸ı olabileceg˘i
kadar yu¨ksek olmayabilir. Bunun ic¸in bu uzaklıkları da
go¨zo¨nu¨ne alan bir yenileme algoritması du¨s¸u¨nu¨lebilir.
Ortalamada denenen veri ku¨melerinde FLIP-ECOC’a go¨re
ufak iyiles¸meler go¨zlenmektedir; ancak sistemde kullanılan α
ve β parametrelerinin, belki de sınıflandırıcının ortak bas¸arısına
go¨re belirlenmesi daha bas¸arılı sonuc¸lar getirebilir.
Sistemin ayrıca farklı veri ku¨meleri ile deg˘erlendirilmesi
ve sonuc¸ların istatistiksel olarak belirgin olup olmadıg˘ına
bakılmalıdır.
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Tablo 2 Deneylerde kullanılan 3 UCI MLR veri ku¨mesinin o¨zeti.
Eg˘itim Ku¨mesi Bu¨yu¨klu¨g˘u¨ Test Ku¨mesi Bu¨yu¨klu¨g˘u¨ O¨zellik Sayısı Sınıf Sayısı
Glass Identification 214 - 10 6
Dermatology 358 - 33 6
Satellite Image 210 2100 19 6
Tablo 3 Dermatology Veri Ku¨mesi Sonuc¸ları.
10K-2D-2E 10K-2D-15E 75K-2D-2E 75K-2D-15E 150K-2D-2E 150K-2D-15E Ortalama
Normal ECOC 74,02 93,13 96,15 97,24 96,40 97,40 92,85
FLIP-ECOC[10] 83,40 93,47 97,07 97,07 97,07 97,74 94,87
O¨NERI˙LEN 84,66 94,14 97,07 97,07 97,07 97,74 95,27
Tablo 4 Glass Veri Ku¨mesi Sonuc¸ları
10K-2D-2E 10K-2D-15E 75K-2D-2E 75K-2D-15E 150K-2D-2E 150K-2D-15E Ortalama
Normal ECOC 38,70 55,64 51,89 64,15 55,92 63,74 55,53
FLIP-ECOC 48,91 56,91 59,13 65,27 60,09 65,43 59,59
O¨NERI˙LEN 48,92 56,91 58,12 65,82 60,80 66,66 59,64
Tablo 5 Satellite Veri Ku¨mesi Sonuc¸ları
10K-2D-2E 10K-2D-15E 75K-2D-2E 75K-2D-15E 150K-2D-2E 150K-2D-15E Ortalama
Normal ECOC 56,18 79,89 73,99 84,76 79,37 85,14 78,62
FLIP-ECOC[10] 70,68 80,76 82,46 84,88 82,84 85,24 82,19
O¨NERI˙LEN 67,79 81,17 83,05 84,93 83,41 85,40 82,39
UCI Dermatology Veri Ku¨mesi Sonuc¸ları1
10K-2D-2E 10K-2D-15E 75K-2D-2E 75K-2D-15E 150K-2D-2E 150K-2D-15E Ortalama
Normal ECOC 74,02 93,13 96,15 97,24 96,40 97,40 92,85
FLIP-ECOC 83,40 93,47 97,07 97,07 97,07 97,74 94,87
FLIP-ECOC+ 84,66 94,14 97,07 97,07 97,07 97,74 95,27
UCI Glass Veri Ku¨mesi Sonuc¸ları
10K-2D-2E 10K-2D-15E 75K-2D-2E 75K-2D-15E 150K-2D-2E 150K-2D-15E Ortalama
Normal ECOC 38,70 55,64 51,89 64,15 55,92 63,74 55,53
FLIP-ECOC 48,91 56,91 59,13 65,27 60,09 65,43 59,59
FLIP-ECOC+ 48,92 56,91 58,12 65,82 60,80 66,66 59,64
UCI Satellite Veri Ku¨mesi Sonuc¸ları
10K-2D-2E 10K-2D-15E 75K-2D-2E 75K-2D-15E 150K-2D-2E 150K-2D-15E Ortalama
Normal ECOC 56,18 79,89 73,99 84,76 79,37 85,14 78,62
FLIP-ECOC 70,68 80,76 82,46 84,88 82,84 85,24 82,19
FLIP-ECOC+ 67,79 81,17 83,05 84,93 83,41 85,40 82,39
