The theory of differential-henselian, real closed pre-H-fields that have exponential integration and closed ordered differential residue field has quantifier elimination and is the model completion of the theory of pre-H-fields with gap 0. From quantifier elimination, we deduce that this theory has NIP. Moreover, when the ordered differential residue field, instead of being a closed ordered differential field, is a structure in some language expanding that of ordered differential rings whose theory is model complete, the corresponding two-sorted theory is model complete. :1910.12171v1 [math.LO] 27 Oct 2019 Lemma 6.1. If K is real closed and K(f ) can be ordered making it an ordered field extension of K, then C K(f ) = C.
Introduction
Pre-H-fields are a kind of ordered valued differential field introduced by M. Aschenbrenner and L. van den Dries in [2] ; examples include all Hardy fields. Together with J. van der Hoeven in [3] , they showed that a certain theory T nl is the model companion of the theory of pre-H-fields in the language {+, −, ·, 0, 1, ∂, , }, where ∂ is interpreted as a derivation and as a binary relation encoding a valuation. Moreover, T nl admits quantifier elimination with the addition of a function symbol for field inversion and two unary predicates identifying the parameters for which two second-order differential equations have solutions. In addition, T nl small = T nl ∪ {"small derivation"} axiomatizes the theory of T, the ordered differential field of logarithmic-exponential transseries. Here, "small derivation" means that derivatives of infinitesimals are infinitesimal; see the next section for precise definitions of this and other notions.
This raises the question of the model theory of other kinds of pre-H-fields with small derivation. In this paper we concentrate on pre-H-fields with gap 0, where a pre-H-field has gap 0 if it has small derivation and the logarithmic derivatives of infinite elements are infinite. It follows that in such structures, the valuation can only distinguish infinite elements according to transexponentially different behaviour. An example is obtained by taking an ℵ 0 -saturated elementary extension of T and enlarging the valuation ring (the subring of bounded elements) so that it contains every element bounded by some finite iterate of the exponential. The goal of this paper is to find a model companion for the theory of pre-H-fields with gap 0, or, equivalently, to axiomatize the class of existentially closed pre-H-fields with gap 0.
In pre-H-fields with small derivation, the derivation and ordering induce a derivation and ordering respectively on the residue field, which is the quotient of the valuation ring by its maximal ideal of infinitesimal elements. One major distinction between the theory considered here and T nl is that this derivation induced on the residue field can be nontrivial, and always is in existentially closed pre-H-fields with gap 0. Conversely, whenever a pre-H-field with small derivation has nontrivial induced derivation on its residue field, it must have gap 0. Thus it is reasonable to expect that an existentially closed pre-H-field with gap 0 has an existentially closed ordered differential residue field; this class is axiomatized by the theory of closed ordered differential fields introduced by M. Singer [9] . Our main result is the following, in the same language {+, −, ·, 0, 1, ∂, , }.
Theorem 7.2. The theory of differential-henselian, real closed pre-H-fields with exponential integration and closed ordered differential residue field has quantifier elimination.
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Differential-henselianity generalizes the notion of henselianity for valued fields to the setting of valued differential fields with small derivation, while having exponential integration says that for each f there is z = 0 that behaves like e f in the sense that ∂(z)/z = f . By Lemma 7.3, every pre-H-field with gap 0 extends to a model of the theory in Theorem 7.2, so we obtain the desired model companion result characterizing the existentially closed pre-H-fields with gap 0. Corollary 7.4. The theory of differential-henselian, real closed pre-H-fields with exponential integration and closed ordered differential residue field is the model completion of the theory of pre-H-fields with gap 0.
It also follows from quantifier elimination that this theory is complete (Corollary 7.5). Finally, we study the combinatorial complexity of the theory.
Theorem 7.6. The theory of differential-henselian, real closed pre-H-fields with exponential integration and closed ordered differential residue field has NIP.
The example of a pre-H-field with gap 0 given above, call it F , was obtained by enlarging the valuation ring of an elementary extension T * of T. Then the valuation of T * induces a valuation on the residue field of F , which suggests that we should consider theories where the residue field has structure in addition to its ordered differential field structure. Let K be a pre-H-field with gap 0, k be an ordered differential field, possibly with extra structure, and π : K → k be a map inducing an isomorphism of ordered differential fields between the residue field of K and k. We consider the two-sorted structure (K, k; π) where the language on the sort of K is {+, −, ·, 0, 1, ∂, , } and the language L res on the sort of k expands {+, −, ·, 0, 1, ∂, }. Theorem 7.7. If K is a differential-henselian, real closed pre-H-field with exponential integration, and the L res -theory of k is model complete, then the theory of (K, k; π) is model complete.
If the L res -theory of k is actually the model companion of an L res -theory of ordered differential fields, then the theory of (K, k; π) with K as in Theorem 7.7 is in fact the model companion of the expected two-sorted theory; this is Corollary 7.9.
1.A. Outline. After some preliminary definitions and remarks, we show how to extend embeddings of ordered valued differential fields by first extending the residue field or the constant field. Associated to each pre-H-field with gap 0 is an H-asymptotic couple with gap 0, and in §4 we study them as structures in their own right. We isolate the model completion of the theory of H-asymptotic couples with gap 0 and prove that this theory has quantifier elimination in Theorem 4.1. Since models include the asymptotic couples of real closed pre-H-fields with gap 0 and exponential integration, Theorem 4.1 gets used in §5 via Corollary 4.2. The main result in that section is Theorem 5.2, which is a strengthening of differential-algebraic maximality. Section 6 builds towards Theorem 6.15, which shows the existence of differential-Hensel-Liouville closures; these are extensions that are differential-henselian, real closed, and have exponential integration, and that satisfy a semi-universal property. We use Theorem 5.2 to prove that differential-Hensel-Liouville closures are unique in Corollary 6.17. Finally, §7 contains the quantifier elimination, model companion, and NIP results advertised above.
Preliminaries
We let d, m, n, and r range over N = {0, 1, 2, . . . } and ρ, λ, and µ be ordinals. The main objects of this paper are kinds of ordered valued differential fields; all fields in this paper are assumed to be of characteristic 0. A valued field is a field K equipped with a surjective map v : K × → Γ, where Γ is a (totally) ordered abelian group, satisfying for f, g ∈ K × :
A differential field is a field K equipped with a derivation ∂ : K → K, which satisfies for f, g ∈ K:
Let K be a valued field. We add a new symbol ∞ to Γ and extend the addition and ordering to Γ ∞ := Γ ∪ {∞} by ∞ + γ = γ + ∞ = ∞ and ∞ > γ for all γ ∈ Γ. This allows us to extend v to K by setting v(0) := ∞. We often use the following more intuitive notation:
The relation is called a dominance relation. Both and ∼ are equivalence relations on K and K × respectively, with a consequence of (V2) being that if f ∼ g, then f g. We set O := {f ∈ K : f 1} and call it the valuation ring of K. It has a (unique) maximal ideal O := {f ∈ K : f ≺ 1}, and we call res(K) := O/O the residue field of K. We often denote it k. From our assumption that k has characteristic 0, we see that Q ⊆ O. We also let a or res(a) denote the image of a ∈ O under the map to k. For another valued field L, we denote these objects O L , Γ L , k L , etc.
Let K be a differential field. For f ∈ K, we often write f for ∂(f ) if the derivation is clear from the context and set
The field of constants of K is C := {f ∈ K : f = 0}. For another differential field L, we denote this object C L . We let K{Y } := K[Y, Y , Y , . . . ] be the ring of differential polynomials over K and set K{Y
If P has order at most r, then we decompose P as i P i Y i , where i ranges over N 1+r . Letting |i| := i 0 + · · · + i r , we note that P d = |i|=d P i Y i , where P d denotes the homogeneous part of P of degree d. We extend the derivation of K to K{Y } in the natural way, and we also extend v to K{Y } by setting v(P ) to be the minimum valuation of the coefficients of P . The relations , ≺, , and ∼ are also extended to K{Y } in the corresponding way, and the image of P ∈ O{Y } under the map to k{Y } is also denoted P . Now suppose that K is a valued differential field with nontrivial valuation and derivation; we continue to assume this throughout the paper. Relating the valuation and the derivation, we impose throughout most of this paper the condition that K has small derivation, which means that ∂O ⊆ O. In this case, ∂O ⊆ O [3, Lemma 4.4.2], so ∂ induces a derivation on k, and ∂ is continuous with respect to the valuation topology on K [3, Lemma 4.4.6] . If K has small derivation, we always construe k as a differential field with this induced derivation and are typically interested in the case that it is nontrivial, as happens when k is linearly surjective: for all a 0 , . . . , a r ∈ k, the equation a 0 + a 1 y + a 2 y + · · · + a r y (r) = 0 has a solution in k. We say that K is differential-henselian (d-henselian for short) if K has small derivation and:
(DH1) k is linearly surjective; (DH2) whenever P ∈ O{Y } satisfies P 0 ≺ 1 and P 1 1, there is y ≺ 1 with P (y) = 0. Differential-henselianity was introduced by T. Scanlon in [7, 8] and studied more systematically in [3] . It is closely connected to the notion of differential-algebraic maximality, for which we first need to discuss certain kinds of extensions. Given an extension L of K, we identify Γ with a subgroup of Γ L and k with a subfield of k L in the obvious way. Here and throughout we use the word extension in the following way: if F is a valued differential field, "extension" means "valued differential field extension;" if F is an ordered valued differential field, "extension" means "ordered valued differential field extension;" etc. We hope this will not cause confusion; where there is particular danger, we specify the kind of extension. The word "embedding" is used similarly.
We say that an extension L of K is immediate if Γ L = Γ and k L = k; if in fact K and L have small derivation, then k is naturally a differential subfield of k L . In an immediate extension L of K, every element of L \ K is the pseudolimit of a pseudocauchy sequence ("pc-sequence" for short) in K that has no pseudolimit in K (called divergent in K); we use this only in Lemma 7.1. For a definition and basic facts about pc-sequences, see [3, §2.2] . Divergent pc-sequences in K can be of d-algebraic or d-transcendental type over K, and this comes up in Lemmas 5.1 and 7.1; for more on these two notions see [3, §4.4 and §6.9] . If K has small derivation, then we call it differential-algebraically maximal (d-algebraically maximal for short) if it has no proper differentially algebraic ("d-algebraic" for short) immediate extension with small derivation. If K has small derivation and the derivation on k is nontrivial, then K is d-algebraically maximal if and only if it has no divergent pc-sequence of d-algebraic type over K by [3, Lemma 6.9.3] . Relating d-algebraic maximality to d-henselianity, any valued differential field with small derivation and linearly surjective differential residue field that is d-algebraically maximal is also d-henselian [3, Theorem 7.0.1]; an earlier case is in [7] .
The converse fails in general but holds for asymptotic (valued differential) fields [5, Theorem 3.6] .
In the rest of this paragraph, suppose that K is asymptotic. We say that K has gap 0 if it has small derivation and f † 1 for all f ∈ K × with f ≺ 1. For g ∈ K × with g 1, v(g † ) and v(g ) depend only on vg and not on g, so for γ := vg we set γ † := v(g † ) and γ := v(g ); note that γ † = γ − γ. Thus setting Γ = := Γ \ {0}, logarithmic differentiation induces a map
We call (Γ, ψ) the asymptotic couple of K; such structures were introduced by M. Rosenlicht [6] . The map ψ is a valuation on Γ in the sense of [3, §2.2], and we set Ψ := ψ(Γ = ). Note that K being H-asymptotic just says that the valuation ψ is convex with respect to the ordering of Γ, and K having small derivation or gap 0 are also properties of its asymptotic couple. In fact, having such a map ψ on the value group satisfying certain axioms described in §4 is equivalent to being asymptotic [3, Proposition 9.1.3]. We extend ψ to a map ψ : Γ ∞ → Γ ∞ by setting ψ(0) = ψ(∞) := ∞.
Even stronger than being asymptotic is being pre-d-valued. We say that K is pre-differential-valued (pre-d-valued for short) if:
Equivalently, K is pre-d-valued if for all f, g ∈ K × with f 1 and g ≺ 1, we have f ≺ g † [3, Lemma 10.1.4]. This paper is primarily concerned with certain ordered pre-d-valued fields called pre-H-fields. Here, K is an ordered valued differential field if, in addition to its valuation and derivation, it is also equipped with a (total) ordering making it an ordered field (in the sense that the ordering is preserved by addition and by multiplication by positive elements). If O is convex with respect to the ordering, then induces an ordering on k making it an ordered field. Relating the ordering, valuation, and derivation, we call K a pre-H-field if:
It follows that if K is a pre-H-field and f, g ∈ K × , then f † < g † whenever f ≺ g [3, Lemma 10.5.2(i)]. By part (ii) of the same lemma, pre-H-fields are H-asymptotic. Since pre-H-fields are pre-d-valued, if K is a pre-H-field with small derivation and the derivation induced on its residue field is nontrivial, then K must have gap 0.
We now discuss how to extend orderings, valuations, and derivations to various extensions. If K is an ordered valued differential field, we equip its real closure K rc with the unique derivation extending that of K (see [3, Lemma 1.9.2]) and the unique valuation extending that of K whose valuation ring is convex (see [3, Corollary 3.5 .18]), and always construe K rc as an ordered valued differential field in this way. Then Γ K rc is the divisible hull QΓ of Γ, k K rc is the real closure of k, and C K rc is the real closure of C. If K is a pre-H-field, then so is K rc by [3, Proposition 10.5.4]; if K is a pre-H-field with gap 0, then so is K rc by the same proposition and the remarks after [3, Lemma 6.5.3]. If K is a pre-H-field and L is an immediate valued differential field extension of K that is asymptotic, then L can be given an ordering making it a pre-H-field extension of K; in fact, this is the unique ordering with respect to which O L is convex (see [3, Lemma 10.5.8] 
is the unique valuation on K a extending that of K and such that K a has small derivation, a 1, and a has minimal annihilator F over k. The residue field of K a is k a . Below, we equip K a with this valuation. Lemma 3.1. Suppose that K is an ordered valued differential field with small derivation and convex valuation ring. Let K a be as above. Suppose that k a is an ordered differential field extension of k. Then there exists a unique ordering on K a making it an ordered field extension of K with convex valuation ring such that the induced ordering on k a agrees with the given one. If K is a pre-H-field with gap 0, then so is K a .
Proof. Suppose that K a is equipped with an ordering making it an ordered field extension of K with convex valuation ring. Let P ∈ K[Y, . . . , Y (r) ] = with deg Y (r) P < d. By scaling P by an element of K > , we may assume that v(P ) = 0, and thus P (a) = 0. We have P (a) > 0 ⇐⇒ P (a) > 0, which shows that there is at most one ordering on K a making it an ordered field extension of K with convex valuation ring such that the induced ordering on k a agrees with the given one.
To construct such an ordering, let b ∈ K a × , so b = P (a)/Q(a) for P ∈ K[Y, . . . , Y (r) ] = with deg Y (r) P < d and Q ∈ K[Y, . . . , Y (r−1) ] = . By scaling b by an element of K > , it suffices to consider the case that b
1. Similarly, we may assume that P Q 1. Then we define b > 0 if P (a)/Q(a) > 0 in k a , and likewise b < 0. That this is well-defined follows from the fact that if b < 0, then −b > 0, and the set of positive elements is closed under addition, as we now show.
Let It also follows that all squares are positive, and thus we have defined an ordering on K a making it an ordered field extension of K. An easy calculation shows that if b ≺ 1, then −1 < b < 1, so the valuation ring of K a is convex with respect to this ordering (see [3, Lemma 3.5 .11]), and by construction it induces the given ordering on k a . Finally, suppose that K is a pre-H-field with gap 0. By [3, Lemma 10.1.9], K a is pre-d-valued, so since it has the same asymptotic couple as K, it has gap 0. By [3, Lemma 10.5.5] (with T = K × ), K a is in fact a pre-H-field.
Recall that the gaussian valuation on K Y is defined by setting v(P ), for P ∈ K{Y } = , to be the minimum valuation of the coefficients of P ; for more details, see [3, §4.5 and §6.3]. Lemma 3.2. Suppose that K is an ordered valued differential field with small derivation and convex valuation ring. Consider K Y with the gaussian valuation. Suppose that k Y is an ordered differential field extension of k. Then there exists a unique ordering on K Y making it an ordered field extension of K with convex valuation ring such that the induced ordering on k Y agrees with the given one. If K is a pre-H-field with gap 0, then so is K Y .
Proof. The proof is very similar to that of the previous lemma, but easier. Corollary 3.3. Suppose that K is an ordered valued differential field with small derivation and convex valuation ring. Let k L be an ordered differential field extension of k. Then K has an ordered valued differential field extension L with the following properties:
(v) given any ordered valued differential field extension M of K with convex valuation ring that
Proof. First, note that we can reduce to the case that k L = k y .
Suppose that y is d-transcendental over k. Set L := K Y , equipped with the gaussian valuation and the ordering from Lemma 3.2. Let M be an ordered valued differential field extension of K with convex valuation ring, and suppose that M is d-henselian and k L embeds into k M over k; we may assume that k L ⊆ k M . Take b ∈ M with b 1 and b = y. Then [3, Lemma 6.3.1] provides a valued differential field embedding L → M over K sending Y to b; this is an ordered field embedding by the uniqueness in Lemma 3.2. Now suppose that y is d-algebraic over k. Let F ∈ k{Y } be the minimal annihilator of y over k and take a lift F ∈ O{Y } of F with the same order r, degree in Y (r) , and total degree. Note that F I S 1 , where I is the initial of F and S is the separant of F . Take a differential field extension K a of K such that a has minimal annihilator F over K. We equip K a with the valuation extending that of K from [3, Theorem 6.3.2], so K a has small derivation, a 1, and a = y, and the ordering from Lemma 3.1, making it an ordered field extension of K with convex valuation ring. Let M be an ordered valued differential field extension of K with convex valuation ring, and suppose that M is d-henselian and k L embeds into k M over k; we may assume that k L ⊆ k M . Let z ∈ M with z 1 and z = y. By the minimality of F , we have S(y) = 0, so S(z) 1. In particular, F (z + Y ) 1 1, so by the d-henselianity of M , there is b ∈ M with F (b) = 0, b 1, and b = y. Note that then F is a minimal annihilator of b over K by the minimality of F . Hence by [3, Theorem 6.3.2] and Lemma 3.1 we may embed K a into M over K sending a to b.
3.B. Extending the constant field. In this subsection, K is H-asymptotic with small derivation. Since C ⊆ O, C maps injectively into k under the residue field map, and hence into C k . We say that K is residue constant closed if C maps onto C k , that is, res(C) = C k . We say that L is a residue constant closure of K if it is a henselian residue constant closed H-asymptotic extension of K with small derivation that embeds into every henselian residue constant closed H-asymptotic extension M of K with small derivation. Lemma 3.4. Suppose that K is pre-d-valued and satisfies sup Ψ = 0. Then K has a residue constant closure.
Proof. The assumption sup Ψ = 0 is equivalent to (Γ > ) = Γ > (see [3, Theorem 9.2.1] ). Also note that if L is an immediate asymptotic extension of K, then it is H-asymptotic, satisfies sup Ψ L = 0, and is pre-d-valued by [3, Corollary 10.1.17].
Build a tower of immediate asymptotic extensions of K as follows. Set K 0 := K. If K λ is not henselian, set K λ+1 := K h λ , the henselization of K λ , which as an algebraic extension of K λ is asymptotic by [3, Proposition 9.5.3]. If K λ is henselian and residue constant closed, we are done. So suppose K λ is henselian but not residue constant closed and take u ∈ K λ with u 1, u ≺ 1, and u / ∈ ∂O K λ . Let y be transcendental over K λ and equip K λ+1 := K λ (y) with the unique derivation extending that of K λ such that y = u . Then by [3, Lemma 10.2.5(iii)] {v(u − a ) : a ∈ O K λ } has no maximum, so by [3, Lemma 10.2.4] we equip K λ+1 with the unique valuation making it an H-asymptotic extension of K λ with y 1; with this valuation, y ≺ 1 and K λ+1 is an immediate extension of K λ . If λ is a limit ordinal, set K λ := ρ<λ K ρ . Since each extension is immediate, by Zorn's lemma we may take a maximal such tower (K λ ) λ µ .
It is clear that K µ is henselian and residue constant closed, and we show that it also has the desired semi-universal property. Let M be a henselian H-asymptotic extension of K that is residue constant closed, and let i : K λ → M be an embedding for λ < µ. It suffices by induction to extend i to an embedding K λ+1 → M . If K λ+1 = K h λ , then we use the universal property of henselizations. Now suppose that K λ+1 = K λ (y) with y and u as above. Take c ∈ C M with c ∼ i(u) and set z := i(u) − c. Then z = i(u) and z ≺ 1, so by the remarks after [3, Lemma 10.2.4], z is transcendental over i(K λ ) and thus we have a differential field embedding K λ+1 → M extending i. By the uniqueness of [3, Lemma 10.2.4], this is a valued differential field embedding.
Note that if K is a pre-H-field with sup Ψ = 0, then as an immediate extension of K a residue constant closure of K embeds (as an ordered valued differential field) into every henselian residue constant closed pre-H-field extension of K with small derivation.
Asymptotic couples with small derivation
Towards our quantifier elimination and model completion results for pre-H-fields with gap 0, we first study their associated asymptotic couples, and prove quantifier elimination and model completion results for the theory of such structures. We suspend in this section the convention that Γ is the value group of K. Instead, throughout the section (Γ, ψ) is an H-asymptotic couple, which means that Γ is an ordered abelian group and ψ : Γ = → Γ is a map satisfying for all γ, δ ∈ Γ = :
It follows from (AC2) that ψ is constant on archimedean classes of Γ. For γ ∈ Γ, we let [γ] := {δ ∈ Γ : |δ| n|γ| and |γ| n|δ| for some n} denote its archimedean class, and set [Γ] := {[γ] : γ ∈ Γ}, ordering it in the natural way. The map ψ extends uniquely to the divisible hull QΓ of Γ by [3, Lemma 6.5.3], and thus we always construe QΓ as an H-asymptotic couple (QΓ, ψ) extending (Γ, ψ); it satisfies ψ(QΓ = ) = ψ(Γ = ).
Keeping in mind that in later sections (Γ, ψ) will be the asymptotic couple of an H-asymptotic field (such as a pre-H-field), we let γ † := ψ(γ) and γ := γ † + γ for γ ∈ Γ = . We let Ψ := ψ(Γ = ) and let Ψ ↓ be the downward closure of Ψ in Γ. For any ordered abelian group G we set G < := {g ∈ G : g < 0} and likewise with G > . Thus (AC3) says that Ψ < (Γ > ) . We say that (Γ, ψ) has gap β ∈ Γ if Ψ < β < (Γ > ) and max β ∈ Γ if max Ψ = β. Note that if (Γ, ψ) is the asymptotic couple of a pre-H-field K, then K has gap 0 (in the sense of the introduction) if and only if (Γ, ψ) has gap 0. Having either max 0 or gap 0 is equivalent to sup Ψ = 0, and having gap 0 is equivalent to sup Ψ = 0 / ∈ Ψ [3, Lemma 9.2.9]; we use these formulations throughout the rest of the section. We are concerned primarily with H-asymptotic couples having gap 0, but using similar techniques we prove analogous results for asymptotic couples with max 0, although we do not use them later in the paper. Before stating the quantifier elimination and model completion results, we specify the language L ac = {+, −, , 0, ∞, ψ} of asymptotic couples. The underlying set of an H-asymptotic couple (Γ, ψ) in this language is Γ ∞ := Γ ∪ {∞}, and we interpret ∞ in the following way: for all
The other symbols have the expected interpretation. In this paper, we use this theorem via the following corollary. For n 1, α 1 , . . . , α n ∈ Γ, and γ ∈ Γ, we define the function ψ α 1 ,...,αn : Γ ∞ → Γ ∞ recursively by
Proof. By Theorem 4.1, (Γ, ψ) is an existentially closed H-asymptotic couple with gap 0 (see [3, Lemma B.10 .10]), so we have γ ∈ Γ with γ + q 1 ψ α 1 (γ) + · · · + q n ψ α 1 ,...,αn (γ) = γ * + q 1 ψ * α 1 (γ * ) + · · · + q n ψ * α 1 ,...,αn (γ * ). By [3, Lemma 9.9.3], this function is injective, so γ * = γ ∈ Γ.
The rest of the section is devoted to proving Theorem 4.1, as well as an analogue for H-asymptotic couples with max 0 that is not used later. The material in this section is based on [4] , which improves [1] ; in those two papers similar quantifier elimination and model completion results are obtained for a different theory of asymptotic couples. Here we do not need to expand the language by a predicate for the Ψ-set or by functions for divisibility by nonzero natural numbers. Additionally, those authors work over an arbitrary ordered scalar field k, but here we work over Q for concreteness (the results of this section hold in that setting in the language L ac expanded by functions for scalar multiplication). Since the paper [4] is in preparation, we quote the results that we use and give their proofs (also from [4] ). Moreover, many of the proofs of results specific to the setting of gap 0 or max 0 are very similar to proofs of analogous results from [4] ; we are indebted to those authors for providing their manuscript.
Then γ † * / ∈ Γ, and γ † 1 and γ † * realize the same cut in Γ.
Proof. Let α ∈ Γ = , and we show:
The other implication is proved similarly. To conclude the argument, take β ∈ Γ = with |γ 1 | |β|, which gives γ † 1 < β † ∈ Ψ = Ψ ↓ , and use the claim above.
Putting this together and using [3, Lemma 6.5.4(i)] for the first inequality, we get
We call (Γ, ψ) gap-closed if Γ is nontrivial and divisible, and Ψ = Γ < . Similarly, we call (Γ, ψ) max-closed if Γ is divisible and Ψ = Γ . Then we call an H-asymptotic couple (Γ 1 , ψ 1 ) extending (Γ, ψ) a gap-closure of (Γ, ψ) if it is gap-closed and it embeds over (Γ, ψ) into every gap-closed H-asymptotic couple extending (Γ, ψ). Similarly, we call an H-asymptotic couple (Γ 1 , ψ 1 ) extending of (Γ, ψ) a max-closure of (Γ, ψ) if it is max-closed and it embeds over (Γ, ψ) into every max-closed H-asymptotic couple extending (Γ, ψ). Corollary 4.6. Every H-asymptotic couple with sup Ψ = 0 / ∈ Ψ has a gap-closure. Every Hasymptotic couple with sup Ψ = 0 has a max-closure.
Proof. This follows by alternating applications of Lemma 4.5 and taking the divisible hull.
4.B.
Quantifier elimination with gap 0. We now turn to the proof of quantifier elimination for gap-closed H-asymptotic couples. To that end, suppose (Γ, ψ) is an H-asymptotic couple with gap 0, and let (Γ 1 , ψ 1 ) and (Γ * , ψ * ) be gap-closed H-asymptotic couples extending (Γ, ψ) such that (Γ * , ψ * ) is |Γ| + -saturated. Let γ 1 ∈ Γ 1 \ Γ and (Γ γ 1 , ψ 1 ) be the divisible H-asymptotic couple generated by Γ ∪ {γ 1 } in (Γ 1 , ψ 1 ). In light of standard quantifier elimination tests, our goal is to embed (Γ γ 1 , ψ 1 ) into (Γ * , ψ * ) over Γ. Proof. From (Γ + Qγ 1 ) † = Γ † , we get Γ γ 1 = Γ + Qγ 1 . Note that there is no β 1 ∈ Γ + Qγ 1 with 0 < β 1 < Γ > : otherwise, ψ 1 (β 1 ) > Ψ, since Ψ has no greatest element, contradicting that
. By saturation, we may take γ * ∈ Γ * realizing the same cut in Γ as γ 1 . Then we have an embedding i : Γ + Qγ 1 → Γ * of ordered vector spaces over Q that is the identity on Γ and satisfies i(
Hence i is an embedding of (Γ γ 1 , ψ 1 ) into (Γ * , ψ * ) over Γ.
Let D be the cut in Γ realized by β 1 and E := Γ \ D, so D < β 1 < E. First, we claim that D has no greatest element. If it did have a greatest element δ, then 0 < β 1 − δ < Γ > , contradicting the comment at the beginning of the proof. Similarly, E has no least element. Thus by saturation we have β * ∈ Γ * realizing the same cut in Γ as β 1 with β † * = β † 1 . Then [3, Lemma 2.4.16] yields an embedding i : Γ + Qγ 1 → Γ * of ordered vector spaces over Q that is the identity on Γ and satisfies i(β 1 ) = β * . This embedding is also an embedding of H-asymptotic couples.
The next lemma is adapted from [4, Lemma 3.5] . ]. In particular, the family (β n ) n 1 is Q-linearly independent over Γ and
By saturation, we take γ * ∈ Γ * \ Γ realizing the same cut in Γ as γ 1 and define by recursion on n 1 β * n ∈ (Γ * ) ∞ by β * 1 := γ * − α 1 and β * (n+1) := β † * n − α n+1 . We assume inductively that β * i ∈ Γ * \ Γ for i = 1, . . . n, and that we have an embedding i n : Γ + Qβ 1 + · · · + Qβ n → Γ * of ordered vector spaces over Q that is the identity on Γ and satisfies i n (β i ) = β * i for i = 1, . . . , n. Then β n and β * n realize the same cut in Γ, so β † * n / ∈ Γ and β † * n realizes the same cut in Γ as β † n , by Lemma 4.3. Hence β * (n+1) ∈ Γ * \ Γ and β n+1 and β * (n+1) realize the same cut in Γ. We have
So let D be the cut realized by [β n+1 ] in [Γ + Qβ 1 + · · · + Qβ n ]. The comments above show that [β * (n+1) ] realizes the image under i n of D in [i n (Γ + Qβ 1 + · · · + Qβ n )]. Thus we may extend i n to an embedding i n+1 : Γ + Qβ 1 + · · · + Qβ n + Qβ n+1 → Γ * of ordered vector spaces over Q that is the identity on Γ and satisfies i n+1 (β n+1 ) = β * (n+1) . By induction, this yields a map i : Γ γ 1 → Γ * extending i n , so i is an embedding of H-asymptotic couples.
The case considered in the next lemma is particular to the setting with gap 0.
Proof. For this proof, set γ †·0 := γ 1 and γ †·(n+1) 1
. . by [3, Lemma 9.2.10(iv)], and so
Hence the family (γ †·n 1 ) n∈N is Q-linearly independent over Γ and
By saturation, we may take γ * ∈ Γ * \ Γ with Γ < < γ * < 0. The above holds in Γ * with γ * replacing γ 1 (and γ †·n * defined analogously), so by induction and [3, Lemma 2.4.16] we construct an embedding of Γ γ 1 into Γ * as ordered vector spaces over Q that sends γ 1 to γ * . This is also an embedding of H-asymptotic couples.
We can now complete the proof of the main theorem of this section. Recall from the introduction the language L ac = {+, −, , 0, ∞, ψ} of asymptotic couples, though we first prove quantifier elimination in the expanded language L ac,div = L ac ∪ {λ n : n 1}, where each λ n is interpreted by division by n and λ n (∞) := ∞. .) It also has gap 0, so its gap-closure is then a prime model of this theory.
4.C.
Quantifier elimination with max 0. We derive similar quantifier elimination and model completion results in the setting allowing max 0. The proofs are as in the previous subsection, except where indicated. This material is only used in one later theorem that itself is not used in the main results, but this subsection is naturally complementary to the previous one.
Suppose that (Γ, ψ) is an H-asymptotic couple with sup Ψ = 0. Let (Γ 1 , ψ 1 ) and (Γ * , ψ * ) be maxclosed H-asymptotic couples extending (Γ, ψ) such that (Γ * , ψ * ) is |Γ| + -saturated. Let γ 1 ∈ Γ 1 \ Γ and (Γ γ 1 , ψ 1 ) be the divisible H-asymptotic couple generated by Γ ∪ {γ 1 } in (Γ 1 , ψ 1 ).
For convenience, we set 0 † := ψ(0) = ∞, so Γ † = Ψ ∪ {∞}. Proof. If γ ∈ Γ 1 \ Γ with 0 < γ < Γ > , then γ † = 0 and so (Γ + Qγ) † = Γ † , a contradiction. Hence there is no such γ, and thus Γ < is cofinal in Γ < 1 . The rest of the proof is as in Lemma 4.8. Recall from the introduction to this section the language L ac of asymptotic couples. This next lemma and its consequences are where we use the quantifier elimination for gap-closed asymptotic couples from §4. Note that if K is an H-asymptotic field with exponential integration and gap 0, then in fact Ψ = Γ < , so if additionally Γ is divisible then (Γ, ψ) is a gap-closed H-asymptotic couple in the sense of the previous section.
For the next lemma, recall the discussion of pc-sequences from §2.
Lemma 5.1. Suppose K is a d-henselian H-asymptotic field with exponential integration and gap 0 whose value group is divisible. Let L be an H-asymptotic extension of K with gap 0 and k L = k, and suppose that there is no y ∈ L \ K such that K y is an immediate extension of K. Let f ∈ L \ K.
Then the vector space QΓ K f /Γ is infinite dimensional.
Proof. First, we argue that there is no divergent pc-sequence in K with a pseudolimit in L. Towards a contradiction, suppose that (a ρ ) is a divergent pc-sequence in K with pseudolimit ∈ L. Since K is d-henselian and asymptotic, it is d-algebraically maximal [ 
By induction we obtain sequences (f n ) in L \ K and (b n ) in K such that for all n:
∈ Γ for all n. The result follows from the next claim:
v
To see this, let n 1 take a n ∈ K × with a † n = b n , so
and set α n := v(a n ) ∈ Γ. Recall the function ψ L,α 1 ,...,αn defined before Corollary 4.2, where the subscript L indicates that it is defined on Γ L , not just Γ.
The previous lemma yields a maximality theorem that is used in the following section to prove the minimality of differential-Hensel-Liouville closures, but is also of independent interest as a strengthening of d-algebraic maximality. Theorem 5.2. Suppose that K is a d-henselian H-asymptotic field with exponential integration and gap 0 whose value group is divisible. Then K has no proper d-algebraic H-asymptotic extension with gap 0 and the same residue field.
Proof. Let L be a proper d-algebraic extension of K with gap 0 and k L = k. Since K is dalgebraically maximal [5, Theorem 3.6], there is no y ∈ L \ K such that K y is an immediate extension of K. But for f ∈ L \ K, the transcendence degree of K f over K is finite, so the vector space QΓ K f /Γ is finite dimensional by the Zariski-Abhyankar inequality ([3, Corollary 3.1.11]), contradicting Lemma 5.1.
By quantifier elimination for max-closed H-asymptotic couples and the same arguments, we also obtain the following, which is not used later. Here we say an asymptotic field K has max 0 if its asymptotic couple does. Theorem 5.3. If K is a d-henselian H-asymptotic field with exponential integration and max 0 whose value group is divisible, then K has no proper d-algebraic H-asymptotic extension with max 0 and the same residue field.
We now provide more details about the asymptotic couple of K f for use in the next subsection. 
Proof. Set m n := (f n − b n )/a n+1 , so v L (m n ) = β n . Then
Hence m n = a n+2 m n m n+1 . From f = b 0 + a 1 m 0 we get f = b 0 + a 1 m 0 + a 1 a 2 m 0 m 1 , so induction yields F n ∈ K[Y 0 , . . . , Y n ] with deg F n n + 1 and f (n) = F n (m 0 , . . . , m n ). Thus for P ∈ K{Y } = of order at most r we have P (f ) = i∈I a i m i 0 0 . . . m ir r , where I is a nonempty finite set of indices i = (i 0 , . . . , i r ) ∈ N 1+r . Note that by the proof of Lemma 5.1, the family (β n ) is Q-linearly independent over Γ. Hence v L P (f ) ∈ Γ + n Nβ n , which proves (i).
By the proof of Lemma 5.1, we also have
Thus the family (β † n ) is Q-linearly independent over Γ, since the family (β n ) is, finishing the proof of (ii).
Note that (iii) follows from (i) and (ii). From (ii), we get [β n ] / ∈ [Γ] and [β m ] = [β n ] for all m = n, so (iv) now follows from (i). Finally, (v) follows from (ii) and Lemma 4.4.
5.B.
Further consequences in the ordered setting. Now we develop further the results of the previous subsection in the pre-H-field setting. In this subsection, K and L are pre-H-fields with small derivation. Suppose that K is d-henselian and has exponential integration, and that Γ is divisible. Suppose that K ⊆ L with k L = k, and that there is no y ∈ L \ K such that K y is an immediate extension of K. Let f ∈ L \ K with Γ < cofinal in Γ < K f , and let the sequences (f n ), (b n ), (a n ) n 1 , and (α n ) n 1 be as in the proof of Lemma 5.1. As before, we also set β n := v L (f n −b n )−α n+1 . Note that since K is a pre-H-field with small derivation and nontrivial induced derivation on k, it has gap 0, and similarly so does L.
To see this, take a ∈ K > with va = α.
Hence |g − b| > a and thus v M (g−b) α. By the cofinality assumption, take δ ∈ Γ with v L (f −b) < δ < α, and then the same argument
completing the proof of the claim. By the claim above and the fact that
Finally, we show that (g − b 0 ) † realizes the same cut in K as (f − b 0 ) † . By replacing f , g, and b 0 with −f , −g, and −b 0 if necessary, we may assume that f > b 0 , so g > b 0 . First, suppose that we
Putting this together yields
contradicting that f and g realize the same cut in K. The other case, that there is h ∈ K with (f − b 0 ) † > h and h > (g − b 0 ) † , is handled in the same fashion.
Proposition 5.6. Suppose that M is a pre-H-field extension of K with gap 0 and g ∈ M realizes the same cut in K as f . Then there exists an embedding K f → M over K with f → g.
Proof. Define g 0 := g and g n+1 := (g n − b n ) † for all n, so by the previous lemma g n ∈ M \ K realizes the same cut in K as f n , and in particular v M (g n − b n ) / ∈ Γ for all n. Then using the same argument as in the proof of Lemma 5.1, we have that
and m * n := (g n − b n )/a n+1 , so v M (m * n ) = β * n and the family (β * n ) is Q-linearly independent over Γ. Note that since f n and g n realize the same cut in K, so do m n and m * n , and hence β n and β * n realize the same cut in Γ. From the proof of Lemma 5.4 we have F n (Y 0 , . . . , Y n ) ∈ K[Y 0 , . . . , Y n ] with deg F n n + 1 and g (n) = F n (m * 0 , . . . , m * n ). For P ∈ K{Y } = of order at most r we thus get P (g) = i∈I a i m * i 0 0 · · · m * ir r , where I is the same nonempty finite index set and a i are the same coefficients as in the proof of Lemma 5.4. Since the family (β * n ) is Q-linearly independent over Γ, we have that v M P (g) ∈ Γ + n Nβ * n . The rest of the proof of Lemma 5.4 now goes through replacing f n with g n and β n with β * n . From this we obtain an ordered abelian group isomorphism j : Γ K f → Γ K g over Γ with β n → β * n . Using the expressions for P (f ) and P (g), we get j v L (P (f )) = v M (P (g)) for all P ∈ K{Y } = , so we have a valued differential field embedding K f → M over K with f → g. By the above and since m n and m * n have the same sign, P (f ) > 0 ⇐⇒ P (g) > 0 for all P ∈ K{Y } = , so this is in fact an ordered valued differential field embedding, as desired.
5.C. The non-cofinal case.
In the previous subsection we assumed that Γ < was cofinal in Γ < L , and now we turn to the remaining case. In this subsection, K and L are pre-H-fields with gap 0 and K ⊆ L.
Proof. Set f 0 := f and f n+1 := f † n , and let β n := v L (f n ) ∈ Γ L . By [3, Lemma 9.2.10(iv)],
In particular, [β n ] / ∈ [Γ] for all n and the family (β n ) is Q-linearly independent over Γ. Hence the vector space
By the same argument as in Lemma 5.4 with f n in place of m n (i.e., with b n = 0 and a n = 1), one shows that for any P ∈ K{Y } = of order at most r, we have P (f ) = i∈I a i f i 0 0 . . . f ir r , where I is a nonempty finite set of indices i = (i 0 , . . . , i r ) ∈ N 1+r . In particular, Γ K f = Γ ⊕ n Zβ n . Set g 0 := g, g n+1 := g † n , and β * n := v M (g n ) ∈ Γ M . The same argument yields that g is dtranscendental over K and P (g) = i∈I a i g i 0 0 . . . g ir r , where I is the same set of indices as in P (f ) and a i are the same coefficients. Hence Γ K g = Γ ⊕ n Zβ * n . Thus we have an isomorphism of ordered abelian groups j : Γ K f → Γ K g with β n → β * n . By the expressions for P (f ) and P (g), j v L (P (f )) = v M (P (g)), which yields a valued differential field embedding from K f → M over K with f → g. To see that this is an ordered valued differential field embedding, note that by [3, Lemma 10.5.2(i)], f n > 0 and g n > 0 for all n, so P (f ) > 0 ⇐⇒ P (g) > 0.
Differential-Hensel-Liouville closures
In this section we construct differential-Hensel-Liouville closures (Theorem 6.15) in analogy with the Newton-Liouville closures of [3, §14.5] and prove that they are unique (Corollary 6.17). First we construct exponential integration closures (Corollary 6.11) in analogy with the Liouville closures of [3, §10.6] and prove that they are unique (Theorem 6.14); some preliminaries are adapted from [3, §10.4-10.6]. In this section K is a pre-H-field.
6.
A. Adjoining exponential integrals. Suppose s ∈ K \ (K × ) † and f is transcendental over K.
We give K(f ) the unique derivation extending that of K with f † = s. In the first lemma, K need only be an ordered differential field. Here is a pre-H-field version of [3, Lemma 10.5.20] with the same proof. Lemma 6.5. Suppose that K is real closed, s < 0, and v(s − a † ) ∈ Ψ ↓ for all a ∈ K × . 1 Then there is a unique pair of a field ordering and a valuation on L := K(f ) making it a pre-H-field extension of K with f > 0. Moreover, we have:
6.B. Exponential-algebraic extensions. Let E be a differential field. We say a differential field extension F of E is an exponential-algebraic extension of E if C F is algebraic over C E and for every a ∈ F there are t 1 , . . . , t n ∈ F × with a ∈ E(t 1 , . . . , t n ) such that for i = 1, . . . , n, t i is algebraic over E(t 1 , . . . , t i−1 ) or t † i ∈ E(t 1 , . . . , t i−1 ). In particular, any exponential-algebraic extension is d-algebraic. The following is routine. Lemma 6.6. Let E ⊆ F ⊆ M be a chain of differential field extensions.
(i) If M is an exponential-algebraic extension of E, then M is an exponential-algebraic extension of F . (ii) If M is an exponential-algebraic extension of F and F is an exponential-algebraic extension of E, then M is an exponential-algebraic extension of E.
Minor modifications to the proof of [3, Lemma 10.6.8] yield the following. Lemma 6.7. If F is an exponential-algebraic extension of E, then |F | = |E|.
6.C. Exponential integration closures. We call K exponential integration closed (expint-closed for short) if it is real closed and it has exponential integration. We say a pre-H-field extension L of K is an exponential integration closure (expint-closure for short) if it is an exponential-algebraic extension of K that is expint-closed. In particular, an expint-closure is a d-algebraic extension. The next observation has the same proof as [3, Lemma 10.6.9]. Lemma 6.8. If K is expint-closed, then K has no proper exponential-algebraic extension with the same constant field.
For the rest of this subsection, suppose that K has gap 0. From this it follows that (Γ > ) = Γ > and Ψ ↓ = Γ < . Recall from the introduction how we construe the real closure of K as an ordered valued differential field extension of K, which is a pre-H-field with gap 0. We say a strictly increasing chain (K λ ) λ µ of pre-H-fields with gap 0 is an expint-tower on K if:
(i) K 0 = K;
(ii) if λ is a limit ordinal, then K λ = ρ<λ K ρ ; (iii) if λ < λ + 1 µ, then either: (a) K λ is not real closed and K λ+1 is the real closure of K λ ; or (b) K λ is real closed and K λ+1 = K λ (y λ ) with y λ / ∈ K λ satisfying either: (b1) y † λ = s λ ∈ K λ with y λ ∼ 1, s λ ≺ 1, and s λ = a † for all a ∈ K × λ ; or (b2) y † λ = s λ ∈ K λ with s λ < 0, y λ > 0, and s λ − a † 1 for all a ∈ K × λ . We call K µ the top of such a tower, and for notational convenience in the next lemma, we set C λ := C K λ and k λ := k K λ . Lemma 6.9. Let an expint-tower (K λ ) λ µ on K be given. Then:
(i) K µ is an exponential-algebraic extension of K;
Proof. For (i), go by induction on λ µ. The main thing to check is the condition on the constant fields. If λ = 0 or λ is a limit ordinal, this is clear. If K λ+1 is the real closure of K λ , then C λ+1 is the real closure of C λ . If K λ is real closed and K λ+1 is as in (b) above, then C λ+1 = C λ by Lemma 6.1. For (ii), C 1 is the real closure of C, and then C ρ = C 1 for all ρ 1 as in the proof of (i). For (iii), k 1 is the real closure of k, and then k ρ = k 1 for all ρ 1 by the uniqueness of Lemma 6.4 and Lemma 6.5. Finally, (iv) follows from (i) and Lemma 6.7. Lemma 6.10. Suppose that k is real closed and has exponential integration. Let L be the top of a maximal expint-tower on K. Then L is expint-closed, and hence an expint-closure of K.
Proof. Suppose that L is not expint-closed. If L were not real closed, then its real closure would be a proper pre-H-field extension of L with gap 0. We are left with the case that L is real closed and we have s ∈ L \ (L × ) † . In particular, L is henselian and Γ is divisible. Take f transcendental over L with f † = s. By replacing f with f −1 if necessary, we may assume that s < 0.
First suppose that s − a † ≺ 1 for some a ∈ L × . Then taking such an a and replacing f and s by f /a and s − a † , we arrange that s ≺ 1. Giving L(f ) the valuation and ordering from Lemma 6.4 makes it a pre-H-field extension of L with gap 0 of type (b1). Now suppose that s − a † 1 for all a ∈ L × . By Lemma 6.3, s − a † 1 for all a ∈ L × . Then giving L(f ) the ordering and valuation from Lemma 6.5 makes it a pre-H-field extension of L with gap 0 of type (b2).
Thus L is expint-closed, and hence an expint-closure of K by Lemma 6.9(i). Corollary 6.11. If k is real closed and has exponential integration, then K has an expint-closure with gap 0.
Proof. By Lemma 6.9(iv), Zorn gives a maximal expint-tower on K. The result follows from Lemma 6.10.
Recall from §3.B the term "residue constant closed." Lemma 6.12. Suppose that k is real closed and has exponential integration, and let M be a residue constant closed, expint-closed pre-H-field extension of K with gap 0 (but with C M not necessarily algebraic over C). Suppose (K λ ) λ µ is an expint-tower on K in M (i.e., each K λ is a differential subfield of M ) and maximal in M (i.e., it cannot be extended to an expint-tower (K λ ) λ µ+1 on K in M ). Then (K λ ) λ µ is a maximal expint-tower on K.
Proof. Note that since k is real closed, k µ = k, and hence has exponential integration. Since M is real closed, K µ must be real closed by maximality in M . So supposing (K λ ) λ µ is not a maximal expint-tower on K, there is s µ ∈ K µ such that s µ = a † for all a ∈ K × µ ; we may assume that s µ < 0. Since M is expint-closed, there is y µ ∈ M with y † µ = s µ ; we may assume that y µ > 0. First suppose that s µ −a † 1 for all a ∈ K × µ , so actually s µ −a † 1 for all a ∈ K × µ by Lemma 6.3. Thus setting K µ+1 := K µ (y µ ) yields an extension of (K λ ) λ µ in M of type (b2). Now suppose that s µ − a † ≺ 1 for some a ∈ K × µ . Taking such an a and replacing s µ and y µ by s µ − a † and y µ /a, we may assume that s µ ≺ 1. Since M has gap 0, we have y µ 1 and so y µ s µ ≺ 1. That is, y µ ∈ C res(M ) , so we have c ∈ C M with y µ ∼ c. Replacing y µ by y µ /c, we obtain the desired extension of (K λ ) λ µ in M of type (b1). This is not used later, but in the above lemma, we can replace the assumption that M is residue constant closed (i.e., C res(M ) = res(C M )) with C res(M ) = C res(K) . In the final argument, instead of c ∈ C M we have u ∈ K with u 1 and u ≺ 1, so we replace s µ with s µ − u † . Corollary 6.13. Suppose that L is an expint-closed pre-H-field extension L of K.
(i) If L is an expint-closure of K, then no proper differential subfield of L containing K is expint-closed. (ii) Suppose that k is real closed and has exponential integration, and that L has gap 0 and is residue constant closed. If no proper differential subfield of L containing K is expint-closed, then L is an expint-closure of K.
Proof. For (i), if L is an expint-closure of K, then no proper differential subfield of L containing K is expint-closed by Lemmas 6.6 and 6.8. For (ii), suppose no proper differential subfield of L containing K is expint-closed. Take an expint-tower on K in L that is maximal in L. By Lemma 6.12, it is a maximal expint-tower on K. By Lemma 6.10, the top of this tower is an expint-closure of K, and hence equal to L. Theorem 6.14. Suppose that k is real closed and has exponential integration. Let (K λ ) λ µ be an expint-tower on a residue constant closure of K. Then any embedding of K into a residue constant closed, expint-closed pre-H-field extension M of K with gap 0 extends to an embedding of K µ . Moreover, if K µ is expint-closed then any residue constant closed expint-closure of K with gap 0 is isomorphic to K µ over K.
Proof. Note that the second statement follows from the first by the previous corollary.
Let M be a residue constant closed, expint-closed pre-H-field with gap 0 and suppose we have an embedding K → M . First, since K 0 is a residue constant closure of K, we may extend this to an embedding K 0 → M (see the remark following Lemma 3.4). We prove that for λ < µ any embedding K λ → M extends to an embedding K λ+1 → M , which yields the result by induction. Suppose i : K λ → M is an embedding. If K λ+1 is the real closure of K λ , then we can extend i to K λ+1 .
So suppose that K λ is real closed and we have s λ ∈ K λ and y λ ∈ K λ+1 \ K λ with K λ+1 = K λ (y λ ), y † λ = s λ , y λ ∼ 1, s λ ≺ 1, and s λ = a † for all a ∈ K × λ . Take z ∈ M with z † = s λ . Hence z 1 and z ∈ C res(M ) , so we have c ∈ C M with z ∼ c. By the uniqueness of Lemma 6.4, we may extend i to an embedding of K λ (y λ ) into M sending y λ to z/c. Now suppose that K λ is real closed and we have s λ ∈ K λ and y λ ∈ K λ+1 \K λ with K λ+1 = K λ (y λ ), y † λ = s λ , s λ < 0, y λ > 0, and s λ − a † 1 for all a ∈ K × λ . Take z ∈ M with z † = s λ ; we may assume that z > 0. Then by the uniqueness of Lemma 6.5, we can extend i to an embedding of K λ (y λ ) into M sending y λ to z. 6.D. Differential-Hensel-Liouville closures. We continue to assume in this subsection that K has gap 0. We call a pre-H-field extension L of K a differential-Hensel-Liouville closure (slightly shorter: d-Hensel-Liouville closure) of K if it is d-henselian and expint-closed, and embeds over K into every pre-H-field extension M of K that is d-henselian and expint-closed. To build them, we use the fact that if F is an asymptotic valued differential field with small derivation and linearly surjective differential residue field, then it has a (unique) differential-henselization (d-henselization for short) by [5, Theorem 3.8] . For such F , this is an immediate asymptotic extension F dh of F that embeds over F into every d-henselian asymptotic extension of F ; if F is in fact a pre-H-field, then F dh is too and embeds into every d-henselian pre-H-field extension of F by [3, Lemma 10.5.8]. Theorem 6.15. Suppose that k is real closed, linearly surjective, and has exponential integration. Then K has a d-Hensel-Liouville closure.
Proof. We use below that any d-henselian asymptotic field is residue constant closed by [3, Lemma 9.4.10] . Define a sequence of pre-H-field extensions of K with gap 0 as follows. Set K 0 := K. For n 1, if n is odd, let K n be the d-henselization of K n−1 , and if n is even, let K n be the expint-closure of K n−1 by Corollary 6.11. Note that k n := k Kn = k for all n. We set L := n K n and show that L is a d-Hensel-Liouville closure of K.
Let M be a pre-H-field extension of K that is d-henselian and expint-closed. We show by induction on n that we can extend any embedding K n → M to an embedding K n+1 → M . Suppose we have an embedding i : K n → M . If n is even, then K n+1 is the d-henselization of K n , so we may extend i to K n+1 . If n is odd, then K n is d-henselian and K n+1 is the expint-closure of K n , so we can extend i to an embedding K n+1 → M by Theorem 6.14.
In the next two results, adapted from [3, §16.2], let K dhl be the d-Hensel-Liouville closure of K from the previous theorem. Note that K dhl is a d-algebraic extension of K with the same residue field. We show that K dhl is the unique, up to isomorphism over K, d-Hensel-Liouville closure of K. Lemma 6.16. Suppose k is real closed, linearly surjective, and has exponential integration. Let i : K dhl → L be an embedding into a pre-H-field L with gap 0 such that res i(K dhl ) = res(L). Then
Proof. That i(K dhl ) ⊆ i(K) dalg is clear, since K dhl is a d-algebraic extension of K. For the other direction, note that i(K dhl ) is a d-henselian, expint-closed differential subfield of i(K) dalg , so i(K dhl ) = i(K) dalg by Theorem 5.2.
Hence for K as in the lemma above, any d-algebraic extension of K that is a d-henselian, expint-closed pre-H-field with the same residue field is isomorphic to K dhl over K, and is thus a d-Hensel-Liouville closure of K. Corollary 6.17. Suppose that k is real closed, linearly surjective, and has exponential integration. Then K dhl does not have any proper differential subfields containing K that are d-henselian and expint-closed. Thus any d-Hensel-Liouville closure of K is isomorphic to K dhl over K.
Proof. If L ⊇ K is a d-henselian, expint-closed differential subfield of K dhl , then K dhl embeds into L over K, so by Lemma 6.16 we have K dhl = L.
If instead L is any d-Hensel-Liouville closure of K, then by embedding it into K dhl and using the minimality property just proved, we obtain an isomorphism L ∼ = K dhl .
Main results

7.
A. Quantifier elimination. We now turn to the proof of quantifier elimination for the theory of d-henselian, real closed pre-H-fields that have exponential integration and closed ordered differential residue field. The language for this and the other model-theoretic results of this subsection is the language {+, −, ·, 0, 1, ∂, , } of ordered valued differential fields. In this section, K and L are pre-H-fields with small derivation. In the next lemma, for an ordered set S we denote the cofinality of S by cf(S). Recall also for Case 3 the discussion of pc-sequences in §2. Lemma 7.1. Suppose K is d-henselian, real closed, and has exponential integration, and let E be a differential subfield of K with k E = k. Suppose L is d-henselian, real closed, and has exponential integration. Assume L is |K| + -saturated as an ordered set and cf(Γ < L ) > |Γ|. Then any embedding i : E → L can be extended to an embedding of K → L.
Proof. Let i : E → L be an embedding. We may assume that E = K. It suffices to show that i can be extended to an embedding F → L for some differential subfield F of K properly containing E.
First, suppose that Γ < E is not cofinal in Γ < and let f ∈ K > with Γ < E < vf < 0. By the cofinality assumption on Γ < L , take g ∈ L > with Γ < i(E) < v L (g) < 0. Then we extend i to an embedding E f → L sending f → g by Lemma 5.7. Now suppose that Γ < E is cofinal in Γ < and consider the following three cases. Case 1: E is not d-henselian and expint-closed. From the assumptions on K, k is real closed, linearly surjective, and has exponential integration. Since k E = k, we may extend i to an embedding of the d-Hensel-Liouville closure of E into L by Theorem 6.15.
Case 2: E is d-henselian and expint-closed, and E y is an immediate extension of E for some y ∈ K \ E. Take such a y and let (a ρ ) be a divergent pc-sequence in K with a ρ y. Since E is d-henselian, it is d-algebraically maximal by [5, Theorem 3.6] , and so (a ρ ) is of d-transcendental type over E. By the saturation assumption on L and [3, Lemma 2.4.2], we have z ∈ L with i(a ρ ) z. Then [3, Lemma 6.9.1] yields a valued differential field embedding E y → L sending y → z; by [3, Lemma 10.5.8], this is also an ordered field embedding.
Case 3: E is d-henselian and expint-closed, and there is no y ∈ K \ E making E y an immediate extension of E. Take any f ∈ K \ E. By saturation, take g ∈ L such that for all a ∈ E, we have a < f =⇒ i(a) < g and f < a =⇒ g < i(a).
Then we can extend i to an embedding E f → L with f → g by Proposition 5.6.
Recall from [9] the theory of closed ordered differential fields, which has quantifier elimination and is the model completion of the theory of ordered differential fields (where no assumption is made on the interaction between the ordering and the derivation).
Theorem 7.2. The theory of d-henselian, real closed pre-H-fields with exponential integration and closed ordered differential residue field has quantifier elimination.
Proof. Suppose that K and L are d-henselian and real closed, have exponential integration, and have closed ordered differential residue field. Suppose further that L is |K| + -saturated as an ordered set, cf(Γ < L ) > |Γ|, and k L is |k| + -saturated as an ordered differential field. Let E be a substructure of K, so E is a differential subring of K with the induced dominance relation and ordering. By a standard quantifier elimination test (see for example [3, Corollary B.11.9]), it suffices to show that any embedding i : E → L can be extended to an embedding of K → L, so let i : E → L be an embedding.
By extending i to the fraction field of E, we may assume that E is a field. The embedding i induces an embedding i res : k E → k L of ordered differential fields. Since k L is |k| + -saturated, by the proof of quantifier elimination for closed ordered differential fields [9] and Zorn's lemma we may extend i res to an embedding k → k L . By Corollary 3.3, we can now extend i to an embedding F → L for a differential subfield F of K with k F = k. It remains to apply Lemma 7.1. Lemma 7.3. Any pre-H-field with gap 0 can be extended to a d-henselian, real closed pre-H-field with exponential integration and closed ordered differential residue field.
Proof. Suppose we have a pre-H-field K 0 with gap 0. We first extend its residue field to a closed ordered differential field, since the theory of closed ordered differential fields is the model completion of the theory of ordered differential fields, and apply Corollary 3.3 to obtain a pre-H-field extension K 1 of K 0 whose residue field is a closed ordered differential field. It follows from the definition that closed ordered differential fields are real closed, linearly surjective, and have exponential integration, so we can extend K 1 to a pre-H-field K 2 with the same residue field that is d-henselian, real closed, and has exponential integration by Theorem 6.15. Corollary 7.4. The theory of d-henselian, real closed pre-H-fields with exponential integration and closed ordered differential residue field is the model completion of the theory of pre-H-fields with gap 0.
Proof. This follows from Theorem 7.2 and Lemma 7.3 by standard model-theoretic facts (see for example [3, Corollary B.11.6] ). Corollary 7.5. The theory of d-henselian, real closed pre-H-fields with exponential integration and closed ordered differential residue field is complete.
Proof. The structure (Z; +, −, ·, 0, 1, ∂ 0 , 0 , ), where ∂ 0 and 0 are the trivial derivation and dominance relation respectively, embeds into every model of the theory in the statement, so the theory is complete (see for example [3, Corollary B.11.7] ).
Theorem 7.6. The theory of d-henselian, real closed pre-H-fields with exponential integration and closed ordered differential residue field has NIP.
Proof. Let K be a d-henselian, real closed pre-H-field with exponential integration and closed ordered differential residue field. Towards a contradiction, assume that R ⊆ K m × K n with m, n 1 is an independent relation in K that is definable without parameters; by quantifier elimination, it is quantifier-free definable. For notational convenience, we assume that m = n = 1, but the general case is the same. Recall that the relation R being independent means that for every N 1, there exist a 1 , . . . , a N ∈ K and, for all I ⊆ {1, . . . , N }, b I ∈ K such that:
Let L be an elementary extension of K with u ∈ L such that O < u < K > \ O. Thus for a, b ∈ K, a b if and only if |a| u|b|, which allows us to eliminate the primitive in K. Hence any formula in a single variable y without parameters is equivalent in K to a boolean combination of formulas of one of the following forms: F (y) uG(y), F (y) = 0, F (y) > 0 where F, G ∈ Z{Y }.
In particular, we obtain a quantifier-free formula ϕ(x 0 , . . . , x r , y 0 , . . . , y r , z) in the language of ordered rings such that for all a, b ∈ K: ϕ(a, a , . . . , a (r) , b, b , . . . , b (r) , u).
Then the relation R ϕ ⊆ L r+1 × L r+2 defined by ϕ(x 0 , . . . , x r , y 0 , . . . , y r , z) in L is independent in L as an ordered field, contradicting that the theory of real closed fields has NIP.
7.B.
Model completeness with extra structure on the residue field. In this final subsection, we consider a theory of pre-H-fields with gap 0 where extra structure is allowed on the residue field and prove model completeness and model companion results similar to those in the previous subsection. More precisely, consider the two-sorted structure (K, k; π), where the language L res on the sort of K is {+, −, ·, 0, 1, ∂, , }, the language on the sort of k expands {+, −, ·, 0, 1, ∂, }, and π is a map π : K → k. We fix an L res -theory T res of ordered differential fields and let T be the theory asserting that: (i) K is a pre-H-field with gap 0;
(ii) k |= T res ; (iii) π| O is a surjective ordered differential ring homomorphism with kernel O and π(K \O) = {0}. Thus π induces an isomorphism of ordered differential fields res(K) ∼ = k; conversely, an isomorphism res(K) ∼ = k lifts to a surjective ordered differential ring homomorphism O → k with kernel O.
Suppose T * res is a model complete theory extending the theory of real closed fields and the theory of linearly surjective differential fields with exponential integration; these conditions are necessary if T * res is to be the theory of a residue field of a d-henselian, real closed pre-H-field with exponential integration. Consider the two-sorted structure (K * , k * ; π * ) in the same language and let T * be the theory asserting that:
(i) K * is a pre-H-field that is d-henselian, real closed, and has exponential integration; (ii) k * |= T * res ; (iii) π * : K * → k * is as in T . Theorem 7.7. The theory T * is model complete.
Proof. Let (K, k; π), (L, k L ; π L ), and (K * , k * ; π * ) be models of T * such that (K, k; π) ⊆ (L, k L ; π L ) and (K * , k * ; π * ) (K, k; π) is |L| + -saturated. Let i : (K, k; π) → (K * , k * ; π * ) be the natural inclusion map; it suffices to extend i to an embedding i * : (L, k L ; π L ) → (K * , k * ; π * ) (see for example [3, Corollary B.10.4] ).
Let i res : k → k * be the restriction of i to k. Since T * res is model complete and k * k is |k L | + -saturated, we may extend i res to an embedding i * res : k L → k * . By pulling back i * res via π and π * we obtain an embedding res(L) → res(K * ), so by Corollary 3.3 with res(L) instead of k L we have a pre-H-field F ⊆ L with gap 0 extending K with residue field res(F ) = res(L) that embeds into K * over K. Now by Lemma 7.1, this embedding extends further to an embedding j : L → K * . Then the map i * that is j on L and i * res on k L is an embedding (L, k L ; π L ) → (K * , k * ; π * ) extending i. In the next two results, we suppose that T * res is the model companion of T res , so T * ⊇ T . Lemma 7.8. Every model of T can be extended to a model of T * .
Proof. Let (K, k; π) |= T . Since T * res is the model companion of T res , we can extend k to a model k * |= T * res . Let k L be an ordered differential field extension of res(K) such that we have an isomorphism i : k L → k * of ordered differential fields extending the isomorphism res(K) ∼ = k induced by π. Then by applying Corollary 3.3 with res(K) instead of k, we obtain an extension L of K that is a pre-H-field with gap 0 and has ordered differential residue field isomorphic to k L over res(K). By composing this isomorphism with i, we may assume that i is an isomorphism i : res(L) → k * . By Theorem 6.15, we extend L to its d-Hensel-Liouville closure L dhl with residue field res(L dhl ) = res(L). Defining π * : L dhl → k * by π * (f ) := i(res f ) for f ∈ O L dhl and π * (f ) = 0 otherwise, we have that (L dhl , k * ; π * ) |= T * . Corollary 7.9. The theory T * is the model companion of T .
