Even in this modern era today, life's extent is still being challenged by many pathological diseases such as cancer. One such hazard is leukemia. Even a trivial setback in detecting leukemia lead to a severe outcome: the affected cells may eventually prove to be fatal. To combat this, we propose an algorithm to better segment the nucleus region of White Blood Cells (WBC) found in stained blood smear images with the intent of identifying Acute Lymphoblastic Leukemia (ALL). In our proposal, the image is made ready for segmentation in the preprocessing stage by changing its size, brightness, and contrast. In the segmentation stage, the nucleus region is segmented by mathematical operators and Otsu's thresholding. Then mathematical morphological operators are applied in post-processing stage, which makes the nucleus region convenient for feature extraction. Finally, the segmented regions are classified into ALL affected and regular cells by means of the proposed Customized K-Nearest Neighbor classifier algorithm. This work was experimented with over 80 images of the ALL-IDB2 dataset and attained an accuracy rate of 96.25%, 95% of sensitivity and 97% of specificity.
Introduction
The malignancy named leukemia is a type of blood cancer, which spoils the immune system of the human body through the abnormal production of leukocytes. It is categorized into four subtypes: Acute Lymphoblastic Leukemia (ALL), Acute Myelogenic Leukemia (AML), Chronic Lymphoblastic Leukemia (CLL), and Chronic Myelogenic Leukemia (CML). Amongst these, the ALL is a type of childhood cancer [1] , but it most frequently affects the elderly population. Timely detection of the disease increases the survival rate of leukemia patients. Although many research proposals have been accepted to accomplish this objective [2] to reduce the death rate, more accurate predictions are needed to early detect the life seizing disease leukemia. This framework has been developed to identify corrupted leukocytes and recognize ALL affected blood cells by segmenting and analyzing the nucleus of leukocytes in microscopic stained blood smear images. In the base work [9] , the nucleus region of WBC is segmented using thresholding and morphological operators. Utilization of the threshold value will not accomplish good segmentation with images of varying pixel intensities. In hematology laboratories, the blood smear images are captured in different lightings and atmosphere, so they will be of various levels of brightness. To rectify these issues, we propose segmenting the nucleus region based on enhancing the pixel intensity and contrast, resulting in improved detection accuracy of leukocytes. This paper is organized as follows: Section 2 shows existing and related research works in the same field, Section 3 produces the methodology of the system proposed, Section 4 discusses the results of experiments made, Section 5 exhibits uniqueness of the system, and Section 6 concludes the paper.
Literature Review
Leukemia is a disease of minimal initial symptoms, which makes early detection extremely difficult. But detection at early stage alone saves the life of patients. Many research works in the area of leukemia analysis are done with the major intention of substantiating the burden of hematologists. There are varieties of algorithms for segmenting and classifying blood components such as nucleus, with varying accuracy levels. In 2013, Minal D. Joshi et al. [3] also segmented the nucleus region of WBC by thresholding and morphology, and in their proposal, classification was done by the KNN classifier with 93% of accuracy.
In 2015, Cecilia Di Ruberto et al. [4] segmented the nucleus of WBCs by means of a machine learning classifier, SVM. In that case, the pixels were segmented through learning by training method, for the sake of ALL identification. Jyoti Rawat et al. [5] reported a classification method using GLCM-texture features and shape features along with the SVM classifier, which shows better classification accuracy rate of 89.8% than was the one accomplished by applying them separately. Morteza Moradi Amin et al. [6] examined k-means clustering in partitioning the pixels of blood cell images into four distinct clusters, using the H and S components of the HSV color space. These clusters represent various constituent parts of blood images. But this does not yield the final segmentation result. In order to obtain the exact region of the nucleus, morphological operators are applied. Subrajeet Mohapatra et al. [7] illustrated that the appropriate combination of image processing and machine learning techniques like c-means clustering algorithm for segmentation, statistical features of nucleus region along with cytoplasm, and ensemble classifiers in classification result in more accuracy in discriminating the types of ALL.
In 2016, C. T. Basima and Janu R. Panicker [8] did the segmentation by k-means clustering and the classification by SVM classifier. They achieved the accuracy rate of 94.56%.
In 2017, Raju Bhukya et al., [9] segmented the nucleus of WBC by thresholding. Then the classification was done with the SVM classifier, which ensured the accuracy rate of 93.33%. This is considered as the base work for this proposal. Jyothi Rawat et al. [10] designed a methodology for segmenting the nucleus of WBC using Otsu's thresholding with morphological operators. In their work, they classified the types of ALL in three phases: classification of normal and cancerous cells, classification of L1 from other ALL types, classification of L2 and L3. Muhammad Sajjad et al. [11] designed a k-means clustering method of segmentation with ensemble multi-class SVM classifier which showed considerable improvement in accuracy rate.
In 2018, Sachin Kumar et al. [12] demonstrated a method of segmentation by k-means clustering with the assistance of color, texture, geometrical and shape features of the nucleus. They used KNN and Naïve Bayes classifiers to achieve effective classification with the accuracy rate of 92.8%. Based on the intensity values, Zeinab Moshavash et al. [13] have separated the leukocytes from erythrocytes and the background of blood smear image. Then ensemble classifiers for classification is done by giving extracted text, shape and LBP features of segmented leukocytes. Here the authors have reported that the LBP features are better for ALL classification than using GLCM. This work has shown the accuracy of 89.91%.
Proposed Framework

Image Acquisition and Preprocessing
Because of their size, images of the blood cells are seen through microscope only. The input of the proposed system are stained microscopic peripheral blood smear images. There are various freely available datasets of microscopic leukemia images. Amongst them, the standard ALL-IDB benchmark dataset is selected for this investigation.
Processing the obtained raw image is impossible since it can be of any size. Therefore, for the requirement of unity in size, the image is transformed into the conventional size of 256 × 256 pixel matrix. In this application, the color information is not needed to extract the edges of WBCs. Thus, to avoid the complexity of visualization and for the amenity of processing, the 3D RGB image is changed into the grayscale image. mathematical morphological operators. At first, the image is eroded, which discards the boundary pixels for disconnecting the nucleus region from other components. That shrinks the nucleus region a little and unobserved holes inside the region are enlarged. Erosion is done with the help of a structuring element of size 2. To locate the features of the nucleus, it must be a separate and whole component. This is accomplished by the morphological closing operation, which closes the holes at the boundaries of the nucleus region with the same kind of structuring element of size 2. Now, the holes inside the region are filled with morphological filling. Filling operation works by changing the connected pixels in the background of ROI to the pixels in the foreground, till the boundaries are reached. A blood smear image may contain more than one WBC-nucleus region. To extract the features of the nucleus for the analysis, the largest of all must be extracted. This is done by labeling and comparing the areas of nucleus regions.
Feature Extraction and Classification
The characteristics of a particular image object are observed by extracting its features. Here, Gray Level Cooccurrence Matrix (GLCM) texture features, statistical and geometrical features of the nucleus are extracted and given as input to Customized K-Nearest Neighbor classifier (C-KNN) [15] . C-KNN classifier measures the distance between the features of ROI, using a customized distance metric, as shown in equation (11) . This classifies the given blood cell image into benign or malignant. The process flow of the proposed system is shown in Figure 1 . 
Steps in the Proposed
Convert the multichannel RGB image into the grayscale image
By specifying the smallest and largest stretching limits of intensity values, all the constituent pixels of the image are kept between 0 to 255. Here the intensity stretching process offers a more prominent show off to the blood cells from their background. Contrast is a vital factor [14] to improve the visual quality of an image. Therefore, the contrast of a blood smear image is improved using the equation (3) mentioned in the algorithm by means of histogram equalization.
Image Segmentation
After the preprocessing phase, the intensity stretched and contrast-enhanced images are joined together. Since the digital images are articulated in terms of matrices of pixels, each element of the first image matrix is added to the matching element in the second image matrix. If the resultant matrix exceeds the range of fractional numbers, they are rounded off. This brightens all the blood components within the image except the nucleus of WBC. Now, each pixel of the brightened image matrix is subtracted by the corresponding pixel in the contrast stretched image to extract the boundaries of blood components. To take out the region of interest (ROI), the pixels of the brightened image are added to the corresponding pixels in the boundary extracted image. As a result, the nucleus region is separated.
Subsequent to partitioning the nucleus region of WBC, the image is filtered using a two-dimensional order statistical minimum filter for removing unwanted noise components that may exist in the image. As a final step of segmentation, the intensity values of the pixels in the filtered gray image is changed to either 0 or 1 valued pixels, based on the Otsu's global thresholding. At this moment, the nucleus region contains 1 valued pixels that are black (in color), the remaining area filled up with 0 valued pixels that are white (in color). Then the image is complemented, to make nucleus and background regions white and appear black in colors correspondingly; this highlights the ROI.
Image Post-Processing
The outcome of segmentation does not give a clear-cut region of the nucleus. Therefore, some post-processing tasks are carried out using
4. Amplify the intensity of grayscale image using Linear Contrast Enhancement 
Here n i is the total number of occurrences of pixel i in the image, n is the total number of pixels in the image, and L is the total number of gray levels in the image. (4) 7. Extract the borders of all components.
8. Separate the nucleus region of WBC
9. Filter the image using 2-D order statistic minimum filtering
where X is the window.
10. Binarize the filtered image with the Otsu's global thresholding and complement to highlight ROI.
Phase 3
11. Erode boundary of the selected region and expose unseen holes inside ROI
here, H is the structuring element.
Close the selected region by closing
where H is the structuring element.
Fill the tiny holes within the region
14. Label the objects in the image to find the biggest blob. distance measure given below:
Here, x, y represents the features.
Experimental Results and Discussion
The proposed method has been experimented with microscopic thin blood smear images acquired from ALL-IDB2 open source benchmark dataset of 260 images of 2592 × 1944 pixels resolution [16] . The images have been captured by a Canon PowerShot G5 Camera attached to an optical laboratory microscope. Inside the database, 130 are malignant images of ALL category and 130 are benign images [17] . The dataset is divided into two separate parts, one is a training data set, and the other one is a test data set. The system has learned through 180 images and tested on 80 images. To avoid confusion in the selection, the first 90 images from each malignant and benign category, respectively are chosen for training purpose and the remaining 40 images in each category are used for testing purpose. This gives the results shown in Figure 2 , with both malignant and benign image samples.
In leukemia research, mostly texture features of the nucleus region are utilized to define the malignancy. Texture features provide details about the intensity of difference between the pixels. The most important statistical texture extraction method is GLCM. Therefore we analyze the nucleus region based on its visible and invisible characters by means of texture and geometrical features [18] . Table 1 shows the values of 14 GLCM features extracted from the segmented nucleus regions. For illustration, one image is randomly chosen from each, benign and ma- The proposed work is evaluated repetitively on a large number of images. To reduce the computational time of GLCM, the number of gray levels of the image is reduced from 256 to 32 levels by dividing the resized image (12) with an appropriate value [19] .
By identifying the similarities and variations in the features of 80 test images, the C-KNN classifier has done the classification. Table 2 shows the confusion matrix based on True Positive, False Negative, True Negative, and False Positive values calculated as the results of the classification. Table 3 demonstrates the parameters assessed with the help of the confusion matrix. These parameters facilitate evaluation of the performance of the C-KNN classifier.
The receiver operator characteristics curve of the classifier and Area Under the Curve (AUC) are shown in Figure 3 . In the plot, the X coordinate represents the false positive rate and Y coordinate represents the true positive rate. According to the value of AUC, the following judgments can be declared about the classifier performance:
AUC ≥ 0.9 → Excellent AUC = 0.8 -0.9 → Good AUC = 0.7 -0.8 → Fair, and AUC = 0.6 -0.7 → Poor. The AUC value of the proposed C-KNN classifier is 0.9625. Hence, its performance can be stated as excellent.
The Significance of the Proposed Framework
The KNN classifier is a supervised classification method. It determines the class by measuring the distance between the features of training samples and test samples. If the measured distance for a given test image is more similar to a malignant training sample, then the image is classified as malignant, otherwise it is classified as benign. Numerous research works have been implemented with KNN classifier by applying typical distance measures.
Application of different distance metrics creates a greater impact on the classification accuracy [20] . The most commonly used distance measure is Euclidean, since the KNN classifier with Euclidean distance measure (13) performs better than all other standard metrics like Cityblock, Minkowsky, and Cosine. As an exploratory approach, the KNN classifier with a new customized distance measure shown in the equation (11) has been experimented in this proposal. It achieves upgraded performance by finding the distance between a test data point and sample data points more accurately [21] .
The proposed approach is compared with the performance of a number of other (existing) systems in which standard machine learning classifiers have been used for classification. Amongst these, the proposed C-KNN classifier provides the highest accuracy rate of 96.25% and also outperforms the base approach. Improved classification accuracy proves that the distance measure we proposed finds more accurate distance with ALL-IDB2 leukemia dataset than the typical distance measures used in existing systems using the same dataset. Hence, in our work, the customization of KNN is done by applying a novel distance measure. The proposed segmentation algorithm has also been experimented with the KNN classifier with Euclidean measure achieving an accuracy rate of 95.96%.
Conclusion
Our approach detects the ALL with 96.25% accuracy rate which is better than in other existing approaches. Hence it will show more accurate predictions with peripheral blood smear images. For doing this, the system segments the nucleus region of WBCs, which are classified based on GLCM texture, statistical and geometrical features. As an entirely novel approach, the Customized K-Nearest Neighbor classifier classifies with 96.25% accuracy, 95% sensitivity and 97.50% specificity. This is 0.29% more accurate than KNN with Euclidian measure and 2.92% more accurate than the base work. The AUC value achieved by this approach is 0.9625. To save people's lives, the proposed approach can be used in hemato-pathology laboratories, in order to assist hematologists in detecting leukemia more accurately. Since this research proposal is producing commendable results, it will act as an initiative for making modifications in the KNN algorithm with some other distance measures. In our future work, we are planning to achieve improvements using the ensemble of different classifiers combined with the proposed system to produce even more accurate results.
