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Abstract
This paper presents a technique which exploits the occurrence of certain events
as observed by different sensors, to detect and classify objects. This technique
explores the extent of dependence between features being observed by the sen-
sors, and generates more informed probability distributions over the events.
Provided some additional information about the features of the object, this fu-
sion technique can outperform other existing decision level fusion approaches
that may not take into account the relationship between different features. Fur-
thermore, this paper addresses the issue of coping with damaged sensors when
using the model, by learning a hidden space between sensor modalities which
can be exploited to safeguard detection performance.
Keywords: Sensor Fusion; Multi-Modal Fusion; Event Driven Classification
1. Introduction
Often times more sensors are required in order to successfully detect and
classify targets of interest. Additional sensors may provide supplementary in-
formation about a target, which can help the system make a more informed
decision about its detection and classification. This data in turn often requires
a degree of harnessing and fusion to seek an improved inference. Sensor fusion is
generally known to broadly distinguish three levels of fusion, namely, data level,
feature level, and decision level fusion. Data Level fusion generally processes
raw data and performs fusion according to some criterion before making an in-
ference. Feature level fusion, on the other hand, first gleans information from
raw data (eg. transformed data) observed from diverse sensors, to subsequently
coherently merge them for inference. In decision level fusion, each sensor reaches
an individual decision, prior to optimal combination of these decisions to yield
a more informed inference. The classical approach to decision level fusion is
summarized in Figure 1. Over the years, we have seen classical techniques like
Bayesian Fusion [1] and Dempster-Shafer Fusion[2] used for combining sensors
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Figure 1: Decision Level Fusion of multi-sensor observations
at the decision level. While more recently we have seen model based approaches
[3, 4, 5] that take into account the types of sensors that make up the network.
Our Contributions: In this paper, we present a principled approach to de-
cision level fusion for improved inference performance. A classification decision
is reached by cataloging sets of events, along with the probabilistic characteriza-
tion for each sensor, and following a joint probabilistic and coherent evaluation
of these events. These events are formalized to each sensor according to its
potentially extracted attributes to define targets. What this in effect achieves,
is a probability measure assignment to a specific target following its descrip-
tion. Similar fusion inspired by feature events has been previously discussed in
[6]. Furthermore, we also address the practical situation where a sensor may be
noisy or damaged and is no longer of use for fusion. We show that we can learn
a hidden space between the sensors such that the fusion algorithm works around
the damaged sensor, while achieving better performance than simply ignoring
the damaged sensor, thus ensuring a graceful degradation. We formulate the
problem of finding this hidden space by a criterion driven by the classification
performance of a Support Vector Machine. In our case, we will study two differ-
ent datasets. The first one, combines a Radar sensor with an optical sensor. A
radar is used to explore the velocity of an object among other things, thus defin-
ing a sample space and a Sigma-Field with an associated probability measure,
and is coupled to a telescopic sensor with an analogously associated probability
space. This product space thus allows us to define a principled fusion framework
with an improved and robust performance. Similarly, the second dataset will
involve a seismic sensor, coupled with an acoustic sensor.
2. Background and Related Work
As noted earlier, sensor fusion has long been of interest, albeit with lim-
ited theoretical success particularly when heterogeneous data are present, hence
missing a unified and systematic approach which has remained elusive. An intro-
duction and comprehensive survey to the area of fusion is provided in [7, 8]. As
noted earlier, there has been significant research activity, starting from classical
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techniques like Bayesian Inference [1] and Dempster-Shafer Fusion [2]. Bayesian
Fusion has shown success when prior knowledge about sensor reports is avail-
able. On the other hand, Dempster-Shafer fusion was proposed to specifically
lift such a restriction on the information prior, at a cost of a substantial increase
in computational complexity. In [9], a two-stage approach to sensor fusion was
proposed, involving knowledge-modeling, which learns from past behavior of
classifiers whose results are to be fused, and operation stage, that combines
outputs of these classifiers based on knowledge learned in the first stage. More
recent work in decision level fusion is based on the sensor network model [3].
Here, the network is modeled as either being made up of similar or dissimilar
sensors. Similar Sensor Fusion [3, 4, 5], is used when all the sensors explore
the same characteristics/features of the target (for example, a set of 5 radars,
looking at the same target), while Dissimilar Sensor Fusion [3, 5] is alterna-
tively used when sensors explore different characteristics/features of the target
(for example, a radar and optical sensor looking at the same target). These
assumptions turn out to be too restrictive, in that some sensors, albeit dis-
similar, may have some common features while offering additional features to
enrich an object/target characterization. Our goal is to explore such a case, and
demonstrate that a systematic and principled approach may be designed, and
our resulting overall solution is improved on account of this enhancement. The
following sub-sections discuss some of these existing techniques for fusion, and
provide the required background for the remainder of the paper.
2.1. Bayesian Inference
Consider a set of targets/objects to be detected and/or classified, O =
{o1, o2, ..., oI}. The sensor report for the lth sensor is defined as, Dl = {Pl(oi)}.
The Bayesian Inference method for fusion is dependent on the knowledge of
a-priori distributions, P0(oi), and conditional probabilities, P (Dl|oi). Bayesian
Inference uses Bayes’ rule to fuse the reports D1, D2, ..., DL:
P (oi|D1, D2, ..., DL) = P0(oi)P (D1|oi)...P (DL|oi)∑L
j=1 P0(oj)P (D1|oj)...P (DL|oj)
. (1)
The determination of the a-priori probability distributions, P0(oi) is often diffi-
cult to obtain, and is one of the major limitations of Bayesian Inference.
2.2. Dempster-Shafer Fusion
Another approach to combining information from various sources is due to
Dempster-Shafer Inference. Dempster-Shafer Inference can assign a probability
to any of the I objects or to a union of these objects. The knowledge of the
lth sensor is summarized in its report, Dl = {Pl(ωml ), ωml ⊂ O,m = 1, ...,Ml},
where Pl(ωl) ∈ [0, 1],
∑Ml
m=1 Pl(ω
m
l ) = 1, and ω
m
l denotes the m
th subset of
objects seen by the lth sensor. Due to lack of evidence, the probability 1 may
not be completely assigned to any object or unions of objects, bringing an
uncertainty in the report. The probability P (O) = P (o1∨o2∨...∨oI) is therefore
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referred to as the probability of uncertainty. The sensor reports, D1, D2, ..., DL
are fused to find the final fused report, DfL = {PfL(ω
mfL
fL
),mfL = 1, ...,MfL},
PfL(ω
mfL
fL
) =
µfL(ω
mfL
fL
)
1− µfL(φ)
, (2)
where
µfL(ω
mfL
fL
) =
∑
m1,...,mL:
ω
m1
1 ∩...∩ω
mL
L =ω
mf
P1(ω
m1
1 )...P2(ω
mL
L ). (3)
Dempster-Shafer rule for fusion suffers from exponentially increasing complexity
as I and L increase. Some applications of Dempster-Shafer fusion can be found
in [10] where LIDAR data is combined with multi-spectral imagery, and in [11]
where multi-sensor information like vibration, sound, pressure, and temperature
is fused to detect engine faults. Furthermore, [12] provides a detailed comparison
between Bayesian Inference and Dempster-Shafer Theory.
2.3. Model Based Fusion
2.3.1. Similar Sensor Fusion
Similar Sensor Fusion model considers a system of independent similar sen-
sors, to explore a set of common characteristics of a target. The sensors ef-
fectively only confirm each other’s reports, and do not provide additional in-
formation about a given target. The fusion objective of this model is to find
a result which is most consistent with all the sensor reports. Given a set of
objects/targets to be classified, O = {o1, o2, ..., oI}, a sensor report from the
lth sensor is defined as, Dl = {Pl(oi)}i=1,...,I ,
∑I
i=1 Pl(oi) = 1. The goal here,
as with any fusion algorithm, is to determine the fused report, Df = {Pf (oi)},
that best fits the sensor reports. A cost function that measures the discrepancy
between the fusion result and each sensor report is used, and a weighted sum of
these cost functions is minimized,
Df = argmin
d
L∑
l=1
wl.dist(d,Dl), (4)
where, wl is the contribution of the l
th sensor report towards the fused report,
and dist(A,B) is a distance function measuring the discrepancy between the
distributions A and B. In [3], a Kulback-Liebler distance is used as the distance
measure.
2.3.2. Dissimilar Sensor Fusion
In the Dissimilar Sensor Fusion model, dissimilar and independent sensors
explore different characteristics of a target. Reports from these sensors can rein-
force each other to generate increased resolution on target identity. The fusion
objective of this model is to find a consensus which best represents an enhanced
summary from the sensor reports. The sensor reports and fusion result are
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defined similarly to those in Similar Sensor Fusion but the cost functional is
formulated differently in order to take into account the fact that each sensor
report provides new information about the target, as it explores different char-
acteristics of the target. The corresponding optimization problem is formulated
as,
Pf = argmin
p
L∑
l=1
wl
I∑
i=1
1
Pl(oi)
p(oi)−
I∑
i=1
ln(p(oi))
subject to:
I∑
i=1
p(oi) = 1, p(oi) ≥ 0. (5)
As pointed out earlier, these two models should be viewed as ”extreme cases”
of decision level identity fusion. There are many practical cases in which the
sensors are neither completely similar nor completely dissimilar.
A problem with such techniques arises when sensors get damaged during
implementation of the system. These models assume that all sensors are op-
erational, and when a sensor is damaged, it is ignored by the model to avoid
making erroneous decisions. Doing so however, also amounts to ignoring the
underlying correlation between the sensors which may be exploited by using the
available training data of the corresponding sensor.
2.4. Mutual Information
Consider two random variables, X and Y, with a joint probability mass
p(x, y) and marginal probability mass functions p(x) and p(y). The Mutual
Information, I(X;Y ), is the relative entropy between the joint distribution,
p(x, y), and the product distribution, p(x)p(y) [13]. The formula for Mutual
Information is then given as:
I(X;Y ) =
∑
x∈X
∑
y∈Y
p(x, y)log
p(x, y)
p(x)p(y)
. (6)
Further, the relationship between mutual information and joint entropy of
X and Y is given as [13],
H(X,Y ) = H(X) +H(Y )− I(X;Y ) (7)
2.5. Support Vector Machines
Support Vector Machines (SVMs) have been widely used for separating data
into different classes [14]. For a binary classification problem (i.e. assign a data
sample to class ’+1’ or ’-1’), SVM computes a score for the test sample, xt,
S(xt) = w
Txt + b, where w is the weight vector and b is the bias term. Based
on this score, SVM assigns a label to xt,
yt =
{
+1, if S(xt) > 0
−1, if S(xt) < 0
(8)
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The weights and the bias term are learned by optimizing the following cost
functional,
min
w,ξ
1
2
||w||2 + C
N∑
n=1
ξn
subject to:
yn(w
Txn + b) > 1− ξn,
ξn ≥ 0, (9)
where, ξ is the vector of slack variables, yn is the true label for the n
th data
sample xn, and C is a constant that controls the relative influence of the two
competing terms. SVM is known to select the most generalized classifying hy-
perplane from all the possible options. For example, in Figure 2, SVM would
select the dotted line over the solid line as it is more generalized. A formula-
Figure 2: Possible hyperplanes for separating data belonging to different classes
tion for multi-class SVMs, using an all versus one approach was provided by
Crammer-Singer in [15],
min
wj ,ξ
1
2
J∑
j=1
wTj wj + C
N∑
n=1
ξn
subject to:
wTyn(xn)− wTt (xn) ≥ 1− ξn, t ∈ {1, ..., J} \ yn,
ξn ≥ 0, (10)
where, {wj}j=1,...,J , are the weight vectors that compute a score for each class,
j ∈ {1, ..., J}, given the nth data sample xn, yn ∈ {1, ..., J} is the corresponding
true label for xn, ξ is the vector of slack variables, and N is the total number
of data samples available for training. Equation 10, focuses on classification
without the bias terms, {bj}j=1,...,J . A bias term can be easily modeled by
appending an additional constant feature to each xn.
6
3. Problem Formulation
As noted earlier, assume throughout a set of targets/objects, O = {o1, o2, ..., oI},
whose detection and/or classification are of interest. Let the kth feature ob-
served by the lth sensor be F lk. Then, a set of mutually exclusive events,
Ωlk = {alkj}j=1,...,Jkl , may be defined for the feature F lk. Here, alkj is the jth
event for F lk and is described as, a
l
kj : F
l
k ∈ [uj , vj), uj ∈ IR+, vj ∈ IR+, and
vj > uj . For example an event may be: The target in view is traveling at
velocity < 5m/h. The probability report for the kth feature from the lth sensor
is then defined as
Dlk = {Ωlk, σB(Ωlk), P lk}. (11)
Where, σB(Ω
l
k) is the Borel sigma algebra of Ω
l
k, and can be thought of as the
set of all possible events that can be described over the feature. P lk is the set of
probabilities over the events in σB(Ω
l
k).
Let the nth observation made by the lth sensor be denoted by xln = {xlnq}q=1,...,Q,
where q corresponds to the signal value at time q. Furthermore, let Clkj(x
l
n) =
wl
T
kjx
l
n be a scoring function that gives a detection score, where, w
l
kj is the
weight vector for a classifier trained to detect the event alkj : F
l
k ∈ [uj , vj). The
bias term for the classifier can be modeled by appending a constant feature
to each xln. Then, the probability of occurrence of the corresponding event is
determined as
P lk(a
l
kj) =
exp(Clkj(x
l
n))∑
m exp(C
l
km(x
l
n))
. (12)
Since, we can only define objects by a set of characteristic features, it follows
that a combination of certain events occurring over different features will be used
working in the product space,
Ω = Ω11 × Ω12 × ...× Ω1K1 × Ω21 × Ω22 × ...× Ω2K2 × ΩL1 × ΩL2 × ...× ΩLKL , (13)
where Kl is the total number of features observed by the l
th sensor, and l =
1, ..., L. Further, an object will be defined as some combination of events in this
product space, oi ∈ σB(Ω). Given the object definitions and the probability
distributions over various features, our goal is to then find the fused probability
report over the objects, Df = {O,Pf}.
4. Proposed Method
The sensor reports form a set {Dlk}l=1,...,Lk=1,...,KL which potentially are differ-
ent sensors providing different features making up events which define targets.
Specifically, the definitions of objects are the result of algebraic operations on
the event space σB(Ω), a Sigma-algebra on the product space , Ω, with associ-
ated probability measures as noted in Section 3. Thus, we must evaluate the
probability distribution on σB(Ω).
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4.1. Determining object Probabilities
Consider the events, γlk ∈ σB(Ωlk), and the corresponding product space,
Ω. Then, for any combination, Comb(γlk) ∈ σB(Ω), the object probability may
be determined as, Pf (o) = g(Comb(γ
l
k)), where g is a function that uses rules
of probability to determine the fused object probability. Considering a 2-D
setting, an object may be defined as a combination of events γ1 ∈ σB(Ω1), and
γ2 ∈ σB(Ω2). The combination defined in the product space, Ω = Ω1×Ω2, may
be of the form o : {γ1∧γ2} or o : {γ1∨γ2}. Given the joint probability PΩ, rules
of probability can be used to determine the fused object probability as follows:
• o : {γ1 ∧ γ2} : Pf (o) = PΩ(γ1, γ2)
• o : {γ1 ∨ γ2} : Pf (o) = P1(γ1) + P2(γ2)− PΩ(γ1, γ2)
Where, P1(γ1) and P2(γ2) are the marginal probabilities for detection of the
events γ1 and γ2 as seen by sensors 1 and 2.
This can be easily extended to any number of features and combinations of
more than two events.
4.2. Determining the Joint Probability
When determining the joint probability in the product space, Ω, it is impor-
tant to account for the extent of dependence between the features: Completely
independent features yield minimal mutual information, and the joint distribu-
tion with the minimum mutual information should be selected; a high depen-
dence between features, on the other hand, yields maximal mutual information,
and the joint distribution with maximal mutual information should be selected.
These are clearly the extreme cases of dependence, and do not address the partial
dependence case. To account for partially dependent features, a good approxi-
mation to the joint probability would be a convex combination of the joint proba-
bilities maximizing and minimizing the mutual information. For ease of writing,
we use γ11 , ...γ
l
k, ..., γ
L
KL
to represent γ11 , γ
1
2 ..., γ
1
K1
, γ21 , γ
2
2 ..., γ
2
K2
, ..., γL1 , γ
L
2 ..., γ
L
KL
.
The joint probability of events γlk ∈ σB(Ωlk), can then be determined as,
PΩ(γ
1
1 , ..., γ
l
k, ..., γ
L
KL) = ρ.PΩMAXMI(γ
1
1 , ..., γ
l
k, ..., γ
L
KL)+
(1− ρ).PΩMINMI(γ11 , ..., γlk, ..., γLKL),
(14)
where, ρ ∈ [0, 1] is a pseudo-measure of extent of correlation between the fea-
tures. ρ ≈ 1 when features are highly correlated, and ρ = 0 when features
are independent of each other. ρ can be estimated from the training data by
either computing the correlation between the features by using a measure like
Pearson’s correlation/distance correlation or by optimizing ρ over the training
data.
It can be readily seen from Equation 6 that mutual information between
two random variables is minimized when the joint probability distribution is
selected as the product of the marginals, to yield,
PΩMINMI(γ
1
1 , ..., γ
l
k, ..., γ
L
KL) =
∏
k,l
P lk(γ
l
k). (15)
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Figure 3: Block diagram of the Event Driven Approach for fusion
Maximizing mutual information on the other hand, when given the marginal
probabilities requires additional work. Given some random variables X and Y,
and conditioning on the marginal probability distributions of X and Y yields
constant H(X) and H(Y ). As may be seen from Equation 7, the maximization
of Mutual Information between two random variables then becomes equivalent
to minimizing their Joint Entropy, which is known to be a concave function.
PΩMAXMI = min
PΩ
∑
b11∈Ω11,
...,blk∈Ωlk,...,bLKL∈Ω
L
KL
−PΩ(b11, ..., blk, ..., bLKL) logPΩ(b11, ..., blk, ..., bLKL)
subject to: ∀l ∈ {1, ..., L}, ∀k ∈ {1, ...,Kl},∑
{b11,...,blk,...,bLKL}\b
l
k
PΩ(b
1
1, ..., b
l
k, ..., b
L
KL) = P
l
k(b
l
k),
PΩ(b
1
1, ..., b
l
k, ..., b
L
KL) ≥ 0 (16)
A greedy approach for minimizing joint entropy given the marginal probabili-
ties can be constructed [16] and is exploited to find the joint distribution with
maximal mutual information. The main idea here is to keep large probability
masses intact and not break them down into smaller chunks. The contribution
of a probability mass toward the joint entropy only increases if it is divided
into smaller chunks. That is, for p = a + b, −p.log(p) ≤ −a.log(a) − b.log(b),
when 0 < p < 1 and a, b > 0. So, keeping the large probability masses from
given marginal probabilities intact ensures that their contribution towards the
joint entropy is minimized. As empirically demonstrated in [16], the minimal
joint entropies are obtained to within 1 bit of the optimal values. Figure 3
summarizes the steps of the proposed fusion approach in a block diagram.
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4.3. Robustness: Addressing damaged sensors
In practice, sensor measurements may often be noisy, missing, or unusable in
unconstrained surveillance settings, or just of limited capacity. In this scenario,
it is common to ignore such sensors, with a potentially negative impact on op-
timal performance (i.e. all sensors are available and functional). We consider
exploiting prior knowledge about the relationship between the various modal-
ities, so that our system can safeguard a high detection accuracy. This prior
knowledge resides in the training data, which is assumed to be available for
all the modalities. Such a problem has previously been studied in [17], where
Conditional Generative Adversarial Networks (CGAN) were used to replicate
features of damaged sensors. This requires that the features for optimal classifi-
cation be known before hand, so that the CGAN network can learn to replicate
them, whereas, in our case we are searching a hidden space that is shared be-
tween sensor modalities, even with the absence of the optimal features. To that
end, we propose to find linear operators that transform each sensor modality
into a common hidden space1, so that it represents the shared information be-
tween the sensors. It is also important that we formulate the cost functional
so that the determined hidden space is discriminative with respect to detection
of event occurrences. The first approach finds a global hidden space represent-
ing all features ({F lk}), while the second approach finds an independent hidden
space for each feature.
4.3.1. Global Hidden Space
We assume here the existence of a global space that can characterize all
the features of interest, i.e. the same hidden space may be used to detect all
feature events, as shown in Figure 4. We seek to find the linear operators,
Z1, Z2, ..., ZL, such that,
∀l ∈ {1, ..., L}, Zld×dlXldl×N = Hd×N . (17)
Where, Xl = {xln}n=1,...,N , and N is the number of training samples. The
desired dimension of the hidden space is denoted by d, while the dimension of
the observed signal from the lth sensor, by dl (d < dl,∀l).
1In [18], such a space was referred to as an ‘information subspace’
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A key observation to our goal of determining a common subspace for differ-
ent modalities, is that if a set of linear operators commute, they share common
eigenvectors [19, 20]. If these operators are furthermore individually diago-
nalizable, they will share all their eigenvectors, leading to a common eigenba-
sis/subspace.
Definition 1. Linear operators A ∈ IRnxn and B ∈ IRnxn are said to commute
if,
[A,B] = AB −BA = 0. (18)
Theorem 1. If A ∈ IRnxn and B ∈ IRnxn are commuting linear operators, they
share common eigenvectors [20].
Proof. Consider an eigenbasis V = {vi}, of A with λi the eigenvalue associated
to vi. Then for any vi,
ABvi = BAvi = λiBvi, (19)
i.e., if Bvi 6= 0, Bvi is an eigenvector of A, associated to the same eigenvalue
as vi, λi.
Theorem 2. If A ∈ IRnxn and B ∈ IRnxn are commuting operators that are
also individually diagonalizable, they share a common eigenbasis [20].
Proof. If A and B are individually diagonalizable, they have n-distinct eigen-
values, i.e. A can be diagonalized as, A = PDAP
−1, where, DA is an n × n
diagonal matrix with eigenvalues of A on the diagonal, and P is an n×n matrix
with eigenvectors of A as columns. Since, both A and B share common eigen-
vectors (as seen in Theorem 1), B can also be diagonalized as B = PDBP
−1.
Hence, A and B share a common eigenbasis.
As a result, if the operators Z1, ..., ZL commute and are diagonalizable,
they will share a common eigenbasis. Furthermore, since the transformation
ZlXl lies in the range space of the linear operator Zl, ZlXl lie in a common
subspace, ∀l ∈ {1, ..., L}, due to the shared basis. This hence yields a common
feature representation for the different modalities.
To ensure pairwise commutation between the linear operators, {Zl}l∈{1,...,L},
we must make all the operator matrices square, which can in turn be accom-
plished by using sampled random matrices, {U l}l∈{1,...,L}. Since, U l is a ran-
dom projection which will stay constant during the learning process, the infor-
mation about the transformation, (ZlU l)Xl, still lies in the range of Zl. This
results in Equation 17 re-expressed as,
∀l ∈ {1, ..., L}, Zld×dU ld×dlXldl×N = Hd×N . (20)
To optimize the event detection on the basis of this hidden feature space we
proceed to train a classifier for event detection, and to learn the operators Zl.
Let, W lk = {wlkj}j=1,...,JKl , be the weight matrix for classification of events
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Ωlk = {ωlkj}j=1,...,JKl defined over the kth feature from the lth sensor. We
build on the SVM formulation [15] to uncover the optimal hidden space with
sufficient information to successfully detect all events over all features. To that
end, the operators, Z1, ..., ZL are sought by optimization of an energy cost
functional which includes a penalty term to encourage pairwise commutation of
their application on the various sensor data. The objective then becomes,
min
W lk,ξ
l
k,Z
l
J(W lk, ξ
l
k,Z
l) =
1
2
L∑
l=1
Kl∑
k=1
||W lk||2 + C1
L∑
l=1
N∑
n=1
ξlkn
+
1
2
L∑
l,m=1
l 6=m
(C2||[Zl,Zm]||2 + C3
N∑
n=1
(ZlU lxln −ZmUmxmn )2)
subject to:
∀l ∈ {1, ..., L},∀k ∈ {1, ...,Kl},
wl
T
kyn
(ZlU lxln)− wl
T
kt (Z
lU lxln) ≥ 1− ξlkn , t ∈ {1, ..., JKl} \ {yn},
ξlkn ≥ 0. (21)
The above cost functional does not guarantee the individual diagonalizability
of the operators, Z1, ..., Zl, we, however, empirically observe that resulting
operators on convergence are diagonalizable in most cases. The quadratic error
constraint in Equation 21 encourages corresponding projected samples from
different modalities to be close.
4.3.2. Independent Hidden Spaces
To reduce the computational complexity due to the number of constraints, we
seek to find independent hidden spaces for the features of interest, as illustrated
in Figure 5. We thus seek linear operators Z111 , ..., Z
lr
k , ..., Z
LL
kL
, such that,
∀l, r ∈ {1, ..., L},∀k ∈ {1, ...,Kl},
Zlrkd×drX
r
dr×N = H
l
kd×N ,
(22)
where, Zlrk transforms observed data, X
r, from the rth sensor to the hidden
space, Hlk. This means, we now have a individual hidden space describing each
feature of interest (F lk), making the number of cost functions that are indepen-
dently optimized equivalent to the total number of features of interest
∑
lKl.
Furthermore, as in Section 4.3.1, we again introduce the randomly sampled ma-
trices, {U lrk }l,r∈{1,...,L}k∈{1,...,Kl}, in order to help enforce pairwise commutation between
the transformations,
Zlrkd×dU
lr
kd×dr
Xrdr×N = H
l
kd×N ,
∀l, r ∈ {1, ..., L},∀k ∈ {1, ...,Kl}.
(23)
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Figure 5: Using Independent Hidden Spaces for Event Driven Fusion
The solution in Equation 23, i.e. the hidden space for the kth feature from the
lth sensor Hlk = Z
lr
k U
lr
k X
r, is obtained by minimizing the following objective,
min
W lk,ξ
lr
k ,Z
lr
k
J(W lk, ξ
lr
k ,Z
lr
k ) =
1
2
||W lk||2 + C1
L∑
r=1
N∑
n=1
ξlrkn
+
1
2
L∑
r,s=1
r 6=s
(C2||[Zlrk ,Zlsk ]||2 + C3
N∑
n=1
(Zlrk U
lr
k x
r
n −Zlsk U lsk xsn)2)
subject to:
∀r ∈ {1, ..., L},
wl
T
kyn
(Zlrk U
lr
k x
r
n)− wl
T
kt (Z
lr
k U
lr
k x
r
n) ≥ 1− ξlrkn , t ∈ {1, ..., JKl} \ {yn},
ξlrkn ≥ 0. (24)
The above conditions are satisfied by setting,
ξlrkn = maxt6=yn
{0, 1− wlTkyn (Zlrk U lrk xrn) + wl
T
kt (Z
lr
k U
lr
k x
r
n)}, (25)
whose substitution in Equation 24 leads gradient descent to a solution by the
way of the algorithm, namely the optimal W lk and Z
lr
k ,∀r ∈ {1, ..., L},
∀m ∈ {1, ..., JKl},
wl
{i+1}
km = w
l{i}
km − µ
dJ(W lk,Z
lr
k )
dwlkm
, (26)
Zlr
{i+1}
k = Z
lr{i}
k − µ
dJ(W lk,Z
lr
k )
dZlrk
, (27)
13
1
1H
1
2H
1
1H K
12 12
1 1F U
12 12
2 2F U
1 1
12 12
K KF U

2X
2X
2X
Figure 6: Hidden Space recovery for a two sensor scenario, l ∈ {1, 2}. hidden space for features
defined for damaged sensor, l = 1, are recovered by observations from sensor, l = 2
where, i denotes the iteration number, and µ is the learning rate. See appendix
for the derivations.
If the mth sensor is damaged, the hidden spaces for this sensor are recovered
from the available set of sensors, Γ = {1, ..., L} \m,
∀k ∈ {1, ...,Km},Hmk =
∑
r∈ΓZ
mr
k U
mr
k X
r
|Γ| , (28)
where, |Γ| is the cardinality of Γ. Figure 6 illustrates a scenario with two
sensors, l ∈ {1, 2}, and demonstrates the recovery of independent hidden spaces
for features defined for a damaged sensor (l = 1), using observed data of the
available sensor (l = 2).
Example: To visualize the result of this algorithm at convergence, consider
a toy example with two modalities, X1 ∈ IR4×N and X2 ∈ IR3×N, for binary
classification. The random projections U1 ∈ IR2×4 and U2 ∈ IR2×3 are first
used to project the data onto a 2-dimensional space, as seen in Figure 7-(a).
Following this, we use the proposed approach to find hidden spaces, and project
each modality onto a common hidden space, H2×N ≈ Z12×2U12×4X14×N ≈
Z22×2U
2
2×3X
2
3×N . Figures 7-(b),(c) show the data transformation into the hid-
den space for two cases: 1) When no penalty was enforced for non-commuting
operators (Figure 7-(b)), and 2) When commutation between Z1 and Z2 was
enforced (Figure 7-(c)). As may be seen from the determined hidden space in
both cases, commutation is able to push the determined hidden subspace to be
common for both modalities. Furthermore, it can be seen that the common
classifier (denoted by the red solid line), which is learned jointly with the linear
operators, is a compromise between the optimal classifiers for each modality (i.e.
the SVM classifier is learned for each modality individually in the transformed
space).
5. Experiments and Results
To substantiate the above proposed approach in the various scenarios, we
select two different datasets.
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(a) (b) (c)
Figure 7: (a): Random projection of X1 and X2 into a 2-d space, (b): Transformations
Z1U1X1 and Z2U2X2 as determined without enforcing commutation between Z1 and Z2,
(c): Transformations Z1U1X1 and Z2U2X2 as determined on enforcing commutation be-
tween Z1 and Z2 (best viewed in color)
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Figure 8: Event Driven Fusion for object detection in Dataset 1
5.1. Dataset 1: Radar and Telescopic Imaging Sensors
For the first dataset, we select two sensors, namely a Radar sensor and a tele-
scopic optical sensor, the latter having been measured and collected by Jen-Hung
Wang and the TAOS team. Due to technical difficulty in the field experiment,
radar measurements were simulated according to the physical data of the space
debris and matched with the optical data. Both sensors are ideally synchro-
nized when observing a given target, which in our case, is a space object as just
noted. The radar simulations (obtained through MATLAB Simulink), together
with telescopic image data are used in our first experiment. Each generated
radar signal over one second is correlated with two telescopic images. Samples
of objects with different velocities, cross-sections, ranges, and aspect-ratios are
generated. The radar signals are used to make decisions over velocity, range,
and the cross-section, while the telescopic images are used to make decisions
over the aspect-ratio, and displacement over time of an object in view.
5.1.1. Experiment Design
To proceed with the algorithmic evaluation, we must first generate distri-
butions of features needed for target specification. Figure 8 shows a high level
block diagram for implementing an Event Driven Fusion for dataset 1. Let
15
the received radar signal be, x(n), and its corresponding Fourier transform,
X(k) =
∑N−1
n=0 x(n)e
(−i2pikn/N) for each object, with associated labels distin-
guished by the object velocity, range, and cross-section values of that object,
[v, r, cs]. Using the training data, and the corresponding labels, SVM classi-
fiers are trained over the events of interest defined over [v, r, cs], and used to
determine the classification probabilities for the event of interest, P lk(a
l
kj), as
described in Equation 12. For the kth feature from lth sensor we train the SVM
classifier using the Crammer-Singer formulation for multi-class SVM [15],
min
W lk,ξ
l
k
1
2
||W lk||2 + C
N∑
n=1
ξlkn ,
subject to:
wl
T
kyn
(xln)− wl
T
kt (x
l
n) ≥ 1− ξlkn , t ∈ {1, ..., JKl},
ξlkn ≥ 0, (29)
where yn ∈ {1, ..., JKl} is the true label of the nth data sample, and N is the
total number of data samples available for training.
We have two telescopic images associated with 1-sec of radar return for
the same object. The object of interest is first detected using target detection
as discussed in [21]. Upon its detection, the probability distribution over the
object’s aspect-ratio, and its displacement in the second image relative to its
location in the first image is determined using the image flow technique discussed
in [22].
Object Detection: . The object of interest in the telescopic imagery is initially
detected by using target detection as discussed in [21]. Any pixel in the tele-
scopic image domain is said to follow the probabilistic model, I(o) = io+n, n ∼
G(µn, σ
2
n), where o is the object that the pixel belongs to. Points in the image
domain are said to belong to one of three sets in regards to the statistics of their
neighborhoods[21]:
• Background Set: For points in the image domain, the set of all back-
ground points is given as,
W = {p ∈W |∀q ∈ N(p), f(p) = f(q) = G(µn, σ2n)}, (30)
where, f is the probability density function, and N (p) is the neighborhood
of point p.
• Interior Set: The set of all interior points (in regards to objects) is
defined as,
S = {p ∈ S|∀q ∈ N(p), f(p) = f(q) 6= G(µn, σ2n)}, (31)
where, f is the probability density function, and N (p) is the neighborhood
of point p.
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• Boundary Set: The set of all boundary points is defined as,
B = {p ∈ B|∃q ∈ N(p), f(p) 6= f(q), f(p) 6= G(µn, σ2n)}, (32)
where, f is the probability density function, and N (p) is the neighborhood
of point p.
Based on the above definitions, a hypothesis test is performed in order to find
the interior set of a given image. Let, fn = G(µn, σ
2
n) be the background
distribution, and fp = G(µp, σ
2
p) be the distribution of object pixels, then,
H0 : p ∼ fp, q ∼ fp,∀q ∈ N(p),
H1 : p ∼ fn or q ∼ fq 6= fp,∀q ∈ N(p). (33)
After recognizing the interior points, the next crucial step is to cluster the
interior points with respect to objects, for which a proper distance measure is
important. The following metric, which reflects both the physical properties,
such as, the apparent magnitude and spatial relations is defined in [21],
∀pa, pb ∈ S,
d(pa, pb) = dEuclidean(pa, pb) + dIntensity(pa, pb)
=
√
(pxa − pxb )2 + (pya − pyb )2 + β|I(pa)− I(pb)|, (34)
where, β balances the contribution of intensity distance and euclidean distance.
The corresponding distance matrix is then used as an input to a clustering
algorithm. Using single linkage clustering, two sets of pixels, A and B are said
to belong to the same cluster if,
min{d(pa, pb) : pa ∈ A, pb ∈ B} < γ (35)
The cut-off distance γ can be estimated from the training data, and depends on
the expected size of objects. Such a clustering algorithm also identifies night sky
stars as objects, which may not necessarily be of interest. In order to identify
objects of interest, the ratio of width and height of an object in the image
domain is used as a criterion. The spread of pixels representing an object (or
the aspect-ratio of the object) is defined as R(o) = W (o)/H(o), then, o is an
object of interest if,
|R(o)− c| > median{R}, (36)
where, c is the parameter measuring the distance between an object of interest
and stars, and median{R} is the median of width-height ration for all objects.
Figure 9 shows the clustering results, with a subsequent detection of object of
interest for a sample telescopic image. Although not visible to the naked eye in
Figure 9-(a),(b), there are stars in the background, which are detected by the
clustering algorithm, and can be seen in Figure 9-(c),(d),(e).
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(a) (b) (c)
(d) (e)
Figure 9: (a): Original Telescopic Image, (b): Detected Interior Points, (c): Clustered objects,
(d): Detected Object of interest is marked by a red outline, (e): Detected Object of interest
is marked by a red outline(zoomed in) (best viewed in color)
Displacement Estimation. For two successive images, I1 and I2, captured by
the telescopic sensor, a point P (x, y) in I1 moves to P (x + u, y + v) in I2, for
which the displacement vector, (u, v) is of interest. A correlation window of
size, {max[W (o), H(o)]×max[W (o), H(o)]} is defined about the centroid of the
target of interest in I1. An error distribution is subsequently computed over a
search window (I2) by using sum of squared distances,
E(K,L) =
N∑
i,j=−N
[I1(x+ i, y + j)− I2(K + i,L+ j)]2, (37)
where, N = max[W (o),H(o)]2 , 0 < K < W (I2), and 0 < L < H(I2). This error
distribution can then be converted into a probability distribution as,
Pd(K,L) = e(−E(K,L)/z), (38)
where, z is a scaling factor. Furthermore, given a position (x, y) of the ob-
ject in image I1, we get the probability distribution over (u, v), Pd(u, v) =
e(−E(x+u,y+v)/z). The probability of an event over displacement of the object
can then be determined as,
p(a < d < b) =
∑
u,v
I(a < d < b).Pd(u, v), (39)
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where, d =
√
u2 + v2, and I is the indicator function. Figure 10 shows the
estimation of this probability distribution for a sequence of two images.
(a) Image 1 Location of object of interest:
(x, y) = (429, 932), Image 2 Location of ob-
ject of interest: (x + u, y + v) = (503, 932)
x u
y v
0.7
0.6
0.5
0.4
0.3
0.2
0.1
(b) max probability located at: (x + u, y +
v) = (502, 932)
Figure 10: (a): Sequence of two consecutive images from telescopic sensor, (b): Probability
distribution over location of object of interest in I2 (best viewed in color)
5.1.2. Object and Event Definitions
For training and testing purposes, we define various events over the feature-
sets from both sensors. For the radar, as noted before, we use [v, r, cs] and the
events are defined as,
av1 : 0 ≤ v ≤ 10 m/s, av2 : 15 m/s ≤ v ≤ 35 m/s,
ar1 : 0 < r ≤ 300 m, ar2 : 300 m < r,
acs1 : 0 < cs ≤ 20 m2, acs2 : 15 m2 ≤ cs ≤ 50 m2. (40)
From the telescopic imaging sensor, the features, displacement and aspect ratio,
[d,AR] define the following events,
ad1 : 0 ≤ d ≤ 60 pixels, ad2 : 90 pixels ≤ d ≤ 210 pixels,
aar1 : 0 < AR ≤ 1.5, aar2 : 1.5 < AR. (41)
Furthermore, the objects for classification are defined in terms of these events
as,
o1 : {ar1 ∧ [(av2 ∧ ad2) ∨ (acs2 ∨ aar2 )]}, (42)
o2 : {av1 ∧ ad1 ∧ ar2 ∧ acs1 ∧ aar1 }. (43)
Given these events and object definitions, we determine the fused report, Df =
{Pf (o1), Pf (o2), Pf (o1 ∨ o2)} using our proposed approach. This can be consid-
ered a classification problem with 3 classes, Class 1:Object 1, Class 2:Object 2,
and Class 3:Neither Object 1 nor Object 2.
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5.2. Dataset 2: Acoustic and Seismic Sensors
A second dataset we use in our experimental validation; is pre-collected data
from a network of seismic sensors, and acoustic sensors deployed in a field, where
people/vehicles were walking/driven around in specified patterns. Details about
this sensor setup and experiments can be found in [23]. This dataset has been
previously used for target detection in [24, 17], where, the authors focused on
detection of human targets. Here, we use this dataset to classify between human
targets, vehicular targets, and no targets. Some data samples from the sensors
are shown in Figure 11.
(a) (b)
Figure 11: Sample (a): seismic sensor observations and (b): acoustic sensor observations for
human, vehicular, and no target cases (best viewed in color)
5.2.1. Experiment Design
Figure 12 shows a high level block diagram for the implementation of Event
Driven Fusion for the second dataset. Using the training data, SVM classifiers
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Figure 12: Event Driven Fusion for object detection - Dataset 2
are trained over the corresponding events of interest, as discussed before for the
first dataset in Section 5.1.1. The seismic sensor provides decisions over the
features, target weight and target speed, [w, s]. True labels for target weights
are provided in the dataset, while those for target speeds are obtained from the
GPS data of the target. Similarly, the acoustic sensor provides decisions on the
noise-level of the target, and the target speed, [n, s]. The two decisions over
the target speed are combined into a single report by performing a weighted
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averaging of the decisions of the two sensors. Here, the weights are selected on
the basis of the individual accuracies of the SVMs trained to detect events on
target speed.
5.2.2. Object and Event Definitions
For training and testing purposes, we define various events over the feature-
sets from both the sensors. For the seismic sensor, we use [w, s], while for the
acoustic sensor we use [n, s].
aw1 : 96.08 pounds ≤ w ≤ 230.61 pounds,
aw2 : 1311.61 pounds ≤ w,
as1 : 0.37 m/s < s ≤ 2.12 m/s, as2 : 1.7 m/s ≤ s,
an1 : n ≤ −30 db, an2 : −10.6658db ≤ n ≤ 7.84db. (44)
The range of an event can be determined from the training data. The mean
of the feature in question over the samples of the same class is computed, and
a range of twice the standard deviation is taken on either side of the mean.
Furthermore, the targets are defined as,
o1 (human target) : {as1 ∧ (aw1 ∨ an1 )}, (45)
o2 (vehicular target) : {as2 ∧ aw2 ∧ an2}. (46)
Given these events and object definitions, we wish to determine the fused report,
Df = {Pf (o1), Pf (o2), Pf (o1 ∨ o2)}, where, {o1 ∨ o2} represents the no target
case.
5.3. Performance Analysis
Table 1, and 2 show the classification performance of different techniques
(averaged over 10 runs of the technique) when implemented on dataset 1 and 2
respectively. 4
Table 1: Performance Comparison for the First Dataset
Method Average Accuracy
Radar 86.47%
Telescopic Imaging 81.31%
Feature Concatenation 85.93%
Similar Sensor Fusion 86.07%
Dissimilar Sensor Fusion 88.61%
Dempster-Shafer Fusion 87.18%
Event Driven Fusion 90.36%
Classification accuracy is often not the best measure to quantify perfor-
mance, particularly in cases where different classes have different numbers of
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(a) (b) (c)
Figure 13: ROC Curves for detection (Dataset 1) of (a): Class 1:Object 1, (b): Class
2:Object 2, (c): Class 3:Neither Object 1 nor Object 2 (best viewed in color)
(a) (b) (c)
Figure 14: ROC Curves for detection (second dataset) of (a): Class 1: Human Target,
(b): Class 2: Vehicular Target, (c): Class 3: No Target (best viewed in color)
Table 2: Performance Comparison for the Second Dataset
Method Average Accuracy
Seismic Sensor 85.41%
Acoustic Sensor 67.62%
Feature Concatenation 81.63%
Similar Sensor Fusion 86.69%
Dissimilar Sensor Fusion 89.96%
Dempster-Shafer Fusion 87.93%
Event Driven Fusion 92.04%
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Figure 15: (a): Using Independent Hidden Spaces to deal with a damaged radar sensor, (b):
Comparison of proposed approach with existing techniques, when sensors get damaged (best
viewed in color)
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Figure 16: Using Independent Hidden Spaces to deal with damaged Seismic/Acoustic sensors
samples, which is the case here. A better way to compare performance is to
look at the Receiver Operating Characteristic (ROC) curves. Fig. 13 and 14
show the ROC curves for classification for each of datasets 1 and 2 respectively.
It can be seen from the ROC curves (for dataset 1) in Fig. 13, that other tech-
niques show limited performance in correct classification of objects from class 2
due to the low number of samples for class 2 in comparison to those in class 1
and class 3. This causes the classifier to bias toward selecting class 1 or class 3
in order to achieve high classification accuracy (even when the sample is from
class 2). But, our technique trains over occurrence of events rather than the
object itself, hence does not face this issue. Improvement in performance is also
seen for Dataset 2 (Fig. 14). In particular, detection of human targets is sig-
nificantly improved, by taking ’or’ between noise level event and weight event,
which reduces misclassification due to noise due to winds.
5.4. Robustness Evaluation
In order to evaluate the robustness of the proposed algorithm, we consider a
damaged sensor scenario that was discussed in Section 4.3. For the first dataset,
we consider the situation where 3 radar sensors (simulated with different Signal
to Noise Ratios) are used along with a telescopic sensor, and a subset of the
radar sensors are damaged at a given time (Figure 15-(a)). The Global Hidden
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Space, and Independent Hidden Spaces approaches are evaluated and compared
with the common approach of ignoring the damaged sensors in Figure 15-(b).
The ‘Similar Sensor Fusion + Dissimilar Sensor Fusion’ case in Figure 15-(b)
refers to the fusion of the radar sensors using Similar Sensor Fusion, followed
by fusion with telescopic sensor using Dissimilar Sensor Fusion. As the number
of working sensors is reduced, the target detection performance is impacted.
We note that the exploitation of Independent Hidden Spaces along with Event
Driven Fusion allows for a more graceful degradation. In the second dataset
case, we consider the following scenarios, 1) Seismic Sensor is damaged (Figure
16-(a)) 2) Acoustic Sensor is damaged (Figure 16-(b)). The results for these two
cases are shown in Table 3. A similar observation can be made here as in spite
of one of the damaged sensors during testing, the prior information from the
training phase allows us to learn a transform that helps boost the performance
of the working sensor, hence gracefully mitigating the impact.
Table 3: Robustness Analysis for the second dataset
Method
Average
Accuracy
Seismic Sensor 85.41%
Acoustic Sensor 67.62%
Feature Concatenation 81.63%
Similar Sensor Fusion 86.69%
Dissimilar Sensor Fusion 89.96%
Dempster-Shafer Fusion 87.93%
Event Driven Fusion 92.04%
Event Driven Fusion with Global Hidden Space (Damaged
Seismic Sensor)
68.33%
Event Driven Fusion with Global Hidden Space (Damaged
Acoustic Sensor)
86.13%
Event Driven Fusion with Independent Hidden
Spaces (Damaged Seismic Sensor)
71.66%
Event Driven Fusion with Independent Hidden
Spaces (Damaged Acoustic Sensor)
87.36%
6. Conclusion
We proposed a novel sensor fusion technique that looks at targets as combi-
nations of probabilistic events defined over the feature set used to construct a
sigma-field all the while considering the extent of dependence between different
features. Experiments on various datasets showed that the proposed technique
can outperform existing fusion techniques on the decision level. We also propose
a technique to safeguard detection performance of the model when sensors are
24
damaged during the implementation phase by leveraging the prior information
available during training.
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Appendix: Derivatives for Independent Hidden Spaces
Using ξlrkn from Equation 25 into Equation 24 we get,
min
W l
k
,Zlr
k
J(W lk,Z
lr
k ) =
1
2
||W lk||2
+ C1
∑
r,n
max
t6=yn
{0, 1− wlTkyn (Z
lr
k U
lr
k x
r
n) + w
lT
kt
(Zlrk U
lr
k x
r
n)}
+
1
2
L∑
r,s=1
r 6=s
(C2||[Zlrk ,Zlsk ]||2 + C3
N∑
n=1
(Zlrk U
lr
k x
r
n −Zlsk U lsk xsn)2) (47)
In order to update the variables, W lk and Z
lr
k , a derivative of J(W
l
k,Z
lr
k ) must
be computed with respect to each variable. Let Vtn = 1 − wl
T
kyn
(Zlrk U
lr
k x
r
n) +
wl
T
kt
(Zlrk U
lr
k x
r
n), ∀t ∈ {1, ..., JKl} \ yn and t′n = argmaxt 6=ynVtn . Then we have,∀m ∈ {1, ..., JKl},
dJ(W lk,Z
lr
k )
dwlkm
= wlkm + I(Vt′n > 0).C1
∑
r,n
[I(m = t)Zlrk U lrk xrn
−I(m = yn)Zlrk U lrk xrn]
(48)
∀r ∈ {1, ..., L},
dJ(W lk,Z
lr
k )
dZlrk
= I(Vt′ > 0).C1
∑
n
(−wlTkyn (U
lr
k x
r
n) + w
lT
kt′
(U lrk x
r
n))
+
∑
s
[C2([Z
lr
k , Z
ls
k ]Z
lsT
k −Zlsk [Zlrk , Zlsk ])
+C3(
∑
n
U lrk x
r
n(Z
lr
k U
lr
k x
r
n −Zlsk U lsk xsn))]
(49)
where, I is the indicator function,
I(a) =
{
1, if a is true
0, otherwise.
(50)
These derivatives are then used to update the variables at each iteration,
∀r ∈ {1, ..., L},
wl
{i+1}
km = w
l{i}
km − µ
dJ(W lk,Z
lr
k )
dwlkm
, (51)
Zlr
{i+1}
k = Z
lr{i}
k − µ
dJ(W lk,Z
lr
k )
dZlrk
. (52)
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