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FOCUSING SINGULARITY IN A DERIVATIVE
NONLINEAR SCHRO¨DINGER EQUATION
XIAO LIU, GIDEON SIMPSON, AND CATHERINE SULEM
Abstract. We present a numerical study of a derivative nonlinear
Schro¨dinger equation with a general power nonlinearity, |ψ|2σ ψx.
In the L2-supercritical regime, σ > 1, our simulations indicate
that there is a finite time singularity. We obtain a precise descrip-
tion of the local structure of the solution in terms of blowup rate
and asymptotic profile, in a form similar to that of the nonlinear
Schro¨dinger equation with supercritical power law nonlinearity.
1. Introduction
We consider the derivative nonlinear Schro¨dinger (DNLS) equation
(1.1) i∂tΨ + Ψxx + i(|Ψ|2Ψ)x = 0, x ∈ R, t ∈ R
with initial condition Ψ(x, 0) = Ψ0(x). Under a long wavelength ap-
proximation, this nonlinear dispersive wave equation is a model for
Alfve´n waves in plasma physics, [17, 19, 21]. Using a Gauge transfor-
mation,
(1.2) ψ = Ψ(x) exp
{
1
2
∫ x
−∞
|Ψ(η)|2dη
}
,
(1.1) takes the form
(1.3) i∂tψ + ψxx + i|ψ|2ψx = 0, x ∈ R, t ∈ R.
This equation appeared in studies of ultrashort optical pulses, [1, 18].
The latter equation admits a Hamiltonian form
(1.4) ∂tψ = −iδE
δψ¯
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with the Hamiltonian
(1.5) E =
1
2
∫ ∞
−∞
|ψx|2dx+ 1
4
=
∫ ∞
−∞
|ψ|2ψ¯ψxdx.
The well-posedness of (1.1) has been studied by many authors. One
of the earliest results is due to Tsutsumi and Fukuda, who proved local
well-posedness on both R and T in the Sobolev space Hs, provided
s > 3/2 and the data is sufficiently small, [22]. This was subsequently
refined by Hayashi and Ozawa, who found that for initial conditions
satisfying
(1.6) ‖u0‖L2 <
√
2pi,
the solution was global in Hs for s ∈ N, [6]. More recently, the global
in time result for data satisfying (1.6) was extended to all Hs spaces
with s > 1/2, [2].
Local well posedness has also been studied with additive terms, [3],
and with more general nonlinearities, [10,14]. However, an outstanding
problem for DNLS is to determine the fate of large data, violating (1.6).
At present, there is neither a result on global well posedness, nor is
there a known finite time singularity.
In this paper, we consider a generalized derivative nonlinear Schro¨dinger
(gDNLS) equation of the form (σ ≥ 1)
(1.7) i∂tψ + ψxx + i|ψ|2σψx = 0, x ∈ R, t ∈ R.
It also has a Hamiltonian structure with generalized energy:
(1.8) E =
1
2
∫ ∞
−∞
|ψx|2dx+ 1
2(σ + 1)
=
∫ ∞
−∞
|ψ|2σψ¯ψxdx,
along with the mass and momentum invariants:
M =
1
2
∫ ∞
−∞
|ψ|2dx,(1.9)
P = −1
2
=
∫ ∞
−∞
ψ¯ψxdx.(1.10)
For σ > 5/2, the local well-posedness for (1.7) is proved for initial data
in H1/2 intersected with an appropriate Strichartz space, [5].
For all values of σ, we have the scaling property that if ψ(x, t) is a
solution of (1.7), then so is
(1.11) ψλ(x, t) = λ
− 1
2σψ
(
λ−1x, λ−2t
)
.
Hence, (1.7) is L2-critical for σ = 1 and L2-supercritical for σ > 1. It
is well known that the L2-supercritical NLS equation with power law
nonlinearity has finite time singularities for sufficiently large data. The
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goal of this work is to explore the potential for collapse in (1.7) when
σ > 1.
Our simulations and asymptotics indicate that there is collapse, and
we give an accurate description of the nature of the focusing singular-
ity with generic “large” data. This is done using the dynamic rescaling
method, which was introduced to study the local structure of NLS
singularities, [16, 21]. The idea behind dynamic rescaling is to intro-
duce an adaptive grid through a nonlinear change of variables based on
the scaling invariance of the equation. Up to a rescaling, we observe
numerically for σ > 1, the solution blows up locally like
(1.12) ψ(x, t) ∼
(
1
2α(t∗ − t)
) 1
4σ
Q
(
x− x∗√
2α(t∗ − t) +
β
α
)
ei(θ+
1
2α
ln t
∗
t∗−t ),
where t∗ is the singularity time and x∗ is the position of maxx |ψ(x, t∗)|.
The function Q(ξ) is a complex-valued solution of the equation
(1.13) Qξξ −Q+ iα( 12σQ+ ξQξ)− iβQξ + i|Q|2σQξ = 0,
with amplitude that decays monotonically as ξ → ±∞. The coeffi-
cients α and β are real numbers, and our simulations show that they
depend on σ but not on the initial condition. We also observe that
α decreases monotonically as σ → 1, while β first decreases then in-
creases (Figure 15). This observed blowup is analogous to that of NLS
with supercritical power nonlinearity in terms of the blowup speed and
asymptotic profile, [16].
Our paper is organized as follows. In section 2, we consider gDNLS
with quintic nonlinearity (σ = 2). We first present a direct numerical
simulation that suggests there is, indeed, a finite time singularity. We
then refine our study by introducing the dynamic rescaling method.
Section 3 shows our results for σ ∈ (1, 2). In the Section 4, we discuss
the asymptotic profile of gDNLS. We discuss our results in Section 5,
and their implications for blowup in DNLS. Details of our numerical
methods are described in the Appendix.
2. gDNLS with Quintic Nonlinearity
We first performed a direct numerical integration of the the gDNLS
equation with quintic nonlinearity (σ = 2) and initial condition ψ0 =
3e−2x
2
. We integrated the equation using a pseudo-spectral method
with an exponential time-differencing fourth-order Runge-Kutta al-
gorithm (ETDRK4), augmenting it with the numerical stabilization
scheme presented in [8] to better resolve small wave numbers. The
computation was performed on the interval [−8, 8), with 212 grid points
and a time step on the order of 10−6. Figure 1 shows that the wave first
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Figure 1. |ψ(x, t)| versus x and t.
moves rightward and then begins to separate. Gradually, the leading
edge of one wave sharpens and grows in time. The norms ‖ψx(·, t)‖L2
and ‖ψxx(·, t)‖L2 grow substantially during the lifetime of the sim-
ulation. The norm ‖ψx(·, t)‖L2 increases from 4 to about 18 while
‖ψxx(·, t)‖L2 increases from about 10 to 1720. This growth in norms
is a first indication of collapse. In contrast, the L∞ norm has only in-
creased from 3 to 4.07. As a measure of the precision of the simulation,
the energy remains equal to 7.976, with three digits of precision, up to
time t = 0.009.
2.1. Dynamical Rescaling Formulation. To gain additional detail
of the blowup, we employ the dynamic rescaling method. Based on the
scaling invariance of the equation (1.11), we define the new variables:
(2.1)
ψ(x, t) = L−
1
2σ (t)u(ξ, τ), ξ =
x− x0(t)
L(t)
and τ =
∫ t
0
ds
L2(s)
,
where L(t) is a length scale parameter chosen such that a certain norm
of the solution remains bounded for all τ . The parameter x0 will be
chosen to follow the transport of the solution. Substituting the change
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of variables into (1.7) gives
iuτ + uξξ + ia(τ)(
1
2σ
u+ ξuξ)− ib(τ)uξ + i|u|2σuξ = 0,
u(ξ, 0) = ψ(x, 0),
(2.2)
where
(2.3a) a(τ) = −L(t)L˙(t) = −d lnL
dτ
,
(2.3b) b(τ) = L(t)
dx0
dt
.
There are several possibilities for the choice of L(t). We define L(t)
such that ‖uξ(·, τ)‖L2 remains constant. From (2.1),
‖ψx‖L2p = L−
1
q ‖uξ‖L2p , q =
(
1 +
1
2
(
1
σ
− 1
p
))−1
,
and
L(t) = ‖uξ(·, 0)‖qL2p‖ψx(·, t)‖−qL2p ,
leading to an integral expression for the function a(τ) defined in (2.3a):
(2.4) a(τ) = −q‖uξ(·, 0)‖−2pL2p
∫
<{(u¯pξup−1ξ )ξ(iuξξ − |u|2σuξ)} dξ,
Ideally, we would like to choose x0(t) to follow the highest maximum
of the amplitude of the solution. After several attempts, we found that
choosing
(2.5) x0 =
∫
x|ψx|2pdx∫ |ψx|2pdx
follows the maximum of the amplitude in a satisfactory way. The
coefficient b takes the form
(2.6) b(τ) = 2p
∫ <{(ξ|uξξ|2p−2u¯ξξ)ξξ(iuξξ − |u|2σuξ)}dξ∫ |uξξ|2pdξ .
In summary, we now have a system of evolution equations for the
rescaled solution u:
uτ = iuξξ − a(τ)( 12σu+ ξuξ) + b(τ)uξ − |u|2σuξ(2.7a)
a(τ) = −q‖uξ(0)‖−2pL2p
∫
<{(u¯pξup−1ξ )ξ(iuξξ − |u|2σuξ)} dξ,(2.7b)
b(τ) = 2p
∫ <{(ξ|uξξ|2p−2u¯ξξ)ξξ(iuξξ − |u|2σuξ)}dξ∫ |uξξ|2pdξ .(2.7c)
where p ∈ N and q = (1 + 1
2
( 1
σ
− 1
p
))−1. The scaling factor L(τ) is
computed by integration of (2.3a).
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We expect u(ξ, τ) to be defined for all τ and that L(τ) → 0 fast
enough so that τ → ∞ as t → t∗. The behavior of a(τ) and u(ξ, τ)
for large τ will give us information on the scaling factor L(τ) and the
limiting profile. Under this rescaling, the invariants (1.8), (1.9) and
(1.10) become
E(ψ(t)) = E(ψ(0)) = L(t)−
1
σ
−1E(u(τ)),(2.8a)
M(ψ(t)) = M(ψ(0)) = L(t)−
1
σ
+1M(u(τ)),(2.8b)
P (ψ(t)) = P (ψ(0)) = L(t)−
1
σP (u(τ)).(2.8c)
These relations allow us to compute L(t) in different ways and check
the consistency of our calculations.
2.2. Singularity Formation. Integrating (2.2) using the ETDRK4
algorithm, we present our results for two families of initial conditions:
ψ0(x) = A0e
−2x2 (Gaussian)(2.9)
and
(2.10) ψ0(x) =
A0
1 + 9x2
(Lorentzian).
with various values of the amplitude coefficient A0. We observed that
for both families, the corresponding solutions present similar local
structure near the blowup time.
In these simulations, there are typically 218 points in the domain
[−l, l) with l = 1024. While the exponential time differencing removes
the stiffness associated with the second derivative term, the advective
coefficient,
(aξ − b+ |u|2σ)uξ,
constrains our time step through a CFL condition. Near the origin,
where u, initially, can have an amplitude as large as A0 = 4, we have
a coefficient for the quintic case that can be ∼ 100. Far from the
origin, aξ is the dominant term, and this coefficient can be ∼ 1000.
Consequently, the time step must be at least two to three orders of
magnitude smaller than the grid spacing. For the indicated spatial
resolution, ∆ξ ∼ 10−2, we found it was necessary to take ∆τ ∼ 10−7
to ensure numerical stability.
Figure 2 shows the evolution of |u(ξ, τ)| with the Gaussian initial
condition, A0 = 3 and L(0) = 0.2. The rescaled wave u(ξ, τ) separates
into three pieces. The middle one stays in the center of the domain
while the other two waves move away from the origin on each side.
Figure 3 shows that maxξ |u(ξ, τ)| slightly decreases with τ . Due to
our choice of the rescaling factor, ‖uξ(·, τ)‖L2 is constant. We also
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observe that ‖uξξ(·, τ)‖L2 remains bounded. Returning to the primitive
variables, the maximum integration time τ = 6 corresponds to t =
0.0098, ‖ψx‖L2 = 334.58 and ‖ψxx‖L2 = 1.56× 106. For the Lorentzian
initial condition (2.10) with A0 = 3 and L(0) = 1, the maximum
integration time τ = 0.16 corresponds to t = 0.008, ‖ψx‖L2 = 109.8
and ‖ψxx‖L2 = 1.17× 105.
−100
0
100 0
2
4
6
0
1
2
τ
ξ
|u|
Figure 2. |u| versus ξ and τ , for initial condition (2.9)
with A0 = 3, and nonlinearity σ = 2.
For a detailed description of singularity formation, we turn to the
evolution of the parameters a and b as functions of τ . For both families
of initial conditions (2.9) and (2.10) and amplitudes A0 = 2, 3, 4, we
observe that a and b tend to constants A and B as τ gets large. Figures
4 and 5 respectively display a and b versus τ for initial conditions (2.9)
and (2.10) and A0 = 3.
Turning to the limiting profile of the solution, we write u in terms
of amplitude and phase in the form u ≡ |u|eiφ(ξ,τ), Figure 6 shows
that |u| tends to a fixed profile as τ increases. Moreover, as shown in
Figure 7, the phase at the origin is linear for τ large enough, namely
φ(0, τ) ∼ Cτ . The constant C is obtained by fitting the phase at the
origin using linear least squares over the interval [τmax/2, τmax] After
extracting this linear phase, the rescaled solution u tends to a time-
independent function, (Figure 8):
(2.11) u(ξ, τ) ∼ S(ξ)ei(θ+Cτ) as τ →∞.
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Figure 3. maxξ |u(ξ, τ)|, ‖uξ(·, τ)‖L2 , and ‖uξξ(·, τ)‖L2
versus τ , same initial conditions as in Fig. (2).
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Figure 4. Time evolution of a(τ) , with initial condi-
tion (2.9) (left) and (2.10) (right), A0 = 3.
To check the accuracy of our computation, we compute the scaling
factor L(t) in different ways. Either from the invariant quantities (2.8)
(2.12) Le =
(
E(ψ)
E(u)
)− σ
1+σ
, Lm =
(
M(ψ)
M(u)
)− σ
1−σ
or from integration of (2.3a),
(2.13) La = e
− ∫ τ0 a(τ)dτ .
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Figure 5. Time evolution of b(τ) , with initial condi-
tion (2.9) (left) and (2.10) (right), A0 = 3.
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Figure 6. |u(ξ, τ)| versus ξ , with initial condition (2.9)
for τ from 4.05 to 6 with an increment of 0.08. (left) and
initial condition (2.10) for τ from 0.12 to 0.16 with an
increment of 0.002. (right).
Since we have real initial conditions, we cannot use the momentum. Ta-
ble 1 shows the values of L(t) obtained in the simulation corresponding
to the initial condition ψ0(x) = 3e
−2x2 and σ = 2. The results are in
good agreement.
Table 1. Estimates of L(τ), calculated using (2.12) and
(2.13), with the initial condition (2.9), A0 = 3.
τ 1 2 3 4 5 6
Le 0.03545 0.015233 0.006588 0.002811 0.001196 0.000595
Lm 0.03545 0.015233 0.006588 0.002811 0.001196 0.000555
La 0.035449 0.015233 0.006588 0.002811 0.001196 0.000555
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Figure 7. Time evolution of the phase at the origin
φ(0, τ), with initial conditions (2.9) (left) and (2.10)
(right).
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0
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Figure 8. Time evolution of the modified phase
φ(ξ, τ) − φ(0, τ), with initial conditions (2.9) for τ from
4.05 to 6 with an increment of 0.08. (left) and (2.10) for
τ from 0.12 to 0.16 with an increment of 0.002. (right).
Using (2.3) and the fact a(τ) and b(τ) tend to constants A and B,
we conclude
(2.14) L2 ∼ 2A(t∗ − t),
and,
(2.15)
dx0
dt
=
B√
2A(t∗ − t) ,
where t∗ is the blowup time. It follows
x0 ∼ x∗ −B
√
2(t∗ − t)/A,
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where x∗ is the position of maxx |ψ(x, t∗)|. Substituting into (2.7), we
obtain
(2.16) Sξξ − CS + iA(14S + ξSξ)− iBSξ + i|S|4Sξ = 0.
Introducing the scaling
(2.17) ξ˜ =
√
Cξ, Q(ξ˜) = C−
1
8S(ξ),
and dropping the tildes, we have
Qξξ −Q+ iα(14Q+ ξQξ)− iβQξ + i|Q|4Qξ = 0,
with the rescaled constants:
(2.18) α ≡ A
C
, β ≡ B√
C
Like supercritical NLS, we find that the coefficients α and β and the
function Q are independent of the initial conditions. Table 2 shows that
the ratios α and β take the values α ∼ 1.95 and β ∼ 2.2. In Figure
9 and 10, we see that the amplitudes and the phase of the function Q
constructed from the different initial conditions are coincide.
Table 2. Limiting values of the parameters for various
initial conditions.
u0 C A B α β
2e−2x
2
1.594 3.159 2.866 1.98 2.27
3e−2x
2
0.435 0.854 1.5 1.96 2.25
4e−2x
2
0.098 0.187 0.691 1.91 2.21
3
(1+(3x)2)
16.35 31.82 8.965 1.94 2.22
In conclusion, we have observed that for a large class of initial con-
ditions, solutions to (1.7) with quintic nonlinearity (σ = 2) may blow
up in a finite time. Their local description near the singularity point
is, up to a rescaling, given by (1.12).
The inclusion of the translation parameter is a significant difference
from NLS with power law nonlinearity. While later studies on singular-
ity formation in NLS allowed for symmetry breaking [11], the preser-
vation of radial symmetry under the flow strongly simplifies both the
computations and the analysis. Due to the mixture of hyperbolic and
dispersive terms in gDNLS, no such symmetry preservation is avail-
able, and we must be wary of the tendency for the solution to migrate
rightwards.
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Figure 9. Asymptotic profile |Q(ξ)| for different initial data.
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Figure 10. Asymptotic phase φ(ξ) ≡ arg(Q(ξ)) for dif-
ferent initial data.
3. gDNLS with Other Power Nonlinearities
The following calculations address the question of singularity for so-
lutions of (1.7) when the power in the nonlinear term |ψ|2σψx is such
that 1 < σ < 2. We recall that σ = 1 corresponds to the usual DNLS
equation which is L2-critical. Our calculations cover the values of σ
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down to 1.1. Computational difficulties precluded us from reducing it
much further.
Figure 11 shows that a(τ) and b(τ) tend to constant values as τ in-
creases. For convenience, we have plotted a(τ)/aM and b(τ)/bM versus
τ/τM , where τM is the maximum time of integration and aM = a(τM),
bM = b(τM). The initial condition is ψ0(x) = 3e
−2x2 when σ = 1.7, 1.5
and 1.3, while ψ0 = 4e
−2x2 for σ = 1.1. We also remark that the more
supercritical, the larger σ is, the shorter the transient period. Table 3
shows that α decreases as σ varies form 2 to 1.1, while β first decreases
and then increases.
The main conclusion of our study is that for this range of values of σ,
solutions to (1.7) may blow up in a finite time and their local structure
is similar to that of the case σ = 2 discussed in the previous section
and is given by (1.12).
Table 3. Values of α and β as σ approaches to 1.
σ 2 1.7 1.5 1.3 1.1
α 1.98 1.26 0.85 0.38 0.04
β 2.27 2.11 1.68 1.63 1.90
4. Blowup Profile
This section is devoted to the study of the nonlinear elliptic equation
(1.13) satisfied by the complex profile functionQ. It is helpful to change
variables, letting η = ξ − β
α
, leading to
(4.1) Qηη −Q+ iα( 12σQ+ ηQη) + i|Q|2σQη = 0.
We seek profiles |Q(η)| that decrease monotonically with |η|, satisfying
the conditions
Q(η)→ 0 as η → ±∞.
This can be viewed as a nonlinear eigenvalue problem, with eigenpa-
rameter α, and eigenfunction Q. As the equation is invariant to mul-
tiplication by a constant phase, we can assume, in addition, that Q(0)
is real (for example).
4.1. Properties of the Asymptotic Profile.
Proposition 4.1. The asymptotic behavior of solutions to (4.1) as
η → ±∞, is given by Q = c±1 Q1 + c±2 Q2 where
(4.2) Q1 ≈ |η|− iα− 12σ , Q2 ≈ ei(−α2 η2)|η| iα+ 12σ−1,
and c±1 , c
±
2 are complex numbers.
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Figure 11. a(τ) (up) and b(τ) (down) versus τ , after
normalization by aM = a(τM) and bM = b(τM), τM =
max(τ) .
Proof. We first write Q(η) = X(η)Z(η) and choose X so that the
resulting second-order equation for Z does not contain first order terms.
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After subsitution in the Q-equation, we get
XZηη+(2Xη + iαηX + iX|X|2σ|Z|2σ)Zη
+(Xηη −X + i α
2σ
X + iαηXη + i|X|2σ|Z|2σXη)Z = 0.
(4.3)
We now let
X = exp
{
−iα
4
η2 − i1
2
∫ η
0
|Z|2σdη
}
= exp
{
−iα
4
η2 − i1
2
∫ η
0
|Q|2σdη
}
,
(4.4)
so that the equation for Z reduces to
Zηη+
(
iα(1− σ)
2σ
− 1 + (αη)
2
4
+
|Z|4σ
4
+
α
2
η|Z|2σ − i
2
(|Z|2σ)η
)
Z = 0.
(4.5)
Denoting Z = Aeiϕ and θ = ϕη, we rewrite(4.5) in terms of phase and
amplitude:
(4.6a)
A′′
A
− θ2 − 1 + α
2η2
4
+
αη
2
A2σ +
1
4
A4σ = 0
(4.6b) θ′ + 2θ
A′
A
+
α(1− σ)
2σ
− 1
2
(A2σ)′ = 0
Anticipating that A→ 0 when η → ±∞, we see that to balance the
quadratic and constant in η terms of (4.6a), we must have
(4.7) θ1 =
(
αη
2
− 1
αη
)
+ γ1(η), θ2 = −
(
αη
2
− 1
αη
)
+ γ2(η)
where γ1,2(η) is at most O(η
−1). This leads to two cases:
Case 1. θ1 = (
αη
2
− 1
αη
) + γ1(η). Assuming A1 ≈ c±1 |η|−p,where c1 is
a constant, we get from (4.6b) that p = 1/2σ by balancing the O(1)
terms.
Substituting these estimates of θ1 and A1 into (4.6a), we have to
balance the O(1) terms αηγ1 and
α
2
ηA2σ1 . Hence, as η → ±∞,
(4.8) θ1 ≈ αη
2
− 1
αη
+
1
2
|Q1|2σ + o(η−1); A1 ≈ c±1 |η|−1/2σ(1 + o(1)).
Retaining γ1 is essential since it is of order O(η
−1) and is the only term
capable of balancing ηA2σ1 . Returning to the function Q1, we get one
family of solutions with the farfield behavior
(4.9) Q1 ≈ c±1 |η|−
1
2σ
− i
α as η → ±∞.
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Case 2. θ2 = −(αη2 − 1αη ) + γ2(η) . Assuming, again, A2 is asymptot-
ically a power law, we get from (4.6b), A2 ≈ c±2 |η|−1+
1
2σ , where c±2 is a
constant.
Substituting back into (4.6a) we get γ2 ≈ −12 |A2|2σ, so that
(4.10)
θ2 ≈ −αη
2
+
1
αη
− 1
2
|Q2|2σ + o(η1−2σ); A2 ≈ c±2 |η|−1+
1
2σ (1 + o(1))
leading to
(4.11) Q2 ≈ c±2 e−i
α
2
η2|η| iα+ 12σ−1e−i
∫ η
0 |Q2|2σdη.
Finally, we can neglect the last term in the phase and write
(4.12) Q2 ≈ c±2 e−i
α
2
η2|η| iα+ 12σ−1 as η → ±∞.

Proposition 4.2. If Q is a solution of (4.1) with Qη ∈ L2(R) and
Q ∈ L4σ+2(R), its energy vanishes:
(4.13)
∫ ∞
−∞
|Qη|2dη + 1
(σ + 1)
=
∫ ∞
−∞
|Q|2σQ¯Qηdη = 0.
Proof. Multiplying (4.1) by Q¯ηη, taking the imaginary parts, and inte-
grating over the whole line gives
(4.14) α<
∫ (
Q
2σ
+ ηQη
)
Q¯ηηdη + <
∫
|Q|2σQηQ¯ηηdη = 0.
The first integral of (4.14) can be written
α<
∫ (
Q
2σ
+ ηQη
)
Q¯ηηdη =
(
−σ + 1
2σ
)
α
∫
|Qη|2dη.(4.15)
Using (4.1) to express Q¯ηη, the second integral becomes
<
∫
|Q|2σQη(Q¯+ iα( 1
2σ
Q¯+ ηQ¯η)i|Q|2σQ¯ξ)dη
= <
∫
|Q|2σQηQ¯+ iα
2σ
|Q|2σQηQ¯dη
= − α
2σ
=
∫
|Q|2σQηQ¯dη.
(4.16)
Combining (4.15) and (4.16), we obtain (4.13). 
Proposition 4.3. If Q is a solution of (4.1) with σ > 1 and α > 0,
and Q ∈ H1(R)⋂L2σ+2(R), then Q ≡ 0.
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Proof. Multiplying (4.1) by Q¯, taking the imaginary part, and inte-
grating over R, we get
(4.17)
α
2
(
1
σ
− 1
)∫
|Q|2dη = 0,
thus Q has to be identically zero. 
Consequently, solutions with finite energy have an infinite L2-norm.
4.2. Numerical Integration of the Boundary Value Problem.
The purpose of this section is the numerical integration of the BVP
(4.1) in order to better understand the asymptotic profile of the singular
solutions of gDNLS. We look for solutions that behave like c±1 Q1 as
|η| → ∞,where c±1 are complex constants, because Q2 does not have
finite energy. It is convenient to rewrite the large η behavior as a Robin
boundary condition of the form
(4.18) −Q+ iα
(
1
2σ
Q+ ηQη
)
= 0, |η| → ∞.
Solutions of (4.1) depend on the coefficient α. Since the equation is
invariant under phase translation, we need an additional condition; for
example, setting the phase to zero at a particular point is satisfactory.
This suggests that α needs to take particular values, like in the su-
percritical NLS problem, [21]. We are particularly interested in the
character of the asymptotic profile and of the coefficient α as σ ap-
proaches the critical case σ = 1. Our basic approach is a continuation
method in the parameter σ.
At first, we attempted to integrate (4.1) with boundary conditions
(4.18) for values of σ starting from σ = 2 to about σ = 1.2. We
observed that the peak of |Q| rapidly moved to the left of the domain
as σ decreased, limiting our calculations, (Figure 12).
To reach values of σ closer to 1, we returned to (1.13) (which is equiv-
alent to (4.1) after the translation ξ = η+β/α). Now the parameter β
is free and will be chosen so that the maximum of |Q| is at ξ = 0. This
adds a condition, namely |Q|ξ(0) = 0 and an additional unknown, the
coefficient β. Figure 13 shows that the solution of (1.13) when σ varies
from 2 to 1.08. As σ → 1, we make several observations on Q. The
amplitude increases, and the left shoulder becomes lower. Oscillations
also appear in the real and imaginary components (Figure 14). We
observe that the parameter α decreases as σ approaches 1, while β first
decreases and then increases (Figure 15). A detailed analysis of the
dependence of these parameters on σ is the subject of a future study.
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Figure 12. Asymptotic profile |Q(η)| for various σ,
where β has been translated to zero and the peak is per-
mitted move.
As a practical matter, we integrated (1.13) in two adjacent domains
(−∞, 0] and [0,∞), using the multipoint feature of the Matlab bvp4c
solver, with Robin boundary conditions at ±∞ and continuity condi-
tions on Q and its first derivative Qξ at ξ = 0. Additional details are
given in Appendix A.
5. Discussion
We have numerically solved a derivative NLS equation with a general
power nonlinearity and found evidence of a finite time singularity. We
have determined that there is a square root blowup rate for the scaling
factor L(t). This implies that Sobolev norms should grow as
‖∂sxψ(x, t)‖L2 ∼ (t∗ − t)
σ−1
4σ
− s
2 .
As with supercritical NLS, this equation has a universal blowup pro-
file of the form (1.12). Indeed, Q, α and β are solutions of a nonlinear
eigenvalue problem, and they do not depend on the initial conditions.
They depend on the power nonlinearity σ. Another similarity to su-
percritical NLS is that the blowup profile, Q, is not in L2 and has
zero energy. Note that there are other types of singular solutions to
supercritical NLS that were found recently [4] [7].
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Figure 13. Asymptotic profile |Q(ξ)| for various σ,
where β is a free parameter and the peak is fixed at
the origin.
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Figure 14. Asymptotic profile <(Q) (left) and =(Q)
(right) for various σ.
To conclude, we present numerical simulations of the DNLS equation
with σ = 1 and several Gaussian initial conditions (A0 = 3, 4, 5, 6). In
all our simulations, the solution separates into several waves and dis-
perses. None of our simulations have shown any evidence of a finite
time singularity, although the transient dynamics can be quite violent.
Figure 16 shows the evolution of |ψ(x, t)| with the Gaussian initial con-
dition: ψ0(x) = 6e
−2x2 . The maximum value of |ψ| increases slowly in
time and then stabilizes. We also integrated DNLS using the dynamic
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Figure 15. Coefficients α (left) and β (right) versus σ.
rescaling method. We found that a(τ) rapidly tends to zero and that
the scaling factor L(t) has a lower bound away from zero, (Figure 17).
This is different with the critical NLS, which has a blowup rate at
{ln ln[(t∗ − t)−1]/(t∗ − t)}1/2, due to the slow decay rate of a(τ), [12].
−5 0 5 10 0
0.1
0.2
0.3
0.4
0
5
10
t
x
|ψ|
Figure 16. Time evolution of |ψ(x, t)| for σ = 1.
Appendix A. Numerical Solution of the Boundary Value
Problem
To integrate the nonlinear elliptic equation (1.13) for Q, we rewrite
as a first order system for the four unknowns, <(Q),=(Q),<(Qξ) and
=(Qξ). As discussed before, we solve the system in two adjacent do-
mains [−AL, 0] and [0, AR]. The solutions and their first order deriva-
tives are matched by continuity at ξ = 0, while the boundary conditions
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Figure 17. Time evolution of a (Left) and L (Right)
for σ = 1.
at infinity are of Robin type. We denote
y±1 = <(Q), y±2 = =(Q), y±3 = <(Qξ), y±4 = =(Qξ),
where y− and y+ are the solutions in [−AL, 0] and [0, AR] respectively.
The system takes the form:
dy±1
dξ
= y±3 ,
dy±2
dξ
= y±4 ,
dy±3
dξ
= y±1 + α(
1
2σ
y±2 + ξy
±
4 )− βy±4 +
[
(y±1 )
2 + (y±2 )
2
]σ
y±4 ,
dy±4
dξ
= y±2 − α(
1
2σ
y±1 + ξy
±
3 )− βy±3 −
[
(y±1 )
2 + (y±2 )
2
]σ
y±3 .
(A.1)
Solving four first order ODEs in two regions with two unknown pa-
rameters requires imposing ten boundary conditions. Four of them are
the Robin boundary condition (4.18) relating <(Q),=(Q),<(Qξ) and
=(Qξ) at ξ = −AL and ξ = AR respectively:
−y−1 −
α
2σ
y−2 − αξy−4 = 0 at ξ = −AL,
−y−2 +
α
2σ
y−1 + αξy
−
3 = 0 at ξ = −AL,
−y+1 −
α
2σ
y+2 − αξy+4 = 0 at ξ = AR,
−y+2 +
α
2σ
y+1 + αξy
+
3 = 0 at ξ = AR.
(A.2)
22 LIU, SIMPSON, AND SULEM
We impose the continuity of the solution at ξ = 0:
y+1 (0) = y
−
1 (0),
y+2 (0) = y
−
2 (0),
y+3 (0) = y
−
3 (0),
y+4 (0) = y
−
4 (0).
(A.3)
The other two conditions are |Q(0)|ξ = 0 (the maximum value of Q
is attained at the origin) and =(Q(0)) = 0 (because the equation is
invariant by phase translation) :
y−1 y
−
3 + y
−
2 y
−
4 = 0 at ξ = 0,
y−2 = 0 at ξ = 0
(A.4)
We proceed using a continuation method with respect to σ, start-
ing from σ = 2 down to σ = 1.08. The MATLAB nonlinear solver
bvp4c is used to integrate the system for each σ. The two domains are
automatically handled using the multipoint feature, which permits for
matching conditions at 0. One needs to provide a well-chosen initial
guess. We use the final profile from our time-dependent simulation with
the initial condition (2.9), A0 = 3 and σ = 2, in the domain [−10, 10]
to extract the maximum bulk of the solution, (see Figures 9 and 10).
This solution is then extended to a larger domain [−150, 50] with an
increment of 10. As shown in Figure 14, more and more oscillations
occur as σ approaches 1. The calculation becomes very delicate and we
use smaller and smaller increments of σ, namely 0.05, 0.01 and 0.005
for σ in the intervals 2 ≥ σ ≥ 1.3, 1.3 ≥ σ ≥ 1.2 and 1.2 ≥ σ ≥ 1.08,
respectively. We set the maximum mesh points at 5 × 105 and the
tolerance of the difference between two iterations at 10−6.
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