We provide exact computations for the drift of random walks in dependent random environments, including k-dependent and moving average environments. We show how the drift can be characterized and evaluated using Perron-Frobenius theory. Comparing random walks in various dependent environments, we demonstrate that their drifts can exhibit interesting behavior that depends significantly on the dependency structure of the random environment.
Introduction
Random walks in random environments (RWREs) are well-known mathematical models for motion through disorganized (random) media. They generalize ordinary random walks whereby the transition probabilities from any position are determined by the random state of the environment at that position. RWREs exhibit interesting and unusual behavior that is not seen in ordinary random walks. For example, the walk can tend to ∞ almost surely (a.s.), while its overall drift is 0. The reason for such surprising behavior is that RWREs can spend a long time in (rare) regions from which it is difficult to escape-in effect, the walker becomes 'trapped' for a long time.
Since the late 1960s a vast body of knowledge has been built up on the behavior of RWREs. Early applications can be found in [4] and [17] ; see also [9] and the references therein. Recent applications to charge transport in designed materials are given in [3] and [15] . The mathematical framework for one-dimensional RWREs in independent environments was laid by Solomon [14] , and was further extended by Kesten et al. [8] , Sinai [13] , and Greven and Den Hollander [6] . Markovian environments were investigated in [5] and [10] . Alili [1] showed that in the one-dimensional case much of the theory for independent environments could be generalized to the case where the environment process is stationary and ergodic. Overviews of the current state of the art, with a focus on higher-dimensional RWREs, can be found, for example, in [7] , [11] , [16] , [18] , and [19] .
Although from a theoretical perspective the behavior of one-dimensional RWREs is well understood, from an applied and computational point of view significant gaps in our understanding 200 W. R. W. SCHEINHARDT AND D. P. KROESE remain. For example, exact drift computations and comparisons (as opposed to comparisons using simulation) between dependent random environments seem to be entirely missing from the literature. The reason is that such exact computations are not trivial and require additional insights.
The contribution of this paper is twofold. First, we provide a new methodology and explicit expressions for the computation of the drift of one-dimensional random walks in various dependent environments, focusing on so-called 'swap models'. In particular, our approach is based on Perron-Frobenius theory, which allows easy computation of the drift and as well as various cutoff points for transient/recurrent behavior. Second, we compare the drift behavior between various dependent environments, including moving average and k-dependent environments. We show that this behavior can deviate considerably from that of the (known) independent case.
The rest of the paper is organized as follows. In Section 2 we formulate the model for a one-dimensional RWRE in a stationary and ergodic environment and review some of the key results from [1] . We then formulate a flexible mechanism for constructing a dependent random environment that includes the independent and identically distributed (i.i.d.), Markovian, k-dependent, and moving average environments. In Section 3 we prove explicit (computable) results for the drift for each of these models, and compare their behaviors. Conclusions and directions for future research are given in Section 4.
Model and preliminaries
In this section we review some key results on one-dimensional RWREs and introduce the class of 'swap-models' that we will study in more detail.
General theory
Consider a stochastic process {X n , n = 0, 1, 2, . . .} with state space Z, and a stochastic 'underlying' environment U taking values in some set U Z , where U is the set of possible environment states for each site in Z. We assume that U is stationary (under P) as well as ergodic (under the natural shift operator on Z). The evolution of {X n } depends on the realization of U , which is random but fixed in time. For any realization u of U the process {X n } behaves as a simple random walk with transition probabilities
The theoretical behavior of {X n } is well understood, as set out in the seminal work of Solomon [14] . In particular, Theorems 2.1 and 2.2 below completely describe the transience/recurrence behavior and the law of large numbers behavior of {X n }. We follow the notation of [1] and first give the key quantities that appear in these theorems. Define
and let S = 1 + σ 1 + σ 1 σ 2 + σ 1 σ 2 σ 3 + · · · and 
Note that we have added the second equalities in Theorem 2.2(i) and 2.2(ii). These follow directly from the stationarity of U .
We will call lim n→∞ X n /n the drift of the process {X n }, and denote it by V . Note that, as mentioned in the introduction, it is possible for the chain to be transient with drift 0 (namely when E[ln σ 0 ] = 0, E[S] = ∞, and E[F ] = ∞).
Swap model
We next focus on what we will call swap models, as studied by Sinai [13] . Here, U = {−1, 1}; that is, we assume that all elements U i of the process U take value either −1 or +1. We assume that the transition probabilities in state i only depends on U i and not on other elements of U , as follows. When U i = −1, the transition probabilities of {X n } from state i to states i + 1 and i − 1 are swapped with respect to the values they have when U i = +1. 
The Markovian environment and the k-dependent environment. Define a k-dependent environment as an environment {U i } for which
Special cases are the independent environment (k = 0; see above) and the so-called Markovian environment.
For k ≥ 1, let {Y i , i ∈ Z} be a Markov chain that takes values in M = {−1, 1} k such that from any state (u i−k , . . . , u i−1 ) only two possible transitions can take place, given by
. , U i ).
In the special case k = 1 (Markovian environment), we omit the subindices of a (transition probability from
Consider a 'moving average' environment, which is built up in two phases as follows. First, start with an i.i.d. environment { U i } as in the i.i.d. case, with P(
) (lexicographical order). The corresponding transition matrix is given by
where g(Y i ) = 1 if at least two of the three random variables U i , U i+1 , and U i+2 are 1, and g(Y i ) = −1 otherwise. Thus,
and we see that each U i is obtained by taking the moving average of U i , U i+1 , and U i+2 , as illustrated in Figure 1 . 
Evaluating the drift
In this section we first give the general solution approach for the Markov-based swap model, and then further specify the transience/recurrence and drift results to the Markov environment, the 2-dependent environment, and the moving average environments. We omit a separate derivation for the i.i.d. environment, which can be viewed as a special case of the Markovian environment; see Remark 3.1.
General solution for swap models
Due to the choice of notation for the states in U = {−1, 1} we can, for any swap model, write σ i (defined in (2.2)) as
Consequently, for the key quantity in Theorem 2.1 we find that
the sign of which (and, hence, the a.s. limit of X n ) only depends on whether p is less than or greater than 1 2 , and on whether E[U 0 ] is positive or negative, regardless of the dependence structure between the {U i }.
Furthermore, for the key quantities in Theorem 2.2, we have
In what follows we will focus on E[S], since analogous results for E[F ] follow by replacing σ with σ −1 and p with 1 − p. This follows from the stationarity of U , which implies that for any n the product σ −1 σ −2 · · · σ −n has the same distribution as σ 1 σ 2 · · · σ n (apply a shift over n + 1 positions). Consider now the RWRE swap model with a random environment generated by a Markov chain {Y i , i ∈ Z}, as specified in Section 2.2. Thus,
For simplicity of notation, we assume that M = {1, . . . , m}. Define 
In matrix notation, with
, we can write this as
where
where e = (1, . . . , 1) and, hence,
where π denotes the stationary distribution vector for {Y i }. The matrix series ∞ n=0 (PD) n converges if and only if Sp(PD) < 1, where Sp(·) denotes the spectral radius, and in that case the limit is (I − PD) −1 , which leads to an explicit expression for E [S] . We summarize these findings in the following theorem. 
Based on the above, the following sections will give results on the transience/recurrence and on the drift for the random environments mentioned in Section 2.2. As we will see, it is not trivial to determine when Sp(PD) < 1.
Markov environment
Recall that in this case U i = Y i , where {Y i } is a stationary discrete-time Markov chain on {−1, 1}, with one-step transition matrix P given by
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As a consequence, the quantity E[ln σ 0 ] in Theorem 2.1, which determines whether X n will diverge to +∞ or −∞, or is recurrent, is given by
Hence, X n → +∞ a.s. if and only if either a > b and p > Next, we study E[S] to find the drift. In the context of Section 3.1 the processes {U i } and {Y i } are identical and the function g is the identity on the state space U = {−1, 1}. Thus, the matrix D is given by D = diag(σ −1 , σ ), and since P is as (3.2), the matrix PD is given by
for which we have the following lemma. 
with
Proof. The series 
The discriminant of this quadratic equation is
so the spectral radius is given by the largest eigenvalue,
Clearly, Sp(PD) < 1 if and only if 
2 ), then a.s. lim n→∞ X n = ∞ and a) + (1 − b) )), then a.s. lim n→∞ X n = −∞ and a) + (1 − b) ), it follows by Lemma 3.1 that the process has positive drift, given by the reciprocal of the above. This proves (3.4). The proof of (3.5) follows from replacing σ by σ −1 and p by 1 − p, and adding a minus sign. The other statements follow immediately.
Remark 3.1. When we take a + b = 1 we obtain the case where the {U i } are i.i.d. with P(U i = 1) = α = a/(a + b). In the following section we make a comparison between the Markov case and the i.i.d. case.
Comparison with the i.i.d. environment.
To study the impact of the (Markovian) dependence, we reformulate the expression for the drift in Proposition 3.1 in terms of α = P(U 0 = 1) = a/(a + b) and the correlation coefficient
So depends on a and b only through their sum a + b, with extreme values 1 (for a = b = 0, i.e. U i ≡ U 0 ) and −1 (for a = b = 1; that is, U 2i ≡ U 0 and U 2i+1 ≡ −U 0 ). The intermediate 
This enables us not only to immediately obtain the drift for the i.i.d. case (take = 0), but also to study the dependence of the drift V on . Note that due to the restriction that a and b are probabilities, it must hold that
In Figure 2 we illustrate various aspects of the difference between i.i.d. and Markov cases. Clearly, compared to the i.i.d. case (for the same value of α) the Markov case with positive correlation coefficient has lower drift, but also a lower 'cutoff value' of p at which the drift becomes 0. For negative correlation coefficients we see a higher cutoff value, but not all values of α are possible (since we should have a < 1). Furthermore, for weak correlations the drift (if it exists) tends to be larger than for strong correlations (both positive and negative), depending on p and α.
The 2-dependent environment
In this section we treat the k-dependent environment for k = 2. For this case, we have the transition probabilities 
Thus, the model has five parameters, a − , a + , b − , b + , and p. Also note that the special case a − = a + (= a) and b − = b + (= b) corresponds to the (1-dependent) Markovian case in Section 3.2.
We first note that the stationary distribution (row) vector π is given by
so assuming stationarity we have P(U 0 = 1) = π −1,1 + π 1,1 and
This is important for determining the sign of E[ln σ 0 ], which satisfies (
Hence, X n → +∞ a.s. if and only if either 
and, hence,
if Sp(PD) < 1. Unfortunately, the eigenvalues of PD are now the roots of a 4-degree polynomial, which are difficult to find explicitly. However, using the Perron-Frobenius theory and the implicit function theorem it is possible to prove the following lemma, which has the same structure as in the Markovian case. Proof. To find out for which values of σ we have Sp(PD) < 1, first we denote the (possibly complex) eigenvalues of PD by λ i (σ ), i = 0, 1, 2, 3, as continuous functions of σ . Since PD is a nonnegative irreducible matrix for any σ > 0, we can apply Perron-Frobenius to claim that there is always a unique eigenvalue with the largest absolute value (the other |λ i | being strictly Random walks in dependent random environments 209 smaller), and that this eigenvalue is real and positive (so, in fact, it always equals Sp(PD)). When σ = 1 the matrix is stochastic and we know this eigenvalue to be 1, and denote it by λ 0 (1). Now, moving σ from 1 to any other positive value, λ 0 (σ ) must continue to play the role of the Perron-Frobenius eigenvalue, i.e. none of the other λ i (σ ) can at some point take over this role. If this were not true, then the continuity of the λ i (σ ) would imply that one value σ exists where, say, λ 1 'overtakes' λ 0 , meaning that |λ 1 ( σ )| = |λ 0 ( σ )|, which is in contradiction with the earlier Perron-Frobenius statement.
Thus, it remains to find out when λ 0 (σ ) < 1, which can be established using the implicit function theorem, since λ 0 is implicitly defined as a function of σ by f (σ, λ 0 ) = 0, with f (σ, λ) = det(λI − PD) together with λ 0 (1) = 1. Using det(D) = 1, we obtain
Setting λ = 1 in this expression gives det( 
where we used 1
, In Figure 3 we illustrate the significant differences in drift behaviors for the Markovian, independent, and various 2-dependent cases, all with the same α = 0.95 and 1 = 0.3. Note that the cutoff value for the Markovian case here is approximately 0.75. By varying 2 and e 012 , we can achieve a considerable increase in the drift. It is not too difficult to verify that the smallest possible value for 2 is here (α − 1)/α = − The cutoff value for p is now easily found as (1 + σ cutoff ) −1 , which can be numerically evaluated. The values are plotted in Figure 4 .
When p lies between In Figure 5 we compare the drifts for the moving average and independent environments. It is interesting to note that the cutoff points (where V becomes 0) are significantly lower in the moving average case than the i.i.d. case, using the same α, while at the same time the maximal drift that can be achieved is higher for the moving average case than for the i.i.d. case. This is a different behavior from the Markovian case; see also Figure 2 
Conclusions
Random walks in random environments can exhibit interesting and unusual behavior due to the trapping phenomenon. The dependency structure of the random environment can significantly affect the drift of the process. We showed how to conveniently construct dependent environment processes, including k-dependent and moving average environments, by using an auxiliary Markov chain. For the well-known swap RWRE model, this approach allows for easy computation of drift, as well as explicit conditions under which the drift is positive, negative, or 0. The cutoff values where the drift becomes 0 are determined via the PerronFrobenius theory. Various generalizations of the above environments can be considered in the same (swap model) framework and analyzed along the same lines, e.g. replacing i.i.d. by Markovian { U i } in the moving average model, or taking moving averages of more than three neighboring states.
Other possible directions for future research are (i) extending the 2-state dependent random environment to a k-state dependent random environment;
(ii) replacing the transition probabilities for a swap model with the more general rules in (2.1);
(iii) generalizing the single-state random walk process to a multi-state discrete-time quasi birth and death process (see, e.g. [2] ). By using an infinite 'phase space' for such processes, it might be possible to bridge the gap between the theory for 1-and multidimensional RWREs.
