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Beiträge zur Programmiertechnik 
für elektronische Analogie-Rechenmaschinen 
Von Horst Herrmann, Braunschweig1) 
Vorgelegt von Herrn H. Schaefer 
Summary: The first section describes the operational units 0/ multipurpose electronic 
an:zlogue computers, diagram-symbols and transfer functions_ The following sections deal 
w~th programming techniques, especially estimations of scaling factors and coeffieient-settings 
for overload-free preliminary setups and a method to lind out optimal scaling lactors and time 
constants lor integrator-chains. Solutions 01 highest accuracy are available with transforms 
?! t~e problem into equations adapted 10 computer-representation. The Dan der POL equation 
tS dt~cU8sed as simple example for a problem with a manifold 0/ arrangements giving solutions 
01 diff'!rent accuracy. A short demonstration of the formula for transfer functions of linear 
operattve lunetion units and their accuraey is given in an appendix. 
. Ü.bersich t: Abschnitt 1 enthält eine knappe Übersicht über die operativen Rechen-
~mhe!ten elektronischer Analogie-Rechenmaschinen, ihre symbolische Darstellung und 
Ihre Ubertragungseigenschaften. An einem einfachen Beispiel wird in Abschnitt 2 eine 
Programmierskizze hergeleitet. Sodann werden Verfahren zum Ermitteln überlastungs-
fr.ewr ~usgangsprogrammierungen angegeben, aus denen sich in Abschnitt 3 ein Verfahren 
fur. optimale Dimensionierung von Integriererketten ergibt. Am Beispiel der Differential-
gleIchung von van der POL zeigt sich, daß es bereits bei sehr einfachen Anfgaben mehrere 
Progra.mmiermöglichkeiten gibt, die mit der Rechenmaschine auf Lösungen verschiedener 
~euaUlgkeit führen. Es ist daher notwendig, die gegebene A~~gabe durch Transforma-
tl~nen maschinengerecht umzuformen und eine umfassende Ubersicht über Program-
II!-Ierungen für die gleiche Aufgabe zu gewinnen. Hierzu dienen Strukturskizzen mit ver-
emfachter Symbolik. Optimale Lösung einer Anfgabe erfordert günstigste Auswahl der 
Strukturskizze und optimale Programmierung für die zugehörige ProgramJ?:lierskizze. 
Der Anhano- enthält eine kurze Herleituno- der Formel für die realen Ubertragungs-
eigenschaften linearer operativer Recheneinheiten. 
Yorbemerknngen 
. Di~ elektronischen Analogie-Rechenmaschinen enth~lte~ operative Re.chen-
eInheIten und Koeffizienteneinheiten. Die Rechenmnhelten elektrolllscher 
Analogie-Rechenmaschinen können auf mannigfache Weise zu Netzwerken 
zusammenaeschaltet werden. An den Ausgängen der operativen Rechen-
einheiten e~geben sich dann zeitlich veränderliche Spanu;mgen, die regis.!riert 
Werden können. Dies geschieht auf Bildschirmen von Kathodenstrahlrohren 
oder mit schreibenden Registriergeräten. 
Programmieren für eine gegebene Aufgabe erford~rt Ent:rerfen un~ Zu-
sammenschalten eines Rechennetzwerkes, in dem dIe gewunschtcn :F unk-
tionen (in geeignetem Fnnktionsmaßstab als Spannungen in _~bhäl1gigkeit 
VOn der Zeit) abgegriffen werden können. Die Aufgabe kann darm be"tehen, 
-----1) Erweiterte Fassung des am 13. 9. 57 während der Tagung der Deutschen )[athe-
matJker_ Vereinigung in Dresden gehaltenen Vortrags_ 
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eine Funktion oder etliche Funktionen einer Veränderlichen zu ermitteln. 
Diese Funktionen können formal als Lösungen von Differentialgleichungen 
oder inhaltlich durch Blockschemata von Übertragungseigenschaften bestimmt 
sein. 
Die Genauigkeit, mit der die Lösungen der gegehenen Aufgabe durch die 
Ausgangsspannungen von Recheneinheiten dargestellt werden können, ist 
begrenzt. Sie ist wesentlich von der Programmierung abhängig. Daher ent-
stehen beim Rechnen mit Analogie-Maschinen die Aufgaben, 
l. möglichst große Genauigkeit zu erreichen, 
2. die erhaltene Genauigkeit zu beurteilen. 
Im folgenden wird vor",iegend die erste dieser Aufgaben erörtert. Zum leich· 
teren Verständnis wird an einige Eigenschaften der Recheneinheiten erinnert 
und die verwendete Symbolik erläutert. 
1. Die Recheneinheiten elektronischer Analogie-R\'('IH'nmaschinen 
Die linearen operativen Recheneinheiten der meisten elektronischen 
Analogie-Rechenmaschinen enthalten einen GleiehRpannllngsverstärker mit 
hoher Verstärkung (Abb. la). Für ideale Verstärker (mit unendlicher Ver· 
stärkung) gilt nach [1], [2], [3], [4]1) und Anhang R. 148: Wird eine von der 
Zeit .. abhängige Spannung v (r) über einen Widerstand R an den Eingang 
01 bl 
U'-R~ ~vd't 
üo- ~ • ToRe 
Abb. 1. a) Verstärker. b) Umkehrer, c) Integrierer 
des Verstärkers gel~gt und die Ausgangsspannung u (r) durch einen Wider-
st~nd Ro an den Emgang rückgekoppelt (Abb. Ib), so stellt sich zwischen 
Emgangs- und Ausgangsspannung die Beziehung 
u = _ Rov (1.1) 
R 
(l~b E~)lgt di~ .. ~ückkopplung mit einem Kondensator der Kapazität C 
. C, so er at man z",ischen der Eingangsspannung v (r) und der !US' 
gangsspannung u (r) die Beziehung 
(1.2) 
1) Hinweis auf das Literaturverzeichn' S 35 1S • • 
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In (~.2) und im folgenden ist die Ableitung nach der Zeit T durch einen Punkt 
beZeichnet, und U o = u (0) ist der Wert der Ausgangsspannung beim Ein-
schalten der Recheneinheit zur Zeit T = O. 
Für reale Verstärker mit e~dlicher frequenzabhängiger Verstärkung gelten 
(.~.1! und (1.2) nur, sofern dIe Ausgangsspannung U (T) im Bereich der zu-
lasslgen Belastbarkeit liegt: - U :;;:; u :;;:; U (beispielsweise U = 50 Volt oder 
U = 100 Volt). In diesem Bereich sind (1.1) und (1.2) mit einer von der Ver-
stärkung, vom Frequenzspektrum der Funktion v (T) und von der Rechenzeit 
a~h~ngigen. Ge~auigkeit als Programmieransätze anwendbar, (1.1) für Multi-
pl~zle~en mIt emem konstanten Faktor, (1.2) für Integrieren nach der Zeit. 
DIe hIerdurch gekennzeichneten Genauigkeitsfragen sind in der Literatur mehr-
~~ch diskutiert worden [1], [4], [5], [6]. Eine kurze Herleitung der realen 
Ubertragungseigenschaften linearer operativer Recheneinheiten ist im An-
hang dargestellt (S. 148). 
U._~'V 
Z (pI 
2Cplu + Z.(plv- 0 
b) 
Ab b. 2. Beispiele für lineare operative Recheneinheiten und ihre Überlragungseigenschaften 
Allgemeiner als nach Abb. 1 werden lineare operative Recheneinheiten er-
halten, indem man die Eingangsspannung v (T) über eine passive Impedanz Z 
ankoppelt und die Ausgangsspannung mit einer passiven Impedanz Zo rück-
koppelt (Abb. 2a). Schließlich können dem gleichen Verstärker mehrere Ein-
gangsspannungen VI' V2, • •• , v" durch Impedanzen Zl' Z2" .. , Z" zugeführt 
werden. Solche Schaltungen werden nach Abb. 2b, c symbolisch dargestellt. 
Mit idealen Verstärkern erhält man hierfür die in Abb.2 angeschriebenen 
Programmieransätze (Herleitung im Anhang). Als Impedanzen kommen Zwei-
pole und Dreipole in Betracht. Hierbei beschränkt man sich meistens auf 
Netzwerke aus Widerständen und Kondensatoren, weil diese quantitativ 
leichter mit größter Genauigkeit realisiert werden können als Selbstinduk-
tionen. Die am häufigsten verwendeten Zweipole und ihre Impedanzen sind 
in Abb. 3a zusammengestellt. Besonders reichhaltige Tabellen (Zweipole, 
?reipole und Übertragungseigenschaften von Recheneinheiten) findet man 
m [1] und in [7]. 
Zur analytischen Darstellung der Imped~nzen und der t~ert:agungseigenschaften 
von Recheneinheiten wird das Zeichen p mit der folgenden 'ereillbarung verwendet. 
Z . Zo (p) ht diE' (p) 1st ein rationaler Ausdruck in R, C, p. Aus u = - Z (p) v entste ure I '~msetzen 
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von Zo (p) und Z (p) zunächst ein Ausdruck u = - Fa (p) v, in dem F (p) und G (p) Poly· (p) 
norne in psind. a (p) U (T) + F (p) v (T) = 0 ist dann in p ganz rational. Durch Einsetzen 
von p = ..! entsteht hieraus eine lineare Differentialgleichung mit konstanten Koef· 
dT 
fizienten. U (T) ist eine Lösung dieser Differentialgleichung mit der gegebenen (Eing~·) 
Funktion v (T). In den linearen operativen Recheneinheiten allgemeiner elektromscher 
Analogie-Rechenmaschinen werden außer reinen \Viderstandsnetzwerken nur Impedanzen 
verwendet, mit denen diese Differentialgleichung linear von erster Ordnung wird. Ihre 
Lösung U (T) ist daher durch die Koeffizienten - also durch Werte für Rund C - und 
durch den Anfangswert U (0) für U (T) am Ausgang der Recheneinheit beim Einschrten 
zur Zeit T = 0 eindeutig bestimmt. Für Abb. 2 c ergibt sich hiernach zunächst U = - RCp" 
v v 
und dies bedeutet RGpu + v = 0 oder RGu + v = 0 oder u = - RG = - T' wenn 
RG = T gesetzt wird. Durch Integrieren folgt (1.2). In speziellen elektronischen An~!ogie­
Rechenanlagen werde~ auch allgemeinere passive Netzwerke verwendet. Dann ko~en 
mit einem Verstärker Übertragungsbeziehungen erhalten werden, die durch Differential· 
gleichungen höherer als erster Ordnung zu beschreiben sind. Im folgenden werden nur 








-lf-L 1 7.p 
-4J- R 1+Tp 
-ITJ--j~ 1+Tp Cp 
Abkürzung: T. Re 
b) 
~\ Rt "'. , 
1 • 0.' l t .1.a z 1 .. rt ",'(1-0.') • 
-@-;t a_a.t 
IX· 1+ rt .. ·(1- ... ·) 
O~ ... , 1 i t· 1, ... ,IO. 
Abb. 3. a) Rechenimpedanzen, b) Konstante Koeffizienten 
r Konstr;:nte Koeffizienten können, wie aus Abb. 2 und Abb. 3b hervorgeht, 
durch WIderstände oder Netzwerke von Widerständen dargestellt we~n, 
da deren Impedanzen. konstant sind. Beispielsweise liefert ein lineares potentio-
meter (Spannungsteiler) mit Widerstand r und Anschluß_Widerstand B 
(Leitfähigkeit l = .!.) nach Abb 3b' I . k W rt (bis 
. R . eme mpedanz, deren reZlpro er e 
:;u e;n~ Be!;t~~korrek~ur) zum Einstellwert oc* des Potentiometers propo~; 
.ona 1st: oeffizlentenemheiten werden symbolisch durch einen Kreis JllI delUgeslchkrle~nem Einstellwert (Zahl, Buchstabe oder Formel) dargestellt, In. en e e trollIschen Analome R h hi . . . h un~ 
h 'd d Re 1i . o' - ec enmasc nen smd ZWeI wesentlic ZU·.f .• sc el en e a sIerungen de K ff" hli h' .... p' r oe IZlenten-Einstellwerte gebräue c . Qj':'l'i 
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Wert 0 ~ IX ~ 1 und einem in diskreten Stufen verfügbaren Anschlußleit-
wert l, beispielweise l = 1, 5, 10 oder l = 1, 4, 10 oder l = 1, 2, 3, ___ , 10_ 
Bis zu 40 Potentiometer werden auf einer gemeinsamen Frontplatte zu einer 
Potentiometer-Matrix zusammengefaßt_ Die Einstellungen von Potentiometer-
Koeffizienteneinheiten erfordern Belastungskorrekturen (vgL Abb. 3b). Diese 
können nach Nomogrammen ermittelt oder genauer durch Brücken-Vergleichs-
messungen kompensiert oder durch einen Servomechanismus automatisch 
ausgeführt werdenl). 
b) Widerstände oder Widerstandsnetzwerke (hochohmig): Der Einstellwert a 
wird durch die Impedanz R = ! realisiert. Dabei wird R dekadisch mit drei 
a 
zählenden Ziffern und verschieblichem Komma eingestellt. Abb. 4 zeigt zwei 
Abb.4. KoeffIzientenpaar mit dreiziffriger Einstellung. N = n .. n, n •• 1.00 ;;; N :ii 10.99 in Stufen O'OJ 
und mit Kommaeinstellung durch Kurzschlußstecker. R =: "N. k = 0.1 1 10 100. Foto hort Brothers an 
Hariand 
hierauf beruhende Koeffizienteneinheiten, die auf der gleichen Frontplatte 
übereinander angeordnet sind. Belastungskorrektur ist nicht not"'.en~g. Für 
Einstellungen, die größere Genauigkeit als 0,5% erfordern, kann die Elnstell-
genauigkeit korrigiert werden. .. 
In beiden Fällen a) und b) sind die Einstellwerte 0,001 ~ a ~ 10 verfug-
bar. Der Bereich 0 1 S a S 10 werde als Hauptbereich bezeichnet. 
Die linearen op~rativen-Recheneinheiten sind nach dem Bauk~tenpr~ip 
in Einschübe montiert, die einen oder zwei Verstärker enthalten illltsamt emer 
- 1) Beispiel: Bei Einstellung des Abgriffes in der Mitte des Potentiometers ist IX· = 0!5. 
Ist der Widerstand des Potentiometers,. = 50 kil = 0,05 Mil und der A~chlußlel~­
Wert l = 10 (R = 0,1 M il), so ergibt die in Abb. 3 b angemerkte Form~::ur den illlt 
Cl:* = 0,5 eingestellten Koeffizientenfaktor IX den Wert IX = 1 + 0, 05,10,0,5,0,5 = 
~ = 0,444 ... Die Abweichung zwischen 0:. und IX ist die Bel.astungskorrektur. 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047007
122 Horst Herrmann 
mehr oder weniger umfangreichen Ausstattung mit Übertragungseigenschaften. 
Zwei typische Beispiele mit je einem Verstärker werden näher beschrieben. 
a) Abb. 5 zeigt den Telefunken-Eechenverstärker I, Vrk 463/1, mit er-
läuternder Schaltskizze. Links sind Buchsen für Anschluß an Leitwerte 
1 l = R = 1, 1, 1, 4, 4, 10, 10, 00 angeordnet, rechts 5 Buchsen für Anschluß 
des Ausganges und je eine Buchse für Bezugspotential (0) , direkten Eingangs-
anschluß und Anschließen von Anfangswerten für Integrieren. Mit dem 
Schalter wird die Übertragungseigenschaft gewählt : In Stellung I wird die 
Einheit zum Summierer durch Rückkopplung mit R = 1 M Q, in Stellung \ 
-t 
0.1 10 G 
oA 
Abb. 5. Lineare operative Recheneinheit TELEFUNKEN Vrk 463/1. links Einschubeinheit, rechts schalt· 
symbol. PreRsefoto Telefunken 
zum Integrierer mit e = 0,1 flF. In Stellung V ist der Verstärker frei verfüg-
bar, so daß er mit beliebigen Rückkopplungen überbrückt werden kann; ~s, 
besondere sind Kapazitäten e = 1 flF hierfür verfügbar. Die EingangsIelt-
werte werden entweder unmittelbar oder für Anschließen von Potentiometer-
Koeffizienteneinheiten verwendet; diese Widerstände können auch zueinander 
und zur R~ckkopplung parallel geschaltet werden. 
b) Abb.6 zeigt eine lineare operative Recheneinheit, die reichlicher mit 
Übertragungseigenschaften ausgestattet ist. Mit zwei Schaltern sind Wider· 
standswerte wählbar, 
R I , R 2 = 0,01 0,02 0,05 0,1 0,2 0,5 1 00 MQ, 
mit einem weiteren Schalter sind Kapazitäten wählbar, 
e = ° 0,001 0,003 0,01 0,03 O,l 0,3 1 flF, 
die durch einen Übertragungswahlschalter zu sieben Paaren von Einga~gs­
und Rückkopplungsimpedanzen zusammengeschaltet werden können. Es Sind 
dies die Paarungen (1 ,1), (1 ,2), (1 ,3), (1 ,4), (4,1), (3,1), (2,1) der in Abb. ~3 
dargestellten Impedanzen. In einer solchen Recheneinheit sind daher in diS' 
kreter Auswahl, teils auf mehrfache Weise einstellbar 19 konstante Faktoren 
R ' 
k = R2im Bereich 10-2 ~ k ~ 102 und 29 Zeitkonstanten T = Re im Be· 
I 
reich 10-5 ~ T ~ 1 verfügbar, so daß sich insgesamt 889 verschieden diInen- I 
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sionierte Übertragungen ergeben. Durch die SchaltersteIlungen an den Grenzen 
der Bereiche ist der Verstärker frei verfügbar, besonders zum Zusammen-
schalten mit Koeffizientendekaden nach Abb. 4. J ede solche Einheit ist über-
dies mit einer Anfangswert-Eingabe und einer Überlastungsanzeige ausge-
stattet. Diese wird durch ein Thyratron eingeschaltet und zeigt daher beliebig 
kurzzei~ige Überlastung der Recheneinheit verläßlich an. 
A~b. 6. I.lneare operative Recheneinheit des SHORlbTS GENERAGL ;'URP2~~ Ar.~~OgG~E AC.3::'~~~~:' 
mit Schaltern für Wahl und Dimensionierung der C ertral(U1lg, rou- un ems . 
Foto Shor~ Brothers and Harland 
-v -IHEo,v,-W.) 
~ VII u--v v, v, u 
Vn 
V. 
~_o: Val u--QV w. w. 
Abb. 7. Vorzeichenumkebrung, konstanter FaI.'tor, Summieren von FunI."tIonen 
D' . d P - kiz für Rechennetzwerke am häufigsten anzu-
le III en rograIll1lllers zen linearen ° rativen Rechen-
,,:endenden Darstellungen für Schaltungen .von _ . d . pe Abb 7 für Sum-
einheiten in Verbindung mit Koeffizienteneinhe1ten sm ~ 'Int' 
lllierer und in Abb. 8 für Integrierer zusammenges~llt ... B~l de~ egnerer~ 
gibt es für d E" führ von Anfangswerten zweI Moglichkelten (Abb. 9). 
l.K as m en . Beginn der Rechnung durch Ulan kann den Kondensator des Integrlerers vor 
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. Abb. 9. Eingeben der Anfangswerte, .' n 
a), b) am lntegnerer selbst, c), d), el in die nachfolgenden Rechenembelte 
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eine Spannungsquelle aufladen, die zu Beginn der Rechnung abzuschalten ist 
(Abb_ 9a, b)_ Statt dessen kann man die Integration mit dem Anfangswert 0 
beginnen lassen und die geforderten Anfangswerte in die nachfolgenden 
Recheneinheiten einführen (Abb, 9c, d, e), Dies geschieht durch Einschalten 
einer Sprungfunktion zu Beginn der Rechnung, Nur ausnahmsweise ist bei 
Anwendung dieses Verfahrens ein besonderer Summierer notwendig (Abb, ge), 
Kontinuierliche nichtlineore Rechen&inheit&n 
MU~TIP~IZIERER 








BEGRENZER TOTE ZONE BETRAG 























a.w w~w .. 
Abb. 10, Nichtlineare Recheneinheiten 
Programmiersymbole für nichtlineare Recheneinheiten mitsa~t ih~en ~;ber-
trag , h ft 'd m' Abb 10 zusammengestellt- DIe wIchtIgsten ungselgensc a en s , . ., . 
kont ' . li h ' htl' en Recheneinheiten sind l\IultIphzlerer, allgememe mUler c en mc . mear , ~, 
Funkt' t d spezI'elle Funktionsgeneratoren WIe Quadnerer lOnsgenera oren un , ..' _.., ' 
und S' /e' G t Es gIbt vollstandige und unvollstandlge )Iultl-mus OSInus- enera or, T' -
pliZI' d' II t" di n erfordern Zuschalten von"\ orzelchen-(·mkehrern, erer; Ie unvo s an ge 
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sofern nicht die Faktoren mit beiden Vorzeichen im Rechennetzwerk verfüg-
bar sind. . . " TZ" d Die diskontinuierlichen Recheneinheiten, "Begrenzer , " ot~ one. un 
Betrag" sind spezielle Funktionserzeuger, die - zusammen nut FunktJO~­~inheiten' _ auch Darstellung zusammengesetzter Diskont~uitä~n. (~e 
z. B. Hystereseschleüen) gestatten. Schließlich gibt es Schalteinheiten, mit 
Abb.11. Gesamtansicht des TELEFUNKEN-Analogrechners (Labormodell). Links: Funktionsgenerawr, 
4 Dioden-Multiplizierer, 8 Umkehrer, Sichtgerät, diskontinuierliche Recheneinheiten. oe! 
Mitte: Funktionsgenerator, 4 Dioden-Multiplizierer, 8 lineare Recheneinheiten, Potentiometerfeld für J6 ~~ 
flzienten, weitere 8 lineare Recheneinheiten, 8 Potentiometer, Schaltfeld für repetierendes Rechnen unkun Vi 
6 lineare Recheneinheiten. Rechts: Spannungsversorgung und Schaltfeld. Pressefoto Telef en 
denen Koeffizienten während der Rechnung sprunghaft geändert werden 
können, entweder nach vorgegebener Rechenzeit oder sobald eine im Rechen-
netzwerk auftretende Funktion einen vorgegebenen Wert erreicht. . 
Die Rechen- und Koeffizienteneinheiten werden nach dem Baukasten 
prinzip als Einschübe, weitgehend gegeneinander austauschbar, in Ge.häu;.n 
untergebracht, in denen meistens die Spannungsversorgung enthalten 1st. _I~ 
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Die Ein- un~ Ausgänge aller operativen Recheneinheiten sowie auch die 
Anschlüsse aller Koeffizienteneinheiten sind an Buchsenfeldern verfügbar_ 
Das Zusammenschalten zu einem Rechennetzwerk erfolgt in der Anlage Abb_ 11 
durch Kabelverbindungen über die Frontplatte hinweg, in Abb_ 12 durch 
Kabelverbindungen auf zentralen auswechselbaren Programmierfeldern, in 
Abb_ 13 dagegen in einem nicht auswechselbaren Programmierfeld allein durch 
EI t . Associates Rechenzentrum in ~bb. 12. Ausschnitt aus der Analogie-Rechenanlage Pl~~t der d :le~~~ichtnngen mit zwei auswechsel-
b rüssel. Oben: Koeffizienten-Potentiometer, darunter cRa -h
un 
·nbeten Foto Electronic _~ssociates. Inc_ 
aren Programmierfeldern, unten Spannungsversorgung, ee enel I . 
Kurzschlußstecker, wobei Steckschablonen für häufig auszuführet;tde Ste~~er­
konfigurationen vorhanden sind. Durch Wahlschalter können die Ausgange 
aller operativen Recheneinheiten an Anzeigeeinheiten. g~geben ,,:~rden. In 
Abb. 11 sind zur Anzeige mit Kathodenstrahlröhre~ zweI ~lllStra~ohr~n vor-
gesehen, in der Anlage Abb. 13 wird eine Zweistrahlro~e (hier mIt auf-
gesetzter Registrierkamera) verwendet. Die auf den Oszillogrammen ange-
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zeigten Spannungen können ausgemessen werden. Zur Ausstattung d~r ~.age 
Abb. 12 gehört ein elektronisches digitales Anzeige-Volt~ete:, ~as (b.m maßlger 
Rechengeschwindigkeit) fortlaufend Spannungswerte Vler~~lg ~l~ Komma 
anzeigt. Bei allen drei Anlagen können zusätzliche ReglStflerelllflcht~gen 
(Kathodenstrahl-Oszillographen oder servogesteuerte elektromecharusche 
Abb. 13 .. SHORTS GENERAL PURPOSE AKALOGUE COMPUTOR, Gehäuse in Form eines sehre!-
tisches nut AUfb.au. 1m Aufbau lineare Funktionseinheiten, Koeffizienteneinheiten, JlfUltiPlizierer,.Funk:l~uf' 
generator. Schrag angeordnet: Schalt· und Meßeinrichtungen, Anzeige mit Zweistrahlröhre - hier DU 'bel 
gesetzter Reglstrierkamera. Waagerecht: Programmierfeld. Spannungsversorgung im linken, Bandschrei 
im rechten Seitenschrank. 
schreibende Registriergeräte in Trommel- oder Tafelform) angeschlossen 
werden. 
Nach Wahl zeigt die Anlage die Rechenergebnisse repetierend mit Rechen-
z~iten von 0,1 s ~is 10 s (100 s) oder einmalig mit Rechenzeiten von (etwa) 2.8 
bIS 2 Stunden an, so daß die Rechnungen mit Zeitraffung, in natürlicher Zelt 
und mit Zeitdehnung ausgeführt werden können. 
2. Programmierung für eine lineare Differentialgleichung 
Ermitteln von Ausgangsprogrammierungen 
Beim Rechenvorgang in der Maschine ist die Rechenzeit T die unabhängige ~eränderliche; sie ist nach oben beschränkt: 0 ~ T ~ 7:_ Abhängige Veränd~r­
lic~e sind Spa~ung~n, die durch die Überlastungsgrenzen der RecheneJll-
helten ± U bmderseIts beschränkt sind, - U ~ v, w, __ . ~ U_ Man kann 
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mit der Maschine nur solch~ ~ufgabe~ behandeln, die sich maschinengerecht 
so u~formen lassen, daß die mteresslerenden Werteverläufe in den Anzeige-
bereICh der .Maschine fallen. Die einfachste Umformung besteht darin, daß 
man Maschmenveränderliche proportional zu den Problemveränderlichen 
einführt. 
. Die Differentialgleichung dritter Ordnung mit positiven konstanten Koeffi-
ZIenten 
(2.1) 
für ~ine Funktion y (t) der unabhängigen Veränderlichen t sei für die Anfangs-
bedmgungen Y (0) = Yo, y' (0) = Yo', y" (0) = Yo" zu lösen. Die Ableitungen 
nach t werden durch Striche bezeichnet. Die Funktion f (t) wird Anregungs-
funktion genannt. 
Durch Einführen von Maschinenveränderlichen 
T = x t, u = a y, x Ü = a y' (2.2) 
un~ Anbringen eines Verfügungsfaktors (! geht (2.1) über in die ~7Ifaschinen­
gle~chung (Differentialgleichung in Maschinenveränderlichen) 
e x3 a 3 U + (! x2 a2 Ü + ex a l iL + (! ao u = e a f (;), (2.3) 
in. der die Ableitungen nach der Maschinenzeit T durch Punkte bezeichnet sind. 
DIe Maschinengleichung ist nun durch ein Rechennetzwerk zu realisieren. Aus 
der Anzeige der Ergebnisse in Maschinenveränderlichen T und u sind dann 
nach (2.2) die entsprechenden Aussagen in den Problemveränderlichen t, y 
zu erhalten. Für das Herstellen des Rechennetzwerkes wird eine Program-
mierskizze entworfen die die zu verwendenden Arten und Anzahlen von Re-
cheneinheiten vOllständig beschreibt und Angaben über die Einstellwerte für 
die Widerstände, Zeitkonstanten und die Koeffizienteneinheiten enthält. 
Abb. 14 zeigt eine Programmierskizze mit zwei Su~ierern und eine~ 
Integriererkette aus drei Integrierern für die Mas~hinengleIChung .(2.3). DabeI 
sollen Integrierer verwendet werden, mit denen die Rechnung beIm Anfangs-
wert 0 beginnt. Falls für die Lösung der Differentialgleichung (2.1) Anfangs-
werte Yo =F 0, Y~ =F 0, yi: =F 0 gegeben sind, müssen daher nach Abb. 9c,.d 
Anfangswerte in die nachfolgenden Recheneinheite~ eingegeben werd~n. DIe A~sgangsspannungen der Recheneinheiten werden illlt. v, vo' ... , v3 bezeIChnet. 
DIe Zeitkonstanten der Integrierer seien Bi Ci = Ti, ~ = 1,2,3. 
Der Entwurf der Programmierskizze wird wie folgt motiviert. ym die 
niederen Ableitungen durch Integrieren zu erhalten, setzt man Vo = u. Dann 
v 
gilt für die Ausgangsspannung VI des ersten Integrierersv 1 = - ';1 • 
Wegen VI (0) = 0 wird daher 
9 WissenSChaftl. Abhandl. X. 1958 
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Da - ~ integriert werden soll, wird der Anfangswert 
Tl 
Üo · b ~ emgege eu. 
T I 
Für die Ausgangsspannung V 2 des zweiten Integrierers gilt dann 
. 1 ( Üo ) Ü 
v 2 =--T V l - T =T'J." 2 1 I 2 
~_~ .. u-~ 
Mitv (0) = 0 folgt also Vz = __ 0. EntsprechenderglbtslCh va = - T T T' 
·2 TlTz 123 
_ \,J- u....!.. 
T,T.T, 
(ai ~ 0) 
Abb. H. Programmierskizze für eine lineare Differentialgleichung 3. Ordnung mit konstanten Koeffizienten 
Die Summenbildung erfolgt nun nach Abb.7. Da in (2.3) lauter positive 
Koeffizienten vorausgesetzt sind, werden zunächst die mit VI und Va ZU 
bildenden Summanden gemeinsam mit der Anregungsfunktion I}a f (;) aIll 
ersten Summierer gesammelt. Nach Abb. 7 ergibt sich mit den in Abb. 14 an· 
geschriebenen Formeln für die Einstellwerte der Koeffizienteneinheiten 
v = -R[I}X2a2TlVl+I}UO TIT2Tava+l}at(;;)1 
Durch Einsetzen der für 'L't und Va erhaltenen Ausdrücke folgt 
~ = I} ",2 U2 (ü - Üo) + I} a o (u - U'o) - I} a f (;) . 
Der zweite Summierer erhält die Eingangsspannungen '1\ V o, v2 und WO' Für 
die Summenbeziehung gilt nach Abb. 7 und Abb. 14 
v 
R + I} x3 uaVo + exal Tl T 2 v2 + Wo = O. 
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Einführen von v, V o und V 2 ergibt nun 
(?X3 a3~' + (? x 2a2 (ü - ü o) + (? x a l (ü - uO)-T-
Hiernach wird die geforderte 
Anfangsspannung Wo durch 
(
'T\ 
-+- e ao (u - Uo) -+- Wo - 12 (J I -) = O. 
,x 
Maschinengleichung (2.3) erhalten, wenn die 
Wo = (? x 2 a2 Ü o + (?x al'uO -+- (?aouo = ea (a 2 y;; + a l y~ + (10 Yo) (2.4) 
bestimmt wird. (Bei Eingeben der Anfangswerte vor Beginn der Rechnung 
nach Abb. 9a, b werden VI = _..:!!.-, V 2 = ~_.~ t'a = - u und 11' Tl T 1 T 9 ' T 1 T 9 1'3 0 
entfällt). --
Hiermit ist zunächst eine formal richtige Programmierskizze für die ge. 
forderte Maschinengleichung erhalten, in der jeder Wahl der Zeitkonstanten 
l' 1> T 2' T 3 für die Integrierer bei jeder Wahl für den Funktionsmaßstab (J und 
den Zeitmaßstab ~ wohlbestimmte durch Einstellformeln gegebene Koeffizien-
te~einstellwerte und einzustellende Anfangswerte entsprechen. In der Gesamt-
heIt der formal der Maschinengleichung entsprechenden Dimensionierungen 
der Recheneinheiten sind auch die in der Maschine einstellbaren Dimensionie-
rungen enthalten. Unter diesen ist diejenige Dimensionierung der Einstell-
w~rte zu ermitteln, mit der (für die gewählte Programmierskizze) das genaueste 
mIt der Maschine zu erhaltende Ergebnis gewonnen werden kann. Es gilt also. 
aus der Mannigfaltigkeit der verfügbaren Freiheiten für 
%,(J, (?, Tl' 1'2' 1'3 
diejenigen zu finden, mit denen die Aufgabe möglichst gen au gelöst wird. Die 
genaueste mit der Maschine zu erhaltende Lösung ist bei zweckmäßiger Wahl 
des Zeitmaßstabes dadurch gekennzeichnet, daß alle Recheneinheiten roll 
ausgesteuert werden. Dies bedeutet, daß in jeder Recheneinheit während der 
Rechenzeit mindestens einmal die Grenze der Belastbarkeit eben erreicht, je-
doch nicht überschritten wird . 
. Man kann, \\oie aus dem folgenden zu entnehmen ist, eine optimale Dimen-
SI,onierung für eine formale Programmierskizze yon yornherein angeben, wenn 
dIe Lösung der Differentialgleichung explizit oder tabuliert bekannt ist. 
~ndernfalls ist man genötigt, die optimale Programmierung durch Auswerten 
eIner nicht optimalen Ausgangsprogrammierung mit Hilfe der Maschine zn 
e~mitteln. Als Ausgangsprogrammierung ist hie:zu jede P:ogrammierung. ge-
eIgnet, die eine überlastungsfreie, nicht allzu germge und mcht allzu unglelch-
~.äßige Aussteuerung der Recheneinheiten ergibt. Im folgenden .werden zu-
nachst Verfahren angegeben, mit denen solche Ausgangsprogramrmerungen er-
halten werden können. Im nächsten Abschnitt wird dann die Frage optimaler 
Programmierungen allgemeiner erörtert. 
l. Verfahren: Der erfahrene Rechner wählt zunächst eine ihm naeh der 
AufgabensteIlung zweckmäßig erscheinende Rechenzeit, etwa repetierendes 
Rechnen mit 1 s Rechenzeit sodann einen Zeitmaßstab, also den Faktor Y. 
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ist. Schließlich wählt er geeignet erscheinende Zeitkonstanten T l' T 2' T 3' 
etwa solche, die sich mit C = 0,1 flF in den Integrierern leicht einstellen 
lassen. Durch die Einstellformeln für die Koeffizienteneinheiten ergeben sich 
nun mit passend gewähltem Verfügungsparameter e einstellbare Werte, die 
eingestellt werden. Schließlich kann - ohne Änderung an den Zeitkonstanten 
und den Koeffizienteneinstellungen - der Funktionsmaßstab a so gefunden 
werden, daß mindestens eine der Recheneinheiten befriedigend (zu etwa 80 %) 
ausgesteuert und keine Recheneinheit überlastet ist. Sind alle Recheneinheiten 
hinreichend gleichmäßig ausgesteuert, etwa zwischen 50 % und 100 %, so ist 
eine gute Ausgangsprogrammierung erhalten; andernfalls wird die Program· 
mierung - im allgemeinen ohne nochmaliges Ändern von a - durch elementare 
Umformungen verbessert. Dies sind simultane Änderungen von Zeitkonstanten 
der Integrierer und Koeffizienteneinstellwerten, so daß die Programmierskizze 
formal erfüllt bleibt. Wünscht man beispielsweise die Ausgangsspannung VI zu 
verdoppeln, ohne die übrigen Ausgangsspannungen zu ändern, so hat man Tl 
zu halbieren, T 2 zu verdoppeln und den von V 1 gespeisten Koeffizienten ent· 
sprechend dem neuen Einstellwert umzustellen. Die Aussteuerung für V wird 
beeinflußt durch die Größe der beiden gleichen Widerstände R. Statt dessen 
kann man die Einstellwerte für die am Eingang des ersten Summierers liegen-
den Koeffizienten und den am Eingang des zweiten Summierers liegenden 
Widerstand R proportional ändern. Sinngemäß ist bei der Lösung einer Dif-
ferentialgleichung n-ter Ordnung mit einer Integriererkette der Länge 11 
vorzugehen. 
2. Verfahren: Falls Abschätzungen verfügbar sind 
!y(n)! ;;:; Y,,; !y{i)!;;:; Y j bzw. !y{i) - y~)! ;;:; Yj, j = 0, 1, ... ,n - 1, (2.5) 
erhält man eine nach Abb. 15a bzw. bausgelegte überlastungsfreie Integrierer-
kette mit dem Funktionsmaßstab 
U 
a = u" L , 1');;:; I (2.6) 
Y" 
und den rekursiv zu ermittelnden Zeitkonstanten 
T - . Y n - 1 > _ 1')2 Y"-2 
1-1')I U -Y-' 1')1=1'), T 2 = -U-y ,1')2 ~rl; 




1')j Y,,-j j=--U 
1')j-l Y,,-j + 1 
T Y"-1 >. T 1')2 Y"-2 l=1') l U-y ,1')1-1'), 2=-U2 -- 1') >'n. 
" - Tl Y,,' 2 = ." ... , 
(2.72) 
oder 
T . - 1')juj Y n - j . >1) ;-------,1)1= 
T 1 ·_·Tj - 1 Y" 
T _ a Y n - 1 
1-1')l un -1U' 
> I T 1')2 a Y n - 2 
'f}1=; 2=T;u"-2U' 1')2~1;._. ;(2.73) 
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Hierin ist U die Überlastungsgrenze, und die 1) sind Verfügungsparameter. 
Gilt in (2.5) überall für die Extremwerte das Gleichheitszeichen und werden 
alle Verfügungsparameter 'fJ gleich 1 gewählt, so ergibt sich mit (2.6) und 
(2.71), wie auch mit (2.6) und (2.72), wie auch mit (2.6) und (2.73) eine optimale 
Integriererkette. 
t" .... 
'Öl _ .JL... 
T. 
In-.' ,,..tI' 
u -~ T, 
Abb. 15. Reine Integriererketten, a) oben: Eingabe der Anfangswerte im ~tegrierer selbst, b) unten: Eingahe 
der Anfangswerte in die nachfolgende Rechenemhelt 
Zum Beweis hat man zunächst nach (2.2) zwischen den :Maschinenver-
änderlichen und den Problemveränderlichen den Zusammenhang 
(i) ')' 01 xiu=ay(J, J= " ... ,n. (2.8) 
Folglich gelten mit den in Abb. 15 eingeführten Bezeichnungen für die Aus-
gangsspannungen Vi die Darstellungen , 
. {a I y(n-i)i 
x n - J '1\ T 2' •• Tj lVii = al y(Il-i) _ Yo(n- j}! 
für j = 1,2, ... , n. 
Mit (2.6) folgt daher , (n)' 




'y(1I)1 T (2.10) 
I 1- U I_- Ivo! ~11 [I, IVO -'fJ Y,," . ( )1 Y It 1 erreicht. 
und das Gleichheitszeichen wird im Fall i Y 11 M = 11 m 'fJ = 
Mit (2.71), wie auch mit (2.72) ergibt sich zunächst 
. Y .. -j 
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Daher folgt mit (2.9) und (2.6) - für Abb. 15a -
also 
. " Y" j, 1) C, ( .)' %"-}1]"XJ --\t"·i=XI/.-- yl/. } 
• }. Y" }, . Y,.: 
, 1] U I y(i. i) i 
IVji=----, 
'Y)j Y(n .. j) 
: Vj :<:::!.L c . 
-'Y)i 
Schließlich folgt mit (2.73) zunächst 
also mit (2.9) 
, U Iy(n- j ) i 







Mit Rücksicht auf die angegebenen Beschränkungen für die 1], 1]i Rind dah~r 
die Integriererketten überlastungsfrei. In trivialer Weise ergeben sich dIe 
weiteren Aussagen für Integriererketten nach Abh. 15b und für Erreichen 
optimaler Integriererketten mit optimalen Abschätzungen (2.5). 
Nach Wahl von % und Ermittlung des Funktionsmaßstahes Cf und der Zeit· 
konstanten T j , j = 1,2, ... , n für die Integriererkette erfolgt die Einstellung 
nach der Programmierskizze. Sind die AbBchätzungen (2.5) Rehr ungenau, 80 
kann es notwendig werden, die erhaltene Programmierung durch elementare 
Umformungen in eine befriedigende Ausgangsprogrammierung umzuwandeln. 
3. Verfahren: Man ermittelt zunächst eine Grundprogrammierung dur~h 
die Forderung der Einstellbarkeit der Koeffizienteneinheiten im Hauptbere~ch 
0,1 ... 10 sowie der Zeitkonstanten mit den in den Integrierern verfügbar~.n 
Dimensionierungen. Sodann bestimmt man einen FunktionsmaßBtab a. der fur 
eine Grundprogrammierung geeignet ist. Für die triviale Programmierung zu 
n 
einer Differentialgleichung n·ter Ordnung 2: ai y(i) = f (t) nach dem 
i ~ 0 
Schema von Abb. 14 mit Integriererkette nach Abb. 15 werde zunächst 
an> 0, a o ... an =\= 0 angenommen. Dann gibt es gewiß einen Verfügungs· 
parameter 12, so daß die Einstellformeln für die Koeffizienteneinstellwerte n.-j 
(! x,. ft", ... , (! xn-j lan-il Tl' ., Ti, j = 1,2, ., . ,n 
auf einstellbare Werte führen, wenn die Quotienten aufeinander folgender Ein· 
stellwerte hinreichend nahe an 1 sind. Um Einstellbarkeit im Hauptbereich zu 
erhalten, genügt es, für diese Quotienten zu fordern 
(2.11) 
D· . d "hIt les wU' erreicht, wenn die Zeitkonstanten Ti in den Bereichen gewa 
werden: 
n.--_ ,. 
V 0,1 ~ Cj ~ Ir 10, j = 1,2, ., . , n. (2.12) 
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~ierin sind die Ei in dem angegebenen Bereich frei verfügbar, und man erhält 
emen mehr oder weniger ausgedehnten Bereich von Werten für den Zeitmaß. 
stabsfaktor ;;.(, so daß sich nach (2.12) einstellbare Zeitkonstanten ergeben. 
Nachdem;;.( und die Ti, j = 1,2, ... , n ermittelt sind, werden die Einstellwerte 
für die Koeffizienten errechnet. Für den Koeffizienten a,,_j erhält man mit 
(2.12) den Einstellwert 
e ;;.(n-i [an-il Tl" .Ti = e;;.(na"E I ••• Ej, 
und mit 
0,1 ~ (i/"O,lY ~ EI ... Ei ~ (i/ 10 Y ~ 10. j = 1.2, .... n 
folgt, daß beispielsweise mit e aus e ;;.(n an = 1 alle Koeffizienteneinstellwerte 
in den Hauptbereich fallen. Zu der hiermit bestimmten Einstellung gibt e,.; 
gewiß ein so kleines (J, daß an keiner der Recheneinheiten Überlastung eintritt. 
Man wählt für eine Ausgangsprogrammierung (J so, daß mindestens eine der 
Recheneinheiten befriedigend ausgesteuert ist und verbessert die Program. 
mierung, falls notwendig, durch elementare Umformungen. 
Sind nicht alle Koeffizienten ai von 0 verschieden, so bildet man aus (2.12) 
formal Produkte, in denen nur vorhandene Koeffizienten stehenbleiben und 
verwendet mehrfach die gleiche Zeitkonstante. Fehlen beispielsweise die 
Koeffizienten zwischen an-i, und an-j" ist also 
a"_j,=FO, an_j=O, an-i,*O. jl<j<j2' 
so erhält man aus (2.12) 
T h 




Bei linearen Differentialgleichungen mit konstanten Koeffizienten ist die 
optimale Programmierung für eine nach dem Sc~ema. vo~ Abb. 14 . (nut 
Integriererkette nach Abb. 15) entworfene Programmrersklzze 1m wesentlIchen 
durch den Funktionsmaßstab (J und die Zeitkonstanten in der Integriererkette 
bestimmt, da man über die Aussteuerung des Eingangssummierers .in trivial:!' 
Weise verfügen kann. Zur Anwendung des im folgen~en AbschllItt geschIl. 
derten Verfahrens mit Hilfe einer überlastungsfreien Ausgangsprogram. 
mierung eine optin;ale Programmierung zu erhalten, werden an den operat!.~·en 
Recheneinheiten die Extremwerte I Vi I J1 der Ausgangsspannungen gemes,.,m. 
3. Optimale reine Integriererketten . 
Eine nach einer Programmierskizze er.halt:ne Einstellung der. Zeltk(~ll' 
stanten der Integrierer, der Koeffizientenel1lheIteI~ und d~r Anfa.ngs\\e~t~ 1st 
- für fest gewähltes;;.( und festbleibende RechenzeIt -: optImaL" enn e:; mcht 
Illehr möglich ist durch irgendeine Änderung der EU1stellunge~ (also a,uch 
durch A" d d' F kt' ßstabes) die Aussteuerung wellIgsten,.; emer n erung es un lOnsma . , . 
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Recheneinheit zu verbessern. Eine Recheneinheit kann höchstens "voll" aus· 
gesteuert werden, d. h. bis zu Extremwerten ± U. Es gibt Programmier. 
skizzen, nach denen es unmöglich ist, alle im Rechennetzwerk verwendeten 
Recheneinheiten voll auszusteuern. Im allgemeinen ist es aber dann möglich, 
eine Programmierskizze optimal zu dimensionieren, wenn die in ihr enthaltenen 
Integriererketten optimal dimensioniert sind. Dies wird für reine Integrierer· 
ketten (Abb. 15) durch das folgende Verfahren erreicht. Die reinen Integrierer· 
ketten sind dadurch gekennzeichnet, daß die Integrierer außer Anfangswerten 
keine anderen Einspeisungen erhalten. 
Gegeben sei eine Programmierskizze, die eine reine Integriererkette der 
Länge n enthalte. Diese entspreche einer Problemveränderlichen y(t) nach 
dem Ansatz 
T = "t, u = Cf y. (3.1) 
Für die gesamte Programmierskizze liege eine überlastungsfreie Ausgangs· 
programmierung vor, so daß für die y (t) entsprechende Integriererkette die 
Daten Cf, Tl' T 2'· •• , T n gegeben sind. Die Extremwerte der Ausgangsspan· 
nungen I Vi I M werden gemessen. Gesucht werden für festgehaltenen Zeitmaß-
stab " und festbleibende Wahl der Rechenzeit neue Bestimmungsdaten a*, 
Ti, Ti,···, T!, so daß - mit den entsprechenden Koeffizienten- und 
Anfangswerteinstellungen - Ausste~rungen gemäß 
Iv; IM = Ui, Ui ~ U, i = 0,1, ... , n (3.2) 
erreicht werden. Hierbei sind ± U die Überlastungsgrenzen, und die Ui 
werden mitunter zur Vereinfachung der Rechentechnik kleiner als U gewählt. 
Die hiermit gekennzeichnete Aufgabe wird durch das folgende Formelsystem 
gelöst: 
Neuer Funktionsmaßstab : 
* _ 'Y/ U Cf - -I -1- Cf, 'Y/ ~ 1 
V o M 
(3.3) 
X eue Zeitkonstanten, rekursiv: 
T* - rJ IvllM T > T*. =.!J.L IVjlM T. . > . _ ') l-·/llvoIM 1,'Y/l='Y/; 1 I I 1,'Y/1='Y/,J-~,···,n 
'fJi-l Vj-l M 
oder 
(3.41) 
T*= Iv1lM T 2· T*= .!Vjl.lf Tl··· T i - 1 .. ._ n(3.42) 
1 'Y/l 1v I 1>'fJl-'fJ, i 'Y/1, I T* T* T1,'Y/J~'Y/,J-2, ... , 
oder 
oM jVoM 1··· ;-1 
T*='Y/llvlIMCf* T 1"1 21· T'!'=rJ.lvjIMCf* T l ··.Tj - 1 T . . > 1 
1 U Cf 1> ·/1 - , 1 ·0 U T* T* l' 'Y/J = , (3.43) 
Cf 1··· i-I i = 2, .. ·,'11· 
Zum ~eweis hat ~an ?Je bereits in (2.9) angeschriebenen Eigenschaften ~er I~tegnererketten fur die Ausgangsprogrammierung und für die neue DimensiO-
merung heranzuziehen. Dann folgt - für Integriererketten nach Abb. 15& 
(oben) - mit (3.3) 
Cf* U 
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also 
*_ V o 
Vo - IVol M'f} U, IVtI.~I = 'f} U. 
Mit (2.9) ergibt sich entsprechend 
n 'T a* a* 
y. -} i··· TT Iv*)·1 = a*1 y(n-iJ! = -a1y(n- jl ! = _vn-j T T'I.,.f 
, a f a r. 1 . .. }~} i , 
also 
* a* Tl'" Ti 
vi = -T*~ T* vi· 
a 1'" i 
Nun ergibt sich aus (3.41), wie auch aus (3.42) 
Tl'" Ti IVolM 
T~ ... T; = 'f}j IVj!.tI' 
also folgt mit (3.5) und (3.3) 
und hieraus 
V* =~!1..u 
• ' j IVjlllI 'f}i ' )V'!')M = !1.. U . 1 'f}i 
Schließlich ergibt sich aus (3.43) 
Tl" .Ti a U 
also folgt mit (3.5) 
Ti·· . Ti a* 1Jj IVjl~' 
V· U V* __ I __ 
j -IVi!M 1Ji ' 
U 
!V*IM=-. ) 'f}j 
(3.5) 
Damit sind alle Behauptungen formal bewiesen. Für Integriererketten nach 
Abb. 15b (unten) hat man sinngemäß y(i) durch y(i) - yo(i) zu ersetzen. Die in 
~en HerIeitungen verwendeten Eigenschaften der Integriererketten sind 
Jedoch beim Rechnen mit realen Recheneinheiten nur genähert erfüllt (vgI. 
Anhang). Deshalb dürfen die Verbesserungsformeln nicht unmittelbar auf 
~usgangsprogrammierungen mit mangelhafter Aussteuerung der Rechen-
einheiten angewendet werden. Erfahrungsgemäß führen die Verbesserungs-
formeln zum gewünschten Erfolg, wenn keine der Recheneinheiten in der Aus-
g~ngsprogrammierung zu weniger als 0,1 U ausgesteuert ist. In sch"ierigen 
Fallen ist es zweckmäßig, zunächst nur Aussteuerung zu ~-j ~ 0,8 U anzu-
streben und dann nochmals zu verbessern. Man begnügt sich mit Aussteue-
rung Uj ~ 0,8 U, wenn nach der AufgabensteIlung gewünscht \\ird, befriedigende 
Auswertungen für Bereiche von Koeffizienten oder Anfangswerten zu erhalten . 
. Die Verbesserungsformeln (3.3), (3.41), (3.42) enthalten die Daten einer 
e~elnen Integriererkette und sind daher auf jede reine Integriererkette in 
elUem beliebig umfangreichen Rechennetzwerk anwendbar. Enthält dif'ses 
etwa Darstellungen der Funktionen Yi, j = 1,2, ... , k, und zugeordnete 
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Integriererketten der Längen nj, j = 1,2, ' ... k, so i~t der Formalismus a~f 
alle diese Ketten anzuwenden. Dabei ist allerdings vorausgesetzt, .~aß die 
Integriererketten außer Anfangswerten keine Einspeisungen erhalten. Uber die 
Entstehungsweise der (~2 waren jedoch keine Voraussetzungen notwendig. 
Insbesondere darf der zugeordnete Summierer Eingänge aus nichtlinearen 
Recheneinheiten enthalten. Mit den neuen Bestimmungsdaten der Integrierer. 
ketten werden die Einstellwerte für die Koeffizienteneinheiten und die Anfangs. 
werte sowie die Eingänge für die Anregungsfunktionen na eh der Program· 
mierskizze neu eingestellt. Dann sind die Integriererketten wunschgemäß (bis 
optimal) ausgesteuert, und es zeigt sich keine Überlastung, wenn die übrigen 
im Netzwerk vorhandenen Recheneinheiten überlastungsfrei eingestellt sind. 
Summierer, wie beispielsweise in Abb. 14 links, lassen sich stets in trivialer 
Weise wunschgemäß aussteuern; nichtlineare Recheneinheiten werden grund. 
sätzlich so in die Programmierskizze eingegliedert, daß sie Überlastung am 
Ausgang nur bei Überlastung am Eingang ergeben können. 
Bei der Auswertung von Programmierskizzen für nichtlineare Differential· 
gleichungen kann der Fall eintreten, daß es bei optimaler Aussteuerung aller 
linearen Recheneinheiten nicht möglich ist, zugleich alle nichtlinearen Rechen· 
einheiten voll auszusteuern. Tritt dies in einer Programmierung für nur eine 
nichtlineare Recheneinheit ein, so ist die zugehörige optimale Programmierung 
eindeutig - mit voller Aussteuerung für die lineare und größtmöglicher Aus· 
steuerung für jene nichtlineare Recheneinheit. Es ist jedoch denkb~, daß 
mehrere nichtlineare Recheneinheiten nicht voll ausgesteuert werden Jr6nnen 
und daß dann Einstellungen mit verschiedenen Begrenzungen für die Aus' 
steuermöglichkeit vorliegen. In solchen Fällen hat man zu beurteilen, welche 
der Möglichkeiten die genaueste Auswertung liefert. Die Frage der Beurteilung 
wird später erörtert. 
4. Mannigfaltigkeiten von Programmierskizzen 
In den vorangehenden Erörterungen wurde von einer für eine Aufgabe 
entworfenen Programmierskizze ausgegangen und für diese eine optima~e 
Programmierung ermittelt. Bis auf die einfachsten Aufgaben ist jedoch die 
\:ogrammierskizze keineswegs eindeutig durch die AufgabensteIlung festgele~. 
V leImehr erhält man eine mehr oder weniger umfangreiche MannigfaltigkeIt 
von Programmierskizzen für die gleiche Aufgabe, indem man entweder vor der 
Programmierung algebraische Umformungen, analytische Umformungen oder 
Tran~formationen der unabhängigen oder (und) der"abhängigen Veränderlichen 
vormmmt oder auch aus bereits ausgearbeiteten Programmierskizzen durc~ 
Strukturumformungen neue Programmierskizzen herleitet. Dies werde an zweI 
einfachen Beispielen gezeigt. 
Nach dem vorangehenden kann man Abb. 14 als eine zur Aufgabe (2.1) 
gehörige .,triviale" Programmierskizze bezeichnen. Dort werden die von 
VI und v3 stammenden Einspeisungen über zwei Umkehrer an den ersten ~ntegrierer geleitet. man kann sie daher vorzeichenrichtig auch unmittelbar 
m den .ersten !ntegrierer eingeben und erhält durch entsprechendes Umpro-
grammIeren dIe neue Programmierskizze Abb. 16. Hier ist die Anregungs-
funktion durch bloßes Ändern des Vorzeichens trivial verlagert. Die neuen 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047007
Beiträge zur Programmiertechnik für elektronische Analogie·Rechenmaschinen 139 
Koeffizienteneinstellwerte sind aus den in Abb. 14 verzeichneten -erhalten. 
indem diese, der Überführung entsprechend, durch (! ",3 a 3 R I dividiert sind. 
Bei dieser Strukturumformung fällt der erste Summierer weg und V o erhält 
eine andere Bedeutung; denn nun wird wegen der Eigenschaft des Summierers 
(Abb.7) 
(4.1) 
Nach Abb. 8 gilt für den ersten Integrierer mit den in Abb. 16 eingetragenen 
Einstellwerten für die Koeffizienten 
U t'o (L2 (ü - ü o) (Lo (u - u o) 
Tl Tl "'(L3Rlel x3 a 3 R I C\' 
(4.2) 
80 daß sich durch Einführen von (4.1) und (2.4) die zu realisierende .Maschinen-
gleichung (2.3) ergibt. In der Programmierskizze nach Abb. 16 wird y'" nicht 






~.\UL. 16. '''eitere Progranuuierskizze. aus Ahh. 14 durch Lll1programmiccfIl hergeleitet 
angezeigt. Wünscht man Anzeige, so kann 'ü in einer Xeben~echnung n~ch (4:2) 
mit einem Summierer erzeugt werden. Die Integriererkette \l1 Abh: 16 I~t kpme 
.. reine" Integriererkette, da hier der erste Integrierer andere. EmsI?elsungen 
als Anfangswerte erhält. Die Yerbesserungsformpln aus .Abschmtt 3 slIld.daher 
hier nicht ohne weiteres anwendbar. Ist jedoch eine optImale Prog~ammlf'l:ung 
für Abb 14 _ f" b . d auch nach der Umprogrammienmg die Au~gangp 
. "er ug ar, so Sin ." . 1 d' l' h der Inte . t' 1 d " V t' mcht geandprt werden, e Ig IC am gnerer op Ima, a °1' 2' 3. d' . d Summ' k . t" I A" nderung der Emstellungen not wen Ig \\ er en. Ierer ann eine nVIa e .' ; .h 
Um Übersteuerung zu vermeiden oder optimale Aussteuerung zu err('Jc en. 
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Im folgenden wird an einem Beispiel einer nichtline~ren. Differentia~. 
gleichung gezeigt, daß die Mannigfaltigkeit der Programm~ersklzze~ z~ Lo· 
sung einer Aufgabe recht umfangreich sein kann, und daß dIe Ge~aUlgkelt der 
mit verschiedenen optimalen Programmierungen erhaltenen ~osu~gen se~ 
verschieden ausfaUen kann, auch wenn es sich um ProgrammIerskIzzen llllt 
gleicher minimaler Anzahl von Recheneinheiten handelt. 
Die van der POLsche Differentialgleichung 
y" + {t (y2 - 1) y' + y = f (t), Y (0) = Yo = 0, y' (0) = y~ = 1 (4.3) 
geht durch Einführen von Maschinenveränderlichen nach (2.2) und Multipli. 
zieren mit einem Verfügungsparameter e über in die Maschinengleichung 
e x2 Ü + {t (:: - 1) e "Ü + eu = e a f (~), U o = 0, wu 0 = a . (4.4) 
2 w 2 - U M Ir li . rer Mit einem Funktionserzeuger F (w) = ---u--- und einem u Ip zte 
erhält man hieraus die triviale Programmierskizze Abb. 17a (oben). In die 
Integriererkette ist ein Umkehrer eingefügt, um den geforderten Anfangswert 
einzugeben; um alle Freiheiten für die EinsteUmöglichkeiten ausnutzen zu 
können, sind außer e noch weitere Verfügungsparameter durch Koeffizienten 
an den Eingängen der nichtlinearen Recheneinheiten eingeführt. Dann er· 
fordert die Identifizierung mit der Maschinengleichung Einstellen der Be· 
ziehung 
1 2 Äi 
a2 Ti T~ U2· 
Durch eine solche Anforderung wird die Möglichkeit, günstige Aussteuerung 
zu erreichen, erheblich eingeschränkt. Man kann dies vermeiden, indem man 
die Klammer in (4.3) und sinngemäß in (4.4) ausmultipliziert und erst dann 
in trivialer Weise programmiert. So ergibt sich die Programmierskizze Abb.17b 
(unten), in der bei Änderung von {t zwei Koeffizienteneinstellungen zu ändern 
si~d, im übrigen jedoch übersichtliche Voraussetzungen für optimales Progr:am· 
Illleren vorliegen. Die Integriererkette ist trotz der Unterbrechung durch eIDen 
Umkehrer eine reine Integriererkette, die mit geringfügiger Abwandlung der 
Verbesserungsformeln aus Abschnitt 3 optimal dimensioniert werden kann· 
Ist V 2 voll ausgesteuert, so wird zwangsläufig der Quadrierer voll ausgeste~ert. 
Die Mög~chkeit, den ersten Summierer voll auszusteuern, ist von den übrIge~ 
Recheneinheiten unabhängig. Da sich jedoch die Extremwerte von ü und u 
nicht gleichzeitig einstellen, ist es unmöglich, den Multiplizierer voll aUSZ~­
steuern. !ür ~leine t-t ist der hierdurch hervorgerufene Fehler geringfügig, für 
große {t 1st die Programmierskizze völlig unbrauchbar. 
Die gekennzeichnete Fehlerquelle kann durch analytische Umformung der 
Aufgabe vermieden werden. Durch Integrieren und einfache UInformungen 
ergeben sich aus (4.3) und (~3 _ y), = (y2 _ 1) y' die folgenden vier Fas-
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u 
u 
~U(U'_1) T, cJ2 ( 2"'U' ) ~-1 U 
WfW, w~ 
u 11 
uus. u t 
T:T!U i T:T:U 
Abb. 17. Differentialgleichung von van der POL, a) oben: triviale Programmierung, 
v) unten: Programmierung nach Ausmultiplizieren der Klammer 
Y' " (y3 ) . d 0 
- Yo -+-- J-l 3 - Y + \ y t = (= (f (t) dt) 
y' - y~ + J-l y (~2 _ 1) + \ Y dt = 0 
Y' "y3 , . 
- Yo i J-l 3 - J-l Y -+-- \ Y dt = 0 




~urch jede dieser Schreibweisen ist eine Programmierskizze (im wesentlichcn 
elIldeutig) beschrieben. Dabei ist in (4.5) und (4.6) je einmaliges, in (4.7) und 
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(4.8) je zweimaliges Einstellen von {t notwendig. Jede dieser Programmier-
skizzen kann optimal mit voller Aussteuerung aller zu verwendenden Rechen-
einheiten realisiert werden. Für (4.8) ergibt sich die Maschinengleichung 
ex u - ex Üo + i; 1/ • 1/2 - e pu + ~ ~ 1/ d t = O. (4.9) 






,-~ .. ~p 
Abb. 18. Programmjerung~n zu van der POLs DGl in integrierter Form, a) oben: triviale programulieCUnS 
uber ". 1St 14 durch 'u zu ersetzen, b) unten: nach Strukturumformung 
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Hiermit erhält man die Programmierskizze Abb. 18a (oben), in der der Qua. 
~ierer durch einen Multiplizierer ersetzt werden kann. Diese Programmierung 
liefert Anzeigen für y', y, \ydt, y2, y3 (Abb. 21) und alle hieraus zu erzielenden 
Paarungen (Phasendiagramme), von denen etliche in Abb. 22 dargestellt sind. 
Da hier der Multiplizierer voll ausgesteuert werden kann, ergeben sich zu. 
treffende Lösung~n für einen sehr ausgedehnten Bereich von ,u.Werten. Mit 
der schon beim Ubergang von Abb. 14 zu Abb. 16 angewendeten Struktur. 
umformung ergibt sich aus Bild I8a (oben) die Programmierskizze Abb. 18b 
(unten). Bei Verwenden eines Funktionserzeugers für die dritte Potenz ist die;; 
eine Programmierskizze mit geringstem Aufwand an Recheneinheiten, in der 
die - im Rechennetzwerk selbst vermiedene - Anzeige von y' in einer 
Nebenrechnung erreicht werden kann. Mit diesen Beispielen für Programmier. 
skizzen zur van der POLschen Differentialgleichung ist die Mannigfaltigkeit 
aller für diese Aufgabe möglichen Programmierungen nicht erschöpft; eine 
umfassendere Auswahl wird im folgenden Abschnitt mit vereinfachter Symbolik 
beschrieben. 
o. Mannigfaltigkeiten von Strukturskizzen 
Zu jeder Aufgabe gibt es im allgemeinen etliche Programmierskizzen. die 
sich im wesentlichen eindeutig durch die Schreibweise der Aufgabe und Ver. 
einbarungen über die in der Programmierskizze zu verwendende Symbolik 
kennzeichnen lassen. Dies gilt beispielsweise für Abb. 14 als Programmierskizze 
zu (2.1) und für Abb. I8a als Programmierskizze zu (4.8); ebenso gibt es zu 
(4.5), (4.6), (4.7) je eine Programmierskizze, die durch die Schreibweise der 
~ufgabe mitsamt Angabe der Art der zu verwendenden nichtlinearen Rechen. 
emheiten gekennzeichnet ist. Programmierskizzen, die durch Strukturum· 
formungen oder mit besonderen Kunstgriffen zu erhalten sind, müssen jedoch 
durch zusätzliche Hinweise charakterisiert werden. Zur Kennzeichnung einer 
beabSichtigten Programmierskizze genügt eine mit yereinf~chte,: Syn~bolen 
angelegte Strukt1trskizze, beispielsweise als Anweisung für Mitarbeiter, dIe nut 
der Skizzierweise und der Symbolik vertraut sind. 
Einige für Strukturskizzen vereinfachte Symbole sind in Abb. 19 zusam~len. 
gestellt. Auf Darstellung koppelnder Widerstände wird yerzichtet. Sumnuerer 
-{>. -[>r ... [>1>i1>i-
Abb. 19. Beispiele zur vereinfachten Symbolik für Strukturskizzen 
~erden durch Dreiecke, Integrierer durch Dreie~ke mit yerdop~elter ~.a~i.", 
lUchtlineare Recheneinheiten durch Rechtecke mIt Buchstabenze~~hen 'He m 
Abb. 10 gekennzeichnet. Für Ausgänge aus Recheneinheiten und fur Emgange 
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über Koeffizienteneinheiten werden Pfeile gesetzt; dabei müssen in einer voll· 
ständigen Skizze Ausgangs- und Eingangspfeile in gleicher Anzahl auft~eten. 
Verbindet ein Pfeil einen Ausgang unmittelbar mit einern Eingang, so WIrd er 
sowohl als Ausgangs- wie als Eingangspfeil gezählt. Eingeben von Anfangs. 
werten wird in der Strukturskizze durch einen kurzen Strich angedeutet. 
Diese Kennzeichnung kann auch entfallen, wenn das Eingeben der Anfangswerte 
routinemäßig klar ist. Die Strukturskizze wird mit Problemveränderlichen 
beschriftet, wobei es im allgemeinen genügt, nur einige wenige Eintragungen 
vorzunehmen, etwa die Ausgänge zu kennzeichnen, für die Registrierung 
verlangt wird. 
Mit diesen Vereinbarungen erhält man für die Differentialgleichung von 
van der POL die in Abb. 20 zusammengestellten Strukturskizzen. Der Tabel· 
lenkopf enthält vier Schreibweisen der Aufgabe. Darunter stehen in der ersten 
Zeile die zugehörigen trivialen Strukturskizzen, durch deren erste die Pro· 
grammierskizze Abb. 17a gekennzeichnet ist. Durch Strukturumformung und 
Verzicht auf Anzeige der höchsten Ableitung entstehen die Skizzen in der 
zweiten Zeile. Die dritte Zeile geht aus der ersten hervor. In den beiden links 
stehenden Skizzen ist der Umkehrer für Eingeben des Anfangswertes y'o 
weggefallen, daher muß der Anfangswert an zwei bzw. drei Stellen eingegeb~n 
werden. In den beiden rechts stehenden Skizzen ist der Funktionsgenerator ~ 
zwei Recheneinheiten zerlegt. Die letzte Zeile geht aus der dritten durch die 
schon beim Übergang von der ersten zur zweiten angewendete Strukturum; 
formung hervor, links wird auf Anzeige von y", rechts auf Anzeige vo~ Y 
verzichtet. Durch den Tabellenkopf ist beiläufig darauf hingewiesen, wie diese 
Ableitungen durch Nebenrechnung mit einem Summierer erhalten we~den 
können. Die Zusammenstellung Abb. 20 ist keineswegs erschöpfend, beispJe~· 
weise kann man die Funktionsgeneratoren mit umgekehrtem Vorzeichen em· 
stellen und so einige weitere bemerkenswerte Strukturskizzen erhalten. Ferner 
sind an einigen Stellen Verschiebungen der Koeffizienteneingabe und der 
Anfangswerteingabe möglich. Schließlich sind nur unmittelbar naheliegende 
Umformungen der gestellten Aufgabe berücksichtigt; im allgemeinen sind auch 
tieferliegende Transformationen der Veränderlichen zu erörtern. . 
Diskussion und Auswertung aller gekennzeichneten Strukturskizzen gIbt 
die Möglichkeit, eine Fülle verschiedenartiger Vorkommnisse bei guter u.nd 
schlechter Programmierung zu demonstrieren. Unsere Aufgabe eignet SICh 
daher besonders gut für die Ausbildung. Die trivialen Strukturskizzen erfor~ern 
den größten Aufwand an Recheneinheiten. In der ersten und in der drItten 
Zeile der Zusammenstellung Abb. 20 liegen reine Integriererketten vor, so daß 
nach dem Verfahren in Abschnitt 3 optimiert werden kann. Optimale Program· 
mierungen für die zweite und die vierte Zeile können dann durch Umprogram· 
mieren erhalten werden. Alle unmittelbaren Strukturskizzen (linke ßä~) h~?e~ d~n Mangel, ~a~ . es mit den zugeordneten Programmierungen lllC~~ 
moglich Ist, den MultIplIZlerer voll auszusteuern (vgl. Oszillogramme Abb. 2 ) 
Hierdurch '~ächst der Fehler de.r Ergebnisse mit fL an bis zur völlige~ y:~ 
brauchbar~eIt. Nach den zur mtegrierten Differentialgleichung gehotlg h 
StrukturskIzzen (rechte Hälfte) ergeben sich lauter Programmierskizzen, uSO dene~ volle .Aus~teuerung aller Recheneinheiten möglich ist. Die grö~te !: 
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reicht. Bei der Untersuchung für den Bereich 0,1 ;;:; P ;;:; 1200 zeigt sich be· 
sonders für große ,u-Werte, daß die Ergebnisgenauigkeit auch bei minima~em 
Aufwand an Recheneinheiten merklich durch die Wahl der Strukturskizze 
beeinflußt wird. 
6. Arbeitstechnik beim Rechnen mit Analogie-Rechenmaschinen 
Bei Vorliegen einer Aufgabe beginnt man mit der Herstellung einer ~ög. 
liehst umfassenden Übersicht über Strukturskizzen, die der Aufgabe UIumttel· 
bar oder nach sachgemäßer Umformung entsprechen. Hiernach beurteilt man, 
-1/' 1/ i 1/ dt,. 
Abb. 21. Oszillogramme zu van dfT POLs Differentialgleichung in der Anordnung (t') 1/' 1/' 
Links unten (~) mit formal richtiger, jedoch für große I' ungeeigneter ProgramOlierskizze nach Abb. 17b. 
in welchem Umfange optimale Programmierungen durch vorhandene Vor-
schriften oder durch Umprogrammierungen oder durch spezielle 1!nter-
suchungen, beispielsweise durch Abschätzungen erhalten werden können. 
Sodann wählt man eine oder mehrere Strukturskizzen aus, für die PrograIll-mierski~zen anzufertig~n und auszuwerten sind. Der Rechenvorgang :Mrd .d~ 
durch die Wahl des Zeitmaßstabes und der Rechenzeit festgelegt. HIerbeI sIll 
die Frequenzeigenschaften der Recheneinheiten und der Registriergeräte. zu 
berücksichtigen, insbesondere beim Aufzeichnen mit schreibenden Registnerh 
geräten. Falls der Verlauf der zu registrierenden Funktionen überhaupt n,0e 
nicht bekannt ist, legt man Zeitmaßstab und Rechenzeit erst nach ellle~ 
orientierenden Ausgangsprogrammierung fest. Hierbei wird beachtet, ob dure 
die Aufgabenstellung der interessierende Bereich für die unabhängige Ver-
ä.nderliche vo~gegeb~n ode.r durch .Eigenschaften der zu registrierenden ~: 
tlOnen beschneben 1st. Mitunter 1st es zweckmäßig, Auswertungen nut 
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schiedener Wahl des Zeitmaß stabes zu registrieren. Außer den Funktionen 
werden Phasendiagramme registriert (vgl. Abb. 22). Alle Registrierungen 
erfolgen-mit quantitativen Angaben über die Darstellungsmaßstäbe. Bei 
Anzeige -auf der Kathodenstrahlröhre werden Einzeldaten ausgemessen. Die 
genauesten Ergebnisanzeigen erhält man mit digitalen Voltmetern und an. 
geschlossenen Tabellendruckern. Schließlich ist die Genauigkeit der erhaltenen 
Lösung zu beurteilen. Dies geschieht mit Testprogrammen, durch Kontroll-
rechnungen mit Ziffernverfahren und durch Erwägungen, zu denen man durch 
den Anblick der Oszillogramme, besonders der Phasendiagramme, angeregt 
wird. 
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Anhang 
Reale Übertragungseigenschaften linearer operativer Rcchcncinheiten 
Mit den in Abb. 23 angemerkten Bezeichnungen 
v l' ... , v,. Eingangsspannungen der Recheneinheit 
Y 1" .• , Y n, Yo Admittanzen der passiven Zweipole 
Y (gerichtete) Admittanz des Verstärkers 
Y E Verstärkereingangs-Admittanz 
Y A Admittanz der Belastung der Recheneinheit 
w Spannung am Eingang des Verstärkers 
u Spannung am Ausgang des Verstärkers 
ergibt sich aus Abb. 23 für die Spannungen w am Eingang und u am Ausgang 
des Verstärkers nach der Vierpoltheorie bei Vernachlässigung des Gitterstromes 
der Eingangsröhre der Ansatz 
(
I: Yi + YE + Y o 
-Yo + Y 
- Y 0 ) (10\) = (I: Yi Vi\) . 
Yo + Y .. t n 0 
Hieraus folgt für die Ausgangsspannung 
(1) 
u = - (- Y 0 + Y) I: Yi Vi (2) 
Yo (- Yo + Y) + (Yo + YA ) (I: Yi + YE + Yo) 
Für die Beurteilung von Recheneinheiten und für Genauigkeitsfragen ist die 
Kenntnis der Verstärkung wesentlich. Für den offenen Verstärker (ohne Rück-
kopplung, Yo = 0) und mit nur einem Eingang VI liefert (21 
Y I YV I U= - (YI+YE)YA ' 
~Iit Y I ~ Y E erhält man daher, wenn die Belastungsimpedanz mit ZA be· 
zeichnet wird, 
Y 
U = - Y
A 
VI = - ZA Yv 1 • 
Daher ist A (p) = - ZA Y die Verstärkung. Sie ist frequenzabhängig ~d 
kann in .. de~ Frequenzbereich, in dem Anwendungen der Recheneinherten 
sachgemaß smd, durch Ansätze der Form 
A (p) = I A~ oder A (p) = A o FliP) mit F 1 (0) = F 2 (0) = 1 (3) + vP F 2 (p) d~rges~ellt \\:~~den. Hieri~. ist A 0 die V er~tä.rkung für die Frequen.~ 0 und !: 
die großte fm den Verstarker charakterIstIsche Zeitkonstante. Fur Rech ei~eiten werd.~n Verstärker mit großer Verstärkung A o verwendet. Ao liegt 
ZWIschen 104 (fur repetierendes Rechnen) und3.lOs (für langdauerndesRechnen). 
Aus (2) folgt durch einfache Umformung 
U (I - Y o + YA (I + Y E l: .. .., Yi)) Ln Yi . Y Y + _ = _ -v .. 
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Durch .Einführen von Impedanzen (Yi Zi = 1) 
und mIt - Y = A (p) Y A ergibt sich hieraus v1 
oder 
mit 
(I-e(p))u= - L:~:Vi 
i~l 
n 
U = _ (1 + _8 ) "\' Zo Vi 
1 - 8 L..J Zi 




.-\.h1). 23. LinearE' opprarive Rpchplwin}wit 
(4") 
i~l 
Für hinreichend große Verstärkung wird der Einfluß ,on e (p) in (4) und (4') 
nach (4") vernachlässigbar klein, und für ideale Yerstärker mit E (p) = 0 
folgen aus (4) oder (4') die Programmieransätze 
n n 
u= - L~:Vi' ~ + L:;i =0. (5) 
i~l i~l 
Für n = 1 erhält man hieraus (LI) und (1.2). 
Beim Programmieren werden stets die Programmieransätze ,enl'cndcL 
Da jedoch reale Verstärker benutzt werden, sind Gcnauigkeitsfragen zu cr· 
örtern. Mit den Darstellungen (4), (4') für die realen tbertragungseigcnschaften 
der Recheneinheiten kann man die Anwendungsbereiche der Recheneinheiten 
kennzeichnen, in denen mit den Programmieransätzen eine geforderte Ge· 
nauigkeit erreicht wird [4], [5]. Praktisch orientiert man sich über die Ab· 
weichungen der realen von den idealen Übertragungscigenschaften dcr Re-
cheneinheiten einer gegebenen elektronischen Analogie-Rechenmaschine durch 
Teste. 
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