We present a new tensor product generation network (TPGN) that generates natural language descriptions for images. The model has a novel architecture that instantiates a general framework for encoding and processing symbolic structure through neural network computation. This framework is built on Tensor Product Representations (TPRs). We evaluated the proposed TPGN on the MS COCO image captioning task. The experimental results show that the TPGN outperforms the LSTM based state-of-the-art baseline with a significant margin. Further, we show that our caption generation model can be interpreted as generating sequences of grammatical categories and retrieving words by their categories from a plan encoded as a distributed representation.
Introduction
In this paper we attempt to address a triple challenge:
• to achieve good performance on a difficult task -image captioning • producing interpretable internal representations acquired through deep learning • in a Deep Neural Network (DNN) architecture possessing a sound rationale based in a general theory of intelligent information processing that integrates neural and symbolic computation.
The model we present outperforms the widely-used LSTM-based models on caption generation for images in the MS-COCO dataset. The learned representations developed in a crucial layer of the model can be interpreted as encoding grammatical roles for the words being generated. This layer corresponds to the role-encoding component of a general, independently-developed architecture for neural computation of symbolic functions including the generation of linguistic structures. The key to this architecture is the notion of Tensor Product Representation (TPR) [18, 17] , in which vectors embedding symbols are bound to vectors embedding structural roles and combined to generate vectors embedding symbol structures. TPRs provide the representational foundations for a general computational architecture called Gradient Symbolic Computation (GSC) and applying GSC to the task of caption generation yields the specialized architecture defining the model presented here. The general nature of GSC means that the results reported here have implications well beyond the particular task of caption generation.
The paper is organized as follows. Section 2 discusses related work. In Section 3, we review the basics of tensor product representation. Section 4 presents the rationale for our proposed architecture. Section 5 describes our proposed model in detail. In Section 6, we present our experimental results. In Section 7, we discuss the interpretation of internal representations learned by the model. Finally, Section 8 concludes the paper.
Related work
Deep learning (DL) currently plays a dominant role in many NLP applications due to its exceptional performance. Hence, we focus on recent deep-learning-based literature for NLP applications, image captioning in particular.
Most of the existing DL-based image captioning methods [12, 20, 5, 3, 6, 9, 10, 11] involve two phases/modules: 1) a Convolutional Neural Network (CNN) for image analysis, and 2) language modeling [5] . The CNN module takes an image as input and output an image feature vector or a list of detected words with their probabilities. The language model is used to create a sentence (caption) out of the detected words or the image feature vector produced by the CNN.
There are mainly two approaches to language modeling in image captioning. The first approach takes the words detected by a CNN as input, and uses a probabilistic model such as maximum entropy (ME) language models, to arrange the detected words into a sentence. The second approach takes the penultimate activation layer of the CNN as input to a Recurrent Neural Network (RNN), which generates a sequence of words (the caption) [20] .
The work reported here follows the latter approach, adopting a CNN + RNNgenerator architecture. Specifically, instead of using a conventional RNN, we propose a recurrent network that has substructure derived from the general GSC architecture: one recurrent subnetwork holds an encoding S -which is treated as an approximation of a TPR -of the words yet to be produced, while another recurrent subnetwork generates a sequence of vectors that is treated as a sequence of roles to be unbound from S, in effect, reading out a word at a time from S. Examining how the model deploys these roles allows us to interpret them in terms of grammatical categories; roughly speaking, a sequence of categories is generated and the words stored in S are retrieved and spelled out via their categories.
Review of tensor product representation
Tensor product representation (TPR) is a general framework for embedding a space of symbol structures S into a vector space. This embedding enables neural network operations to perform symbolic computation, including computations that provide considerable power to symbolic NLP systems [18, 17] . Motivated by these success examples, we are inspired to extend the TPR for the more challenging task of image captioning. And as a by-product, the symbolic character of TPRs makes them amenable to conceptual interpretation in a way that standard learned neural network representations are not.
A particular TPR embedding is based in a filler/role decomposition of S . A relevant example is when S is the set of strings over an alphabet {a, b, . . .}. One filler/role decomposition deploys the positional roles {r k }, k ∈ N, where the filler/role binding a/r k assigns the 'filler' (symbol) a to the k th position in the string. A string such as abc is uniquely determined by its filler/role bindings, which comprise the (unordered) set B(abc) = {b/r 2 , a/r 1 , c/r 3 }. Reifying the notion role in this way is key to TPR's ability to encode complex symbol structures.
Given a selected filler/role decomposition of the symbol space, a particular TPR is determined by an embedding that assigns to each filler a vector in a vector space V F ∼ = R d F , and a second embedding that assigns to each role a vector in a space
The vector embedding a symbol a is denoted by f a and is called a filler vector; the vector embedding a role r k is r k and called a role vector. The TPR for abc is then the following 2-index tensor in
where ⊗ denotes the tensor product. The tensor product is a recursive generalization of the vector outer product; recursion is exploited in TPRs for, e.g., the distributed representation of trees, the neural encoding of formal grammars in connection weights, and the theory of neural computation of recursive symbolic functions. Here, however, it suffices to use the outer product; using matrix notation we can write (1) as:
Generally, the embedding of any symbol structure S ∈ S is {f i
A key operation on TPRs, central to the work presented here, is unbinding, which undoes binding. Given the TPR in (2), for example, we can unbind r 2 to get f b ; this is achieved simply by f b = S abc u 2 . Here u 2 is the unbinding vector dual to the binding vector r 2 . To make such exact unbinding possible, the role vectors should be chosen to be linearly independent. (In that case the unbinding vectors are the rows of the inverse of the matrix containing the binding vectors as columns, so that r 2 · u 2 = 1 while r k · u 2 = 0 for all other role vectors r k = r 2 ; this entails that S abc u 2 = b, the filler vector bound to r 2 . Replacing the matrix inverse with the pseudo-inverse allows approximate unbinding when the role vectors are not linearly independent). a man riding a wave on top of a sur2oard CNN
x t−1 Figure 1 : Architecture of TPGN, a TPR-capable generation network. " ×" denotes the matrix-vector product.
A TPR-capable generation architecture
In this work we adopt an approach to network architecture design we call the TPRcapable method. The architecture we use (see Fig. 1 ) is designed so that TPRs could, in theory, be used within the architecture to perform the target task -here, generating a caption one word at a time. Unlike previous work where TPRs are hand-crafted, in our work, end-to-end deep learning will induce representations which the architecture can use to generate captions effectively. What the learning process produces will be seen below; here we explain how the architecture makes it in principle possible to learn a TPR-processing system that works on well-understood principles. The caption-generation process takes as its input a vector v consisting of visual features extracted from the image by a pre-trained CNN. The initial part of our overall model N is a sentence-encoding subnetwork S which maps v to a representation S which will drive the entire caption-generation process; S contains all the image-specific information for producing the caption. (We will call a caption a "sentence" even though it may in fact be just a noun phrase.)
If S were a TPR of the caption itself, it would be a matrix (or 2-index tensor) S which is a sum of matrices, each of which encodes the binding of one word to its role in the sentence constituting the caption. To serially read out the words encoded in S, in iteration 1 we would unbind the first word from S, then in iteration 2 the second, and so on. As each word is generated, S could update itself, for example, by subtracting out the contribution made to it by the word just generated; S t denotes the value of S when word w t is generated. At time step t we would unbind the role r t occupied by word w t of the caption. So part of the network N -the unbinding subnetwork U -would generate, at iteration t, the unbinding vector u t . Once U produces the unbinding vector u t , this vector would then be applied to S to extract the symbol f t that occupies word t's role; the symbol represented by f t would then be decoded into word w t by another part of N . The conversion from f t , a modest-sized vector, to w t , a 1-hot vector with dimension equal to the vocabulary size, would be carried out by the lexical decoding subnetwork L.
Recalling that unbinding in TPR is achieved by the matrix-vector product, the key operation in generating w t is thus the unbinding of r t within S, which amounts to simply:
This matrix-vector product is denoted " ×" in Fig. 1 . Thus the network N of Fig. 1 which we use henceforth is TPR-capable. We call the architecture Tensor-Product Generation Network (TPGN). The learned representation S will not be proven to literally be a TPR, but by analyzing the unbinding vectors u t the network learns, we will gain insight into the process by which the learned matrix S gives rise to the generated caption.
What type of roles might the unbinding vectors be unbinding? A TPR for a caption could in principle be built upon positional roles, syntactic/semantic roles, or some combination of the two. In the caption a man standing in a room with a suitcase, the initial a and man might respectively occupy the positional roles of POS(ITION) 1 and POS 2 ; standing might occupy the syntactic role of VERB; in the role of SPATIAL-P(REPOSITION); while a room with a suitcase might fill a 5-role schema DET(ERMINER) 1 N(OUN) 1 P DET 2 N 2 . In fact we will see evidence below that our network learns this kind of hybrid role decomposition well.
What form of information does the sentence-encoding subnetwork S need to encode in S? Continuing with the example of the previous paragraph, S needs to be some approximation to the TPR summing several filler/role binding matrices. In one of these bindings, a filler vector f a -which the lexical subnetwork L will map to the article a -is bound (via the outer product) to a role vector r POS1 which is the dual of the first unbinding vector produced by the unbinding subnetwork U: u POS1 . In the first iteration of generation the model computes S 1 u POS1 = f a , which L then maps to a. Analogously, another binding approximately contained in S 2 is f man r POS2 . There are corresponding bindings for the remaining words of the caption; these employ syntactic/semantic roles.
One example is f standing r V . At iteration 3, U decides the next word should be a verb, so it generates the unbinding vector u V which when multiplied by the current output of S, the matrix S 3 , yields a filler vector f standing which L maps to the output standing. S decided the caption should deploy standing as a verb and included in S the binding f standing u V . It similarly decided the caption should deploy in as a spatial preposition, including in S the binding f in u SPATIAL-P ; and so on for the other words in their respective roles in the caption.
System Description
The unbinding subnetwork U and the sentence-encoding network S of Fig. 1 are each implemented as (1-layer, 1-directional) LSTMs (see Fig. 2 ); the lexical subnetwork L is implemented as a feed-forward (1-layer) perceptron. The LSTM variables internal to the S subnet are indexed by 1 (e.g., the forget-, input-, and output-gates are respectivelŷ f 1 ,î 1 ,ô 1 ) while those of the unbinding subnet U are indexed by 2. Thus the state updating equations for S are, for t = 1, · · · , T = caption length:
c1,t =f1,t c1,t−1 +î1,t g1,t
St =ô1,t σ h (c1,t)
is the logistic sigmoid function; σ h (·) is the hyperbolic tangent function; the operator denotes the Hadamard (element-wise) product;
For clarity, biases are omitted from all equations in this paper. The initial stateŜ 0 is initialized by:
where v ∈ R 2048 is the vector of visual features extracted from the current image by ResNet [7] andv is the mean of all such vectors; C s ∈ R d×d×2048 . On the output side, x t ∈ R V is a 1-hot vector with dimension equal to the size of the caption vocabulary, V , and W e ∈ R d×V is a word embedding matrix, the i-th column of which is the embedding vector of the i-th word in the vocabulary; it is obtained by the Stanford GLoVe algorithm with zero mean [15] . x 0 is initialized as the one-hot vector corresponding to a "start-of-sentence" symbol. For U in Fig. 1 , the state updating equations are:
where
The initial state p 0 is the zero vector. The dimensionality of the crucial vectors shown in Fig. 1 , u t and f t , is increased from d × 1 to d 2 × 1 as follows. A block-diagonal d 2 × d 2 matrix S t is created by placing d copies of the d × d matrixŜ t as blocks along the principal diagonal. This matrix is the output of the sentence-encoding subnetwork S. Now, following Eq. (3), the 'filler vector' f t ∈ R d 2 -'unbound' from the sentence representation S t with the 'unbinding vector' u t -is obtained by Eq. (17) .
Here u t ∈ R d 2 , the output of the unbinding subnetwork U, is computed as in Eq. (18), where W u ∈ R d 2 ×d is the output weight matrix.
Finally, the lexical subnetwork L produces a decoded word x t ∈ R V by
where σ s (·) is a softmax function; and W x ∈ R V ×d 2 is the overall output weight matrix. Since W x plays the role of a word de-embedding matrix, we can set
where W e is the word-embedding matrix. 
T ] (i = 1, · · · , N ), where N is the total number of samples.
1: Initialize S 0 by (10); 2: Initialize x 0 as the one-hot vector corresponding to the start-of-sentence symbol; 3: Initialize p 0 as the zero vector; 4: Randomly initialize weights W 1,f , W1,i, W1,o, W1,c, Cs, for t from 1 to T do 7: Calculate (4) through (9) to obtain S t ; 8: Calculate (11) through (16) to obtain p t ; 9: Calculate (18) to obtain u t ; 10: Calculate (17) to obtain f t ; 11: Calculate (19) to obtain x t ; 12:
U2,c, Wu, Wx by the back-propagation algorithm; 13: end for 14: end for 6 Experimental results
Dataset
To evaluate the performance of our proposed schemes, we use the COCO dataset [4] . The COCO dataset contains 123,287 images, each of which is annotated with at least 5 captions. We use the same pre-defined splits as in [9, 7] : 113,287 images for training, 5,000 images for validation, and 5,000 images for testing. We use the same vocabulary as that employed in [7] , which consists of 8,791 words.
Training procedure
For the CNN of Fig. 1 , we used ResNet-152 [8] , pretrained on the ImageNet dataset. The feature vector v has 2048 dimensions. Word embedding vectors in W e are downloaded from the web [15] . The model is implemented in TensorFlow [1] with the default settings for random initialization and optimization by backpropagation. 
Evaluation
In our experiments, we choose d = 25 (where d is the dimension of vector p t ). The dimension of S t is 625 × 625 (whileŜ t is 25 × 25); the vocabulary size V = 8, 791; the dimension of u t and f t is d 2 = 625.
The main evaluation results on the MS COCO dataset are reported in Table 1 . The widely-used BLEU [14] , METEOR [2] , and CIDEr [19] metrics are reported in our quantitative evaluation of the performance of the proposed schemes. In evaluation, our baseline is the widely used CNN-LSTM captioning methods originally proposed in [20] . For comparison, we include results in that paper in Table 1 . We also reimplemented the model using the latest ResNet feature and report the results in Table 1 . Our re-implementation of the CNN-LSTM method matches the performance reported in recent literature [7] , showing that the baseline is a state-of-the-art implementation. As shown in Table 1 , compared to the CNN-LSTM baseline, the proposed TPGN significantly outperforms the benchmark schemes in all metrics across the board. This clearly demonstrates the effectiveness of the TPGN. 
Interpretation of learned role vectors
To get a sense of how the sentence encodings S t learned by TPGN approximate TPRs, we now investigate the meaning of the role-unbinding vector u t the model uses to unbind from S t -via Eq. (17) -the filler vector f t that produces -via Eq. (19)the one-hot vector x t of the t th generated caption word. The meaning of an unbinding vector is the meaning of the role it unbinds. (For example, if "first position in a caption" is the interpretation of the role vector that gets bound to the initial word in the TPR of a caption, then it is also the meaning of the unbinding vector that extracts the initial word from that TPR.) Interpreting the unbinding vectors reveals the meaning of the roles in a TPR that S approximates. Thus we run the trained TPGN model on the 113,287 training images, obtaining the role-unbinding vector u t used to generate each word x t in the caption sentence. There are approximately 1.2 million u t vectors over all the training images. We apply the K-means clustering algorithm to these 1.2 million u t vectors, and obtain N u clusters and the centroid µ i of each cluster i (i = 0, · · · , N u − 1).
We run the TPGN model with 5,000 test images as input, and obtain the role vector u t of each word x t in the caption sentence of a test image. Using the nearest neighbor rule, we obtain the index i of the cluster that each u t is assigned to. Tables 2 and 3 respectively show examples of the cluster membership of each word in the caption sentence of a test image for: a maximally coarse clustering, N u = 2; and a finer clustering, N u = 10.
The partitioning of the unbinding vectors u t into 2 clusters exposes the most fundamental distinction made by the roles. We find that the vectors assigned to Cluster 1 generate words which are: nouns, pronouns, indefinite and definite articles, and adjectives, while the vectors assigned to Cluster 0 generate verbs, prepositions, conjunctions, and adverbs. Thus Cluster 1 contains the noun-related words, Cluster 0 the verb-like words (verbs, prepositions and conjunctions are all potentially followed by noun-phrase complements, for example). Cross-cutting this distinction is another dimension, however: the initial word in a caption (always a determiner) is sometimes generated with a Cluster 1 unbinding vector, sometimes with a Cluster 0 vector. Outside the captioninitial position, exceptions to the nominal/verbal ∼ Cluster 1/0 generalization are rare, as attested by the high rates of conformity to the generalization shown in Table 4 . Table 4 shows the likelihood of correctness of this 'N/V' generalization for the words in 5,000 sentences captioned for the 5,000 test images; N w is the number of words in the category, N r is the number of words conforming to the generalization, and P c = N r /N w is the proportion conforming. We use the Natural LanguageToolkit [13] to identify the part of speech of each word in the captions. (Since NLTK does not distinguish prepositions from conjunctions, we merge their statistics. Note that there are extremely few adverbs so their relatively lower conformity may not be meaningful.)
A similar analysis with 10 clusters reveals the results shown in Tables 5 -6 ; these results concern the first 100 captions, which were inspected manually to identify interpretable patterns. (More comprehensive results will be discussed elsewhere.)
The clusters can be interpreted as falling into 3 groups (see Table 5 ). Clusters 2 and 3 are clearly positional roles: every initial word is generated by a role-unbinding vector from Cluster 2, and such vectors are not used elsewhere in the string. The same holds for Cluster 3 and the second caption word.
For caption words after the second word, position is replaced by syntactic/semantic properties for interpretation purposes. The role vector clusters aside from 2 and 3 generate words with a dominant grammatical category: for example, role-unbinding vectors assigned to the cluster with ID = 4 generate words that are 91% likely to be prepositions, and 72% likely to be spatial prepositions. Cluster 7 generates 88% nouns and 9% adjectives, with the remaining 3% scattered across other categories. As Table 5 shows, clusters 1, 5, 7, 9 are primarily nominal, and 0, 4, 6, and 8 primarily verbal. (Only cluster 5 spans the N/V divide.) This is reflected in the similarity of (i.e., angles between) the 10 centroid vectors of these N u = 10 clusters and the 2 centroids of the N u = 2 clusters discussed above; these angles are shown in Table 6 , where the N u = 2 clusters are labelled 'N' and 'V' in accordance with their interpretation above. We see that indeed the centroids of clusters 1, 7 and 9 are relatively similar to the 'N' centroid (angles less than 15 • ), while the 0, 6, 8 centroids are similar to the 'V' centroid. (It is not particularly surprising that the second-position role cluster, ID = 3, is similar to the 'N' centroid because words in the second position are predominantly nouns.)
This analysis supports the previously discussed interpretation of processing in the TPGN architecture: the sentence-encoding subnetwork S produces a representation S t of the caption words that remain to be generated at time t, a representation that approximates a TPR in which symbols denoting words have been bound to their corresponding roles, some positional, some syntactic/semantic. The unbinding subnetwork U generates an unbinding vector u t which unbinds the appropriate role from S t , yielding the vector embedding of the next word.
The sequence of unbinding vectors produced by U is a kind of language model, operating over roles rather than words. The clusters discussed above give a picture of these roles individually, but inspection of the model's behavior reveals that U makes repeated use of certain sequences of roles which may be thought of as something like subroutines that have been learned by the recurrent subnetwork U. Some of these multi-role "schemas" are quite short, e.g., the sequence [9 7 ] which generates [Determiner Noun] phrases. Other schemas are fairly extended, such as [9 7 + 0/8 (1) 7 + ]. Parentheses here mark an optional element which may or may not appear in any instance of the schema; "0/8" means that either 0 or 8 may appear in that position; and + means "one or more repetitions". This schema is actually instantiated in 27% of the examined captions. A long example is the bracketed phrase within the caption a woman holding [a yellow yellow umbrella with a man] on it. The general pattern is [Determiner (Adjective) * Noun Preposition (Determiner) (Adjective) * Noun], where * is the Kleene star operator.
This example illustrates a rather frequent type of error: an element is inappropriately repeated. Other examples include a kitchen with a stove and a stove and a small room with a large window and a large window. The recurrent architecture of TPGN allows S to remove words from its 'to be generated' collection once they have been produced, but these errors suggest this capability may not have been sufficiently well developed during learning. With this internal diagnosis of a failing of learning, it might well be possible to do better by modifying the network (to encourage "erasure") or the training (perhaps by manipulating the training examples and/or modifying the loss function being optimized -i.e., adding a prior/regularizer).
Conclusion
In this paper, we proposed a new Tensor Product Generation Network (TPGN) for generating natural language descriptions for images. Based on Tensor Product Representations, the model has a novel architecture for encoding and processing symbolic structure through neural network computation. In evaluation, we tested the proposed model on the MS COCO dataset which is a large scale image captioning benchmark. Compared to widely adopted LSTM-based models, the proposed TPGN gives significant improvements on all major metrics including METEOR, BLEU, and CIDEr. Moreover, through comprehensive analysis, we demonstrated that the TPGN can be interpreted as generating sequences of grammatical categories and retrieving words by their cate-gories from a plan encoded as a distributed representation. Our findings in this paper show great promise of TPRs. In the future, we will explore extending TPR to a variety of tasks of natural language generation.
