Abstract: Gaussian Multiplicative Chaos is a way to produce a measure on R d (or subdomain of R d ) of the form e γ X (x) dx, where X is a log-correlated Gaussian field and γ ∈ [0, √ 2d) is a fixed constant. A renormalization procedure is needed to make this precise, since X oscillates between −∞ and ∞ and is not a function in the usual sense. This procedure yields the zero measure when γ = √ 2d. Two methods have been proposed to produce a non-trivial measure when γ = √ 2d. The first involves taking a derivative at γ = √ 2d (and was studied in an earlier paper by the current authors), while the second involves a modified renormalization scheme. We show here that the two constructions are equivalent and use this fact to deduce several quantitative properties of the random measure. In particular, we complete the study of the moments of the derivative multiplicative chaos, which allows us to establish the KPZ formula at criticality. The case of two-dimensional (massless or massive) Gaussian free fields is also covered.
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Introduction
In the 1980s, Kahane [35] developed a continuous parameter theory of multifractal random measures, called Gaussian multiplicative chaos. His efforts were followed by several authors [2, 5, 7, 18, 21, 25, 52, 53, 55] coming up with various generalizations at different scales. This family of random fields has found many applications in various fields of science ranging from turbulence and mathematical finance to 2d-Liouville quantum gravity. Roughly speaking, a Gaussian multiplicative chaos on R d or on a bounded domain of R d (with respect to the Lebesgue measure) is a random measure that can formally be written as:
where X is a centered Gaussian distribution and γ a nonnegative real parameter. The situation of interest is when the field X is log-correlated, that is when
for some bounded continuous function g. In this case, X is a Gaussian random generalized function (a.k.a. distribution) on R d that cannot be defined as an actual function pointwise. Kahane showed that one can nonetheless give a rigorous definition to (1). Briefly, the idea is to cut-off the singularity of the kernel (2) occurring at x = y, this procedure being sometimes referred to as ultraviolet cut-off. There are several possible cut-off procedures. The cut-off strategy we will use here is based on a white noise decomposition of the Gaussian distribution X . In short, we will assume that we have at our disposal a family (X t ) t of centered smooth enough Gaussian fields with respective covariance kernels (K t ) t such that for s, t 0
where the kernels (K t ) t are assumed to be increasing towards K and K t (x, x) t as t → ∞. This family (X t ) t of Gaussian fields approximates X in the sense that we recover the distribution X when letting t go to ∞. Having applied this cut-off, it is now possible to define the approximate measure
The white noise covariance structure (3) ensures that the family (M γ t ) t is a positive martingale, so it converges almost surely. The measure M γ is then understood as the almost sure limit of this martingale. The limiting measure M γ is non trivial if and only if γ 2 < 2d (see [35] ). Important enough, this construction is rather universal in the sense that the law of the limiting measure M γ is insensitive to the choice of the cut-off family (X t ) t made to approximate X (see [35, 55] ). One may for instance smooth up the field X with a mollifying sequence (ρ t ) t to get a cut-off family X t = X ρ t by convolution and consider once again the associated measures (4). Then one will get the same law for the limiting measure.
For γ 2 2d, the measure M √ 2d as defined by (1) thus vanishes, giving rise to the issue of constructing non trivial objects for γ 2 2d in any other possible way. In this paper, we pursue the effort initiated in [18] to understand the critical case when γ 2 = 2d. It is shown in [18] that the natural object at criticality is the derivative Gaussian multiplicative chaos, which can be formally written as
It is a positive atomless random measure. It can be rigorously defined via cut-off approximations in the same spirit as in (4). More precisely, the approximations are obtained by differentiating (4) with respect to γ at the value γ 2 = 2d, hence the term "derivative".
