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INTEGRAL STABILITY OF CALDERO´N
INVERSE CONDUCTIVITY PROBLEM IN THE
PLANE
Albert Clop Daniel Faraco Alberto Ruiz
Abstract
It is proved that, in two dimensions, the Caldero´n inverse conduc-
tivity problem in Lipschitz domains is stable in the Lp sense when the
conductivities are uniformly bounded in any fractional Sobolev space
Wα,p α > 0, 1 < p <∞.
Mathematics Subject Classification (2000): 35R30, 35J15, 30C62.
1 Introduction
Caldero´n inverse problem consists in the determination of an isotropic L∞
conductivity coefficient γ on Ω from boundary measurements. These mea-
surements are given by the Dirichlet to Neumann map Λγ , defined for a
function f on ∂Ω as the Neumann value
Λγ(f) = γ
∂
∂ν
u,
where u is the solution of the Dirichlet boundary value problem{
∇ · (γ∇u) = 0
u∂Ω = f
(1.1)
and ∂∂ν denotes the outer normal derivative. For general domain and conduc-
tivities where the pointwise definition γ ∂∂νu has no meaning, the Dirichlet
to Neumann map
Λγ : H
1/2(∂Ω)→ H−1/2(∂Ω) (1.2)
can be defined by
〈Λγ(f), ϕ0〉 =
∫
Ω
γ∇u · ∇ϕ (1.3)
where ϕ ∈W 1,2(Ω) is a function such that ϕ∂Ω = ϕ0 in the sense of traces.
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Since the foundational work of Caldero´n, the research of the question
has been very intense but it is not until 2006 when, by means of quasicon-
formal mappings, K. Astala and L. Pa¨iva¨rinta in [11] were able to establish
the injectivity of the map
γ → Λγ
for an arbitrary L∞ function bounded away from zero. Previous planar
results were obtained in [39] and [48]. In higher dimensions, the known
results on uniqueness require some extra a priori regularity on γ (basically
some control on 32 derivatives of γ, see [47], [18], [41] and [21].)
A relevant question (specially in applications) is the stability of the
inverse problem, that is, the continuity of the inverse map
Λγ → γ.
For dimension n > 2, the known results are due to Alessandrini [4], [5].
There the author proved stability under the extra assumption γ ∈ W 2,∞.
In the planar case, n = 2, the situation is different. Liu proved stability
for conductivities in W 2,p with p > 1 in [36]. In [14], stability was obtained
when γ ∈ C1+α with α > 0. Recently, Barcelo´, Faraco and Ruiz [15] obtained
stability under the weaker assumption γ ∈ Cα, 0 < α < 1. Precisely, they
prove that for any two conductivities γ1, γ2 on a Lipschitz domain Ω, with a
priori bounds 1K ≤ γi ≤ K,K ≥ 1 and ‖γi‖Cα ≤ Λ0, the following estimate
holds:
‖γ1 − γ2‖L∞(Ω) ≤ V (‖Λγ1 − Λγ2‖H1/2(∂Ω)→H−1/2(∂Ω))
with V (t) = C log(1t )
−a. Here C, a > 0 depend only on K, α and Λ0.
An example, due to Alessandrini [4], shows that in absence of continuity, L∞
estimates do not hold. Namely, if we denote by Br0 = {x ∈ R
2, |x| < r0}
the ball centered at the origin with radius r0, take Ω = B1 the unit
ball in R2, γ1 = 1 and γ2 = 1 + χBr0 , then ‖γ1 − γ2‖L∞(Ω) = 1, but
‖Λγ1 − Λγ2‖H
1
2→H−
1
2
≤ 2r0 → 0 as r0 → 0.
A closer look to the previous example shows that limr0→0 ‖γ1−γ2‖L2(Ω) = 0.
Therefore one could conjecture that, in absence of continuity, average sta-
bility (in the L2 sense) might hold. However, it is well known that some
control on the oscillation of γ is needed to obtain stability. Namely, let γ
be defined in the unit square and extended periodically. Then the sequence
{γ(jx)}∞j=1 G-converges to a matrix γ0 (see for example [50] for the notion
of G-convergence). On one hand, γ(jx) has not any convergent subsequence
in L2. On the other hand, G-convergence implies the convergence of the
fluxes [50, Proposition 9]. That is, if uj, u0 solve the corresponding Dirichlet
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problems for a fixed function f ∈ H
1
2 (∂Ω),{
∇ · (γj∇uj) = 0
uj∂Ω = f
(1.4)
then, the fluxes satisfy that γjuj ⇀ γ∇u. Thus, by (1.3)
limj1,j2→∞〈Λγj1 − Λγj2 ), ϕ0〉 for each ϕ0. Notice that γj can be cho-
sen even being C∞, so the problem here is not so much a matter of
regularity but rather a control on the oscillation.
In this paper we prove that L2 stability holds if we prescribe a bound
of γ in any fractional Sobolev space Wα,2. By the relation with Besov
spaces this could be interpreted as controlling the average oscillation of the
function. Thus average control on the oscillation of the coefficients yields
average stability of the inverse problem.
Theorem 1.1. Let Ω be a Lipschitz domain in the plane. Let γ = γ1, γ2 be
two planar conductivities in Ω satisfying
• (I) Ellipticity: 1K ≤ γ(x) ≤ K.
• (II) Sobolev regularity: γi ∈ W
α,p(Ω) with α > 0, 1 < p < ∞, and
‖γi‖Wα,p(Ω) ≤ Γ0.
Let α˜ = min{α, 12}. Then there exists two constants c(K, p),
C(K,α, p,Γ0) > 0, such that:
‖γ1 − γ2‖L2(Ω) ≤
C
| log(ρ)|cα˜2
(1.5)
where ρ = ‖Λγ1 − Λγ2‖H1/2(∂Ω)→H−1/2(∂Ω).
The theorem is specially interesting for α → 0. Then we are close to get
stability for conductivities in L∞. An estimate for the behavior of C in
terms of Γ0 is obtained in the particular case p = 2 (see Corollary 6.3),
and analogous results for p 6= 2 can be deduced by interpolation. Also
interpolating one can obtain Lp stability estimates, whose behavior in α
will be quadratic as well.
Concerning the logarithmic modulus of continuity, the arguments of
Mandache [38] can be adapted to the L2 setting. Namely we can consider
the same set of conductivities with the obvious replacement of the Cm
function by a normalized Wα,2 function. The argument shows the existence
of two conductivities such that ‖γ1 − γ2‖L∞(D) ≤ ǫ, ‖γi‖Wα,p(Ω) ≤ Γ0, but
‖γ1 − γ2‖L2(D) ≥
1
C| log(ρ)|
3(1+α)
2α
. (1.6)
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Here C is a constant depending on all the parameters. Notice that the power
is better than in the L∞ setting but still the modulus of continuity is far
from being satisfactory.
In our way to prove Theorem 1.1 we have dealt with several questions related
to quasiconformal mappings of independent interest. More precisely, we have
needed to understand how quasiconformal mappings interact with fractional
Sobolev spaces. In particular we analyze the regularity of Beltrami equations
with Sobolev bounds on the coefficients which has been a recent topic of
interest in the theory. See [24, 25] where the case µ ∈ W 1,p is investigated
in relation with the size of removable sets. We prove the following regularity
result.
Theorem 1.2. Let α ∈ (0, 1), and suppose that µ, ν ∈Wα,2(C) are Beltrami
coefficients, compactly supported in D, such that
||µ(z)|+ |ν(z)|| ≤
K − 1
K + 1
.
at almost every z ∈ D. Let φ : C→ C be the only homeomorphism satisfying
∂φ = µ∂φ+ ν ∂φ
and φ(z) − z = O(1/z) as |z| → ∞. Then, φ(z) − z belongs to W 1+θα,2(C)
for every θ ∈ (0, 1K ), and
‖D1+θα(φ− z)‖L2(C) ≤ CK
(
‖µ‖θWα,2(C) + ‖ν‖
θ
Wα,2(C)
)
for some constant CK depending only on K.
Many corolaries can be obtained form this theorem by interpolation, as for
example what do you obtain if µ is a function of bounded variation. We
have contented ourselves with the L2 setting but similar results hold in Lp.
As a consequence of this theorem, we obtain the corresponding regularity of
the complex geometric optics solutions.
The other crucial ingredient in our proof is the regularity of µ◦ψ where ψ is
a normalized quasiconformal mapping. It is well known that quasiconformal
mappings preserve BMO and W˙ 1,2 but it is not clear what happens with
the intermediate spaces. We prove the following stament,
µ ∈Wα,2 ⇒ µ ◦ ψ ∈W β,2, for every β <
α
K
(1.7)
which suffices for our purposes. The proof relies on the fact that Jacobians
of quasiconformal mappings are Muckenhoupt weights [10]
The Lipschitz regularity of the domain Ω is used to reduce the prob-
lem to the unit disk D. This reduction relies on two facts. First, any
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Lispchitz domain Ω is an extension domain for fractional Sobolev spaces.
Secondly, the characteristic function χΩ belongs to W
α,2(C) for any α < 12 .
Indeed, this is responsible also of the constraint α˜ < 12 at Theorem 1.1. In
fact, a stability result holds as well if Ω is any simply connected extension
domain. To see this, recall that planar simply connected extension domains
Ω are quasidisks ([28]), that is, Ω = φ(D) where φ : C → C is quasicon-
formal. Therefore, for instance by our results in Section 4, χΩ = χD ◦ φ
−1
belongs to some space W α˜,2, and then use Theorem 1.1.
The rest of the paper is organized as follows. In Section 2 we recall
previous facts from [11, 15] which will be needed in the present paper,
and describe the strategy of our proof. In Section 3 we reduce the
problem to conductivities γ such that γ − 1 ∈ Wα,20 (D). In Section 4 we
study the interaction between quasiconformal mappings and fractional
Sobolev spaces. Finally in Section 5 we prove the subexponetial growth of
the complex geometric optic solutions and in Section 6 we prove the theorem.
In closing we remark several issues raised by our work. The first one
is to improve the logarithmic character of the stability. It was proved by
Alesssandrini and Vesella that often a logarithmic estimate yields Lipschitz
stability for some finite dimensional spaces of conductivities. However, to
achieve the desired estimates in our setting seems to require a more subtle
understanding of the Beltrami equation and we leave it for the future. It
will also be desirable to obtain Lp estimates in terms ofWα,p with constants
independent of p, so that the Cα situation in [15] could be understood as a
limit of this paper. This seems to require an L2 version of the boundary
recovery results of Alessandrini [5] and Brown (see [19]). Finally, from the
quasiconformal point of view, there seems to be room for improvement
in our estimates specially concerning the composition which is far from
being optimal when αր 1, since W˙ 1,2 is invariant under composition with
quasiconformal maps. This will also be the issue for further investigations.
Notation
Complex and real derivatives are denoted by
∂z = ∂ =
∂
∂z
=
1
2
(
∂
∂x
+ i
∂
∂y
)
∂z = ∂ =
∂
∂z
=
1
2
(
∂
∂x
− i
∂
∂y
)
where z = x + iy. For a mapping φ : Ω → C, its Jacobian determinant
is denoted by J(z, φ) = |∂zφ(z)|
2 − |∂zφ(z)|
2. For k ∈ C we will use the
unimodular function ek(z) = e
ikz+ik¯z¯. Notice that then we can define the
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Fourier transform by
f̂(k) =
∫
C
e−k(z) f(z) dA(z).
The spaces Lp(Ω), W˙ 1,p(Ω) and W 1,p(Ω) are defined as usually. Then,
following Adams [1], one introduces Wα,p(Ω) as the complex interpolation
space
Wα,p(Ω) = [Lp(Ω),W 1,p(Ω)]α,
and similarly for the homogeneous case W˙α,p(Ω) = [Lp(Ω), W˙ 1,p(Ω)]α. The
Ho¨lder space Cα(Ω) over a domain Ω is
Cα(Ω) =
{
f : ‖f‖L∞ + sup
x,y∈Ω
|f(x)− f(y)|
|x− y|α
<∞
}
.
For simplicity, H1(Ω) = W 1,2(Ω) and H10 = W
1,2
0 (Ω). By H
1
2 (∂Ω) we de-
note the quotient space H1(Ω)/H10 (Ω). Given a Banach space X we denote
the operator norm of T : X → X by ‖T‖X . We remark that C or a denote
constants which may change at each occurrence. We will indicate the depen-
dence of the constants on parameters K, Γ, etc, by writing C = C(K,Γ, ...).
Finally, for two conductivities γ1 and γ2, we write
ρ = ‖Λγ1 − Λγ2‖H1/2→H−1/2 .
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2 Scheme of the proof
We will follow the strategy of [15]. This work focusses on the approach based
on the Beltrami equation iniciated in [11]. The starting point is the answer
to Caldero´n conjecture in the plane obatained by Astala and Pa¨iva¨rinta.
Theorem 2.1 (Astala-Pa¨iva¨rinta). Let Ω ⊂ R2 be a bounded simply con-
nected domain, and let γi ∈ L
∞(Ω), i = 1, 2. Suppose that there exist a
constant K > 1 such that 1K ≤ γi ≤ K. If
Λγ1 = Λγ2
6
then γ1 = γ2.
In other words, the mapping γ 7→ Λγ is injective. We recall the basic
elements from [11] needed in the sequel, also the strategies for uniqueness
and stability, and what we will need in the current paper.
Equivalence between Beltrami and conductivity equation: Let D
be the unit disc. If a function u is γ-harmonic in D, then there exists another
function v, called its γ-harmonic conjugate (and actually γ−1-harmonic in
Ω), unique modulo constants, such that f = u + iv satisfies the R-linear
Beltrami type equation
∂f = µ∂f (2.1)
with
µ =
1− γ
1 + γ
∈ R. (2.2)
Then if K ≥ 1 is the ellipticity constant of γ we denote by
κ =
K − 1
K + 1
.
It is an algebraic fact to show that ‖µ‖∞ ≤ κ and thus the Beltrami equation
is elliptic when so is the conductivity equation and viceversa. Moreover, for
x ∈ ( 1K ,K), the function F (x) =
1−x
1+x satisfies
2
1+K ≤ |F
′(x)| ≤ 2K1+K . Thus,
it also follows that
1
C
‖γ‖Wα,p(Ω) ≤ ‖µ‖Wα,p(Ω) ≤ C ‖γ‖Wα,p(Ω),
where the constant C only depends on K (see Lemma 3.1). Therefore,
bounds in terms of µ and γ are equivalent.
We can argue as well in the reverse direction. If f ∈W 1,2loc (D) satisfies (2.1)
for real µ with ‖µ‖∞ ≤ κ, then we can write f = u + iv where u and v
satisfy
div (γ∇u) = 0 and div
(
γ−1∇v
)
= 0.
Thus, it is equivalent to determine either γ or µ, and throughout the paper
we will work with either of them indistinctly.
As for holomorphic functions, u and v are related by the correspond-
ing Hilbert transform
Hµ : H
1
2 (∂D)→ H
1
2 (∂D)
defined as
Hµ(u|∂D) = v|∂D
for real functions, and R-linearly extended to C-valued functions by setting
Hµ(iu) = iH−µ(u). Since ∂THµ = Λγ it follows [11, Proposition 2.7] that
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Hµ, H−µ and Λγ−1 are uniquely determined by Λγ . Accordingly in [15,
Proposition 2.2] it is shown that
‖Hµ1 −Hµ2‖ . ‖Λγ1 − Λγ2‖
with respect to the corresponding operator norms. In other words, the
mapping Λγ 7→ Hµ is Lipschitz continuous independently of the regularity
of γ.
Existence of complex geometric optics solutions, scattering trans-
form and ∂k equations: The theory of quasiconformal mappings and
Beltrami operators allow to combine in an efficient way ideas from complex
analysis, singular integral operators and degree arguments to prove the ex-
istence of complex geometric optics solutions with no assumptions on the
coefficients.
Theorem 2.2. Let κ ∈ (0, 1), and let µ be a real Beltrami coefficient,
compactly supported in D, satisfying ‖µ‖∞ < κ. For every k ∈ C and
p ∈ (2, 1 + 1κ) the equation
∂f = µ∂f
admits a unique solution f ∈W 1,ploc (C) of the form
f(z) = eikzMµ(z, k)
such that Mµ(z, k) − 1 = O(1/z) as |z| → ∞. Moreover,
Re
(
M−µ
Mµ
)
> 0
and fµ(z, 0) = 1.
In this context, the proper definition of scattering transform of µ (or of γ)
is
τµ(k) =
i
4π
∫
D
∂
∂z
(
eikz(fµ(z)− f−µ(z))
)
dA(z). (2.3)
The complex geometric optics solutions {uγ , u˜γ} to the divergence type equa-
tion (1.1) are then obtained from the corresponding ones from the Beltrami
equation by
uγ = Re(fµ) + i Im(f−µ)
u˜γ = Im(fµ) + iRe(f−µ),
and they uniquely determine the pair {fµ, f−µ} (and viceversa) in a stable
way. We consider uγ as a function of (z, k). In the z plane, uγ satisfies the
complex γ-harmonic equation,
div(γ∇uγ) = 0.
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As a function of k, uγ is a solution to the following ∂-type equation
∂uγ
∂k
(z, k) = −i τµ(k)u(z, k). (2.4)
Let us emphasize that τµ(k) is independent of z.
Strategy for uniqueness: Let γ1, γ2 be two conductivities. In [11], the
strategy for uniqueness is divided in the following steps:
(i) Reduction to D.
(ii) If Λγ1 = Λγ2 , then τµ1 = τµ2 .
(iii) Step (ii) and (2.4) imply that uγ1 = uγ2 .
(iii) Finally, condition uγ1 = uγ2 is equivalent to Duγ1 = Duγ2 , which holds
as well if and only if γ1 = γ2
First step is relatively easy since there is no regularity of γ to preserve
and thus one can extend by 0 in D \ Ω. Second step is dealt with in [11,
Proposition 6.1]. It is shown that Hµ1 = Hµ2 implies fµ1(z, k) = fµ2(z, k)
for all k ∈ C and |z| > 1. As a consequence (ii) follows.
The step (iii) is more complex because uniqueness results and a pri-
ori estimates for pseudoanalytic equations in C like (2.4) only hold if the
coefficients or the solutions decay fast enough at ∞. Unfortunately the
required decay properties for τ seem to require roughly one derivative for
γ. However in [11] it is shown that in the measurable setting at least we
obtain subexponential decay. That is, we can write,
uγ(z, k) = e
ik(z+ǫµ(z,k)) (2.5)
for some function ǫ = ǫµ(z, k) satisfying
lim
k→∞
‖ǫµ(z, k)‖L∞(C) = 0.
This would not be enough if we would consider equation (2.4) for a single
z. However, in [11] it is used that u(z, k) solves an equation for each z.
Further, one has asymptotic estimates for u both in the k (as above) and z
variables. Then, a clever topological argument in both variables shows that,
with these estimates, τµ determines the solution to (2.4).
Strategy for stability: In order to obtain stability, the natural idea is to
try to quantify in an uniform way the arguments for uniqueness. This was
done in [15] for Cα conductivities. Let us recall the argument and specially
the results which did not require regularity of γ and would be instrumental
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for the current work. Let ρ = ‖Λγ1 − Λγ2‖. First one reduces to the unit
disk by an argument which involves Whitney extension operator, the weak
formulation (1.3) and a result of Brown about recovering continuous con-
ductivities at the boundary ([19]). Next we investigate the relation between
the corresponding scattering transforms.
Theorem 2.3 (Stability of the scattering transforms). Let γ1, γ2 be con-
ductivities in D, with 1K ≤ γi ≤ K, and denote µi =
1−γi
1+γi
. Then, for every
k ∈ C it holds that
|τµ1(k)− τµ2(k)| ≤ c e
c|k| ρ. (2.6)
where the constant c depends only on K.
The estimate is just pointwise but on the positive side it holds for L∞
conductivities. In [15, Theorem 4.6] it is also given an explicit formula
for the difference of scattering transforms which might be of independent
interest. Next we state a result that is implicitely proved in [15, Theorem
5.1]. There it is stated as a property of solutions to regular conductivities.
However, in the proof the regularity is only used to obtain the decay in the
k variable. Because of this, here we state it separately as condition (2.7).
Theorem 2.4 (A priori estimates in terms of scattering transform). Let
K ≥ 1 and γ1, γ2 be conductivities on D, with
1
K ≤ γi ≤ K. Let
uγj (z, k) = e
ik(z+ǫµj (z,k)),
denote, as in (2.5), the complex geometric optics solutions to (1.1). Let us
assume that there exist positive constants α,B such that for eack z, k ∈ C,
|ǫµi(z, k)| ≤
B
|k|α
. (2.7)
Then it follows that:
A There exists new constants b = b(K), C = C(K,B), such that for every
z ∈ C there exists w ∈ C satisfying:
(a) |z − w| ≤ CB
∣∣∣log 1ρ ∣∣∣−bα, where ρ = ‖Λγ1 − Λγ2‖.
(b) uγ1(z, k) = uγ2(w, k).
B For each k ∈ C, there exists new constants b = b(K) and C = C(k,K)
such that
‖uγ1(z, k)− uγ2(z, k)‖L∞(D,dA(z)) ≤
CB
1
K
| log(ρ)|bα
. (2.8)
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Proof. The proof of A follows from [15, Proposition 5.2] and [15, Proposition
5.3]. Let us prove B. Given z ∈ C, let w ∈ C be given by part A. Then
|uγ1(z, k) − uγ2(z, k)| = |uγ1(z, k) − uγ1(w, k)|.
By the Ho¨lder continuity of K-quasiregular mappings, together with (a), we
get
|uγ1(z, k) − uγ2(z, k)| ≤ C(k,K) |z − w|
1
K ≤ C(k,K)C
1
K B
1
K
∣∣∣∣log 1ρ
∣∣∣∣− bαK
and the desired estimate follows after renaming the constants.
Unlike in the uniqueness arguments, going from uγ1 −uγ2 to D(uγ1 −uγ2) is
more delicated in the stability setting, since functions do not control their
derivatives in general. This is solved in [15], under Ho¨lder regularity, using
the following fact.
Theorem 2.5 (Schauder estimates). Let γi, i = 1, 2 be conductivities on D,
such that 1K ≤ γi ≤ K and ‖γ1‖Cα(D) ≤ Γ0. As always, denote µi =
1−γi
1+γi
,
and let fµi(z, k) be the corresponding complex geometric optics solutions to
(2.1). Then
1. For each k ∈ C there esists a constant C = C(k) > 0 with
‖fµ1(·, k) − fµ2(·, k)‖C1+α(D) ≤ C(k). (2.9)
2. The jacobian determinant of fµi(z, k) has a positive lower bound
J(z, fµi(·, k)) ≥ C(K, k,Γ0).
Now, to finish the proof of stability for Ho¨lder continuous conductivities, just
note that an interpolation argument between L∞ and C1+α gives Lipschitz
bounds for Dfµi . Thus, by µ =
∂f
∂f
and the second statement above, one
obtains L∞ stability for µ1−µ2. The corresponding result for γ1−γ2 comes
due to (2.2).
Strategy for stability under Sobolev regularity In the current work
we will try to push the previous strategy to obtain L2 stability. The previ-
ous analysis shows that we can rely in many of the results from [11, 15]. In
particular, we only have to prove that τµ 7→ µ is continuous.
For this, we start by reducing the problem in Section 3. We replace the
assumption γi ∈ W
α,p(Ω) by γi ∈ W
β,2
0 (D), where 0 < β < min{
1
2 , α}. For
this, it is used there that characteristic functions of Lipschitz domains be-
long to W β,q(C) whenever βq < 1.
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Then we follow by investigating the regularity of solutions of Beltrami equa-
tions with coefficients in fractional Sobolev spaces in order to obtain an
estimate like (2.9), with the C1+α norm replaced by the sharp Sobolev norm
attainable under our assumption on the Beltrami coefficient (see Theorem
4.6). It is also needed here to understand how composition with quasicon-
formal mappings affects fractional Sobolev spaces. As far as we know, the
estimates here are new and of their own interest.
Afterwards we prove that our Sobolev assumption on µ suffices to get the
uniform subexponential growth of the geometric optics solutions needed in
condition (2.7) in Theorem 2.4 (this is done in Section 5, see Theorem 5.7).
In fact we obtain a very clean expression for the precise growth, achieving
that the exponent depends linearly on α. Finally, in Section 6 we do the
interpolation argument. Here we do not have enough regularity to control
W 1,∞ norms and here is where one sees why we need to be happy with the
control on ‖µ1−µ2‖L2(D). Also we do not have a pointwise lower bound for
the corresponding Jacobians which causes also difficulties.
3 Fractional Sobolev spaces and Reduction to µ ∈
W
α,2
0 (D)
3.1 On fractional Sobolev Spaces
Following [1, p.21], for any domain Ω, we denote by W 1,p(Ω) the class of
Lp(Ω) functions f with Lp(Ω) distributional derivatives of first order. This
means that for any constant coefficients first order differential operator D
there exists an L2(Ω) function Df such that∫
Ω
f Dϕ = −
∫
Ω
Df ϕ
whenever ϕ ∈ C∞ is compactly supported inside of Ω. Similarly one can
define the Sobolev spaces Wm,p(Ω) of general integer order m ≥ 1.
It comes from the work of Caldero´n (see [2, p.7] or [45]) that every
Lipschitz domain Ω is an extension domain. That is, for any integer m > 0
and any domain Ω′ ⊃ Ω there exists a bounded linear extension operator
Em : W
p,2(Ω)→ Wm,p0 (Ω
′)
and therefore for every function f ∈ Wm,2(Ω) there is another function
Emf ∈W
m,p(Ω′) such that Emf|Ω = f . Of course, Emf ∈W
1,p(C).
Let us introduce for general domains Ω and any real number 0 < α < 1 the
complex interpolation space
Wα,p(Ω) = [Lp(Ω),W 1,p(Ω)]α.
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The closure of C∞0 (Ω) (C
∞ functions with compact support contained in
Ω) in Wα,p(Ω) is denoted by Wα,p0 (Ω). Functions in W
α,p
0 (Ω) can be
extended by zero to the whole plane, and the extension belongs to Wα,p(C).
Thus, we can identify any function inWα,p0 (Ω) with its extension inW
α,p(C).
When Ω is an extension domain, an interpolation argument shows
(see [1, p.222]) that Wα,p(Ω) coincides with the space of restrictions
to Ω of functions in Wα,p(C). That is, to each function u ∈ Wα,p(Ω)
one can associate a function u˜ ∈ Wα,p(C) such that u˜|Ω = u and
‖u˜‖Wα,p(C) ≤ C ‖u‖Wα,p(Ω).
We have chosen just one way to introduce the fractional Sobolev spaces.
In the rest of the subsection, we discuss the alternative characterizations
and properties of these spaces needed in the rest of the paper. Two good
sources for the basics of this theory are [1, Chapter 7], [45, Chapter 4].
Fourier side. For p = 2, it is easy to see that,
Wα,2(C) =
{
f ∈ L2(C); (1 + |ξ|2)
s
2 f̂(ξ) ∈ L2(C)
}
and that this agrees with the space of Bessel potentials
Wα,2(C) =
{
f = Gα ∗ g; g ∈ L
2(C)
}
where Gα is the Bessel Kernel [2, p.10]. For p 6= 2 the situation is more
complicated but it can be shown that
Wα,p(C) =
{
f ∈ Lp(C);
(
(1 + |ξ|2)
s
2 f̂(ξ)
)∧
∈ Lp(C)
}
.
Integral modulus of continuity We define the Lp-difference of a func-
tion f by
ωp(f)(y) = ‖f(·+ y)− f(·)‖Lp(C). (3.1)
( see [45, Chapter V] Then the Besov spaces Bp,qα (Rn) are defined by
Bp,qα (R
n) = {f ∈ Lp(Rn) :
∫
Rn
ωp(f)(y)
q|y|−(n+αq) <∞.
There are many relations between Besov and fractional Sobolev spaces. We
will need the following two facts,
B2,2α =W
α,2, Wα,p ⊂ Bp,2α (p < 2). (3.2)
For a proof see [1, Chapter 7] or [45, Chapter V].
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Leibniz Rule [[31]]
Lemma 3.1. Let α ∈ (0, 1) and p ∈ (1,∞).
(a) Let f, g ∈ C∞0 (C). Then,
‖Dα(fg)− f Dα(g)− g Dα(f)‖p ≤ C ‖D
α1(f)‖p1 ‖D
α2(g)‖p2
whenever α1, α2 ∈ [0, α] are such that α1+α2 = α and p1, p2 ∈ (1,∞)
satisfy 1p1 +
1
p2
= 1p .
(b) Let f, g ∈ C∞0 (C). Then
‖Dα(f ◦ g)‖p ≤ C ‖Df(g)‖p1 ‖D
αg‖p2
whenever p1, p2 ∈ (1,∞) satisfy
1
p1
+ 1p2 =
1
p .
(c) Let f, g ∈ C∞0 (C). Then
‖Dα(fg)− f Dα(g) − gDα(f)‖p ≤ C ‖D
α(f)‖p ‖g‖∞
whenever 0 < α < 1 and 1 < p <∞.
Remark 3.2. From property (a) and (c) it follows the generalized Leibniz
rule
‖Dα(f g)‖p ≤ ‖D
αf‖p1 ‖g‖p2 + ‖D
αg‖p3 ‖f‖p4 (3.3)
whenever 1 ≤ p1, p2, p3, p4 ≤ ∞ and
1
p =
1
p1
+ 1p2 =
1
p3
+ 1p4 . Moreover if
suppt(f, g) ∈ D we have that
‖Dα(f g)‖p ≤ ‖D
αf‖p1 ‖g‖p2 + ‖D
αg‖Lp3 (D) ‖f‖Lp4 (D) (3.4)
Pointwise Inequalities
Lemma 3.3 (Pointwise inequalities, [46]). If f ∈ Wα,p(C), α > 0, 1 <
p < ∞, then for each 0 < λ < α there exists a function g = gλ ∈ L
pλ(C),
pλ =
2p
2−(α−λ)p such that
|f(z)− f(w)| ≤ |z − w|λ (g(z) + g(w)) (3.5)
for almost every z, w ∈ C. Furthermore, we have that
‖g‖Lpλ (C) ≤ Cλ ‖f‖Wα,p(C),
and the constant Cλ remains bounded as λ→ α.
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3.2 Reduction to p = 2
This reduction relies on the fact that µ ∈ L∞(C)∩Wα,p(C) and the following
interpolation Lemma.
Lemma 3.4. Let f ∈Wα0,p0 ∩Wα1,p1, where 1 < p0, p1 <∞, 0 ≤ α0, α1 ≤
1, and θ ∈ (0, 1). Then,
‖f‖Wα,p ≤ ‖f‖
θ
Wα0,p0 ‖f‖
1−θ
Wα1,p1
where
α = θ α0 + (1− θ)α1 and
1
p
=
θ
p0
+
1− θ
p1
.
Furthermore, if either p0 = ∞ or p1 = ∞, then the above inequality holds
true by replacing Wαi,pi by the Riesz potentials space Iαi ∗BMO.
Proof. It is well known that the complex interpolation method gives
[Wα0,p0,Wα1,p1 ]θ =W
α,p
whenever 1 < p < ∞ (for the proof of this, see for instance [51]). For
p =∞, the same result holds true if we replace Wα,∞ by the space of Riesz
potentials Iα ∗BMO of BMO functions (for this, see [43]).
Let µ be a compactly supported Beltrami coefficient. Then, it belongs both
to L1(C) and L∞(C). If we also assume that µ ∈ Wα,p(C) for some α, p,
then we can use the above interpolation to see that µ ∈ W β,q(C), for any
1 < q <∞ and some 0 < β < α. We are particularly interested in q = 2.
Lemma 3.5. Suppose that µ ∈ Wα,p(Ω) ∩ L∞(Ω) for some p > 1 and
0 < α < 1. Then,
• For any 0 ≤ θ ≤ 1,
‖µ‖
Wαθ,
p
θ (Ω)
. ‖µ‖1−θL∞(Ω) ‖µ‖
θ
Wα,p(Ω).
• For any 0 ≤ θ ≤ 1,
‖µ‖
W
θα,
p
(1−θ)p+θ (Ω)
. ‖µ‖1−θ
L1(Ω)
‖µ‖θWα,p(Ω).
• One always has
‖µ‖W β,2(Ω) ≤ C(K, p) ‖µ‖
p∗/2
Wα,p(Ω),
where β = αp
∗
2 and p
∗ = min{p, pp−1}.
Proof. The first inequality comes easily interpolating between BMO(Ω) and
Wα,p(Ω) (see [43] for more details). For the second, simply notice that
compactly supported Beltrami coefficients belong to all Lp(Ω) spaces, p > 1,
so one can do the same between L1+ε(Ω) (ε as small as desired) andWα,p(Ω).
The last statement is obtained by letting θ = p
∗
2 above.
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3.3 Reduction to Ω = D and µ ∈ W α,p0 (D)
The proof of the following lemma relies in the fact that characteristic func-
tions of Lipschitz belong to Wα,2 for each α < 12 .
Theorem 3.6. Let Ω be a Lipschitz domain, strictly included in D. Let
µ ∈Wα,2(Ω). Define
µ˜ =
{
µ Ω
0 C \ Ω
.
Then, µ˜ ∈W β,20 (C) for β < min{α,
1
2} and
‖µ˜‖W β,2(C) ≤ C ‖µ‖Wα,2(C).
Analogous results can be stated for the extensions by 1 of γi.
Proof. Since Ω is an extension domain, there is an extension µ0 of µ belong-
ing to Wα,2(C). Of course, such extension µ0 need not be supported in Ω
any more. Now µ˜ can be introduced as the pointwise multiplication
µ˜ = χΩ µ0.
By virtue Lemma 3.1 it is enough to study the smoothness of the character-
istic function χΩ. A way to see this is to recall that fraccional Sobolev spaces
are invariant under composition with bilipschitz maps [54]. Now, the char-
acteristic function of the half plane belongs to Wα,ploc (C) whenever αp < 1.
Therefore, by a partition of unity argument, we get that χΩ ∈ W
α,p(C)
when αp < 1. The proof is conclude.
Now we need to compare the original Dirichlet-to-Neumann maps with the
Dirichlet-to-Neumann maps of the extensions.
Lemma 3.7. Let Ω be a domain strictly included in D. Let γ1, γ2 ∈ L
∞(Ω)
be conductivities in Ω. Further, assume that
1
K
≤ γi(z) ≤ K
for almost every z ∈ Ω. Let γ˜i denote the corresponding extensions by 1 to
all of C. Then,
‖Λγ˜1 − Λγ˜2‖H
1
2 (∂D)→H−
1
2 (∂D)
≤ C ‖Λγ1 − Λγ2‖H
1
2 (∂Ω)→H−
1
2 (∂Ω)
.
Proof. We follow the ideas of [15, Theorem 6.2], although the stability result
from [19] is not needed in our situation. Let ϕ0 ∈ H
1
2 (∂D). Let u˜j ∈ H
1(D)
be the solution to {
∇ · (γ˜j∇u˜j) = 0 in D
u˜j = ϕ0 in ∂D.
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Let also u2 be defined by{
∇ · (γ2∇u2) = 0 in Ω
u2 = u˜1 in ∂Ω.
Define now v˜2 = u2 χΩ+ u˜1 χD\Ω. As in [15], we first control u˜2− v˜2 in terms
of ρ. To do this,∫
D
|∇(v˜2 − u˜2)|
2 ≤ c
∫
D
γ˜2∇(v˜2 − u˜2) · ∇(v˜2 − u˜2)
= c
∫
D
γ˜2∇v˜2 · ∇(v˜2 − u˜2)
because v˜2− u˜2 ∈ H
1
0 (D) and the γ˜2-harmonicity of u˜2 in D. By adding and
substracting
∫
D
γ˜1∇u˜1 · ∇(v˜2 − u˜2), and using that γ˜1 = γ˜2 = 1 off Ω, the
right hand side above is bounded by a constant times∣∣∣∣∫
D
γ˜1∇u˜1 · ∇(v˜2 − u˜2)
∣∣∣∣+ ∣∣∣∣∫
Ω
(γ1∇u˜1 − γ2∇u2) · ∇(v˜2 − u˜2)
∣∣∣∣ .
Here the first term vanishes because u˜1 is γ˜1-harmonic on D and v˜2 − u˜2 ∈
H10 (D). For the second, we observe that u˜1 is γ1-harmonic in Ω, u2 is γ2-
harmonic in Ω, and u2 − u˜1 ∈ H
1
0 (Ω). Thus,∣∣∣∣∫
Ω
(γ1∇u˜1 − γ2∇u2) · ∇(v˜2 − u˜2)
∣∣∣∣ = ∣∣〈(Λγ1 − Λγ2)(u˜1|∂Ω), (v˜2 − u˜2)|∂Ω〉∣∣
≤ ρ ‖u˜1‖
H
1
2 (∂Ω)
‖v˜2 − u˜2‖
H
1
2 (∂Ω)
≤ ρ ‖∇u˜1‖L2(Ω) ‖∇(v˜2 − u˜2)‖L2(Ω)
Summarizing, we get(∫
D
|∇(v˜2 − u˜2)|
2
) 1
2
≤ c ρ ‖∇u˜1‖L2(Ω) ≤ c ρ ‖∇u˜1‖L2(D)
≤ c ρ ‖ϕ0‖
H
1
2 (∂D)
.
(3.6)
We will use this to compare the Dirichlet-to-Neumann maps at ∂D. If ψ0 ∈
H
1
2 (∂D) is any testing function, and ψ is any H1(D) extension,
〈(Λγ˜1 − Λγ˜2)(ϕ0), ψ0〉 =
∫
D
(γ˜1∇u˜1 − γ˜2∇u˜2) · ∇ψ. (3.7)
We will divide the bound of this quantity in two steps. For the first,∣∣∣∣∫
D
(γ˜1∇u˜1 − (γ2 χΩ + γ˜1 χD\Ω)∇v˜2) · ∇ψ
∣∣∣∣ = ∣∣〈(Λγ1 − Λγ2)(u˜1|∂Ω), ψ|∂Ω〉∣∣
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which is bounded by
ρ ‖u˜1|∂Ω‖H
1
2 (∂Ω)
‖ψ|∂Ω‖H
1
2 (∂Ω)
≤ ρ ‖∇u˜1‖L2(Ω) ‖∇ψ‖L2(Ω)
≤ ρ ‖∇u˜1‖L2(D) ‖∇ψ‖L2(D)
≤ ρ ‖ϕ0‖
H
1
2 (∂D)
‖ψ0‖
H
1
2 (∂D)
.
We are left with,∣∣∣∣∫
D
(
(γ2 χΩ + γ˜1 χD\Ω)∇v˜2 − γ˜2∇u˜2
)
· ∇ψ
∣∣∣∣
which is smaller than,∣∣∣∣∣
∫
Ω
γ2∇(v˜2 − u˜2) · ∇ψ +
∫
D\Ω
∇(v˜2 − u˜2) · ∇ψ
∣∣∣∣∣
which in turn is controlled, using (3.6), by a multiple of∫
D
|∇(v˜2 − u˜2)| |∇ψ| ≤ ‖∇(v˜2 − u˜2)‖L2(D) ‖∇ψ‖L2(D)
≤ c ρ ‖ϕ‖
H
1
2 (∂D)
‖ψ0‖
H
1
2 (∂D)
.
This gives for (3.7) that the difference of Dirichlet-to-Neumann maps satis-
fies
|〈(Λγ˜1 − Λγ˜2)(ϕ0), ψ0〉| ≤ c ρ ‖ϕ‖H
1
2 (∂D)
‖ψ0‖
H
1
2 (∂D)
as desired.
Remark 3.8. The trivial extension of the conductivities by 1 simplifies the
arguments but has the prizes or loosing regularity if α ≥ 1/2. An argument
similar to that in [15] would need an L2 version of the boundary recovery
result of Brown (see also [5]) of the type
‖γ1 − γ2‖L2(∂Ω) ≤ Cρ
4 Beltrami equations and fractional Sobolev
spaces
This section is devoted to investigate how quasiconformal mappings inter-
play with fractional Sobolev spaces. We face three different goals. First,
given a Beltrami coefficient µ ∈ Wα,20 (C), we find β ∈ (0, α) such that for
any K-quasiconformal mapping φ the composition µ ◦ φ, which is another
Beltrami coefficient with the same ellipticity bound, belongs to W β,2(C).
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Secondly, we obtain the optimal (at least when α ≈ 1), Sobolev regularity
for the homeomorphic solutions to the equation
∂f = µ∂f + ν ∂f
under the assumptions of ellipticity and Sobolev regularity for the coeffi-
cients. Finally, we obtain bounds for the complex geometric optics solutions.
Many properties of planar quasiconformal mappings rely on two precise in-
tegral operators, the Cauchy transform,
Cϕ(z) =
−1
π
∫
ϕ(w)
(w − z)
dA(w). (4.1)
and the Beurling transform,
Tϕ(z) =
−1
π
lim
ε→0
∫
|w−z|≥ε
ϕ(w)
(w − z)2
dA(w). (4.2)
Their basic properties are well known and can be found in any reference
concerning planar quasiconformal mappings, [3, 9, 11].
4.1 Composition with quasiconformal mappings
Let µ be a compactly supported Beltrami coefficient, satisfying
|µ| ≤
K − 1
K + 1
= κχD.
Further, assume that
µ ∈Wα,2(C) and ‖µ‖Wα,2(C) ≤ Γ0
for some α > 0 and some Γ0 > 0. Let φ : C → C be a planar K-
quasiconformal mapping. In this section, we look for those β > 0 such that
µ ◦ φ ∈W β,2(C).
We need to recall a local version of a lemma due to Fefferman and Stein,
see [40] and [26, Proposition 2.24]. The proof follows from Vitali covering
Lemma, exactly as in [40]. ByMf we denote the Hardy-Littlewood maximal
function,
Mf(x) = sup
1
|D|
∫
D
f.
where the supremum runs over all disks D with x ∈ D, while MΩf denote
its local version, that is,
MΩf(x) = sup
1
|D|
∫
D
f
where the supremum is taken over all discs D with x ∈ D ⊂ Ω.
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Lemma 4.1. Let w ≥ 0 a locally integrable function. Then∫
Ω
|MΩf |
pωdx ≤
∫
Ω
|f |pMω.
We can now prove the main result of this section.
Proposition 4.2. Let K ≥ 1. Let µ ∈ Wα,2(C) for some α ∈ (0, 1),
and assume that |µ| ≤ K−1K+1 χ|D. Let φ : C → C be any K-quasiconformal
mapping, conformal out of a compact set, and normalized so that |φ(z)−z| →
0 as |z| → ∞. Then
µ ◦ φ ∈W β,2(C)
whenever β < αK . Moreover,
‖µ ◦ φ‖W β,2(C) ≤ C ‖µ‖
1
K
Wα,2(C)
,
for some constant C > 0 depending only on α, β and K.
Proof. It is clear that µ ◦ φ belongs to L2(C), so since Wα,2 agrees with the
Besov space B2,2α , it suffices to show the convergence of the integral∫
C
∫
C
|µ(φ(z + w))− µ(φ(z))|2
|w|2+2β
dA(z) dA(w)
for every β < αK . First of all, note that by Koebe’s
1
4 Theorem we have
the inclusions φ(D) ⊂ 4D and φ−1(4D) ⊂ 16D. Thus, for large w there is
nothing to say since∫
|w|>1
∫
C
|µ(φ(z + w))− µ(φ(z))|2
|w|2+2β
dA(z) dA(w)
≤ 2 ‖µ‖2L2(C)
∫
|w|>1
1
|w|2+2β
dA(w) =
C ‖µ‖2L2(C)
β
for some universal constant C > 0. Then we are left to bound the integral∫
|w|≤1
∫
C
|µ(φ(z + w))− µ(φ(z))|2
|w|2+2β
dA(z) dA(w).
Notice that this integral is in fact the same as∫
|w|≤1
∫
F
|µ(φ(z + w)) − µ(φ(z))|2
|w|2+2β
dA(z) dA(w) (4.3)
where F = {z ∈ C : d(z, φ−1(D)) ≤ 1} ⊂ 17D by Koebe’s Theorem again.
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Since µ ∈ Wα,2(C), then by interpolation we get that µ ∈ Wαθ,
2
θ (C)
for each θ ∈ (0, 1) and
‖µ‖
Wαθ,
2
θ (C)
≤ C ‖µ‖1−θ∞ ‖µ‖
θ
Wα,2(C).
The goal is to choose θ to obtain larger possible β. For this, we use condition
(3.5). Indeed, for each λ ∈ (0, αθ) there exists a function g = gλ ∈ L
pλ(C),
pλ =
2
θ−(αθ−λ) , such that
|µ(ζ)− µ(ξ)| ≤ |ζ − ξ|λ (g(ζ) + g(ξ))
at almost every ζ, ξ ∈ C. Furthermore,
‖gλ‖Lpλ (C) ≤ Cλ ‖µ‖
Wαθ,
2
θ (C)
≤ Cλ ‖µ‖
1−θ
∞ ‖µ‖
θ
Wα,2(C).
with Cλ bounded as λ→ αθ. Hence, if |w| ≤ 1 then
|µ(φ(z + w)) − µ(φ(z))|
|w|λ
≤
(
|φ(z + w)− φ(z)|
|w|
)λ
(g(φ(z + w)) + g(φ(z))) .
Now use quasiconformality and the reverse Ho¨lder inequality for the jacobian
(see [10] for a more precise formulation) to get that(
|φ(z + w)− φ(z)|
|w|
)λ
≤ CK
(
diamφ(D(z, |w|))
diamD(z, |w|)
)λ
≤ CK
(
1
|D(z, |w|)|
∫
D(z,|w|)
J(ζ, φ) dA(ζ)
) λ
2
≤ CK (MΩJλ(z))
1
2
where Ω =
{
z ∈ C : d(z, φ−1(D)) ≤ 2
}
and MΩJλ(z) denotes the local
Hardy-Littlewood maximal function MΩ at the point z of J(·, φ)
λ. Note
also that Ω ⊂ 18D by Koebe’s Theorem. By symmetry, we could also write
MΩJλ(z + w) instead of MΩJλ(z), so we end up getting
|µ(φ(z + w)) − µ(φ(z))|2
|w|2λ
≤ C
(
MΩJλ(z + w) g(φ(z + w))
2 +MΩJλ(z) g(φ(z))
2
)
.
Therefore the integral at (4.3) is bounded by a constant times∫
|w|≤1
∫
F
MΩJλ(z + w) g(φ(z + w))
2 +MΩJλ(z) g(φ(z))
2
|w|2+2β−2λ
dA(z) dA(w).
If we restrict ourselves to values of λ within the interval (β, αθ), then the
integral above is bounded by
C
λ− β
∫
F
MΩJλ(z) g(φ(z))
2 dA(z). (4.4)
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To get bounds for this, we start by choosing parameters. Fix α, β and K
with β < αK . Then we can find s > 1 such that βs <
α
K . Now let us consider
real numbers θ ∈ (0, 1) and λ ∈ (β, αθ) satisfying
λ+ (1− α)θ <
1
Ks
. (4.5)
Such conditions are compatible precisely when βs < αK . Condition (4.5)
also guarantees that pλ > 2Ks, so we can find r satisfying
1 + λs(K − 1) < r <
pλ
2Ks
(1 + λs(K − 1)), (4.6)
and obviously r > 1.
Once the parameters have been chosen, we proceed as follows. First, by
Ho¨lder’s inequality∫
F
MΩJλ(z) g ◦ φ(z)
2 dA(z) =
∫
Ω
MΩJλ(z) g ◦ φ(z)
2 χF (z) dA(z)
≤
(∫
Ω
MΩJλ(z)
s g ◦ φ(z)2s χF (z) dA(z)
) 1
s
|F |1−
1
s .
Now we use Lemma 4.1 to bound the last integral above by a constant times∫
Ω
J(z, φ)λsM(g ◦ φ2s χF )(z) dA(z).
For any r > 1, we can bound the above integral by(∫
C
J(z, φ)λsM(g ◦ φ2s χF )(z)
r dA(z)
) 1
r
(∫
Ω
J(z, φ)λsdA(z)
)1− 1
r
.
The first inequality at (4.6) guarantees that the weight J(·, φ)λs belongs to
the Muckenhoupt class Ar (see [10] for details). Therefore we can use the
weighted Lr inequality for the maximal function and a change of coordinates
to see that∫
C
J(z, φ)λsM(g ◦ φ2s χF )(z)
r dA(z) ≤ Cr
∫
F
J(z, φ)λs g ◦ φ(z)2sr dA(z)
= Cr
∫
φ(F )
J(w,φ−1)1−λs g(w)2sr dA(w),
where Cr is a positive constant depending on r. Summarizing, we get for
the integral at (4.4) the bound
C |F |1−
1
s
(∫
Ω
J(z, φ)λsdA(z)
) 1
s
− 1
sr
(∫
φ(F )
J(w,φ−1)1−λs g(w)2sr dA(w)
) 1
rs
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For the second integral above, we only use Ho¨lder’s inequality again, and
obtain the bound(∫
φ(F )
g(w)pλdA(w)
) 2rs
pλ
(∫
φ(F )
J(w,φ−1)
pλ(1−λs)
pλ−2rs dA(w)
) pλ−2rs
pλ
which is finite provided that both pλ > 2rs and
pλ(1−λs)
pλ−2rs
< KK−1 hold. But
both facts are guaranteed by our choice of parameters, in particular to the
second inequality at (4.6). This means that the integral at (4.4) has the
upper bound
C |F |1−
1
s
λ− β
(∫
Ω
J(z, φ)λsdA(z)
) 1
s
− 1
sr
‖g‖2Lpλ (φ(F ))
(∫
φ(F )
J(w,φ−1)
pλ(1−λs)
pλ−2rs dA(w)
) pλ−2rs
pλ
Since both φ and φ−1 are normalized K-quasiconformal mappings, the two
integrals above are bounded by constants depending only onK. One obtains
for the integral at (4.3) the bound
C
(λ− β)
1
2
‖g‖Lpλ (φ(F )) ≤
C
(λ− β)
1
2
‖µ‖1−θL∞(C) ‖µ‖
θ
Wα,2(C)
where the constant C depends on r, s, λ, θ, α and K.
To find larger possible β, we have to find the supremum of those λ for which
the pair (θ, λ) belongs to the set
A =
{
(θ, λ); 0 < θ < 1, β < λ < θα, λ+ (1− α)θ <
1
Ks
}
.
according to (4.5). This supremum is easily seen to be αKs . Further, all the
above argument works for every s ∈ (1, αβK ), so that the bound for (4.3)
reads now as
CK
α
K − β
‖µ‖
1
K
Wα,2(C)
.
Summarizing, ∫
C
∫
C
|µ(φ(z + w))− µ(φ(z))|2
|w|2+2β
dA(z)dA(w)
≤ CK
(
‖µ‖2L2(C)
β
+
1
α
K − β
‖µ‖
2
K
Wα,2(C)
)
for all β ∈ (0, αK ). Equivalently, we have an inequality for the nonhomoge-
neous norms
‖µ ◦ φ‖W β,2(C) ≤ C(α, β,K) ‖µ‖
1
K
Wα,2(C)
,
as stated.
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Remark 4.3. The condition β < αK is by no means sharp. This is clear
when α is close to 1 but also it can be seen from the fact that we are using
the Ho¨lder regularity of φ. It seems that one can get a factor which runs
between 1/K and 1 in terms of α. As promised in the introduction this will
be a matter of a forthcoming work.
4.2 Regularity of homeomorphic solutions
We start by recalling the basic result on the existence of homeomorphic
solutions to Beltrami type equations. In absence of extra regularity the
integrability of the solutions comes from the work of Astala [7]. We recall
the proof in terms of Neumann series since it will be used both in this section
and in the sequel.
Lemma 4.4. Let µ, ν be bounded functions, compactly supported in D, such
that ||µ(z)|+ |ν(z)|| ≤ K−1K+1 at almost every z ∈ C. The equation
∂f = µ∂f + ν ∂f (4.7)
admits only one homeomorphic solution φ : C → C, such that |φ(z) − z| =
O(1/|z|) as |z| → ∞. Further, if p ∈ (2, 2KK−1) then the quantity
‖∂φ− 1‖Lp(C) + ‖∂φ‖Lp(C)
is bounded by a constant C = C(K, p) that depends only on K and p.
Proof. Put φ(z) = z + Ch(z), where h is defined by
(I − µT − ν T )h = µ+ ν.
and C and T denote, respectively, Cauchy and Beurling transforms. Since
T is an isometry in L2(C), one can construct such a function h as Neumann
series
h =
∞∑
n=0
(µT + νT )n(µ+ ν)
which obviously defines an L2(C) function. By Riesz-Thorin interpolation
theorem,
lim
p→2
‖T‖p = 1,
it then follows that h ∈ Lp(C) for every p > 2 such that ‖T‖p <
K+1
K−1 .
Hence, the Cauchy transform Ch is Ho¨lder continuous (with exponent 1− 2p).
Further, since h is compactly supported, we get |φ(z) − z| = |Ch(z)| ≤ C|z| ,
and in fact φ−z belongs toW 1,p(C) for such values of p. A usual topological
argument proves that φ is a homeomorphism. For the uniqueness, note that
if we are given two solutions φ1, φ2 as in the statement then ∂(φ1 ◦φ
−1
2 ) = 0
24
so that φ1 ◦ φ
−1
2 (z) − z is holomorphic on C and vanishes at infinity.
In order to recover the precise range ( 2KK+1 ,
2K
K−1) obtained by Astala [7] we
need a remarkable result from [10] which says that I − µT − ν T : Lp(C)→
Lp(C) defines a bounded invertible operator for these values of p. Further,
both its Lp norm and that of its inverse depend only on K and p. This
implies that for every p ∈ ( 2KK+1 ,
2K
K−1) there is a constant C = C(K, p) such
that
‖h‖Lp(C) ≤ CK,p.
The claim follows since ∂φ− 1 = Th and ∂φ = h.
Once we know about the existence of homeomorphic solutions, it is time to
check their regularity when the coefficients belong to some fractional Sobolev
space.
Theorem 4.5. Let α ∈ (0, 1), and suppose that µ, ν ∈Wα,2(C) are Beltrami
coefficients, compactly supported in D, such that
||µ(z)|+ |ν(z)|| ≤
K − 1
K + 1
.
at almost every z ∈ D. Let φ : C→ C be the only homeomorphism satisfying
∂φ = µ∂φ+ ν ∂φ
and φ(z) − z = O(1/z) as |z| → ∞. Then, φ(z) − z belongs to W 1+θα,2(C)
for every θ ∈ (0, 1K ), and
‖D1+θα(φ− z)‖L2(C) ≤ CK
(
‖µ‖θWα,2(C) + ‖ν‖
θ
Wα,2(C)
)
for some constant CK depending only on K.
Proof. We consider a C∞ function ψ, compactly supported inside of D, such
that 0 ≤ ψ ≤ 1 and
∫
ψ = 1. For n = 1, 2, ... let ψn(z) = n
2 ψ(nz). Put
µn(z) =
∫
C
µ(w)ψn(z − w) dA(w),
and
νn(z) =
∫
C
ν(w)ψn(z − w) dA(w).
It is clear that both µn, νn are compactly supported in
n+1
n D, |µn(z)| +
|νn(z)| ≤
K−1
K+1 , ‖µn − µ‖Wα,2(C) → 0 and ‖νn − ν‖Wα,2(C) → 0 as n → ∞.
Indeed there is convergence in Lp for all p ∈ (1,∞). Thus, by interpolation
we then get that for any 0 < θ < 1
lim
n→∞
‖µn − µ‖
Wαθ,
2
θ (C)
+ ‖νn − ν‖
Wαθ,
2
θ (C)
= 0
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and in particular, the sequences Dαθµn and D
αθνn are bounded in L
2
θ (C).
Let φn be the only K-quasiconformal mapping φn : C→ C satisfying
∂φn = µn ∂φn + νn∂φn (4.8)
and normalized by φn(z)− z = On(1/z) as |z| → ∞. By the construction in
Lemma 4.4, φn(z) = z + Chn(z) where hn is the only L
2(C) solution to
hn = µn Thn + νn Thn + (µn + νn),
and Chn denotes the Cauchy transform. As in Lemma 4.4, hn belongs to
Lp(C) for all p ∈ ( 2KK+1 ,
2K
K−1) and ‖hn‖Lp(C) ≤ C = C(K, p); in particular,
φn − z is a bounded sequence in W
1,p(C).
We now write equation (4.8) as
∂(φn − z) = µn∂(φn − z) + νn∂(φn − z) + µn + νn
and take fractional derivatives. If β = αθ, we can use Lemma 3.1 (a) to find
two functions Eβ, Fβ such that
Dβ∂(φn − z)
= Dβµn ∂(φn − z) + µnD
β∂(φn − z) + Eβ
+Dβνn ∂(φn − z) + νnD
β∂(φn − z) + Fβ .
Further, Eβ satisfies
‖Eβ‖L2(C) ≤ C0 ‖D
βµ‖Lp1 (C) ‖∂(φn − z)‖Lp2 (C), (4.9)
where p2 is any real number with 2 < p2 <
2K
K−1 and
1
p1
+ 1p2 =
1
2 , and C0
depends on p1, p2. Analogously,
‖Fβ‖L2(C) ≤ C0 ‖D
βν‖Lp1 (C) ‖∂(φn − z)‖Lp2 (C). (4.10)
Now we notice that we have Dβ∂ϕ = ∂Dβϕ and similarly for ∂. Further, if
ϕ is real then Dβϕ is also real. Thus
∂Dβ(φn − z)
= µn ∂D
β(φn − z) +D
βµn ∂(φn − z) + Eβ
+ νn ∂(Dβ(φn − z)) +D
βνn ∂(φn − z) + Fβ,
or equivalently
(I − µnT − νnT )(∂)
(
Dβ(φn − z)
)
= Dβµn ∂(φn − z) +D
βνn ∂(φn − z) +Eβ + Fβ.
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The term on the right hand side is actually an L2(C) function. To see this,
it suffices to choose in both (4.9) and (4.10) the value p1 =
2
θ for some
θ ∈ (0, 1K ). Now, the operator I − µnT − νnT is continuously invertible in
L2(C), and a Neumann series argument shows that the norm of its inverse
is bounded by 12(K + 1). Thus,
‖∂Dβ(φn − z)‖L2(C)
≤ C0
K + 1
2
(
‖Dβµn‖
L
2
θ (C)
+ ‖Dβνn‖
L
2
θ (C)
)
‖∂(φn − z)‖Lp2 (C)
≤ C0
K + 1
2
(
K − 1
K + 1
)1−θ (
‖µn‖
θ
Wα,2(C) + ‖νn‖
θ
Wα,2(C)
)
‖∂(φn − z)‖Lp2 (C)
≤ C0
K + 1
2
(
‖µn‖
θ
Wα,2(C) + ‖νn‖
θ
Wα,2(C)
)
‖∂(φn − z)‖Lp2 (C)
where C0 is the constant in (4.9). As n→∞, the right hand side is bounded
by
C0
K + 1
2
(
‖µ‖θWα,2(C) + ‖ν‖
θ
Wα,2(C)
)
C(K, p2)
because ‖∂(φ − z)‖Lp2 (C) ≤ C(K, p2). Hence, ∂D
β(φn − z) is bounded in
L2(C), and thus also ∂Dβ(φn − z), because T is an isometry of L
2(C) and
T (∂Dβ(φn − z)) = ∂D
β(φn − z). Therefore, by passing to a subsequence
we see that Dβ(φn − z) converges in W
1,2(C), and as a consequence φ − z
belongs to W 1+β,2(C). Further, we have the bounds
‖D1+θα(φ− z)‖L2(C) ≤ C
(
‖µ‖θWα,2(C) + ‖ν‖
θ
Wα,2(C)
)
for some constant C depending only on K.
4.3 Regularity of complex geometric optics solutions
We are now ready to give precise bounds on the Sobolev regularity of the
complex geometric optics solutions to the equation ∂f = µ∂f introduced in
Theorem 2.2.
Theorem 4.6. Let µ ∈ Wα,2(C) be a Beltrami coefficient, compactly sup-
ported in D, with ‖µ‖∞ ≤
K−1
K+1 and ‖µ‖Wα,2(C) ≤ Γ0. Let f = fµ(z, k) the
complex geometric optics solutions to the equation
∂f = µ∂f.
For any 0 < θ < 1K we have that
f ∈W 1+θα,2loc (C).
Further, we have the estimate
‖D1+αθ(fµ)(·, k)‖L2(D) ≤ C(K) e
C|k| (1 + |k|) (Γ0 + |k|
α)θ
were C,C(K) > 0, and C(K) depends only on K.
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Proof. The existence and uniqueness of the complex geometric optics solu-
tions comes from [11, Theorem 4.2] (see Theorem 2.2 in the present paper).
Secondly, it is shown in [11, Lemma 7.1] that f may be represented as
f = eikφ
where φ : C→ C is the only W 1,2loc (C) homeomorphism solving
∂φ = −µ
k
k
e−k(φ) ∂φ (4.11)
and normalized by the condition |φ(z) − z| → 0 as |z| → ∞. Here
e−k(φ(z)) = e
−ikφ(z)−ikφ(z) is a unimodular function so that |e−k(φ(z))| = 1.
In particular, φ is conformal outside of D, because supp(µ) ⊂ D. Thus by
Koebe 14 theorem
φ(D) ⊂ 4D⇒ ‖φ(·, k)‖L∞(D) ≤ 4 (4.12)
Our first task is to determine the Sobolev regularity of the coefficient
µ e−k(φ) in equation (4.11). We will argue by interpolation. Firstly, by
(4.12),
‖e−k(φ)‖L2(D) ≤ |D|
1
2 .
For the L2 norm of the derivative, we invoke Lemma 4.4 to obtain that
‖D(φ− z)‖L2(C) ≤ C(K),
Thus,
‖D(e−k(φ))‖L2(D) ≤ C(K) |k| |D|
1
2 .
and by interpolation we arrive to,
‖e−k(φ)‖Wα,2(D) ≤ C(K) |D|
1
2 |k|α.
Now we will use the remark 3.2 to see that that µ e−k(φ) belongs also to
Wα,2(C). Since e−k(φ) is unimodular, the L
2 bound is obvious. By virtue
of (3.4) we have that
‖Dα(µ e−k(φ))‖L2(C) ≤ C(‖D
αµ‖L2(C)‖e−k(φ)‖ + κ‖D
α(e−k(φ))‖L2(D))
≤ C |D|
1
2 (|k|α + Γ0)
(4.13)
The bound (4.13) allows us to apply Theorem 4.5 to equation (4.11). We
obtain that φ0(z) = φ(z) − z satisfies the estimate
‖Dαθ(∂φ0)‖L2(C) + ‖D
αθ(∂φ0)‖L2(C) ≤ CK (Γ0 + |k|
α)θ (4.14)
for θ ∈ (0, 1K ). We push this bound to f . Since f(z) = e
ikφ(z), we have
∂f(z) = eikφ(z) ik∂φ(z)
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and again from Lemma 3.1 (c), for any disk D,
‖Dαθ(∂f)‖L2(D) ≤‖D
αθ(eikφ) ik∂φ‖L2(D) + ‖ik D
αθ(∂φ) eikφ‖L2(D)
+ C ‖eikφ‖L∞(D) ‖D
αθ(∂φ)‖L2(D).
(4.15)
For the second and third terms on the right hand side above, we notice that
(4.12) yields that
sup
z∈D
|eikφ(z)| ≤ e4|k|, (4.16)
which combined with (4.14) provides us with the estimate
‖ik Dαθ(∂φ) eikφ‖L2(D) ≤ |k| e
C|k| ‖Dαθ(∂φ)‖L2(D)
≤ |k| eC|k|CK (Γ0 + |k|
α)θ.
(4.17)
Concerning the first term in (4.15), we recall that Lp bounds for ∂φ are
possible only for p ∈ ( 2KK+1 ,
2K
K−1). This forces us to look for L
q bounds for
Dαθ(eikφ), for some q > 2K. These bounds are easily obtained by interpo-
lation. More precisely, we know the L∞ bound given at (4.12). Further, we
have also a W 1,2 bound,∫
D
|∂(eikφ(z))|2 dA(z) ≤ |k|2 eC|k|K
∫
D
J(z, φ) dA(z) ≤ |k|2 eC|k|K |D|.
Thus, by interpolation we obtain
‖Dαθ(eikφ)‖
L
2
αθ (D)
≤ C ‖eikφ‖1−αθL∞(D) ‖∂(e
ikφ)‖αθL2(D)
≤ |k|αθ eC|k| (K|D|)
αθ
2 ≤ C(K) |k|αθ eC|k|.
Now recall that 0 < θ < 1K is fixed, and let p =
2
αθ . If we now consider any
real number s such that 21−αθ < s <
2K
K−1 , we obtain
‖Dαθ(eikφ) ik∂φ‖L2(D) ≤ |k| ‖D
αθ(eikφ)‖
L
2
αθ (D)
‖∂φ‖
L
2
1−αθ (D)
≤ C(K) |k|1+αθ eC|k| ‖∂φ‖Ls(D)
= C(K) |k|1+αθ eC|k|
because the normalization on φ forces uniform bounds for ‖∂φ‖Ls(D) depend-
ing only on K. Summarizing, (4.15) gives us the bound
‖Dαθ(∂f)‖L2(D) ≤ C(K) e
C|k| (1 + |k|) (Γ0 + |k|
α)θ .
Similar calculations give the corresponding bound for Dαθ(∂f).
We will also need the following bounds in Section 6.
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Lemma 4.7. Let µ be a Beltrami coefficient, compactly supported in D.
Assume that ‖µ‖∞ ≤
K−1
K+1 and ‖µ‖Wα,2(C) ≤ Γ0. Let f = fµ(z, k) denote
the complex geometric optics solutions to
∂f = µ∂f.
Let p < 2/(K − 1). Then, for any disk D∫
D
∣∣∣∣ 1∂f(z)
∣∣∣∣p ≤ C
where the constant C depends on diam(D), k, K and Γ0.
Proof. The function f can be represented as
f = eikφ
so that
1
∂f
=
1
eikφ
1
ik∂φ
.
As we have seen in (4.16) in the proof of the above Theorem gives also lower
local uniform bounds for eikφ. Thus, only Lp bounds for ∂φ are needed. But
these bounds come from the fact that φ is a normalized K-quasiconformal
mapping, so that
∂φ ∈ Lp
5 Uniform subexponential decay
We investigate the decay property of complex geometric optic solutions to
the equation
∂fλ = λµ∂fλ,
where λ ∈ ∂D is a fixed complex parameter, and µ ∈ Wα,20 (C) is a Bel-
trami coefficient compactly supported in D. It turns out that fλ admits the
representation
fλ(z, k) = e
ikφλ(z,k)
where φλ satisfies the following properties (see [11, Lemma 7.1] or the proof
of Theorem 4.6 above):
1. φλ(·, k) : C→ C is a quasiconformal mapping.
2. φλ(z, k) = z +Ok(1/z) as |z| → ∞
3. φλ satisfies the nonlinear equation
∂φλ(z, k) = −λµ(z)
k
k
e−k(φλ(z, k)) ∂φλ(z, k) (5.1)
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As was explained in Section 2, our goal is to obtain a uniform decay of the
type
|φλ(z, k) − z| ≤
C
|k|bα
(5.2)
The precise statement can be found at Theorem 5.7. For the proof, we
will mainly follow the lines of both [11, 15]. This consists on investigating
first the behaviour of linear Beltrami equations with the rapidly oscillating
coefficients µ(z) e−k(z), and then treat the nonlinearity as a perturbation.
5.1 Estimates for the linear equation
As usually, µ denotes a Beltrami coefficient, compactly supported in D, with
the ellipticity bound
‖µ‖L∞(Ω) ≤
K − 1
K + 1
= κ
and the smoothness assumption
‖µ‖Wα,2(C) = ‖µ‖L2(C) + ‖D
αµ‖L2(C) ≤ Γ0
for some 0 < α < 1 and Γ0 > 0. For each complex numbers k ∈ C and
λ ∈ D, let ψ = ψλ(z, k) be the only homeomorphic solution to the problem,{
∂ψ(z, k) = kk λ e−k(z)µ(z) ∂ψ(z, k)
ψ(z, k) − z = O(1/z), z →∞
(5.3)
Then ψ can be represented by means of a Cauchy transform
ψ(z, k) − z =
∫
C
∂ψ(w, k)Φ(z, w)dA(w), (5.4)
where Φ(z, w) = ψD(w)z−w for a smooth cutoff function ψD = 1 on D (in partic-
ular on the support of ∂ψ). We need subtle properties for both terms.
Lemma 5.1. Let n0 be given, and let s ≥ 2 be such that
κ ‖T‖s < 1.
There exists a decomposition ∂ψλ(z, k) = gλ(z, k) + hλ(z, k) satisfying the
following properties:
1. ‖hλ(·, k)‖s ≤ C(κ, s) (κ ‖T‖s)
n0 .
2. ‖gλ(·, k)‖s ≤ C(κ).
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3. For R > 0 and |k| > 2R,(∫
|ξ|<R
|ĝλ(ξ, k)|
qdA(ξ)
) 1
q
≤ C(α, κ, p)M(p)n0
Γ0
|k|α
where 1 < p < 2, q = pp−1 , ĝλ(ξ, k) = (gλ(·, k))
∧(ξ) and the value of
M(p) is given in (5.8).
The proof will rely on the Neumann series expression of ∂ψ. For this, we
consider the unimodular factors
en(z) = e
in(kz+ikz).
An idea which goes back to [11] is dealing with the unimodular factors en
conjugating them with the Beurling transform. Namely, we express
∂ψ =
∑
n
(
k
k
λ
)n+1
e−(n+1) fn (5.5)
where {
f0 = µ
fn = µTn(fn−1), n = 1, 2, . . .
(5.6)
Here by Tn we denote a singular integral operator defined by the rule
Tn(ϕ) = en T (e−nϕ)
where T is the usual Beurling transform (4.2). It is not hard to see that Tn
is represented, at the frequency side, by a unimodular multiplier of the form
T̂nϕ(ξ) =
ξ − n
ξ − n
ϕ̂(ξ)
Thus,
‖Tn‖L2(C) = ‖Tn‖L2(C)→L2(C) = 1
and Tn is an isometry of L
2(C). In fact, for any 1 < p <∞,
‖Tn(ϕ)‖Lp(C) = ‖T (e−nϕ)‖Lp(C) ≤ ‖T‖Lp(C) ‖ϕ‖Lp(C)
because |en(z)| = 1, so that ‖Tn‖Lp(C) = ‖T‖Lp(C). As Tn is given by a
Fourier multiplier, it commutes with any constant coefficients differential
operator D and thus,
‖Tnϕ‖W 1,p(C) = ‖Tnϕ‖Lp(C) + ‖Tn(Dϕ)‖Lp(C) ≤ ‖T‖p ‖ϕ‖W 1,p(C)
and therefore ‖Tn‖W 1,p(C) ≤ ‖T‖Lp(C). Furthermore, the complex interpola-
tion method gives that for any 0 < β < 1,
‖Tn‖W β,p(C) ≤ C0 ‖T‖Lp(C) (5.7)
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where C0 > 0 is a universal constant.
Let 1 < p < 2 be fixed. We declare
B = B(p) = ‖Tn‖Wα,p(C) ≤ ‖T‖Lp(C)
D = D(p) = ‖Tn‖
L
2p
2−p (C)
≤ ‖T‖
L
2p
2−p (C)
M =M(p) = B +D
(5.8)
It is well known that the series
∑
n fn defines a compactly supported L
2(C)
function (actually Lp(C) for any 1 + κ < p < 1 + 1κ). Next lemma yields
Sobolev estimates for fn in terms of the Sobolev norm ‖µ‖Wα,2(C).
Lemma 5.2. For any 1 < p < 2 there exists a constant C = C(p) such that
‖fn‖Wα,p(C) ≤ C(p) Γ0 κ
n−1 (M(p))n,
for any n = 1, 2, ....
Proof. To prove the Lemma, we will use Remark 3.2 for the complex dilata-
tion µ and an arbitrary function g ∈Wα,p. Then it holds that
‖Dα(µg)‖Lp(C) ≤ κ‖D
αg‖Lp(D) + C Γ0‖g‖
L
2p
2−p (C)
(5.9)
for some positive constant C = C(p) ≥ 1. First of all, we study the Lp norm
of fn. Recalling that µ is compactly supported inside of D, we first see that
‖fn‖Lp(C) = ‖fn‖Lp(D) ≤ κ ‖Tnfn−1‖Lp(D).
Next, (5.9) yields that,
‖Dαfn‖Lp(C) = ‖D
α(µTnfn−1)‖Lp(C)
≤ C Γ0 ‖Tnfn−1‖
L
2p
2−p (C)
+ κ ‖DαTnfn−1‖Lp(D)
Hence, for any n > 1,
‖fn‖Wα,p(C) = ‖fn‖Lp(C) + ‖D
αfn‖Lp(C)
≤ C Γ0 ‖Tnfn−1‖
L
2p
2−p (C)
+ κ‖Tnfn−1‖Wα,p(C)
To control the first term above, we see that
‖Tnfn−1‖
L
2p
2−p (C)
≤ D ‖fn−1‖
L
2p
2−p (C)
≤ (Dκ) ‖Tn−1fn−2‖
L
2p
2−p (C)
≤ (Dκ)n−1 ‖T1f0‖
L
2p
2−p (C)
≤ (Dκ)n |D|
1
p
− 1
2
and for the second , if n > 1
‖Tnfn−1‖Wα,p(C) ≤ B ‖fn−1‖Wα,p(C).
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If we denote Xn = ‖fn‖Wα,p(C) then we have just seen that
Xn ≤ C1 (κD)
n + (κB)Xn−1 (5.10)
whenever n > 1, and where C1 = C Γ0 |D|
1
p
− 1
2 . For n = 1 we proceed dif-
ferently. Since both T1f0 and D
αT1f0 belong to L
2(C), we can use Ho¨lder’s
inequality to get
‖T1f0‖Lp(D) + ‖D
αT1f0‖Lp(D) ≤
(
‖T1f0‖L2(C) + ‖D
αT1f0‖L2(C)
)
|D|
1
p
− 1
2
= ‖T1f0‖Wα,2(C) |D|
1
p
− 1
2
≤ |D|
1
p
− 1
2 B ‖f0‖Wα,2(C) = |D|
1
p
− 1
2 B Γ0.
Thus
X1 ≤ C1 κD +B |D|
1
p
− 1
2 Γ0
Thus, after recursively using (5.10), we end up with
Xn ≤ C1 κ
n
n−1∑
j=0
BjDn−j + (κB)n
Γ0
κ
|D|
1
p
− 1
2 ≤ C˜1 κ
n−1 (Bκ+D)n
where C˜1 = max{C1,Γ0 |D|
1
p
− 1
2 }. Note finally that
C˜1 ≤ C(p) Γ0,
which yields the claim.
In particular, every function fn of the Neumann series is compactly sup-
ported and belongs to Lp(C) for any p ∈ (1,∞), and also to Wα,p(C) for
any p < 2.
Lemma 5.3. If h belongs to Wα,p(C) for some 1 < p < 2, then(∫
|ξ|>R
|ĥ(ξ)|q dA(ξ)
) 1
q
≤ C(p)
‖h‖Wα,p(C)
Rα
Proof. We wil use the characterization in terms of Bessel potentials of
Wα,p(C). Since the Fourier transform maps continuously Lp(C) into Lq(C),
we get that (∫
C
(
(1 + |ξ|2)
α
2 |ĥ(ξ)|
)q
dA(ξ)
) 1
q
≤ C(p) ‖h‖α,p
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Thus, a simple computation yields(∫
|ξ|>R
|ĥ(ξ)|q dA(ξ)
) 1
q
≤
(∫
|ξ|>R
(
(1 + |ξ|2)
α
2
|ξ|α
)q
|ĥ(ξ)|qdA(ξ)
) 1
q
≤
1
Rα
(∫
C
(1 + |ξ|2)
αq
2 |ĥ(ξ)|qdA(ξ)
) 1
q
≤ C(p)
‖h‖α,p
Rα
and the result follows.
Proof of Lemma 5.1. We use the Neumann series
∂ψ =
∑
n
(
k
k
λ
)n+1
e−(n+1)k fn (5.11)
introduced before. Then, take g =
∑n0
n=0
(
k
k λ e−k µT
)n (
k
k λ e−k µ
)
and
h = ∂zψ − g. In this way, properties 1 and 2 follow easily from the general
theory of the Beltrami equation, since∥∥∥(k
k
λ e−k µT
)n(
k
k
λ e−k µ
)∥∥∥
s
≤ κ ‖T‖s
∥∥∥(k
k
λ e−k µT
)n−1(
k
k
λ e−k µ
)∥∥∥
s
≤ (κ ‖T‖s)
n ‖µ‖s = (κ ‖T‖s)
n κ |D|
1
s .
For the proof of 3, we must use the regularity of µ. Use 5.11 to write g(z, k) =∑n0
n=0Gn(k, z) where Gn(z, k) =
(
k
kλ
)n+1
e−(n+1)k fn. Then, Lemma 5.2
can be applied to fn. The Fourier transform of Gn(z, k) (with respect to the
z variable) reads as
Ĝn(ξ, k) =
(
k
k
λ
)n+1
f̂n(ξ − (n+ 1)k)
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Hence, for |k| > R, we can use lemma 5.3, to get(∫
|ξ|<R
|ĝ(ξ, k)|q dA(ξ)
) 1
q
≤
n0∑
n=0
(∫
|ξ|<R
|Ĝn(ξ, k)|
q dA(ξ)
) 1
q
=
n0∑
n=0
(∫
|ξ|<R
|f̂n(ξ − (n+ 1)k)|
q dA(ξ)
) 1
q
=
n0∑
n=0
(∫
|ζ+(n+1)k|<R
|f̂n(ζ)|
q dA(ζ)
) 1
q
≤
n0∑
n=0
(∫
|ζ|>(n+1)|k|−R
|f̂n(ζ)|
q dA(ζ)
) 1
q
≤ C(p)
n0∑
n=0
‖fn‖α,p
((n + 1)|k| −R)α
where C(p) is the constant from Lemma 5.3. Now, using Lemma 5.2,(∫
|ξ|<R
|ĝ(ξ, k)|q dA(ξ)
) 1
q
≤ C(κ, p)
Γ0
κ
n0∑
n=0
(κM(p))n
((n+ 1)|k| −R)α
≤ C(κ, p) (κM(p))n0
Γ0
κ
n0∑
n=0
1
((n + 1)|k| −R)α
and if we take |k| ≥ 2R, then we finally get(∫
|ξ|<R
|ĝ(ξ, k)|q dA(ξ)
) 1
q
≤ C(α, κ, p) (κM(p))n0
Γ0
κ
1
|k|α
n0∑
n=0
1
(n+ 12)
α
≤ C(α, κ, p)M(p)n0
Γ0
κ
1
|k|α
≤ C(α, κ, p)M(p)n0
Γ0
|k|α
and the result follows.
The Cauchy kernel is not in L2 but it belongs locally to W ǫ,p for 1 < p < 2,
ǫ < 2−pp . Thus we can work with a mollification of it which is perfectly
controlled. However we need to choose carefully the mollification kernel (see
[52] vol 1 &V.1).
Lemma 5.4. There exists a C∗ > 0 such that for any N > 0, there exists a
C∞ function φN in C having the following properties:
• 0 ≤ φN ≤ 1, φN = 1 on D and φN = 0 on 2D.
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•
∫
φN = 1.
• |DαφN | ≤ (C∗N)
|α| for any α ∈ Z2+ with |α| ≤ N .
Lemma 5.5. Let Φ(z, w) = ψDz−w and 1 < p < 2.
(a) ‖Φ(·, z)‖Lp(D) ≤ C(p) for all z ∈ C.
(b) Φ(·, z) ∈W ǫ,p for ǫ < 2−pp uniformly in z.
(c) For any N > 0, there exists a mollification Φδ,N such that
‖Φ(·, z) − Φδ,N(·, z)‖Lp(D) ≤ C(ǫ, p) δ
ǫ
whenever z ∈ C and ǫ < 2−pp .
(d) ‖Φδ,N‖L2(C) blows up as a power of δ, i.e.
‖Φδ,N (·, z)‖L2(C) ≤ C(p) δ
1− 2
p
(e) For each R > 1δ and m > 0, there exists a universal constant C∗ and
C = C(p) such that for any m ≤ N
‖Φ̂δ,N(·, z)‖L2(|ξ|≥R) ≤ C(p)(C∗N)
m δ
1− 2
p (δR)−m
Proof. Claims (a) and (b) follow by the compactness of the support and
Lemma 3.1. Now define
̂Φδ,N(z, ·)(ξ) = φ̂N (δξ)Φ̂(z, ·)(ξ).
Claim (c) follows from the fact that since p < 2, W ǫ,p ⊂ Bp,2ǫ (3.2). Namely,
‖Φz(·) − Φδ,N(z, ·)‖Lp ≤
∫
C
ωp(Φz)(w)φδ(w)dw
≤ ‖Φz‖Bǫ,p,2
∫
(φδ(w))
2|w|2+ǫ2)
1
2 ≤ δǫ(
∫
φ2(y)|y|2+ǫ2)
1
2 ≤ δǫ‖φ‖L2(C)
For claim (d), using Plancherel, Ho¨lder, Hausdorff-Young inequalities and
(a), we obtain, for 1/p − 1/q = 1/2, that
‖Φδ,N‖L2 ≤ ‖Φz‖Lp‖|φ̂N (δ·)‖Lq ≤ Cδ
1− 2
p .
For the last claim, write again
‖Φ̂δ,N‖L2(|ξ|>R0) ≤ ‖Φz‖Lp‖|φ̂N (δξ)‖Lq(|ξ|>R0)
≤ ‖Φz‖Lpδ
1−2/p‖φ̂N (ξ)‖Lq(|ξ|>δR0)
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Now
‖φ̂N (ξ)‖Lq(|ξ|>δR0) ≤ ‖|
(ξ1 + iξ2)
m
|ξ|m
|φ̂N (ξ)‖Lq(|ξ|>δR0)
≤ (δR0)
−m‖
∑
|α|=m
m!
α!
|D̂αφN (ξ)|‖Lq ≤ (δR0)
−m
∑
|α|=m
m!
α!
‖DαφN‖Lq′
≤ (δR0)
−m
∑
|α|=m
m!
α!
(C∗N)
m ≤ (δR0)
−m(2C∗N)
m
for m ≤ N from where (d) follows.
Now we combine the above estimates to obtain the precise decay for the
solutions to the linear equation.
Proposition 5.6. Assume that µ ∈Wα,2(C) is a Beltrami coefficient, with
compact support inside of D, such that ‖µ‖∞ ≤ κ and ‖µ‖Wα,2(C) ≤ Γ0.
For each λ ∈ ∂D and each k ∈ C, let ψ = ψλ(z, k) be the quasiconformal
mapping satisfying
∂ψλ(z, k) =
k
k
λ e−k(z)µ(z) ∂ψλ(z, k) (5.12)
and normalized by
ψλ(z, k) − z = O(1/z), z →∞.
There exists positive constants C = C(κ) and b = b(κ) such that
|ψλ(z, k) − z| ≤
C Γ0
|k|b α
for every z, k ∈ C and every λ ∈ ∂D.
Proof. Let b > 0 a constant to be defined , and let n0 ∈ N. As in [15], we
can represent
ψλ(z, k) − z = C
∫
D
∂ψλ(w, k)
w − z
dA(w)
= C
∫
C
Φ(w, z) (g(w, k) + h(w, k))dA(w)
with g = gλ(z, k) and h = hλ(z, k) as in Lemma 5.1.
Recall that we have control on ĝ for low frequences by property 3 in
Lemma 5.1, whereas h will be controlled by the ellipticity. It is also conve-
nient to consider the mollification Φδ,N of Φ given in lemma 5.5 for N to be
chosen along the proof. We will therefore estimate the following four terms
separately. The first three are dealt with by the usual ellipticity theory and
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the Sobolev regularity of the Cauchy Kernel. Hence the estimates will de-
pend on a suitable exponent s = s(κ). It is in the last term where α, p will
appear. Then we will chose the exponent p = 4/3 which will yield better
constants.
I=
∫
D
Φ(w, z)h(w) dA(w),
II=
∫
D
(Φ(w, z) − Φδ,N(w, z))g dA(w),
III=
∫
|ξ|<R
Φ̂δ,N (ξ, z) ĝ(ξ, k) dA(ξ),
IV=
∫
|ξ|>R
Φ̂δ,N (ξ, z) ĝ(ξ, k) dA(ξ)
I:The tail Fix s = s(κ) such that κ ‖T‖s < 1. Then we have∣∣∣∣∫
D
Φ(w, z)h(w) dA(w)
∣∣∣∣ ≤ ‖Φ(·, z)‖L ss−1 (D) ‖h‖Ls(D)
≤ C(κ, s) (κ ‖T‖s)
n0
since by Lemma 5.5 (a), the norm ‖Φ(·, z)‖
L
s
s−1 (D)
does not depend on z.
Take now,
n0 ≥ C(κ, s) + b
log(|k|)
− log(κ ‖T‖s)
= C(κ)(1 + blog(|k|) (5.13)
so that,
C(κ, s) (κ ‖T‖s)
n0 ≤ |k|−b (5.14)
and hence
|I| ≤ |k|−b.
II: The error of mollification. We will use Lemma 5.5 with exponent
1 < s′ < 2 with 1s +
1
s′ = 1. Thus 0 < ǫ < 1−
2
s and 0 < δ < |k|
−b
ǫ . Then it
follows from Lemma 5.5 (c) and Lemma 5.1 that
|II| ≤ ‖g‖Ls(D)‖Φ(·, z) − Φδ,N(·, z)‖L
s
s−1 (D)
≤ C(κ, s, ǫ) δǫ ≤ |k|−b.
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III: The mollification at high frequencies . We now choose the
optimal value of N . We use Plancherel’s Theorem and Lemma 5.5 (e) with
m = N (assuming Rδ > 1), to get∣∣∣∣∣
∫
|ξ|≥R
Φ̂δ,N(ξ, z) ĝ(ξ, k) dA(ξ)
∣∣∣∣∣ ≤ ‖g‖L2(C) ‖Φ̂δ,N(·, z)‖L2(|ξ|≥R)
≤ C(s, κ)(C∗N)
N δ
2
s
−1 (δR)−N ≤ |k|−b.
,
(5.15)
Let us plug in the value of δ and choose N to obtain the optimal value of
R. Namely first δ
2
s
−1 ≈ |k|2b. Thus we obtain that
RN ≥ (CN)N |k|3b+
Nb
ǫ
or
R ≥ C|k|
b
ǫN |k|
3b
N .
With the optimal N = [3b log(k)] + 1] we get the condition
R ≥ C|k|
b
ǫ log(|k|).
Imposing b < ǫ we obtain that for large |k| it is enough to take
R ≥
|k|
4
. (5.16)
IV: The mollification at low frequencies. The final term is the crucial
one. Take 1 < p < 2, and q = pp−1 . Then∣∣∣∣∣
∫
|ξ|<R
ĝ(ξ, k) Φ̂δ,N (ξ, z) dA(w)
∣∣∣∣∣ ≤
(∫
|ξ|<R
|ĝ(ξ, k)|q dA(ξ)
) 1
q
‖Φ̂δ,N (·, z)‖Lp(|ξ|<R)
For |k| ≥ 2R we can use Lemma 5.1 and obtain(∫
|ξ|<R
|ĝ(ξ, k)|q dA(ξ)
) 1
q
≤ C(α, κ, p)M(p)n0
Γ0
|k|α
At the same time, the other factor is bounded with the help of Lemma 5.5
(d), which is allowed since p < 2. More precisely, we have
‖Φ̂δ,N (·, z)‖Lp(|ξ|<R) =
(∫
|ξ|<R
|Φ̂δ,N(ξ, z)|
p dA(ξ)
) 1
p
≤ C(p)R
2
p
−1
(∫
|ξ|<R
|Φ̂δ,N (ξ, z)|
2 dA(ξ)
) 1
2
≤ C(p)R
2
p
−1 ‖Φδ,N (·, z)‖L2(C)
≤ C(p)
(
R
δ
) 2
p
−1
≤ |k|(
2b
ǫ
)( 2
p
−1)
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Here we have inserted the values of R and δ from II and III. Thus, whenever
|k| ≥ 2R ≥ |k|2 we have∣∣∣∣∣
∫
|ξ|<R
ĝ(ξ, k) Φ̂δ,N (ξ, z) dA(w)
∣∣∣∣∣ ≤ C(α, κ, p) Γ0|k|α M(p)n0 |k|( 2bǫ )( 2p−1)
Now since ‖T‖Lp ≤ C(p − 1) it follows that the best choice is p = 4/3.
Inserting this and the value of n0 from (5.13) in the previous equation,
C(α, κ, p) Γ0
1
|k|α
|k|C(κ) b |k|
b
ǫ ≤ C(α, κ, p) Γ0|k|
bC(κ)ǫ−1−α
Finally we want that (IV) is controlled by k−b as well. Since ǫ = ǫ(κ) < 1
and we already asked b < ǫ, we end up getting that it suffices that
b < min
{ǫα
C
, ǫ
}
=
ǫα
C
.
Here C = C(κ) > 1 and we have use that α < 1. The proof is concluded.
5.2 Estimates for the nonlinear equation
Now that the behavior at k →∞ of the solutions to the linearized equation
(5.12) is known, it is time to study the behavior of the complex geometric
optics solutions.
Theorem 5.7. Let µ ∈Wα,2(C) be a Beltrami coefficient, real valued, com-
pactly supported in 14D, such that ‖µ‖∞ ≤
K−1
K+1 and ‖µ‖Wα,2(C) ≤ Γ0. Let
φ = φλ(z, k) be the solution to∂φλ(z, k) = −
k
k
λµ(z) e−k(φλ(z, k)) ∂φλ(z, k)
φλ(z, k) − z = O(1/|z|) as |z| → ∞.
There exists constants C = C(K) > 0 and b = b(K) such that
|φλ(z, k) − z| ≤
C Γ
1
K
0
|k|bα
for every z ∈ C, k ∈ C and λ ∈ ∂D.
Proof. Since the estimate we look for is uniform in z and λ, it suffices to
show equivalent decay for the inverse mapping ψλ = φ
−1
λ . But ψλ is the
only quasiconformal mapping on the plane that satisfies both the equation
∂ψλ(z, k) =
k
k
λ e−k(z)µ(ψλ(z, k)) ∂ψλ(z, k)
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(compare with (5.12)) and the condition ψλ(z, k)−z = O(1/|z|) as |z| → ∞.
Then, we just need to show that the coefficient
µ(ψλ(z, k))
satisfies the assumptions of Proposition 5.6. First, it is obvious that
‖µ ◦ ψλ(·, k)‖∞ ≤
K − 1
K + 1
and it is also obvious that supp(µ ◦ψλ(·, k)) ⊂ D (this follows from Koebe’s
1
4 Theorem). Then, it remains to prove that µ ◦ψλ ∈W
β,2(C) for some β ∈
(0, 1). But this follows from Proposition 4.2. Indeed, since µ ∈ Wα,2(C) ∩
L∞(C), we have µ ◦ ψλ ∈W
β,2(C) with
‖µ ◦ ψλ‖W β,2(C) ≤ C Γ
1
K
0
for any 0 < β < αK , where C = C(α, β,K). Note also that β behaves
linearly as a function of α, with constant depending only on K. So the
result follows.
Remark 5.8. In the above result, the assumption supp(µ) ∈ 14D is not
restrictive. Indeed, if supp(µ) ⊂ D(0, R) for some R > 0 then the function
µR(z) = µ(4Rz) defines a new Beltrami coefficient, compactly supported in
1
4D, does not change the ellipticity bound, and
‖DαµR‖L2(C) = (4R)
1−α ‖Dαµ‖L2(C).
One can then apply the previous Theorem to this coefficient µR and ob-
tain estimates for the complex geometric optics solutions. But fµR(z, k) =
fµ(4Rz,
k
4R ) and in fact if we represent these solutions as fµ(z, k) =
exp(ikφµ(z, k)), then
φµR(z, k) =
1
4R
φµ
(
4Rz,
k
4R
)
.
so the estimates for φµR coming from the previous theorem give similar
estimates for φµ, modulo a power of R.
Now as discovered in [11] the unimodular complex parameter λ allows to
push the decay estimates to complex geometric optics solutions to the γ-
harmonic equation. As always, given a real Beltrami coefficient ν we denote
by fν(z, k) = e
ikzMν(z, k) the complex geometric optics solutions to ∂f =
ν ∂f .
Theorem 5.9. Let µ be as in Theorem 5.7, and define
u = Re(fµ) + i Im(f−µ).
There exist a function ǫ = ǫ(z, k) and positive constants C = C(K) and
b = b(K) such that
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(a) u(z, k) = eik(z+ǫ(z,k)).
(b) |ǫ(z, k)| ≤
C Γ
1
K
0
|k|b α
for each z, k ∈ C.
Further, a similar estimate holds for u˜ = Re(f−µ) + i Im(fµ).
Proof. A calculation shows that u may be rewritten as
u = fµ
1 +
fµ − f−µ
fµ + f−µ
1 +
fµ − f−µ
fµ + f−µ
.
Thus, the Theorem will follow if we find a function ǫ(z, k) such that
|ǫ(z, k)| ≤
C Γ
1
K
0
|k|bα
and ∣∣∣∣fµ − f−µfµ + f−µ
∣∣∣∣ ≤ 1− e|k ǫ(z,k)|
Following [11, Lemma 8.2], it suffices to see that
inf
t
∣∣∣∣fµ − f−µfµ + f−µ + eit
∣∣∣∣ ≥ e|k ǫ(z,k)|
For this, define Φt(z, k) = e
− it
2 (fµ cos(t/2) + i f−µ sin(t/2)). It follows eas-
ily that for each fixed k,{
|e−ikz Φt(z, k) − 1| = O(1/z) as |z| → ∞
∂Φt = e
−itµ∂Φt
Thus, by uniqueness in Theorem 2.2, Φt is nothing but the complex geomet-
ric optics solution Φt = fλµ with λ = e
−it. But then
fµ − f−µ
fµ + f−µ
+ eit =
2 eit Φt
fµ + f−µ
=
fλµ
fµ
2 eit
1 +
M−µ
Mµ
On the other hand, from Theorem 5.7 we get that
e−|k ǫ(z,k)| ≤ |Mµ(z, k)| = |e
ik(φµ(z,k)−z)| ≤ e|k ǫ(z,k)|
where |ǫ(z, k)| ≤
C Γ
1
K
0
|k|bα
and
e−2|k ǫ(z,k)| ≤
|fλµ(z, k)|
|fµ(z, k)|
≤ e2|k ǫ(z,k)|
uniformly for λ ∈ ∂D. Finally, by Theorem 2.2, we also have Re
(
M−µ
Mµ
)
>
0, so that the result follows.
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6 Proof of Theorem 1.1
In order to get stability from Λγ to µ, we will need the stability result for the
complex geometric optics solutions in terms of a Sobolev norm. It comes as
an interpolating consequence of the L∞ stability result given at Theorem 5.9
and of the regularity of the solutions to a Beltrami equation with Sobolev
coefficients (see Theorem 4.6).
Theorem 6.1. Let µ1, µ2 be Beltrami coefficients, compactly supported in
D, such that ‖µj‖ ≤
K−1
K+1 and ‖µj‖Wα,2(C) ≤ Γ0. Let fµj denote the complex
geometric optics solutions to ∂fµj = µj ∂fµj . Then, for each θ ∈ (0,
1
K ) we
have
‖fµ1 − fµ2‖W˙ 1,(1+αθ)2(D) ≤ C (1 + Γ0)
1
K
∣∣∣∣log 1ρ
∣∣∣∣−bα2
for come constants C = C(|k|,K) > 0 and b = b(K) > 0. In particular, the
same bound holds with the W˙ 1,2(D)-norm.
Proof. The subexponential growth obtained in Theorem 5.9 entitled us to
apply Theorem 2.4 B to the solutions uγi . Since they are equivalent to the
corresponding fµ we achieve the estimate
‖fµ1(·, k) − fµ2(·, k)‖L∞(D) ≤
C Γ
1
K2
0
| log(ρ)|bα
for some positive constants C = C(k,K) and b = b(K). On the other hand,
from Theorem 4.6, for every θ ∈ (0, 1K ) we have
‖fµ1(·, k) − fµ2(·, k)‖W˙ 1+αθ,2(D) = ‖D
1+θα (fµ1(·, k)− fµ2(·, k)) ‖L2(D)
≤ C eC|k| (1 + |k|) (Γ0 + |k|
α)θ .
As in Theorem 4.6, here C may depend on K. Let ϕ ∈ C∞(C) be a cut-off
function, compactly supported in 2D, such that ϕ|D = χ|D. Then the above
estimates imply that
‖(fµ1(·, k)− fµ2(·, k))ϕ‖L∞(C) ≤
C Γ
1
K2
0
| log(ρ)|bα
‖(fµ1(·, k)− fµ2(·, k))ϕ‖W˙ 1+αθ,2(C) ≤ C e
C|k| (1 + |k|) (Γ0 + |k|
α)θ
where, as usually, ‖ ·‖W˙ s,p(C) denotes the homogeneous Sobolev norm. Now,
an interpolation argument shows that for each 0 < β < 1 we have
‖ϕ(fµ1(·, k)−fµ2(·, k))‖
W˙
(1+αθ)β, 2
β (C)
≤ C eCβ|k| (1 + |k|)β (Γ0 + |k|
α)βθ
Γ
1−β
K2
0
| log(ρ)|bα(1−β)
≤ C eCβ|k| (1 + |k|)β(1+αθ) (1 + Γ0)
1
K2
+β(θ− 1
K2
) 1
| log(ρ)|bα(1−β)
44
where C = C(K). In particular, for β = 11+αθ we get that
‖fµ1−fµ2‖W˙ 1,(1+αθ)2(D) ≤ ‖(fµ1 − fµ2)ϕ‖W 1,(1+αθ)2(C)
≤ C eC|k| (1 + |k|) (1 + Γ0)
1
K2
+ 1
1+αθ
(θ− 1
K2
) 1
| log(ρ)|
bα2θ
1+αθ
Here the sharp modulus of continuity is obtained when the logarithm has
the bigger exponent, which is given for θ = 1K . Thus, we end up with
‖fµ1 − fµ2‖W˙ 1,(1+αθ)2(D) ≤ C(|k|) (1 + Γ0)
1
K
1
| log(ρ)|
b
K
α2
as claimed.
It just remains to see how the previous estimate drives us to the final stability
bounds for the Beltrami coefficients (and therefore for the conductivities).
To do this, the following interpolation Lemma will be needed. Note that it
includes Lp spaces with p < 1.
Lemma 6.2 (Interpolation). Let 0 < p0 ≤ 2 and 2 < p1 ≤ ∞. Let θ be
such that
1
2
=
θ
p0
+
1− θ
p1
.
Then
‖f‖L2 ≤ ‖f‖
θ
Lp0‖f‖
1−θ
Lp1
for any f ∈ Lp0 ∩ Lp1.
Proof. The proof is adapted for the usual Riesz method for interpolation
with a little extra care when p0 < 1. We choose r < p0 and define exponents
q0, q1, q2 such that
1
r
=
1
p0
+
1
q0
1
r
=
1
2
+
1
q2
1
r
=
1
p1
+
1
q1
For z = x+ iy in the strip 0 ≤ y ≤ 1, we define the analytic function
G(z) = |g|
q2(
z
q0
+ 1−z
q1
) g
|g|
.
Notice that |G(iy)|q1 = |g|q2 , |G(1 + iy)|q0 = |g|q2 , and |G(θ + iy)| = |g|.
Now we introduce the function
I(z) =
(∫
|f |r |G(z)|r
) 1
r
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We can estimate its values at the boundary of the strip,
|I(iy)| ≤ ‖f‖Lp1 ‖G(iy)‖Lq1 = ‖f‖Lp1
(∫
|g|q2
) 1
q1
,
|I(1 + iy)| ≤ ‖f‖Lp0 ‖G(iy)‖Lq0 = ‖f‖Lp0
(∫
|g|q2
) 1
q0
.
Then we apply Phragmen-Lindelo¨f theorem to the function I(z) obtaining
that
I(θ + iy) ≤
(
‖f‖Lp1
(∫
|g|q2
) 1
q1
)1−θ (
‖f‖Lp0
(∫
|g|q2
) 1
q0
)θ
≤ ‖g‖Lq2 ‖f‖
θ
Lp0 ‖f‖
1−θ
Lp1
But I(θ + iy) = ‖fg‖Lr , so the result follows.
We are finally led to obtain the desired stability in L2 norm of the Beltrami
coefficients.
Corollary 6.3 (Proof of Theorem 1.1). Let µ1, µ2 be Beltrami coefficients,
compactly supported in D, such that ‖µj‖ ≤
K−1
K+1 and ‖µj‖Wα,2(C) ≤ Γ0.
There exists constants b = b(K) > 0 and C = C(α,K) > 0 such that
‖µ1 − µ2‖L2(D) ≤ C (1 + Γ0)
1
K2
∣∣∣∣log 1ρ
∣∣∣∣−bα2
where ρ = ‖Λ1 − Λ2‖
H
1
2 (∂(D)→H−
1
2 (∂D)
.
Proof. Denote by fi the complex geometric optics solution fµi of ∂f = µi ∂f
with k = 1. Then,
|µ1 − µ2| =
∣∣∣∣∂f1 ∂f2 − ∂f2 ∂f1∂f1 ∂f2
∣∣∣∣ = ∣∣∣∣−∂f1 (∂f1 − ∂f2) + (∂f1 − ∂f2)∂f1∂f1 ∂f2
∣∣∣∣
≤
|∂f1 − ∂f2|
|∂f2|
+ |µ1|
|∂f1 − ∂f2|
|∂f2|
≤ 2
|Df1 −Df2|
|∂f2|
because |Dfj| = |∂fj|+ |∂fj|. Therefore, for any s > 0
‖µ1 − µ2‖Ls(D) ≤ 2
∥∥∥∥Df1 −Df2∂f2
∥∥∥∥
Ls(D)
.
Now, let p ∈ (0, 2K−1) and θ ∈ (0, 1/K). Then put
1
s =
1
2(1+αθ +
1
p . An
application of Ho¨lder’s inequality gives us that∥∥∥∥Df1 −Df2∂f2
∥∥∥∥
Ls(D)
≤ C(α, θ) ‖Df1 −Df2‖L2(1+αθ)(D)
∥∥∥∥ 1∂f2
∥∥∥∥
Lp(D)
≤ C(α, θ) ‖f1 − f2‖W˙ 1,2(1+αθ)(D)
∥∥∥∥ 1∂f2
∥∥∥∥
Lp(D)
.
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Now, using Lemma 4.7 and Theorem 6.1, we obtain the estimate
‖µ1 − µ2‖Ls(D) ≤ C (1 + Γ0)
1
K
∣∣∣∣log 1ρ
∣∣∣∣−bα2
where C > 0 depends on α, θ, and K, and b > 0 depends on K. Finally,
if s ≥ 2 then we are done, since µi are compactly supported in D. But in
general we only know 0 < 2K < s so one could well have s < 1. In this
case, in order to get L2 estimates only interpolation between Ls and L∞ is
needed, as in Lemma 6.2. Namely,
‖µ1 − µ2‖L2(D) ≤ ‖µ1 − µ2‖
s
2
Ls(D) ‖µ1 − µ2‖
2−s
2
L∞(D)
and now the stability estimate looks like
‖µ1 − µ2‖L2(D) ≤ C (1 + Γ0)
1
K2
∣∣∣∣log 1ρ
∣∣∣∣−bα2
where the constants may have changed.
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