Abstract. We study the equivalence relations on probability measures corresponding respectively to having the same Martin-Löf random reals, having the same Kolmogorov-Loveland random reals, and having the same computably random reals. In particular, we show that, when restricted to the class of strongly positive generalized Bernoulli measures, they all coincide with the classical equivalence, which requires that two measures have the same nullsets.
Introduction
Since the first attempt made in 1919 by R. von Mises to define what it means for an infinite sequence of zeros and ones to be random, many definitions of randomness have been proposed. The most satisfactory so far was given in 1966 by P. Martin-Löf (and is now called Martin-Löf randomness), but some other proposals have also received a lot of attention, such as Mises-Wald-Churh stochasticity, Kolmogorov-Loveland stochasticity, Kolmogorov-Loveland randomness, Schnorr randomness, Kurtz randomness, computable randomness, etc. (for an excellent and detailed survey, see [1] ). Although they were originally meant to describe randomness relative to the uniform measure, their definition can often be extended to other (computable) measures. It is for example the case for all the above notions, except for stochasticity (it relies on the law of large numbers, which does not hold for all computable measures). Relations between the different notions have been extensively studied. In this paper, we propose a different approach, as we look at these notions from the measure point of view. In classical probability theory, two probability measures are said to be equivalent if they have the same nullsets, or, in other words, if they have the same sets of measure 1, which means that they are in some sense quite similar. Since defining a notion of randomness means choosing for each computable measure µ a particular set of µ-measure 1 and calling its elements random, it is natural to define at the same time a constructive equivalence relation, saying that two measures are similar if they have the same random elements. This is what we do here, focusing on three particular notions of randomness: Martin-Löf randomness, Kolmogorov-Loveland randomness, and computable randomness. In Section 3, we discuss the particular case of generalized Bernoulli measures. In classical probability theory, Kakutani's theorem provides a very simple characterization of equivalence for generalized Bernoulli measures. As Vovk did with Martin-Löf randomness, we prove an analogue of Kakutani's theorem in terms of Kolmogorov-Loveland randomness and computable randomness (we in fact prove the second half, the first having been done by Muchnik et al. in [5] ).
In Section 4, we study these three equivalence relations for arbitrary computable measures. Theorem 21 is a first step in comparing them; we show in particular that, for two computable measures, having the same Martin-Löf random elements is a stronger condition than classical equivalence.
Definitions and concepts

Measures and semimeasures on the Cantor space
The Cantor space is the set {0, 1}
ω (which we abbreviate by 2 ω ) of infinite binary sequences (also called reals) endowed with the product topology. For all u ∈ {0, 1} * , we denote by
* } is a base for the product topology, and gives us a handy way to describe measures on 2 ω :
Theorem 1 (Caratheodory's extension theorem) Let f be a real function, taking its values in [0, 1], and such that f (2 ω ) = 1 and for all u ∈ {0,
There exists a unique measure µ on 2 ω which extends f .
Hence, from now on we can identify a measure with its restriction to the open sets O u 's. The canonical measure on 2 ω is the Lebesgue measure λ, defined by λ(O u ) = 2 −|u| for all u (it is of course computable).
The notion of measure can be extended to the notion of semi-measure:
Definition 2 A semimeasure is a real function µ defined on {O u : u ∈ {0, 1} * }, and taking its values in [0, 1], such that for all u ∈ {0, 1} * :
In the remaining of this paper, we often abbreviate µ(O u ) by µ(u).
Definition 3
We say that a (semi)measure µ is computable if the function u → µ(O u ) is computable.
We say that a semimeasure µ is enumerable if there exists a computable function h : {0, 1} * × N → R such that for all u ∈ {0, 1} * , n → h(u, n) is non-decreasing and lim n→+∞ h(u, n) = µ(O u ).
We finally recall the classical definition of equivalence: Definition 4 Two measures µ and ν are equivalent if for all X ⊆ 2 ω :
They are said to be inconsistent if there exists a set Y ⊆ 2 ω whose measure is 1 for either µ or ν, and 0 for the other measure.
Martin-Löf randomness
Definition 5 An open set V is said to be computably enumerable (c.e.) if there exists a computably enumerable A ⊂ {0, 1}
* such that V = u∈A O u .
A collection {V n : n ∈ N} of c.e. open sets is said to be computable if there exists a computable function f :
A µ-Martin-Löf test is a computable collection of c.e. sets {V n } n such that for all n, µ(V n ) 2 −n .
α ∈ 2 ω is said to be µ-Martin-Löf random (µ-ML-random for short) if it passes all µ-Martin-Löf tests. We denote by µMLR the set of µ-ML-random infinite sequences.
For every µ-Martin-Löf test {V n } n , it is obvious that µ( n V n ) = 0. Since there are only countably many µ-Martin-Löf tests, it immediately follows that: Proposition 6 For every computable measure µ: µ(µMLR) = 1
We will use the following fundamental theorem, which gives a pure measuretheoretic characterization of ML randomness: Theorem 7 (Levin) (a) There exists a universal enumerable semi-measure, that is there exists an enumerable semi-measure M such that for all enumerable semimeasure µ there exists a constant c > 0 such that M cµ.
(b) Let µ be a computable measure, and α ∈ 2 ω . α ∈ µMLR if and only if
: n ∈ N} is bounded. Equivalently, α ∈ µMLR if and only if for all enumerable semimeasure ν, {
2.3 Kolmogorov-Loveland randomness and computable randomness C. Schnorr argued (in [6] and [7] ) that the notion of Martin-Löf randomness is not fully satisfactory as a notion of effective randomness, since the definition of a Martin-Löf test involves open sets which are only computably enumerable, and not computable. He then proposed two alternative (and weaker) notions, which are now known as Schnorr randomness (which we will not discuss here) and computable randomness. The latter relies on the "unpredictability principle": we want to define a sequence α as being random if there is no computable strategy which asymptotically wins an infinite amount of money by betting bets on the values of α's bits. In [5] , Muchnik et al. defined another (stronger than these last two) notion of randomness, based on the same principle, which, following Merkle et al. in [4] , we call Kolmogorov-Loveland randomness. Intuitively, it is based on the following infinite game, which depends on a measure µ. Suppose that all the bits of an infinite sequence α are initially hidden. A player, whose initial capital is 1, tries to guess its bits. At the n-th move, the player chooses a bit which has not been revealed yet and predicts its value (0 or 1) by betting an amount of money which does not exceed his capital. The bit is then revealed to the player. If his guess was wrong, the player loses his stake. If it was correct, the player wins an amount of money which is equal to his stake multiplied by µ(bet is incorrect|history) µ(bet is correct|history) . This factor may seem strange at first, but it ensures that the game is fair, i.e. that the player's expectancy is 0 at every move. Suppose you know the bit you are about to bet on has µ-probability 9 10 to be 1, and you predict its value to be 1. Since you're not taking a huge risk, if you turn out to be correct, your reward will be smaller than your stake (in this particular example, it will be equal to 1 9 times your stake).
We now make this more formal:
where the k i 's are pairwise distinct. The set {k 0 , k 1 , ..., k n−1 } is called the domain of x and is denoted by dom(x). We denote by x 1 .x 2 the concatenation of two consistent finite assignments. The set of all finite assignments is denoted by FA.
S is said to be monotonic if for all x ∈ F A, the first component of S(x) is greater than every k ∈ dom(x).
This definition means that, having already bet on bits k 0 , ..., k n−1 and having read the corresponding values v 0 , ..., v n−1 , the player bets a fraction ρ of his capital on the fact that α kn = v n , where
We run the strategy S on the sequence α. As the game depends on the reference measure µ, we call it the µ-game of S against α. We let x 0 be the empty finite assignment, and we set V 0 (α, S, µ) = 1. We define by induction:
µ(xn.(kn,vn)) ) wherev n is 0 if v n is 1, and 1 if v n is 0. By convention, if µ(x n .(k n , v n )) = 0 and ρ n = 0, we set V n+1 (α, S, µ) = +∞ x n represents the history of the game before the n-th move (by convention, there is a 0-th move), and V n (α, S, µ) represents the player's capital before the n-th move.
We say that the strategy S succeeds on α in the µ-game if lim sup n V n (α, S, µ) = +∞ Definition 10 An infinite sequence α is said to be µ-Kolmogorov-Loveland random (respectively µ-computably random) if no computable strategy (respectively computable monotonic strategy) succeeds on it in the µ-game. We denote by µKLR the set of µ-Kolmogorov-Loveland random sequences, and by µCR the set of µ-computably random sequences.
Proposition 11 (Muchnik et al. [5] ) For all computable measures µ, we have:
If µ is taken to be the uniform measure, the second inclusion is strict. One of the most important open questions in the field of algorithmic randomness is whether or not, in this case, the first inclusion is strict as well. It is not even known whether there exists some computable measure µ such that the first inclusion is strict.
Generalized Bernoulli measures
We start our discussion with the class of generalized Bernoulli measures. Intuitively, a generalized Bernoulli measure corresponds to choosing an infinite sequence in α ∈ 2 ω , where the bits are chosen independently by biased coin tosses, such that the probability of α i to be 1 is p i (that is, depends on i, and only on i).
Definition 12
It is said to be strongly positive if there exists ε > 0 such that for all i, p i ∈ [ε, 1 − ε].
Remark:
The generalized Bernoulli measure µ of parameter {p i } i is computable if and only if {p i } i is a computable sequence of real numbers.
The class of generalized Bernoulli measures is of high importance in the field of algorithmic randomness. It is indeed one of the simplest extensions of Lebesgue measure and has interesting applications. For example, as we will see below, it has been used by Shen' to distinguish two notions of randomness, namely MartinLöf randomness and Kolmogorov-Loveland stochasticity (KL-stochasticity), the equivalence of which was left as an open question by Kolmogorov.
In 1948, Kakutani gave a criterion for two generalized Bernoulli measures to be equivalent.
Theorem 13 (Kakutani [2] ) Let µ and ν be two strongly positive generalized Bernoulli measures, respectively of parameter {p i } i and {q
, then µ and ν are inconsistent.
Vovk proved an analogue of this theorem in terms of ML-randomness:
Theorem 14 (Vovk [10] ) Let µ and ν be two computable strongly positive generalized Bernoulli measures, respectively of parameter {p i } i and {q i } i . We have:
This last theorem is quite fundamental, as it is one of the main ingredients used in [8] to prove that KL stochasticity is not equivalent to Martin-Löf randomness with respect to the uniform measure (see Appendix). In turn, Muchnik et al. strengthened the part (b) of Theorem 14 as follows:
Theorem 15 (Muchnik et al [5] ) Let µ and ν be two computable strongly positive generalized Bernoulli measures, respectively of parameter {p i } i and {q i } i . If i (p i − q i ) 2 = +∞, then µCR ∩ νCR = ∅ (a fortiori, µKLR ∩ νKLR = ∅ and µMLR ∩ νMLR = ∅).
Looking at Theorem 14 and Theorem 15, it is natural to ask whether Theorem 14.a holds if one replaces MLR by CR or KLR. This is indeed the case, and we will see later on that this in fact strengthens Theorem 14.a.
Theorem 16 Let µ and ν be two computable strongly positive generalized Bernoulli measures, respectively of parameter {p i } i and {q i } i . If i (p i − q i ) 2 < +∞, then µCR = νCR and µKLR = νKLR.
Proof : See Appendix.
The hypothesis of strong positivity of the above theorems cannot be removed, as asserted by the following proposition, which is a simple effective version of the Borel-Cantelli lemma.
Proposition 17 Let {p i } i be a computable sequence taking its values in (0, 1), converging to 0. Let µ be the generalized Bernoulli measure of parameter {p i } i .
Thus, although i ( 
Arbitrary computable measures
We now turn our attention to arbitray computable measures. We first show that, similarly to Theorem 7, computable randomness has a purely measuretheoretical characterization:
Proposition 18 Let µ be a computable measure, and α ∈ 2 ω . Then α ∈ µCR if and only if for all computable measure ν, {
Proof : Suppose there exists a measure ν such that sup{
: n ∈ N} = +∞. We use a remark which can be found in [5] , stating that the quantity
can be interpreted as the capital after the n-th move of some strategy playing the µ-game against α. Let S be the strategy which at the n-th move:
By a simple calculation, in the µ-game, for all n:
and hence, by the hypothesis, α / ∈ µCR.
Conversely, suppose that there exists a monotonic strategy S such that in the µ-game: lim sup n V n (α, S, µ) = +∞. Without loss of generality, we can assume that for every β ∈ 2 ω , S bets on every bit in order (up to betting 0 on the bits S skips). We then define the measure ν by
(since by the fairness of the µ-game, for all u, V |u| (u0 ω , S, µ) = V |u0| (u00 ω , S, µ)µ(u0)+ V |u1| (u10 ω , S)µ(u1), this does define a measure). S being a winning strategy in the µ-game against α, if follows that lim sup n
From the remark we mentionned in the above proof, Muchnik et al. derived the following important proposition:
Proposition 19 (Muchnik [5] ) Let µ and ν be two computable measures. For all α ∈ 2 ω , if α ∈ µMLR \ νMLR, then α / ∈ νCR Proof : Since α ∈ µMLR, there exists a C > 0 such that for all n:
Combining the two, we get lim sup
Applying Proposition 18, we get α / ∈ νCR.
This last proposition has a quite negative consequence: it is not possible to find a computable measure which, similarly to Theorem 24 (see Appendix), would separate the notions of µ-ML randomness and µ-KL randomness. In fact, it is even impossible to find a computable measure wich separates µ-ML randomness and µ-computable randomness:
Proposition 20 For all computable measures µ and ν: ν(µCR \ µMLR) = 0
Proof : By Proposition 6, ν(νMLR) = 1, so: ν(µCR \ µMLR) = ν(νMLR ∩ µCR \ µMLR). But by Proposition 19, νMLR ∩ µCR \ µMLR = ∅, hence the result.
Proposition 21 For all computable measures µ and ν, we have the following implications:
Remark: Combining Proposition 21 with Theorem 16, we obtain Theorem 14.a as a corollary.
Back to generalized Bernoulli measures, we can make a synthesis of all the above results:
Theorem 22 Let µ and ν be two computable strongly positive generalized Bernoulli measures, of respective parameter {p i } i and {q i } i .
(a) T he f ollowing are equivalent : (b) T he f ollowing are equivalent :
(i) µ and ν are inconsistent 
Open questions
As a conclusion, we give the main questions this paper leaves open.
Open question: Is any other implication than the ones given in 21 hold ? Is is true in particular that two computable measures are consistent if and only if they have the same ML-random reals ?
Also, we have a fully satisfactory result for the class of strongly positive generalized Bernoulli measures, but it would be nicer to have one for the whole class of generalized Bernoulli measures. Proposition 17 suggests that the answer might be yes. α ∈ µMLR → α is stochastic
Theorem 24 (Shen' [8] ) There exists a computable measure µ such that µ(KLS) = 1 and µ(λMLR) = 0 (which obviously implies that these two sets are distinct).
Proof : indeed, by van Lambalgen's theorem, together with Vovk's theorem (Theorem 14), it suffices to take µ to be the generalized Bernoulli measure of parameter { 
Proof of theorem 16
We first notice that, in the definition of KL randomness and computable randomness, we can replace limsup by lim:
Proposition 25 Let µ be a computable measure, and α ∈ 2 ω . α / ∈ µKLR if and only if there exists a computable strategy S such that:
Similarly, α / ∈ µCR if and only if there exists a computable monotonic strategy S such that: lim n V n (α, S, µ) = +∞ Proof : Obviously, if such a strategy exists, α / ∈ µKLR. Conversely, suppose that α / ∈ µKLR, that is, there exists a computable strategy S 0 such that in the µ-game against α: lim sup n V n (α, S) = +∞. We shall construct a strategy S 1 satisfying the same condition, with lim in place of lim sup. The idea is the following: S 1 plays exactly as S 0 , except that whenever S 1 has a capital bigger than 1, it saves 1 on a "bank account", and keeps playing with the money left. Formally, when at the n-th move, S 0 bets (k, v, ρ), S 1 bets (k, v, ρ f (Vn(α,S1)) Vn(α,S1) ) where f (x) = 1 if x ∈ N, and f (x) = x mod 1 otherwise. It follows that lim sup n V n (α, S 1 ) = +∞. Suppose not, that is there exist N, m ∈ N such that for all n m: N V n (α, S 1 ) < N + 1. Then, calling W n the quantity V n (α, S 1 ) − N (the money which is not saved on the bank account), we have for all n m: W n < 1 but also Vm(α,S0) , which contradicts lim sup n V n (α, S 0 ) = +∞.
We now prove the following proposition, which, together with the above one, immediately implies Theorem 16:
Proposition 26 Let µ and ν be two computable strongly positive generalized Bernoulli measures, respectively of parameter {p i } i and {q i } i , with i (p i −q i ) 2 < +∞. Let α ∈ 2 ω , and suppose there exists a computable strategy S 1 such that lim V n (α, S, µ) = +∞. Then, there exists a computable strategy S 2 such that for all n (up to an additive constant): V n (α, S 2 , ν) ln V n (α, S 1 , µ). Moreover, if S 1 is monotonic, S 2 can be taken to be monotonic as well.
Proof : Suppose there exists such a strategy S 1 . Let S 2 be the strategy which simulates S 1 and, at the n-th move, when S 1 makes a bet (i n , v n , ρ n ), makes a bet (i n , v n , ρn Vn(α,S2,ν) ) Intuitively, this means that when S 1 bets a fraction ρ of its capital, S 2 bets the amount ρ, independently of its capital. Notice that S 2 might not have enough money to afford this bet; we will discuss this at the end of the proof.
During the n-th move, there are three cases: V n+1 (α, S 1 , µ)/V n (α, S 1 , µ) V n+1 (α, S 2 , ν) − V n (α, S 2 , ν) P loses 1 − ρ n −ρ n P wins and α in = 0 1 + ρ n pi n 1−pi n ρ n qi n 1−qi n P wins and α in = 1 1 + ρ n 1−pi n pi n ρ n 1−qi n qi n Let x n be either −ρ n or ρ n pi n 1−pi n or ρ n 1−pi n pi n , depending on the result of the bet. With this notation, we have: V n+1 (α, S 1 , µ)/V n (α, S 1 , µ) V n+1 (α, S 2 , ν) − V n (α, S 2 , ν) P loses 1 + x n x n P wins and α in = 0 1 + x n x n (1 + qi n −pi n pi n (1−qi n ) ) P wins and α in = 1 1 + x n x n (1 + pi n −qi n qi n (1−pi n ) )
It follows by induction:
By the hypothesis of strong positivity, let ε be such that for all i, p i ∈ [ε, 1 − ε], and q i ∈ [ε, 1 − ε]. By definition of x n , we have for all n: −1 x n ε −1 . Let C, C and C be three positive constants such that:
-for all t ∈ [−1, ε −1 ]: ln(1 + t) t − C t 2 . -for all t 0: ε −2 C √ t C t + C .
We then have:
Concerning the strategy S 2 , we have in the three above cases:
V n+1 (α, S 2 , ν) − V n (α, S 2 , ν) x n − ε −2 |x n ||p in − q in | Hence, by induction, for all n:
V n (α, S 2 , ν)
By the Cauchy-Schwarz inequality:
By definition of C, C , and C :
and thus V n (α, S 2 , ν) ln V n (α, S 1 , µ) − C
