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RANDOM SPANNING FORESTS AND HYPERBOLIC SYMMETRY
ROLAND BAUERSCHMIDT, NICHOLAS CRAWFORD, TYLER HELMUTH, AND ANDREW SWAN
Abstract. We study (unrooted) random forests on a graph where the probability of a forest is
multiplicatively weighted by a parameter β > 0 per edge. This is called the arboreal gas model,
and the special case when β = 1 is the uniform forest model. The arboreal gas can equivalently
be defined to be Bernoulli bond percolation with parameter p = β/(1 + β) conditioned to be
acyclic. It is known that on the complete graph KN with β = α/N there is a phase transition
similar to that of the Erdo˝s–Re´nyi random graph: a giant tree percolates for α > 1 and all trees
have bounded size for α < 1. In contrast to this, by exploiting an exact relationship between the
arboreal gas and a supersymmetric sigma model with hyperbolic target space, we show that the
forest constraint is significant in two dimensions: trees do not percolate on Z2 for any finite β > 0.
This result is a consequence of a Mermin–Wagner theorem associated to the hyperbolic symmetry of
the sigma model. Our proof makes use of two main ingredients: techniques previously developed for
hyperbolic sigma models related to linearly reinforced random walks and a version of the principle
of dimensional reduction.
1. The arboreal gas and uniform forest model
1.1. Definition and main results. Let G = (Λ, E) be a finite (undirected) graph. A forest is a
subgraph F = (Λ, E′) that does not contain any cycles. We write F for the set of all forests. For
β > 0 the arboreal gas (or weighted uniform forest model) is the measure on forests F defined by
(1.1) Pβ[F ] ≡ 1
Zβ
β|F |, Zβ ≡
∑
F∈F
β|F |,
where |F | denotes the number of edges in F . It is an elementary observation that the arboreal gas
with parameter β is precisely Bernoulli bond percolation with parameter pβ = β/(1+β) conditioned
to be acyclic:
(1.2) Ppercpβ [F | acyclic] ≡
p
|F |
β (1− pβ)|E|−|F |∑
F p
|F |
β (1− pβ)|E|−|F |
=
β|F |∑
F β
|F |
= Pβ[F ].
The arboreal gas model is the limit, as q → 0 with p = βq, of the q-state random cluster model,
see [39]. The particular case β = 1 is the uniform forest model mentioned in, e.g., [24, 25, 31, 39].
We emphasize that the uniform forest model is not the weak limit of a uniformly chosen spanning
tree; emphasis is needed since the latter model is called the ‘uniform spanning forest’ (USF) in the
probability literature. We will shortly see that the arboreal gas has a richer phenomenology than
the USF.
Given that the arboreal gas arises from bond percolation, it is natural to ask about the percolative
properties of the arboreal gas. To simplify our discussion, we introduce the convention that the
arboreal gas on Zd means any translation invariant subsequential limit of the arboreal gas on finite
approximations to Zd. We stress that this convention is only for a convenient discussion; all of our
results are ultimately derived in quantitative finite-volume forms that imply the results that follow.
Classical techniques yield the following fundamental percolation properties of the arboreal gas.
The details of these claims are given in Appendix A.
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Proposition 1.1. For the arboreal gas on Zd with any β > 0, the number of infinite trees is almost
surely constant and takes value 0 or 1.
Proposition 1.2. On any finite graph, the arboreal gas with parameter β is stochastically dominated
by Bernoulli bond percolation with parameter pβ.
In particular, all trees are almost surely finite if pβ < pc(d) where pc(d) is the critical parameter
for Bernoulli bond percolation on Zd.
In the infinite-volume limit, the arboreal gas is a singular conditioning of bond percolation, and
hence the existence of a percolation transition as β varies is non-obvious. However, on the complete
graph it is known that there is a phase transition, see [8,33,34]. To illustrate some of our methods
we will give a new proof of the existence of a transition.
Proposition 1.3. Let E
(N)
α denote the expectation of the arboreal gas on the complete graph KN
with β = α/N , and let T0 be the tree containing a fixed vertex 0. Then
(1.3) E(N)α |T0| = (1 + o(1))


α
1−α α < 1
cN1/3 α = 1
(α−1α )
2N α > 1.
where c = 32/3Γ(4/3)/Γ(2/3) and Γ denotes the Euler Gamma function.
Thus there is a transition for the arboreal gas exactly as for the Erdo˝s–Re´nyi random graph with
edge probability α/N . To compare the arboreal gas directly with the Erdo˝s–Re´nyi graph, recall
that Proposition 1.2 shows the arboreal gas is stochastically dominated by the Erdo˝s–Re´nyi graph
with edge probability pβ = β−β2/(1+β). The fact that the Erdo˝s–Re´nyi graph asymptotically has
all components trees in the subcritical regime α < 1 makes the behaviour of the arboreal gas when
α < 1 unsurprising. On the other hand, the conditioning plays a role when α > 1, as can be seen
at the level of the expected tree size. For the supercritical Erdo˝s–Re´nyi graph the expected size is
4(α − 1)2N as α ↓ 1 — this follows from the fact that the largest component for the Erdo˝s–Re´nyi
graph with α > 1 has size yN where y solves e−αy = 1− y, see, e.g., [3]. For further discussion, see
Section 1.3.
On Z2, the singular conditioning that defines the arboreal gas has a profound effect.
Theorem 1.4. On Z2, for all β > 0, all trees are finite almost surely. Also, for any β > 0, there
is cβ > 0 such that the connection probability decays to 0:
(1.4) Pβ[0↔ j] 6 |j|−cβ for j ∈ Z2,
where ‘i↔ j’ denotes the event that the vertices i and j are in the same tree.
Thus on Z2 the behaviour of the arboreal gas is completely different from that of Bernoulli perco-
lation. The absence of a phase transition can be non-rigorously predicted from the representation
of the arboreal gas as the q → 0 limit (with p = βq fixed) of the random cluster model with
q > 0 [19]. We briefly describe how this prediction can be made. The critical point of the random
cluster model for q > 1 on Z2 is known to be pc(q) =
√
q/(1 +
√
q) [9]. Conjecturally, this formula
holds for q > 0. Thus pc(q) ∼ √q as q ↓ 0, and by assuming continuity in q one obtains βc =∞ for
the arboreal gas. This heuristic applies also to the triangular and hexagonal lattices. Our proof is
in fact quite robust, and applies to much more general recurrent two-dimensional graphs. We have
focused on Z2 for the sake of concreteness.
This absence of percolation is not believed to persist in dimensions d > 3: we expect that there
is a percolative transition on Zd with d > 3. In the next section we will discuss the conjectural
behaviour of the arboreal gas on Zd for all d > 2. Before this, we outline how we obtain the above
results. Our starting point is an alternate formulation of the arboreal gas. Namely, in [13,14,16] it
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was noticed that the arboreal gas can be represented in terms of a model of fermions, and that this
fermionic model can be extended to a sigma model with values in the superhemisphere. We also use
this fermionic representation, but our results rely in an essential way on the new observation that
this model is most naturally connected to a sigma model taking values in a hyperbolic superspace.
Similar sigma models have recently received a great deal of attention due to their relationship with
random band matrices and reinforced random walks [5, 21, 43, 44]. We will discuss the connection
between our techniques and these papers after introducing the sigma models relevant to the present
paper.
We remark that there are in fact a great variety of interesting sigma models taking values in
hyperbolic superspaces, but for the present paper we restrict our attention to those related to the
arboreal gas. A general discussion of such models can be found in [17] by the second author.
1.2. Context and conjectured behaviour. Let ‘i↔ j’ denote the event that the vertices i and
j are in the same tree. We also write P [ij] for the probability an edge ij is in the forest.
The following conjecture asserts that the arboreal gas has a phase transition in dimensions d > 3
as in mean-field theory (Proposition 1.3). Here the density of the tree through a fixed vertex serves
as an order parameter like the magnetisation for the Ising or Heisenberg model. Numerical evidence
for this transition can be found in [19].
Conjecture 1.5. On Zd (d > 3), there exists βc > 0 such that
(1.5) lim
r→∞
Eβ
|T0 ∩Br|
|Br|
{
= 0 (β < βc)
> 0 (β > βc)
where T0 is the tree containing 0. Moreover, when β < βc there is cβ > 0 such that
(1.6) Pβ[i↔ j] 6 Ce−cβ |i−j|, (i, j ∈ Zd),
and when β > βc then
(1.7) Pβ[i↔ j] > cβ > 0.
As indicated in the previous section, it is straightforward to prove the first equality of (1.5) when
β is sufficiently small. The existence of a transition, i.e., a percolating phase for β large, is open.
However, a promising approach to proving the existence of a percolation transition when d > 3
and β ≫ 1 is to adapt the methods of [21]; we are currently pursuing this direction. Obviously,
the existence of a sharp transition, i.e., a precise βc separating the two behaviours in (1.5) is also
open. The next conjecture distinguishes the supercritical behaviour of the arboreal gas from that
of percolation.
Conjecture 1.6. On Zd (d > 3), when β > βc
(1.8) Pβ[i↔ j]− cβ ≈ |i− j|−(d−2), as |i− j| → ∞.
Assuming the existence of a phase transition, one can also ask about the critical behaviour of
the arboreal gas. One intriguing aspect of this question is that the upper critical dimension is not
clear, even heuristically. There is some evidence that the critical dimension of the arboreal gas
should be d = 6, as for percolation, and opposed to d = 4 for the Heisenberg model. For further
details, and for other related conjectures, see [16, Section 12].
Theorem 1.4 shows that the behaviour of the arboreal gas in two dimensions is different from
that of percolation. This difference would be considerably strengthened by the following conjecture,
which first appeared in [13].
Conjecture 1.7. On Z2, for any β > 0 there exists cβ > 0 such that
(1.9) Pβ[i↔ j] ≈ e−cβ |i−j|, (i, j ∈ Z2).
3
As β →∞, the constant cβ is exponentially small in β:
(1.10) cβ ≈ e−cβ.
In particular, Eβ|T0| ≈ ecβ <∞ (with a different c) where T0 is the tree containing 0.
This conjecture is much stronger than the main result of the present paper, Theorem 1.4, which
established only that all trees are finite almost surely, a significantly weaker property than having
finite expectation.
Conjecture 1.7 is a version of the mass gap conjecture for ultraviolet asymptotically free field
theories. The conjecture is based on the field theory representation discussed in Section 2, and
supporting heuristics can be found in, e.g., [13]. Other models with the same conjectural feature
include the two-dimensional Heisenberg model [40], the two-dimensional vertex-reinforced jump
process [21] (and other Hn|2m models with 2m − n 6 0, see [17]), the two-dimensional Anderson
model [1], and most prominently four-dimensional Yang–Mills Theories [29,40].
Let us briefly indicate discuss why Conjecture 1.7 seems challenging. Note that in finite volume
the (properly normalized) arboreal gas converges weakly to the uniform spanning tree as 1/β → 0,
see Appendix B. For the uniform spanning tree it is a triviality that cβ = 0, and this is consistent
with the conjecture cβ ≈ e−cβ as β → ∞. On the other hand cβ ≈ e−cβ suggests a subtle effect,
not approachable via perturbative methods such as using 1/β > 0 as a small parameter as in, e.g.,
a low-temperature expansion akin to that for the Ising model. Indeed, since t 7→ e−c/t has an
essential singularity at t = 0, its behaviour as t = 1/β → 0 cannot be detected at any finite order
in t = 1/β. The same difficulty applies to the other models mentioned above for which analogous
behaviour is conjectured.
The last conjecture we mention is the negative association conjecture stated in [25, 31, 39] and
recently in [10,27]. This conjecture is also expected to hold true for general (positive) edge weights,
see Section 2.1.
Conjecture 1.8. For any β > 0 negative association holds: for distinct edges ij and kl,
(1.11) Pβ[ij, kl] 6 Pβ[ij]Pβ [kl].
More generally, for all distinct edges i1j1, . . . , injn and m < n,
(1.12) Pβ[i1j1, . . . , injn] 6 Pβ[i1j1, . . . , imjm]Pβ[im+1jm+1, . . . , injn].
The weaker inequality Pβ[ij, kl] 6 2Pβ [ij]Pβ [kl] was recently proved in [10]. It is intriguing that
the Lorentzian signature plays an important role in both [10] and the present work, but we are not
aware of a direct relation. An important consequence of the full conjecture (with factor 1) is the
existence of translation invariant arboreal gas measures on Zd; we prove this in Appendix A.
Proposition 1.9. Assume Conjecture 1.8 is true. Suppose Λn is an increasing family of subgraphs
such that Λn ↑ Zd, and let Pβ,n be the arboreal gas on the finite graph Λn. Then the weak limit
limn Pβ,n exists and is translation invariant.
Remark 1. The conjectured negative association inequality (1.11) can be recast as a reversed second
Griffith inequality. More precisely, (1.11) can be rewritten in terms of the H0|2 spin model introduced
below in Section 2 as
(1.13) 〈(ui · uj)(uk · ul)〉β − 〈ui · uj〉β 〈uk · ul〉β 6 0.
This equivalence follows immediately from the results in Section 2.
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1.3. Related literature. The arboreal gas has received attention under various names. An im-
portant reference for our work is [13], along with subsequent works by subsets of these authors and
collaborators [7,8,14–16,28]. These authors considered the connection of the arboreal gas with the
antiferromagnetic S0|2 model.
Our results are in part based on a re-interpretation of the S0|2 formulation in terms of the
hyperbolic H0|2 model. At the level of infinitesimal symmetries these models are equivalent. The
power behind the hyperbolic language is that it allows for a further reformulation in terms of
the H2|4 model, which is analytically useful. The H2|4 representation arises from a dimensional
reduction formula, which in turn is a consequence of supersymmetric localization [2, 11,38]. Much
of Section 2 is devoted to explaining this. The upshot is that this representation allows us to make
use of techniques originally developed for the non-linear H2|2 sigma model [20, 21, 48–50] and the
vertex-reinforced jump process [4, 44]. In particular, our proof of Theorem 1.4 makes use of an
adaptation of a Mermin–Wagner argument for the H2|2 model [5, 32, 43]; the particular argument
we adapt is due to Sabot [43]. For more on the connections between these models, see [5, 44].
Conjecture 1.8 seems to have first appeared in print in [30]. Subsequent related works, including
proofs for some special subclasses of graphs, include [10,25,45,47].
As mentioned before, considerably stronger results are known for the arboreal gas on the complete
graph. The first result in this direction concerned forests with a fixed number of edges [33], and
later a fixed number of trees was considered [8]. Later in [34] the arboreal gas itself was considered,
in the guise of the Erdo˝s–Re´nyi graph conditioned to be acyclic. In [33] it was understood that the
scaling window is of size N−1/3, and results on the behaviour of the ordered component sizes when
α = 1 + λN−1/3 were obtained. In particular, the large components in the scaling window are of
size N2/3. A very complete description of the component sizes in the critical window was obtained
in [34].
We remark on an interesting aspect of the arboreal gas that was first observed in [33] and is
consistent with Conjecture 1.6. Namely, in the supercritical regime, the component sizes of the
k largest non-giant components are of order N2/3 [33, Theorem 5.2]. This is in contrast to the
Erdo˝s–Re´nyi graph, where the non-giant components are of logarithmic size. The critical size of
the non-giant components is reminiscent of self-organised criticality, see [41] for example. A clearer
understanding of the mechanism behind this behaviour for the arboreal gas would be interesting.
1.4. Outline. In the next section we introduce the H0|2 and H2|4 sigma models, relate them to
the arboreal gas, and derive several useful facts. In Section 3 we use the H0|2 representation and
Hubbard–Stratonovich type transformations to prove Theorem 3.1 by a stationary phase argument.
In Section 4 we prove the quantitative part of Theorem 1.4, i.e., (1.4). The deduction that all trees
are finite almost surely follows from minor adaptions of well-known arguments given in Appendix A
along with the proofs of some basic percolative properties of the arboreal gas.
2. Hyperbolic sigma model representation
In [13], it was noticed that the arboreal gas has a formulation in terms of fermionic variables,
which in turn can be related to a supersymmetric spin model with values in the superhemisphere
and negative (i.e., antiferromagnetic) spin couplings. In Section 2.1, we reinterpret this fermionic
model as the H0|2 model (defined there) with positive (i.e., ferromagnetic) spin couplings. This
reinterpretation has important consequences: in Section 2.4, we relate the H0|2 model to the H2|4
model (defined there) by a form of dimensional reduction applied to the target space. Technically
this amounts to exploiting supersymmetric localisation associated to an additional set of fields.
The H2|4 model allows the introduction of horospherical coordinates, which leads to an analytically
useful probabilistic representation of the model as a gradient model with a non-local and non-convex
potential.
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2.1. H0|2 model and arboreal gas. Let Λ be a finite set, let β = (βij)i,j∈Λ be real-valued
symmetric edge weights, and let h = (hi)i∈Λ be real-valued vertex weights. Throughout we will
use this bold notation to denote tuples indexed by vertices or edges. For f : Λ→ R, we define the
Laplacian associated with the edge weights by
(2.1) ∆βf(i) ≡
∑
j∈Λ
βij(f(j)− f(i)).
The non-zero edge weights induce a graph G = (Λ, E), i.e., ij ∈ E if and only if βij 6= 0.
Let Ω2Λ be a (real) Grassmann algebra (or exterior algebra) with generators (ξi, ηi)i∈Λ, i.e., all
of the ξi and ηi anticommute with each other. For i, j ∈ Λ, define the even elements
zi ≡
√
1− 2ξiηi = 1− ξiηi(2.2)
ui · uj ≡ −ξiηj − ξjηi − zizj = −1− ξiηj − ξjηi + ξiηi + ξjηj − ξiηiξjηj.(2.3)
Note that ui · ui = −1 which we formally interpret as meaning that ui = (ξ, η, z) ∈ H0|2 by analogy
with the hyperboloid model for hyperbolic space. However, we emphasize that ‘∈ H0|2’ does not
have any literal sense. Similarly we write u = (ui)i∈Λ ∈ (H0|2)Λ. The fermionic derivative ∂ξi is
defined in the natural way, i.e., as the odd derivation on that acts on Ω2Λ by
(2.4) ∂ξi(ξiF ) ≡ F, ∂ξiF ≡ 0
for any form F that does not contain ξi. An analogous definition applies to ∂ηi . The hyperbolic
fermionic integral is defined in terms of the fermionic derivative by
(2.5) [F ]0 ≡
∫
(H0|2)Λ
F ≡
∏
i∈Λ
(
∂ηi∂ξi
1
zi
)
F = ∂ηN∂ξN · · · ∂η1∂ξ1
(
1
z1 · · · zN F
)
∈ R
if Λ = {1, . . . , N}. It is well-known that while the fermionic integral is formally equivalent to a
fermionic derivative, it behaves in many ways like an ordinary integral. The factors of 1/z make the
hyperbolic fermionic integral invariant under a fermionic version of the Lorentz group; see (2.17).
The H0|2 sigma model action is the even form Hβ,h(u) in Ω
2Λ given by
(2.6) Hβ,h(u) ≡ 1
2
(u,−∆βu) + (h,z − 1) = 1
4
∑
i,j
βij(ui − uj)2 +
∑
i
hi(zi − 1)
where (a, b) =
∑
i ai · bi, with ai · bi interpreted as the H0|2 inner product defined by (2.3). The
corresponding unnormalised expectation [·]β,h and normalised expectation 〈·〉β,h are defined by
(2.7) [F ]β,h ≡ [Fe−Hβ,h ]0, 〈F 〉β,h ≡
[F ]β,h
[1]β,h
.
In this equation the exponential of the even form Hβ,h is defined by the formal power series ex-
pansion, which truncates at finite order. For a detailed introduction to Grassmann algebras and
integration as used in this paper, see [6, Appendix A].
Note that the unnormalised expectation [·]β,h is well-defined for all real values of the βij and hi,
including negative values, and in particular h = 0, β = 0, or both, are permitted. The following
theorem shows that the partition function [1]β,h of the H
0|2 model is exactly the partition function
of the arboreal gas Zβ,h defined in (1.1). This observation was previously made in [13] in terms of
an antiferromagnetic S0|2 model.
Theorem 2.1. For any real-valued weights β and h, [1]β,h = Zβ,h, i.e.,
(2.8) [1]β,h =
∑
F∈F
∏
ij∈F
βij
∏
T∈F
(1 +
∑
i∈T
hi) = Zβ,h
where the products run over the trees T that make up the forest F .
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For the reader’s convenience and to keep our exposition self contained, we provide a concise
proof of Theorem 2.1 below. The interested reader may consult the original paper [13], where
they can also find generalizations to hyperforests. Theorem 2.1 also implies the following useful
representations of probabilities for the arboreal gas.
Corollary 2.2. Let h = 0. Then for all edges ab,
(2.9) Pβ [ab] = βab〈ua · ub + 1〉β ,
and more generally, for all sets of edges S,
(2.10) Pβ[S] = 〈
∏
ij∈S
βij(ui · uj + 1)〉β .
Moreover, for all vertices a, b ∈ Λ,
(2.11) Pβ[a↔ b] = −〈zazb〉β = −〈ua · ub〉β = 〈ξaηb〉β = 1− 〈ηaξaηbξb〉β
and 〈za〉β = 0.
We will prove Theorem 2.1 and Corollary 2.2 in Section 2.3, but first we establish some integration
identities associated with the symmetries of H0|2.
2.2. Ward Identities for H0|2. Define the operators
(2.12) T ≡
∑
i∈Λ
Ti ≡
∑
i∈Λ
zi∂ξi , T¯ ≡
∑
i∈Λ
T¯i ≡
∑
i∈Λ
zi∂ηi , S ≡
∑
i∈Λ
Si ≡
∑
i∈Λ
(ηi∂ξi + ξi∂ηi).
Using (2.2), one computes that these act on coordinates as
Tξa = za, T ηa = 0, T za = −ηa,(2.13)
T¯ ξa = 0, T¯ ηa = za, T¯ za = ξa,(2.14)
Sξa = ηa, Sηa = ξa, Sza = 0.(2.15)
The operator S is an even derivation on Ω2Λ, meaning that it obeys the usual Leibniz rule S(FG) =
S(F )G+FS(G) for any forms F,G. On the other hand, the operators T and T¯ are odd derivations
on Ω2Λ, also called supersymmetries. This means that if F is an even or odd form, then T (FG) =
(TF )G±F (TG), with ‘+’ for F even and ‘−’ for F odd. We remark that T and T¯ can be regarded as
analogues of the infinitesimal Lorentz boost symmetries of Hn, while S is an infinitesimal symplectic
symmetry. In particular, the inner product (2.3) is invariant with respect to these symmetries, in
the sense that
(2.16) T (ua · ub) = T¯ (ua · ub) = S(ua · ub) = 0.
For T , this follows from T (ua · ub) = T (−ξaηb− ξbηa− zazb) = −zaηb− zbηa + ηazb+ ηbza = 0 since
the zi are even. Analogous computations apply to T¯ and S.
A complete description of the infinitesimal symmetries of H0|2 is given by the orthosymplectic
Lie superalgebra osp(1|2), which is spanned by the three operators described above, together with
a further two symplectic symmetries; see [13, Section 7] for details.
Lemma 2.3. For any a ∈ Λ, the operators Ta, T¯a and S are symmetries of the non-interacting
expectation [·]0 in the sense that, for any form F ,
(2.17) [TaF ]0 = [T¯aF ]0 = [SaF ]0 = 0.
Moreover, for any β = (βij) and h = 0, also T =
∑
i∈Λ Ti and T¯ =
∑
i∈Λ T¯i are symmetries of the
interacting expectation [·]β :
(2.18) [TF ]β = [T¯ F ]β = 0,
and similarly S =
∑
i∈Λ Si is a symmetry of [·]β,h for any β and h.
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Proof. First assume that β = 0. Then by (2.12),
(2.19) [TaF ]0 =
∫ ∏
i
∂ηi∂ξi
1
zi
(TaF ) =
∫ ∏
i 6=a
∂ηi∂ξi
1
zi

 ∂ηa∂ξa∂ξaF = 0
since (∂ξa)
2 acts as 0 since any form can have at most one factor of ξa. The same argument applies
to T¯ , and a similar argument applies to S.
We now show that this implies T and T¯ are also symmetries of [·]β . Indeed, for any form F that
is even (respectively odd), the fact that T is an odd derivation and the fact that [·]0 is invariant
implies the integration by parts formula
(2.20) [TF ]β = ±[F (THβ)]β , Hβ = Hβ,0 = 1
4
∑
i,j∈Λ
βij(ui − uj)2.
For any β the right-hand side vanishes since THβ = 0 by (2.16). A similar argument applies for T¯ .
Since every form F can be written as a sum of an even and an odd form, (2.18) follows.
The argument for S being a symmetry of [·]β,h is similar. 
To illustrate the use of these operators, we give a proof of the second equality of (2.11). Define
(2.21) λab ≡ zbξa, λ¯ab ≡ zbηa,
and note Tλab = ξaηb + zazb and T¯ λ¯ab = ξbηa + zazb. Hence
(2.22) 〈ua · ub〉β = 〈zazb − Tλab − T¯ λ¯ab〉β = 〈zazb〉β,
where the final equality is by Lemma 2.3. Similarly, the symplectic symmetry and S(ξaξb) =
ξaηb − ξbηa imply
(2.23) 〈ξaηb〉β,h = 〈ξbηa〉β,h.
2.3. Proofs of Theorem 2.1 and Corollary 2.2. Our first lemma relies on the identities of the
previous section.
Lemma 2.4. For any forest F ,
(2.24)

∏
ij∈F
(ui · uj + 1)


0
= 1.
Proof. By factorization for fermionic integrals, it suffices to prove (2.24) when F is in fact a tree.
We recall the definition
(2.25) [G]0 =
∏
i
∂ηi∂ξi
1
zi
G =
∏
i
∂ηi∂ξi(1 + ξiηi)G.
Hence, if T contains no edges then we have [1]0 = 1. We complete the proof by induction, with
the inductive assumption that the claim holds for all trees on k or fewer vertices. To advance
the induction, let T be a tree on k + 1 > 2 vertices and choose a leaf edge {a, b} of T . We will
advance the induction by considering the sum of the integrals that result from expanding (ua ·ub+1)
in (2.24).
Note that by Lemma 2.3, if G1 is even (resp. odd) and TG = 0, then
(2.26) [(TG1)G]0 = ∓[G1(TG)]0
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and similarly if T¯G = 0. Thus for such a G, recalling the definition (2.21) of λab and λ¯ab,
[(ua · ub)G]0 = [(zazb − Tλab − T¯ λ¯ab)G]0 = [zazbG]0 = 1
2
[((Tξa)zb + (T¯ ηa)zb)G]0
=
1
2
[(−ξaηb + ηaξb)G]0,(2.27)
where we have used (2.26) in the second and final equalities. Applying this identity with G =∏
ij∈T\{a,b}(ui · uj + 1), the right-hand side is 0 since the product does not contain the missing
generator at a to give a non-vanishing expectation. The inductive assumption and factorization for
fermionic integrals implies [G]0 = 1, and thus
(2.28) [
∏
ij∈T
(ui · uj + 1)]0 = [(ua · ub + 1)G]0 = [G]0 = 1,
advancing the induction. 
Lemma 2.5. For any i, j ∈ Λ we have (ui · uj + 1)2 = 0, and for any graph C that contains a
cycle,
(2.29)
∏
ij∈C
(ui · uj + 1) = 0.
Proof. It suffices to consider when C is a cycle or doubled edge. Orienting C, the oriented edges of
C are (1, 2), . . . , (k − 1, k), (k, 1) for some k > 2. Then, with the convention k + 1 = 1,
k∏
i=1
(ui · ui+1 + 1) =
k∏
i=1
(−ξiηi+1 + ηiξi+1 + ξiηi + ξi+1ηi+1 − ξiηiξi+1ηi+1)
=
k∏
i=1
(−ξiηi+1 + ηiξi+1 + ξiηi + ξi+1ηi+1),(2.30)
the second equality by nilpotency of the generators and k > 2. To complete the proof of the claim
we consider which terms are non-zero in the expansion of this product. First consider the term that
arises when choosing ξ1η1 in the first term in the product: then for the second term any choice other
than ξ2η2 results in zero. Continuing in this manner, the only non-zero contribution is
∏k
i=1 ξiηi.
Similar arguments apply to the other three choices possible in the first product, leading to
k∏
i=1
(−ξiηi+1 + ηiξi+1 + ξiηi + ξi+1ηi+1) =
k∏
i=1
ξiηi +
k∏
i=1
ξi+1ηi+1 +
k∏
i=1
(−ξiηi+1) +
k∏
i=1
ηiξi+1
= (1 + (−1)k + (−1)2k−1 + (−1)k−1)
k∏
i=1
ξiηi(2.31)
which is zero for all k. The signs arise from re-ordering the generators. We have used that C is a
cycle for the third and fourth terms. 
Proof of Theorem 2.1 when h = 0. By Lemma 2.5,
(2.32) e
1
2
(u,∆βu) =
∑
S
∏
ij∈S
βij(ui · uj + 1) =
∑
F
∏
ij∈F
βij(ui · uj + 1),
where the sum runs over sets S of edges and that over F is over forests. By taking the unnormalised
expectation [·]0 we conclude from Lemma 2.4 that
(2.33) Zβ,0 = [e
1
2
(u,∆βu)]0 =
∑
F
∏
ij∈F
βij .
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To establish the theorem for h 6= 0 requires one further preliminary, which uses the idea of
pinning the spin u0 at a chosen vertex 0 ∈ Λ. Informally, this means that u0 always evaluates to
(ξ, η, z) = (0, 0, 1). Formally, this means the following. To compute the pinned expectation of a
function F of the forms (ui · uj)i,j∈Λ, we replace Λ by Λ0 = Λ \ {0}, set
(2.34) hj = β0j ,
in Hβ, and replace all instances of u0 · uj by −zj in both F and e−Hβ . The pinned expectation of
F is the hyperbolic fermionic integral (2.5) of this form with respect to the generators (ξi, ηi)i∈Λ0 .
We denote this expectation by
(2.35) [·]0β , 〈·〉0β .
This procedure gives a way to identify any function of the forms (ui · uj)i,j∈Λ with a function of
the forms (ui · uj)i,j∈Λ0 and (zi)i∈Λ0 . To minimize the notation, we will implicitly identify u0 · uj
with −zj when taking pinned expectations of functions F of the (ui · uj).
The following proposition relates the pinned and unpinned models.
Proposition 2.6. For any polynomial F in (ui · uj)i,j∈Λ,
(2.36) [F ]0β = [(1 − z0)F ]β , 〈F 〉0β = 〈(1 − z0)F 〉β .
Proof. It suffices to prove the first equation of (2.36), as this implies [1]0β = [1 − z0]β = [1]β since
[z0]β = 0 by Corollary 2.2.
Since 1 − z0 = ξ0η0, for any form F that contains a factor of ξ0 or η0, we have (1 − z0)F = 0.
Thus the expectation [(1 − z0)F ]β amounts to the expectation with respect to [·]0 of Fe−Hβ with
all terms containing factors ξ0 and η0 removed. The claim thus follows from by computing the
right-hand side using the observations that (i) removing all terms with factors of ξ0 and η0 from
u0 · ui yields −zi, and (ii) ∂η0∂ξ0ξ0η0z−10 = 1. 
There is a correspondence between pinning and external fields. If one first chooses Λ and then
pins at 0 ∈ Λ, the result is that there is an external field hj for all j ∈ Λ \ 0. One can also view
this the other way around, by beginning with Λ and an external field hj for all j ∈ Λ, and then
realizing this as due to pinning at an ‘external’ vertex δ /∈ Λ. This idea shows that Theorem 2.1
with h 6= 0 follows from the case h = 0; for the reader who is not familiar with arguments of this
type, we provide the details below.
Proof of Theorem 2.1 when h 6= 0. The partition function of the arboreal gas with h 6= 0 can be
interpreted as that of the arboreal gas with h ≡ 0 on a graph G˜ augmented by an additional vertex
δ and with weights β˜ given by β˜ij = βij for all i, j ∈ G and β˜iδ = β˜δi = hi. Each F ′ ∈ F(G˜) is a
union of F ∈ F(G) with a collection of edges {irδ}r∈R for some R ⊂ V (G). Since F ′ is a forest,
|T ∩ R| 6 1 for each tree T in F . Moreover, for any F ∈ F(G) and any R ⊂ V (G) satisfying
|V (T ) ∩R| 6 1 for each T in F , F ∪ {irδ}r∈R ∈ F(G˜). Thus
(2.37) ZG˜
β˜,0
=
∑
F ′∈F(Gδ)
∏
ij∈F ′
βij =
∑
F∈F(G)
∏
ij∈F ′
βij
∏
T∈F
(1 +
∑
i∈T
hi) = Z
G
β,h.
To conclude, note that [(1 − zδ)F ]β˜ = [F ]β˜ for any function F with TF = 0; this follows from
[zaF ] = [(Tξa)F ] = −[ξa(TF )] = 0. The conclusion now follows from Proposition 2.6 (where δ
takes the role of 0 in that proposition), which shows [(1− zδ)F ]β˜ = [F ]β,h. 
Proof of Corollary 2.2. Since Pβ [ab] = βab
d
dβab
logZ, we have
(2.38) Pβ [ab] = −1
2
βab〈(ua − ub)2〉,
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and expanding the right-hand side yields (2.9). Alternatively, multiplying (2.32) by βij(1+ ui · uj),
using Lemma 2.5, and then applying Lemma 2.4 yields the result. Similar considerations yield
(2.10), and also show that
(2.39) Pβ[i= j] = 〈1 + ui · uj〉β .
We have already proved the second equality of (2.11), see (2.22). Using this and rearranging (2.39)
yields the first equality of (2.11). The third equality can be obtained from
(2.40) 〈zazb〉β = −〈ξaηb〉β ,
which follows from 〈Tλab〉β = 0. Note that [za]β,h = [1]β,h−1a, so by setting h = 0 we obtain
[za]β = 0 by Theorem 2.1. Similarly 〈z2a〉β = −1, which implies 〈ξaηa〉β = 1. Expanding zazb and
using these identities yields the fourth equality. 
2.4. H2|4 model and dimensional reduction. In this section we define the H2|4 model, and show
that for a class of ‘supersymmetric observables’ expectations with respect to the H2|4 model can be
reduced to expectations with respect to the H0|2 model. To study the arboreal gas we will use this
reduction in reverse: first we express arboreal gas quantities as H0|2 expectations, and in turn as
H
2|4 expectations. The utility of this rewriting will be explained in the next section, but in short,
H
2|4 expectations can be rewritten as ordinary integrals, and this carries analytic advantages.
The H2|4 model is a special case of the following more general Hn|2m model. These models have
originate with Zirnbauer’s H2|2 model [21,50], but makes sense for all n,m ∈ N. For fixed n and m
with n+m > 0, the Hn|2m model is defined as follows.
Let φ1, . . . , φn be n real variables, and let ξ1, η1, . . . , ξm, ηm be 2m generators of a Grassmann
algebra (i.e., they anticommute pairwise and are nilpotent of order 2). Note that we are using
superscripts to distinguish variables. Forms, sometimes called superfunctions, are elements of
Ω2m(Rn), where Ω2m(Rn) is the Grassmann algebra generated by (ξk, ηk)mk=1 over C
∞(Rn). See [6,
Appendix A] for details. We define a distinguished even element z of Ω2m(Rn) by
(2.41) z ≡
√√√√1 + n∑
ℓ=1
(φℓ)2 +
m∑
ℓ=1
(−2ξℓηℓ)
and let u = (φ, ξ, η, z). Given a finite set Λ, we write u = (ui)i∈Λ, where ui = (φi, ξi, ηi, zi) with
φi ∈ Rn and ξi = (ξ1i , . . . , ξmi ) and ηi = (η1i , . . . , ηmi ), each ξji (resp. ηji ) a generator of Ω2mΛ(RnΛ).
We define the ‘inner product’
(2.42) ui · uj ≡
n∑
ℓ=1
φℓiφ
ℓ
j +
m∑
ℓ=1
(ηℓi ξ
ℓ
j − ξℓiηℓj)− zizj .
Note that these definitions imply ui · ui = −1. If m = 0, the constraint ui · ui = −1 defines the
hyperboloid model for hyperbolic space Hn, as in this case ui · uj reduces to the Minkowski inner
product on Rn+1. For this reason we write ui ∈ Hn|2m and u ∈ (Hn|2m)Λ and think of Hn|2m as a
hyperbolic super-manifold. As we do not need to enter into the details of this mathematical object,
we shall not discuss it further (see [50] for further details). We remark, however, that the expression∑m
ℓ=1(−ξℓiηℓj + ηℓi ξℓj) is the natural fermionic analogue of the Euclidean inner product
∑n
ℓ=1 φ
ℓ
iφ
ℓ
j
and motivates the name super-hyperbolic space for Hn|2m.
The general class of models of interest are defined analogously to the H0|2 model by the action
(2.43) Hβ,h(u) ≡ 1
2
(u,−∆βu) + (h,z − 1),
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where we now require β > 0 and h > 0, i.e., β = (βij)i,j∈Λ and h = (hi)i∈Λ satisfy βij > 0 and
hi > 0 for all i, j ∈ Λ. We have again used the notation (a, b) =
∑
i∈Λ ai · bi but where · now refers
to (2.42). For a form F ∈ Ω2mΛ(Hn), the corresponding unnormalised expectation is
(2.44) [F ]H
n|2m ≡
∫
(Hn|2m)Λ
Fe−Hβ,h
where the superintegral of a form G is
(2.45)
∫
(Hn|2m)Λ
G ≡
∫
RnΛ
∏
i∈Λ
dφ1i . . . dφ
n
i
(2π)n/2
∂η1i
∂ξ1i
· · · ∂ηmi ∂ξmi
(∏
i∈Λ
1
zi
)
G,
where the zi are defined by (2.41).
Henceforth we will only consider the H0|2 and H2|4 models, and hence we will write xi = φ
1
i and
yi = φ
2
i to for notational convenience. We will also henceforth assume β > 0 and h > 0 to ensure
both models are well-defined. We remark again, however, that the general class of Hn|2m models
seem to have a rich phenomenology, see [17].
Dimensional reduction. The following proposition shows that, due to an internal supersymmetry,
all observables F that are functions of ui · uj have the same expectations under the H0|2 and the
H
2|4 expectation. Here ui · uj is defined as in (2.3) for H0|2, respectively as in (2.42) for H2|4. In
this section and henceforth we work with the convention that zi = uδ · ui with uδ = (1, 0, . . . , 0)
and that (ui · uj)i,j refers to the collection of forms indexed by i, j ∈ Λ˜ ≡ Λ ∪ {δ}. In other words,
functions of (ui · uj)i,j are also permitted to depend on (zi)i.
Proposition 2.7. For any F : RΛ˜×Λ˜ → R smooth with enough decay that the integrals exist,
(2.46) [F ((ui · uj)i,j)]H
0|2
β,h = [F ((ui · uj)i,j)]H
2|4
β,h .
In view of this proposition we will subsequently drop the superscript Hn|2m for expectations of
observables F that are functions of (ui · uj)i,j. That is, we will simply write [F ]β,h:
(2.47) [F ]β,h = [F ]
H0|2
β,h = [F ]
H2|4
β,h ,
We will similarly write 〈F 〉β,h = 〈F 〉H0|2β,h = 〈F 〉H
2|4
β,h whenever [1]
H2|4
β,h positive and finite.
The proof of Proposition 2.7 uses the following fundamental localisation theorem. To state the
theorem, consider forms in Ω2N (R2N ) and denote the even generators of this algebra by (xi, yi) and
the odd generators by (ξi, ηi). Then we define
(2.48) Q ≡
N∑
i=1
Qi , Qi ≡ ξi ∂
∂xi
+ ηi
∂
∂yi
− xi ∂
∂ηi
+ yi
∂
∂ξi
.
Theorem 2.8. Suppose F ∈ Ω2N (R2N ) is integrable and satisfies QF = 0. Then
(2.49)
∫
R2N
dx dy ∂η ∂ξ
2π
F = F0(0)
where the right-hand side is the degree-0 part of F evaluated at 0.
A proof of this theorem can be found, for example, in [6, Appendix B].
Proof of Proposition 2.7. To distinguish H0|2 and H2|4 variables, we write the latter as u′i, i.e.,
ui · uj = −ξ1i η1j − ξ1j η1i − zizj(2.50)
u′i · u′j = xixj + yiyj − ξ1i η1j − ξ1j η1i − ξ2i η2j − ξ2j η2i − z′iz′j .(2.51)
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We begin by considering the case N = 1, i.e., a graph with a single vertex. Since e−Hβ,h(u) is
a function of (ui · uj)i,j , we will absorb the factor of e−Hβ,h(u) into the observable F to ease the
notation. The H2|4 integral can be written as
(2.52)
∫
H2|4
F =
∫
R2
dx dy
2π
∂η1∂ξ1 ∂η2∂ξ2
1
z′
F = ∂η1∂ξ1
∫
R2
dx dy
2π
∂η2∂ξ2
1
z′
F
where
(2.53) z′ =
√
1 + x2 + y2 − 2ξ1i η1i − 2ξ2i η2i
and
∫
R2
dx dy ∂η2∂ξ2
1
z′F is the form in (ξ
1, η1) obtained by integrating the coefficient functions
term-by-term. Applying the localisation theorem (Theorem 2.8) to the variables (x, y, ξ2, η2) gives,
after noting z′ localizes to z =
√
1− 2ξ1i η1i ,∫
R2
dx dy
2π
∂η1∂ξ1
1
z′
F ((u′i · u′j)) =
1
z
F ((ui · uj)i,j).(2.54)
Therefore
(2.55)
∫
H2|4
F ((u′i · u′j)i,j) =
∫
H0|2
F ((ui · uj)i,j)
which is the claim. The argument for the case of general N is exactly analogous. 
2.5. Horospherical coordinates. Proposition 2.7 showed that ‘supersymmetric observables’ have
the same expectations in the H0|2 and the H2|4 model. This is useful because the richer structure of
the H2|4 model allows the introduction of horospherical coordinates, whose importance was recog-
nised in [21, 46]. We will shortly define horospherical coordinates, but before doing this we state
the result that we will deduce using them.
For the statement of the proposition, we require the following definitions. Let −∆β(t),h(t) be the
matrix with (i, j)th element βije
ti+tj for i 6= j and ith diagonal element −∑j∈Λ βijeti+tj − hieti .
Let
H˜β,h(t, s) ≡
∑
ij
βij(cosh(ti − tj) + 1
2
eti+tj (si − sj)2 − 1)
+
∑
i
hi(cosh(ti) +
1
2
etisi − 1)− 2 log det(−∆β(t),h(t)) + 3
∑
i
ti(2.56)
H˜β,h(t) ≡
∑
ij
βij(cosh(ti − tj)− 1) +
∑
i
hi(cosh(ti)− 1)− 3
2
log det(−∆β(t),h(t)) + 3
∑
i
ti(2.57)
where we abuse notation by using the symbol H˜β,h both for the function H˜β,h(t, s) and H˜β,h(t).
Below we will assume that β is irreducible, by which we mean that β induces a connected graph.
Proposition 2.9. Assume β > 0 and h > 0 with β irreducible and hi > 0 for at least one i ∈ Λ.
For all smooth functions F : R2Λ → R, respectively F : RΛ → R, such that the integrals on the left-
and right-hand sides converge absolutely,
[F ((xi + zi)i, (yi)i)]
H2|4
β,h =
∫
R2Λ
F ((eti)i, (e
tisi)i)e
−H˜β,h(t,s)
∏
i
dti dsi
2π
(2.58)
[F ((xi + zi)i)]
H2|4
β,h =
∫
RΛ
F ((eti )i)e
−H˜β,h(t)
∏
i
dti√
2π
.(2.59)
In particular, the normalizing constant [1]H
2|4
β,h is the partition function Zβ,h of the arboreal gas.
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Abusing notation further, we will denote either of the expectations on the right-hand side also
by [·]β,h and we write 〈·〉β,h for its normalised version. Before giving the proof of the proposition,
which is essentially standard, we collect some resulting identities that will be used later.
Corollary 2.10. For all β and h as in Proposition 2.9,
(2.60) 〈eti〉β,h = 〈e2ti〉β,h = 〈zi〉β,h, 〈e3ti〉β,h = 1.
In addition,
(2.61) 〈ξiηj〉β,h = 〈sisjeti+tj 〉β,h.
Proof. To lighten notation, we write 〈·〉 ≡ 〈·〉β,h. Note that 〈xqi zpi 〉 = 0 whenever q is odd by the
symmetry x 7→ −x. Also note that, by exchanging integrals and using dimensional reduction to
pass from the H2|4 expectation to the H0|2 expectation for supersymmetric observables, we have
(2.62) 〈ξ1i η1i 〉 = 〈ξiηi〉, 〈x2i 〉 = 〈ξiηi〉, 〈x2i zi〉 = 〈ξiηi〉.
In deriving these identities we have used the x↔ y and ξ1i η1i ↔ ξ2i η2i symmetries of the H2|4 model.
Using these identities, we find
〈eti〉 = 〈xi + zi〉 = 〈zi〉(2.63)
〈e2ti〉 = 〈(xi + zi)2〉 = 〈x2i 〉+ 〈z2i 〉 = 〈ξiηi〉+ 〈1− 2ξiηi〉 = 〈1− ξiηi〉 = 〈zi〉(2.64)
〈e3ti〉 = 〈(xi + zi)3〉 = 〈3zix2i 〉+ 〈z3i 〉 = 〈3(1 − ξiηi)ξiηi〉+ 〈1− 3ξiηi〉 = 1.(2.65)
The last equality in (2.64) is the definition zi = 1− ξiηi of zi in the H0|2 model.
The identity (2.61) follows by combining the following three identities: 〈−ξ1i η1j − ξ1j η1i + xixj +
yiyj〉 = 0, 〈xixj〉 = 〈yiyj〉, and 〈ξ1i η1j 〉 = 〈ξ1j η1i 〉. The first of these identities follows from Theo-
rem 2.8 with Q applying to the variables ξi = ξ
1
i and ηi = η
1
i and using Qe
−Hβ,h(u) = 0 (see [6, Ap-
pendix A]). The last two identities hold by explicit symmetry of [·]β,h in these variables. 
To describe the proof of Proposition 2.9 we now define horospherical coordinates for H2|4. These
are a change of generators from the variables (x, y, ξγ , ηγ) with γ = 1, 2 to (t, s, ψγ , ψ¯γ), where
(2.66) x = sinh t− et(1
2
s2 + ψ¯1ψ1 + ψ¯2ψ2), y = ets, ηi = etψ¯i, ξi = etψi.
We note that ψ¯i is simply notation to indicate a generator distinct from ψi, i.e., the bar does not
denote complex conjugation. In these coordinates the action is quadratic in s, ψ¯1, ψ1, ψ¯2, ψ2. This
leads to a proof of Proposition 2.9 by explicitly integrating out these variables when t is fixed via
the following standard lemma, whose proof we omit.
Lemma 2.11. For any N ×N matrix A,
(2.67)
(∏
i
∂ηi∂ξi
)
e(ξ,Aη) = detA,
and, for a positive definite N ×N matrix A,
(2.68)
∫
RN
e−
1
2
(s,As) ds√
2π
= (detA)−1/2.
Proof of Proposition 2.9. The first step is to compute the Berezinian for the horospherical change
of coordinates. This can be done as in [5, Appendix A]. There is an et for the s-variables and an
e−t for each fermionic variable, leading to a Berezinian ze−3t, i.e.,
(2.69) [F ]H
2|4
β,h =
∫ (∏
i
dsidti∂ψ1i
∂ψ¯1i
∂ψ2i
∂ψ¯2i
)
Fe−H¯β,h(s,t,ψ,ψ¯)
∏
i
e−3ti
2π
.
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where H¯β,h(s, t, ψ, ψ¯) is Hβ,h expressed in horospherical coordinates.
The second step is to apply Lemma 2.11 repeatedly. To prove (2.59), we apply it twice, once
for (ψ¯1, ψ1) and once for (ψ¯2, ψ2). The lemma applies since F does not depend on ψ1, ψ¯1, ψ2, ψ¯2
by assumption. To prove (2.59), we apply it three times, once for (ψ¯1, ψ1), once for (ψ¯2, ψ2), and
once for s. Each integral contributes a power of det(−∆β(t),h(t)), namely −1/2 for the Gaussian
and +1 for each fermionic Gaussian. This explains the coefficient 2 in (2.58) and the coefficient
3/2 = 2− 1/2 in (2.59).
The final claim follows as the conditions that β induces a connected graph and some hi > 0
implies [1]H
2|4
β,h is finite. The claim thus follows from Theorems 2.7 and 2.1. 
2.6. Pinned measure for the H2|4 model. This section introduces a pinned version of the
H
2|4 model and relates it to the pinned H0|2 model that was introduced in Section 2.2. For the
H
2|4 pinning means u0 always evaluates to (x, y, ξ
1, η1, ξ2, η2, z) = (0, 0, 0, 0, 0, 0, 1). As before, we
implement this by replacing Λ by Λ0 = Λ \ {0} and setting
(2.70) hj = β0j ,
and replacing u0 · uj by −zj . We denote the corresponding expectations by
(2.71) [·]0β , 〈·〉0β .
We can relate the pinned and unpinned measures exactly as for the H0|2 model.
Proposition 2.12. For any polynomial F in (ui · uj)i,j∈Λ,
(2.72) [F ]0β = [(1 − z0)F ]β , 〈F 〉0β = 〈(1 − z0)F 〉β .
Moreover, [1]0β = [1]β and hence for any pairs of vertices ikjk,
(2.73) 〈
∏
k
(uik · ujk + 1)〉0β = 〈
∏
k
(uik · ujk + 1)〉β .
Proof. The equalities in (2.72) follow by reducing the H2|4 expectation to a H0|2 expectation by
Proposition 2.7, applying Proposition 2.6, and then applying Proposition 2.7 again. The second
claim follows from [1]0β = [1 − z0]β = [1]β and differentiating with respect to the βikjk . We have
used [z0]β = 0, which was established for H
0|2 in Corollary 2.2. 
The next corollary expresses the pinned model in horospherical coordinates. For i, j ∈ Λ, set
(2.74) βij(t) ≡ βijeti+tj ,
and let D˜β(t) be the determinant of −∆β(t) restricted to Λ0 = Λ \ {0}, i.e., the determinant of
submatrix of −∆β(t) indexed by Λ0. When β induces a connected graph, this determinant is
non-zero, and by the matrix tree theorem it can be written as
(2.75) D˜β(t) =
∑
T
∏
ij
βije
ti+tj
where the sum is over all spanning trees on Λ. For t ∈ RΛ, then define
(2.76) H˜0β(t) ≡
1
2
∑
i,j
βij(cosh(ti − tj)− 1)− 3
2
log D˜β(t)− 3
∑
i
ti.
By combining Proposition 2.12 with Proposition 2.9, we have the following representation of the
pinned measure in horospherical coordinates .
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Corollary 2.13. For any smooth function F : RΛ → R with sufficient decay,
(2.77) [F ((x+ z)i)]
0
β =
∫
F ((eti)i)e
−H˜0β(t) δ0(dt0)
∏
i 6=0
dti.
Proof. We recall the definition of the left-hand side, i.e., that the expectation [·]0β is defined in
(2.70)–(2.71) as the expectation on Λ0 given by [·]0β = [·]β˜,h˜ with β˜ij = βij and h˜i = β0i for i, j ∈ Λ0.
The equality now follows from (2.59), together with the observation that ∆β(t)|Λ0 is ∆β˜(t),h˜(t) if
t0 = 0. 
In view of (2.77), we again abuse notation somewhat and write the normalised expectation of a
function of t = (ti)i∈Λ as
(2.78) 〈F 〉0β =
1
Zβ
∫
RΛ
F ((ti)i)e
−H˜0β(t)δ0(dt0)
∏
i 6=0
dti.
Corollary 2.14.
(2.79) Pβ[0↔ i] = 〈eti〉0β .
Proof. (2.79) follows by applying first (2.11), then (2.73), then using the fact that u0 · ui = −zi
under 〈·〉0β , then using that 〈xi〉β = 0 by symmetry, and finally applying (2.77):
(2.80) Pβ[0↔ i] = −〈u0 · ui〉β = 〈zi〉0β = 〈zi + xi〉0β = 〈eti〉0β .
3. Phase transition on the complete graph
The following theorem shows that on the complete graph the arboreal gas undergoes a transi-
tion very similar to the percolation transition, i.e., the Erdo˝s–Re´nyi graph. As mentioned in the
introduction, this result has been obtained previously [8, 33, 34]. We have included a proof only
to illustrate the utility of the H0|2 representation. The study of spanning forests of the complete
graph goes back to (at least) Re´nyi [42] who obtained a formula which can be seen to imply that
their asymptotic number grows like
√
enn−2, see [35].
Throughout this section we consider G = KN , the complete graph on N vertices with vertex set
{0, 1, 2, . . . , N − 1}, and we choose βij = α/N with α > 0 fixed for all edges ij.
Theorem 3.1. In the high temperature phase α < 1,
Zβ ∼ e(N+1)α/2
√
1− α, Pβ[0↔ 1] ∼
[
α
1− α
]
1
N
.(3.1)
In the low temperature phase α > 1,
Zβ ∼ a
N+3/2e(a
2+N)/(2a)
(a− 1)5/2N , Pβ[0↔ 1] ∼
[
α− 1
α
]2
.(3.2)
In the critical case α = 1,
Zβ ∼
31/6Γ(23)e
(N+1)/2
N1/6
√
2π
, Pβ[0↔ 1] ∼
[
32/3Γ(43)
Γ(23 )
]
1
N2/3
.(3.3)
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3.1. Integral representation. The first step in the proof of the theorem is the following integral
representation that follows from a transformation of the fermionic field theory representation from
Section 2.1. We introduce the effective potential
(3.4) V (z˜) ≡ −P (iαz˜), P (w) ≡ w
2
2α
+ w + log(1− w)
and set
(3.5) F (w) ≡ 1− α
1− w, F01(w) ≡ −
(
w
1−w
)2(
F (w) − 2α
N(−w)(1 − w)
)
.
Proposition 3.2. For all α > 0 and all positive integers N ,
Zβ = e
(N+1)α/2
√
Nα
2π
∫
R
dz˜ e−NV (z˜)F (iαz˜)(3.6)
Zβ[0↔ 1] = e(N+1)α/2
√
Nα
2π
∫
R
dz˜ e−NV (z˜)F01(iαz˜),(3.7)
where Zβ[0↔ 1] ≡ Pβ[0↔ 1]Zβ .
Proof. Let (∆βf)i =
α
N
∑N−1
j=0 (fi − fj) be the mean-field Laplacian and h = (hi)i. We start from
1
2
(u,−∆βu) = −(ξ,−∆βη)− 1
2
(z,−∆βz)
= −(ξ,−∆βη) + α
N−1∑
i=0
ξiηi +
α
2N
(
N−1∑
i=0
zi
)2
− αN
2
(3.8)
(h,z − 1) = −
N−1∑
i=0
hiξiηi.(3.9)
In the sequel we will omit the range of sums and products when there is no risk of ambiguity.
To decouple the two terms that are not diagonal sums we use the following transforms (of
Hubbard–Stratonovich type) in terms of auxiliary variables ξ˜, η˜ (fermionic) and z˜ (real):
e+(ξ,−∆βη) =
1
Nα
∂η˜∂ξ˜e
α(ξ˜−ξ,η˜−η) =
1
Nα
∂η˜∂ξ˜
[
eNαξ˜η˜
∏
i
eβ¯(ξiηi−ξ˜ηi−ξiη˜)
]
(3.10)
e−
α
2N
(
∑
i zi)
2
=
√
Nα
2π
∫
R
dz˜ e−
1
2
Nαz˜2eiαz˜
∑
i zi .(3.11)
The second formula is the formula for the Fourier transform of a Gaussian measure. The first
formula can be seen by making use of the following identity. Write Af = 1N
∑
i fi, so that
α(ξ˜ − ξ, η˜ − η) = α(ξ˜ −Aξ − (ξ −Aξ), η˜ −Aη − (η −Aη))
= α(ξ˜ −Aξ, η˜ −Aη) + α(ξ −Aξ, η −Aη)
= Nα(ξ˜ −Aξ)(η˜ −Aη) + (ξ,−∆βη).(3.12)
Using this identity the first equality in (3.10) is readily obtained by computing the fermionic
derivatives, while the second equality follows by expanding the exponent. In the second line of
(3.12) we viewed ξ˜−Aξ ≡ (ξ˜− (Aξ))i and η˜−Aη ≡ (η˜− (Aη))i as constant functions of the vertex
(multiplied with the ℓ2 inner product) and used the orthogonality of constant functions with the
mean 0 function ξ − Aξ. Finally, on the last line of (3.12), we used that η˜ − Aη is a constant to
write the ℓ2 inner product as a product multiplied by a factor N , and the factor α in the second
term was absorbed into ∆β.
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Substituting (3.10)–(3.11) into (2.8) gives
Zβ,h =
∏
i
∂ηi∂ξi
1
zi
e−
1
2
(u,−∆βu)−(h,z−1)
=
eNα/2√
2πNα
∫
R
dz˜∂η˜∂ξ˜ e
− 1
2
Nαz˜2+Nαξ˜η˜+α/2
N∏
i=1
[
∂ηi∂ξi
(
exp
(
α(ξiηi − ξ˜ηi − ξiη˜) + iαz˜(1− ξiηi)− αξiηi + (1 + hi)ξiηi
))]
(3.13)
Simplifying the term inside the exponential gives
Zβ,h =
eNα/2√
2πNα
∫
R
dz˜∂η˜∂ξ˜ e
− 1
2
Nαz˜2+Nαξ˜η˜+Nαiz˜+α/2
N∏
i=1
[
∂ηi∂ξi
(
exp
(
(1 + hi − iαz˜)(ξiηi)− α(ξ˜ηi + ξiη˜)
))]
.(3.14)
Since (ξ˜η˜)2 = 0 and (ξ˜ηi + ξiη˜)
3 = 0, the exponential can be replaced by its third-order Taylor
expansion, giving
Zβ,h =
e(N+1)α/2√
2πNα
∫
R
dz˜∂η˜∂ξ˜ e
−Nα[ 1
2
z˜2−ξ˜η˜−iz˜]
∏
i
[
(1 + hi − iαz˜)− α2ξ˜η˜
]
.
=
e(N+1)α/2√
2πNα
∫
R
dz˜∂η˜∂ξ˜ e
−Nα[ 1
2
z˜2−ξ˜η˜−iz˜]
∏
i
(1 + hi − iαz˜)
∏
i
[1− α
2
1 + hi − iαz˜ ξ˜η˜](3.15)
Using again nilpotency of ξ˜η˜ this may be rewritten as
Zβ,h =
e(N+1)α/2√
2πNα
∫
R
dz˜∂η˜∂ξ˜ e
−Nα[ 1
2
z˜2−iz˜]
∏
i
(1 + hi − iαz˜)
[
1 +
(
Nα−
∑
i
α2
1 + hi − iαz˜
)
ξ˜η˜
]
.
(3.16)
Evaluating the fermionic derivatives gives the identity
(3.17) Zβ,h =
e(N+1)α/2αN√
2πNα
∫
R
dz˜ e−Nα[
1
2
z˜2−iz˜]
N∏
i=1
(1 + hi − iαz˜)
[
1− α
N
∑
i
(1 + hi − iαz˜)−1
]
.
To show (3.6)–(3.7) we now take h = 0. By definition the last bracket in (3.17) is then F (iαz˜)
and the remaining integrand defines e−NV (z˜), proving (3.6). For (3.7) we use that zi = e
zi−1, and
hence that [z0z1]β = Zβ,−10−11 . Therefore (3.17) implies
[z0z1]β =
e(N+1)α/2αN√
2πNα
∫
R
dz˜ e−NV (z˜)
( −iαz˜
1− iαz˜
)2 [
F (iαz˜) +
2α
N
[
1
1− iαz˜ −
1
−iαz˜
]]
.(3.18)
By definition, the integrand equals −F01(iαz˜), so together with the relation Zβ [0↔ 1] = −[z0z1]β,
which holds by (2.11), the claim (3.7) follows. 
3.2. Asymptotic analysis. To apply the method of stationary phase to evaluate the asymptotics
of the integrals, we need the stationary points of V , and asymptotic expansions for V and F . The
first two derivatives of P are
(3.19) P ′(w) =
w
α
+ 1− 1
1− w, P
′′(w) =
1
α
− 1
(1− w)2 .
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The stationary points are those w = iαz˜ such that P ′(w) = 0. This equation can be rewritten as
(3.20) w2 −w(1 − α) = 0,
which has solutions w = 0 and w = 1− α. We call a root w0 stable if P ′′(w0) > 0 and unstable if
P ′′(w0) < 0. For α < 1 the root 0 is stable whereas 1 − α is unstable; for α > 1 the root 1 − α is
stable whereas 0 is unstable; for α = 0 the two roots collide at 0 and P ′′(0) = 0.
For the asymptotic analysis, we start with the nondegenerate case α 6= 1. First observe that
we can view the right-hand sides of (3.6)–(3.7) as contour integrals and can, due to analyticity of
the integrand and the decay of e−Nαz˜
2/2 when Re z˜ is large, shift this contour to the horizontal
line R+ iw for any w ∈ R. We will then apply Laplace’s method in the version given by the next
theorem, which is a simplified formulation of [37, Theorem 7, p.127].
Theorem 3.3. Let I be a horizontal line in C. Suppose that V,G : U → R are analytic in a
neighbourhood U of the contour I, that t0 ∈ I is such that V ′ has a simple root at t0, and that
Re(V (t)− V (t0)) is positive and bounded away from 0 for t away from t0. Then
(3.21)
∫
I
e−NV (t)G(t) dt ∼ 2e−NV (t0)
∞∑
s=0
Γ(s+ 1/2)
bs
N s+1/2
,
where the notation ∼ means that the right-hand side is an asymptotic expansion for the left-hand
side, and the coefficients are given by (with all functions evaluated at t0):
(3.22) b0 =
G
(2V ′′)1/2
, b1 =
(
2G′′ − 2V
′′′G′
V ′′
+
[
5V ′′′2
6V ′′2
− V
′′′′
2V ′′
]
G
)
1
(2V ′′)3/2
,
and with bs as given in [37] for s ≥ 2. (Also recall that Γ(1/2) =
√
π and that Γ(s+ 1) = sΓ(s).)
For α 6= 1, denote by w0 the unique stable root. As discussed in the previous paragraph, we can
shift the contour to the line R− iw0α , and the previous theorem implies that
(3.23)
√
Nα
2π
∫
R
e−NV (z˜)G(z˜)dz˜
=
√
1
αP ′′
eNP
[
F − 1
4NP ′′
(
2F ′′ − 2P
′′′F ′
P ′′
+
[
5P ′′′2
6P ′′2
− P
′′′′
2P ′′
]
F
)
+O
(
1
N2
)]
,
with all functions on the right-hand side are evaluated at w0. From this the proof of Theorem 3.1
for α 6= 1 is an elementary (albeit somewhat tedious) computation of the derivatives of P and F
and F01 at w0.
Proof of Theorem 3.1, α < 1. The stable root is w0 = 0. By (3.23) and elementary computations
for the derivatives of P and F and F01, we find√
Nα
2π
∫
R
e−NV (z˜)F (iαz˜)dz˜ ∼ √1− α(3.24) √
Nα
2π
∫
R
e−NV (z˜)F01(iαz˜)dz˜ ∼ α
2
√
1− α.(3.25)
Recalling the definitions (3.6)–(3.7), this implies the claims. 
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Proof of Theorem 3.1, α > 1. The stable root is w0 = 1− α. Again (3.23) and elementary compu-
tations for the derivatives of P and F and F01 lead to√
Nα
2π
∫
R
e−NV (z˜)F (iαz˜)dz˜ ∼ eNP α
3/2
N(α− 1)5/2(3.26) √
Nα
2π
∫
R
e−NV (z˜)F01(iαz˜)dz˜ ∼ eNP 1
N(α− 1)1/2α1/2 ,(3.27)
and P = P (w0) = P (1− α). Again the claims follow from (3.6)–(3.7). 
At the critical point α = 1, the two roots collide at 0 and P ′′(0) = 0. We analyse the integral as
follows.
Proof of Theorem 3.1, α = 1. We begin by using the conjugate flip symmetry to write
N
2
3
∫
R
dz˜ e−NV (z˜)F (iz˜) = 2N
2
3 Re
∫ ∞
0
dz˜ e−NV (z˜)F (iz˜).(3.28)
Using analyticity of the integrand, we then deform the contour from [0,∞) to [0, eiπ/6∞); the
contribution of the boundary arc vanishes due to the decay of e−Nαz˜
2/2 on this arc. We now split
the contour into two intervals I1 = [0, e
iπ/6N−3/10) and I2 = [e
iπ/6N−3/10, eiπ/6∞), and denote the
integrals over these regions as J1 and J2 respectively.
Over the first interval I1, we introduce the new real variable s = N
1
3 e−iπ/6z˜, in terms of which
J1 = 2N
2
3 Re
∫
I1
dz˜ e−NV (z˜)F (iz˜) = 2Re
∫ N 130
0
ds e−NV (e
iπ
6 N−
1
3 s)N
1
3 e
iπ
6 F (e
2iπ
3 N−
1
3 s).(3.29)
We then approximate the arguments as
NV (e
iπ
6 N−
1
3 s) =
1
3
s3 +O(N−
1
3 s4) =
1
3
s3 +O(N−
6
30 )(3.30)
N
1
3 e
iπ
6 F (e
2iπ
3 N−
1
3 s) = e−
iπ
6 s+O(N−
1
3 s2) = e−
iπ
6 s+O(N−
8
30 ),(3.31)
where the last error bounds hold uniformly for s ∈ [0, N1/30]. This gives
(3.32) J1 = 2Re
∫ N 130
0
ds e−
iπ
6 se−
1
3
s3+O(N−
4
30 ) = 2Re
∫ ∞
0
ds e−
iπ
6 se−
1
3
s3+o(1) = 3
1
6Γ(23 )+o(1).
The second term J2 is asymptotically negligible. To see this, we bound |F (iz˜)| ≤ 1, introduce
the real variable s = e−
iπ
6 z˜, and split the resulting domain as [N−3/10, 2) ∪ [2,∞) = I ′2 ∪ I ′′2 :
(3.33) J2 = 2N
2
3 Re
∫
I2
dz˜ e−NV (z˜)F (iz˜) ≤ 2N 23 Re
∫
I′2
ds e−NV (
iπ
6
s) + 2N
2
3 Re
∫
I′′2
ds e−NV (
iπ
6
s).
Over I ′2, we use that |I ′2| ≤ 2 and bound the integral in terms of the supremum of the integrand:
(3.34) 2N
2
3 Re
∫
I′2
ds e−NV (
iπ
6
s)e
iπ
6 F (e
2iπ
3 s) ≤ 2N 23 Re
∫
I′2
ds e−NV (
iπ
6
s) ≤ 4N 23 sup
s∈I′2
e−Re[NV (
iπ
6
s)],
and as ReNV ( iπ6 s) is decreasing, this supremum is attained on the boundary s = N
−3/10. Taylor
expanding as before gives us
(3.35) 4N
2
3 sup
s∈I′2
e−ReNV (
iπ
6
s) = 4N
2
3 e−ReNV (
iπ
6
N−
3
10 ) = e−(
1
3
+o(1))N
1
10
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Over I ′′2 , we use that Re[NV (
iπ
6 s)] ≥ Ns
2
4 for all s ≥ 2 to bound the second term as
(3.36) 2N
2
3 Re
∫
I′2
ds e−NV (
iπ
6
s) ≤ 2N 23
∫
I′2
ds e−
Ns2
4 ≤ e−(1+o(1))N .
Putting together the estimates for J1 and J2, we therefore find
(3.37) N
2
3
∫
R
dz˜ e−NV (z˜)F (iz˜) = J1 + J2 = 3
1
6Γ(23) + o(1)
and hence the first asymptotic relation in (3.3) follows from (3.6), i.e.,
(3.38) Zβ ∼
3
1
6Γ
(
2
3
)
e
(N+1)
2
N
1
6
√
2π
.
Using the same procedure, we can compute Pβ[0 ↔ 1]. We again split the (conveniently scaled)
integral into two terms as
(3.39) N
4
3
∫
R
dz˜ e−NV (z˜)F01(iz˜) = 2Re
∫ N 130
0
ds e−NV (e
iπ
6 N−
1
3 s)Ne
iπ
6 F01(e
2iπ
3 N−
1
3 s)
+ 2Re
∫ ∞
N
1
30
ds e−NV (e
iπ
6 N−
1
3 s)Ne
iπ
6 F01(e
2iπ
3 N−
1
3 s) = J1 + J2.
As before J2 is asymptotically negligible. For J1, we approximate the F01 term as
(3.40) Ne
iπ
6 F01(e
2iπ
3 N−
1
3 s) = e
iπ
6 s3 +O(N−
1
3 s4) = e
iπ
6 s3 +O(N−
6
30 ),
uniformly for s ∈ [0, N1/30], to obtain the asymptotic relation
(3.41)
J1 = 2Re
∫ N 130
0
ds e−NV (e
iπ
6 N−
1
3 s)Ne
iπ
6 F01(e
2iπ
3 N−
1
3 s) ∼ 2Re
∫ ∞
0
ds e
iπ
6 s3e−
1
3
s3 = 3
5
6Γ(43).
From (3.7), we therefore find
(3.42) Zβ[0↔ 1] ∼
3
5
6Γ
(
4
3
)
e
(N+1)
2
N
5
6
√
2π
which after dividing by Zβ shows the second asymptotic relation in (3.3). 
4. No percolation in two dimensions
In this section, we consider the arboreal gas on (finite approximations of) Z2 with constant nearest
neighbour weights, i.e., with βij = β > 0 for all edges ij and vertex weights hi = h for all vertices i.
As such we write β instead of β in this section. Constant weights are merely a convenient choice;
everything in this section also applies to translation-invariant finite range weights, for example.
In contrast with the case of the complete graph, we show that on Z2 the tree containing a fixed
vertex always has finite density. Our arguments are closely based on estimates developed for the
vertex-reinforced jump process [5,32,43]. The main new idea is to use these bounds in combination
with dimensional reduction from Section 2.4.
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4.1. Two-point function decay in two dimensions. The proof of the next theorem makes use
of the representation from Section 2.6, and closely follows [43]; an alternative proof could likely be
obtained by adapting instead [32]. In the next theorem Pβ refers to any infinite volume arboreal
gas measure (translation invariance of the limit is not needed).
Theorem 4.1. On Z2, for any β > 0, there is cβ > 0 such that
(4.1) Pβ[0↔ j] 6 |j|−cβ (j ∈ Z2).
To prove this theorem we will first prove an estimate that holds for any finite graph, and we will
then apply this to obtain estimates that are uniform in the limit Λ ↑ Z2. By (2.79), the connection
probability can be written in the horospherical coordinates of the H2|4 model as
(4.2) Pβ[0↔ j] = 〈etj 〉0β
where 〈·〉0β denotes the expectation with pinning at vertex 0. Explicitly, by (2.78), the measure 〈·〉0β
on the right-hand side can be written as the a = 3/2 case of
(4.3) Qβ,a(dt) =
1
Zβ,a
exp

−1
2
∑
i,j
βij(cosh(ti − tj)− 1)

D(β, t)a∏
i 6=0
dti,
where
(4.4) D(β, t) = D˜β(t)
∏
i
e−2ti ,
and where D˜β(t) was given explicitly in (2.75) and Zβ,a is a normalising constant. We have made
the parameter a explicit as our argument adapts that of [43], which concerned the case a = 1/2.
When a = 1/2 supersymmetry implies that Zβ,1/2 = 1 and EQβ,1/2(e
tk ) = 1 for all β = (βij) and
all k ∈ Λ. These identities require the following replacement when a 6= 1/2:
(4.5) Zβ,a is increasing in all of the βij , EQβ,a(e
2atk ) = 1 for all (βij) and all k ∈ Λ.
When a = 3/2 the first of these facts follow from the forest representation for the partition function,
see Proposition 2.9, and the second from Corollary 2.13, as computing the expectation of e3tk
corresponds to changing the pinning point. Proof that (4.5) holds for general half-integer a > 0
appears in [17], and we conjecture that these assumptions are true for any a > 0.
With (4.5) given, it is straightforward to adapt [43, Lemma 1] to obtain the following lemma. In
the next lemma we assume 0, i ∈ Λ, but we make no further assumptions beyond that β induces a
connected graph.
Lemma 4.2 (Sabot [43, Lemma 1] for a = 1/2). Let a > 0, s ∈ (0, 1), and γ > 0. Assume (4.5)
holds. Then for any v ∈ RΛ with vj = 1, v0 = 0, and
(4.6) γ|vi − vk| 6 1
2
(1− s)2 for all i ∼ k,
one has, with q = 1/(1 − s),
(4.7) EQβ,a(e
2astj ) 6 e−2asγe
1
2
γ2q2
∑
i,k(βik+2a)(vi−vk)
2
.
Proof. As mentioned, our proof is an adaptation of [43, Lemma 1], and hence we indicate the main
steps but will be somewhat brief. In this reference a = 1/2, Qβ,a is denoted Q, βij is denoted Wij,
and t is denoted by u. Let Qγβ,a denote the distribution of t− γv. Since the partition function does
not change under translation of the underlying measure, by following [43, Prop. 1] we obtain,
(4.8)
dQβ,a
dQγβ,a
(t) = exp

−1
2
∑
i,k
βik(cosh(ti − tk)− cosh(ti − tk + γ(vi − vk))

 D(β, t)a
D(β + γv, t)a
.
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With et replaced by e2at but otherwise exactly as in the argument leading to [43, (2)], by using
that s−1 and q are Ho¨lder conjugate and using the second part of (4.5),
EQβ,a(e
2astk ) = EQγβ,a
(
dQβ,a
dQγβ,a
e2astk
)
6 EQγβ,a
((
dQβ,a
dQγβ,a
)q)1/q (
EQγβ,a
(e2atk )
)s
6 EQγβ,a
((
dQβ,a
dQγβ,a
)q)1/q
e−2asγ .(4.9)
The expectation on the right-hand side is estimated as in [43], with the only change that
√
D(β, t)
is replaced by D(β, t)a in all expressions, and that the change of measure from Qβ,a to Qβ˜,a involves
the normalisation constants, i.e., a factor Zβ˜,a/Zβ,a. Setting γ
′ = γ(q − 1), we obtain
EQγβ,a
((
dQβ,a
dQγβ,a
)q)
= E
Qγ
′
β,a


(
dQβ,a
dQγβ,a
)q−1
dQβ,a
dQγ
′
β,a


6 E
Qγ
′
β,a

q
2
∑
i,k
βik cosh(ti − tk + γ′(vi − vk))(2q2γ2(vi − vk)2)


= e
1
2
∑
i,k βikq
3γ2(vi−vk)
2Zβ˜,a
Zβ,a
EQβ˜,a
((
D(β, t)
D(β˜, t)
)a)
(4.10)
where
(4.11) β˜ik = βik(1− 2q3γ2(vi − vk)2) ∈ [1
2
βik, βik].
The ratio of determinants is bounded using the matrix tree theorem as done on [43, p.7], and we
use that Zβ˜,a 6 Zβ,a, by (4.5). The result is (4.7). 
Proof of Theorem 4.1. We may choose s = 1/(2a) = 1/3 ∈ (0, 1) in Lemma 4.2. We then combine
(4.2) and (4.7) and choose v as a difference of Green functions (exactly as in [43, Section 2.2]) to
find that,
(4.12) Pβ[0↔ j] = EQβ,a(etj ) = EQβ,a(e2astj ) 6 |j|−cβ
as needed. In obtaining this infinite-volume estimate we have used that the polynomial decay
estimate holds for all finite subgraphs of Z2 that contain the ball of radius |j| centred at 0, as
containing this ball is sufficient for the effective resistance lower bound used in [43, Section 2.2]. 
4.2. Mermin–Wagner theorem. We now show that the vanishing of the density of the cluster
containing a fixed vertex on the torus also follows from a version of the classical Mermin–Wagner
theorem. We first derive an expression for a quantity closely related to the mean tree size. Theo-
rem 2.1 implies that
(4.13) [zj]β,h =
∑
F∈F
∏
ij∈F
βij
∏
T∈F
(1 +
∑
i∈T
(hi − 1j)),
which leads to
〈zi〉β,h = Eβ,h h|Ti|
1 + h|Ti| ,(4.14)
where Ti is the (random) tree containing the vertex i.
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Let Λ be a d-dimensional discrete torus, and let λ(p) by the Fourier multiplier of the correspond-
ing discrete Laplacian:
(4.15) λ(p) ≡
∑
j∈Λ
β0j(1− cos(p · j)), p ∈ Λ⋆
where · is the Euclidean inner product on Rd and Λ⋆ is the Fourier dual of the discrete torus Λ.
Theorem 4.3. Let d > 1, and let Λ be a d-dimensional discrete torus of side length L. Then
(4.16)
1
〈z0〉β,h ≥ 1 +
1
(2πL)d
∑
p∈Λ⋆
1
λ(p) + h
.
Proof. The proof is analogous to [5, Theorem 1.5]. We write the H0|2 expectations 〈ξiηj〉β,h and
〈zi〉β,h in horospherical coordinates using Corollary 2.10:
(4.17) 〈ξiηj〉β,h = 〈sisjeti+tj 〉β,h, 〈zi〉β,h = 〈eti〉β,h = 〈e2ti〉β,h.
Set
(4.18) S(p) =
1√
|Λ|
∑
j
ei(p·j)etjsj, D =
1√
|Λ|
∑
j
e−i(p·j)
∂
∂sj
.
Since the expectation of functions depending only on (s, t) in horospherical coordinates is an ex-
pectation with respect to a probability measure, denoted 〈·〉 from hereon, the Cauchy–Schwarz
inequality implies
(4.19) 〈|S(p)|2〉 > |〈S(p)DH˜〉|
2
〈|DH˜ |2〉 .
Since the density in horospherical coordinates is e−H˜(s,t), the probability measure 〈·〉 obeys the
integration by parts 〈FDH˜〉 = 〈DF 〉 identity for any function F = F (s, t) that does not grow too
fast. Therefore by translation invariance, with yi = sie
ti ,
〈|S(p)|2〉 = 1|Λ|
∑
j,l
eip·(j−l)〈yjyl〉 = 1|Λ|
∑
j,l
eip·(j−l)〈y0yj−l〉 =
∑
j
ei(p·j)〈y0yj〉,(4.20)
〈S(p)DH˜〉 = 〈DS(p)〉 = 1|Λ|
∑
j,l
eip·(j−l)〈∂yj
∂sl
〉 = 1|Λ|
∑
j
〈etj 〉 = 〈z0〉.(4.21)
By Cauchy–Schwarz, translation invariance, and (4.17) we also have
(4.22) 〈etj+tl〉 6 〈e2t0〉 = 〈z0〉.
Using (4.22) and the integration by parts identity it follows that
(4.23) 〈|DH˜|2〉 = 〈DD¯H˜〉 = 1|Λ|
∑
j,l
βjl〈etj+tl〉(1− cos(p · (j − l))) + h|Λ|
∑
j
〈etj 〉 6 〈z0〉(λ(p) + h).
In summary, we have proved
(4.24)
∑
j
ei(p·j)〈ξ0ηj〉 =
∑
j
ei(p·j)〈y0yj〉 = 〈|S(p)|2〉 > |〈S(p)DH˜〉|
2
〈|DH˜|2〉 >
〈z0〉
λ(p) + h
Summing over p ∈ Λ⋆ in the Fourier dual of Λ (with the sum correctly normalized), the left-hand
side becomes 〈ξ0η0〉. Using 〈z0〉 = 1− 〈ξ0η0〉 this then gives the claim:
(4.25)
1
〈z0〉 − 1 ≥
1
(2πL)d
∑
p∈Λ∗
1
λ(p) + h
.
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From the Mermin–Wagner theorem we obtain that on a finite torus of side length L the density
of the tree containing 0 tends to 0 as L→∞. We write . for inequalities that hold up to universal
constants.
Corollary 4.4. Let Λ be the 2-dimensional discrete torus of side length L. Then
(4.26) Eβ,0
|T0|
|Λ| .
1√
logL
.
Proof. For any h 6 1/|Λ| we have h|T0| 6 1. By Theorem 4.3, for d = 2 thus
(4.27) Eβ,h
|T0|
|Λ| =
1
|Λ|hEβ,hh|T0| 6
2
|Λ|hEβ,h
h|T0|
1 + h|T0| =
2
|Λ|h 〈z0〉β,h .
1
hL2 logL
where we used that, for all h > 0, the Green’s function of the discrete torus satisfies
(4.28)
1
(2πL)2
∑
p∈Λ⋆
1
λ(p) + h
& log(h−1 ∧ L).
Directly following the conclusion of the present proof, we shall show that if X is a random variable
with |X| 6 1, and if h≪ 1/|Λ|,
(4.29) |Eβ,hX − Eβ,0X| = O(h|Λ|).
Applying this estimate with X = |T0|/|Λ|, for h≪ 1/|Λ| we have
(4.30)
∣∣∣∣Eβ,h |T0||Λ| − Eβ,0 |T0||Λ|
∣∣∣∣ = O(hL2).
With h = L−2(logL)−1/2, combining both estimates gives
(4.31) Eβ,0
|T0|
|Λ| .
1
hL2 logL
+ hL2 .
1√
logL
.
Lemma 4.5. Let Λ be any finite graph with |Λ| vertices. Let X be a random variable with |X| 6 1.
Then for h≪ 1/|Λ|,
(4.32) |Eβ,hX − Eβ,0X| = O(h|Λ|).
Proof. By definition,
(4.33) Eβ,hX =
Eβ,0(X
∏
T∈F (1 + h|T |))
Eβ,0(
∏
T∈F (1 + h|T |))
.
With A′/(1 + ε)−A = (A′ −A)−A′(ε/(1 + ε)) = (A′ −A) + (A′/(1 + ε))ε we get
Eβ,hX − Eβ,0X = Eβ,0(X(
∏
T
(1 + h|T |)− 1))− Eβ,h(X)Eβ,0(
∏
T
(1 + h|T |) − 1).(4.34)
Since |X| 6 1 it suffices to bound
(4.35)
∏
T∈F
(1 + h|T |)− 1 =
∑
F ′⊂F
∏
T∈F ′
h|T |
where the sum runs over subforests F ′ of F , i.e., unions of the disjoint trees in F . Since
∑
i |Ti| 6 |Λ|,
(4.36)
∑
F ′⊂F
∏
T∈F ′
h|T | 6
∑
n>1
∑
i1,...,in
n∏
i=1
(h|Ti|) 6
∑
n>1
(
h
∑
i
|Ti|
)n
6
∑
n>1
(h|Λ|)n = O(h|Λ|)
whenever h|Λ| ≪ 1. 
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Appendix A. Percolation properties
In this appendix we indicate how to deduce Theorem 1.4 from our results in Section 4. We also
give proofs of the other unproven claims from Section 1. While we are unaware of any references
for these results, it is likely that they have been independently discovered in the past. In particular,
we thank G. Grimmett for pointing out Proposition 1.2.
A.1. Stochastic domination. The proof of Proposition 1.2 is an application of Holley’s inequality,
and we begin by recalling the set-up and result. For a finite set X and probability measures
µi : 2
X → [0,∞), µ1 convexly dominates µ2 if for all A,B ⊂ 2X
(A.1) µ1(A ∪B)µ2(A ∩B) > µ1(A)µ2(B).
Holley’s inequality, as stated in [18], says that µ1 convexly dominating µ2 is a sufficient condition
for µ1 to stochastically dominate µ2.
Proof of Proposition 1.2. To prove the proposition, we verify the condition (A.1) when µ1 is pβ
bond percolation and µ2 is the arboreal gas with parameter β. This is straightforward: if B is not
a forest the inequality is trivial because the right-hand side is 0, whereas if B is a forest then both
sides are actually equal. 
Remark 2. Proposition 1.2 implies a monotone coupling between the arboreal gas with parameter
β and pβ-bond percolation exists. An explicit construction of such a coupling would be interesting.
A.2. The arboreal gas in infinite volume. Let Λ ⊂ Zd be a finite set of vertices such that the
subgraph GΛ = (Λ, E(Λ)) induced by Λ is connected. Write PΛ,β for the arboreal graph measure on
GΛ. We recall from the introduction that we defined an arboreal gas measure on Z
d with parameter
β > 0 to be any translation invariant measure that arises as a subsequential limit of a sequence
PΛn,β for Λn ↑ Zd, where Λn ↑ Zd means that Λn is increasing and for any finite set A ⊂ Zd, there
is an nA such that A ⊂ Λn for n > nA.
Proof of Proposition 1.9. We consider the case of general non-negative weights β = (βij). We first
claim it suffices to prove that for any finite graph G = (V,E), any set E˜ of edges and any e /∈ E˜,
that
(A.2) PG,β[E˜ ∪ {e}] 6 PG,β[E˜]PG,β[e].
Note that this implies PG,β[E˜] is (weakly) monotone decreasing in βij for all edges ij /∈ E˜. The
sufficiency of this claim is a standard argument, but we provide it for completeness.
Observe that monotonicity and probabilities being bounded below by zero implies that for any
finite collection of edges E˜ in Zd, limn→∞ PGn,β[E˜] exists. This is because the transition from Gn
to Gn+1 can be viewed as a limit when β
(n)
ij (weakly) increases to β
(n+1)
ij – the increase is in fact
no change for ij ∈ E(Gn) and is positive for ij /∈ E(Gn). Moreover, the limit is independent of the
sequence Gn, as can be seen by interlacing any two sequence G
(i)
n that increase to Zd. By inclusion-
exclusion the probability of any cylinder event depending on edges E˜ can be expressed in terms of
the occurrence of finite subsets of edges in E˜, and hence every cylinder event has a well-defined
limiting probability. Since all cylinder probabilities converge, there is a well-defined probability
measure Pβ on {0, 1}E(Zd) that is the weak limit of the PGn,β. Moreover, Pβ is translation invariant
by the interlacing argument used above.
What remains is to prove (A.2). This is obvious if E˜ is the empty set of edges, so we may assume
E˜ is non-empty. We use an argument of Feder–Mihail [22]. In the proof of [22, Lemma 3.2] it is
shown that (A.2) follows if one knows, for all finite graphs G = (V,E), that
(i) PG,β [e, f ] 6 PG,β [e]PG,β [f ] for all distinct e, f ∈ E, and
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(ii) For any E˜ ⊂ E and e /∈ E˜, there is an f ∈ E such that PG,β[E˜ | e, f ] > PG,β[E˜ | e, f¯ ],
where f¯ means f is not present.
The first of these conditions is precisely Conjecture 1.8. The second is obvious: choose f ∈ E˜, for
which the right-hand side is zero. 
It is possible to define infinite-volume arboreal gas measures for more general boundary condi-
tions, see below.
A.3. Number of infinite trees. In this section we prove Proposition 1.1 by an adaption of the
Burton–Keane argument [12]. Our adaptation closely follows in [26]. See also [36].
We begin with some preliminaries regarding boundary conditions. Consider configurations ω ∈
{0, 1}E(Zd). A configuration ω is feasible if the subgraph of Zd with edges ω is a forest. For Λ ⊂ Zd
a finite subgraph and η ∈ {0, 1}E(Zd), define
(A.3) µηΛ(ω) ∝
∏
ij∈ω
βij1ω∧η feasible, ω ∈ {0, 1}E(Λ)
where ω ∧ η(e) is ω(e) for e ∈ Λ and η(e) for e /∈ Λ, and the product is over edges ij assigned 1 by
ω. The proportionality constant is
(A.4) ZηΛ(β) =
∑
ω∈{0,1}E(Λ)
∏
ij∈ω
βij1ω∧η feasible,
and we call µηΛ the arboreal gas on Λ with boundary condition η. In this section we define an
arboreal gas measure to be a measure that arises as a subsequential limit of µηΛn with Λn ↑ Zd.
The next lemma is variant of the finite-energy property of [12] for the arboreal gas. Similar
lemmas have been used previous, e.g., in [26]. Let Bm(x) denote a box of side-length m centred at
x ∈ Zd, and Bm such a box with arbitrary fixed centre.
Lemma A.1. Let m ∈ N. Let Λ be a finite connected subset of Zd containing Bm, and let η be
any feasible configuration. Then for any ω with µηΛ(ω) > 0, there is an ω
′ ∈ {0, 1}E(Λ) such that
• ω′ = ω off of Bm,
• for K ∈ N and points x1, . . . , xK ∈ ∂Bm that are not connected in ω ∧ η|Bcm , all xi are in
a single connected component of ω′ ∧ η, and
• µηΛ(ω′ | ω off Bm) > c > 0 with c uniform in Λ and η.
Proof. Construct a tree T in Bm that contains all of the xi and no other vertices in ∂Bm. This
is clearly possible, e.g., take a spanning tree of Bm, and delete all edges containing a vertex in
Bm \ {x1, . . . , xK}.
Define ω′ to be T on Bm and ω off of Bm. By construction, ω
′ is a forest, and all xi are in a
common tree of the forest. This verifies the first two conditions.
To verify the third, note that the probability of ω′ is
(A.5) Pηβ(ω
′ | ω off Bm) =
∏
ij∈E(T ) βij
ZηBm
>
∏
ij∈E(T ) βij
Z∅Bm
,
where the lower bound follows by the non-negative of the summands defining the partition functions.
This completes the proof as the lower bound depends only on m and K. 
Proposition A.2. Let µ be an infinite-volume arboreal gas measure. If k > 2 distinct infinite trees
intersect Bm in a configuration η, then there is an ω
′ ∈ {0, 1}E(Bm) such that
(A.6) µ(ω′ | η off Bm) > c > 0
and in ω′ there is exactly one infinite tree intersecting Bm.
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Proof. By definition, there is a sequence of finite volumes Λk ↑ Zd and a ξ ∈ {0, 1}E(Zd) such that
µξΛk → µ. The infinite trees of η identifies subsets of the boundary of Bm that are connected outside
Bm by η. For Λk that contain Bm, choose ω
′ from the previous lemma and choose x1, . . . , xk to be
points from each of the k distinct infinite trees. Then
(A.7) µ(ω′ | η off Bm) = lim
k→∞
µξΛk(ω
′ | η off Bm) > c > 0
by the uniform positivity of the previous lemma. By construction in ω′ there is only a single infinite
component intersecting Bm. 
Proof of Proposition 1.1. Apply the Burton–Keane argument; the argument is valid by the assump-
tion of translation invariance and Proposition A.2. 
Recall that a subset S of Zd is said to have density ρ if for each increasing sequence of (hyper)-
rectangles R1 ⊂ R2 ⊂ . . . with ∪n>1Rn = Zd,
(A.8) lim
n→∞
|S ∩Rn|
|Rn| = ρ.
It is straightforward to adapt [12, Theorem 1] to see that almost surely each tree of an arboreal
gas measure has a density (this density is zero for finite trees). Here we are using the assumption
of translation invariance (and the resulting ergodic decomposition). In particular, Proposition 1.1
implies that the probability θ(β) ≡ Pβ [|T0| =∞] that T0 is infinite is the density of the infinite
cluster.
Proof of Theorem 1.4. Consider a translation invariant arboreal gas measure P; by definition P
arises as a limit of finite-volume measures Pn on graphs Gn.
Towards a contradiction, suppose there is a value of β > 0 such that P [N = 1] = 1. This is the
only possibility if N 6= 0 a.s. by Proposition 1.1. Thus θ(β) > 0, and hence the infinite tree a.s.
has positive density under P. This is a contradiction, as Theorem 4.1 implies that En|T0|/|V (Gn)|
tends to zero. 
Appendix B. Rooted spanning forests and the uniform spanning tree
For the reader’s convenience, we include a short summary of the well-known representation of
rooted spanning forests and uniform spanning trees in the terms of the fermionic Gaussian free field
(fGFF). We follow the notation of Section 2. The fGFF is the unnormalised expectation on Ω2Λ
defined by
(B.1) [F ]fGFFβ,h ≡
(∏
i∈Λ
∂ηi∂ξi
)
exp
[
(ξ,∆βη) + (h, ξη)
]
F.
where ξη ≡ (ξiηi)i. The normalised version is again denoted by 〈·〉fGFFβ,h if [1]fGFFβ,h > 0; see Section 2.
It is straightforward that the fGFF is the properly normalised β → ∞ limit of the H0|2 model as
stated in the following fact; we omit the details.
Fact B.1. For all weights β and h,
(B.2) [F (ξ,η)]fGFFβ,h = limα→∞
1
α|Λ|
[
F (
√
αξ,
√
αη)
]
αβ,αh
,
where the unnormalised expectation on the right-hand side is that of the H0|2 model.
As a consequence of this fact and Theorem 2.1, the partition function of the fGFF can be
expressed in terms of weighted rooted spanning forests. Let Froot denote the set of all spanning
forests together with a choice of root vertex in each tree of the forest.
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Corollary B.2. For all weights β and h,
(B.3) [1]fGFFβ,h =
∑
F∈Froot
∏
(T,r)∈F

∏
ij∈T
βij

hr.
Corollary B.2 also has an elementary proof: it can be seen as a consequence of the matrix-tree
theorem.
The case of the uniform spanning tree (UST) is obtained by pinning the fGFF at a single arbitrary
vertex which we denote 0. This corresponds to taking hj = 1j=0, or equivalently to adding a factor
ξ0η0 inside the expectation. In analogy to Section 2, we denote the pinned expectation by an
additional superscript 0, i.e.,
(B.4) [F ]fGFF,0β = [ξ0η0F ]
fGFF
β .
The following corollary is then immediate from the previous one.
Corollary B.3. For all sets of edges S,
(B.5) PUSTβ [S] =

∏
ij∈S
βij(ξi − ξj)(ηi − ηj)


fGFF,0
β
.
For the UST, it is well-known that negative association holds, i.e., that the occurrence of disjoint
edges ij, kl are negatively correlated. Various proofs exist, see e.g. [22,25]. We include a new proof
that mimics the proof of the Ginibre inequality [23].
Proposition B.4. For the uniform spanning tree, negative association holds: for all distinct ij
and kl,
(B.6) PUSTβ [ij, kl] 6 P
UST
β [ij]P
UST
β [kl].
Proof. Consider the doubled Grassman algebra Ω4Λ with generators ξi, ηi, ξ
′
i, η
′
i where i ∈ Λ′. Abus-
ing notation, we write 〈·〉 for the product of the two fGFF expectations, i.e.,
(B.7) 〈F (ξ, η)G(ξ′, η′)〉 = 〈F (ξ, η)〉fGFF,0〈G(ξ, η)〉fGFF,0.
Set χij = (ξi − ξj)(ηi − ηj) and define χ′ij analogously. Then
(B.8) PUSTβ [ij, kl] − PUSTβ [ij]PUSTβ [kl] =
1
2
βijβkl〈(χij − χ′ij)(χkl − χ′kl)〉.
Mimicking Ginibre [23], we change generators in Ω4Λ according to
ξi 7→ 1√
2
(ξi + ξ
′
i), ηi 7→
1√
2
(ηi + η
′
i), ξ
′
i 7→
1√
2
(ξi − ξ′i), η′i 7→
1√
2
(ηi − η′i).(B.9)
The action defining the product of two fGFFs is invariant under this change of generator and the
integrand of the RHS of (B.8) transforms as
(χij − χ′ij)(χkl − χ′kl) 7→ − (ξi − ξj)(ξk − ξl)(η′i − η′j)(η′k − η′l)
− (ηi − ηj)(ηk − ηl)(ξ′i − ξ′j)(ξ′k − ξ′l)
− (ξi − ξj)(ηk − ηl)(ξ′k − ξ′l)(η′i − η′j)
− (ξk − ξl)(ηi − ηj)(ξ′i − ξ′j)(η′k − η′l).(B.10)
Taking the expectation, only the last two terms contribute since only monomials with the same
number of factors of ξ as η have non-vanishing expectation, e.g., 〈ξiξj〉fGFF = 0. These last two
terms give the same expectation:
(B.11) PUSTβ [ij, kl]−PUSTβ [ij]PUSTβ [kl] = −βijβkl〈(ξi − ξj)(ηk − ηl)〉fGFF,0〈(ξk − ξl)(ηi − ηj)〉fGFF,0.
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By (2.23) the two terms in the product on the right-hand side are equal, and hence the right-hand
side is non-positive. 
Remark 3. The right-hand side in (B.11) gives an alternate expression for the deficit ∆2ij,kl that
occurs in [22, Theorem 2.1].
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