Abstract. Our main result states that if M is a properly immersed minimal hypersurface with compact boundary and the multiplicity of projection of M on a hyperplane does not exceed s ∈ Z then M has quadratic volume growth and Θn(M) ≤ sκn, where Θn(M) is the volume density at infinity and κn ∼ πn/8 as n → ∞. This implies that any entire n-dimensional minimal graph must contain a 'massive' part lying in a certain cone in R n+1 . We also refine a recent estimate of the number N (n) of disjoint minimal graphs in R n+1 due to P. Li and J. Wang by showing that N (n) ≤ e(n + 1) 2 .
1. Introduction 1.1. Main results. The aim of this paper is to consider the metrical properties of higher dimensional minimal surfaces which can be projected onto a hyperplane with bounded multiplicity.
In [16] , we proved that a properly immersed minimal n-dimensional surface M in R n+p has Euclidean volume growth, provided any p-dimensional plane passing through the origin meets M in at most s points. Moreover, the following estimate for the volume growth holds (1) Θ n (M) := lim
where c n,p is a positive constant only dependent on n and p, B(R) is the extrinsic ball in R n+p centered at the origin, and Ω n is the volume of the n-dimensional Euclidean ball. We recall that the latter limit does exist by virtue of the monotonicity formula [11] for minimal submanifolds and it is called the volume density of M (at infinity).
Throughout this paper M = (M, u) denotes a hypersurface in R n+1 given by a proper immersion u(y) : M → R n+1 of an n-dimensional non-compact Riemannian manifold M . By Π we denote the hyperplane in R n+1 which is given by x n+1 = 0, and by X : R n+1 → Π we denote the corresponding orthogonal projection. Definition 1.1. A surface M is said to be a quasigraph (over Π), if X • u : M → Π is a proper map. We say that M is an exterior quasigraph if M has a compact boundary.
Given a quasigraph M, we define by s(x) the multiplicity of projection X • u : M → Π at x ∈ Π. If for some integer s, s(x) ≤ s for all x ∈ Π, we say that M is an s-quasigraph. Theorem 1.1. Let M be a minimal exterior s-quasigraph in R n+1 . Then M has Euclidean volume growth and
, and ω k denotes the area of the k-dimensional unit sphere.
A similar result in this direction was obtained by V.M. Miklyukov and the author in [7] for two-dimensional minimal surfaces in R 3 .
Remark 1.1. We point out that unlike the case (1), our present estimate (2) fails when co-dimension p ≥ 2. Indeed, there are (non-affine) minimal twodimensional surfaces M in R 4 which are entire graphs over a two-dimensional plane
Corollary 1.1. Let M be an exterior minimal graph in R n+1 . Then
where κ n is the constant in Theorem 1.1.
If M is an entire graph, i.e. s(x) ≡ 1, we have from the monotonicity formula that Θ n (M) ≥ 1, so our upper bound (4) provides a rather tight interval for admissible values of Θ n (M) (see Table 1 .1 below). In this connection we should mention the previous estimate due to E. Bombieri and E. Guisti [1, p. 40] which states that the volume of an n-dimensional area-minimizing surface with boundary lying in an extrinsic sphere does not exceed the one-half of the surface area of the sphere. Namely, the following 'one-half sphere' upper estimate for the volume density holds
In order to compare this inequality with (4) we notice that
which, in particular, shows that one can refer to (4) as to a 'one-quarter sphere' estimate.
The previous results are also applicable to the topological structure of the immersed manifold M . We recall that a set E ⊂ M is called an end of M if M \ E is compact. Then the maximal number of components M \ F (over all compact Table 1 . The values κ n for 2 ≤ n ≤ 10.
sets F ) is called the number of ends ℓ(M ) of M . Some upper estimates of ℓ(M ) when M is an immersed minimal submanifold were given by the author in [16] in terms of certain geometric averages, and by Q. Chen [3] in terms of volume growth V (M ∩ B(R)). In particular, Chen showed that ℓ(M ) ≤ Θ n (M). Thus, we have
If M is a minimal s-quasigraph then M has finitely many number of ends and ℓ(M ) ≤ κ n s.
In Section 3 we will give further applications to the minimal graphs. It is well known fact that an entire minimal graph M has to be planar if dimension n ≤ 7 [14] . On the other hand, in arbitrary dimension J. Moser [9] proved that M has to be planar provided that the slope of the graph is uniformly bounded. In contrast, our next result shows that a 'massive' part of any entire minimal graph must have a uniform bounded slope. Theorem 1.2. There exists a constant λ n > 0 such that for any entire minimal graph M of the form x n+1 = w(x) and any t > λ n , the part M t lying in the cone
n ), has positive angular density. This means that lim sup
where
is the orthogonal projection of M t onto Π, and | · | denotes the (n − 1)-dimensional surface measure on the sphere Σ(R) ⊂ Π of radius R centered at the origin.
We should point out that the previous assertion is valid without any additional assumption on M (see also Figure 2 below for the values of λ n ).
In a recent paper [5] , P. Li and J. Wang proved that the number of disjoint minimal graphs in R n+1 supported over distinct Euclidean domains in Π is finite and admit the following uniform upper bound
We refine the latter estimate by showing that N (n) actually has a polynomial growth.
Theorem 1.3. The maximal number of disjointly supported graphs in R n+1 satisfies N (n) ≤ e(n + 1) 2 .
1.2. Some general notation.
More special notations are explained within the text.
2. The volume density 2.1. Main inequality. In this section we suppose that M := (M, u) is a minimal surface given by a smooth immersion x = u(y) : M → R n+1 of an n-dimensional Riemannian manifold M . By ∇ and div we denote the standard covariant derivative and divergence operator on M .
We denote by X(x) = x : R n+1 → Π we denote the operator of orthogonal projection and consider the following auxiliary function
Clearly, ϕ ζ (t) is a bounded function of t for all n ≥ 2 and ζ ∈ R. It is also helpful for further analysis to note that
where h n defined by (3). Our first lemma plays a crucial role in the proof of the main results.
where N denotes the unit normal field to M and
Here
Proof. We have for the gradients (see, e.g., [4] )
where the symbols ⊤ and ⊥ denote the projections on the tangent space and normal spaces respectively. Hence, writing for simplicity v = X(u) and
we obtain
. which yields by (9)
Thus, we arrive at
Since the vectors e n+1 and X(u) are mutually orthogonal in R n+1 we have
and similarly, |e
Substitution the latter expressions in (10) yields
, hence, we get the following identity
. Now, using the mutual orthogonality of X(u) and e n+1 , we see
and Cauchy's inequality yields
where Φ ζ (ξ) > 0 is defined as follows
It remains to estimate the last expression. With this aim, we observe that
On the other hand, we have
Thus, Φ ′ ζ (ξ) = 0 whenever ϕ ζ (ξ) = 0. We consider the following three cases.
C a s e 2. If ζ ∈ (−h n ; 0], then ζ + h n > 0. Moreover, ϕ ζ (ξ) has a unique zero (by virtue of its monotonicity), say ξ 0 > 0, and
Therefore, it follows from (12) that the function Φ ζ attains its minimum value at ξ = ξ 0 and
Moreover, one can easily see that
where c n can be found by solving an equilibria equation
We notice that c n is really contained in (−h n , 0] since
and it follows that c n < 0. On the other hand,
C a s e 3. Finally, let ζ ≤ −h n . Then ϕ ζ (ξ) < 0, whence Φ ′ ζ (ξ) < 0, and
Summarizing these cases, we arrive at (7) and, therefore,
and the lemma is proved completely.
2.2. The angular density. Let M = (M, u) be a properly immersed surface (with or without boundary) and
The following quantity
is said to be the angular density of M. Obviously, the latter limit does not depend on r.
Initially, Θ 0 (M) gives rise to Teichmüller logarithmic area concept [17] in twodimensional quasiconformal mapping theory. An elegant application of Θ 0 (M) to Bernstein's and Nitsche's type theorems in two-dimensional case was obtained by V. Miklyukov in [6] . Our further strategy is to involve Θ 0 (M) in geometrical analysis of minimal quasigraphs and further use the coincidence of the volume and angular densities which is stated in the following auxiliary assertion.
Lemma 2.2. Let M be a properly immersed minimal hypersurface with a compact boundary. Then
whenever one of the quantities is finite.
Proof. Let r 0 be chosen such that u(∂M ) ⊂ B(r 0 ). We denote by S B (r) = {y ∈ M : u = r}.
We notice that ∇ u = u ⊤ , where u = u/ u denotes the normalized radius-vector of M. Then using the fact that M is a minimal surface we obtain div u ⊤ = n and applying co-area formula we get for t > r > r 0
Thus, m(t) := t −n V(M B (r, t)) is an increasing function and its limit as t → ∞ is equal to Θ n (M). On the other hand, using again
and co-area formula, we obtain
First, let Θ n (M) < ∞. Then we have by the definition
and we have from (16) and monotonicity of m(t) that
which provides finiteness of Θ 0 (M), and (15) follows. Now, suppose which contradicts the finiteness of the latter limit. Thus, m(t) is bounded and the preceding argument can be applied. The lemma is proved completely.
2.3. Proof of Theorem 1.1. By q(x), x ∈ Π, we denote the number of points y ∈ M such that X(u(y)) = x. In other words, q(x) is a counting function of the orthogonal projection M → Π. Let
q(x)dΣ be the average multiplicity of the projection. Lemma 2.3. Let M be a minimal exterior quasigraph. Then for any c ∈ R
and ϕ ζ (ξ) is defined in (6).
Proof. As a first step, we prove that for all r > r 0 and c ∈ R the following estimate holds
where M D (r, R) = {y ∈ M : r < X(u(y)) < R}.
It follows from the definition of an exterior quasigraph that
Using harmonicity of u n+1 and the estimate (19) sup
we obtain by integrating by parts
where ν denotes the outward unit normal field to S D (t). Now, in order to estimate the integrals in the right-hand side of (20) we fix a regular (for X • u ) value t and consider the orthogonal projection
We have for the Jacobian of F :
where the minimum is taken over all unit vectors E of the tangent space T y S D (t). Indeed, let {E j } n−1 j=1 be an orthonormal basis of the tangent space T y S D (t). Then
where E j := du(E j ) form an orthogonal system in R n+1 (since du is an isometry). By choosing a suitable rotation we can assume that E j ∈ Π for 1 ≤ j ≤ n − 2, and it follows then
which agrees (21). Moreover, we notice that (21) can be rewritten as
Hence, using the latter inequality, we have from (20), (19), and the change variables formula, that
and the the required estimate (18) follows. Now, we are ready to prove (17) . We have for all R > r > r 0
where F (r) = {y ∈ M : X(u(y)) ≤ r}. Since M is a quasigraph, F (r) is a compact set. Hence, for any c ∈ R we have from (11) Θ(R, r) =
where ξ = u n+1 / X(u) , and
Applying Lemma 2.1 and (18) to (22) we obtain
where C 1 (r) = C(r) + ω n−1 A ζ Q(r).
On the other hand, arguing as before, we see that the Jacobian of the projection map X • u : M → Π is equal to e n+1 , N . Therefore,
Thus, combining (24) and (23), we obtain from (22)
and the required inequality (25) follows now from the definition of Θ 0 (M).
Now, Theorem 1.1 is an immediate consequence of Lemma 2.2 and the assertion below.
Proof. Indeed, we have q(x) ≤ s, therefore Q(t) ≤ s. Then applying (8) to (17) we arrive at the desirable assertion.
Minimal graphs
Throughout this section we assume that a surface M is a graph of the kind
given over a domain G ⊂ Π = R n . This corresponds to our basic notation u = (x 1 , . . . , x n , w(x)).
If G = Π, the surface M is said to be an entire graph. Let E ⊂ Π be a measurable set. We call
the angular density of E.
As an immediate consequence of the latter definition we have
The latter limit, or the asymptotic angle of E, was recently used by Spruck in [15] to characterize asymptotic behavior of two-dimensional graphs over unbounded planar domains.
3.1. Proof of Theorem 1.2. Actually, we establish a slightly more general result, namely Lemma 3.2 below. Before formulate the corresponding assertion, we need some preliminary facts about function Φ ζ (ξ).
We shall suppose that the parameter ζ in (6) be chosen in (−h n , 1 − h n ). It follows then from (14) that h n > 1, hence we can apply Case 2 of the proof of Lemma 2.1. Then Φ ζ (λ), as a function of λ is decreasing for λ ∈ [0, c n ], and it is increasing when λ ∈ [c n , +∞). Moreover, we have
Hence, there is a unique point λ = Λ(ζ) such that the equality
′ λ < 0 at λ = Λ(ζ) and using (12), we get
A typical graph of Φ ζ (t) is shown on Figure 1 Lemma 3.1. Λ(ζ) is a decreasing function for ζ ∈ (−a n , 1 n−1 − a n ), with its range between Λ(−h n ) = +∞ and Λ(1 − h n ) = λ n . Here, λ n is a unique positive root of the equation
dc . Then differentiating (27) with using (12) yields
Thus, it follows from (28) that
and the lemma follows.
The graph of λ n -dependence is shown on Figure 2 . In particular, for 8 ≤ n ≤ 16, we have λ n ≥ 0.2. given by (26). As before, we write ξ(x) = w(x)/ x and denote by E(t) = {x ∈ Π : |ξ(x)| < t}.
Then M t = {x ∈ M : x ∈ E(t)} contains inside the following cone
n )}. Now, Theorem 1.2 will follow from the following more general assertion.
Lemma 3.2. Let M be an entire minimal graph. Then for any ζ such that −h n < ζ < 1 − h n , the set E(Λ(ζ)) has positive angular density and
In particular, Θ * 0 (E(t)) > 0 for all t > λ n . Proof. Since M is an entire graph, we have q(x) ≡ 1 everywhere in Π. Arguing as in the proof of Lemma 2.3, we obtain from (22) and (11) Θ(R, r) =
Applying (29) we get
and rearranging this we obtain
Thus, we have the following inequality
, and the assertion of the lemma follows now from monotonicity of Λ(t) stated in Lemma 3.1.
Remark 3.1. The previous assertion is meaningful for n ≥ 8 when there exist non-affine minimal graphs. In all known examples of such graphs, the function w(x) has polynomial growth α > 1 as x → ∞ (see, e.g., [12] ). On the other hand, Lemma 3.2 shows that w(x) must have a 'massive' sublinear part which is contained in a cone K t , t > λ n . It is interesting to compare this fact with standard homogeneous 'polynomials' like
with α > 1. Let N = {θ ∈ Σ(1) : g(θ) = 0} and suppose that ∇g(θ) = 0 on N . Then one can readily check that Θ * 0 ( E(t)) = 0, for all t > 0. This example shows that in contrast with the considered case, a minimal graph must have a very special structure near the 0-level set.
3.2. Disjoint minimal graphs. Following to [5] , we also say that a graph M given by (26) is supported on G if the following additional condition holds
Proof of Theorem 1.3. The argument we use below is a suitable modification of that one suggested in [5] . Let us consider an arbitrary collection of disjointly supported graphs M j = (G j , w j ), j = 1, . . . , N . It follows from the maximum principle and harmonicity of w j (in the intrinsic metric of M j ) that all G j are noncompact domains. Thus, we can assume without loss of generality that w j (x) > 0 in G j , otherwise, passing to the w j -sign-definite open components of the sets G j the number N must only increase.
We denote by M j (R) = M j ∩ B(R) and fix r 0 > 0 such that all M j (r 0 ) are non-empty sets. Define by
the lifting of w j on the surface M j and let
Then a new function
is well defined on M(R) for all R > r 0 . We also notice that new functions W j (x), as the (n + 1)-coordinate functions of M j , are harmonic on M j . Hence using the fact that all M j are disjointly supported and W R (x) > 0 on M(R) we obtain Applying the mean value theorem [5, Lemma 2] for W k (x) and taking into account positivity of W k (x) we obtain for any r > 0
Then substitution the last inequalities in (34) yields for all r > 0 and R > r 0 On the other hand, it follows from the inequality W k (x) ≤ t on M k (t) and (35) that
W k (x) dV(x) ≤ V(M k (t)) t n−1 ≤ (n + 1)Ω n t.
We claim that for any β > 1
Indeed, denote by q the latter limit; then for any q 1 < q there is a t 0 > 0 such that
and taking into account (37) we obtain (n + 1)Ω n β m t 0 ≥ f (β m t 0 ) ≥ q m 1 f (t 0 ). Letting m → ∞ we get β ≥ q 1 which yields β ≥ q and proves our claim.
Therefore, combining (36) and (38) we arrive at the following estimate
One can easily see that the minimum of the latter expression is attained at α 0 = n and it follows that N ≤ (n + 1) 2 1 + 1 n n < e(n + 1) 2 which completes the proof.
