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BOOK ANNOUNCEMENTS 
Dirk HAUSMANN, Adjacency on Polytopes in Combinatorial Optimization, Mathematical Systems in 
Economics (Managing editors: Prof. Dr. W. Eichhorn and Prof. Dr. R. Henn) (Verlag Anton Hain, 
Meisenheim GmbH, Konigstein/Ts., 1980) iii + 237 pp. 
Introduction and summary of results. 1. Fundamentals. 1.1. Polytopes, systems of subsets, graphs. 
1.2. Definition and properties of adjacent extreme points. 1.3. Algebraical adjacency characteriza- 
tions (a survey of the literature). 1.4. Combinatorial adjacency characterizations (a survey of the 
literature). 2. Coloring criferia. 2.1. Reduction theorems. 2.2. Implicants of a system of subsets. 2.3. 
Sufficiency of the coloring criteria. 2.4. Implementation of the simple coloring algorithm. 3. 
Adjacency characterizations for specific O-I polytopes. 3.1. Some immediate applications of the 
coloring criteria. 3.2. Adjacency of b-matchings. 3.3. Adjacency of branchings. 3.4. Adjacency of 
linear and partial orderings. 4. Appendix: PL/I programs for the coloring algorithm. 4.1. Adjacency 
of b-matchings. 4.2. Adjacency of branchings. 4.3. Adjacency of linear orderings. Bibliography. 
Index of symbols. Index of definitions. 
Fred S. ROBERTS, Measuremeni Theory with Applications to Decisionmaking, Utility and the Social 
Sciences, Encyclopedia of Mathematics and Its Applications 7 (Editor: Gian-Carlo Rota) (Addison- 
Wesley, London, Amsterdam, Don Mills - Ontario, Sydney, Tokyo, 1979) xiii + 420 pp. 
Introduction. 1. Measurement. 2. The Measurement Literature. 3. Decisionmaking. 4. Utility. 5. 
Mathematics. 6. Organization of the Book. References. Chapter 1. Relations. 1.1. Notation and 
Terminology. 1.2. Definition of a Relation. 1.3. Properties of Relations. 1.4. Equivalence of Rela- 
tions. 1.5. Weak Orders and Simple Orders. 1.6. Partial Orders. 1.7. Functions and Operations. 1.8. 
Relational Systems and the Notion of Reduction. References. Chapter2. FundamentalMeasurement, 
Derived Measurement, and the Uniqueness Problem. 2.1. The Theory of Fundamental Measurement. 
2.1.1. Formalization of Measurement. 2.1.2. Homomorphisms of Relational Systems. 2.1.3. The 
Representation and Uniqueness Problems. 2.2. Regular Scales. 2.2.1. Definition of Regularity. 2.2.2. 
Reduction and Regularity. 2.3. Scale Type. 2.4. Examples of Meaningful and Meaningless 
Statements. 2.5. Derived Measurement. 2.6. Some Applications to the Theory of Meaningfulness: 
Energy Use, Air Pollution, and the Consumer Price Index. 2.6.1. Energy Use; Arithmetic and 
Geometric Means. 2.6.2. Consumer Price Index. 2.6.3. Measurement of Air Pollution. Reference. 
Chapter 3. Three Representation Problems: Ordinal, Extensive, and DifSerence Measurement. 3.1. 
Ordinal Measurement. 3.1.1. Representation Theorem in the Finite Case. 3.1.2. The Uniqueness 
Theorem. 3.1.3. The Countable Case. 3.1.4. The Birkhoff-Milgram Theorem. 3.2. Extensive 
Measurement. 3.2. I. Holder’s Theorem. 3.2.2. Necessary and Sufficient Conditions for Extensive 
Measurement. 3.2.3. Uniqueness. 3.2.4. Additivity. 3.3. Difference Measurement. 3.3.1. Algebraic 
Difference Structures. 3.3.2. Necessary and Sufficient Conditions. 3.3.3. Uniqueness. References. 
Chapter 4. Applications to Psychophysical Scaling. 4.1. The Psychophysical Problem. 4.1 .I. 
Loudness. 4.1.2. The Physchophysical Function. 4.2. The Possible Psychophysical Laws. 4.2.1. 
Excursis: Solution of the Cauchy Equations. 4.2.2. Derivation of the Possible Psychophysical Laws. 
4.3. The Power Law. 4.3.1. Magnitude Estimation. 4.3.2. Consequences of the Power Law. 4.3.3. 
Cross-Modality Matching. 4.3.4. Attitude Scaling. 4.4. A Measurement Axiomation for Magnitude 
Estimation and Cross-Modality Matching. 4.4.1. Consistency Conditions. 4.4.2. Cross-Modality 
Ordering. 4.4.3. Magnitude Estimation as a Ratio Scale. References. Chapter 5. Produc/ Structures. 
5.1. Obtaining a Product Structure. 5.2. Calculating Ordinal Utility Functions by Reducing the 
Dimensionality. 5.3. Ordinal Utility Functions over Commodity Bundles. 5.4. Conjoint Measure- 
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ment. 5.4.1. Additivity. 5.42. Conjoint Measurement and the Balance of Trade. 5.4.3. The 
Lute-Tukey Theorem. 5.4.4. Conjoint Measurement under Equal Spacing. 5.4.5. Scott’s Theorem. 
5.5. Nonadditive Representations. 5.5.1. Decomposability and Polynomial Conjoint Measurement. 
5.5.2. Nondecomposable Representations. 5.6. Joint Scales of Individuals and Alternatives. 5.6.1. 
Guttman Scales. 5.6.2. Unfolding. References. Chapter 6. Nontransitive Indifference, Probabilistic 
Consistency, and Measurement without Numbers. 6.1. Semiorders and Interval Orders. 6.1.1. Non- 
transitivity of Indifference. 6.1.2. The Scott-Suppes Theorem. 6.1.3. Uniqueness. 6.1.4. Interval 
Orders and Measurement without Numbers. 6.1.5. Compatibility between a Weak Order and a Semi- 
order. 6.1.6. Uniqueness Revisited. 6.1.7. Proof of the Scott-Suppes Theorem. 6.1.8. Semiordered 
Versions of Other Measurement Representations. 6.2. The Theory of Probabilistic Consistency. 
6.2.1. Pair Comparison Systems. 6.2.2. Probabilistic Utility Models. 6.2.2.1. The Weak Utility 
Model. 6.2.2.2. The Strong Utility Model. 6.2.2.3. The Fechnerian Utility Model. 6.2.2.4. The Strict 
Utility Model. 6.2.3. Transitivity Conditions. 6.2.4. Homogeneous Families of Semiorders. 6.2.5. 
Beyond Binary Choices. References. Chapter 7. Decisionmaking under Risk or Uncertainty. 7.1. The 
Expected Utility Rule and the Expected Utility Hypothesis. 7.2. Use of the EU Rule and Hypothesis 
in Decisionmaking. 7.2.1. Lotteries. 7.2.2. Utility from Expected Utility. 7.2.3. A Basic Reference 
Lottery Ticket. 7.2.4. The Utility of Money. 7.2.5. The Allais Paradox. 7.2.6. The Public Health 
Problem: The Value of a Life. 7.3. Multidimensional Alternatives. 7.3.1. Reducing Number of 
Dimensions. 7.3.2. Additive Utility Functions. 7.3.3. Quasi-additive Utility Functions. 7.4. Mixture 
Spaces. 7.5. Subjective Probability. References. Chapter 8. Subjective Probability. 8.1. Objective 
Probability. 8.2. Subjective Probability. 8.3. Direct Estimation of Subjective Probability. 8.4. 
Subjective Probability from Preferences among Lotteries: The SEU Hypothesis. 8.4.1. If Utility is 
Known. 8.4.2. If Utility is Not Known. 8.4.3. The Savage Axioms for Expected Utility. 8.5. The 
Existence of a Measure of Subjective Probability. 8.5.1. The de Finetti Axioms. 8.5.2. Insufficiency 
of the de Finetti Axioms. 8.5.3. Conditions Sufficient for a Subjective Probability Measure. 8.5.4. 
Necessary and Sufficient Conditions for a Subjective Probability Measure in the Finite Case. 8.5.5. 
Necessary and Sufficient Conditions for a Subjective Probability Measure in the General Case. 
References. Author Index. Subject Index. 
Nicos CHRISTOFIDES, Aristide MINGOZZI, Paolo TOTH and Claudio SANDI, editors, Combina- 
torial Opfimization, A Wiley-lnterscience publication (J. Wiley, Chichester, New York, Brisbane, 
Toronto, 1979) x + 425 pp. 
1. Branch and Bound Methods for Integer Programming - R.S. Garfinkel. 2. The Theory of Cutiing 
Planes - R. Jeroslow. 3. Subgradient Optimization - C. Sandi. 4. A Partial Order in the Solution 
Space of Bivalent Programs - P.L. Hammer and S. Nguyen. 5. The Complexity of Combinatorial 
Optimization Algorithms and the Challenge of Heuristics - F. Maffioli. 6. The Travelling Salesman 
Problem - N. Christofides. 7. Set Partioning - A Survey - E. Balas and M.W. Padberg. 8. The 
Graph-Colouring Problem - S.M. Korman. 9. The O-1 Knapsack Problem - S. Martello and 
P. Toth. 10. Complexity and Efficiency in Minimax Network Location - G.Y. Handler. II. The 
Vehicle Routing Problem - N. Christofides, A. Mingozzi and P. Toth. 12. Loading Problems - N. 
Christofides, A. Mingozzi and P. Toth. 13. Minimizing Maximum Lateness on One Machine: 
Algorithms and Applications - B. Lageweg, J.K. Lenstra and A.H.G. Rinnoy Kan. 14. The Crew 
Scheduling Problem: A Travelling Salesman Approach - F. Giannessi and B. Nicoletti. 15. Graph 
Theoretic Approaches to Foreign Exchange Operations - N. Christofides, R.D. Hewins and G.R. 
Salkin. Index. 
Vladimir KUCERA, Discrete Linear Control: The Polynomial Equation Approach (J. Wiley, 
Chichester, New York, Brisbane, Totonto, 1979) 206 pp. 
Chapter 1. Introduction. Chapter 2. Background Mathematics. 1. Rings and Fields. 2. Sequences. 3. 
Polynomials. 4. Polynomial Fractions. 5. Matrices. 6. Sequential Matrices. 7. Polynomial Matrices. 
8. Smith Form. 9. Matrix Fractions. 10. Spectral Factorization. 11. Norms. 12. Discrete Linear 
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Systems. 13. Random Sequences. 14. Notes and References. Chapter 2. Linear Diophantine Equa- 
tions. 1. Polynomial Equations. 2. Unilateral Polynomial Matrix Equations. 3. Bilateral Polynomial 
Matrix Equations. 4. Equations over Sequences. 5. Notes and References. Chapter 4. Deterministic 
Control. 1. Problem Formulation. 2. Time Optimal Control. 3. Least Squares Control. 4. Other 
Control Strategies. 5. Utilizing Nonuniqueness of Optimal Control. 6. State Variable Feedback. 7. 
Application: River Gates. 8. Notes and References. Chapter 5. Feedback Systems. 1. Structure of 
Feedback Systems. 2. Assigning the Invariant Polynomials. 3. Stability of Feedback Systems. 4. 
Stabilizing the Plant. 5. Application: Cascaded Vehicles. 6. Notes and References. Chapter 6. 
Stochastic Control. 1. Problem Formulation. 2. Minimum Variance Control. 3. The LQG Problem. 
4. Application: Nuclear Reactor. 5. Notes and References. Chapter 7. ComputationalAZgorifhms. 1. 
Division of Polynomials. 2. Expansion of Polynomial Fractions. 3. GCD and LCM of Polynomials. 
4. Stability Test for Polynomials. 5. Quadratic Norm of Sequences. 6. Spectral Factorization of 
Polynomials. 7. Smith Form of Polynomial Matrices. 8. Determinant of Polynomial Matrices. 9. 
Division of Polynomial Matrices. 10. GCD and LCM of Polynomial Matrices. 11. Extraction of 
Matrix Divisors. 12. Coprime Matrix Fraction Representations. 13. Spectral Factorization of 
Polynomial Matrices. 14. Inversion of Polynomial Matrices. 15. Notes and References. References. 
Glossary of Notation. Author Index. Subject Index. 
P. KALL and A. PREKOPA, editors, Recent Results in Stochastic Programming, Lecture Notes in 
Economics and Mathematical Systems 179 (Managing editors: M. Beckmann and H.P. Kunzi) (Springer- 
Verlag, Berlin, Heidelberg, New York, 1980) ix + 237 pp. 
1. Theoretical Results. B. Bereanu - Stochastic-Parametric Linear Programs II. G. Bol - A Necessary 
Condition for Continuity in Parametric Linear Programming. B. Brosowski - On Parametric Linear 
Optimization IV. Differentiable Parameter Functions. L. Groenewegen and J. Wessels - Conditions 
for Optimality in Multi-Stage Stochastic Programming Problems. W.-R. Heilmann - A Note on 
Sequential Minimax Rules for Stochastic Linear Programs. W.K. Klein Haneveld - A Dual of a 
Dynamic lnventory Control Model: The Deterministic and Stochastic Case. Y. Rinott - Convexity 
and Optimization in Certain Problems in Statistics. II. Applications and Merhods. I. Deak - Com- 
putation of Multiple Normal Probabilities. J. Dupacova - Water Resources System Modelling Using 
Stochastic Programming with Recourse. P. Kall - Solving Complete Fixed Recourse Problems by 
Successive Discretization - Extended Abstract. J.G. Kallberg and W.T. Ziemba - An Extended 
Frank-Wolfe Algorithm with Application to Portfolio Selection Problems. H.F. Karreman - Duality 
in Stochastic Programming Applied to the Design and Operation of Reservoirs. P. Kelle - Chance 
Constrained Inventory Model for an Asphalt Mixing Problem. K. Marti - Solving Stochastic Linear 
Programs by Semi-Stochastic Approximation Algorithms. A. Prekopa - Network Planning Using 
Two-Stage Programming under Uncertainty. 
Amnon RAPOPORT, James P. KAHAN, Sandra G. FUNK and Abraham D. HOROWITZ, Coalition 
Formation by Sophisticated Players, Lecture Notes in Economics and Mathematical Systems 169 
(Managing editors: M. Beckmann and H.P. Kunzi) (Springer-Verlag, Berlin, Heidelberg, New York, 
1979) vii + 170 pp. 
Chapter I. Rationality and Coalition Formation Experiments. 1.1. Players and Rationality. 1.2. 
Previous Research Paradigms. 1.3. Predictability of “Rational” Play. 1.4. Purposes of the Present 
Study. Chapter ZZ. Experimental Method. 2.1. Subjects. 2.2. Procedure. 2.2.1. The Coalitions 
Program. 2.2.2, Communication Order and Role Assignment. 2.3. Experimental Games. Chapter 
ZZZ. Experimental Result. 3.1. Preliminary Examinations. 3.2. Comparisons with Previous Studies. 
3.3. Tests of the Models. 3.3.1. The Bargaining Set Mf’). 3.3.2. The Competitive Bargaining Set wf’). 
3.3.3. The Kernel. 3.3.4. Equal Share Analysis. 3.4. Bargaining Process Analysis. 3.4.1. Messages. 
3.4.2. Tracing Procedure. Chapter IV. Discussion and Conclusions. References. Appendix: Game 
Protocols. 
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Rainer E. BURKHARD and Ulrich DERIGS, Assignment and Matching Problems: Solution Methods 
with FORTRAN-Programs, Lecture Notes in Economics and Mathematical Systems 184 (Managing 
editors: M. Beckmann and H.P. Kunzi) (Springer-Verlag, Berlin, Heidelberg, New York, 1980) 148 pp. 
Introduction. 1. The Linear Sum Assignment Problem. 2. The Linear Bottleneck Assignment 
Problem. 3. The Cardinality Matching Problem. 4. The Sum Matching Problem. 5. The Bottleneck 
Matching Problem. 6. The Chinese Postman Problem. 7. Quadratic Assignment Problems. 8. QAP 
Heuristic 1: The method of increasing degree of freedom. 9. QAP Heuristic 2: Cutting plane and 
exchange method. 10. General Subroutines. 
Kurt ARBENZ et Alfred WOHLHAUSER, Analyse Numhique, Methodes Mathematiques pour 
l’lngenieur 1 (Presses Polytechniques Romandes, 1980) ix + 84 pp. 
Introduction. Chapitre I. Methode des Moindres Carres. 1.1. Introduction. 1.1.1. Exemple: boule 
roulante. 1.1.2. Exemple: probleme de navigations. 1.1.3. Exemple: trajectoire d’un avion. 1.2. 
Methode generale. 1.2.1. Exemple: plan d’un terrain. 1.3. Moindres car& pond&es. 1.4. Methode 
des moindres car& pour des equations non linearies. 1.4.1. Exemple: navigation hyperbolique. 1.5. 
Exercices. Chapitre 2. Resolution d’Equations par des Me’thodes Iteratives. 2.1. Introduction. 2.2. 
Methode de Newton-Raphson. 2.2.1. Exemple: calcul iteratif de la valeu reciproque. 2.2.2. Exemple: 
comparaison de differentes formules de recurrence. 2.3. Methode de Newton-Raphson pour deux 
inconnues. 2.3.1. Exemple: transformation a deux inconnues. 2.3.2. Exemple: extrema d’une 
fonction a deux variables. 2.4. Methode du point fixe. 2.4.1. Theortme du point fixe. 2.4.2. DCmon- 
stration du theoreme du point fixe. 2.4.3. Interpretation geometrique du theoreme du point fixe. 
2.4.4. Exemple: resolution iterative de l’equation quadratique. 2.4.5. Exemple: convergence de la 
methode de Newton-Raphson. 2.4.6. Example: methode de Picard pour la resolution d’equations 
difftrentialles. 2.5. Algorithme de Jacobi. 2.5.1. Exemple: resolution iterative d’un systeme d’equa- 
tions lineaires. 2.5.2. Exemple: inverse numerique d’une matrice. 2.6. Exercices. Chapitre 3. /?qua- 
tions aux Differences. 3.1. Introduction. 3.2. Equations lineaires aux differences a coefficients con- 
stants. 3.2.1. Definitions. 3.2.2. Solution generale de l’equation homogene. 3.2.3. Solution g&r&ale 
de l’equation non homogene. 3.2.4. Representation graphique d’une equation lineare aux differences 
a coefficients constants. 3.2.5. Exemple: representation schematique. 3.2.6. Exemple: reseau 
eletrique. 3.3. Resolution numerique de I’equation algebrique. 3.3.1. Example: racines simples. 3.3.2. 
Exemple: racines complexes conjuguees. 3.4. Exercices. Chapitre 4. Valeurs Propres et Vecteurs 
Propres. 4.1. Introduction. 4.2. Generalities. 4.3. Algorithme de la puissance iteree. 4.3.1. Exemple: 
calcul iteratif de valeurs propres et vecteurs propres. 4.4. Exercices. Chapitre 5. Interpolation Poly- 
nomiale. 5.1. Introduction. 5.2. Interpolation lineaire. 5.3. Interpolation quadratique. 5.4. Formule 
d’interpolation de Lagrange. 5.4.1, Exemple: interpolation cubique. 5.5. Integration numerique. 
5.5.1. Formule des trapezes. 5.5.2. Formule de Simpson. 5.5.3. Remarque sur l’erreur. 5.5.4. 
Exemple: comparaison des deux mtthodes d’integration numerique. 5.6. Differentiation numerique. 
5.6.1. Application a la resolution de l’equation de Laplace. 5.7. Exercices. Chapitre 6. Resolution 
d’gquaiions Differentielles Methodes Numeriques et Graphiques. 6.1. Methode graphique des 
isoclines appliquee a l’equation du premier ordre. 6.1.1. Exemple: resolution d’une equation du 
premier ordre. 6.2. Methode graphique des isoclines appliquee & l’equation autonome du deuxieme 
ordre. 6.2.1. Exemple: resolution d’une equation autonome du deuxieme ordre. 6.2.2. Exemple: 
mouvement de la pendule. 6.3. Methodes numeriques pour l’equation du premier ordre. 6.3.1. 
Methode d’Euler. 6.3.2. Exemple: resolution d’une equation selon la methode d’Euler. 6.3.3. 
Methode utilisant la formule de Taylor. 6.3.4. Exemple: resolution d’une equation selon la methode 
de Taylor. 6.3.5. Methodes de Runge-Kutta. 6.3.6. Exemple: resolution d’une equation selon 1es 
methodes de Runge-Kutta. 6.4. Methodes numeriques pour le systeme de deux equations du premier 
ordre. 6.4.1. Methode utilisant la formule de Taylor. 6.4.2. Exemple: resolution d’un systeme 
d’equations selon la methode de Taylor. 6.4.3. Methode de Runge-Kutta. 6.4.4. Exemple: resolution 
d’un systeme d’equations selon la methode de Runge-Kutta. 6.4.5. Exemple: probleme balistique. 
6.5. Exercices. Bibliographie. Index Analytique. 
