Abstract: In this paper a novel solution is proposed for the stabilisation of Linear Differential Inclusions (LDI) with a continuous state feedback minimum effort control that is designed according to a smoothed polyhedral Lyapunov function. Algorithms from the literature are available to build polyhedral Lyapunov functions, which are convenient as they constitute a universal class for the solution of the stabilizability problem. It is however desirable to smooth the piecewise linear function, so that gradient based controllers, like the minimum effort one, provide continuous control signals. Polyhedral functions are here reinterpreted as intersections of linear functions through the use of R-functions, and the corresponding level curves can be easily smoothed progressively towards the origin using a free parameter. Results are compared with another similar method on some benchmark control problems from literature.
INTRODUCTION
A large variety of practical systems is characterised by both continuous and discrete dynamics. Interactions between such dynamics make the overall system behave in a hybrid way. A classic example is provided by switching systems, where discrete events make the systems dynamics switch among a set of possible ones [1] . Recently it was shown that stability of switched linear systems with arbitrary switching is equivalent to the robust asymptotic stability problem for polytopic uncertain linear timevariant systems, see [2] for a survey. This was an important contribution as several strong stability conditions were already known for the second class of problems. In this context, Linear Differential Inclusions (LDI) are a simple way of modeling systems affected by nonlinearities and time-variant uncertainties. Many problems concerning linear switching systems can be also treated in the LDI framework [3] , [4] . The stabilizability problem of linear systems under arbitrary switchings can be formulated as the stabilizability problem of a particular linear timevariant system.
The classic solution of the stabilisation problem is based on the use of a Lyapunov Function (LF). The main problem here is due to the difficulty of finding a suitable LF. A certain class of functions is called universal for the stabilisation (or stability) problem if stabilizability (or stability) is equivalent to stabilizability (or stability) by means of an LF in that class [5] . It is well known that quadratic functions are numerically convenient but do not represent a universal class [1] , [6] . On the other hand, piecewise linear (polyhedral) functions are universal for the robust stabilisation problem; this implies that if the problem of ultimately bounding the state in an assigned convex set via state feedback control can be solved with an LF and a continuous state feedback controller, then it can be solved via a polyhedral LF and a continuous control [7] . The implementation of piecewise linear LF causes some undesirable highly nonsmooth behaviour for the feedback controller, due to the lack of differentiability of the polyhedral functions. This is the main reason why smoothed polyhedral functions generally outperform polyhedral functions in terms of control signal [5] , [8] .
In this paper a new class of smoothed polyhedral functions is presented, and the substantial differences with respect to previous classes are described. The novel control LF is an R-function. Theory of R-functions was proposed by Rvachev about forty years ago [9] , [10] and it provides the equivalent of logic (Boolean) functions (AND, OR, NOT) to compute geometrical operations (intersection, union, complementary set). Early applications of R-functions belong to the field of mechanical engineering, see for instance [11] , [12] and the references therein. More recently they have been used also for control applications as candidate LFs to improve the estimate of the Region of Asymptotic Stability (RAS) [13] , [14] . As a consequence nonconventional, star convex RAS estimates were obtained, in contrast with classic convex results [15] . This paper shows that R-functions can be used conveniently also to handle stabilizability problems, by using a gradient based feedback control [16] . Classic examples from literature show the differences of the proposed smooth technique with respect to other norms previously investigated in the literature (e.g. high-order polyhedral norms).
The paper is organised as follows: next section shortly describes R-functions. Section 3 illustrates the use of Rfunctions as differentiable control LF with the use of minimum effort control, thus obtaining a continuous law [17] . Section 4 provides examples of some control problems of linear systems with time-variant uncertainties. In the last section we conclude the paper and summarise our findings.
R-FUNCTIONS

Theoretical background
This section describes R-functions as they will be used as the basic tool to compose linear functions. Here only the basic notions of R-functions and the properties useful for our purposes will be presented. A full account of their theory can be found in [11] . Here, the same notation already introduced in [14] is used.
R-functions are logically charged real functions, which are functions of several real variables having the property that their signs are completely determined by the signs of their arguments. The connection between a real valued function and a boolean function is made by using the Heaviside function S 2 defined as Informally, a real function f Φ : R n → R is an Rfunction if it can change its property (sign) only when some of its arguments change the same property (sign). Therefore the commutative diagram of Figure 1 implies that given an arbitrary logic function Φ, it is possible to find an equivalent representation with R-functions. Heaviside functions allow one to pass from real valued functions to Boolean functions. Summarising, R-functions replace the logical and set-theoretic constructions with the corresponding real-valued functions.
The representation of geometrical operations such as intersection and union of subsets is not possible using only polynomial functions [9] , therefore additional functions as p-roots are required [10] . For example possible composition rules that exploit square roots, respectively of negation, intersection and union, are the following:
To improve clarity, in the union and intersection operations dependence from α is indicated explicitly. The multiplicative factor
normalises the composed R-function which is equal to 1 in the points where both f 1 and f 2 are equal to 1. Besides, the normalisation factor is always positive and therefore it does not affect the sign properties of the composed function; equations (2) are valid composition rules because it is always possible to establish the sign of f ¬ , f α ∩ and f α ∪ by just knowing the signs of f 1 and f 2 accordingly to classic Boolean rules. This follows from applying the law of cosines and the triangle inequality to the triangle of sides f 1 , f 2 and f 2 1 + f 2 2 − 2αf 1 f 2 , in the case that α is the cosine of the angle included between f 1 and f 2 .
Remark: Note that in case of α = 1, equations (2) for intersection and union simplify to respectively f
It is also convenient to add the notationf as the subset of R n where the function f is strictly positive.
We will only consider functions whose associatedf is a connected set.
Remark: Note that functions for intersections f α ∩ and unions f α ∪ are differentiable, respectively inf ∩ andf ∪ , ∀α ∈ [0, 1).
Arbitrary unions and intersections between regions can be computed by applying the equations (2) iteratively, in analogy with usual Boolean logic equations.
Example: A rectangle in R 2 of sides a and b centered at the origin can be described analytically intersecting the regions Figure 2 shows the intersection function f α ∩ (x) in the setf ∩ in the cases α = 0 (left) and α = 1 (right). We remark that as a consequence of the commutativity between sets and functions, also f ∩ =f 1 ∩f 2 ∩f 3 ∩f 4 . It is evident that the bounding setf ∩ is independent from α, as the composed function is positive inside the rectangle, zero on the boundary and negative outside. However, level curves are clearly affected by the choice of α and in the case α = 0 they are evidently smoother. Figure 3 illustrates the level curves of the intersection and the union of two different rectangleshaped R-functions, in the nonsmooth limit case of α = 1 and in the case α = 0.9.
Remark: R-functions can be used to compose general functions and not just piecewise linear ones. Examples of different compositions for control applications can be found in [13] and [14] . Although theory of R-functions is much more than what rectangles in the case α = 1. On the bottom, the case α = 0.9 is shown. The second case gives rise to smoother inner level curves.
has just been described until now, the previous concepts on R-composition are enough for the purposes of this work.
Differences between R-functions and classic piecewise linear functions
The main goal of this paper is to propose a new class of smoothed polyhedral Control Lyapunov Functions (CLFs). As previously introduced, polyhedral (or piecewise linear) CLFs represent a universal class for solving the stabilisation problem [7] . R-functions basically provide a different way of representing a polyhedral function by intersecting linear functions, and therefore R-functions represent a universal class for the stabilisation problem as well.
It is important to remark that R-functions generalise piecewise linear functions, which can be obtained as a special case if intersections are computed with fixed α = 1, as anticipated in the first remark of the previous section.
In the literature, intersections and unions of Lyapunov functions have been performed through min and max operators:
Two examples from the literature are [18] and [19] , where single V i are quadratic functions. Also [20] combines quadratic functions in a similar way, calling the composition a Lyapunov-like function, as the classic condition of differentiability of LFs is relaxed.
Here, the final objective is to use R-functions with smaller values of α so that the level curves are always differentiable and a gradient based controller provides continuous control signals [17] . Here, we follow an approach which is very close to that of Blanchini in [8] , but the difference is that in his case the polyhedral CLF is smoothed by a highorder polynomial norm, and homothetic sublevel sets are obtained. The approach proposed here smooths the inner sublevel sets as shown in Figure 3 in a non-homothetic way. In particular, inner level curves become smoother close to the origin, which is expected to be convenient to improve the control performance.
CONTROL LYAPUNOV R-FUNCTIONS
Let us consider the following LDI system (with the notation of [4] ):ẋ
where
and conv {·} denotes the convex hull. Alternatively, the same problem can be stated with a slightly different notation (7) which is more typical of polytopic uncertain linear time-variant systems. We remind that from a stability point of view, the two problems are equivalent.
where the state x (t) and the controlled inputs u (t) belong to R n and R q respectively. The uncertain time-variant parameter µ (t) ∈ R m is a piecewise continuous function. The system matrix A (µ (t)) is constrained to belong to the matrix polytope
and A i are known matrices of appropriate dimensions. As already mentioned, although it might look surprising, studying the stability of systems (6) or (7) corresponds to studying the stability of a switching system where the state matrix is allowed to vary among the set of A i [2] .
In the following we assume that a suitable polyhedral function for the stabilisation problem is available, for instance it can be found using methods outlined in [21] , [7] or [22] . The polyhedral function is usually described by equationΨ
whereΨ : R n → R, F is an r × n full-column rank matrix and sublevel sets have the shape of a polyhedron with 2r sides.
The corresponding R-function R α ∩ is computed as the intersection of the 1−level set of the linear constraints forming (10) . This is explained in the two-step procedure (11)- (12) for clarity:
. . , r, (11) where F i is the i-th row of F , and then
Finally, it is remarked that the polyhedron R α ∩ (x) = 0 is exactly the same described by F x ∞ = 1. The particular choice of the 1−level set does not affect the generality of the approach, because the state can be appropriately rescaled. Procedure (11)- (12) was divided in two steps to emphasise the 0-symmetry of the polyhedron and it is equivalent to the method applied in section (2.1) for the case of a simple rectangle.
As previously remarked, R α ∩ (x) > 0 ∀x s.t. F x ∞ < 1 and max
and according to classic LFs, V is now a positive definite function (see [13] for further details). A CLF V with speed of convergence β (also called contractivity factor ) must satisfy ∇V (x)ẋ ≤ −βV (x) (14) where the gradient ∇V is considered a row vector. Equation (14) is guaranteed by all and only control signals u such that
The set of feasible controls of (15) is convex for each x since it is the intersection of hyperplanes. Therefore, provided that such set is not empty, it is possible to choose the control with minimum 2-norm which is known in literature as minimum effort control [16] . The explicit expression of the control is
According to [17] , the minimum effort control is continuous if the CLF V is differentiable everywhere (except at the origin). For this reason, even if the polyhedral function V obtained from an R-function with α = 1 is universal, it is convenient to decrease the value of the parameter α so that differentiability is gained, and a continuous control signal is obtained with a gradient based strategy like (16) .
As already mentioned, 1 − R α=1 ∩ is guaranteed to correspond to a CLF, while if α < 1 smooth differentiable level curves are obtained, but it must be proved that it still corresponds to a CLF. This can be established analytically thanks to the necessary and sufficient condition presented in [16] (Theorem 5.1). This theorem states that a sufficient condition for stabilizability of systems (6) or (7) with the Lyapunov function V and bounding function c 0 = βV is
and (17) becomes also necessary if the strict inequality is relaxed with the ≤ sign. The previous theorem can be used as an effective analytical tool to prove that the smoothing with a particular value of α still gives rise to a CLF. In case the test fails, it is possible to search iteratively for a good value of α smaller than 1 to preserve differentiability. This test is expected to be always successful for continuity issues, at least in a small enough neighborhood of α = 1.
EXAMPLES
This section compares the proposed smoothed CLF with another classic smoothing method for some benchmark problems. In the first example [5] the linear uncertain dynamical system ẋ 1 (t)
with bounded uncertainty |δ(t)| ≤ 0.5 is required to be stabilised. Similarly to [5] , we assume that a stablising functionΨ(x) = F x ∞ is given:
As a first step, the polyhedral function has to be written as an R-function by applying the intersection operator, for instance choosing parameter α = 0. In this case, the necessary and sufficient condition (17) is satisfied, therefore
is a smooth CLF. Value of β was chosen equal to 4.5, to have comparable control results with [5] . Figure 4 shows state trajectories of the controlled system starting from four different initial conditions. Trajectories are in accordance with the smoothed level curves. The proposed control is now compared with the smoothed CLF proposed in [5] Ψ p (x) = F x 2p , with p = 6 and the same contractivity factor β = 3.024. In both cases the minimum effort control law (16) is used.
Simulation results are very promising as summarised in Table 1 for a set of 100 random initial conditions inside the polyhedral set. In the table, values of typical control indices are shown: |u| max is the maximum value of the control signal and it should be small to avoid peaks of the control effort; IAU is the Integral of the Absolute value of the control signal u, and it should be small to reduce the average control effort; IADU is the Integral of the Absolute value of the Derivative on the control signal u, and it is desired to be small to avoid stress of the control actuator; ISE is the Integral of the Square value of the Error, and it should be small to avoid large errors or slow convergence; finally T represents the required time of convergence (norm of the state smaller than 10 −3 ).
The second example [8] is the dynamical system described by state space equations 
with bounded uncertainty |δ(t)| ≤ 1. The polyhedral stabilising set is described by a 13 × 3 matrix F , and again it is supposed to be available: 
The R-function obtained with α = 0 still satisfies condition (17) , so it is a CLF. State trajectory starting from initial condition x (0) = (0.9, −0.9, 0.8)
T is shown in three dimensions in Figure 5 while its projection on the x 1 x 2 and x 2 x 3 planes is shown in Figure 6 . The R-function control provides nice simulation results, especially regarding control effort. Average performance on 100 random initial conditions chosen inside the polyhedral region are summarised again in Table 2 . Good simulation results are motivated by the different shape of the sublevel sets, which start from the polyhedral shape but gradually become smoother inside the intersection region. On the contrary, roughly speaking, all level curves of high degree polynomial norms are constantly similar to the original non-differentiable and nonsmooth polyhedral function.
CONCLUSIONS
This paper proposes a stabilizability solution of Linear Differential Inclusions (LDI) with a continuous state feedback minimum effort control that is designed according to a smoothed polyhedral Lyapunov function. Novelty of the proposed approach follows from a reinterpretation of classic piecewise linear functions that are expressed as intersection of linear functions according to R-functions theory. This framework naturally provides a simple way of smoothing inner level curves using the composition free parameter α. The proposed method was compared with a very close approach [8] . The difference is that now the sublevel sets are not parallel one another, but they get smoother close to the origin. This property should be desired to improve the control performances, and shown examples from literature validate the theoretical expectations.
The proposed method suffers from an important drawback with respect to the approach of [8] . In [8] , it is possible to find analytically a value of p in the p-norm of the polyhedral function that guarantees that the smoothed function is still a CLF. In the approach proposed here, condition (17) has to be tested in each single problem to guarantee that the smoothed polyhedral function remains a CLF. Future work will focus on an analytical method to search a lower bound of the parameter α, eventually very close to 1, that is guaranteed to converge independently from the dynamical system under consideration. Another line of research will try to fill the gap between the composition of quadratic and piecewise linear functions, which can be studied in one only framework through R-functions.
