Let G be a finite connected graph, and let ρ be the spectral radius of its universal cover. For example, if G is k-regular then ρ = 2 √ k − 1. We show that for every r, there is an rcovering (a.k.a. an r-lift) of G where all the new eigenvalues are bounded from above by ρ. It follows that a bipartite Ramanujan graph has a Ramanujan r-covering for every r. This generalizes the r = 2 case due to Marcus, Spielman and Srivastava (2013).
INTRODUCTION
Let G be a finite, connected, undirected graph on n vertices and let AG be its adjacency matrix. The eigenvalues of AG are real and we denote them by λn ≤ . . . ≤ λ2 ≤ λ1 = pf (G) , where λ1 = pf (G) is the Perron-Frobenius eigenvalue 1 of AG, referred to as the trivial eigenvalue. For example, pf (G) = k for G k-regular. The smallest eigenvalue, λn, is at least −pf (G), with equality if and only if G is bipartite. Denote by λ (G) the largest absolute value of a non-trivial eigenvalue, namely λ (G) = max (λ2, −λn). It is well know that λ (G) provides a good estimate to different expansion properties of G: the smaller λ (G) is, the better expanding G is (we elaborate in Section 2.1).
However, λ (G) cannot be arbitrarily small. Let ρ (G) be the spectral radius of the universal covering tree 2 of G. For instance, if G is k-regular then ρ (G) = 2 √ k − 1. It is known that λ (G) cannot be much smaller then ρ (G), so graphs with λ (G) ≤ ρ (G) are considered optimal expanders. Following [15, 12] they are called Ramanujan graphs, and the interval [−ρ (G) , ρ (G)] called the Ramanujan interval. In the bipartite case, λ (G) = |λn| = pf (G) is large, but G can still expand well in many senses (see Section 2.1), and the optimal scenario is when all other eigenvalues are within the Ramanujan interval, namely, when λn−1, λn−2, . . . , λ2 ∈ [−ρ (G) , ρ (G)]. We call a bipartite graph with this property a bipartite Ramanujan graph. 1 We explain all notions in Section 2. 2 Roughly speaking, this is the tree of non-backtracking walks in the graph G, and its spectral radius is the operator norm of its (infinite) adjacency matrix. See Section 2.1 for more details.
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Throughout this paper, the family of r-coverings (at some references called also r-lifts) of the graph G is defined via the following natural model, introduced in [1] and [4] . The vertex set of every r-covering H is
Its edges are defined via a function σ : E (G) → Sr from the edges to the symmetric group on [r], satisfying σ (−e) = σ (e) −1 (occasionally, we denote σ (e) by σe): for every e ∈ E + (G) we introduce in H the r edges connecting h (e) i to t (e) σe(i) for 1 ≤ i ≤ r. The covering map p : H → G is the map defined by vi → v and " h (e) i , t (e) σe(i) " → e. See Figure 1 . Definition 1.1. Denote by C r,G the probability space consisting of all r-coverings˘σ : E (G) → Sr˛σ (−e) = σ (e) −1¯, endowed with uniform distribution.
Let H be an r-covering of G with covering map p :
→ R is an eigenfunction of H with the same eigenvalue. Thus, out of the r·n eigenvalues of H (considered as a multiset), n are induced from G and are referred to as old eigenvalues. The other (r − 1) · n are called the new eigenvalues of H. Definition 1.2. Let H be a covering of G. We say that H is a Ramanujan Covering of G if all the new eigenvalues of H are in [−ρ (G) , ρ (G)]. We say H is a onesided Ramanujan Covering if all the new eigenvalues are bounded from above 3 by ρ (G). 3 We could also define a one-sided Ramanujan covering as having all its eigenvalues bounded from below by −ρ (G). Every result stated in the paper about these coverings would still hold for the lower-bound case, unless stated otherwise.
The existence of infinitely many k-regular Ramanujan graphs for every k ≥ 3 is a long-standing open question. Bilu and Linial [2] suggest the following approach to solving this conjecture: start with your favorite k-regular Ramanujan graph (e.g. the complete graph on k + 1 vertices) and construct an infinite tower of Ramanujan 2-coverings. They conjecture that every (regular) graph has a Ramanujan 2-covering. This approach turned out to be very useful in the groundbreaking result of Marcus, Spielman and Srivastava [16] , who proved that every graph has a one-sided Ramanujan 2-covering. This translates, as explained below, to that there are infinitely many k-regular bipartite Ramanujan graphs for every degree k.
In this paper, we generalize the result of [16] to coverings of every degree: Theorem 1.3. Every connected, loopless 4 graph has a onesided Ramanujan r-covering for every r.
In fact, this result holds also for graphs with loops, as long as they are regular (Proposition 2.3), so the only obstruction is irregular graphs with loops. We stress that throughout this paper, all statements involving graphs hold not only for simple graphs, but also for graphs with multiple edges. Unless otherwise stated, the results also hold for graphs with loops.
A finite graph is bipartite if and only if its spectrum is symmetric around zero. In addition, every covering of a bipartite graph is bipartite. Thus, every one-sided Ramanujan covering of a bipartite graph is, in fact, a (full) Ramanujan covering. Therefore, Corollary 1.4. Every connected bipartite graph has a Ramanujan r-covering for every r.
In the special case where the base graph is • . . . • (two vertices with k edges connecting them), Theorem 1.3 and Corollary 1.4 were shown in [17] , using a very different method. In this regard, our result generalizes the 2-coverings result from [16] as well as the more recent result from [17] .
As we see it, the main contributions of this paper are the following:
1. This paper sheds new light on the work of MarcusSpielman-Srivastava [16] : we show there is nothing really special about r = 2 (2-covering of graphs), and that with the right framework, the ideas can be generalized to any r ≥ 2.
2. Our main result shows the existence of richer families of bipartite-Ramanujan graphs than was known before. For example, Corollary 1.4 implies there are (k, )-biregular bipartite Ramanujan graphs on (k + ) r vertices, for every r ∈ Z. It also yields the existence of simple bipartite Ramanujan k-regular graphs of size 2kr for every r ∈ Z (in contrast to [17] , where the graphs are not necessarily simple). We elaborate more in Section 2.1.
3. Our method paves the way to a potentially fast construction of Ramanujan graphs. Every r-covering of a graph G in Cr,G corresponds to a labeling of the edges of G by elements of the symmetric group Sr. We generalize this notion to labeling of the edges by elements of various groups and associate to every (permutation) representation of a group a family of coverings of G. Sometimes, this family of r-coverings is sparse (among all possible r-coverings of G). This shortened version of the paper is organized as follows.
In Section 2 we give some background and state a few more results. In Section 3 we give a short overview of the proof of the main result. We conclude in Section 4 with introducing a more general framework of graph coverings based on groups.
BACKGROUND AND PRELIMINARY CLAIMS

Expander and Ramanujan Graphs
As in Section 1, let G be a finite connected graph on n vertices and AG its adjacency matrix. Recall that pf (G) is the Perron-Frobenius eigenvalue 5 of AG, that λn ≤ . . . ≤ λ2 ≤ λ1 = pf (G) is its spectrum, and that λ (G) = max (λ2, −λn). The graph G is considered to be well-expanding if it is "highly connected". This can be measured by different combinatorial properties of G, most commonly by its Cheeger constant, by the rate of convergence of a random walk on G, and by how much the number of edges between any two sets of vertices approximates the corresponding number in a random graph (the so-called Expander Mixing Lemma) 6 . All these properties can be measured, at least approximately, by the spectrum of G, and especially by λ (G) and the spectral gap pf (G) − λ (G): the smaller λ (G) and the bigger the spectral gap is, the better expanding G is 7 . See [12] , [22, Appendix B] and the references therein.
Yet, λ (G) cannot be arbitrarily small. The universal covering tree T of G is defined as follows. Choose an arbitrary vertex v ∈ V (G). The vertices of T correspond to finite non-backtracking walks in G that begin in v. Two vertices are connected by an edge if the walk associated with one of them is a one-step extension of the walk associated with the other (see, for example, [16, Section 2.3] for a more detailed 5 If G is a connected graph, then the Perron-Frobenius eigenvalue pf (G) of AG is the only eigenvalue admitting an eigenvector with strictly positive entries. In particular, pf (G) is positive and |µ| ≤ pf (G) for any eigenvalue µ of AG. See, e.g., [6, Theorem 6 .1]. 6 In this sense, well-expanding graphs resemble random graphs. The converse is also true in certain regimes of random graphs: see [22] and the references therein. 7 To be precise, the Cheeger inequality relates the Cheeger constant of a graph with the value of λ2 (G), and does not involve λn. definition). For example, if G is k-regular, its universal covering tree is the k-regular tree T k . If T is the universal covering of G, then G is called a quotient of T . We think of all the finite quotients of T as one family of graphs. For example, for any k ≥ 2, all finite k-regular graphs constitute a single such family of graphs: they are all covered by T k . It turns out that the spectral radius of T , denoted ρ (G), plays an important role in the theory of expansion of the corresponding family of graphs. This number is the spectral radius of the adjacency operator AT acting on 2 (V (T )) by
In plain terms, ρ (G) can be equivalently defined as
AT f 2
where
Theorem 2.1. [3, Theorem 6] Let T be a tree with finite quotients and ρ its spectral radius. For every ε > 0, there exists c = c (T, ε), 0 < c < 1, such that if G is a finite quotient of T with n vertices, then at least cn of its eigenvalues satisfy λi ≥ ρ − ε. In particular, λ (G) ≥ ρ − on (1) (with the on (1) term depending only on T ).
The last statement of the theorem, restricted to regular graphs, is due to Alon-Boppana [21] . Thus, graphs G satisfying λ (G) ≤ ρ (G) are considered to be optimal expanders. Following the terminology from [15, 12] , they are named Ramanujan graphs.
The seminal works [15, 18, 20] provide an infinite family of k-regular Ramanujan graphs whenever k − 1 is a prime power. Until [16] these were roughly the only known interesting families of Ramanujan graphs. Lubotzky [13, Problem 10.7.3] asked whether for every k ≥ 3 there are infinitely many k-regular Ramanujan graphs 8 . We stress that this only hints at a much stronger phenomena. For example, it is known [5] that as n → ∞, almost all k-regular graphs are nearly Ramanujan, in the following sense: for every ε > 0, the non-trivial spectrum of a random k-regular graph falls in [−ρ − ε, ρ + ε] with probability tending to 1. Moreover, it is conjectured that among all k-regular graphs on n vertices the proportion of Ramanujan graphs tends to a constant in (0, 1) as n → ∞ (e.g. [19] ).
Recall that we consider families of finite graphs defined by a common universal covering tree. In the regular case, every family has at least one Ramanujan graph (e.g. the complete graph on k + 1 vertices). Other families may contain no Ramanujan graphs at all. For example, the family of (k, )-biregular graphs, all covered by the (k, )-biregular tree, consists entirely of bipartite graphs, so none of them is Ramanujan in the strict sense. Other families with no Ramanujan graphs, not even bipartite-Ramanujan, are shown to exist in [14] . In these cases there are certain "bad" eigenvalues outside the Ramanujan interval appearing in every finite graph in the family. 8 In fact, Lubotzky's definition of Ramanujan graphs included also bipartite-Ramanujan graphs. Thus, [16] answers this question positively.
Still, it makes sense to look for optimal expanders under these constraints. These are precisely those graphs where all other eigenvalues lie in the Ramanujan interval. For example, bipartite Ramanujan graphs are optimal expanders in many combinatorial senses within the set of bipartite graphs (e.g. [8, Lemma 10] ). The strategy of constructing Ramanujan coverings fits this general goal: find any graph in the family which is optimal (has all its values in the Ramanujan interval except for the unavoidable bad ones) and construct Ramanujan coverings to obtain more optimal graphs in the same family. (It is easy to see that coverings of a graph G are covered by the same tree as G.)
Marcus, Spielman and Srivastava have shown that every graph has a one-sided Ramanujan 2-covering [16] . Thus, if a family of graphs contains at least one Ramanujan graph (bipartite or not), then it has infinitely many bipartite Ramanujan graphs 9 . They have more recently shown that for any k ≥ 3, the graph • . . . • (two vertices with k edges connecting them) has a Ramanujan r-covering 10 for every r [17] . It follows there are k-regular bipartite Ramanujan graphs, not necessarily simple, on 2r vertices for every r. Theorem 1.3 implies there is a richer family of bipartite Ramanujan graphs than was known before: Corollary 2.2. Every family of graphs (defined by a common universal covering tree) containing a (simple) bipartite Ramanujan graph on n vertices, also contains a (simple, respectively) bipartite Ramanujan graphs on nr vertices for every r ∈ Z ≥1 . In particular, there is a simple, k-regular, bipartite Ramanujan graph on 2kr vertices for every r. There is also a simple, (k, )-biregular, bipartite Ramanujan graph on (k + ) r vertices for every r.
The last two statements follow by constructing Ramanujan r-coverings of the full k-regular bipartite graph on 2k vertices, or of the full (k, )-biregular bipartite graphs on (k + ) vertices, both of which are bipartite-Ramanujan.
As of now, we cannot extend all the results in this paper to graphs with loops (and see [10, Question 6.6] ). However, we can extend Theorem 1.3 to regular graphs with loops. Proposition 2.3. Let G be a regular finite graph, possibly with loops. Then G has a one-sided Ramanujan rcovering for every r.
See [10, Proposition 2.3] for a full proof. We remark that in this proposition the proof does not yield the analogous result for coverings with new spectrum bounded from below by −ρ (G).
The r-Matching Polynomial
An important ingredient in our proof of Theorem 1.3 is a new family of polynomials associated to a given graph. These polynomials generalize the well-known matching polynomial of a graph defined by Heilmann and Lieb [11] . Let 9 Given a Ramanujan graph, its "double cover" -the 2-covering with all permutations being non-identity -is bipartite Ramanujan. 10 This result is stated in [17] in a different language: the authors show that there is a combination of k perfect matchings between two sets of r vertices, which, put together, form a k-regular bipartite Ramanujan graph H on these 2r vertices. This H, like every bipartite k-regular graph, is a covering of
mi be the number of matchings in G with i edges, and set m0 = 1. The matching polynomial of G is
The following is crucially used in [16] :
The matching polynomial MG of every finite connected graph G is real-rooted with all its roots lying in the Ramanujan interval [−ρ (G) , ρ (G)
Of course, M1,G = MG is the ordinary matching polynomial of G (a graph is the only 1-covering of itself). Also note that these generalized matching polynomials of G are monic, but their other coefficients need not be integer valued. However, they seem to share many of the nice properties of the ordinary matching polynomial. For instance, Corollary 2.6. All real roots of Mr,G are inside the Ra-
Proof. Recall that n denotes the number of vertices of G. The ordinary matching polynomial of every H ∈ Cr,G is a degree-nr monic polynomial. As every r-covering of G is covered by the same universal covering tree as G, we obtain by Theorem 2.4 that MH is strictly positive in the interval (ρ (G) , ∞), and is either strictly positive or strictly negative in (−∞, −ρ (G)) depending only on the parity of nr. The corollary now follows by the definition of Mr,G as the average of such polynomials.
In fact, Theorem 2.4 can be generalized in full to Mr,G for every r: Theorem 2.7. Let G be a finite, connected, loopless graph. For every r ∈ Z ≥1 , the polynomial Mr,G is real rooted with all its roots contained in the Ramanujan interval
Theorem 2.7 would follow from Corollary 2.6 by showing that Mr,G is real rooted. We do not have a direct proof of this fact: the proof we present here is a byproduct of the proof we present for Theorem 1.3 -see Section 3.
Another ingredient in the proof of Theorems 1.3 and 2.7 is a precise formula for Mr,G as a weighted generating function for "r-multi-matchings" of G. An r-multi-matching of a graph G is a multiset of edges which covers every vertex at most r times. Formally, a multi-matching is a function m : E (G) → Z ≥0 with m (−e) = m (e) for every e ∈ E (G). We denote by ev,1, . . . , e v,deg(v) the edges in E (G) emanating from a vertex v ∈ V (G) (in an arbitrary order, loops at v appearing twice, of course), and by m (v) the number of edges incident with v in the multi-matching. Namely,
Finally, we denote by |m| the total number of edges in m (with multiplicity), so |m| = P e∈E + (G) m (e). We say that m is an r-multi-matching if m (v) ≤ r for every v ∈ V (G). 
2)
The proof of this formula for Mr,G can be found in [10, Section 2.2].
OVERVIEW OF THE PROOF
We now give an overview of the proof of Theorem 1.3. For simplicity, we assume that G is a simple graph (namely, does not have multiple edges). We also focus on the case r = 3, although we try to give the statements for general r whenever this does not reduce readability. Our goal, therefore, is to prove that every connected simple graph G admits a one-sided Ramanujan 3-covering.
Ingredient I: Isolate the New Spectrum
Let G be a connected graph on n vertices and let H ∈ C3,G be a 3-covering of G associated to σ : E (G) → S3. The 3n × 3n adjacency matrix AH of H can be obtained as a "blow-up" of AG, where every entry is blown up to a 3 × 3 block. We write σ (e) as a 3 × 3 permutation matrix instead of the entry of AG corresponding to e ∈ E (G). A zero entry in AG gets blown up to a zero 3 × 3 block.
The first step of the proof consists of changing the basis of AH . Let δv denote the unit elementary vector with 1 at the v coordinate. Instead of using the basis S v∈V (G) {δv 1 , δv 2 , δv 3 }, we use the basis 2
4
[ v∈V (G)˘δ
where ω = e 2πi 3
is a primitive third root of unity. With this new basis, AH becomes a block-diagonal matrix, with one block of size 2n × 2n and the other one of size n × n and identical to AG. We illustrate this is Figure 2 .
With this change of basis, the n "old" eigenvalues of H, namely, those inherited from G, are conveniently found in 12 We use the notation`b a 1 ,a 2 ,...,a k´t o denote the multinomial For general r, this step consists of a change of basis of AH which makes it a block-diagonal matrix with an (r − 1) n × (r − 1) n block plus an n × n block identical to AG. The (r − 1) n × (r − 1) n block corresponds to the standard representation of Sr. In the case r = 2, the standard representation of S2 coincides with the sign representations, and the analogous decomposition of AH in this case is used already in [2] and in [16] .
Ingredient II: Convex Combinations of rCoverings
The starting point of the strategy of [16] is that instead of considering "discrete" coverings of the graph G, one can consider convex combinations of coverings, or more precisely, convex combinations of characteristic polynomials of coverings. Concretely, let ∆r (G) be the simplex of all probability distributions on r-coverings of the graph G. The simplex ∆r (G) has |Cr,G| = (r!) |E + (G)| vertices. To the vertex corresponding to the r-covering H ∈ Cr,G we associate the characteristic polynomial of the new spectrum of H, namely,
where σ : E (G) → Sr is the labeling of G corresponding to H. Every point p ∈ ∆r (G) is associated with a polynomial φp, the corresponding weighted average of the {φH } H∈C r,G :
αH · φH . Our goal is to find a vertex v of ∆r (G) with all roots of φv bounded from above by ρ. To obtain this we look for more points in the simplex with this property.
Ingredient III: Find a "Ramanujan Point" in ∆r (G)
We say that a point p in the simplex ∆r (G) is Ramanujan if the associated polynomial φp is real rooted with all its roots lying inside the Ramanujan interval [−ρ, ρ]. As we explain below, in order to find a one-sided Ramanujan vertex, the strategy of [16] requires to first find some one-sided Ramanujan point in the simplex.
In the r = 2 case, the center point of ∆2 (G), corresponding to the uniform distribution on 2-coverings, is Ramanujan. This is based on [7] , who observed that the corresponding polynomial is equal to the matching polynomial MG, and on Theorem 2.4 above, due to [11] , by which MG is real rooted with all its roots inside [−ρ, ρ]. We generalize this to every r: 
Consider the (r − 1) × (r − 1) blocks in the random matrix xI − A σ,std with σ ∼ Cr,G. The only dependencies are between the (i, j)-block and the (j, i)-block, corresponding to an edge e and its inverse −e. Otherwise, the blocks are independent. In the r = 2 case, these are 1 × 1 blocks, each either deterministically zero or a ±1 entry with zero expectation. The argument in [7] proceeds as follows: if one expands the left hand side of (3.2) as a sum of generalized diagonals, then every diagonal containing the (i, j)-entry but not the (j, i)-entry is zero in expectation. Thus, the non-vanishing generalized diagonals are precisely those corresponding to matchings in G. This simple argument is written in full also in [16, Appendix A] .
When r ≥ 3 the result is new and the proof more involved. The main ideas in the proof are the following:
1. We also expand the left hand side of (3.2) as a sum over generalized diagonals, but then, for a given generalized diagonal π ∈ S (r−1)n , we consider the entries it "uses" from every (r − 1) × (r − 1) block and the smallest minor (square sub-matrix) of the block these entries are contained in. When r = 3, there are three possibilities for a given 2 × 2 block B:
• either π contains no entries from B, and then the associated minor is the empty one, or
• π contains one entry from B, in which case the associated minor is a 1 × 1 minor consisting of this very entry, or
• π contains two entries from B, and then the associated minor is the entire 2 × 2 block.
We then group together all generalized diagonals with the same array of associated minors. Using this, we find a way to write Eσ∼C r,G [det (xI − A σ,std )] as an expression consisting of determinants of minors of blocks -see [10, Lemma 3.1].
2. Using the independence of small blocks (except for the (i, j)-block and the (j, i)-block), we reduce to an expression involving sum and products of terms of the form
3. We apply the classical Peter-Weyl theorem from the theory of group representations, as well as some wellknown facts about the representations of the symmetric group. In our context, those can be interpreted as saying that (3.3) is zero unless the minor of Bi,j is the transpose of the minor of Bj,i. It also gives the precise expectation in the case one minor is the transpose of the other. We illustrate this when r = 3. The value of std for every permutation τ ∈ S3 is listed in the second column of Table 1 . Notice that std`τ −1´i s always the conjugate-transpose of std (τ ) (this is not a coincidence -with the basis we chose in (3.1), the image of std lies in the unitary subgroup U (2) ≤ GL2 (C)). If the edge e = (i, j) in G is labeled by τ , then −e = (j, i) is labeled by τ −1 , and so Bj,i is always the conjugatetranspose of Bi,j. The claim about the values of (3.3) is therefore equivalent to that E h det (some minor of Bi,j) · det (some minor of Bi,j) i (3.4) is non-zero if and only if the two minors are the same. This can be easily verified for the case r = 3 using Table 1 : there are six possible minors, and for every pair of two different ones (3.4) vanishes. For instance, if the first minor is the top-left 1 × 1 minor and the second is the bottom-right 1 × 1 one, (3.4) becomes
Note that if the two minors are the same, the expectation is not zero: it is 1 2 for every 1 × 1 minor, and 1 for the empty minor as well as for the 2 × 2 minor.
4. Finally, we show the resulting expression is equal to the formula (2.2) we have for Mr,G. 
The full proof of Theorem 3.2 is given in Section 3 of the full paper [10] . Recall that our intermediate goal is to show Theorem 3.1, namely, that the center point of ∆r (G) is Ramanujan. In the case r = 2, Theorems 3.2 and 2.4 immediately yield this. When r ≥ 3, they only yield that all the real roots of the polynomial associated with the center point are in [−ρ, ρ] (see Corollary 2.6). We still need to prove this polynomial has only real roots. This is established by showing that the center point belongs to a real-rooted zone in ∆r (G), which we explain below.
Ingredient IV: Real-Rooted Zone in ∆r (G)
The following theorem shows that for certain distributions of r-coverings of G, the corresponding average characteristic polynomial in ∆r (G) is real rooted. It is a slight variation on results from [17, Section III]: Theorem 3.3. Let p ∈ ∆r (G) be a distribution over the set of r-coverings of G, and suppose that:
1. The random permutation-valued variables {σ (e)} e∈E + (G) associated with the positively oriented edges E + (G) are completely independent of each other, and 2. For every e ∈ E + (G), the random variable σ (e) equals a product of independent variables Xe,1Xe,2 . . . X e,r(e) , each Xe,i having (at most) two values: the identity, and some transposition 13 .
When r = 2, every distribution on 2-coverings trivially satisfies the second property: σ (e) is always some distribution over S2 = {Id, (1 2)}. So the r = 2 analogue of this theorem is slightly simpler, and is the content of Theorem 5.1 in [16] . To see that the second property is crucial when r ≥ 3, consider, for instance, the cycle of length two • • . Define a distribution p on its 3-coverings by labeling one edge deterministically with the identity permutation and the other edge with either the identity or a 3-cycle (1 2 3), each 13 A transposition in Sr is a permutation which swaps two elements in {1, . . . , r} and leaves all other ones fixed. with probability 1 2 . The average characteristic polynomial of A σ,std is then`x 2 − 4´2 +`x 2 − 1´2 2 which is not real rooted. A proof of a more general version of Theorem 3.3 appears in Section 4 of the full paper (Proposition 4.4). There are two crucial properties of the real-rooted zone of ∆r (G) we get from Theorem 3.3: first, it contains the center point which is thus a Ramanujan point (see Ingredient V below), and it contains straight intervals which we use in Ingredient VI.
3.5 Ingredient V: The Real-Rooted Zone Contains the Center Point of ∆r (G)
The following clever observation basically appears in [17] :
The uniform distribution over all rcoverings of G satisfies the assumptions of Theorem 3.3. It follows that the center point of ∆r (G) is real rooted.
Hence by Theorem 3.2 and Corollary 2.6, the center point is Ramanujan. This proves Theorems 3.1 and 2.7. Note that Proposition 3.4 holds trivially when r = 2, and this yields yet another proof for the real-rootedness of the matching polynomial MG.
In the full paper, since we give a more general result about coverings based on group representations (see Section 4 here), our proof of Proposition 3.4 is not constructive. However, for the special case of the family of all r-coverings and the symmetric group Sr, a constructive proof to this fact is given in [17 (1 3) with prob 
Ingredient VI: A Tree of Interlacing Polynomials
We reach the endgame. A key point in the strategy of [16] is the following elementary yet very useful fact: Fact 3.5 (E.g. proof of [16, Lemma 4.2] ). Assume that f, g ∈ R [x] are two polynomials of degree n so that (1 − λ) f + λg is real rooted for every λ ∈ [0, 1]. Then, for every 1 ≤ i ≤ n, the i-th root of (1 − λ) f + λg moves monotonically as λ moves from 0 to 1. Namely, if the roots of a polynomial h are all real and denoted rn (h) ≤ . . . ≤ r2 (h) ≤ r1 (h), then Fact 3.5 means that the function λ → ri ((1 − λ) f + λg) is monotone (nondecreasing or non-increasing) for every i. The assumption in Fact 3.5 is equivalent to that f and g have a "common interlacing". We elaborate in [10, Section 2.5].
The crux of the matter is that among the family of distributions in the real-rooted zone of ∆r (G) described in Theorem 3.3, if one perturbs the distribution of only one of the variables Xe,i, the corresponding point in ∆r (G) moves along a straight interval, which allows us to use Fact 3.5.
We illustrate this in the case r = 2, where the distribution of every edge is determined by a single random variable Xe. Order the edges in E + (G) by e1, e2, . . . in an arbitrary fashion. Start at the Ramanujan point pRam -the center point of ∆2 (G). Let q1 denote the point in ∆2 (G) where e1 is labeled by id ∈ S2 and all remaining edges are labeled uniformly at random and independently. Let q−1 be another point with the same definition except that e1 is labeled by (1 2) ∈ S2. Now pRam lies on the straight interval connecting q1 and q−1. Note that every point on this interval corresponds to a random 2-covering in which every edge is labeled independently from the others, and the associated polynomial is, therefore, real rooted. By Fact 3.5, the largest root of φp Ram lies between the largest root of φq 1 and the largest root of φq −1 . Hence, one of the two points q1 or q−1 has largest root at most the one of pRam, and in particular at most ρ. Assume without lost of generality that q−1 has largest root at most ρ. Now repeat this process, this time by perturbing the distribution on e2. Let q−1,1 ∈ ∆2 (G) denote the point where σ (e1) = (1 2), σ (e2) = id and all remaining edges are distributed uniformly and independently, and let q−1,−1 be defined similarly, only with σ (e2) = (1 2). Since q−1 lies on the straight line between q−1,1 and q−1,−1, the largest root of one of these two latter points is at most that of q−1. If we go on and gradually choose a deterministic value for every e ∈ E + (G) while not increasing the largest root, we end up with a vertex of ∆2 (G) representing a one-side Ramanujan 2-covering of G. This is illustrated in Figure 3 .
To find a one-sided Ramanujan r-covering of G in the general case (for arbitrary r), we imitate the process illustrated in Figure 3 , only at each stage we perturb and then fix the value of one of the independent random variables Xe,i. For example, in the case r = 3 and the variables constructed in (3.5) , this translates to the 3˛E + (G)˛-step process illus- Figure 4 : On the top is a piece of the graph G with three random variables associated to every edge. On the bottom is a piece of the corresponding binary tree of interlacing polynomials.
trated in Figure 4 . At each step, we determine the value of one of the 3˛E + (G)˛variables so that the maximal root of the associated polynomial never increases.
GENERALIZING TO OTHER GROUP REPRESENTATIONS
and is of size q + 1: for v ∈ F 2 q \ {0} and A ∈ PSL2 (Fq), the permutation defined by A maps the line {λv | λ ∈ Fq} to the line {λAv | λ ∈ Fq}. This gives an embedding of PSL2 (Fq) as a subgroup of Sq+1. Question 4.2. Let q be a prime power. Does every connected graph G have a (one-sided / full) Ramanujan (q + 1)-covering σ : E (G) → Sq+1 with all permutations belonging to PSL2 (Fq)?
A positive answer to this question (for every q) would yield a fast construction of large Ramanujan graphs: there are only around q 3 elements in PSL2 (Fq). Thus, the number of (q + 1)-coverings of G in the family defined by this subgroup of Sq+1 is around q 3|E(G)| . If we want k-regular bipartite-Ramanujan graphs of some constant degree k, we could construct them in polynomial time in the number of vertices. For example, we could find a Ramanujan (q + 1)-covering of • . . . • in time, roughly, q 3k . We find this example especially compelling because this subgroup of permutations is sparse and well-understood, and also because the group PSL2 (q) has proven useful before in constructing Ramanujan graphs: the explicit construction of Ramanujan graphs in [15, 18] uses Cayley graphs of such groups. Unfortunately, the group PSL2 (Fq) and its representation described above do not satisfy the group-theoretic properties our proof requires, so the results in this paper do not apply. So far, we have not conducted significant simulations in this direction.
For more details about this line of research, see [10] , especially Sections 1.2 and 5 and Questions 6.1-6.4 in Section 6.
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