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UNLIKELY INTERSECTIONS WITH ISOGENY ORBITS IN
A PRODUCT OF ELLIPTIC SCHEMES
GABRIEL A. DILL
Abstract. Fix an elliptic curve E0 without CM and a non-isotrivial
elliptic scheme over a smooth irreducible curve, both defined over the al-
gebraic numbers. Consider the union of all images of a fixed finite-rank
subgroup (of arbitrary rank) of Eg0 , also defined over the algebraic num-
bers, under all isogenies between Eg0 and some fiber of the g-th fibered
power A of the elliptic scheme, where g is a fixed natural number. As
a special case of a slightly more general result, we characterize the sub-
varieties (of arbitrary dimension) inside A that have potentially Zariski
dense intersection with this set. In the proof, we combine a generalized
Vojta-Re´mond inequality with the Pila-Zannier strategy.
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1. Introduction
Let K be a field of characteristic zero and let S be a smooth and geo-
metrically irreducible curve, defined over K. Let pi : A → S be an abelian
scheme of relative dimension g over S, also defined over K. The zero section
S → A is called . The morphism pi : A → S is by definition smooth and
proper.
Let K¯ be a fixed algebraic closure of K. All varieties that we consider
will be defined over K¯, if not explicitly stated otherwise. We will identify all
varieties with their set of closed points over a prescribed algebraic closure of
their field of definition. Subvarieties will always be closed. By “irreducible”,
we will always mean “geometrically irreducible”. For a field extension F of
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2 GABRIEL A. DILL
the field over which the variety V is defined, the set of points of V that are
defined over F is denoted by V (F ). The set of torsion points of an abelian
variety A is denoted by Ators and its zero element by 0A or just 0 if there is
no potential confusion.
If s is any (possibly non-closed) point of S, we use a subscript s to denote
fibers over s. We denote the generic point of S by ξ and fix an algebraic
closure K(S) of K¯(S). As mentioned above, we identify Aξ with its closed
points over K(S) and thus implicitly with its base change to K(S). Let(
AK(S)/K¯ξ ,Tr
)
denote the K(S)/K¯-trace of Aξ, as defined in Chapter VIII,
§3 of [28]. The abelian scheme A is called isotrivial if Tr is surjective.
Let A0 be a fixed abelian variety of dimension g. We fix a finite set of Z-
linearly independent points γ1, . . . , γr in A0(K¯). The set can also be empty
(i.e. r = 0). We set
Γ = {γ ∈ A0; ∃N ∈ N: Nγ ∈ Zγ1 + · · ·+ Zγr},
a subgroup of A0 of finite rank (and every subgroup of A0 of finite rank is
contained in a group of this form), for us N = {1, 2, 3, . . .}.
We define the isogeny orbit of Γ (in the family A) as
AΓ = {p ∈ As; s ∈ S, ∃φ : A0 → As isogeny such that p ∈ φ(Γ)}. (1.1)
This condition is equivalent to the existence of an isogeny ψ : As → A0 with
ψ(p) ∈ Γ.
The following is a special case of the main result of this article:
Theorem 1.1. Suppose that K is a number field, that A → S is not isotriv-
ial, and that over K(S), Aξ is isogenous to a power of an elliptic curve.
Suppose further that A0 is isogenous to E
g
0 , where E0 is an elliptic curve
with End(E0) = Z.
Let V ⊂ A be an irreducible subvariety. If AΓ ∩ V is Zariski dense in V,
then one of the following two conditions is satisfied:
(i) The variety V is a translate of an abelian subvariety of As by a point
of AΓ ∩ As for some s ∈ S.
(ii) Over K(S), the variety Vξ is a union of translates of abelian subva-
rieties of Aξ by points in (Aξ)tors.
Compared to similar earlier results, a new aspect is that at once V is
allowed to be of arbitrary dimension and Γ of arbitrary rank. So far, results
have been obtained only in the cases when V is a curve (Dill [8], Gao [14],
Lin-Wang [32]) or Γ contains only torsion points (Gao [14], Habegger [21],
Pila [45]). See also [2] and [47] for related results.
If one tries to apply the arguments found in the literature to prove The-
orem 1.1, the main stumbling block one encounters consists of obtaining a
bound for the height of a point in AΓ ∩ V (outside some degenerate locus)
that depends polynomially on the degree of the point. This amounts to
solving a Mordell-Lang problem in every fiber, but in a uniform way. Since
the known height bounds for the Mordell-Lang problem are ineffective, this
is a serious obstacle.
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We solve this problem in Theorem 4.2, applying a generalized Vojta-
Re´mond inequality in the form of Theorem A.1 (Appendix A). The gener-
alized Vojta-Re´mond inequality allows one to compare points from different
isogenous fibers. The height bound is still ineffective, but the ineffectivity
is now uniformly spread out over all fibers instead of occurring in each fiber
separately. Once the height bound is obtained, we proceed along well-known
tracks and apply the Pila-Zannier strategy, which is described in Zannier’s
book [58] together with many problems that can be grouped under the um-
brella of “unlikely intersections”.
Having an upper bound for the height that depends on the degree of
the point is rather unusual compared to previous applications of Vojta’s
inequality and its generalizations. Theorem 1.3 in [1] is another instance of
such a bound that is even logarithmic in the degree of the point. Further
examples can be found in [20] and [6]. In our situation, we only obtain a
polynomial bound, but this is sufficient for the Pila-Zannier strategy.
If A is a constant abelian scheme over an irreducible projective base va-
riety S of arbitrary dimension, both defined over Q¯, then von Buhren has
obtained in [57] a similar height bound as the one we prove, bounding the
height of a point p (outside some degenerate locus) in terms of the height
of pi(p). However, the fact that our result deals with varying abelian vari-
eties rules out a direct application of [57] or of Re´mond’s generalized Vojta
inequality in [52]. The naive idea to just consider the image (or pre-image)
under an isogeny of Vs in A0 for varying s ∈ S is ruled out since the de-
gree of the resulting subvariety will in general grow as the degree of the
isogeny grows, while the method needs a uniform bound on the degree of
the subvariety to produce the desired height bound. Therefore, a generalized
Vojta-Re´mond inequality is required to handle the family case.
The conditions we put on A0 and A are necessary to obtain the height
bounds in Section 4 insofar as they are crucial to obtain a lower bound
for a certain intersection number in Lemma 4.5. If we assume that A0
and A are principally polarized, then two conditions are necessary for an
argument like ours to work (see Section 5.5 of the forthcoming dissertation
[9]): First, every cycle on A0 has to be numerically equivalent to a Q-linear
combination of intersections of divisors. Second, for a fiber As (s ∈ S) that
is isogenous to A0 we have to be able to choose a polarized isogeny φ : As →
A0 such that the index of φ
−1 Ends(A0)φ ∩ Ends(As) in φ−1 Ends(A0)φ is
bounded independently of s ∈ S. Here, Ends(A) denotes the additive group
of endomorphisms of a principally polarized abelian variety A that are fixed
by the Rosati involution.
In the setting of the more general version of Theorem 1.1 that we will
prove, this second condition will actually only be satisfied on each isotypic
factor of As (together with the corresponding isotypic factor of A0) and we
need further restrictions to make sure that an effective cycle on As decom-
poses into a sum of cartesian products of effective cycles on the isotypic
factors (up to numerical equivalence).
The required lower bound for the intersection number can also be obtained
under other technical restrictions on A and A0 (see Section 5.5 of [9]), but
the case of a fibered power of an elliptic scheme and a corresponding power
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of a fixed elliptic curve without CM seems to be the most natural one to
treat. It is not clear to us if and how such a bound could be obtained in
full generality. We emphasize that all parts of the proof apart from the
bound in Lemma 4.5 can be applied with some necessary modifications to
an arbitrary abelian scheme A over a base curve S.
Theorem 1.1 is an instance of the following conjecture, which was for-
mulated in [8] as Conjecture 1.1. It is a slightly modified version of Gao’s
Conjecture 1.2 in [14], which he calls the Andre´-Pink-Zannier conjecture, in
the case of a base curve. The field K is now again arbitrary of characteristic
0 and we place no restrictions on A → S or A0.
Conjecture 1.2. (Modified Andre´-Pink-Zannier over a curve) Suppose that
A → S is not isotrivial. Let V ⊂ A be an irreducible subvariety. If AΓ ∩ V
is Zariski dense in V, then one of the following two conditions is satisfied:
(i) The variety V is a translate of an abelian subvariety of As by a point
of AΓ ∩ As for some s ∈ S.
(ii) We have pi(V) = S and over K(S), every irreducible component
of Vξ is a translate of an abelian subvariety of Aξ by a point in
(Aξ)tors + Tr
(
AK(S)/K¯ξ (K¯)
)
.
Conjecture 1.2 is also related to a conjecture of Zannier’s (see [14], Conjec-
ture 1.4) and follows from Pink’s Conjecture 1.6 in [48] (see [14], Section 8).
We refer to [8], Section 1, for a more detailed discussion and a comparison of
this conjecture with the Andre´-Pink-Zannier conjecture; the part of the con-
clusion of the Andre´-Pink-Zannier conjecture that seems to be missing here
has been proven in this case by Orr in [39]. Conjecture 1.2 can be regarded
as one relative version of the Mordell-Lang conjecture, proven for abelian
varieties by Vojta [55], Faltings [12], and Hindry [25], and in its most gen-
eral form by McQuillan in [36], analogously to the relative Manin-Mumford
results proven by Masser and Zannier in e.g. [35].
Obstacles to proving a reasonable analogue of the conjecture for a base
variety S of dimension bigger than 1 are on the one hand the already men-
tioned inequality between intersection numbers; on the other hand the ob-
stacle that prevented Orr from establishing Theorem 1.2 in [39] beyond the
curve case (described on p. 213 of [39]) rears its head as well.
From now on and throughout the rest of this article, we suppose that K
is a number field and take as K¯ = Q¯ its algebraic closure in C. We can now
state a slightly more general version of Theorem 1.1:
Theorem 1.3. Suppose that A → S is not isotrivial and that over Q¯(S),
Aξ is isogenous to a product of elliptic curves. Suppose further that A0 is
isogenous to Eg−g
′
0 ×E1×· · ·×Eg′, where 0 ≤ g′ < g, the Ei are elliptic curves
(i = 0, . . . , g′), and Hom(Ei, Ej) = {0} (i 6= j) as well as either g − g′ = 1
or End(E0) = Z. We also suppose that Hom
(
AQ¯(S)/Q¯ξ , E0
)
= {0}.
If AΓ ∩ V is Zariski dense in V, then one of the following two conditions
is satisfied:
(i) The variety V is a translate of an abelian subvariety of As by a point
of AΓ ∩ As for some s ∈ S.
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(ii) Over Q¯(S), the variety Vξ is a union of translates of abelian subva-
rieties of Aξ by points in (Aξ)tors + Tr
(
AQ¯(S)/Q¯ξ (Q¯)
)
.
The plan of this article is as follows: In Section 2, we fix some notation. In
Section 3, we show that it suffices to prove Conjecture 1.2 for V of a certain
non-degenerate type without placing any restrictions on A. In Section 4, we
apply a generalized Vojta-Re´mond inequality (see Appendix A and [7]) to
deduce a height bound of the necessary form for a sufficiently large subset
of AΓ ∩ V if V is not degenerate and A and A0 are of the form described
in Theorem 1.3. In Section 5, we apply the Pila-Zannier strategy and use
the height bound we obtained in Section 4. The necessary Ax-Lindemann-
Weierstrass statement has been proven by Pila in [45]. In Section 6, we put
all the pieces together and prove Theorem 1.3.
2. Preliminaries and notation
We fix a square root of −1 inside C that is denoted by √−1; this yields
maps Re : C→ R and Im : C→ R in the usual way. The upper half plane H
is the set of τ ∈ C with Im τ > 0. For an integral domain R, we denote the
space of m × n-matrices with entries in R by Mm×n(R). We write Mn(R)
for Mn×n(R). The complex conjugate of a matrix A with complex entries
will be denoted by A. The n-dimensional identity matrix will be denoted
by In. The maximum of the entries of a matrix A ∈ Mm×n(C) in absolute
value will be denoted by ‖A‖. Vectors will always be column vectors.
We use the logarithmic absolute Weil height h on projective space as
defined in Definition 1.5.4 in [3] by use of the maximum norm at the infinite
places. The height of a finite subset of Q¯ is defined by considering it as a
point in an appropriate projective space. If V is a projective variety, possibly
reducible, and L a very ample line bundle on V , then any closed embedding
of V into projective space associated to L yields an associated height hV,L.
It will always be clear from the context which embedding we choose.
Let n1, . . . , nq ∈ N and let V ⊂ Pn1 × · · · × Pnq be a subvariety. For
α = (α1, . . . , αq) ∈ (N∪ {0})q such that α1 + · · ·+αq = dimV + 1, Re´mond
defines a height hα(V ) in [51]. In particular, if q = 1 and V ⊂ Pn (with
n = n1), there is a height h(V ) = hdimV+1(V ), coinciding with the one
defined in [43]. Similarly, if α1 + · · ·+αq = dimV , we use the degree dα(V )
as defined in [51].
If V1, . . . , Vm are the irreducible components of V of maximal dimension,
then the height hα(V ) is the sum of the hα(Vi): This follows from the
definition of the resultant form in [50], p. 74. To apply the definition,
a number field over which V is defined has to be fixed, but the height is
independent from the choice of the number field by Proposition 1.28 in
[5]. Furthermore, the height is always non-negative: This can be seen by
applying The´ore`me 4 from [29] several times to bound the contributions
at the infinite places from below by the corresponding contributions in the
height h as defined in [42] and then using Proposition 1.12(v) from [42].
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3. Reduction to the non-degenerate case
In this section, we place no restrictions on A → S except that S should
be a smooth irreducible curve. We keep our standing assumption that K is
a number field, although the results and proofs in this section are valid for
arbitrary K of characteristic 0. We will show that it suffices to prove Conjec-
ture 1.2 for a certain special type of V that one might call “non-degenerate”.
In the proof of Proposition 3.3, where this reduction is achieved, we will need
to apply the conjecture to another abelian scheme and another abelian va-
riety than the ones we started with. However, the new abelian scheme and
abelian variety are obtained by a finite set of operations which preserve
many properties of the abelian scheme. We formalize this process in the
following definition.
Definition 3.1. A non-empty set S of isomorphism classes of pairs (A →
S, A0) of abelian schemes A → S with S smooth and irreducible and dimS =
1 and abelian varieties A0 that are isogenous to infinitely many fibers of A
is called stable if it has the following properties:
(i) If S′ is smooth and irreducible, dimS′ = 1, the isomorphism class of
(A → S,A0) is in S, and there is a quasi-finite morphism S′ → S,
then the isomorphism class of (A×S S′ → S′, A0) is in S.
(ii) If the isomorphism class of (A → S,A0) is in S, A′ → S is an
abelian scheme whose generic fiber is isogenous (over Q¯(S)) to the
generic fiber of A → S, and A′0 is an abelian variety that is isogenous
to A0, then the isomorphism class of (A′ → S,A′0) is in S.
Here, two pairs (A → S, A0) and (A′ → S′, A′0) are called isomorphic
if there exists an isomorphism S → S′ of algebraic curves over Q¯, an iso-
morphism A → A′ ×S′ S of abelian schemes over S, and an isomorphism of
abelian varieties A0 → A′0.
The following technical lemma shows that we can fix the isogeny in the
definition of AΓ.
Lemma 3.2. For each s ∈ S such that As and A0 are isogenous, fix an
isogeny φs : A0 → As. Let Γ be a subgroup of A0 of finite rank that is
mapped into itself by End(A0) and equal to its division closure. Then we
have
AΓ = {p ∈ As; s ∈ S, As and A0 isogenous and p ∈ φs(Γ)}.
Proof. See [8], Lemma 2.2 (with k = dimA0). 
Proposition 3.3. Let S be a stable set of isomorphism classes of pairs of
abelian schemes and abelian varieties. Suppose that Conjecture 1.2 is true
for all (A → S,A0) whose class lies in S under the additional condition that
the union of all translates of positive-dimensional abelian subvarieties of As
that are contained in Vs for some s ∈ S is not Zariski dense in V. Then it
also holds unconditionally for all (A → S,A0) whose class lies in S.
If A is an abelian variety, defined over any field, and B ⊂ A a subvariety,
we denote its stabilizer by
Stab(B,A) := {a ∈ A; a+B ⊂ B}.
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As Stab(B,A) =
⋂
b∈B (−b+B), it is Zariski closed. By considering each
irreducible component of B separately, we find that a ∈ Stab(B,A) actually
implies that a+B = B. Hence, it is also closed under addition and inversion,
and therefore is an algebraic subgroup of A. We can now state the following
lemma, which we will need to prove Proposition 3.3. Recall that ξ denotes
the generic point of S.
Lemma 3.4. Suppose that all abelian subvarieties of Aξ are defined over
Q¯(S) and that the stabilizer Stab(Vξ,Aξ) is finite. Then the union of all
translates of positive-dimensional abelian subvarieties of As that are con-
tained in Vs for some s ∈ S is not Zariski dense in V.
Note that this lemma can also be obtained as a consequence of the much
more general Theorem 12.2 in [15], at least for A contained in a suitable
universal family and then for arbitrary A as well. However, we have thought
it worthwhile to include a simple proof here that does not make use of the
language of mixed Shimura varieties.
Proof. We first pass to a finite flat cover S′ → S such that S′ is smooth and
irreducible and every (geometrically) irreducible component of Vξ is defined
over Q¯(S′). Set A′ = A ×S S′. Let V ′ be an irreducible component of
V ×S S′ ↪→ A′. Since the morphism V ×S S′ → V is flat as the base change
of the flat morphism S′ → S, we know by Proposition 2.3.4(iii) in [19] that
V ′ dominates V and therefore must dominate S′.
If η is the generic point of S′ and we identify A′η with Aξ (both being
identified with their base change to Q¯(S)), then Stab(V ′η,A′η) must be finite.
Otherwise it would contain a positive-dimensional abelian subvariety of Aξ,
but as all abelian subvarieties of Aξ are defined over Q¯(S), this abelian
subvariety would be contained in the stabilizer of Vξ, which could therefore
not be finite. Furthermore, V ′η = V ′ ∩ A′η is irreducible by Section 2.1.8 of
Chapter 0 of [18] and hence geometrically irreducible by our choice of S′.
If the union of all translates of positive-dimensional abelian subvarieties
of As that are contained in Vs for some s ∈ S is Zariski dense in V, then
the union of all translates of positive-dimensional abelian subvarieties of A′s
that are contained in V ′s for some s ∈ S′ is Zariski dense in V ′. So we can
replace A and V by A′ and V ′ and assume without loss of generality that
Vξ is geometrically irreducible.
LetN ∈ N be a natural number that is larger than the order of Stab(Vξ,Aξ).
There are finitely many closed irreducible curves T1, . . . , TR ⊂ A such that
the union of the Ti (i = 1, . . . , R) is equal to the set of points of exact order
N on A: First of all, every irreducible component of the pre-image of (S)
under the multiplication-by-N morphism [N ] dominates S by Proposition
2.3.4(iii) in [19] since [N ] is e´tale, so flat (see [37], Proposition 20.7). There-
fore, every irreducible component of [N ]−1 ((S)) is of dimension 1. The
same holds for any M ∈ N that divides N . Furthermore, [N ]−1((S)) is
smooth as [N ] is e´tale and S is smooth. Hence, no two distinct irreducible
components of [N ]−1 ((S)) intersect each other. So every irreducible compo-
nent of [N ]−1 ((S)) is either contained in
⋃
M |N,M 6=N [M ]
−1 ((S)) or disjoint
from it and our claim follows.
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We now consider Wi = V ∩ (V + Ti) for i ∈ {1, . . . , R}. If this variety
were equal to V, then we would have V ⊂ V + Ti and so Vξ ⊂ Vξ + (Ti)ξ.
For dimension reasons and thanks to the (geometric) irreducibility of Vξ,
we would get that Vξ = t + Vξ for a torsion point t ∈ Aξ of order N . This
contradicts our choice of N . So Wi ( V.
On the other hand, each positive-dimensional abelian variety contains
a point of order N , so the union of all translates of positive-dimensional
abelian subvarieties of As that are contained in Vs for some s ∈ S is con-
tained in
⋃R
i=1Wi. As every Wi is a proper closed subset of V and V is
irreducible, the lemma follows. 
Proof. (of Proposition 3.3) We can assume without loss of generality that
pi(V) = S (else the conjecture reduces to the Mordell-Lang conjecture,
proven by Faltings, Vojta, and Hindry). After a finite flat base change
S′ → S with S′ smooth and irreducible and after replacing A by A ×S S′
and V by an irreducible component of V×SS′, we can assume that all abelian
subvarieties of Aξ are defined over Q¯(S).
Let A′ be the irreducible component of Stab(Vξ,Aξ) that contains 0Aξ .
Then A′ is an abelian subvariety of Aξ. We can now use the Poincare´
reducibility theorem to deduce that there exists another abelian subvariety
A′′ of Aξ such that the natural morphism A′×A′′ → Aξ given by restricting
the addition morphism Aξ ×Aξ → Aξ is an isogeny.
The Zariski closures of A′ and A′′ inside A are abelian schemes A′ and
A′′ over S with A′ = A′ξ and A′′ = A′′ξ by Corollary 6 in Section 7.1 and
Proposition 2 in Section 1.4 of [4]. The isogeny between the generic fibers
extends to a morphism α : A′ ×S A′′ → A, obtained by restricting the
addition morphism. We denote the structural morphism A′×SA′′ → S also
by pi.
As α is dominant, proper, and maps the image of the zero section to
the image of the zero section, it follows that α restricts to an isogeny on
each fiber. Let V ′ be an irreducible component of α−1(V) that dominates
V. Under the hypotheses of Conjecture 1.2, the intersection of V ′ with the
set (A′ ×S A′′)Γ is Zariski dense in V ′, so it suffices to prove the conjecture
for V ′.
Let V ′′ be the image of V ′ under the projection to A′′. Since the projection
morphism is proper, V ′′ is closed in A′′. By construction, the generic fiber
of α−1(V) contains A′ξ × V ′′ξ . It follows that V ′ = A′ ×S V ′′.
Since A0 contains only finitely many abelian subvarieties up to automor-
phism (this is the main result of [30], due to Bertrand for algebraically closed
fields of characteristic 0), we can deduce that there exists an abelian sub-
variety A′0 ⊂ A0 with the following property: The set of p = φ(γ) ∈ V ′,
where γ ∈ Γ and φ : A0 → A′pi(p) × A′′pi(p) is an isogeny, such that there
exists an automorphism of A0 that maps A
′
0 onto the irreducible component
of φ−1
(
A′pi(p) ×
{
0A′′
pi(p)
})
containing 0A0 is Zariski dense in V ′. Using the
Poincare´ reducibility theorem over Q¯, we find an abelian subvariety A′′0 ⊂ A0
such that the natural morphism A′0 ×A′′0 → A0 is an isogeny.
The pre-image of Γ under this morphism is again a group of finite rank.
It is contained in a group Γ′ × Γ′′, where Γ′,Γ′′ are subgroups of finite rank
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of A′0, A′′0 respectively and Γ′ × Γ′′ is stable under End(A′0 × A′′0) and equal
to its division closure.
Applying Lemma 3.2, we find that the intersection of V ′ with the set
{(p, q) ∈ A′s ×A′′s ; s ∈ S, ∃φ′ : A′0 → A′s, φ′′ : A′′0 → A′′s
isogenies such that (p, q) ∈ φ′(Γ′)× φ′′(Γ′′)}
is Zariski dense in V ′. But this implies that the intersection of V ′′ with the
set
{p ∈ A′′s ; s ∈ S, ∃φ : A′′0 → A′′s isogeny such that p ∈ φ(Γ′′)}
is Zariski dense in V ′′. Let ′ : S → A′ be the zero section of A′ and set
V ′′′ = ′(S)×S V ′′ ⊂ A′ ×S A′′.
By Lemma 3.4, we now know by hypothesis that Conjecture 1.2 is true for
A′×SA′′,V ′′′, A′0×A′′0, {0A′0}×Γ′′ since Stab(V ′′ξ ,A′′ξ ) and hence Stab(V ′′′ξ ,A′ξ×A′′ξ ) must be finite by construction. We obtain that every irreducible com-
ponent of V ′′′ξ is a translate of an abelian subvariety of A′ξ ×A′′ξ by a point
in (A′ξ ×A′′ξ )tors + Tr′
(
(A′ξ ×A′′ξ )Q¯(S)/Q¯(Q¯)
)
, where
(
(A′ξ ×A′′ξ )Q¯(S)/Q¯,Tr′
)
denotes the Q¯(S)/Q¯-trace of A′ξ × A′′ξ . As we have V ′′′ = ′(S) ×S V ′′ and
V ′ = A′ ×S V ′′, we deduce the analogous statement for V ′. 
The following lemma will be useful to prove Conjecture 1.2 once we have
established that the union of all weakly special curves that dominate S and
are contained in V lies Zariski dense in V.
Lemma 3.5. Suppose that there exists a subgroup Γ′ ⊂ AQ¯(S)/Q¯ξ (Q¯) of finite
rank such that the irreducible curves C that are contained in V, dominate
S, and satisfy Cξ ⊂ (Aξ)tors + Tr (Γ′) lie Zariski dense in V. Then every
irreducible component of Vξ is a translate of an abelian subvariety of Aξ by
a point in (Aξ)tors + Tr
(
AQ¯(S)/Q¯ξ (Q¯)
)
.
Proof. Apply the usual Mordell-Lang conjecture over the field Q¯(S) – which
is a consequence of Faltings’ main theorem in [12] together with Hindry’s
Section 6 and Proposition C in [25] – to each irreducible component of
Vξ. 
4. Height bounds
In this section, we assume that A0 = E
g−g′
0 × E1 × · · · × Eg′ for elliptic
curves as in the hypothesis of Theorem 1.3. Set S = Y (2) = A1\{0, 1} and
let
E = {(λ, [x : y : z]) ∈ Y (2)× P2; y2z = x(x− z)(x− λz)}
be the Legendre family of elliptic curves over Y (2). We also assume that
A = (E ×S · · · ×S E)×S (E1× · · · ×Eg′ ×S) and pi(V) = S. We will show in
Section 6 that one can always assume this under the hypotheses of Theorem
1.3.
There is a canonical open immersion of S into P1. By choosing a Legendre
model for E1, . . . , Eg′ , we obtain an immersion of A into P1×
(
P2
)g
. Com-
posing this with first the Veronese embedding of P2 into P5 and then the
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Segre embedding, we obtain an immersion of A into P1×PR with R = 6g−1.
This induces very ample line bundles LS on the compactification S = P
1 of
S and L on the associated compactification A of A such that for each s ∈ S,
the line bundle L restricts to the sixth power of an ample symmetric line
bundle that induces a principal polarization on As. (We use the Veronese
embedding to obtain an even power of an ample line bundle – this will be
important in the proof of Lemma 4.6.)
By choosing a Legendre model for each of its factors, we can embed A0
into
(
P2
)g
and then as above in PR and obtain a symmetric very ample
line bundle L0 on A0, which is the sixth power of an ample symmetric
line bundle that induces a principal polarization on A0. By applying a
linear automorphism on each factor P5 of
(
P5
)g
, we can assume that all
coordinate hyperplanes intersect A0 transversally. When embedding A into
P1 × PR, we can choose the same embeddings into P5 for E1, . . . , Eg′ as
for the corresponding factors of A0. The embeddings of Es, E0, E1, . . ., Eg′
into P5 yield divisors on these curves. As the zero element is mapped to
an inflection point of a plane curve in the Legendre model, these divisors
are linearly equivalent to six times the zero element of the respective elliptic
curve.
We get a (logarithmic projective) height hA0 = hA0,L0 on A0. With the
usual construction due to Ne´ron and Tate (see [26], Theorem B.5.1) we then
obtain a canonical height ĥA0 on A0. By our choice of embedding, we have
ĥA0 =
∑g−g′
i=1 ĥE0 ◦ pii+
∑g′
i=1 ĥEi ◦ pig−g′+i, where ĥEj denotes the canonical
height on Ej associated to its embedding in P5 (j = 0, . . . , g′) and pik denotes
the projection onto the k-th factor (k = 1, . . . , g).
After maybe enlarging the number field K, we can assume that A (with
its structure as an abelian scheme), L, A0 (with its structure as an abelian
variety), L0 as well as V and the chosen immersions are all defined over
K, γ1, . . . , γr ∈ A0(K), and every endomorphism of A0 is defined over K.
Since the endomorphism ring of A0 is finitely generated as a Z-module, we
may assume that Γ is mapped into itself by every endomorphism of A0 by
enlarging Γ if necessary. We will generally assume that r ≥ 1 for simplicity;
one can either ensure this by enlarging Γ and K or one can check that our
proof also works mutatis mutandis if r = 0.
The line bundle LS on S yields a height hS on S. For each s ∈ S, the
restriction of L to As is a very ample symmetric line bundle Ls, which
yields a height hs, induced by the projective embedding As ↪→ PR, and a
canonical height ĥs on As. As for ĥA0 , this height decomposes as ĥs =∑g−g′
i=1 ĥ
0
s ◦ pii +
∑g′
i=1 ĥEi ◦ pig−g′+i, where ĥ0s denotes the canonical height
on Es associated to its embedding into P5 and – by abuse of language – pij
again denotes the projection onto the j-th factor (j = 1, . . . , g). We will
denote by h0s and hEj the usual, not necessarily canonical heights on Es and
Ej (j = 0, . . . , g
′) induced by the embeddings into P5.
By Lemma 3.2, we can fix an isogeny φs in the definition of AΓ for each
s ∈ S such that As and A0 (or equivalently Es and E0) are isogenous. We
take φs = (ψs, . . . , ψs, ds · idE1×···×Eg′ ), where ψs is an isogeny from E0 to
Es of minimal degree, i.e. there exists no isogeny of smaller degree between
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them, and ds = [
√
degψs]. Here and in the following, [α] denotes the largest
integer less than or equal to α for any real number α.
By The´ore`me 1.4 of Gaudron-Re´mond in [16], which improves a theorem
of Masser-Wu¨stholz ([34], p. 460, and – non-explicitly – [33], p. 1), we have
degψs  [K(s) : K], (4.1)
where we will write f  g for (positive) quantities f and g if there exist
constants c > 0 and κ > 0, depending on K, A0, Γ, A, S, and V as well as
L, LS , L0, and the immersions associated to these such that
f ≤ cmax{1, g}κ.
Note that As and A0 are both defined over K(s).
All numbered constants c˜1, c˜2, . . . in the following will depend only on the
quantities that the implicit constants in  are allowed to depend on.
Lemma 4.1. Let s ∈ S be such that As and A0 are isogenous. Then there
exists a constant c˜1 such that
hS(s) ≤ c˜1 max{log[K(s) : K], 1}.
Proof. We denote the (stable) Faltings height of an abelian variety A as
defined in [10] by hF (A) and the j-invariant of an elliptic curve E by j(E).
By Faltings’ Lemma 5 in [10], we have
hF (As) ≤ hF (A0) + log deg φs
2
. (4.2)
The Faltings height of a product is the sum of the Faltings heights and
we have a bound on the difference between hF (Es) and 112h(j(Es)) due to
Silverman ([53], Proposition 2.1). Finally, the map s 7→ j(Es) extends to a
non-constant morphism from S = P1 to P1 and so we can bound hS(s) from
above by some multiple of max{h(j(Es)), 1} using standard height estimates.
We deduce that
hS(s) ≤ C max{hF (As), 1} (4.3)
for some constant C that depends only on E1, . . . , Eg′ . Combining (4.1),
(4.2), and (4.3), we obtain that
hS(s) ≤ c˜1 max{log[K(s) : K], 1}
for some constant c˜1. 
Theorem 4.2. Suppose that pi(V) = S. Let s ∈ S. Then hs(p)  [K(s) : K]
for every point p ∈ Vs ∩ AΓ that does not lie in a translate of a positive-
dimensional abelian subvariety of As contained in Vs.
The proof of Theorem 4.2 will occupy the rest of this section. Thanks to
Lemma 4.1 and (4.1), it suffices to find a bound that is polynomial in degψs
(or equivalently ds) and hS(s). We can assume without loss of generality
that m := dimV ≥ 2, otherwise Theorem 4.2 follows from Lemma 4.1 and
elementary height bounds due to the fact that pi|V : V → S is quasi-finite.
Let s1, . . . , sm ∈ S, then As1 , . . . ,Asm are abelian varieties with an em-
bedding into PR (by projection to the second factor of P1 × PR). Assume
that A0 is isogenous to Asi for all i = 1, . . . ,m. Let φi = φsi : A0 → Asi
be the isogeny chosen above (with ψi = ψsi and di = dsi) and let Xi be
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an irreducible component of the projection to the second factor of Vsi =
V ∩ ({si} × PR) ⊂ Asi (i = 1, . . . ,m), where we identify V and A with their
images in P1 × PR. It follows from dimV = m, pi(V) = S, and the Fiber
Dimension Theorem (Corollary 14.116 in [17]) that dimXi = m− 1.
If H denotes a hyperplane in PR, H ′ denotes a hyperplane (i.e. a point)
in P1, V denotes the Zariski closure of V in P1×PR, and the class of a cycle
C modulo numerical equivalence is denoted by [C], the degrees of the Xi (as
subvarieties of PR) can be estimated as
degXi = [{si} ×Xi] · [P1 ×H]m−1 ≤ [V] · [H ′ × PR] · [P1 ×H]m−1 (4.4)
since every irreducible component of the intersection of V with the hyper-
plane {si}×PR is of dimension m−1, {si}×Xi is an irreducible component
of this intersection (of multiplicity at least 1), and the other irreducible
components of the intersection contribute non-negatively to the intersec-
tion product by Proposition 8.2 in [13]. Note that the right-hand side is
independent of si, so degXi is uniformly bounded.
Let xi ∈ Xi∩AΓ be arbitrary points such that xi does not lie in a translate
of a positive-dimensional abelian subvariety of Asi contained in Vsi . Here
and in the following, we identify Vsi and Asi with their images in PR so that
Xi ⊂ Vsi ⊂ Asi ⊂ PR (i = 1, . . . ,m).
We set ζi = φ˜i(xi) ∈ Γ, where φ˜i = (ψ˜i, . . . , ψ˜i, di · idE1×···×Eg′ ) and
ψ˜i : Esi → E0 is the isogeny satisfying ψ˜i ◦ ψi = (degψi) · idE0 . We record
the sequence of inequalities
d2i ĥsi(xi) ≤
g−g′∑
j=1
ĥE0(ψ˜i(pij(xi))) +
g′∑
j=1
d2i ĥEj (pig−g′+j(xi)) = ĥA0(ζi)
≤ (degψi)ĥsi(xi) ≤ 4d2i ĥsi(xi), (4.5)
which follows from
ĥE0(ψ˜i(pij(xi))) = (deg ψ˜i)ĥ
0
si(pij(xi)) = (degψi)ĥ
0
si(pij(xi))
for j = 1, . . . , g − g′.
Assuming that Theorem 4.2 is false, we aim to deduce a contradiction
with the generalized Vojta-Re´mond inequality in Theorem A.1 applied to
the xi and Xi (i = 1, . . . ,m). In the following, we show how to choose the
various objects and parameters in the generalized Vojta-Re´mond inequality
in order to arrive at such a contradiction. For i ∈ {1, . . . ,m}, we choose the
very ample line bundle Li on Xi from Theorem A.1 to be the restriction of
Lsi to Xi and the associated system of homogeneous coordinates W (i) to be
the one induced by the closed embedding Xi ↪→ PR (so Ni = R). We have
X = X1 × · · · ×Xm, x = (x1, . . . , xm), and u0 = m(m− 1).
We define ‖γ‖ =
√
ĥA0(γ) for γ ∈ A0, which extends to a norm on A0⊗R.
By fundamental properties of the Ne´ron-Tate height, there exists a constant
cA0 > 0, depending only on A0 and its embedding into PR, such that∣∣∣ĥA0(γ)− hA0(γ)∣∣∣ ≤ cA0 (4.6)
for all γ ∈ A0.
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Lemma 4.3. Let s ∈ S and p ∈ As. There exists a constant c˜2, depending
only on A and its quasi-projective immersion, such that
|hs(p)− ĥs(p)| ≤ c˜2 max{hS(s), 1}.
Proof. See [59] and note that Es is given (in P2) by an equation y2z =
x˜3−A(s)x˜z2−B(s)z3 withA(s) = 13(s2−s+1), B(s) = 127(s+1)(s−2)(2s−1),
and x˜ = x− s+13 z and that the heights of A(s) and B(s) are bounded by a
constant multiple of max{hS(s), 1} (independently of s). 
Let F be a non-zero linear form on P1 that vanishes at si. Using the
theory of heights of subvarieties of multiprojective spaces (see Section 2 and
[51], whose notation we use), we can estimate the height of Xi as a subvariety
of PR thanks to Corollaire 2.4 in [51] as
h(Xi) = h(0,dimXi+1) ({si} ×Xi) ≤ h(0,dimV)(({si} × PR) ∩ V¯).
We apply Re´mond’s multiprojective version of the arithmetic Be´zout the-
orem for the special case of an intersection with a multiprojective “hyper-
surface” (The´ore`me 3.4 in [51]) and obtain
h(0,dimV)(({si} × PR) ∩ V¯) ≤ h(1,dimV)(V¯) + d(0,dimV)(V¯)hV¯,(0,dimV)(F ).
By applying Corollaire 3.6 and Lemme 3.3 from [51], we may bound
hV¯,(0,dimV)(F ) from above by h(F ) +
log 2
2 (the height of a form used here is
defined as in Paragraph 2.1 of [51]). It is elementary that h(F ) is bounded
from above linearly in terms of max{hS(si), 1} (with an absolute constant)
and so we obtain that
h(Xi) ≤ c˜3 max{hS(si), 1}. (4.7)
We have constants c1 = c2 = Λ
ψ(0) from the generalized Vojta-Re´mond
inequality in Theorem A.1, which can be bounded from above independently
of the si (in fact, we have c1  1 as we will see, when fixing the parameters
θ, ω, M , t1, t2, δ1, . . . , δm).
We assume now that
‖ζi+1‖ ≥ 4di+1√c2‖ζi‖ (i = 1, . . . ,m− 1) (4.8)
and that
hsi(xi) > 8c1(c˜2 max{hS(si), 1}+ cA0) (i = 1, . . . ,m) (4.9)
as well as
‖ζi‖2 ≥ 8d2iΛ2ψ(0)(Mt2)u0(c˜3 max{hS(si), 1}+ δi) (i = 1, . . . ,m). (4.10)
We will deduce a contradiction from this together with the condition that
the ζi lie in a cone of small angle in Γ ⊗ R, which will imply an ineffective
height bound of the desired form thanks to (4.1) and (4.5), thereby proving
Theorem 4.2. Of course, the bound depends on the choice of parameters in
the generalized Vojta-Re´mond inequality, which we will fix later.
We define recursively bm = 1 and
bi−1 =
[
bi‖ζi‖
‖ζi−1‖
]
+ 1 ≥ √c2bidi (i = 2, . . . ,m), (4.11)
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where the lower bound follows from (4.8). We then set ai = 4(bidi)
2. The
generalized Vojta-Re´mond inequality yields additional constants
c
(i)
3 = Λ
2ψ(0)(Mt2)
u0(h(Xi) + δi) (i = 1, . . . ,m)
(depending on the parameters θ, ω, M , t1, t2, δ1, . . . , δm, which will be
chosen later).
It follows from (4.11) that
ai−1 ≥ c2ai (i = 2, . . . ,m). (4.12)
We can estimate
hsi(xi) ≥
1
2
(hsi(xi) + c˜2 max{hS(si), 1}) ≥
1
2
ĥsi(xi)
thanks to Lemma 4.3 and (4.9). We know from (4.7) that
c
(i)
3 ≤ Λ2ψ(0)(Mt2)u0(c˜3 max{hS(si), 1}+ δi).
It then follows from (4.5) and (4.10) that
c
(i)
3 ≤
1
8d2i
‖ζi‖2 ≤ 1
2
ĥsi(xi) ≤ hsi(xi) (i = 1, . . . ,m). (4.13)
Assume now that
〈ζi, ζi+1〉 ≥
(
1− 1
32c1
)
‖ζi‖‖ζi+1‖, (4.14)
where 〈·, ·〉 denotes the scalar product associated to ‖·‖ (i = 1, . . . ,m − 1).
This means that the angle between ζi and ζi+1 with respect to 〈·, ·〉 is small.
Since Γ ⊗ R is a finite-dimensional Euclidean vector space with respect to
‖ · ‖, this partitions the points p ∈ V ∩ AΓ that do not lie in a translate of
a positive-dimensional abelian subvariety of Api(p) contained in Vpi(p) into a
certain finite number of sets that depends only on c1 and Γ. After fixing
the parameters in the generalized Vojta-Re´mond inequality, we will see that
c1  1 and hence the number of sets can be bounded from above similarly
(and independently of the si).
We aim to reach a contradiction. We have
0 ≤ bi
bi+1
− ‖ζi+1‖‖ζi‖ ≤ 1
by construction and ∥∥∥∥ ζi‖ζi‖ − ζi+1‖ζi+1‖
∥∥∥∥ ≤ (4√c1)−1
by our assumption on the angle.
It follows from the triangle inequality for ‖·‖ that
‖biζi − bi+1ζi+1‖ ≤
(
bi − bi+1‖ζi+1‖‖ζi‖
)
‖ζi‖+ bi+1‖ζi+1‖
∥∥∥∥ ζi‖ζi‖ − ζi+1‖ζi+1‖
∥∥∥∥ ,
which implies together with the above inequalities that
‖biζi − bi+1ζi+1‖ ≤ bi+1‖ζi‖+ bi+1
4
√
c1
‖ζi+1‖.
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Using that ‖ζi+1‖ ≥ 4√c2‖ζi‖ = 4√c1‖ζi‖ by (4.8), we can conclude that
‖biζi − bi+1ζi+1‖ ≤ bi+1‖ζi+1‖
2
√
c1
.
This implies thanks to (4.5) that
4c1ĥA0(biζi − bi+1ζi+1) ≤ b2i+1ĥA0(ζi+1) ≤ 4(di+1bi+1)2ĥsi+1(xi+1)
and thus
c1ĥA0(biζi − bi+1ζi+1) ≤
1
4
ai+1ĥsi+1(xi+1).
We have already seen that ĥsi+1(xi+1) ≤ 2hsi+1(xi+1) and hence
c1ĥA0(biζi − bi+1ζi+1) ≤
1
2
ai+1hsi+1(xi+1).
We rewrite the left-hand side using the fact that ĥA0 satisfies the paral-
lelogram law and get
c1
(
2b2i ĥA0(ζi) + 2b
2
i+1ĥA0(ζi+1)− ĥA0(biζi + bi+1ζi+1)
)
≤ 1
2
ai+1hsi+1(xi+1).
Using (4.5), we deduce that
c1
(
g−g′∑
j=1
(
2b2i (deg ψ˜i)ĥ
0
si(pij(xi)) + 2b
2
i+1(deg ψ˜i+1)ĥ
0
si+1(pij(xi+1))
)
+
g′∑
j=1
(
2b2i d
2
i ĥEj (pig−g′+j(xi)) + 2b
2
i+1d
2
i+1ĥEj (pig−g′+j(xi+1))
)
−ĥA0(biζi + bi+1ζi+1)
)
≤ 1
2
ai+1hsi+1(xi+1).
Recall that by abuse of notation, we use pij for the projection onto the j-th
factor in any fiber of A → S (j = 1, . . . , g).
Using (4.6), (4.9), and Lemma 4.3, we obtain by adding up that
c1
g−g′∑
j=1
(
2b21(deg ψ˜1)h
0
s1(pij(x1)) + 2b
2
m(deg ψ˜m)h
0
sm(pij(xm))
)
+
g′∑
j=1
(a1
2
hEj (pig−g′+j(x1)) +
am
2
hEj (pig−g′+j(xm))
)
+
m−1∑
i=2
g−g′∑
j=1
4b2i (deg ψ˜i)h
0
si(pij(xi)) +
g′∑
j=1
aihEj (pig−g′+j(xi))

−
m−1∑
i=1
hA0 (biζi + bi+1ζi+1)
)
≤ 1
2
m∑
i=2
aihsi (xi)
+
m∑
i=1
(4aic1(c˜2 max{hS(si), 1}+ cA0)) <
m∑
i=1
aihsi (xi). (4.15)
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Note that Lemma 4.3 implies that
g−g′∑
j=1
h0si(pij(xi)) ≤
g−g′∑
j=1
ĥ0si(pij(xi)) + c˜2 max{hS(si), 1}
if we take p = (pi1(xi), . . . , pig−g′(xi), 0E1 , . . . , 0Eg′ ).
Recall thatX = X1×· · · ×Xm. We consider the morphism Ψ : X → Am−10
given by
(y1, . . . , ym) 7→ (b1φ˜1(y1)− b2φ˜2(y2), . . . , bm−1φ˜m−1(ym−1)− bmφ˜m(ym)).
If p1, . . . , pm, q1, . . . , qm−1 are the natural projections on X and Am−10 re-
spectively, we obtain two line bundles on X, namely
Na = p∗1L⊗a11 ⊗ · · · ⊗ p∗mL⊗amm
and
M = Ψ∗(q∗1L0 ⊗ · · · ⊗ q∗m−1L0).
Recall that Li is the restriction of Lsi to Xi and that the system of homo-
geneous coordinates W (i) for Li is the one induced by the closed embedding
Xi ↪→ PR. We identify W (i) with p∗iW (i) (i = 1, . . . ,m).
We let σ : A0×A0 → A0 and δ : A0×A0 → A0 be the sum and difference
morphism respectively. We have qi ◦Ψ = δ ◦ ([bi], [bi+1])◦ (φ˜i|Xi , φ˜i+1|Xi+1)◦
(pi, pi+1), where [b] denotes the multiplication-by-b morphism on A0 for
b ∈ Z. Since L0 is symmetric, we have by Proposition A.7.3.3 in [26] that
δ∗L0 ' pr∗1 L⊗20 ⊗ pr∗2 L⊗20 ⊗ σ∗L⊗(−1)0 ,
where pri : A0 ×A0 → A0 (i = 1, 2) are the natural projections.
It follows that
M' P ⊗
(
Ψ˜∗(q∗1L0 ⊗ · · · ⊗ q∗m−1L0)
)⊗−1
,
where
P = (φ˜1|X1◦p1)∗
(
L
⊗2b21
0
)
⊗
m−1⊗
i=2
(φ˜i|Xi ◦ pi)∗
(
L
⊗4b2i
0
)
⊗(φ˜m|Xm◦pm)∗
(
L
⊗2b2m
0
)
and Ψ˜ is defined by replacing every minus in the definition of Ψ with a
plus. By our choice of isogenies, the line bundle P is isomorphic to the very
ample line bundle associated to the composition ι′ of the closed embedding
X ↪→ As1 × · · · × Asm ↪→ (P5)gm with Veronese embeddings of each P5 of
degrees αib
2
i d
2
i and αib
2
i degψi (i = 1, . . . ,m), where αi = 2 if i ∈ {1,m}
and 4 otherwise, and finally the Segre embedding.
It follows from degψi ≤ 4d2i that P injects into N⊗4a , so we can set t1 = 4.
The embedding ι′ yields a system of homogeneous coordinates Ξ for P and
the injection can be chosen such that they map to monomials in the W (i) in
Γ(X,N⊗4a ).
The line bundleM is nef as it is a tensor product of pull-backs of nef line
bundles under proper morphisms and we have
P ⊗M⊗−1 ' Ψ˜∗(q∗1L0 ⊗ · · · ⊗ q∗m−1L0).
We will see in Lemma 4.8 that the line bundle on the right injects into
N⊗8a (so we choose t2 = 8). In the same lemma, we show that this line
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bundle is generated by a set of sections Z of cardinality M = (R + 1)m−1
satisfying
h(Z(x)) =
m−1∑
i=1
hA0 (biζi + bi+1ζi+1).
Furthermore, these sections correspond under the given injection to polyno-
mials of multidegree t2a in the projective coordinates W
(i) on X of height
bounded by
∑m
i=1 aiδi, where each δi is bounded polynomially in di and
hS(si).
It should be noted here that the mentioned injection is achieved by writ-
ing N⊗t2a as the tensor product of P ⊗M⊗(−1) with a globally generated
line bundle and then sending each section to its tensor product with a global
section of this second line bundle that does not vanish at x. Thus, the in-
jection depends on x, but the number of choices for the injection can be
bounded independently of x. The set Z is always the same but corresponds
to different multihomogeneous polynomials depending on the chosen injec-
tion. However, the height of the polynomials is bounded independently of
the choice of injection. Analogous statements hold for the injection of P
into N⊗t1a and Ξ.
With hM(x) = h(Ξ(x))− h(Z(x)), the inequality (4.15) then amounts to
c1hM(x) < hNa(x), (4.16)
which yields the desired contradiction with Theorem A.1 provided that we
can choose the parameters in Theorem A.1 such that all conditions of The-
orem A.1 are satisfied and such that the parameters are bounded in the
required way. We will achieve this in the following lemmata.
First of all, we set X = X and pi = id. Consequently, we have Y = Y
for every subproduct Y ⊂ X in Theorem A.1. We set ω = 0, which will be
justified by Lemma 4.5. Before stating and proving this lemma (and Lemma
4.4 from which it follows), we have to recall some terminology: By a cycle
on As (s ∈ S), we mean a formal sum of irreducible subvarieties of As (with
integer coefficients). If C is a cycle on As, we denote by [C] its equivalence
class modulo numerical equivalence. We will also call [C] the class of C
for short. An effective class is a class a positive integral multiple of which
contains an effective cycle (i.e. a formal sum of irreducible subvarieties with
non-negative integer coefficients). For a natural number n and a cycle C,
we denote by n[C] the class [C +C + · · ·+C] (n times), where the addition
takes place in the additive group of cycles and not on the abelian variety.
Lemma 4.4. There exists a natural number N , depending only on g, such
that for every s ∈ S such that Es is isogenous to E0 and for every cycle Y
on As, the class N [Y ] lies in the subring of the ring of cycles modulo nu-
merical equivalence that is generated under addition and intersection prod-
uct by Eg−g′s × E1 × · · · × Eg′ itself together with the hypersurfaces defined
by pij(z) = 0Es (j = 1, . . . , g − g′), pig−g′+j(z) = 0Ej (j = 1, . . . , g′), and
pij(z) = pik(z) (1 ≤ j < k ≤ g − g′).
In the proof of this lemma, we use the restrictions we placed on A and
A0 in a crucial way.
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Proof. Let s ∈ S such that Es is isogenous to E0 and let Y be a cycle on As.
We assume that Y is equidimensional of dimension dimY . Let us denote the
subring mentioned in the lemma by D. We denote by Dk the intersection
of D with the additive subgroup of all classes of equidimensional cycles of
dimension k. If dimY = g, the assertion of the lemma is true with N = 1.
For the proof, we will use different equivalence relations on the set of
cycles on As, namely algebraic, homological, and numerical equivalence.
For definitions, see Chapters 10 and 19 of [13]. In order to use homological
equivalence, we will tacitly identify As with its base change to C ⊃ Q¯; if the
statement of the lemma holds over C, it automatically holds over Q¯ as well.
Note that the Borel-Moore homology used by Fulton coincides with the usual
singular homology since the ambient variety As is projective. Also, since we
are working on an abelian variety, numerical and homological equivalence
coincide (see [31]) and for codimension 1 cycles all three equivalence relations
coincide (see [13], Section 19.3.1, and use the fact that the Ne´ron-Severi
group of an abelian variety is torsion-free).
There is a natural isomorphism between the additive group of cycles of
codimension 1 modulo algebraic equivalence and the Ne´ron-Severi group of
As. We fix ample line bundles on Es and E1, . . . , Eg′ that induce principal
polarizations on these elliptic curves. The tensor product of the pull-backs
of these line bundles under the projections on the factors induces a principal
polarization on As. This polarization induces an isomorphism between the
Ne´ron-Severi group of As and the additive group of endomorphisms of As
that are fixed by the corresponding Rosati involution, after tensoring both
with Q (see [37], Proposition 17.2). Since the polarization is principal, the
proof of Proposition 17.2 in [37] shows that we also get an isomorphism
without tensoring with Q.
By our hypotheses on Hom(Ei, Ej) (i, j = 0, . . . , g
′), the endomorphism
ring of As is naturally isomorphic to either Mg−g′(Z) × E or End(Es) × E,
where E =
∏g′
i=1 End(Ei). In both cases, the set of endomorphisms that
are fixed by the Rosati involution corresponds to M sg−g′(Z) × Zg
′
, where
M sg−g′(Z) denotes the set of symmetric (g − g′) × (g − g′)-matrices with
entries in Z.
We fix a Z-basis for this additive group by choosing the standard basis for
Zg′ and the basis {Ai, Aj,k; i = 1, . . . , g−g′, 1 ≤ j < k ≤ g−g′} for M sg−g′(Z)
with Ai = (a
i
r,s)1≤r,s≤g−g′ , Aj,k = (a
j,k
t,u)1≤t,u≤g−g′ , air,s = 1 if r = s = i and
0 otherwise, and aj,kt,u = 1 if t = u ∈ {j, k}, −1 if (t, u) ∈ {(j, k), (k, j)}, and
0 otherwise.
For a line bundle L on As, we denote the associated homomorphism
from As to Âs by φL : As → Âs. If L˜s is the ample line bundle that
induces the principal polarization on As and χ ∈ End(As) is fixed by the
corresponding Rosati involution, then we have φ
χ∗L˜s = φL˜s◦χ◦χ. Using this
fact, we can compute that under the above isomorphism the chosen basis of
M sg−g′(Z)×Zg
′
corresponds precisely to the collection of hypersurfaces that
generate D (modulo algebraic equivalence). This proves the assertion of the
lemma in codimension 1 with N = 1.
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Thanks to Murty, who showed in [38] that (after tensoring with Q) any
cycle on a product of elliptic curves over C is homologically (and hence
numerically) equivalent to aQ-linear combination of intersections of divisors,
we then know that [Y ] lies in QDdimY = DdimY ⊗Z Q. The intersection
product yields (by definition of numerical equivalence) a non-degenerate
bilinear form QDdimY ×QDg−dimY → Q, which we will denote by 〈·, ·〉. In
particular, we have d := dimQDdimY = dimQDg−dimY .
We choose a Q-basis (v1, . . . , vd) for QDdimY and a Q-basis (w1, . . . , wd)
for QDg−dimY , both consisting of intersections of the hypersurfaces de-
scribed in the lemma. Note that the intersection product of vi and wj
is either 0 or 1 for all i and j since any collection of g hypersurfaces as in
the lemma either meets in a positive-dimensional component (so does not
meet at all after translating one of the hypersurfaces by a sufficiently generic
point) or meets transversely in the origin of As.
We can write [Y ] =
∑d
i=1 λivi with λi ∈ Q (i = 1, . . . , d). The in-
tersection product of Y with each of the wj is an integer, so we get that∑d
i=1 〈vi, wj〉λi ∈ Z (j = 1, . . . , d). We conclude that ∆λi ∈ Z (i = 1, . . . , d),
where ∆ is the (non-zero) determinant of the matrix (〈vi, wj〉)i,j=1,...,d. Now
d can be bounded in terms of g and then |∆| can be bounded in terms of g
by Hadamard’s determinant inequality – note that each entry of the matrix
is either 0 or 1. By taking the least common multiple of all possible ∆, we
obtain a natural number N such that N [Y ] ∈ DdimY and N depends only
on g. We can now take N to be the least common multiple of all the N we
obtain for varying dimY ∈ {0, 1, . . . , g} and the lemma follows. 
Lemma 4.5. Suppose that xi does not lie in a translate of a positive-
dimensional abelian subvariety of Asi that is contained in Xi (i = 1, . . . ,m).
There exists an integer θ ≥ 1, depending only on g and m, but independent
of x, X, and Y , such that
M· dim(Y ) · Y ≥ θ−1
m∏
i=1
a
dim(Yi)
i
for every subproduct Y = Y1 × · · · × Ym ⊂ X such that Yi ⊂ Xi is an
irreducible subvariety (i = 1, . . . ,m) and x ∈ Y .
Proof. We define a finite morphism Φ : X → Am0 by
Φ(y1, . . . , ym) = (φ˜1(y1), . . . , φ˜m(ym)).
The morphism Ψ factorizes as Ψ′ ◦ Φ with
Ψ′(y1, . . . , ym) = (b1y1 − b2y2, . . . , bm−1ym−1 − bmym)
and we get a line bundle M˜ = Ψ′∗(q∗1L0 ⊗ · · · ⊗ q∗m−1L0) on Am0 such that
M = Φ∗M˜.
It follows from the projection formula that
M· dim(Y ) · [Y ] = M˜·dim(Y ) · Φ∗([Y ]). (4.17)
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By a crucial homogeneity result of Faltings (see [11], Lemma 4.2, or [56],
Corollary 11.4), we have
M˜· dim(Φ(Y )) · Φ∗([Y ]) =
(
m∏
i=1
b2 dimYii
)
(M· dim(Φ(Y ))1 · Φ∗([Y ])), (4.18)
where M1 = Ψ∗1(q∗1L0 ⊗ · · · ⊗ q∗m−1L0) and
Ψ1(y1, . . . , ym) = (y1 − y2, . . . , ym−1 − ym).
We will now show that
M·dim(Φ(Y ))1 · Φ∗([Y ]) ≥ θ˜−1
m∏
i=1
d2 dimYii
for some integer θ˜ ≥ 1, depending only on g and m.
LetN be the natural number furnished by Lemma 4.4 and let i ∈ {1, . . . ,m}.
The cycle NYi on Asi is numerically equivalent to a sum
∑
I⊂{1,...,g′}CI × C ′I
by Lemma 4.4, where CI is a Z-linear combination of cycles on Eg−g
′
si , each
given by a collection of equations of the form pij(z) = 0Esi or pij(z) = pik(z)
(j 6= k), and C ′I = {(z1, . . . , zg′) ∈ E1× · · · ×Eg′ ; zj = 0Ej∀j ∈ I}. Further-
more, we can assume that CI is either zero or equidimensional of dimension
dimYi − dimC ′I ≥ 0. It follows that
[CI ] = N(pi1, . . . , pig−g′)∗
(
[Yi] ·
[
Eg−g′si × C ′{1,...,g′}\I
])
.
On an abelian variety, the intersection of two effective classes is again
an effective class since C and u + C are algebraically equivalent for any
element u of the abelian variety and any irreducible subvariety C; if C and
D are two irreducible subvarieties, then u+C will intersect D dimensionally
transversely for all u in an open Zariski dense set by the Fiber Dimension
Theorem (Corollary 14.116 in [17]). Furthermore, the push-forward of an
effective class is always an effective class. So [CI ] and hence [CI ×C ′I ] is an
effective class.
Here and in the following we implicitly use that the cartesian product
with a numerically trivial cycle stays numerically trivial – this follows from
the fact that the class of a cartesian product is the intersection product
of the pull-backs of the classes of its factors and the fact that numerical
equivalence is preserved under pull-back with respect to a flat morphism
between non-singular complete varieties (see Example 19.1.6 in [13]).
Using the special form of CI and C
′
I , we compute that if CI is non-zero,
then
(
φ˜i
)
∗
([CI × C ′I ]) = (deg ψ˜i)dimCId
2 dimC′I
i [EI ], where EI is a cycle on
A0 and its class [EI ] is effective. If CI is zero, we set EI to zero as well.
It follows from the definition of di = dsi in the paragraph before (4.1) that
d2i ≤ deg ψ˜i ≤ 4d2i . Hence, we deduce that
4dimYid2 dimYii [Zi] ≥ N
(
φ˜i
)
∗
([Yi]) ≥ d2 dimYii [Zi],
where the class of
Zi =
∑
I⊂{1,...,g′}
EI
is effective and we write [U ] ≥ [V ] if [U ]− [V ] is an effective class.
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It follows that
M· dim(Φ(Y ))1 · Φ∗([Y ]) ≥
1
Nm
(
m∏
i=1
d2 dimYii
)
M· dim(Φ(Y ))1 · [Z1 × · · · × Zm].
(4.19)
The right-hand side here is positive since
M· dim(Φ(Y ))1 ·Φ∗([Y ]) ≤
1
Nm
(
m∏
i=1
(4d2i )
dimYi
)
M· dim(Φ(Y ))1 · [Z1 × · · · × Zm]
and
M· dim(Φ(Y ))1 · Φ∗([Y ]) > 0.
This last inequality follows from the fact that the morphism Ψ1 restricted
to Φ(Y ) is generically finite, which can be shown by adapting the proof
of Lemme 2.1 in [49]. We simply have to note that φ˜i(Yi) cannot have
a positive-dimensional stabilizer since otherwise the same would hold for
Yi and then xi would lie in a translate of a positive-dimensional abelian
subvariety that is contained in Xi, which contradicts our assumption.
As a positive integer is greater than or equal to 1, we obtain that
M·dim(Φ(Y ))1 · [Z1 × · · · × Zm] ≥ 1
and therefore
M· dim(Φ(Y ))1 · Φ∗([Y ]) ≥
1
Nm
(
m∏
i=1
d2 dimYii
)
by (4.19).
Since ai = 4(bidi)
2 (i = 1, . . . ,m), the lemma now follows from combining
this inequality with (4.17) and (4.18). 
Lemma 4.6. Let s ∈ S be such that Es and E0 are isogenous and let
ψ : Es → E0 be an isogeny. Recall that we have embedded Es and E0
into P5. There exists a constant c˜, depending only on A0, A, and their
(quasi-)projective immersions, such that ψ is given by 6 homogeneous poly-
nomials of degree degψ in the coordinates on P5 and the height of the set of
coefficients of all these polynomials is at most
c˜(degψ)10 max{hS(s), 1}.
Proof. The embeddings into P5 yield line bundles L′s on Es and L′0 on E0.
Recall that they are both sixth tensor powers of the line bundle associated
to the divisor given by the zero element of the respective elliptic curve.
It follows that ψ∗L′0 corresponds to six times the divisor associated to the
kernel of ψ. This divisor is linearly equivalent to 6(degψ)0Es . It follows that
ψ∗L′0 ' L
′⊗degψ
s .
The coordinates on P5 pull back under ψ to global sections of this line
bundle and our first goal is to show that these sections can in fact be written
as homogeneous polynomials of degree degψ in the coordinates on Es ⊂ P5.
Alternatively, we aim to show that the divisor given by the pull-back of a
coordinate hyperplane under ψ is cut out by a single homogeneous form of
degree degψ. Since H1(P2,OP2(k)) = {0} for all integers k by Theorem
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III.5.1(b) in [24], the embedding of Es into P2 is projectively normal. There-
fore, the same holds for the embedding of Es into P5 and the desired claim
follows.
Thus, the isogeny ψ is given by six homogeneous polynomials P0, . . . , P5
of degree d = degψ in six variables. We know that ψ maps the torsion points
of Es onto the torsion points of E0. The equalities ψ(pi) = qi (i = 1, 2, . . .),
where the pi = [pi,0 : · · · : pi,5] are the torsion points of Es ⊂ P5 in some
order and the qi = [qi,0 : · · · : qi,5] are torsion points of E0 ⊂ P5, give rise to
homogeneous linear equations of the form
qi,k1Pk2(pi,0, . . . , pi,5)− qi,k2Pk1(pi,0, . . . , pi,5) = 0 (0 ≤ k1 < k2 ≤ 5)
that the coefficients of the Pk (k = 0, . . . , 5) satisfy.
Let D = 6
(
d+5
5
)
be the number of coefficients of all the Pk (k = 0, . . . , 5)
and let ρ ≤ D be the rank of the (infinite) system of linear equations. We
may choose ρ of these equations such that the resulting matrix has rank ρ.
Consequently, there is a minor of dimension ρ with non-vanishing determi-
nant. Using Cramer’s rule, we obtain a basis for the space of solutions by
taking determinants of suitable ρ× ρ-matrices.
The entries of such a matrix are either 0 or have the form
±qi,kpj0i,0 · · · pj5i,5,
where j0+· · ·+j5 = d. If ∆ is its determinant and v is a normalized valuation
of a number field F containing all coefficients of the linear equations, we can
estimate
|∆|v ≤ (v)
ρ∏
l=1
(
max
k
{|qil,k|v}maxn {|pil,n|v}
d
)
,
where (v) equals 1 or ρ! according to whether v is finite or infinite and
i1, . . . , iρ are the indices occurring in the rows of the matrix. For a basis
element z = [∆1 : · · · : ∆D], where each ∆k is either a determinant as above
or zero, but not all ∆k are zero, we obtain that
h(z) ≤ log(ρ!) + ρmax
l
{hE0(qil)}+ dρmax
l
{h0s(pil)}.
Using ρ ≤ D and ρ! ≤ ρρ, we further deduce that
h(z) ≤ D logD +Dmax
l
{hE0(qil)}+ dDmax
l
{h0s(pil)}.
Since ĥE0(qil) = ĥ
0
s(pil) = 0, we obtain that hE0(qil) ≤ cA0 and h0s(pil) ≤
c˜2 max{hS(s), 1} from (4.6) and Lemma 4.3 (for all l). Together with the
above this implies that
h(z) ≤ c˜D2 max{1, hS(s)}
for some constant c˜ that depends only on A0, A, and their (quasi-)projective
immersions. Since D ≤ 36d5, the lemma follows as soon as we have shown
that we can choose an element of the basis which indeed represents ψ.
Now by construction, each element of this basis corresponds to a sextuple
of polynomials (P0, . . . , P5) such that for each torsion point p ∈ Es we have
either P0(p) = · · · = P5(p) = 0 or [P0(p) : · · · : P5(p)] = ψ(p). After
discarding those basis elements that vanish everywhere, we can assume that
each basis element represents ψ on an open Zariski dense subset of Es. Here,
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we use that the torsion points lie Zariski dense in Es. We choose one such
element (P0, . . . , P5). Note that we have not discarded everything since we
already know that there exists some sextuple of polynomials that represents
ψ.
If Hk is the scheme-theoretic intersection of E0 with the coordinate hy-
perplane in P5 given by the vanishing of the k-th coordinate (k = 0, . . . , 5),
then Pk certainly vanishes on ψ
−1(Hk). Recall that the coordinate hyper-
planes of P5 intersect E0 transversely, so Hk is reduced and ψ−1(Hk) 6= Es.
If this is the precise zero locus of each Pk, then we are done. Otherwise, the
zero loci of all Pk share an irreducible component of codimension 1.
We identify Hk with the divisor on E0 that is associated to it. Each of
the Pk defines an effective divisor Dk on Es that is linearly equivalent to
ψ∗(Hk) (being a homogeneous polynomial of degree d that does not vanish
identically on Es since ψ−1(Hk) 6= Es). At the same time, the support of Dk
contains the support of ψ∗(Hk). Since Hk is reduced and ψ is unramified,
it follows that ψ∗(Hk) is reduced and hence Dk − ψ∗(Hk) is effective. If
this difference does not vanish for some k, this would give us a non-trivial
effective divisor that is linearly equivalent to 0, a contradiction. Hence, the
polynomials (P0, . . . , P5) define ψ everywhere on Es. 
Lemma 4.7. Let s′, s′′ ∈ S and let b′, b′′ ∈ N. Let ψ˜s′ : Es′ → E0 and
ψ˜s′′ : Es′′ → E0 be isogenies and set φ˜s′ = (ψ˜s′ , . . . , ψ˜s′ , d′ · idE1×···×Eg′ ) :
As′ → A0, φ˜s′′ = (ψ˜s′′ , . . . , ψ˜s′′ , d′′ · idE1×···×Eg′ ) : As′′ → A0, where d′ =[√
deg ψ˜s′
]
and d′′ =
[√
deg ψ˜s′′
]
. Recall that As′, As′′, and A0 are em-
bedded into PR, inducing line bundles Ls′ on As′, Ls′′ on As′′, and L0 on
A0. Let χ : As′ × As′′ → A0 be defined by χ(y′, y′′) = b′φ˜s′(y′) + b′′φ˜s′′(y′′)
and let pr1 : As′ × As′′ → As′ and pr2 : As′ × As′′ → As′′ be the canonical
projections. Set a′ = 4(b′d′)2 and a′′ = 4(b′′d′′)2. The following hold:
(i) For each y ∈ As′ × As′′, there exists an injection from χ∗L0 into
pr∗1 L⊗4a
′
s′ ⊗pr∗2 L⊗4a
′′
s′′ that induces an isomorphism in an open neigh-
bourhood of y. This injection can be chosen from a set of cardinality
at most (R+ 1)5.
(ii) The line bundle χ∗L0 is generated by a set of R+1 sections – the pull-
backs of the homogeneous coordinates on A0 ⊂ PR –, mapping under
the chosen injection to bihomogeneous polynomials in the coordinates
given by the embedding As′ ×As′′ ↪→ PR × PR of bidegree (4a′, 4a′′).
(iii) Furthermore, there exists a constant c˜, depending only on A0, the
family A, and their (quasi-)projective immersions, such that the set
of all coefficients of these R+1 polynomials has height at most a′δ′+
a′′δ′′, where δ′ ≤ c˜d′18 max{hS(s′), 1}, δ′′ ≤ c˜d′′18 max{hS(s′′), 1}.
Proof. Define σb′,b′′ : A0 × A0 → A0 by σb′,b′′(y′, y′′) = b′y′ + b′′y′′. We can
show as in the proof of Lemma 4.6 that the embeddings of E0, E1, . . . , Eg′
into P5 are projectively normal. It follows by repeated application of the
Ku¨nneth formula (Proposition 9.2.4 in [27]) that the embedding of A0 into
PR is projectively normal as well. We can therefore apply Proposition 5.2
from [49].
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It yields a set of (R + 1)3 morphisms of invertible sheaves from σ∗b′,b′′L0
into pr∗1 L
⊗4b′2
0 ⊗ pr∗2 L⊗4b
′′2
0 such that for each z ∈ A0 × A0 one of them
is an injection that restricts to an isomorphism in an open neighbourhood
of z, where by abuse of notation pr1 and pr2 denote also the canonical
projections A0×A0 → A0. We also obtain a set of R+ 1 sections – the pull-
backs of the homogeneous coordinates on A0 ⊂ PR – that generate σ∗b′,b′′L0
such that by taking the union of the images of these sections under all
injections, we obtain a set of at most (R + 1)4 bihomogeneous polynomials
in the coordinates on A0 × A0 of bidegree (4b′2, 4b′′2). Given a choice of
injection, the set of all coefficients of the resulting R + 1 polynomials has
height bounded by c˜A0(b
′2 + b′′2), where c˜A0 depends only on A0 and its
embedding into PR. We have χ = σb′,b′′ ◦ (φ˜s′ , φ˜s′′).
Let j ∈ {1, . . . , g′}. It follows from the proof of Proposition 5.2 in [49] (ap-
plied to Ej ⊂ P5) that there exist 6 sextuples of homogeneous polynomials
in the coordinates on Ej of degree 4d
′2 such that for each point of Ej one of
the sextuples describes the multiplication-by-d′ morphism in a Zariski open
neighbourhood of that point and the set of all coefficients of any sextuple
has height bounded by c′d′2 for some constant c′ that depends only on the
Ei (i = 1, . . . , g
′) and their embeddings into P5.
It follows from Lemma 4.6 that there exist 6 sextuples of homogeneous
polynomials in the coordinates on Es′ of degree 4d′2 such that for each point
of Es′ one of the sextuples describes the isogeny ψ˜s′ in a Zariski open neigh-
bourhood of that point and the set of all coefficients of any sextuple has
height bounded by c˜(deg ψ˜s′)
10 max{hS(s′), 1}.
By choosing on each elliptic factor one of these sextuples and multiplying
together all possible combinations of their entries, we find a collection of
6g = R+1 (R+1)-tuples of homogeneous polynomials in the coordinates on
As′ of degree 4d′2 such that for each point of As′ one of these (R+ 1)-tuples
describes the isogeny φ˜s′ in a Zariski open neighbourhood of that point with
respect to the given embeddings into PR.
Because of the shape of the Segre embedding, the height of the family of
coefficients of each (R+ 1)-tuple of polynomials can be bounded from above
by g′c′d′2+(g−g′)c˜(deg ψ˜s′)10 max{hS(s′), 1} and thus by c˜d′20 max{hS(s′), 1}
(after increasing c˜). We can do the same thing for φ˜s′′ with d
′′ instead of d′
and s′′ instead of s′.
Now plugging in each of the (R+1)2 combinations of these (R+1)-tuples
of polynomials into the set of (R + 1)4 polynomials from the beginning
of the proof gives us a set of (R + 1)6 bihomogeneous polynomials in the
coordinates on As′×As′′ of bidegree (4a′, 4a′′), which are the images of a set
of R+ 1 sections that generate χ∗L0 under (R+ 1)5 different morphisms of
invertible sheaves from χ∗L0 to pr∗1 L⊗4a
′
s′ ⊗ pr∗2 L⊗4a
′′
s′′ . Each possibility for
the morphism corresponds to one of the (R + 1)2 combinations from above
together with one of the (R + 1)3 possibilities from the beginning of the
proof. For each y ∈ As′ ×As′′ , one of these morphisms is an injection that
restricts to an isomorphism in a neighbourhood of y. The sections are the
pull-backs of the homogeneous coordinates on A0 ⊂ PR.
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We can bound the height of the family of coefficients of all R+ 1 polyno-
mials corresponding to a choice of injection from above by
c˜A0(b
′2 + b′′2) + c˜(4b′2d′20 max{hS(s′), 1}+ 4b′′2d′′20 max{hS(s′′), 1})
+4b′2 log
(
R+ 4d′2
R
)
+ 4b′′2 log
(
R+ 4d′′2
R
)
+ log
(
R+ 4b′2
R
)
+ log
(
R+ 4b′′2
R
)
.
Here the last four summands are a very crude upper bound for the logarithm
of the number of monomials that one obtains after multiplying out and
before combining like terms and hence also an upper bound for the logarithm
of the maximal number of equal monomials that are obtained in this way.
The lemma now follows (after increasing c˜ again) from estimating(
R+ 4d′2
R
)
≤ (R+ 4d′2)R
and analogously for d′′, b′, and b′′. 
Lemma 4.8. Let s1, . . . , sm ∈ S and let b1, . . . , bm ∈ N. Let ai, di, and φ˜i
(i = 1, . . . ,m) as well as a = (a1, . . . , am) and Na be defined as above. Let
Ψ˜ : X1 × · · · ×Xm → Am−10 be the morphism given by Ψ˜(y1, . . . , ym) =
(b1φ˜1(y1) + b2φ˜2(y2), . . . , bm−1φ˜m−1(ym−1) + bmφ˜m(ym)).
Recall that Xi ⊂ Asi (i = 1, . . . ,m) and A0 are all embedded into PR. Let
q1, . . . , qm−1 : Am−10 → A0 be the canonical projections. The following hold:
(i) For each z ∈ X1 × · · · × Xm, there exists an injection Ψ˜∗(q∗1L0 ⊗
· · · ⊗ q∗m−1L0) ↪→ N⊗8a that induces an isomorphism on an open
neighbourhood of z. It can be chosen from a set of cardinality at
most (R+ 1)5m−3.
(ii) The line bundle Ψ˜∗(q∗1L0⊗ · · · ⊗ q∗m−1L0) is generated by M = (R+
1)m−1 sections – the pull-backs of the homogeneous coordinates on
Am−10 ⊂ (PR)m−1 ↪→ PM−1 –, mapping under the chosen injection
to multihomogeneous polynomials of multidegree 8a = (8a1, . . . , 8am)
in the multiprojective coordinates on X1 × · · · ×Xm ⊂ (PR)m.
(iii) Furthermore, there exists a constant c˜, depending only on A0, the
family A, and their (quasi-)projective immersions, such that the set
of all coefficients of these polynomials has height at most
∑m
i=1 aiδi,
where δi ≤ c˜d18i max{hS(si), 1} (i = 1, . . . ,m).
Proof. We apply Lemma 4.7 m − 1 times with (s′, s′′) = (si, si+1) (i =
1, . . . ,m− 1). We obtain m− 1 systems of at most (R+ 1)6 bihomogeneous
polynomials each. Multiplying together all possible combinations of one
section from each system gives us at most (R+ 1)6(m−1) multihomogeneous
polynomials of multidegree (4a1, 8a2, . . . , 8am−1, 4am), corresponding to the
union of the images of a system of M = (R+ 1)m−1 sections that generates
Ψ˜∗(q∗1L0 ⊗ · · · ⊗ q∗m−1L0) under each possible combination of the injections
furnished by Lemma 4.7 (some of them might not remain injections, when
pulled back to X1 × · · · × Xm, and we discard those). We multiply each
polynomial by each combination of a (4a1)-th power of one of the R + 1
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coordinates on X1 and a (4am)-th power of one of the R + 1 coordinates
on Xm. This yields at most (R+ 1)
6m−4 multihomogeneous polynomials of
multidegree 8a, still corresponding to the union of the images of a system
of M sections that generate Ψ˜∗(q∗1L0 ⊗ · · · ⊗ q∗m−1L0) under one of the thus
obtained injections Ψ˜∗(q∗1L0 ⊗ · · · ⊗ q∗m−1L0) ↪→ N⊗8a . The sections are the
pull-backs of the homogeneous coordinates on Am−10 ⊂ (PR)m−1 ↪→ PM−1.
By Lemma 4.7, we can bound the height of the family of coefficients of
all multihomogeneous polynomials corresponding to one choice of injection
by
m∑
i=1
2c˜aid
18
i max{hS(si), 1}+
m∑
i=1
2 log
(
R+ 4ai
R
)
,
where the second summand is again a crude upper bound for the logarithm
of the number of monomials obtained after multiplying out and before com-
bining like terms and hence also an upper bound for the logarithm of the
maximal number of equal monomials that are obtained in this way. The
lemma follows from(
R+ 4ai
R
)
≤ (R+ 4ai)R (i = 1, . . . ,m)
after increasing c˜ again. 
Proof. (of Theorem 4.2) Putting together everything we did so far in this
section, one can see that we have now proven Theorem 4.2. We summarize
the proof: We divide Γ ⊗ R into finitely many cones such that for each
choice of ζi, ζi+1 in one of these cones the inequality (4.14) is satisfied. This
is possible since Γ ⊗ R is a finite-dimensional vector space with respect to
‖·‖ and c1 satisfies c1  1 by our choice of parameters and (4.4). If we prove
a height bound of the desired form for each cone, we also get a global one
by taking the maximum over the (finitely many) implicit constants.
If a cone contains only finitely many of the points p whose height we
would like to bound, the desired bound holds trivially. If a cone contains
infinitely many such points, we can suppose that we can find among them
points x1, . . . , xm which satisfy (4.8), (4.9), and (4.10); otherwise, a bound
of the desired form follows from (4.1), (4.5), Lemma 4.1, Lemma 4.3, and
the choice of parameters in the generalized Vojta-Re´mond inequality. But
then, by (4.12), (4.13), Lemma 4.5, and Lemma 4.8, the generalized Vojta-
Re´mond inequality in the form of Theorem A.1 can be applied to yield a
contradiction with (4.16). So Theorem 4.2 follows. 
5. Application of the Pila-Zannier strategy
In this section, we will apply the Pila-Zannier strategy to deduce the
following Proposition 5.1 from Theorem 4.2. This part is very similar to
the case of curves that was treated in [8] and no substantial new difficulties
appear, so we often refer to that article and try to keep the exposition
short. In particular, we will use terminology from the theory of o-minimal
structures without further explanation and refer the reader to Section 5 of
[8] for definitions. In order to speak of definable subsets of powers of C, we
identify C with R2 through use of the maps Re and Im.
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Proposition 5.1. Let A → S and A0 be as in Section 4. Let V ⊂ A be an
irreducible subvariety that dominates S. Let U be the set of points p ∈ V∩AΓ
that do not lie in a translate of a positive-dimensional abelian subvariety of
Api(p) contained in Vpi(p). Then there exists a subgroup Γ′ ⊂ AQ¯(S)/Q¯ξ (Q¯) of
finite rank such that for all but finitely many p ∈ U there exists an irreducible
curve C such that p ∈ C, pi(C) = S, C ⊂ V, and Cξ ⊂ (Aξ)tors + Tr (Γ′).
Proof. As in Section 4, we can assume without loss of generality that Γ is
invariant under End(A0). For each s ∈ S such that A0 and As are isogenous,
we fix an isogeny φs : A0 → As as in Section 4. Let p be a point in U . By
Lemma 3.2, we have p = φpi(p)(γ) for some γ ∈ Γ. By Theorem 4.2, we have
hpi(p)(p)  [K(p) : K], where K is as in Section 4. It follows from Lemma
4.1, Lemma 4.3, (4.1), and (4.5) that also ĥA0(γ)  [K(p) : K]. If N is the
smallest natural number such that Nγ = a1γ1 + · · ·+arγr ∈
⊕r
i=1 Zγi, then
we can show as in Proposition 4.3 in [8] that max{N, |a1|, . . . , |ar|}  [K(p) :
K]. If σ ∈ Gal(Q¯/K), then we deduce that σ(p) = σ (φpi(p)) (σ(γ)), where
σ acts on algebraic points and maps in the usual way and σ
(
φpi(p)
)
is an
isogeny between A0 and Api(σ(p)). It follows that there is γσ ∈ Γ with σ(p) =
φpi(σ(p))(γσ). Since hpi(p)(p) = hpi(σ(p))(σ(p)) and [K(p) : K] = [K(σ(p)) : K],
we find that also
max{Nσ, |aσ,1|, . . . , |aσ,r|}  [K(p) : K] (5.1)
for the analogous quantities for γσ.
There is a uniformization map e : H× C→ E(C). Its restriction to
{(τ, z) ∈ F × C; z = x+ yτ, x, y ∈ [0, 1)}
is surjective and definable in the o-minimal structure Ran,exp, where F is
a fundamental domain in H for the action of a certain subgroup of SL2(Z)
of finite index. For details, see for example Sections 2 and 3 of [44]; the
definability follows from [41].
We choose τ0, τ1, . . . , τg′ ∈ F such that Ei(C) is isomorphic to C/(Z+τiZ).
There are uniformization maps ei : C → Ei(C) with kernel Z + τiZ that
are definable in the o-minimal structure Ran (and hence in Ran,exp) when
restricted to {x+ yτi;x, y ∈ [0, 1)} (i = 0, . . . , g′).
We can define a uniformization map exp : H × Cg → A(C) = (E ×Y (2)
· · · ×Y (2) E)(C)× E1(C)× · · · × Eg′(C) by
exp(τ, z1, . . . , zg) = (e(τ, z1), . . . , e(τ, zg−g′), e1(zg−g′+1), . . . , eg′(zg)).
It has a fundamental domain
U = {(τ, z1, . . . , zg) ∈ F × Cg; zi = xi + yiτ, zg−g′+j = xg−g′+j + yg−g′+jτj ,
i = 1, . . . , g − g′, j = 1, . . . , g′, x1, . . . , xg, y1, . . . , yg ∈ [0, 1)},
restricted to which it is surjective and definable in Ran,exp. In order to speak
of definability, we have to fix an embedding of A(C) into projective space
and we can take the one from Section 4.
We set
P =
τ1 . . .
τg′
 .
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For τ ∈ H, we set
Πτ =
(
τIg−g′
P
)
and
Ωτ =
(
Πτ Ig
)
.
We can find (τσ, xσ) ∈ H×[0, 1)2g such that (τσ,Ωτσxσ) ∈ U and exp(τσ,Ωτσxσ) =
σ(p).
We can also define a uniformization map exp0 : Cg → A0(C) = E0(C)g−g′×
E1(C)× · · · × Eg′(C) by
exp0(z1, . . . , zg) = (e0(z1), . . . , e0(zg−g′), e1(zg−g′+1), . . . , eg′(zg)),
where we consider A0(C) as embedded into projective space as in Section
4. The uniformization map is then surjective and definable in Ran when
restricted to a fundamental domain
{(x1 + y1τ0, . . . , xg−g′ + yg−g′τ0, xg−g′+1 + yg−g′+1τ1, . . . , xg + ygτg′);
x1, . . . , xg, y1, . . . , yg ∈ [0, 1)}.
The points γ1, . . . , γr have pre-images γ˜1, . . . , γ˜r in this fundamental domain
under exp0.
The isogeny φpi(σ(p)) lifts under the uniformizations exp0 and exp(τσ, ·) to
a linear map from Cg to Cg given by
α˜σ =
(
ασIg−g′
dpi(σ(p))Ig′
)
,
where φpi(σ(p)) = (ψpi(σ(p)), . . . , ψpi(σ(p)), dpi(σ(p)) · idE1×···×Eg′ ) and ασ ∈ C is
the analytic representation of ψpi(σ(p)) with respect to the given uniformiza-
tions of E0(C) and Epi(σ(p))(C). There exists a matrix Ψσ =
(
bσ,1bσ,2
bσ,3bσ,4
)
∈
M2(Z) ∩GL2(Q) of determinant degψpi(σ(p)) such that
ασ
(
τ0 1
)
=
(
τσ 1
)
Ψσ. (5.2)
It follows from (4.1) and the definition of dpi(σ(p)) that
dpi(σ(p)) ≤
√
degψpi(σ(p))  [K(p) : K]. (5.3)
Since exp(τσ,Ωτσxσ) = σ(p) = φpi(σ(p))(γσ), we deduce that exp0(α˜
−1
σ Ωτσxσ) ∈
γσ+kerφpi(σ(p)). As kerφpi(σ(p)) is annihilated by (det Ψσ) dpi(σ(p)), we deduce
that exp0((det Ψσ) dpi(σ(p))α˜
−1
σ Ωτσxσ) = (det Ψσ) dpi(σ(p))γσ. It follows that
(det Ψσ) dpi(σ(p))
(
Nσα˜
−1
σ Ωτσxσ − aσ,1γ˜1 − · · · − aσ,rγ˜r
) ∈ ker exp0,
so there exists Rσ ∈ Z2g such that
(det Ψσ) dpi(σ(p))
(
Nσα˜
−1
σ Ωτσxσ − aσ,1γ˜1 − · · · − aσ,rγ˜r
)
= Ωτ0Rσ. (5.4)
It follows from (5.2) that
τ0 =
τσbσ,1 + bσ,3
τσbσ,2 + bσ,4
and therefore
τσ =
τ0bσ,4 − bσ,3
−τ0bσ,2 + bσ,1 . (5.5)
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Since τσ ∈ F , Theorem 1.1 in [40] with G = GL2, n = 2, and ρ = idGL2
shows that ‖Ψσ‖  det Ψσ = degψpi(σ(p)) and hence
‖Ψσ‖  [K(p) : K] (5.6)
by (4.1).
For D ∈ N and B =
(
B1 B2
B3 B4
)
∈ M2(Z), we define
βi(B) =
(
BiIg−g′ 0
0 0
)
∈ Mg(Z) (i = 1, . . . , 4),
β5(D) =
(
0 0
0 DIg′
)
∈ Mg(Z)
and
β(B,D) =
(
β1(B) + β5(D) β2(B)
β3(B) β4(B) + β5(D)
)
∈ M2g(Z).
We can deduce from (5.2) that
α˜σΩτ0 = Ωτσβ
(
Ψσ, dpi(σ(p))
)
.
Here, β
(
Ψσ, dpi(σ(p))
)
is invertible and it follows that
α˜−1σ Ωτσ = Ωτ0β
(
Ψσ, dpi(σ(p))
)−1
. (5.7)
Together with (5.4), this implies that
(det Ψσ) dpi(σ(p))
(
NσΩτ0β
(
Ψσ, dpi(σ(p))
)−1
xσ − aσ,1γ˜1 − · · · − aσ,rγ˜r
)
= Ωτ0Rσ.
(5.8)
It now follows from (5.1), (5.3), and (5.6) as well as xσ ∈ [0, 1)2g that
‖Rσ‖  [K(p) : K] (5.9)
since we can solve (5.8) for Rσ by conjugating and obtaining
(
Ωτ0
Ωτ0
)
Rσ on
the right-hand side, where
(
Ωτ0
Ωτ0
)
is invertible.
We set X = exp |−1U (V(C)). From now on, “definable” will always mean
“definable in the o-minimal structure Ran,exp”. Consider the definable set
Z = {(A1, . . . , Ar,M,R,B1, B2, B3, B4, D, τ, x) ∈ Rr+1+2g+5 ×H× R2g;
(τ,Ωτx) ∈ X,B =
(
B1 B2
B3 B4
)
, (detB)D 6= 0, τ(−B2τ0 +B1) = B4τ0 −B3,
M > 0,Ωτ0R = (detB)D
(
MΩτ0β(B,D)
−1x−A1γ˜1 − · · · −Arγ˜r
)}.
Let pi1 : Z → Rr+1+2g+5 and pi2 : Z → H × R2g be the canonical projec-
tions and let Σ be the set of points
(aσ,1, . . . , aσ,r, Nσ, Rσ, bσ,1, . . . , bσ,4, dpi(σ(p)), τσ, xσ) (σ ∈ Gal(Q¯/K)).
It follows from (5.5) and (5.8) that Σ ⊂ Z. Furthermore, we have |pi2(Σ)| =
[K(p) : K] and it follows from (5.1), (5.3), (5.6), and (5.9) that
max{|aσ,1|, . . . , |aσ,r|, Nσ, ‖Rσ‖, |bσ,1|, . . . , |bσ,4|, dpi(σ(p))}  [K(p) : K].
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If [K(p) : K] is sufficiently big (which by Lemma 4.1, Theorem 4.2,
and Northcott’s theorem excludes only finitely many p ∈ U), we can ap-
ply Corollary 7.2 from [23] and find that there exists a continuous function
α : [0, 1] → Z such that pi1 ◦ α is semialgebraic, pi2 ◦ α is non-constant,
pi2(α(0)) ∈ pi2(Σ), and α|(0,1) is real analytic; note that Ran,exp admits an-
alytic cell decomposition by [54]. In the following, we use the variables
τ,B, . . . to denote the corresponding coordinate functions on Z. It follows
from τ = B4τ0−B3−B2τ0+B1 and
Ωτ0β(B,D)
−1x = M−1
(
A1γ˜1 + · · ·+Arγ˜r + (detB)−1D−1Ωτ0R
)
that α itself is a semialgebraic map. Note that we can solve the last equation
for x by conjugating and obtaining the invertible matrix
(
Ωτ0
Ωτ0
)
. Let ψ :
H × R2g → H × Cg be defined by ψ(τ, x) = (τ,Ωτx). It follows that δ =
ψ ◦ pi2 ◦ α : [0, 1]→ X is a non-constant continuous semialgebraic map and
exp(δ(0)) is equal to some Galois conjugate of p.
We can now deduce from Theorem 5.1 in [45] and Lemma 4.1 in [46]
that some Galois conjugate of p and hence also p itself lies in a positive-
dimensional weakly special subvariety of the product of elliptic modular
surfaces and elliptic curves E(C)g−g′×E1(C)×· · ·×Eg′(C) that is contained
in V(C). In order to apply Theorem 5.1 from [45], we view the factors
Ei(C) (i = 1, . . . , g′) as fibers of some elliptic modular surfaces as defined
in Section 2.2 of [45]. For the definition of a weakly special subvariety, we
refer to Section 4 of [45]. The analogue of Theorem 5.1 in [45] for arbitrary
connected mixed Shimura varieties has been proven later by Gao in [15].
At the same time, the point p cannot lie in a translate of a positive-
dimensional abelian subvariety of Api(p)(C) contained in Vpi(p)(C). It follows
that p must belong to an irreducible curve C, a priori defined over C, such
that ∅ 6= Cξ ⊂ (Aξ)tors + Tr
(
AQ¯(S)/Q¯ξ (C)
)
(we base change freely between
Q¯ and C and between Q¯(S) and an algebraic closure of the function field of
the base change of S to C). As p ∈ AΓ, we can first replace AQ¯(S)/Q¯ξ (C) by
AQ¯(S)/Q¯ξ (Q¯) – in particular, C is defined over Q¯ – and then AQ¯(S)/Q¯ξ (Q¯) by a
subgroup Γ′ of finite rank. 
6. Proof of Theorem 1.3
We can assume without loss of generality that A0 = E
g−g′
0 × E1 × · · · ×
Eg′ for elliptic curves as in the hypothesis of Theorem 1.3. We can also
assume that pi(V) = S since otherwise V is contained in As for some s ∈ S
and Theorem 1.3 then becomes an instance of the Mordell-Lang conjecture,
proven by Vojta, Faltings, and Hindry.
It then follows that infinitely many fibers of A are pairwise isogenous. We
deduce from Theorem 3 in [22] by Habegger-Pila that the generic fiber of
A must be isogenous (over Q¯(S)) to Eg−g′′ ×E′1 × · · · ×E′g′′ , where E is an
elliptic curve defined over Q¯(S) and E′1, . . . , E′g′′ are elliptic curves defined
over Q¯. The fact that infinitely many fibers ofA are isogenous to A0 and that
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Hom
(
AQ¯(S)/Q¯ξ , E0
)
= {0} and therefore Hom(E′1 × · · · ×E′g′′ , E0) = {0} as
well as Hom(Ei, E0) = {0} (i = 1, . . . , g′) implies that g′ = g′′. In particular,
we have g′ < g since A is not isotrivial. We can deduce furthermore that
after a permutation of E1, . . . , Eg′ E
′
i is isogenous to Ei (i = 1, . . . , g
′). We
can then assume without loss of generality that E′i = Ei (i = 1, . . . , g
′).
Consider the set of isomorphism classes of pairs (A → S,A0) such that
(1) S is a smooth and irreducible curve,
(2) A is not isotrivial,
(3) Aξ is isogenous (over Q¯(S)) to Eg−g′ × E1 × · · · × Eg′ for g′ ≥ 0,
an elliptic curve E defined over Q¯(S), and elliptic curves E1, . . . , Eg′
defined over Q¯ that satisfy Hom(Ei, Ej) = {0} (i 6= j), and
(4) A0 is isogenous to E
g−g′
0 × E1 × · · · × Eg′ , where E0 is an elliptic
curve defined over Q¯, Hom(E0, Ei) = {0} (i = 1, . . . , g′), and either
g − g′ = 1 or End(E0) = Z.
This set is stable in the sense of Definition 3.1. By Proposition 3.3, we
can therefore assume that the union of all translates of positive-dimensional
abelian subvarieties of As that are contained in Vs for some s ∈ S is not
Zariski dense in V.
After replacing S by an open subset of a finite cover, A by its corre-
sponding pull-back, and V by an irreducible component of its pull-back, we
can assume that there exists an elliptic scheme E ′ over S and a surjective
homomorphism α : A → E ′ ×S · · · ×S E ′ ×S (E1 × · · · × Eg′ × S) of abelian
schemes over S that restricts to an isogeny on each fiber. For this, we use
our hypothesis on the generic fiber of A together with Proposition 8 from
Section 1.2 and Theorem 3 from Section 1.4 of [4].
Arguing along the lines of the proof of Lemma 5.4 in [21], we can then
assume that A = (E ×S · · · ×S E)×S (E1 × · · · ×Eg′ × S), where S = Y (2),
E is the Legendre family, and E1, . . . , Eg′ are some fixed elliptic curves over
Q¯. Thus, we are in the situation of Sections 4 and 5. Since the union
of all translates of positive-dimensional abelian subvarieties of As that are
contained in Vs for some s ∈ S is not Zariski dense in V and a finite set of
points is not Zariski dense in V, it follows from Proposition 5.1 that there
exists a subgroup Γ′ ⊂ AQ¯(S)/Q¯ξ (Q¯) of finite rank such that the irreducible
curves C that are contained in V and satisfy ∅ 6= Cξ ⊂ (Aξ)tors + Tr (Γ′) lie
Zariski dense in V. We can then apply Lemma 3.5 to finish the proof. 
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Appendix A. Generalized Vojta-Re´mond inequality
Let m ≥ 2 be an integer and let X1, . . . , Xm be a family of irreducible
positive-dimensional projective varieties, defined over Q¯. In the present
work, we use a generalization [7] of Re´mond’s results of [52] to the case of
an algebraic point x = (x1, . . . , xm) in the product X = X1 × · · · × Xm.
Let us briefly recall the hypotheses which come into play. We follow the
exposition of [7].
For an m-tuple a = (a1, . . . , am) of positive integers, we write
Na =
m⊗
i=1
p∗iL⊗aii ,
where Li is a fixed very ample line bundle on Xi and pi : X1×· · ·×Xm → Xi
is the natural projection. We relate a to a nef line bundle M on X which
satisfies some further conditions, specified below.
By (a system of) homogeneous coordinates for a very ample line bundle
we mean the set of pull-backs of the homogeneous coordinates on some PN ′
under a closed embedding into PN ′ that is associated to that line bundle.
Let W (i) ⊂ Γ(Xi,Li) be a fixed system of homogeneous coordinates on Xi.
We identify p∗iW
(i) with W (i).
We fix a non-empty open subset U0 of X and suppose that there exists a
very ample line bundle P on X, an injection P ↪→ N⊗t1a which induces an
isomorphism on U0 and a system of homogeneous coordinates Ξ for P which
are (by means of the aforementioned injection) monomials of multidegree t1a
in the W (i).
We also suppose that there exists an injection (P ⊗ M⊗−1) ↪→ N⊗t2a
which induces an isomorphism on U0 and that P ⊗M⊗−1 is generated by
a family Z of M global sections on X which are polynomials of multidegree
t2a in the W
(i) such that the height of the family of coefficients of all these
polynomials is at most
∑
i aiδi.
The parameters t1, t2,M ∈ N and δ1, . . . , δm ∈ [1,∞) are fixed indepen-
dently of the pair (a,M). Using this pair, we can define the following two
notions of height for a point x ∈ U0(Q¯):
hM(x) = h(Ξ(x))− h(Z(x)),
hNa(x) = a1h
(
W (1)(x)
)
+ · · ·+ amh
(
W (m)(x)
)
.
Let θ ≥ 1 and ω ≥ −1 be two integer parameters and set (with ω′ = 3+ω)
Λ = θ(2t1u0)
u0
(
max
1≤i≤m
Ni + 1
) m∏
i=1
deg(Xi),
ψ(u) =
u0∏
j=u+1
(ω′j + 1),
c1 = c2 = Λ
ψ(0),
c
(i)
3 = Λ
2ψ(0)(Mt2)
u0(h(Xi) + δi) (i = 1, . . . ,m),
where u0 = dim(X1) + · · ·+ dim(Xm), Ni + 1 = #W (i) and the degrees and
heights are computed with respect to the embeddings given by the W (i).
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Theorem A.1. Let x ∈ U0(Q¯) and let (a,M) be a pair as defined above.
Suppose that, for every subproduct of the form Y = Y1 × · · · × Ym, where
Yi ⊂ Xi is an irreducible subvariety that contains xi, the following estimate
holds:
M· dim(Y ) · Y ≥ θ−1
m∏
i=1
(deg(Yi))
−ωadim(Yi)i .
If furthermore c2ai+1 ≤ ai for every i < m and c(i)3 ≤ h
(
W (i)(xi)
)
for every
i ≤ m, then we have
hNa(x) ≤ c1hM(x).
Proof. See [7] with X = X and pi = idX . 
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