INTRODUCTION
Since the Fourier Transform was proposed by J. B. J. Fourier in 1822, the theory of signal analysis has been developing and enriching. Especially, after the Fast Fourier Transform (FFT) algorithm was proposed in 1965, the Discrete Fourier Transform (DFT) has been playing an important role in the field of signal processing. In order to meet the needs of various practical applications, many other orthogonal signal analysis algorithms, such as Discrete Cosine Transform (DCT), Discrete Hartley Transform (DHT), Walsh Transform and Wavelet Transform which is considered to be the breakthrough of Fourier Transform, were proposed.
On the other hand, it was discovered that some biological nervous systems also have the capability of signal analysis, such as mammal's auditory systems.1-3) In 1960, G. V. Bekesy4) presented his famous discovery of the phenomenon of constant wave and local consonance of basilar membrane, which showed the signal analysis characteristics of auditory nerve. The phenomenon prompts us to explore artificial neural net to imitate the signal analysis functions in biological nervous systems.
Artificial Neural Net (ANN) models are used to attempt to achieve real-time response and humanlike performance using numerous simple processing units operating in parallel as in biological nervous systems. These models have the greatest potential in fields such as speech and image signal processing where many hypotheses are pursued in parallel, high computation rates are required, and the performance of the current best system is far below that of human. In recent years, ANN models are widely used to perform many specific tasks. Compared with their applications to other research subjects, ANNs are less used in signal analysis and synthesis. But we can still find some contributions to the subject. For example, A. D. Culhane et al .,5) used the linear programming neural net, which was proposed by Tank and Hopfield, 6) (3) where (4) the relationship between y(t) and z(t) is (5) Equation (4) is used to show the possibility of signal analysis with the single-layer perceptron. Now our attention is drawn onto the number of analysis functions to find unique solution to Eq. (4). If variable t in the analysis region (t1, t2) is divided into N sample points (comply to the uniform sampling theorem) for computer simulation, Eq. (4) can be rewritten as
Given a signal y(t) , the process of signal analysis in the neural net is that of adaptive adjusting the connection vector C. This process is equivalent to find the solution to Eq. (6). For further discussion, we will ignore the differences between threshold 0 and connection cm, and assume that the total number of cm and 0 is M. Equation (6) 
If N<M, there will exist many solutions to Eq. (7). These solutions are only in keeping with the constrain conditions of small number of samples of original signal. It is clear that these solutions are not expected. We have to reduce the value of M till N=M to ensure an unique solution to Eq. (7).
because a large error is still existed when the analysis procedure is finished. So, we have to append the number of analysis functions, M, till M=N.
As discussed above, it is possible to represent signals with ANN. Obviously, Eq. (7) can be solved algebraically without using nonlinear function in Eq. (3) if we let z(t)=y(t).
However, this method belongs to linear signal analysis algorithms which are widely explored. Our efforts are made to find a new approach to speech signal processing, which processes signals in the way similar to that in biological nervous systems. For this reason, we introduce the nonlinear function to solve Eq. (7) adaptively with ANN. The detail of the algorithm is described in next section. Its merit and novel points are discussed in sections 4 and 5 and summarized in section 6.
ARCHITECTURE
OF NNSAS AND ADAPTIVE ANALYSIS PROCEDURE 3.1 A Complete Architecture for Adaptive Signal Analysis It is known that an ANN model which is used to perform specially appointed task must be specified the net topology, nonlinear characteristics, and training or learning algorithm. Therefore, a learning rule must be given to Fig. 1 . In this section, the delta rule) is adapted as the learning algorithm to describe the procedure of adaptive signal analysis in the neural net. Thus, we have a complete architecture which is shown in Fig. 2 .
In Fig. 2 , a function extending unit is put in the frond-end of a single-layer perceptron shown in Fig. 1 . The extending unit is used to extend the variable t with a set of orthogonal functions which are used as analysis functions. We can see the core element of Fig. 2 is the functional-link net which was proposed by Dr. Sobajic D. and Y. H. Pao et al.9-11) Functional-link net was successfully used in speech and speaker recognition systems by us.12,13)
Analysis Procedure
Mathematically, the delta (6) rule is gradient descent of the mean-squared error as a function of the connection strengths. The adaptive signal analysis procedure performs two passes, forward and backward passes, through NNSAS.
During the forward pass, variable t in region (4, 4) is expanded into an M-dimensional vector 1( t) with a set of orthogonal functions (9) The input of the net is the sum of the components of 
During the backward pass, the derivation of this error is then propagated back through NNSAS, and all the connection strengthens are adjusted so as to decrease the error. (14) In order to improve the convergent properties of NNSAS, a momentum term is added to Eq. (14) . (15) In Eqs. (a) The neural-spectrum of square wave (N=32).
(b) The neural-spectrum of square wave (N=64). The analysis results, the connection strengths, are drawn in Fig. 4 . Since the signal analysis is carried out with neural net, the "spectrum" is called neuralspectrum in order to distinguish it from that of FFT.
(17)
In Fig. 4 (a) , the samples on the square wave are 32 (N=32) and in Fig. 4 (b) N=64. Because the projective values in COS terms are small enough to be omitted, we can think that the neural-spectrums are valued only in SIN terms. Figure 5 shows the original square wave, synthetic square waves reproduced (synthesized) with partial components of connection strength vector C and the differences (errors) between the original and synthetic square waves. The mean squared errors (mse) are printed in right upside corner under each synthetic condition.
Square Wave Analysis and Synthesis with
FFT and IFFT Discrete Fourier Transform (DFT) has led to the development of one of the most useful tools for speech analysis. Mathematically, DFT is based on linear signal analysis. Some auditory model used DFT as the traditional form of preprocessing.14) In order to facilitate comparison, FFT is used to analyze the same square wave listed in Eq.(17). The FFT spectrum of the square wave is shown in Fig.6 . Figure 7 shows the original square wave, synthetic square waves synthesized from partial coefficients and the mse (printed in right upside corner) between the original and synthetic square waves.
Contrast and Discussion
When Fig.4 (a) and 4(b) are compared with Fig.6 , we find that neural spectrums are valued very small in COS terms and the values of the real part of FFT (Fig.6(a) ) are also very small. This is because the square wave is an odd function. However, the envelops of the two kinds of spectrums are quite different. From Fig.6 , we can see that cm of FFT has the feature of symmetry, so only half of cm are effective. Thus, FFT has lower frequency reso- lution than NNSAS at the same analysis length and sample rate. Because the coefficients of FFT are composed of real parts and imaginary parts, these produce the complicated phase feature which makes much trouble to researchers in homomorphic speech processing. On the other hand, Fig.5 and Fig.7 (In order to better show the synthetic wave, the symmetric terms are partially used in couples in inverse FFT) show that the two groups of errors are quite unlike. Figure 8 shows the mean-squared errors between the original and synthetic square waves versus the synthetic terms in the two kinds of synthesizers. It is clear that the mean-squared errors produced by neural net synthesizer are much lower than that produced by Fourier synthesizer in the same synthetic terms. An important character of NNSAS is that the analysis function can be easily replaced by other kinds of orthogonal functions. An example with this feature is to be given in following section.
EXPERIMENT ON SPEECH ANALYSIS AND SYSTHESIS
In this section, the Neural Net Signal AnalyzerSynthesizer (NNSAS) is used for speech analysis and synthesis. In order to demonstrate the extensiveness of selecting the analysis functions, the matrix X in Eq. (6) ing feature of NNSAS. Figure 9 (a) is a segment of speech wave, s(t), taken from vowel /a/ in time domain. Its neural-cosine spectrum analyzed by the NNSAS is shown in Fig.9 (b). Figure 9 (c) is noncompressive (Pr=1) synthetic speech waveform,
where M is the number of components in connection strength vector C, Mr, is the number of components taken from vector C to reproduce the synthetic waveform. Considering the masking properties of the human ear,15,46) only some components of vector C, which are formed of major formants, are used in the NNSAS to get the synthetic speech signal. In order to quantitatively express the benefits of NNSAS, the results of segmental Signalsynthetic Noise Ratio (SNR) have been examined.
where (20) Figure  10 shows the segmental SNR versus the architecture for adaptive signal analysis and synthesis was implemented. The analysis and synthesis procedures were also discussed. Comparative simulation experiments were performed on typical signal, square waveform, both with NNSAS and FFT. We discovered that i ) NNSAS has higher frequency resolution than FFT; ii) there is no complicated phase problem in NNSAS; iii) the analysis functions can be easily replaced by other orthogonal functions; iv) the shapes of envelopes in both spectrums are quite different and some other interesting characteristics of NNSAS were also discussed. When NNSAS was used for speech analysis and synthesis, high articulation synthetic speech voices have been gotten from NNSAS under high compressive rate. The speaker's individual features are also 
