Abstract. This paper is dedicated to analyzing the dynamical behavior of strongly damped wave equations with critical nonlinearity in locally uniform spaces. After proving the global well-posedness, we first establish the asymptotic regularity of the solutions which appears to be optimal and the existence of a bounded (in
Introduction
It is well-known that in many cases the long-time behavior of dynamical systems generated by evolution equations of mathematical physics can be described naturally in terms of attractors of corresponding semigroups. In the case where the domain is bounded, the existence of the attractor has been established for a large class of equations; see [3, 9, 21, 24, 32] . However, in the case where the domain is unbounded, the situation becomes much more complicated, and we need to confer with more difficulties caused by the unboundedness of the spacial domain. In an unbounded domain typical Sobolev embeddings are not compact and the spaces L p (R N ) are not nested, which makes our studies much more difficult. Moreover, the usual Sobolev spaces do not include the constant functions and the traveling waves. In order to include these special solutions (e.g., equilibria and relaxation waves) in the attractor, some authors consider bounded and uniformly continuous function spaces and weighted spaces; see [4, 18, 19, 22] and the references therein. Note that weighted spaces ignore the behavior of the solutions for large spatial values and for which the usual Sobolev type embeddings are not available. In [2, 8, 10, 12, 15, 16, 23, 25, 26, 31, 34] etc., the authors apply and develop the properties of locally uniform spaces which enjoy suitable nesting properties, have compact embeddings in weighted spaces and where constant functions lie in them. In these references, the authors study different nonlinear equations and properties of their nonlinear dynamics in locally uniform spaces, e.g., the authors in [2] systematically study the locally uniform spaces and present a rather complete linear theory of parabolic equations with initial data in locally uniform spaces.
In this paper, we consider the long time behavior of the following semilinear strongly damped wave equation in locally uniform spaces:
with initial data conditions f (τ )dτ . These assumptions are the same as that in Cholewa and Dlotko [12] .
Following [2, 8, 10, 12, 26, 34] , we consider a strictly positive integrable weighted function ρ : R N → (0, ∞): for 1 ≤ p < ∞, set (see [2, 8, 10, 12, 34] for more details)
let τ y ρ(x) = ρ y (x) = ρ(x − y), y ∈ R N , and consider the locally uniform spaces with certain positive constants ρ 0 , ρ 1 . As shown in [2, 8, 10, 12] , arbitrary integrable strictly positive functions ρ ∈ C 2 (R N ) satisfying (1.6) will lead to the same locally uniform spaces W k,p lu (R N ), k = 0, 1, 2, p ≥ 1, up to equivalent norms. Hence, in this paper, we consider the exemplary weighted functions (1. 7) ρ(x) = (1 + η|x| 2 ) −l , with l > N 2 , η > 0, where, obviously, one can obtain the estimates that |∇ρ| ≤ C √ ηρ and |∆ρ| ≤ Cη ρ. Problem (1.1)-(1.2) has many relevant physical applications (e.g., see [28] for a summary), and its dynamics have been studied extensively by many authors; see [5, 6, 7, 13, 27, 28] and the reference therein. The existence and smoothness of the global attractor for the case where the spacial domain is bounded have been achieved recently, e.g., see [6, 7, 27, 28] . The existence of an (
)-global attractor has been proved in Belleri and Pata [5] , and further improved results are presented by Conti et al. in [13] . Furthermore, when the spacial domain is a bounded domain Ω, for the system (1.1)-(1.2) with homogeneous Dirichlet boundary conditions, the authors in [27] and [28] have proven that the corresponding (H (Ω) for subcritical and critical cases respectively. Under the framework of locally uniform spaces, the authors in [10, 16, 31, 34] have considered the weak dissipative wave equations, i.e., α = 0 and β > 0.
About system (1.1)-(1.2), more recently, under the assumptions of (1.3)-(1.5), Cholewa and Dlotko [12] have obtained the global well-posedness results in the locally uniform spacesẆ
, p ≥ 2, and proved that their solutions generated a C 0 semigroup {S(t)} t≥0 in this space. Furthermore, they also have considered the existence of the global attractor for {S(t)} t≥0 .
They proved that {S(t)} t≥0 has a bounded (Ẇ
lu (R N ))-absorbing set, but for the attractor, they only obtained the (Ẇ 
). This is an essential difficulty in studying the asymptotic behavior, even for the case that the spacial domain is bounded, e.g., see [6, 27, 28] .
The main aim of this paper is to give a detailed analysis of the long-time behavior for the solutions of (1.1)-(1.5) in locally uniform spaces W 1,2
, including the global well-posedness and asymptotic regularity of solutions, as well as some exponential attraction. Moreover, we try to show (or highlight) the strongly damped property of ∆u t . For example, we prove a slightly stronger attraction, the (W 1,2
In other words, for the second ingredient u t (t) of the solution (u(t), u t (t)), it should behave like the solution of a parabolic equation, which will reflect the strongly damped properties of ∆u t to some extent. This paper is organized as follows.
In section 2, we first recall some function spaces and list some short notation which will be used throughout this paper; then we summarize some technical propositions which are useful for our latter proofs and may also be interesting to other people who work in locally uniform spaces.
In sections 3-5, we consider the global well-posedness of problem (
Using the methods/framework of [11, 12] , and combining some techniques in [31, 34] which are used to obtain some continuities, we define the global weak solutions (see Definition 5.1) by approximations, which generate a continuous semigroup in W
; see Theorems 3.2 and 5.4. Then, after some preliminary a priori estimates given in sections 6-8, by using the methods in [35] we overcome the difficulty caused by the critical nonlinearity, and prove the following asymptotic regularity result in section 9, which appears to be optimal:
, and {S(t)} t≥0 be the semigroup generated by the global weak solutions of (1.1)- 
, the following estimate holds: 
This theorem says that asymptotically, the solutions are exponentially close or approach more regular solutions in a slightly stronger norm: the
ρ -norm, although the global attractor A obtained in Theorem 1.2 below attracts them only in a weighted space topology.
It is worth noting that Theorem 1.1 is also interesting in the bounded domain case (e.g., see [27, 29, 30] ), and to the authors' knowledge, this is the first regularity result in locally uniform space for the wave-type equations with critical nonlinearity. Moreover, it is also a basis for further considering the asymptotic behavior. For example, based on this result, we are constructing (in [33] ) a infinitedimensional exponential attractor for (1.1) (see [14] for the corresponding results of parabolic equations); simultaneously, combining some continuity with respect to the W 1,2
ρ (R N )-topology, we have the following existence result about the attractor:
Then the semigroup {S(t)} t≥0 generated by the global weak solutions of (1.1)-(1.2) with the initial data
ρ (R N ) and attracts every bounded subset
(ii) A is closed and bounded in W 2,2 
where
, we know that, for the weighted function ρ satisfying (1.6) in L p lu , the following two norms are equivalent: there exist 
with the norm
Then, in particular,
For the latter applications, we next recall some properties of locally uniform spaces.
is continuous. Moreover,
(ii) If ρ satisfies (1.6), then the inclusion W
Then there exist positive constants C 1,α and C 2,α such that
This lemma provides the theoretical feasibility for us to use fractional power operators, consequently, the bootstrap methods; see §7 − §8.
On the other hand, from the definition of ρ (in (1.7) ), obviously, we have Proposition 2.3. There exist C 1 , C 2 such that
Then, similar to Proposition 1.2 of [34] , we have the following property
Combining Proposition 2.4 with the interpolation inequality for bounded domain, we can get the following interpolation inequalities in weighted spaces and locally uniform spaces:
Proof. We only give a proof for the first inequality; the second can be obtained by the same method:
Next we give a density lemma, which will be used to define the weak solution. 
Hence, the conclusion of Lemma 2.6 holds. In this section, we will consider the well-posedness of system (1.1)-(1.2). To this end, we will use the methods/framework as in [11, 12] . In our study, the spacė W 2,p lu ×L p lu is necessary, where our elliptic operator will enjoy a dense domain. That is, it will generate a strong continuous analytic semigroup.
At first, note that we can rewrite (1.1) as an abstract parabolic equation
with initial data
From Cholewa and Dlotko [12] we have the following results:
Lemma 3.1 ([12] ). For each α > 0, the strongly damped wave operator
is a sectorial operator inẆ
Based on the general result above, we now prove the following global solvability of (1.1)-(1.2). For convenience, without loss of generality we always assume α = β = 1 hereafter.
depending continuously upon the initial condition.
Proof. We will complete the proof by two steps.
Step 1. Local well-posedness. This problem can be seen as an abstract semilinear parabolic problem, in Y , having the form (3.1)-(3.2). From the standard semigroup theory about local well-posedness (e.g., see [9] ) of an abstract parabolic equation, thanks to Lemma 3.1 above, we only need to verify that (0, 
Here we used Proposition 2.4 and the growth condition (1.3), and the constant C here only depends on the constants in Proposition 2.4 and the bounds of
Thus, the application of a standard perturbation result [9] leads to a local solution to (3.1)-(3.2). That is, there exists τ > 0 and a unique Y -valued function continuous on [0, τ] such that the equation
2) is defined for all t ≥ 0 unless its Y -norm blows up in a finite time.
Step 2. Global existence. To obtain the global existence of solution in Y , we need to show its Y -norm do not blow up in a finite time.
At first, by the a priori estimates given in Theorem 4.1 (e.g., (4.7)), we know that for each local solution (u(t), u t (t)) corresponding to initial data
lu -norm cannot blow up at a finite time. Then, we only need to show as follows that u(t) H 2 lu cannot blow up in a finite time.
Multiplying (1.1) by −ρ y ∆u, we have
where, similar to (3.3) (or see (4.27) and (4.28)), we have
At the same time,
Therefore, we have
Hence, applying the Gronwall lemma, we have
For the last term on the right hand side, integrating (4.5) over [0, t] and using (1.5), we know this term can also be dominated only by (u 0 , v 0 ), g and the constant c 0 in (1.5). So, by using the Cauchy inequality to (3.4) we get that ∆u(t) L 2 lu cannot blow up at a finite time, which implies the global existence of solutions. More generally, for a general phase spaceẆ [12] ), if f satisfies the following condition, instead of (1.3),
then using the same methods as (3.3), we can deduce the following local Lipschitz continuity: 
, which is then used to guarantee the Lipschitz continuity of f ). 
Proof. Multiplying (1.1) by ρ y (u t + 1 2 u), we have
Next, we deal with each term of (4.1) one by one as follows:
On the other hand,
Moreover, from (1.4) and (1.5) we have that
Substituting the estimates (4.2)-(4.4) into (4.1) simultaneously, choosing η and small enough, we can obtain that
Then, using the Gronwall lemma, we obtain that 
Proof. Multiplying (1.1) by ρ y (u tt + u t ), we have
where ξ u (t) := (u(t), u t (t)) is the unique solution of (1.1) with initial data (u 0 , v 0 ). Then,
and using Proposition 2.4, we have
Then, we have that
Furthermore, applying Proposition 2.4 again, we have
Summarizing the above estimates into (4.9), and taking η small enough, we get that
Then, substituting the above inequality into (4.8), we obtain that
Applying Theorem 4.1, we know that there is a T 1 which depends on the H 0 -bound of B such that
therefore, we can rewrite (4.12) as follows: For all t ≥ T 1 and all
with two proper constants C 1 and C 2 which depend only on 0 and R N ρdx. Synchronously, following (4.11), we have (4.15) where the constant C 3 also depends only on 0 , ρ and g L 2
lu
.
On the other hand, we integrate (4.5) over [t, t + 1] for any 0 ≤ t < ∞. Then
where E 1 (·) is defined in (4.6). Especially, on the interval [T 1 , T 1 + 1] and using (4.13) again, we get that
which, combined with (4.15), implies that for each initial data belonging to B, there exists a τ 0 ∈ [T 1 , T 1 + 1] (which depends on the initial data) such that
Therefore, applying the Gronwall lemma, we deduce from (4.14) that, for all
, by which, noticing (4.10), (4.13) and (4.18), we have that
Hence, the conclusion of Lemma 4.2 follows from (4.19) and Theorem 4.1. 
Proof. Set q = u t and differentiate (1.1) with respect to time. This yields 
where, by similar calculations, we have
and applying Proposition 2.4, we have
Similarly, applying Theorem 4.1 and Lemma 4.2, we know that there exists a T 2 which depends only on the H 0 -bound of B such that
Therefore, from (4.21) we have 
, which implies that there exists a time
Therefore, using the Gronwall lemma, with (4.22) and (4.24), we know that for any t ≥ T 2 + 1, the following inequality holds for any (u 0 , v 0 ) ∈ B:
Note that the constant is independent of y; then Lemma 4.3 follows immediately.
Continuity.
In the following, we will deduce some continuity with respect to the H 
which is equivalent to the equation
with initial data (z(0), z t (0)) = (u 
In the following, we only estimate the nonlinear term, and the remainder terms can be dealt with in a similar manner as in Theorem 4.1.
Similar to (3.3), we have Similarly, we have
Therefore, summarizing all of the above estimates into (4.26), we obtain that
where the constant C depends on the bounds of initial data u i 0 H 1 lu (i = 1, 2) and η, but is independent of y. Then using the Gronwall lemma, we get the bounds 
Global weak solution
In this section, based on the a priori estimates and continuities given in section 4, we will define the weak solution by extending the strong solution (in the sense of Theorem 3.2) to the whole of H 
ρ , such that the sequence {(u n , u nt )} of solutions, given in Theorem 3.2 and corresponding to forcing g n and initial data (u n (0), u nt (0)), converges to (u,
Remark 5.2. The boundedness of {g n } and {(u n (0), u nt (0))} in Definition 5.1 are mainly for obtaining the uniform (w.r.t. n) a priori estimates of approximative solutions. lu , there is a unique global solution (u n (t), u nt (t)) given by (u n (t), u nt (t)) = S g n (t)(u 0n , v 0n ), n = 1, 2, · · · , t ≥ 0, where {S g n (t)} t≥0 is the C 0 -semigroup given in Theorem 3.2 corresponding to the forcing g n . Now, for each g ∈ L 2 lu and any initial data
lu . This follows from the boundedness (in
lu . This follows from the fact that {S g n (t)} t≥0 is a semigroup for each g n and the continuity estimate (4.29). On the other hand, as shown in (4.30), we also have the "strong" continuity w.r.t. the norm of uniform space. Hence, if we extend {S(t)} t≥0 with the uniform space norm, that is, we pass the limit in (5.1) with the uniform space norm, then we can also uniquely define a continuous semigroup, whose phase space isḢ and with the forcing g ∈L 2 lu , which is just the semigroup defined in Cholewa & Dlotko [12] .
. This follows from (4.29). (vi) S g (t) =S g (t) onḢ
Remark 5.6. In particular, (4.30) also implies the Lipschitz continuity of {S(t)} t≥0 . That is, given any R > 0 and any two initial data z 1 , z 2 ∈ H 0 with z i H 0 ≤ R, i = 1, 2, there holds
Remark 5.7. In this paper, we define the weak solution semigroup by extending the strong continuous analytic semigroup generated by a sectorial operator, which is different from some previous literatures, e.g., the solution in the sense of distribution given in [16, 34] . Although they start in a different manner, these two kinds of solutions are indeed the same.
Hereafter, we always take the following assumption.
lu and {S(t)} t≥0 is the semigroup corresponding to the global weak solutions of (1.
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Decomposition of the equations
For the nonlinear term f , following the idea in [1] , we have the following properties.
For a C 1 -function satisfying (1.3)-(1.5), the following decomposing properties hold:
there are constants C > 0 and γ satisfying 0 < γ < q + 1 such that f can be decomposed
where 
Taking a cutoff function ψ(s) satisfies
for all s ∈ R. Then, we can verify that the above f 0 , f 1 satisfies (6.1)-(6.2) respectively for some proper constants.
In order to obtain the latter regularity estimates, as in [27, 35] , we decompose the solution S(t)(u 0 , v 0 ) = (u(t), u t (t)) into the sum
, w t (t)) solve the following equations respectively:
Note that {D(t)} t≥0 also forms a semigroup, but {K(t)} t≥0 may not, and we denote
where γ is given in (6.2).
A priori estimates
In this section, we will establish some a priori estimates about the solutions of equations (6.4) and (6.5), which are the basis of our latter analysis.
Note that, according to the definition of weak solutions given in Definition 5.1 (especially the concrete expression (5.1), the continuity estimate (4.29) and Proposition 5.3), we know that for the a priori estimates of weak solutions, it suffices to deal first with the (approximative) strong solutions of (1.1)-(1.2), and then by passing the limit (as (5.1)) we can deduce the same estimates for weak solutions.
Hence, hereafter, all a priori estimates in this paper are in the sense of strong solutions.
First, for convenience, we always denote by B 0 a bounded (H 0 , H 0 )-absorbing set (obtained in Theorem 4.1) of {S(t)} t≥0 and set )-absorbing set, and is positive invariant. Moreover, from the proof of Lemma 4.3 and the uniqueness of solutions, we also know that: for any initial data (u 0 , v 0 ) ∈ B 1 , the following estimate holds:
Second, from the conditions (6.1) of f 0 , we can repeat the proofs of Theorem 4.1 and Lemmas 4.2 and 4.3 to get the following dissipation estimates about the semigroup {D(t)} t≥0 :
Lemma 7.1. Under Assumption I and f 0 satisfying (6.1), the semigroup {D(t)} t≥0 generated by the solutions of equation (6.4) satisfies the following estimates:
there is a
(ii) D(t) maps the bounded set of H 0 to be a uniformly (w.r.t. time t) bounded set; that is, for any (u 0 , v 0 ) ∈ H 0 , Third, from the proof of Lemma 4.2, we can also see that if the initial data is more regular, e.g., (u 0 , v 0 ) ∈ B 1 , then one can get a further result, for example: Lemma 7.2. Under Assumption I and f 0 satisfying (6.1), there exists 3 which depends on the H
where B 1 is given in (7.1) and
Proof. This is a repeat of the proof of Lemma 4.2 word by word: we only need to apply the Gronwall lemma to a similar inequality as (4.14) for v(t), and note that now we can state that τ 0 (in (4.18)) equals 0 since the initial data (u 0 , v 0 ) now belongs to H
As a direct result of (7.5) and Lemmas 4.2 and 7.1, for the solutions (w(t), w t (t)) = K(t)(u 0 , v 0 ) of equation (6.5), we have that there is a 4 which depends on the H
Furthermore, as in [5, 20, 27, 29, 30] , for the solution of (6.4) we have the following exponential decay result: 
where Q 1 (·) is an increasing function on [0, ∞) and k 0 depends on the H 0 -bound of (u 0 , v 0 ).
Proof. Multiplying (6.4) by ρ y (v t + 1 2 v), we get that (note again that here and after we will only give formal calculations for strong solutions which are obtained in Theorem 3.2, and for the weak solutions that are obtained in Theorem 5.4 we deduce by a limit approximation)
By some standard calculations, we have
Moreover, from (6.1) 1 and (6.1) 2 , we have that
Now, applying Proposition 2.4 (several times), we have
which, combined with (7.8) and (7.4) , implies that
Hence, choosing η small enough, we can obtain that there exists a k 0 > 0 (which is small and depends on the H 0 -bound of initial data (e.g., by (7.9) and (7.10))) such that
Then, applying the Gronwall lemma and noticing F 0 (v) ≥ 0 again, we obtain that 
)e k 1 t , (7.13) where σ = min{ 
The aim of this lemma is to obtain a higher regularity of (w(t), w t (t)); naturally, we will use the intermediate spaces technique as used in previous references; e.g. [1, 6, 13, 27] . Set θ y (x) = θ(|x − y|). Multiplying (6.5) by θ y A σ (θ y w t ), we have
We deal with each term above one by one:
where, since σ < 1 2 , by the continuous embedding, we have
Similarly,
and
On the other hand, since σ ≤
, by (6.2) 1 we have
By virtue of (1.3),
Finally, noting σ < . Hence, applying the Gronwall lemma, we get that
)(e k 1 t − 1).
After taking the supremum with respect to y ∈ R N , we indeed get that
which, combined with Lemma 2.2 and (7.6), implies (7.13).
Asymptotic regularity of the solutions
In this section, we will show by some bootstrap arguments that there indeed exists a more regular (bounded in H Similar to that in Zelik [35] , based on Lemma 7.3 and Lemma 7.4, for the solution (u(t), u t (t)) started from the initial data which belongs to B 1 (given in (7.1)), we can decompose it as follows: Lemma 8.1. Under Assumption I, let (u(t), u t (t)) be the solution of (1.1)-(1.2) corresponding to the initial data z 0 = (u 0 , v 0 ) ∈ B 1 . Then, for every ε > 0 there exist positive constants C ε (which depends only on the H 0 -bound of B 1 ) and K ε (which depends on ε and the
where v 1 (t), w 1 (t) satisfy the following estimates:
and, for every t ≥ s ≥ 0,
The proof of this lemma is similar to that in [35] .
Proof. From the definition of B 1 (in (7.1)), we know that
where 1 is given in Theorem 4.1.
Similar to Lemma 7.4 , in the following we will deal with each term in (8.4) one by one:
For the nonlinearity, applying (1.3) and Lemma 8.1, we have 
where p =
, and we also used the interpolation inequality.
On the other hand, we have 14) and thanks to Lemmas 7.1 and 7.3, we can take T 1 large enough such that
Finally, for the subcritical term, we have (8.15) and for the forcing term, we have
Hence, summarizing the above estimates into (8.4), and due to (7.6), we have:
then, noting (8.6), (7.6) and Remark 8.2 again, we get finally that
, and the positive constant C depends on the H
. Therefore, applying the Gronwall inequality and integrating over [1 + T 1 , t], we obtain that
Taking ε (in (8.3)) small enough (for example) such that ε < (8.18 ) and using (7.6) again, we can get that, for
Hence, noting again that Lemma 7.4 and T 1 is fixed, the proof is completed. Here we only deal with the nonlinear term; we can deal with the other terms by similar calculations used in previous lemmas. Here, (8.24) where C M is a constant which depends on the H 0 -bound of initial data (see Remark 8.2). Similar to (8.13), we have In the following, based on Lemmas 8.3 and 8.4 above, we can perform the bootstrap arguments; their proofs are similar to those for Lemmas 8.3 and 8.4 (e.g., see [27, 29, 30] for the bounded domain case). We also remark that Lemma 8.4 makes f become subcritical to some extent; consequently, the proofs of Lemmas 8. We first recall the following attraction transitivity lemma: 
