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1 Introduction
Lexical rules, or lexical redundancy rules as they're often called, have a venerable history stretching back
at least to Jackendo 1975, and they've played an important role in numerous computational linguistic
systems, as well as in certain highly lexicalized theoretical grammar frameworks such as HPSG (Pollard
and Sag (P&S) 1987, 1994) and LFG (Bresnan 1982). In HPSG in particular, lexical rules have come to
play a greater and greater role in recent years, to the extent that nowadays, when a new analysis of some
phenomenon is proposed, the analytic tool of choice is as likely as not to be a lexical rule.
This is deeply disconcerting, at least to us, for at least two reasons. To begin with, at this point it seems
unclear in the extreme what the range of possibilities is for what a lexical rule might be expected to do. It
would be reassuring to get some kind of answer to this question, but we won't address it here. We hope
that perhaps some of you will touch on this question in your own presentations and questions. The other
disconcerting thing is that there is a fundamental unclarity about what lexical rules in HPSG are supposed
to mean, and this is something we WILL try to shed some light on. I feel a considerable amount of personal
responsibility in this matter, since it was I who blithely suggested replacing metarules with various devices,
including lexical rules, back in 1985; and the rst published HPSG lexical rule, if I remember right, was the
passive lexical rule in P&S 1987, which looked like this:
(1) Lexical Rule for English Passive (Simplied):
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The intuitive idea behind a rule like this can be stated very simply: any lexical entry that looks like the
thing on the left-hand side of the double arrow gets mapped to another lexical entry that looks like the thing
on the right-hand side of the double arrow. Sounds simple enough. So what's to worry about?
Thanks to Bob Kasper and Paul King for helpful suggestions throughout. Thanks also to participants in the June 1995
T¨ ubingen HPSG Workshops, especially Erhard Hinrichs, Tilman H¨ ohle, and Detmar Meurers, for much useful discussion. All
errors, alas, are our own.
1Well, quite a bit, actually. To start with, the AVM notation used in (1) is quite informal, but a lexical
entry is a formal linguistic object. How much, and in what way, does an existing lexical entry have to look
like the left-hand side of (1) in order to be eligible as an input to this rule?
Second, assuming we've successfully answered the rst question, then given some acceptable input to the
rule, what should the corresponding output lexical entry look like? Well, intuitively, it should look something
like the right-hand side of rule (1). But of course it shouldn't look EXACTLY like the right-hand side of rule
(1); it is also supposed to look in certain ways like the description that was the input to the rule. Sometimes
what is intended is explained informally in the following way: change the input entry only in the ways that
the right-hand side of the rule tells us to change it, and leave everything else the same. But the right-hand
side of the rule is only a description, not an algorithm: how do we know exactly what this piece of syntax
is supposed to be telling us to do to the input entry?
Third, what exactly is the double arrow supposed to mean? Is it a function that maps one kind of thing
to another kind of thing? Is it a command to produce an output with certain properties from an input with
certain other properties? Or is it some kind of entailment, as the notation suggests?
And fourth, what kind of things, really, are the inputs and outputs to rules like (1)? We've been talking
as if they are descriptions, but is this right? Some people who've thought long and hard about lexical rules
insist that the inputs and outputs aren't descriptions at all, but instead are structures that instantiate the
descriptions. For example, sometimes lexical rules are treated as essentially unary rules, so that in a phrase
containing a lexical-rule output, the input to the rule is basically a constituent of the phrase. I think Detmar
Meurers will express a version of this view later on. So who's right, if anyone?
What we want to do in this paper is to propose a certain set of answers to these questions, and to start
doing some of the work that this set of answers commits us to. To keep the target clearly in view, we're going
to start by telling you up front just what our view is, and then in the rest of the talk we'll try to persuade
you that this view is reasonable, and start doing some of the necessary work. Our view is summarized in
(2):
(2) The view we are defending:
 Lexical entries are formulas of feature logic.
 An (abstract) lexical rule is a binary relation between lexical entries. A formula in the domain of
such a relation is called an input to the rule, and a formula in the codomain which is related to
it is called an output corresponding to that input.
 The full lexicon is the relational closure of a base lexicon with respect to all lexical rules.
 What is usually called a lexical rule, and what we will call an LR specication, is a piece of notation
intended to denote a lexical rule.
 In standard practice, the the left-hand side in an LR specication is intended to specify the domain
of the lexical rule in question.
 In standard practice, the right-hand side in an LR specication , together with the tags that coindex
subdescriptions across the double arrow, is intended to specify, for every possible formula in the
domain of the rule, what output formulas are related to that input.
 The standard lexical rule notation is fundamentally inadequate as a language for denoting binary
relations between formulas.
By way of making all this clear, we're going to start by reviewing some of the mathematical foundations
of HPSG.
22 Mathematical Foundations of HPSG: A Sketch
We start by assuming a nite set F of feature names and a nite set S of species names.I n t u i t i v e l y ,
features are named parts of linguistic entities, and species are maximally specic kinds of linguistic entities.
For example, phonology and case are names of features; word and category are names of species.
Our mathematical models of human languages will be sorted unary partial algebras that interpret the
feature and species names. More specically, we dene the notion of an interpretation as in (3):
(3) An interpretation is a triple I =<U;S;A>such that:
 U is a set of points;
 S is a function from S to P(U); and
 A is a function from F to the set of partial functions from U to U.
The interpretation of a species name is called a species and the interpretation of a feature name is called a
feature. If you're used to thinking of feature structures instead of interpretations, one way to connect them
is just to note that if we're given an interpretation I =<U;S;A>and a point u0 2 U, then the subalgebra
generated by u0 corresponds to a concrete feature structure in a natural way: the nodes are the points of the
subalgebra; transitions by a given feature name correspond to functional application by the corresponding
feature; and a node is labelled by a species name  just in case the corresponding node is in the species that
interprets .
So far this doesn't look much like a natural language. For that we need to impose some constraints on
interpetations. And to do that, we'll dene a formal language to use as a way of stating constraints. We use
a slight notational variant of Paul King's (1994) language SRL, dened as in (4). Here  = F is the set of
paths.
(4) The set of (King) formulas is the least set K such that:
  2Kif  2S ;
> 2 K ;
  :  2Kif  2 a n d 2K ;
 1
: = 2 2Kif 1; 2 2 ;
 1 ^ 2; 1 _ 2;2Kif 1; 2 2K ;
 1!2 2Kif 1; 2 2K ;
:  2Kif  2K .
Satisfaction of a formula by a point in an interpretation is dened in a natural way: take the subalgebra
generated by the point, convert it into a concrete feature structure as described above, and then see if
the resulting feature structure satises the formula in the familiar Kasper-Rounds sort of way. The only
dierence is that implication and negation are classical, so that, for example, if paths 1 and 2 lead from a
point u to dierent points, then u j= :(1
: = 2) Of course satisfaction can also be dened directly, without
the detour through feature structures.
The notions of satisability and model are dened in the expected way, given in (5):
(5)  af o r m u l a is called satisable if it is satised by some point in some interpretation;
 An interpretation is called a model of  if every one of its points satises ;
 Satisfaction and models for theories (sets of formulas) are dened as usual.
An important point of terminology here. Sometimes what we call formulas are called descriptions. We will
adopt a more careful terminology, as described in (6):
3(6)  If a given point in an interpretation satises a formula ,t h e nw ec a l l a description of the point;
 if an interpretation is a model of ,t h e nw ec a l l a constraint relative to that interpretion.
Speaking loosely, we say \an interpretation I satises the constraint "t om e a nI is a model of
.
 Therefore, if I satises the constraint ,t h e ne v e r yp o i n to fI satises the description .
 A grammar is just a theory thought of as a set of constraints.
Now what kinds of constraints might we want to impose? Some are not very interesting, such as validities
(of which every interpretation is a model), or contradictions (which are unsatisable). Here are some more
interesting constraints that we will want to adopt. The rst one, given in (7), schematizes over all pairs of
distinct species names. It says that all the species are pairwise disjoint:
(7) (Disjointness of Species) 1 ^ 2 !> , for all distinct i; j 2S
The next constraint, given in (8), embodies the closed world assumption. It says that the species are all
there is.
(8) (Closed World)
Wn
i=1 i for S = 1;:::; n
In addition, we will want some constraints which impose what are usually called appropriateness conditions.
These are of two kinds. The rst kind, called well-typedness constraints, require that a given feature be
dened only for points of certain given species. An example is given in (9):
(9) (Well-Typedness Constraint) (phon : = phon) ! (word _ phrase)
The second kind, called total well-typedness constraints, require for every point of some given species,
that a given feature always be dened, and that the value always fall within certain specied species. An
example of this kind is given in (10):
(10) (Total Well-Typedness Constraint) word ! (synsem:synsem)
Together, the constraints (7)-(10) impose, what might be considered our basic ontological assumptions about
what kinds of things there are and what kinds of parts they have. Whatever further constraints we might wish
to impose beyond these, we will call purely grammatical constraints. An example of a purely grammatical
constraint is the head feature constraint, given in (11):
(11) (HFC) headed-phrase ! (synsem:loc:cat:head : = dtrs:head-dtr:synsem:loc:cat:head)
A second purely grammatical constraint, the immediate dominance constraint, has the form given in
(12). Here each of the i is one of the phrasal immediate dominance schemata.
(12) (ID Constraint) phrase !
Wm
i=1 i
One last particularly relevant example of a purely grammatical constraint is given in (13).
(13) (Lexicon) word !
Wp
i=1 i
4Here each of the i is one of the entries in the (full) lexicon.
Thus, our grammar will be a theory G which includes both the basic ontological constraints and the
purely grammatical constraints. In particular, the lexicon (13) is a constraint which characterizes a word
as a point in a model of G which satises one of the descriptions i. This means that a lexical entry is a
formula of feature logic, which was our rst assertion back in (2). Of course, HPSG lexical entries are usually
written as attribute-value matrices (AVMs), possibly annotated with some inequalities between tags. But
it's a pretty routine matter to translate back and forth between AVMs and formulas.
For future reference, let's collect together some important facts about the logical system we've been
describing. This is easier to do if we rst make the denition in (14):
(14) An interpretation is called ontologically acceptable if it is a model of all the basic ontological
constraints.
Now, adapting some results established for the logic SRL by King (1989, 1994), Stephan Kepser (1994), and
King and Simov (in preparation), we can establish the facts given in (15):
(15) Key facts about Descriptions and Constraints
 There is a deductive calculus for K which is sound and complete for the ontologically acceptable
interpretations. Among other things, this means that for any grammar G and any two descriptions
1 and 2, G deduces the equivalence of 1 and 2 i 1 and 2 have the same satisers in every
model of G.
 It is decidable whether a given description  is satisable in some ontologically acceptable interpre-
tation or other. Since negation is classical, it is also decidable whether a given description  is
valid (satisied at every point of every ontogically acceptable interpretation).
 Given a grammar G, it is in general undecidable whether a given description  is satisable in some
model of G or other.
 As long as we adopt the basic ontological constraints, the logic retains the same expressive power if
we eliminate negation and implication and add path inqualities of the form 1 6 : = 2.
 As long as we adopt the basic ontological constraints, there is an algorithm that converts any
description  in a canonical way into a DNF that is equivalent (modulo the basic ontological
constraints). The DNF is a disjunction of conjunctions of path-species descriptions ( : ), path
equalities (1
: = 2), and path inequalities (1 6 : = 2).
With this background out of the way, we can now take a closer look at lexical rules.
3 Lexical Rules Close Up
3.1 What are Lexical Rules?
The logical framework for HPSG that we just described is quite spartan: we have models with points in
them that represent token linguistic entities, and we have formulas that can be used as either descriptions or
as constraints. How could lexical rules t into this universe? It is hard to imagine how they could be model-
theoretic objects, but it has sometimes been suggested that lexical rules COULD be seen as descriptions, in
much the same way that the ID schemata are descriptions. For example, we might suppose that instead of
the species word, we actually have the two species simple word and complex word. Complex words are quite
a bit like simple words, except that they have a new feature dened on them called source. We can build
this idea into our theory by adding the ontological assumptions in (16):
5(16) Basic Ontological Assumptions about Complex Words
 (source : = source) ! complex word
 complex word ! (source:( basic word _ complex word))
The intuition is that the source value is the input to a lexical rule, while the complex word itself is the
output. In order to constrain possible complex words, we would then add a constraint of the form (17):
(17) complex word !
Wq
i=1(i^ source:i)
The intuition here is that each of the disjuncts is in essence a unary ID schema, where i describes the
mother and i describes the daughter. However, unlike usual ID schemata, both mother and daughter are
lexical. The feature source then plays much the same role as the feature daughters in a phrasal ID
schema.
On our view, this kind of approach to lexical rules, though mathematically and computationally sound,
has a quite disturbing linguistic consequence. To understand why, suppose we have in some model of our
grammar a complex word w. Then the source of w must itself be some point v in the model, which must
therefore be a grammatical token word (either simple of complex). But this is problematic. To see why, let's
suppose we have a token of a grammatical agentless-passive English sentence such as (18).
(18) Carthage was destroyed.
If the passive lexical rule is indeed a unary schema as we are supposing, then the passive verb destroyed
must have as its source some token of the active verb destroy. Now consider the subj value of that active
verb. It must be a grammatical synsem object. But which one? For example, the category of this synsem
object might be some form of NP, or it might be a that-S. If it is an NP, then what kind of NP is it? A
pronoun? An anaphor? A nonpronoun? And if it is a that-S, what species of state-of-aairs occurs in its
content: run? sneeze? vibrate? Of course there is no reasonable answer to these questions; or to put it
another way, all answers are equally reasonable. The conclusion that is forced upon us is that the sentence
in (18) is innitely structurally ambiguous, depending on the detailed instantiation of the subject of of the
active verb. This reductio ad absurdum forces us to reject the view of lexical rules as unary schemata.
The alternative that we propose has the following intuition. Suppose we imagine that only a relatively
small, nite number of lexical entries { called base lexical entries { have to be explicitly listed, and all the rest
can be somehow inferred from the base entries. More specically, suppose we had a nite set R = fr1;:::;r kg
of binary relations between formulas. Now the way we come up with the entire set of lexical entries is as
shown in (19):
(19) We assume a nite set R = fr1;:::;r kg of binary relations between formulas, called lexical rules,
and a nite set of base lexical entries B = f1;:::; lg. Then the full set of lexical entries is the least
set L such that:
 B  L;a n d
 for all  2 L; 2K ,a n dr 2 R such that r(;);2 L.
This is a least-xed-point construction. Simply stated, the full lexicon is just the relational closure of the
base lexicon under the lexical rules. Of course the fact that the relations ri hold between certain pairs of
lexical entries does not require us to actually obtain the full lexicon procedurally by nondeterministically
applying some lexical rule or other to some already existing lexical entry or other: we could just as well start
with the full lexicon and observe that certain relations hold. As long as this relational closure is nite, the
formal expression of the lexicon can still be considered to be in the form (13).
That was the easy part. But the hard part is how to specify lexical rules, and we turn to that task now.
63.2 How to Specify Lexical Rules
The piece of notation shown in (1) is not a lexical rule. It couldn't possibly be, because a lexical rule is
a binary relation between formulas and what we have in (1) is just two descriptions separated by a double
arrow. Of course there is a connection between the two things, or at least there is supposed to be: in fact
(1) is actually a piece of notation that attempts to SPECIFY a certain relation. We will call such a piece of
notation a lexical rule specication. Now in what way does the LR specication in (1) attempt specify
a relation between formulas? Well, we can break up the job of specifying a relation between formulas into
two parts. This is described in (20):
(20) One way to specify a relation r between two formulas:
 Give an algorithm that decides, for a given formula , whether it is in the domain of r.
 Give an algorithm that computes, for given  in the domain of r, which formulas   are r-related to
.
Let's tackle the rst part rst. Suppose I hand you an arbitrary description, and ask you if it is in the
domain of the rule specied by (1). How do you decide? Well, there are two answers I know of that have
been given in the past, given in (21):
(21) Two competing ways to decide whether a given formula  is in the domain of the lexical rule (suppos-
edly) denoted by the LR specication  =)  :
 (Consistency check) Check whether  ^  is consistent with the logic (plus the basic ontological
constraints).
 (Subsumption check) Check whether  !  is deducible from the logic (plus the basic ontological
constraints).
Since consistency is equivalent to satisability, and the subsumption check only requires checking the validity
of  ! , either kind of check is decidable.
However, there are some linguistic motivations for using the consistency check instead of the subsumption
check. Consider, for example, the simplied version of the subject extraction lexical rule in (22).
(22) LR Specication for English Subject Extraction (Simplied):
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Note that, intuitively, this LR is only supposed to apply to things which select a complementized S as
complement. However, in English most (but not all) sentential complement verbs are unspecied for whether
the sentential complement is complementized or not. For such verbs, the subject extraction lexical rule could
never apply if we insisted on a subsumption check. But the consistency check has exactly the desired eect.
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