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Abstract. Constraint automata (CA) are a coordination model based
on finite automata on infinite words. Although originally introduced for
compositional modeling of coordinators, an interesting new application
of CA is actually implementing coordinators (i.e., compiling CA to exe-
cutable code). Such an approach guarantees correctness-by-construction
and can even yield code that outperforms hand-crafted code. The extent
to which these two potential advantages arise depends on the smartness
of CA-compilers and the existence of proofs of their correctness.
We present and prove the correctness of a critical optimization for CA-
compilers: a sound and complete translation from declarative constraints
in transition labels to imperative commands in a sequential language.
This optimization avoids expensive calls to a constraint solver at run-
time, otherwise performed each time a transition fires, and thereby sig-
nificantly improves the performance of generated coordination code.
1 Introduction
Context. A promising application domain for coordination languages is pro-
gramming protocols among threads in multicore applications. One reason for
this is a classical software engineering advantage: coordination languages typ-
ically provide high-level constructs and abstractions that more easily compose
into correct—with respect to programmers’ intentions—protocol specifications
than do conventional lower-level synchronization mechanisms (e.g., locks or sem-
aphores). However, not only do coordination languages simplify programming
protocols, but their high-level constructs and abstractions also leave more room
for compilers to perform optimizations that conventional language compilers
cannot apply. Eventually, sufficiently smart compilers for coordination languages
should be capable of generating code (e.g., in Java or in C) that can compete
with carefully hand-crafted code. Preliminary evidence for feasibility of this goal
appears elsewhere [1,2]. A crucial step toward adoption of coordination languages
for multicore programming, then, is the development of such compilers.
To study the performance advantages of using coordination languages for
multicore programming, in ongoing work, we are developing compilation tech-
nology for constraint automata (ca) [3]. Constraint automata are a general co-
ordination model based on finite automata on infinite words. Every ca models
{x1; ; x2} ,
dx2 ≈ dx1
{x1; ; } ,
dy′ ≈ dx1
{; ; x2} ,
dx2 ≈ dy
{x1; ; x2, x3} ,
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{x1, x2; ; x3} ,
dx3 ≈ f(dx1 , dx2 )
{x1; ; x2} ,
R(dx1 )∧ dx1 ≈ dx2
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{A,B;C,D; E, F} ,
dC ≈ add(dA, dB) ∧ dD ≈ dC
∧ dE ≈ dC ∧ Odd(dD) ∧ dD ≈ dF
{A,B;C,D; E} ,
dC ≈ add(dA, dB) ∧ dD ≈ dC
∧ dE ≈ dC ∧ ¬Odd(dD)
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λ1 : dm ≈ dB ∧ dC1 ≈ dB ∧ dC2 ≈ dB
∧ Mandarin(dC1) ∧ dD1 ≈ dC1
∧ Spanish(dC2) ∧ dD2 ≈ dC2
λ2 : dm ≈ dB ∧ dC1 ≈ dB ∧ dC2 ≈ dB
∧ Mandarin(dC1) ∧ dD1 ≈ dC1
∧ ¬Spanish(dC2)
λ3 : dm ≈ dB ∧ dC1 ≈ dB ∧ dC2 ≈ dB
∧ ¬Mandarin(dC1)
∧ Spanish(dC2) ∧ dD2 ≈ dC2
λ4 : dm ≈ dB ∧ dC1 ≈ dB ∧ dC2 ≈ dB
∧ ¬Mandarin(dC1) ∧ ¬Spanish(dC2)
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(b) Concrete/instantiated composites
Fig. 1: Example ca. Semicolons separate input/internal/output ports.
the behavior of a single coordinator; a product operator on ca models the syn-
chronous composition of such coordinators (useful to construct complex coordi-
nators out of simpler ones). Structurally, a ca consists of a finite set of states,
a finite set of transitions, a set of directed ports, and a set of local memory
cells. Ports represent the boundary/interface between a coordinator and its co-
ordinated agents (e.g., computation threads). Such agents can perform blocking
i/o-operations on ports: a coordinator’s input ports admit put operations, while
its output ports admit get operations. Memory cells represent internal buffers
in which a coordinator can temporarily store data items. Different from classical
automata, transition labels of ca consist of two elements: a set of ports, called
a synchronization constraint, and a logical formula over ports and memory cells,
called a data constraint. A synchronization constraint specifies which ports need
an i/o-operation for its transition to fire (i.e., those ports synchronize in that
transition and their pending i/o-operations complete), while a data constraint
specifies which particular data items those i/o-operations may involve. Figure 1
already shows some examples; details follow shortly. Essentially, a ca constrains
when i/o-operations may complete on which ports. As such, ca quite literally
materialize Wegner’s definition of coordination as “constrained interaction” [4].
Given a library of “small” ca, each of which models a primitive coordi-
nator with its own local behavior, programmers can compositionally construct
“big” ca, each of which models a composite coordinator with arbitrarily com-
plex global behavior, fully tailored to the needs of these programmers and their
programs. Our current ca-compilers can subsequently generate Java/C code.
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Fig. 2: Reo syntax for the ca in Figure 1. White vertices represent input/output
ports; black vertices represent internal ports.
Afterward, these compilers either automatically blend their generated code into
programs’ computation code or provide programmers the opportunity to do this
manually. At run-time, the code generated for a big ca (i.e., a composite co-
ordinator) executes a state machine that simulates that ca, repeatedly firing
transitions as computation threads perform i/o-operations. Straightforward as
this may seem, one needs to overcome a number of serious issues before this
approach can yield practically useful code. Most significantly, these issues in-
clude exponential explosion of the number of states or transitions of ca, and
oversequentialization or overparallelization of generated code. We have already
reported our work on these issues along with promising results elsewhere [5,6,1,7].
Instead of programming with ca directly, one can adopt a more programmer-
friendly syntax for which ca serve as semantics. In our work, for instance, we
adopted the syntax of Reo [8,9], a graphical calculus of channels. Figure 2 already
shows some examples; details follow shortly. (Other ca syntaxes beside Reo exist
though [10,11,12,13], which may be at least as programmer-friendly.)
Problem. To fire a transition at run-time, code generated for a ca must evaluate
the data constraint of that transition: it must ensure that the data involved in
blocking i/o-operations pending on the transition’s ports satisfy that constraint.
A straightforward evaluation of data constraints requires expensive calls to a
constraint solver. Such calls cause high run-time overhead. In particular, because
transitions fire sequentially, avoiding constraint solving to reduce this sequential
bottleneck is crucial in getting good performance for the whole program.
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Contribution & organization. In this paper, we introduce a technique for stat-
ically translating a data constraint, off-line at compile-time, into a data com-
mand : an imperative implementation (in a sequential language with assignment
and guarded failure) of a data constraint that avoids expensive calls to a con-
straint solver at run-time. As with our previous optimization techniques [5,1,7],
we prove that the translation in this paper is sound and complete. Such correct-
ness proofs are important, because they ensure that our compilation approach
guarantees correctness-by-construction (e.g., model-checking results obtained for
pre-optimized ca also hold for their generated, optimized implementations). We
also give preliminary performance results to show our optimization’s potential.
In Section 2, we discuss data constraints and ca. In Sections 3 and 4, we
discuss our translation algorithm. In Section 5, we give preliminary performance
results. Section 6 concludes this paper. Formal definitions and detailed proofs of
Theorems 1 and 2 appear in Appendices A and B.
2 Preliminaries: Data Constraints, Constraint Automata
Data constraints. Let D denote the finite set of all data items, typically ranged
over by d. Let nil /∈ D denote a special object for the empty data item. Let P
denote the finite set of all places where data items can reside, typically ranged
over by x or y; every place models either a port or a memory cells. We model
atomic coordination steps—the letters in the alphabet of ca—with elements
from the partial function space Distr = P ⇀ D ∪ {nil}, called distributions,
typically ranged over by δ. Informally, a distribution δ associates every place x
involved in the step modeled by δ with the data item δ(x) observable in x.
Let F =
⋃{Dk → D | k > 0} and R = ⋃{℘(Dk) | k > 0} denote the sets
of all data functions and data relations of finite arity. Let Data, Fun, and Rel
denote the sets of all data item symbols, data function symbols and data relation
symbols, typically ranged over by d, f , and R. Let arity : Fun∪Rel→ N+ denote
a function that associates every data function/relation symbol with its positive
arity. Let I : Data ∪ Fun ∪Rel→ D ∪ F ∪R denote a bijection that associates
every data item/function/relation symbol with its interpretation. A data term
is a word t generated by the following grammar:
t ::= dx | nil | d | f(t1 , . . . , tk) if arity(f) = k
Let Term denote the set of all data terms. Let eval : Distr × Term → D ∪
{nil} denote a function that evaluates every data term t to a data item evalδ(t)
under distribution δ. For instance, evalδ(dx) = δ(x)—if δ is defined for x—and
evalδ(d) = I(d). If a data term t contains nil or dx for some x /∈ Dom(δ), we
have evalδ(t) = nil. This ensures that eval is a total function, even though the
deltas in Distr are partial functions. See also Definition 7 in Appendix A. We
call a term of the form dx a free variable. Intuitively, dx represents the data item
residing in place x. Let Free : Term → ℘(Term) denote a function that maps
every data term t to its set of free variables.
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A data constraint is a word φ generated by the following grammar:
a ::= ⊥ | > | t ≈ t | t 6≈ nil | R(t1 , . . . , tk) if arity(R) = k
φ ::= a | ¬φ | φ ∨ φ | φ ∧ φ
Let DC denote the set of all data constraints. We often call t1 ≈ t2 atoms
equalities. We define the semantics of data constraints over distributions. Let
|=dc ⊆ Distr×DC denote the satisfaction relation on data constraints. Its defini-
tion is standard for ⊥ (contradiction), > (tautology), ¬ (negation), ∨ (disjunc-
tion), and ∧ (conjunction). For other atoms, we have the following:
δ |=dc t1 ≈ t2 iff evalδ(t1) = evalδ(t2) 6= nil
δ |=dc t 6≈ nil iff evalδ(t) 6= nil (i.e., notation for δ |=dc t ≈ t)
δ |=dc R(t1 , . . . , tk) iff I(R)(evalδ(t1) , . . . , evalδ(tk))
In the second rule, if a ti evaluates to nil, the right-hand side is undefined—hence
false—because the domain of data relation I(R) excludes nil. If δ |=dc φ, we call
δ a solution for φ. Let J·K : DC → ℘(Distr) denote a function that associates
every data constraint φ with its meaning JφK = {δ | δ |=dc φ}. We write φ⇒ φ′ iffJφK ⊆ Jφ′K. We also extend function Free from data terms to data constraints.
Constraint automata. A constraint automaton (ca) is a tuple (Q , X , Y , −→ ,
ı) with Q a set of states, X ⊆ P a set of ports, Y ⊆ P a set of memory cells,
−→ ⊆ Q× (℘(X )×DC)×Q a transition relation labeled with pairs (X , φ), and
ı ∈ Q an initial state. For every label (X , φ), no ports outside X may occur in
φ. Set X consists of three disjoint subsets of input ports Xin, internal ports Xint,
and output ports Xout. We call a ca for which Xint = ∅ a primitive; otherwise,
we call it a composite.
Although generally important, we skip the definition of the product opera-
tor on ca, because it does not matter in this paper. Every ca accepts infinite
sequences of distributions [3]: (Q , X , Y , −→ , ı) accepts δ0δ1· · · if an infinite
sequence of states q0q1· · · exists such that q0 = ı and for all i ≥ 0, a transition
(qi , (X , φ) , qi+1) exists such that Dom(δi) = X and δi |=dc φ.
Without loss of generality, we assume that all data constraints occur in dis-
junctive normal form. Moreover, because replacing a transition (q , (X , φ1∨φ2) ,
q′) with two transitions (q , (X , φ1) , q′) and (q , (X , φ2) , q′) preserves behav-
ioral congruence on ca [3], without loss of generality, we assume that the data
constraint in every label is a conjunction of literals, typically ranged over by `.
Figure 1a shows example primitives; Figure 2a shows their Reo syntax. Sync
models a synchronous channel from an input x1 to an output x2. Fifo models
an asynchronous channel with a 1-capacity buffer y from x1 to x2. Repl models
a coordinator that, in each of its atomic coordination steps, replicates the data
item on x1 to both x2 and x3. BinOp models a coordinator that, in each of its
atomic coordination steps, applies operation f to the data items on x1 and x2
and passes the result to x3. Filter models a lossy synchronous channel from x1
to x2; data items pass this channel only if they satisfy predicate R.
Figure 1b shows example composites; Figure 2b shows their Reo syntax.
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Example—our running example in this paper—consists of instantiated primi-
tives BinOpadd(A,B; ;C), Repl(C; ;D,E), and FilterOdd(D; ;F), where add and Odd
have the obvious interpretation. In each of its atomic coordination steps, if
the sum of the data items (supposedly integers) on its inputs A and B is odd,
Example passes this sum to its outputs E and F. Otherwise, if the sum is even,
Example passes this value only to E. Figure 2b shows that Example constitutes
Fibonacci. Fibonacci coordinates two consumers by generating the Fibonacci se-
quence. Whenever Fibonacci generates an even number, it passes that number to
only one consumer; whenever it generates an odd number, it passes that num-
ber to both consumers. Finally, Languages2 consists of instantiated primitives
Fifo[m](A; ;B), Repl(B; ;C1,C2), FilterMandarin(C1; ;D1), and FilterEnglish(C2; ;D2).
Languages2 coordinates a producer and two consumers. If the producer puts
a Mandarin (resp. English) data item on input A, Languages2 asynchronously
passes this data item only to the consumer on output D1 (resp. D2). Languages2
easily generalizes to Languagesi, for i different languages; we do so in Section 5.
3 From Data Constraints to Data Commands
At run-time, compiler-generated code executes in one or more ca-threads, each of
which runs a state machine that simulates a ca. (We addressed the challenge of
deciding the number of ca-threads elsewhere [5,6,7].) The context of a ca-thread
is the collection of put/get operations on implementations of its input/output
ports, performed by computation threads. Every time the context of a ca-thread
changes, that ca-thread examines whether this change enables a transition in
its current state q: for each transition (q , (X , φ) , q′), it checks whether every
port x ∈ X has a pending i/o-operation and if so, whether the data items
involved in the pending put operations and the current content of memory cells
can constitute a solution for φ. For the latter, the ca-thread calls a constraint
solver, which searches for a distribution δ such that δ |=dc φ and δinit ⊆ δ, where:
δinit = {x 7→ d | the put pending on input port x involves data item d}
∪ {y 7→ d | memory cell y contains data item d} (1)
Constraint solving over a finite discrete domain (e.g., D) is np-complete [14].
Despite carefully and cleverly optimized backtracking searches, using general-
purpose constraint solving techniques for solving a data constraint φ inflicts not
only overhead proportional to φ’s size but also a constant overhead for prepar-
ing, making, and processing the result of the call itself. Although we generally
cannot escape using conventional constraint solving techniques, a practically rel-
evant class of data constraints exists for which we can: the data constraints of
many ca in practice are in fact declarative specifications of sequences of im-
perative instructions (including those in Figure 1). In this section, we therefore
develop a technique for statically translating such a data constraint φ, off-line at
compile-time, into a data command : a little imperative program that computes
a distribution δ such that δ |=dc φ and δinit ⊆ δ, without conventional constraint
solving hassle. Essentially, we formalize and automate what a programmer would
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do if he/she were to write an imperative implementation of a declarative spec-
ification expressed as a data constraint. By the end of Section 4, we make the
class of data constraints supported by our translation precise.
3.1 Data Commands
A data command is a word P generated by the following grammar:
P ::= skip | x := t | if φ -> P fi | P ; P
(We often write “value of x” instead of “the data item assigned to x”.)
We adopt the following operational semantics of Apt et al. [15]. True to the
idea that data commands compute solutions for data constraints, the state that
a data command executes in is either a function from places to data items—a
distribution!—or the distinguished symbol fail, which represents abnormal ter-
mination. A configuration is a pair of a data command and a state to execute
that data command in. Let ε denote the empty data command, and equate ε;P
with P . Let δ[x := evalδ(t)] denote an update of δ as usual. The following rules
define the transition relation on configurations, denoted by =⇒.
(skip , δ) =⇒ (ε , δ) (x := t , δ) =⇒ (ε , δ[x := evalδ(t)])
δ |=dc φ
(if φ -> P fi , δ) =⇒ (P , δ)
δ 6|=dc φ
(if φ -> P fi , δ) =⇒ (ε , fail)
(P , δ) =⇒ (P ′ , δ′)
(P ; P ′′ , δ) =⇒ (P ′ ; P ′′ , δ′)
Note that if φ -> P fi commands are failure statements rather than conditional
statements: if the current state violates the guard φ, execution abnormally termi-
nates. The partial correctness semantics, which ignores abnormal termination,
of a data command P in a state δ is the set of final states M(P , {δ}) = {
δ′ | (P , δ) =⇒∗ (ε , δ′)}; its total correctness semantics is the set consisting of
fail or its final states Mtot(P , {δ}) = {fail | (P , {δ}) =⇒∗ (ε , fail)} ∪ M(P ,
{δ}). Because data commands are deterministic, |M(P , {δ})| ≤ 1 and |Mtot(P ,
{δ})| = 1.
Shortly, to prove the correctness of our translation from data constraints to
data commands, we use Hoare logic [16], where triples {φ} P {φ′} play a central
role. In such triples, φ characterizes the set of input states, P denotes the data
command to execute in those states, and φ′ characterizes the set of output states.
A triple {φ} P {φ′} holds in the sense of partial (resp. total) correctness, ifM(P ,JφK) ⊆ Jφ′K (resp.Mtot(P , JφK) ⊆ Jφ′K). To prove properties of data commands,
we use the following sound proof systems for partial (resp. total) correctness,
represented by ` (resp. `tot) and adopted with slight adaptation—a cosmetic
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change in the rule for assignment—from Apt et al. [15].
` {φ} skip {φ}
` {φ[dx := t]} x := t {φ}
` {φ′} P {φ′′}
and φ⇒ φ′
and φ′′ ⇒ φ′′′
` {φ} P {φ′′′}
` {φ} P {φ′}
and ` {φ′} P ′ {φ′′}
` {φ} P ; P ′ {φ′′}
` {φ ∧ φg} P {φ′}
` {φ} if φg -> P fi {φ′}
φ⇒ φg and `tot {φ} P {φ′}
`tot {φ} if φg -> P fi {φ′}
The first four rules apply not only to ` but also to `tot. We use ` to prove the
soundness of our upcoming translation; we use `tot to prove its completeness.
3.2 Precedence
Recall the following typical data constraint over ports A, B, C, D, and E, where
A and B are inputs, from Example in Figure 1b (its lower transition):
φ = dC ≈ add(dA , dB) ∧ dD ≈ dC ∧ dE ≈ dC ∧ ¬Odd(dD) (2)
To translate data constraints to data commands, the idea is to enforce equalities,
many of which occur in practice, with assignments and to check all remaining
literals with failure statements. In the case of φ, for instance, we first assign
the data items involved in their pending put operations to A and B, whose
symbols are denoted by I-1(δinit(A)) and I-1(δinit(B)), with δinit as defined in
(1), page 6. Next, we assign the evaluation of add(dA , dB) to C. The order in
which we subsequently assign the value of C to D and E does not matter. After
the assignment to D, we check ¬Odd(dD) with a failure statement. The following
data command corresponds to one possible order of the last three steps.
P = A := I-1(δinit(A)) ; B := I-1(δinit(B)) ; C := add(dA , dB) ;
D := dC ; if ¬Odd(dD) -> skip fi ; E := dC
If execution of P in an empty initial state successfully terminates, the resulting
final state δ should satisfy φ (soundness). Moreover, if a δ′ exists such that δ′ |=dc φ
and δinit ⊆ δ′, execution of P should successfully terminate (completeness).
Soundness and completeness crucially depend on the order in which assign-
ments and failure statements occur in P . For instance, changing the order of
D := dC and if ¬Odd(dD) -> skip fi yields a data command whose execu-
tion always fails (because D does not have a value yet on evaluating the guard
of the failure statement). Such a data command is trivially sound but incom-
plete. Another complication is that not every equality can become an assign-
ment. In a first class of cases, no operand matches dx. An example is add(dA ,
dB) ≈ mult(dA , dB): this equality should become a failure statement, because
neither of its two operands can be assigned to the other. In a second class of
cases, multiple equality literals have an operand that matches dx. An example
is C ≈ add(dA , dB) ∧ C ≈ mult(dA , dB): only one of these equalities should be-
come an assignment, while the other should become a failure statement, to avoid
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dA ≈ I-1(δinit(A))
dB ≈ I-1(δinit(B))
dC ≈ add(dA , dB)
dD ≈ dC
dE ≈ dC
¬Odd(dD)
dC ≈ dD
dC ≈ dE
Fig. 3: Fragment of a digraph for an example precedence relation ≺L (e.g., with-
out loops and without add(dA , dB) ≈ dC, for simplicity). An arc (` , `′) corre-
sponds to ` ≺L `′. Bold arcs represent a strict partial order extracted from ≺L.
conflicting assignments to C.
To deal with these complications, we define a precedence relation on literals
that formalizes their dependencies. Recall that the data constraint in every tran-
sition label (X , φ) is a conjunction of literals. Let Lφ denote the set of literals in
φ, and let Xin ⊆ X denote the set of input places (i.e., input ports and memory
cells) involved in the transition. From Lφ and Xin, we construct a set of literals
L to account for (i) symmetry of ≈ and (ii) the initial values of input places.
L = Lφ ∪ {t2 ≈ t1 | t1 ≈ t2 ∈ Lφ} ∪ {dx ≈ I-1(δinit(x)) | x ∈ Xin} (3)
Obviously, δ |=dc ∧L implies δ |=dc φ for all δ (i.e., extending Lφ to L is sound).
Now, let ≺L denote the precedence relation on L defined by the following rules:
dx ≈ t , ` ∈ L and dx ∈ Free(`)
dx ≈ t ≺L `
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3}
`1 ≺L `3 (4)
Informally, dx ≈ t ≺L ` means that assignment x := t must precede ` (i.e., `
depends on x). Note also that the first rule deals with the first class of equali-
ties-that-cannot-become-assignments; shortly, we comment on the second class.
For the sake of argument—generally, this is not the case—suppose that ≺L
is a strict partial order on L. In that case, we can linearize ≺L to a total order <
on L (i.e., embedding ≺L into < such that ≺L ⊆ <) with a topological sort on
the digraph (L , ≺L) [17,18]. Intuitively, such a linearization gives us an order in
which we can translate literals in L to data commands in a sound and complete
way. In Section 3.3, we give an algorithm for doing so and indeed prove its
correctness. Problematically, however, ≺L is generally not a strict partial order
on L: it is generally neither asymmetric nor irreflexive (i.e., graph-theoretically,
it contains cycles). For instance, Figure 3 shows a fragment of the digraph (L ,
≺L) for φ in (2), page 8, which contains cycles. For now, we defer this issue to
Section 4, because it forms a concern orthogonal to our translation algorithm
and its correctness. Until then, we simply assume the existence of a procedure for
extracting a strict partial order from ≺L, represented by bold arcs in Figure 3.1
1 Another minor issue is that if we run our translation algorithm on the strict partial
order extracted from ≺L, we end up with both the assignment D := dC and the
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Henceforth, we assume that every dxi ≈ ti literal precedes all differently
shaped literals in a linearization of ≺L. Although this assumption is conceptually
unnecessary, it simplifies some of our notation and proofs. Formally, we can
enforce it by adding a third rule to the definition of ≺L:
dx ≈ t , ` ∈ L and
[
` 6= dx′ ≈ t′ for all x′ , t′
]
dx ≈ t ≺L ` (5)
Proposition 1. The rule in (5) introduces no cycles.
Proof (Sketch). Reasoning toward a contradiction, suppose the third rule intro-
duces a cycle by inducing dx ≈ t ≺L `′. Then, a path exists from `′ to dx ≈ t.
Then, `′ ≺L `′′ for some `′′. Then, by inspecting the premises of all three rules,
`′ must match dx′ ≈ t′, but the premise of the third rule excludes this. uunionsq
3.3 Algorithm
We start by stating the precondition of our translation algorithm. Suppose that
L as defined in (3), page 9, contains n dx ≈ t literals and m differently shaped
literals. Let ≺L denote a strict partial order on L such that for every dx ≈ t ∈ L
and for every dy ∈ Free(t), a dy ≈ t′ literal precedes dx ≈ t according to ≺L.
Then, let `1 < · · · < `n < `n+1 < · · · < `n+m denote a linearization of ≺L,
where `i = dxi ≈ ti for all 1 ≤ i ≤ n. The three rules of ≺L in Section 3.2 induce
precedence relations for which all previous conditions hold, except that ≺L does
not necessarily denote a strict partial order; we address this issue in the next
section. The previous conditions aside, we also assume {dx1 , . . . , dxn} =
⋃{
Free(`i) | 1 ≤ i ≤ n+m}. This extra condition means that for every free variable
dxi in every literal in L, a dxi ≈ ti literal exists in the linearization. If this
condition fails, some places can get a value only through search—exactly what
we try to avoid—and not through assignment. In such cases, the data constraint
is underspecified, and our translation algorithm is fundamentally inapplicable.
Finally, we trivially assume that nil does not occur syntactically in any literal.
A formal definition of this precondition appears in Figure 10 in Appendix A.
Figure 4 shows our algorithm. It first loops over the first n (according to <)
dx ≈ t literals. If an assignment for x already exists in data command P , the
algorithm translates dx ≈ t to a failure statement; if not, it translates dx ≈ t
to an assignment. This approach resolves issues with the second class of equal-
ities-that-cannot-become-assignments. After the first loop, the algorithm uses a
second loop to translate the remaining m differently shaped literals to failure
statements. The algorithm runs in time linear in n+m, and it clearly terminates.
unnecessary failure statement if dC ≈ dD -> skip fi. After all, the digraph contains
both dD ≈ dC and dC ≈ dD, the second of which was added while computing L≈φ
to account for the symmetry of ≈. Generally, such symmetric literals result either
in one assignment and one failure statement or in two failure statements. (One can
easily prove that symmetric literals never result in two assignments.) In both cases,
one can safely remove one of the failure statements, because successful termination
of the remaining statement already accounts for the removed failure statement.
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P ← skip
i← 1
while i ≤ n do
if dxi ∈ {dxj | 1 ≤ j < i} then
P ← P ; if dxi ≈ ti -> skip fi
else
P ← P ; xi := ti
i← i+ 1
while i ≤ n+m do
P ← P ; if `i -> skip fi
i← i+ 1
Fig. 4: Algorithm to translate data
constraints to data commands
The desired postcondition of the al-
gorithm consists of its soundness and
completeness. We define soundness as `
{>} P {`1∧· · ·∧`n+m}: after running the
algorithm, execution of data command
P yields a state that satisfies all literals
in L on successful termination. We define
completeness as
[[
δ′ |=dc `1 ∧ · · · ∧ `n+m
implies `tot {>} P {>}
]
for all δ′
]
:
after running the algorithm, if a distribu-
tion δ′ exists that satisfies all literals in L, data command P successfully termi-
nated. Although soundness subsequently guarantees that the final state δ satisfies
all literals in L, generally, δ 6= δ′. We use a different proof system for soundness
(partial correctness, `) than for completeness (total correctness, `tot).
Theorem 1 (Appendix A, Theorem 3). The algorithm is sound and com-
plete.
Proof (Sketch). We prove soundness and completeness separately.
Soundness We start by arguing that ` {>} P {`1 ∧ · · · ∧ `i} holds after every
iteration of the first loop. For 1 ≤ i ≤ n, after doing an assignment xi := ti
in a state δ, literal `i = dxi ≈ ti holds in δ if all free variables in ti have
a non-nil value. (Otherwise, ti evaluates to nil, which the definition of |=dc
forbids.)
Reasoning toward a contradiction, suppose that some free variable dy in ti
has a nil value. Then, because no assignment assigns nil, no y := t assignment
has occurred previously. But because dy ∈ Free(ti), a literal dy ≈ t ∈ L
(by the precondition of the algorithm) exists that precedes dxi ≈ ti. Con-
sequently, dy ≈ t precedes dxi ≈ ti also in the linearization of ≺L, and so,
a y := t assignment must have occurred previously. Hence, dy in fact has a
non-nil value (namely, the evaluation of t).
Thus, `i = dxi ≈ ti holds in δ after its update with xi := ti. Suppose that
the preceding literals dxj ≈ tj (for 1 ≤ j < i) held before updating δ.
Each of those literals can have become false only if the update overwrote
dxj . In that case, dxi ∈ {dxj | 1 ≤ j < i}. But then, the algorithm did
not translate dxi ≈ ti to an assignment in the first place but to a failure
statement if dxi ≈ ti -> skip fi. If execution of this statement successfully
terminates, obviously dxi ≈ ti holds, and because it leaves δ unchanged,
all preceding literals remain true. Note that the ` proof rule for failure
statements allows us to assume that the guard holds; we do not need to
establish this yet (cf. completeness below, where we use `tot).
We can inductively repeat the reasoning in the previous paragraphs for all
1 ≤ i ≤ n to conclude that ` {>} P {`1 ∧ · · · ∧ `n} holds after the first loop.
The failure statements added in the second loop leave state δ unchanged,
meaning that literals that held before executing those statements in δ remain
true. Thus, if those statements successfully terminate, ` {>} P {`1 ∧ · · · ∧
`n+m} holds. uunionsq
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Completeness Assume that δ′ |=dc `1 ∧ · · · ∧ `n+m for some δ′. We start by
arguing that `tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))} holds
after every iteration of the first loop. This means that state δ maps every xj
(for 1 ≤ j ≤ i) to the same value as δ′ (i.e., δ(xj) = δ′(xj)). For 1 ≤ i ≤ n
and dxi /∈ {dxj | 1 ≤ j < i}, we know that `i = dxi ≈ ti holds in δ after its
update with xi := ti (see soundness above). By our initial assumption, we
also know that `i = dxi ≈ ti holds in δ′. Thus, by the definition of |=dc , we
conclude δ(xi) = evalδ(ti) and δ
′(xi) = evalδ′(ti).
Because a dy ≈ t literal precedes dxi ≈ ti for all dy ∈ Free(ti) (see sound-
ness above), δ maps every such a y to the same value as δ′ (i.e., y = xj
for some 1 ≤ j < i). Consequently, and because the interpretation of ev-
ery function symbol is always a function (including those occurring in ti),
evalδ(ti) = evalδ′(ti). Combining this with the previous intermediate result,
the following equation holds: δ(xi) = evalδ(ti) = evalδ′(ti) = δ
′(xi). As be-
fore (see soundness above), we can also establish that updating δ with xi:=ti
does not make dxj ≈ I-1(δ′(xj)) literals (for 1 ≤ j < i) that held before the
update false.
If dxi ∈ {dxj | 1 ≤ j < i}, we can immediately conclude that dxj ≈
I-1(δ′(xj)) holds in state δ for all 1 ≤ j ≤ i before executing the failure
statement if dxi ≈ ti -> skip fi added by the algorithm. To prove that
this failure statement also successfully terminates, the `tot proof rule for
failure statements dictates that we must establish—instead of assume (cf.
soundness above)—that the guard dxi ≈ ti holds in δ. This follows from the
fact that dxi ≈ ti holds in δ′ by our initial assumption, and because δ and
δ′ map all free variables in `i = dxi ≈ ti to the same values. To prove the
latter, we can use a similar argument involving the precedence relation and
its linearization as before (see soundness above).
We can inductively repeat the reasoning in the previous paragraphs for all
1 ≤ i ≤ n to conclude that `tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈
I-1(δ′(xn))} holds after the first loop. The failure statements added in the
second loop leave state δ unchanged, meaning that the dxj ≈ I-1(δ′(xj))
literals (for 1 ≤ j ≤ n) that held before executing those statements in δ
remain true. To prove the successful termination of those failure statements,
we can use a similar argument as for the failure statements added in the
first loop: by our initial assumption, δ′ |=dc `i for all n + 1 ≤ j ≤ n + m,
and δ and δ′ still map the same free variables to the same values. Thus,
`tot {>} P {dx1 ≈ I-1(δ′(x1))∧ · · · ∧ dxn ≈ I-1(δ′(xn))} holds also after the
second loop, and consequently, `tot {>} P {>} holds. uunionsq
(A detailed proof in Appendix B, Theorem 3, formalizes the previous proof sketch
in terms of Hoare logic. The detailed proof has a structure quite different from
the previous sketch. The main arguments are, however, the same.)
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FdA ≈ I-1(δinit(A))
dB ≈ I-1(δinit(B))
dC ≈ add(dA , dB)
dD ≈ dC
dE ≈ dC
¬Odd(dD)
dC ≈ dD
dC ≈ dE
Fig. 5: Fragment of the b-graph corresponding to the digraph in Figure 3 (e.g.,
without looping b-arcs and without add(dA , dB) ≈ dC, for simplicity). Bold b-
arcs represent an arborescence.
4 Handling Cycles
Our algorithm assumes that a precedence relation ≺L as defined in Section 3.2
is a strict partial order. However, this is generally not the case. In this section,
we describe a procedure for extracting a strict partial order from ≺L without
losing essential dependencies. We start by adding a distinguished symbol F to
the domain of ≺L, and we extend the definition of ≺L with the following rules:
` ∈ L and Free(`) = ∅
F ≺L `
dx ≈ t ∈ L and Free(t) = ∅
F ≺L dx ≈ t (6)
These rules state that literals without free variables (e.g., dx ≈ I-1(δinit(x))) do
not depend on other literals. Now, ≺L is a strict partial order if the digraph (L∪
{F} , ≺L) is aF-arborescence: a digraph consisting of n−1 arcs such that each of
its n vertices is reachable from F [19]. Equivalently, in a F-arborescence, F has
no incoming arcs, every other vertex has exactly one incoming arc, and the arcs
form no cycles [19]. The first formulation is perhaps most intuitive here: every
path from F to some literal ` represents an order in which our algorithm should
translate the literals on that path to ensure the correctness of the translation of
`. The second formulation simplifies observing that arborescences correspond to
strict partial orders (by their cycle-freeness).
A naive approach to extract a strict partial order from ≺L is to compute a
F-arborescence of the digraph (L∪{F} , ≺L). Unfortunately, however, this ap-
proach generally fails for dx ≈ t literals where t has more than one free variable.
For instance, by definition, every arborescence of the digraph in Figure 3 has
only one incoming arc for dC ≈ add(dA , dB), even though assignments to both A
and B must precede an assignment to C. Because these dependencies exist as two
separate arcs, no arborescence of a digraph can capture them. To solve this, we
should somehow represent the dependencies of dC ≈ add(dA , dB) with a single
incoming arc. We can do so by allowing arcs to have multiple tails (i.e., one for
every free variable). In that case, we can replace the two separate incoming arcs
of dC ≈ add(dA , dB) with a single two-tailed incoming arc as in Figure 5. The
two tails make explicit that to evaluate an add-term, we need values for both its
arguments: multiple tails represent a conjunction of dependencies of a literal.2
2 Interestingly, when evaluating a term at run-time, it is not always necessary to
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By replacing single-tail-single-head arcs with multiple-tails-single-head arcs,
we effectively transform the digraphs considered so far into b-graphs, a special
kind of hypergraph with only b-arcs (i.e., backward hyperarcs, i.e., hyperarcs
with exactly one head) [20]. Deriving a b-graph over literals from a precedence
relation as defined in Section 3.2 is generally impossible though: their richer
structure makes b-graphs more expressive—they give more information—than
digraphs. In contrast, one can easily transform a b-graph to a precedence relation
by splitting b-arcs into single-tailed arcs in the obvious way. Deriving precedence
relations from more expressive b-graphs is therefore a correct way of obtaining
strict partial orders that satisfy the precondition of our algorithm. Doing so just
eliminates information that this algorithm does not care about anyway.
Thus, we propose the following. Instead of formalizing dependencies among
literals in a set L ∪ {F} directly as a precedence relation, we first formalize
those dependencies as a b-graph. If the resulting b-graph is a F-arborescence,
we can directly extract a precedence relation ≺L. Otherwise, we compute a
F-arborescence of the resulting b-graph and extract a precedence relation ≺L
afterward. Either way, because ≺L is extracted from a F-arborescence, it is a
strict partial order whose linearization satisfies the precondition of our algorithm.
Let JL denote a set of b-arcs on L∪{F} defined by the following rules, plus
the straightforward b-arcs adaptation of the rules in (6), page 13:
` ∈ L
and Free(`) = {dx1 , . . . , dxk}
and dx1 ≈ t1 , . . . , dxk ≈ tk ∈ L
{dx1 ≈ t1 , . . . , dxk ≈ tk} JL `
dx ≈ t ∈ L
and Free(t) = {dx1 , . . . , dxk}
and dx1 ≈ t1 , . . . , dxk ≈ tk ∈ L
{dx1 ≈ t1 , . . . , dxk ≈ tk} JL dx ≈ t
(7)
The first rule generalizes the first rule in (4), page 9, by joining sets of depen-
dencies of a literal in a single b-arc. The second rule states that dx ≈ t literals do
not necessarily depend on dx (as implied by the first rule) but only on the free
variables in t: intuitively, a value for x can be derived from values of the free vari-
ables in t (cf. assignments). Note that literals can have multiple incoming b-arcs.
Such multiple incoming b-arcs represent a disjunction of conjunctions of depen-
dencies. Importantly, as long as all dependencies represented by one incoming
b-arc are satisfied, the other incoming b-arcs do not matter. An arborescence,
which contains one incoming b-arc for every literal, therefore preserves enough
dependencies. Shortly, Theorem 2 makes this more precise. Figure 5 shows a
fragment of the b-graph for data constraint φ in (2), page 8.
One can straightforwardly compute an arborescence of a b-graph (L∪ {F} ,
JL) with a graph exploration algorithm reminiscent of breadth-first search. Let
JarbL ⊆ JL denote the aborescence under computation, and let Ldone ⊆ L denote
the set of vertices (i.e., literals in L) that have already been explored; initially,
resolve each of its dependencies (i.e., have a value for each of its free variables).
For instance, if dx1 evaluates to false, we do not need a value for dx2 to evaluate
and(dx1 , dx2). However, whether or not one can do such short-circuiting is known
only at run-time. At compile-time, we must therefore conservatively assume that
short-circuiting never happens by modeling all dependencies of a term.
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JarbL = ∅ and Ldone = {F}. Now, given some Ldone, compute a set of vertices
Lnext that are connected only to vertices in Ldone by a b-arc in JL. Then, for
every vertex in Lnext, add an incoming b-arc to JarbL .3 Afterward, add Lnext to
Ldone. Repeat this process until Lnext becomes empty. Once that happens, either
JarbL contains an arborescence (if Ldone = L) or no arborescence exists. This
computation runs in linear time, in the size of the b-graph. See also Footnote 3.
Given JarbL , the following rules yield a cycle-free precedence relation on L∪{F}:
{`1 , . . . , `k} JarbL ` and 1 ≤ i ≤ k
`i ≺L `
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3}
`1 ≺L `3 (8)
Theorem 2 (Appendix A, Theorem 4). ≺L as defined by the rules in (5)(8),
pages 10 and 15, is a strict partial order and a large enough subset of ≺L as
defined by the rules in (4)(5)(6), pages 9, 10, and 13, to satisfy the precondition
of our translation algorithm in Section 3.3.
Proof (Sketch). Let ≺Sect.4L denote the precedence relation as defined by the rules
in (5)(8), pages 10 and 15. Let ≺Sect.3L denote the precedence relation as defined
by the rules in (4)(5)(6), pages 9, 10, and 13.
First, the fact that ≺Sect.4L is a strict partial order follows from JarbL forming
an arborescence (because arborescences contain no cycles by definition).
Second, to show ≺Sect.4L ⊆ ≺Sect.3L , take any pair (` , `′) such that ` ≺Sect.4L `′
by the first rule in (8), page 15. Then, by the premise of that rule, {`1 , . . . ,
`k} JarbL `′ such that ` = `i for some 1 ≤ i ≤ k. Because JarbL ⊆ JL, the premises
of the rules in (7), page 14, subsequently guarantee after some manipulation that
` = `i = dx ≈ t for some x and t. Moreover, dx ∈ Free(`′). By the first rule in
(4), page 9, we subsequently conclude that ` ≺Sect.3L `′ holds. We can inductively
show the same for pairs (` , `′) such that ` ≺Sect.4L `′ by the second rule in (8),
page 15.
Finally, we must show that ≺Sect.4L is “large enough” for it to satisfy the pre-
condition of our translation algorithm. Informally, this means that the algorithm
for computing arborescences does not exclude b-arcs from the arborescence that
represent essential dependencies: for every free variable dy that a literal ` ∈ L
depends on, ≺Sect.4L must contain at least one pair (dy ≈ t , `) (for some t). To see
that this holds, note that every b-arc entering a literal ` represents a complete
set of dependencies of `. If ` has multiple incoming b-arcs, this simply means
that several ways exist to resolve `’s dependencies. In principle, however, keep-
ing one of those options suffices for our purpose. Therefore, the single incoming
b-arc that ` has in an arborescence represents enough dependencies of `. uunionsq
3 If a vertex ` in Lnext has multiple incoming b-arcs, the choice among them matters
not: the choice is local, because every b-arc has only one head (i.e., adding an `-
headed b-arc to JarbL cannot cause another vertex to get multiple incoming b-arcs,
which would invalidate the arborescence). General hypergraphs, whose hyperarcs
can have multiple heads, violate this property (i.e., the choice of which hyperarc
to add is global instead of local). Computing arborescences of such hypergraphs is
np-complete [21], whereas one can compute aborescences of b-graphs in linear time.
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(A detailed proof in Appendix B, Theorem 4, formalizes the previous proof
sketch by formally establishing that (the formal definition of) ≺Sect.4L satisfies
(the formal definition of) the precondition of our translation algorithm.) For
instance, the bold arcs in Figure 3 represent the precedence relation so derived
from the arborescence in Figure 5.
If a F-arborescence of (L ∪ {F} , JL) does not exist, every |L|-cardinality
subset of JL has at least one vertex ` that is unreachable from F. In that case,
by the rules in (6), page 13, ` depends on at least one free variable (otherwise,
{F} JL `). Because no b-graph equivalent of a path [22] exists from F to `, the
other literals in L fail to resolve at least one of `’s dependencies. This occurs, for
instance, when ` depends on dy, while L contains no dy ≈ t literal. Another ex-
ample is a recursive literal dx ≈ t with dx ∈ Free(t): unless another literal dx ≈ t′
with t 6= t′ exists, all its incoming b-arcs contain loops to itself, meaning that no
arborescence exists. In practice, such cases inherently require constraint solving
techniques to find a value for dx. Nonexistence of a F-arborescence thus signals
a fundamental boundary to the applicability of our translation algorithm (al-
though more advanced techniques of translating some parts of a data constraint
to a data command and leaving other parts to a constraint solver are imaginable
and left for future work). Thus, the set of data constraints to which our trans-
lation algorithm is applicable contains exactly those (i) whose b-graph has a
F-arborescence, which guarantees linearizability of the induced precedence, and
(ii) that satisfy also the rest of the precondition of our algorithm in Section 3.3.
5 Preliminary Performance Results
In the work that we presented in this paper, we focused on the formal definition
of our translation and its proof of correctness. A comprehensive quantitative
evaluation remains future work. Indeed, constructing a set of representative ex-
amples, identifying independent variables that may influence the outcome (e.g.,
number of cores, memory architecture, etc.), setting up and performing the cor-
responding experiments, processing/analyzing the measurements, and eventually
presenting the results is a whole other challenge. Still, presenting an optimization
technique and not shedding any light on its performance may leave the reader
with an unsatisfactory feeling. Therefore, in this section, we provide preliminary
performance results to give a rough indication of our translation’s merits.
We extended our most recent ca-to-Java compiler and used this compiler to
generate both constraint-based coordination code (i.e., generated without our
translation) and command-based coordination code (i.e., generated with our
translation) for ten coordinators modeled as ca: three elementary primitives
from Figures 1a and 2a (to see how our optimization affects such basic cases)
and seven more complex composites, including those in Figures 1b and 2b. See
Section 2 for a discussion of these coordinators’ behavior. The constraint-based
implementations use a custom constraint solver with constraint propagation [23],
tailored to our setting of data constraints. The data commands in the generated
command-based implementations are imperative Java code, very similar to what
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Constr. Comm. ×
Sync 33119333 39800986 1.20
Fifo 33050122 41398084 1.25
Replicator 17961129 21803913 1.21
Example 10573857 12687767 1.20
Fibonacci 1818671 88947751 48.91
Constr. Comm. ×
Language2 17278247 24646838 1.43
Language4 4423326 11512506 2.60
Language6 1062306 5294838 4.98
Language8 194374 1746440 8.98
Language10 25649 362050 14.12
Fig. 6: Preliminary performance results for ten coordinators. Column “Constr.”
shows results for constraint-based implementations (in number of coordination
steps completed in four minutes); column “Comm.” shows restults for command-
based implementations; column “×” shows the ratio of the second over the first.
programmers would hand-craft (modulo style).
In total, thus, we generated twenty coordinators in Java. We ran each of
those implementations ten times on a quadcore machine at 2.4 ghz (no Hyper-
Threading; no Turbo Boost) and averaged our measurements. In every run, we
warmed up the Jvm for thirty seconds before starting to measure the number
of coordination steps that an implementation could finish in the subsequent
four minutes. Figure 6 shows our results. The command-based implementations
outperform their constraint-based versions in all cases. The Languagei coordi-
nators furthermore show that the speed-up achieved by their command-based
implementations increases as i increases. This may suggest that our optimiza-
tion becomes relatively more effective as the size/complexity of a coordinator
increases, as also witnessed by Fibonacci. Figure 6 shows first evidence for the
effectiveness of our translation in practice, although further study is necessary.
6 Discussion
In constraint programming, it is well-known that “if domain specific methods are
available they should be applied instead [sic] of the general methods” [23, page 2].
The work presented in this paper takes this guideline to an extreme: essentially,
every data command generated for a data constraint φ by our translation algo-
rithm is a little constraint solver capable of solving only φ, with good perfor-
mance. This good performance comes from the fact that the order of performing
assignments and failure statements has already been determined at compile-time.
Moreover, this precomputed order guarantees that backtracking is unnecessary:
the data constraint for φ finds a solution if one exists without search (i.e., The-
orem 1). In contrast, general constraint solvers need to do this work, which our
approach does at compile-time, as part of the solving process at run-time.
Execution of data commands bears similarities with constraint propagation
techniques [23], in particular with forward checking [24,25]. Generally, in con-
straint propagation, the idea is to reduce the search space of a given constraint
satisfaction problem (csp) by transforming it into an equivalent “simpler” csp,
where variables have smaller domains, or where constraints refer to fewer vari-
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ables. With forward checking, whenever a variable x gets a value v, a constraint
solver removes values from the domains of all subsequent variables that, together
with v, violate a constraint. In the case of an equality x = y, for instance, for-
ward checking reduces the domain of y to the singleton {v} after an assignment
of v to x. That same property of equality is implicitly used in executing our data
commands (i.e., instead of representing the domain of a variable and the reduc-
tion of this domain to a singleton explicitly, we directly make an assignment).
Our translation from data constraints to data commands may also remind
one of classical Gaussian eliminination for solving systems of linear equations
over the reals [23]: there too, variables are ordered and values/expressions for
some variables are substituted into other expressions. The difference is that we
have functions, relations, and our data domain may include other data types,
which makes solving data constraints directly via Gaussian elimination at least
not obvious. However, Gaussian elimination does seem useful as a preprocessing
step for translating certain data constraints to data commands that our current
algorithm does not support. Future work should clarify this possibility.
Clarke et al. worked on purely constraint-based implementations of coordi-
nators [26]. Essentially, they specify not only the transition labels of a ca as
boolean constraints but also its state space and transition relation. In recent
work, Proenc¸a and Clarke developed a variant of compile-time predicate abstrac-
tion to improve performance [27]. They used this technique also to allow a form
of interaction between the constraint solver and external components during con-
straint solving [28]. The work of Proenc¸a and Clarke resembles ours in the sense
that we all try to “simplify” constraints at compile-time. Main differences are
that (i) we fully avoid constraint solving and (ii) we consider a richer language
of data constraints. For instance, Proenc¸a and Clarke have only unary functions
in their language, which would have cleared our need for b-graphs.
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A Definitions and Properties
A.1 Execution Steps
Definition 1 (Places). P denotes the set of all places.
Definition 2 (Data). D denotes the set of all data items.
Definition 3 (Nil). nil denotes an object such that nil /∈ D.
Definition 4 (Distributions).
1. A distribution is a partial function δ : P⇀ D ∪ {nil} from places to data items.
2. Distr denotes the set of all distributions.
3. ·[· := ·] : Distr × P × D → Distr denotes the function from [distribution, place, data item]-tuples to
distributions defined by the following equation:
δ[x := d] = (δ \ {x 7→ d′ | d′ ∈ D}) ∪ {x 7→ d}
A.2 Terms
Definition 5 (Functions and relations).
1. F =
⋃{Dk → D | k > 0} and R = ⋃{℘(Dk) | k > 0} denote the sets of all data functions and all data
relations.
2. Fun and Rel denote the sets of all data function symbols and all data relation symbols.
3. arity : Fun ∪ Rel → N+ denotes a function from data function symbols and data relation symbols to
positive natural numbers.
Definition 6 (Interpretation of symbols).
1. I : Data ∪ Fun ∪ Rel → D ∪ F ∪ R denotes a bijection from data symbols, data function symbols, and
data relation symbols to data, functions, and relations such that:
–
[
d ∈ Data iff I(d) ∈ D] for all d
–
[
f ∈ Fun iff I(f) : Darity(f) → D] for all f
–
[
R ∈ Rel iff I(R) ∈ ℘(Darity(R))] for all R
2. I-1 : D ∪ F ∪ R→ Data ∪ Fun ∪ Rel denotes the inverse of I.
Definition 7 (Terms).
1. A data term is a word t generated by the following grammar:
x ::= any element from Port
d ::= any element from Data
f ::= any element from Fun
t ::= dx | nil | d | f(t1 , . . . , tk) if arity(f) = k
2. Term denotes the set of all terms.
3. eval : Distr × Term → D ∪ {nil} denotes the function from [distribution, term]-pairs to data or nil
defined by the following equations:
evalδ(dx) =
{
δ(x) if x ∈ Dom(δ)
nil otherwise
evalδ(nil) = nil
evalδ(d) = I(d)
evalδ(f(t1 , . . . , tk)) =
{I(f)(evalδ(t1) , . . . , evalδ(tk)) if [evalδ(t1) 6= nil , . . . , evalδ(tk) 6= nil]
nil otherwise
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4. Free : Term → ℘(Term) denotes the function from terms to sets of terms defined by the following
equations:
Free(dx) = {dx}
Free(nil) , Free(d) = ∅
Free(f(t1 , . . . , tk)) = Free(t1) ∪ · · · ∪ Free(tk)
5. Arg : Term → ℘(Term) denotes the function from terms to sets of terms defined by the following
equations:
Arg(dx) , Arg(nil) , Arg(d) = ∅
Arg(f(t1 , . . . , tk)) = {t1 , . . . , tk}
6. nil-Free ⊆ Term denotes the relation on terms defined as follows:
nil-Free(dx) iff true
nil-Free(nil) iff false
nil-Free(d) iff true
nil-Free(f(t1 , . . . , tk)) iff
[
nil-Free(t1) and · · · and nil-Free(tk)
]
A.3 Data Constraints
Definition 8 (Data constraints).
1. A data constraint is a word φ generated by the following grammar:
t ::= any element from Term
R ::= any element from Rel
a ::= ⊥ | > | t ≈ t | t 6≈ nil | R(t1 , . . . , tk) if arity(R) = k
φ ::= a | ¬φ | φ ∨ φ | φ ∧ φ
2. DC denotes the set of all data constraints.
3. |=dc ⊆ Distr× DC denotes the relation on [distribution, data constraint]-pairs defined as follows:
δ |=dc ⊥ iff false
δ |=dc > iff true
δ |=dc t1 ≈ t2 iff evalδ(t1) = evalδ(t2) 6= nil
δ |=dc t 6≈ nil iff evalδ(t) 6= nil
δ |=dc R(t1 , . . . , tk) iff I(R)(evalδ(t1) , . . . , evalδ(tk))
δ |=dc ¬φ iff δ 6|=dc φ
δ |=dc φ1 ∨ φ2 iff
[
δ |=dc φ1 or δ |=dc φ2
]
δ |=dc φ1 ∧ φ2 iff
[
δ |=dc φ1 and δ |=dc φ2
]
4. ⇒ ⊆ DC× DC denotes the relation on pairs of data constraints defined as follows:
φ⇒ φ′ iff [[δ |=dc φ implies δ |=dc φ′] for all δ]
5. J·K : DC → ℘(Distr) denotes the function from data constraints to sets of distributions defined by the
following equation: JφK = {δ | δ |=dc φ}
6. Free : DC→ ℘(Term) denotes the function from data constraints to sets of terms defined by the following
equations:
Free(⊥) , Free(>) = ∅
Free(t1 ≈ t2) = Free(t1) ∪ Free(t2)
Free(t 6≈ nil) = Free(t)
Free(R(t1 , . . . , tk)) = Free(t1) ∪ · · · ∪ Free(tk)
Free(¬φ) = Free(φ)
Free(φ1 ∨ φ2) , Free(φ1 ∧ φ2) = Free(φ1) ∪ Free(φ2)
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Proposition 2 (Monotonicity of |=dc ).[
Free(φ) ⊆ {dx | x ∈ Dom(δ′)} and δ′ ⊆ δ and δ′ |=dc φ
]
implies δ |=dc φ
Proposition 3 ([15, Lemma 2.1, page 42]).
1. J¬φK = Distr \ JφK
2. Jφ1 ∨ φ2K = Jφ1K ∪ Jφ2K
3. Jφ1 ∧ φ2K = Jφ1K ∩ Jφ2K
4. φ1 ⇒ φ2 iff Jφ1K ⊆ Jφ2K
A.4 Data Commands
Definition 9 (Data commands).
1. A data command is a word P generated by the following grammar:
x ::= any element from P
t ::= any element from Term
P ::= skip | x := t | if φ -> P fi | P ; P
2. Cmd denotes the set of all data commands.
3. ε denotes the empty data command such that ε ; P = P ; ε = P .
Definition 10 (Configurations).
1. Conf = Cmd× Distr denotes the set of all configurations.
2. =⇒ ⊆ Conf× Conf denotes the relation on pairs of configurations defined by the following rules:
(skip , δ) =⇒ (ε , δ) (x := t , δ) =⇒ (ε , δ[x := evalδ(t)])
(P , δ) =⇒ (P ′ , δ′)
(P ; P ′′ , δ) =⇒ (P ′ ; P ′′ , δ′)
δ |=dc φ
(if φ -> P fi , δ) =⇒ (P , δ)
δ 6|=dc φ
(if φ -> P fi , δ) =⇒ (ε , fail)
3. fail denotes an object such that fail /∈ Distr.
4. M : Cmd × ℘(Distr) → ℘(Distr) denotes a function from [data command, set of distributions]-pairs
to sets of distributions defined by the following equation:
M(P , ∆) =
⋃
{∆′ | δ ∈ ∆ and ∆′ = {δ′ | (P , δ) =⇒∗ (ε , δ′)}}
5. Mtot : Cmd×℘(Distr)→ ℘(Distr∪{fail}) denotes a function from
[
data command, set of distributions
]
-
pairs to sets of distributions defined by the following equation:
Mtot(P , ∆) =M(P , ∆) ∪
⋃
{∆′ | δ ∈ ∆ and ∆′ = {fail | (P , {δ}) =⇒∗ (ε , fail)}}
Definition 11 (Triples).
1. Triple = DC× Cmd× DC denotes the set of all triples.
2. |= ⊆ Triple denotes the relation on triples defined as follows:
|= {φ} P {φ′} iff M(P , JφK) ⊆ Jφ′K
3. |=tot ⊆ Triple denotes the relation on triples defined as follows:
|=tot {φ} P {φ′} iff Mtot(P , JφK) ⊆ Jφ′K
Proposition 4 ([15, Theorems 3.1 and 3.6, pages 74 and 97]).
1. ` {φ} P {φ′} implies |= {φ} P {φ′}
2. `tot {φ} P {φ′} implies |=tot {φ} P {φ′}
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Partial correctness Total correctness
Axiom–Skip ` {φ} skip {φ} `tot {φ} skip {φ}
Axiom–Assignment ` {φ[dx := t]} x := t {φ} `tot {φ[dx := t]} x := t {φ}
Rule–Composition
` {φ} P {φ′} and ` {φ′} P ′ {φ′′}
` {φ} P ; P ′ {φ′′}
`tot {φ} P {φ′} and `tot {φ′} P ′ {φ′′}
`tot {φ} P ; P ′ {φ′′}
Rule–Consequence
φ⇒ φ′ and ` {φ′} P {φ′′} and φ′′ ⇒ φ′′′
` {φ} P {φ′′′}
φ⇒ φ′ and `tot {φ′} P {φ′′} and φ′′ ⇒ φ′′′
`tot {φ} P {φ′′′}
Rule–Failure
` {φ ∧ `} P {φ′}
` {φ} if ` -> P fi {φ′}
Rule–Failure II
φ⇒ ` and `tot {φ} P {φ′}
`tot {φ} if ` -> P fi {φ′}
Rule–Decomposition
` {φ} P {φ′} and `tot {φ} P {φ′′}
`tot {φ} P {φ′ ∧ φ′′}
Fig. 7: Proof rules [15, Sections 3.3 and 3.7]
A.5 Algorithm
Lemma 1 (Auxiliary I).[
Pre and Inv1 and
i ≤ n and dy ∈ Free(ti)
]
implies
[[
dy = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
Proof. See page 29.
Lemma 2 (Auxiliary II).
[[
dy ∈ Free(t) implies δ(y) = δ′(y)
]
for all y
]
implies evalδ(t) = evalδ′(t)
Proof. See page 32.
Lemma 3 (Auxiliary III).[[[
dy ∈ Free(t) implies δ |=dc dy 6≈ nil
]
for all y
]
and nil-Free(t)
]
implies evalδ(t) ∈ D
Proof. See page 35.
Lemma 4 (Correctness I). Pre implies
[
Pre and Inv1[i← 1][P ← skip]
]
Proof. See page 38.
Lemma 5 (Correctness II). Pre and Inv1 andi ≤ n and n− i = z and
dxi ∈ {dxj | 1 ≤ j < i}
 implies [Pre and Inv1[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
and n− (i+ 1) < z
]
Proof. See page 40.
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P ← skip
i← 1
while i ≤ n do
if dxi ∈ {dxj | 1 ≤ j < i} then
P ← P ; if dxi ≈ ti -> skip fi
else
P ← P ; xi := ti
fi
i← i+ 1
od
while i ≤ n+m do
P ← P ; if `i -> skip fi
i← i+ 1
od
Fig. 8: Algorithm for translating constraints to commands
{
Pre
}{
Pre and Inv1[i← 1][P ← skip]
}
P ← skip
i← 1{
Pre and Inv1
}
while i ≤ n do{
Pre and Inv1 and i ≤ n and n− i = z
}
if dxi ∈ {dxj | 1 ≤ j < i} then{
Pre and Inv1 and i ≤ n and n− i = z and dxi ∈ {dxj | 1 ≤ j < i}
}{
Pre and Inv1[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi] and n− (i+ 1) < z
}
P ← P ; if dxi ≈ ti -> skip fi{
Pre and Inv1[i← i+ 1] and n− (i+ 1) < z
}
else{
Pre and Inv1 and i ≤ n and n− i = z and dxi /∈ {dxj | 1 ≤ j < i}
}{
Pre and Inv1[i← i+ 1][P ← P ; xi := ti] and n− (i+ 1) < z
}
P ← P ; xi := ti{
Pre and Inv1[i← i+ 1] and n− (i+ 1) < z
}
fi{
Pre and Inv1[i← i+ 1] and n− (i+ 1) < z
}
i← i+ 1{
Pre and Inv1 and n− i < z
}
od{
Pre and Inv1 and i > n
}{
Pre and Inv2
}
while i ≤ n+m do{
Pre and Inv2 and i ≤ n+m and n+m− i = z
}{
Pre and Inv2[i← i+ 1][P ← P ; if `i -> skip fi] and n+m− (i+ 1) < z
}
P ← P ; if `i -> skip fi
i← i+ 1{
Pre and Inv2 and i ≤ n+m and n+m− i < z
}
od{
Pre and Inv2 and i > n+m
}{
Post
}
Fig. 9: Algorithm for translating constraints to commands, annotated with assertions for (total) correctness
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Pre :

≺L is a strict partial order
and
[[[
dx ≈ t ∈ L and dy ∈ Free(t)
]
implies
[
dy ≈ u ≺L dx ≈ t for some u
]]
for all x , y , t
]
and < is a linear extension of ≺L
and L = {`j | 1 ≤ j ≤ n+m}
and dx1 ≈ t1︸ ︷︷ ︸
`1
< · · · < dxn ≈ tn︸ ︷︷ ︸
`n
< `n+1 < . . . < `n+m
and {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}
and nil-Free(`1) and · · · and nil-Free(`n+m)

Inv1 :

i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
]
for all δ′
]

Inv2 :

i ≥ 1 + n
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
]
for all δ′
]

Post :
` {>} P {`1 ∧ · · · ∧ `n+m}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {>}
]
for all δ′
]

Fig. 10: Macros used in Figure 9
Lemma 6 (Correctness III). Pre and Inv1 andi ≤ n and n− i = z and
dxi /∈ {dxj | 1 ≤ j < i}
 implies [Pre and Inv1[i← i+ 1][P ← P ; xi := ti] and n− (i+ 1) < z]
Proof. See page 47.
Lemma 7 (Correctness IV).
[
Pre and Inv1 and i > n
]
implies
[
Pre and Inv2
]
Proof. See page 58.
Lemma 8 (Correctness V).[
Pre and Inv2 and
i ≤ n+m and n+m− i = z
]
implies
[
Pre and Inv2[i← i+ 1][P ← P ; if `i -> skip fi]
and n+m− (i+ 1) < z
]
Proof. See page 60.
Lemma 9 (Correctness VI).
[
Pre and Inv2 and i > n+m
]
implies Post
Proof. See page 66.
Theorem 3 (Correctness). Figure 9 is correct.
Proof. Figure 9 is correct if for all six pair of consecutive assertions, the upper assertion implies the lower
one. Lemmas 4, 5, 6, 7, 8, and 9 establish these implications. uunionsq
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A.6 Precondition
Definition 12. L denotes a set of literals.
Definition 13 (Hyperprecedence). JL ⊆ ℘(L ∪ {F}) × L denotes a relation on
[
set of literals or F,
literal
]
-pairs defined by the following rules:
` ∈ L and Free(`) = ∅
{F} JL `
dx ≈ t ∈ L and Free(t) = ∅
{F} JL dx ≈ t
` ∈ L and Free(`) = {dx1 , . . . , dxk}
and dx1 ≈ t1 , . . . , dxk ≈ tk ∈ L
{dx1 ≈ t1 , . . . , dxk ≈ tk} JL `
dx ≈ t ∈ L and
Free(t) = {dx1 , . . . , dxk} and
dx1 ≈ t1 , . . . , dxk ≈ tk ∈ L
{dx1 ≈ t1 , . . . , dxk ≈ tk} JL dx ≈ t
Definition 14 (Arborescences). JarbL denotes a F-arborescence of JL.
Definition 15 (Precedence I). ≺arbL ⊆ L×L denotes a relation on pairs of literals defined by the following
rules:
{`1 , . . . , `k} JarbL ` and 1 ≤ i ≤ k
`i ≺arbL `
`1 ≺arbL `2 ≺arbL `3 and `2 /∈ {`1 , `3}
`1 ≺arbL `3
Definition 16 (Precedence II). ≺L ⊆ L×L denotes a relation on pairs of literals defined by the following
rules:
` ≺arbL `′
` ≺L `′
dx ≈ t , ` ∈ L and
[
` 6= dx′ ≈ t for all x′ , t′
]
dx ≈ t ≺L `
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3}
`1 ≺L `3
Proposition 5 (Arborescences).
1. ` ∈ L implies [L′ JarbL ` for some L′]
2. not
[[ L1 JarbL `2 and · · · and Lk−1 JarbL `k and
`1 ∈ L1 and · · · and `k−1 ∈ Lk−1 and `1 = `k
]
for some L1 , . . . , Lk , `1 , . . . `k , k
]
Lemma 10 (Irreflexivity I).
1. ` ≺arbL `′′ implies
[L1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = ` and `k = `′′
 for some L1 , . . . , Lk , `1 , . . . `k , k]
2. ≺arbL is irreflexive
Proof. See page 68.
Lemma 11 (Irreflexivity II).
1. ` ≺arbL `′′ implies
[
` = dx ≈ t for some x , t
]
2. ` ≺L `′′ implies
[
` = dx ≈ t for some x , t
]
3. ` ≺L `′′ implies
[
` ≺arbL `′′ or
[
`′′ 6= dx ≈ t for all x , t
]]
4. ≺L is irreflexive
Proof. See page 73.
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Lemma 12 (Precondition I). ≺L is a strict partial order
Proof. See page 78.
Lemma 13 (Precondition II).[
dx ≈ t ∈ L and dy ∈ Free(t)
]
implies
[
dy ≈ u ≺L dx ≈ t for some u
]
Proof. See page 79.
Lemma 14 (Precondition III).
[
< is a linear extension of ≺L
]
and L = {`j | 1 ≤ j ≤ n+m}
and `1 < · · · < `n < `n+1 < · · · < `n+m
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}

for some < , `1 , . . . , `n+m , n , m , x1 , . . . , xn , t1 , . . . , tn
Proof. See page 82.
Theorem 4 (Precondition).[[
` ∈ L implies nil-Free(`)] for all `] implies [≺L in Definition 16 satisfies Pre in Figure 10]
Proof. The conjunction of the results in Lemmas 12, 13, and 14 established the required result. uunionsq
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B Proofs
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B.1 Lemma 1
Proof (of Lemma 1). First, assume:
A1 Pre
A2 Inv1
A3 i ≤ n
A4 dy ∈ Free(ti)
Next, observe:
Z1 Recall Pre from A1 . Then, by applying the definition of Pre in Figure 10, conclude:
≺L is a strict partial order
and
[[[
dx ≈ t ∈ L and dy ∈ Free(t)
]
implies
[
dy ≈ u ≺L dx ≈ t for some u
]]
for all x , y , t
]
and < is a linear extension of ≺L
and L = {`j | 1 ≤ j ≤ n+m}
and dx1 ≈ t1︸ ︷︷ ︸
`1
< · · · < dxn ≈ tn︸ ︷︷ ︸
`n
< `n+1 < . . . < `n+m
and {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}
and nil-Free(`1) and · · · and nil-Free(`n+m)
Z2 Recall Inv1 from A2 . Then, by applying the definition of Inv1 in Figure 10, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
]
for all δ′
]
Z3 Recall i ≤ n from A3 . Then, by introducing Z2 , conclude, 1 ≤ i ≤ n.
Z4 Recall 1 ≤ i ≤ n from Z3 . Then, by applying arithmetic, conclude 1 ≤ i ≤ n+m.
Z5 Recall 1 ≤ i ≤ n from Z3 . Then, by applying Z1 , conclude `i = dxi ≈ ti.
Z6 Recall 1 ≤ i ≤ n+m from Z4 . Then, by applying set theory, conclude `i ∈ {`j | 1 ≤ j ≤ n+m}. Then,
by applying Z1 , conclude `i ∈ L. Then, by applying Z5 , conclude dxi ≈ ti ∈ L.
Z7 Suppose:
dy ≈ u ≺L dxi ≈ ti for some u
Then, by applying Z1 , conclude dy ≈ u ∈ L. Then, by applying Z1 , conclude:
dy ≈ u ∈ {`j | 1 ≤ j ≤ n+m}
Then, by applying set theory, conclude
[[
dy ≈ u = `j and 1 ≤ j ≤ n+m
]
for some j
]
.
Z8 Suppose:
1 ≤ j ≤ n+m for some j
Then, by introducing Z4 , conclude
[
1 ≤ j ≤ n+m and 1 ≤ i ≤ n+m]. Then, by applying arithmetic,
conclude
[
1 ≤ j ≤ i− 1 or i = j or i+ 1 ≤ j ≤ n+m].
Z9 Recall
[≺L is a strict partial order] from Z1 . Then, by applying order theory, conclude:
≺L is transitive, asymmetric, and irreflexive
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Z0 Suppose: [
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and i = j
]
for some u , j
Then, by applying substitution, conclude
[
`j ≺L dxi ≈ ti and i = j
]
. Then, by applying Z5 , conclude[
`j ≺L `i and i = j
]
. Then, by applying substitution, conclude `i ≺L `i. Then, by applying Z9 , conclude
false.
Y1 Recall
[[≺L is a strict partial order] and [< is a linear extension of ≺L]] from Z1 . Then, by applying
order theory, conclude
[[
< is a strict total order
]
and ≺L ⊆ <
]
. Then, by applying order theory, con-
clude
[[
< is transitive, asymmetric, and irreflexive
]
and ≺L ⊆ <
]
.
Y2 Suppose:
i+ 1 ≤ j ≤ n+m for some j
Then, by introducing Z1 , conclude `i < · · · < `j . Then, by applying Y1 , conclude `i < `j .
Y3 Suppose: [
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and i+ 1 ≤ j ≤ n+m
]
for some u , j
Then, by applying substitution, conclude
[
`j ≺L dxi ≈ ti and i + 1 ≤ j ≤ n + m
]
. Then, by applying
Z5 , conclude
[
`j ≺L `i and i+ 1 ≤ j ≤ n+m
]
. Then, by applying Y1 , conclude:
`j < `i and i+ 1 ≤ j ≤ n+m
Then, by applying Y2 , conclude
[
`j < `i and `i < `j
]
. Then, by applying Y1 , conclude false.
Y4 Suppose:
1 ≤ j ≤ i− 1 for some j
Then, by applying Z1 , conclude `j = dxj ≈ tj .
Finally, conclude the lemma by the following reduction. Recall dy ∈ Free(ti) from A4 . Then, by introducing
Z6 , conclude
[
dy ∈ Free(ti) and dxi ≈ t1 ∈ L
]
. Then, by applying Z1 , conclude:
dy ≈ u ≺L dxi ≈ ti for some u
Then, by applying Z7 , conclude:
dy ≈ u ≺L dxi ≈ ti and
[[
dy ≈ u = `j and 1 ≤ j ≤ n+m
]
for some j
]
Then, by applying standard inference rules, conclude:[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and 1 ≤ j ≤ n+m
]
for some j
Then, by applying Z8 , conclude
[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and
[
1 ≤ j ≤ i − 1 or i = j or
i+ 1 ≤ j ≤ n+m]]. Then, by applying standard inference rules, conclude:[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and 1 ≤ j ≤ i− 1
]
or[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and i = j
]
or[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and i+ 1 ≤ j ≤ n+m
]
Then, by applying Z0 , conclude:[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and 1 ≤ j ≤ i− 1
]
or
false or[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and i+ 1 ≤ j ≤ n+m
]
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Then, by applying Y3 , conclude:[
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and 1 ≤ j ≤ i− 1
]
or false or false
Then, by applying standard inference rules, conclude:
dy ≈ u ≺L dxi ≈ ti and dy ≈ u = `j and 1 ≤ j ≤ i− 1
Then, by applying standard inference rules, conclude
[
dy ≈ u = `j and 1 ≤ j ≤ i− 1
]
. Then, by applying
Y4 , conclude
[
dy ≈ u = dxj ≈ tj and 1 ≤ j ≤ i− 1
]
. Then, by applying standard inference rules, conclude[
dy = dxj and 1 ≤ j ≤ i− 1
]
.
L QED. M
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B.2 Lemma 2
Proof (of Lemma 2). First, assume:
A1
[
dy ∈ Free(t) implies δ(y) = δ′(y)
]
for all y
Now, prove the lemma by induction on the structure of t.
– Base:
[
t = dy for some y
]
or t = nil or
[
t = d for some d
]
First, observe:
Z1 Recall
[
Free(dy) = {dy} for all y
]
from Definition 7 of Free. Then, by applying set theory, conclude[
dy ∈ Free(dy) for all y
]
.
Z2 Suppose:
t = dy for some y
Then, by applying Z1 , conclude
[
t = dy and dy ∈ Free(dy)
]
. Then, by applying substitution,
conclude dy ∈ Free(t). Then, by applying A1 , conclude δ(y) = δ′(y). Then, by applying Definition 7
of eval, conclude evalδ(dy) = evalδ′(dy).
Z3 Suppose:
t = dy for some y
Then, by introducing Z2 , conclude
[
t = dy and evalδ(dy) = evalδ′(dy)
]
. Then, by applying substi-
tution, conclude evalδ(t) = evalδ′(t).
Z4 Recall
[
evalδ(nil) = nil and evalδ′(nil) = nil
]
from Definition 7 of eval. Then, by applying substi-
tution, conclude evalδ(nil) = evalδ′(nil).
Z5 Suppose t = nil. Then, by introducing Z4 , conclude
[
t = nil and evalδ(nil) = evalδ′(nil)
]
. Then,
by applying substitution, conclude evalδ(t) = evalδ′(t).
Z6 Recall
[
evalδ(d) = I(d) and evalδ′(d) = I(d)
]
from Definition 7 of eval. Then, by applying substi-
tution, conclude evalδ(d) = evalδ′(d).
Z7 Suppose:
t = d for some d
Then, by applying Z6 , conclude
[
t = d and evalδ(d) = evalδ′(d)
]
. Then, by applying substitution,
conclude evalδ(t) = evalδ′(t).
Now, prove the base case of the induction by the following reduction. Recall from Base :[
t = dy for some y
]
or t = nil or
[
t = d for some d
]
Then, by applying Z3 , conclude
[
evalδ(t) = evalδ′(t) or t = nil or
[
t = d for some d
]]
. Then, by
applying Z5 , conclude
[
evalδ(t) = evalδ′(t) or evalδ(t) = evalδ′(t) or
[
t = d for some d
]]
. Then, by
applying Z7 , conclude
[
evalδ(t) = evalδ′(t) or evalδ(t) = evalδ′(t) or evalδ(t) = evalδ′(t)
]
. Then, by
applying standard inference rules, conclude evalδ(t) = evalδ′(t).
– IH: [[
tˆ ∈ Arg(t) and [[dy ∈ Free(tˆ) implies δ(y) = δ′(y)] for all y]]
implies evalδ(tˆ) = evalδ′(tˆ)
]
for all tˆ
– Step: t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
First, observe:
Y1 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
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Then, by introducing A1 , conclude:
t = f(t1 , . . . , tk) and
[[
dy ∈ Free(t) implies δ(y) = δ′(y)
]
for all y
]
Then, by applying substitution, conclude:[
dy ∈ Free(f(t1 , . . . , tk)) implies δ(y) = δ′(y)
]
for all y
Then, by applying Definition 7 of Free, conclude:[
dy ∈ Free(t1) ∪ · · · ∪ Free(tk) implies δ(y) = δ′(y)
]
for all y
Then, by applying set theory, conclude:[[[
dy ∈ Free(t′) and t′ ∈ {t1 , . . . , tk}
]
for some t′
]
implies δ(y) = δ′(y)
]
for all y
Then, by applying standard inference rules, conclude:[[
dy ∈ Free(t′) and t′ ∈ {t1 , . . . , tk}
]
implies δ(y) = δ′(y)
]
for all y , t′
Then, by applying standard inference rules, conclude:[
t′ ∈ {t1 , . . . , tk} and
[[
dy ∈ Free(t′) implies δ(y) = δ′(y)
]
for all y
]]
for all t′
Y2 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by introducing Definition 7 of Arg, conclude:
t = f(t1 , . . . , tk) and Arg(f(t1 , . . . , tk)) = {t1 , . . . , tk}
Then, by applying substitution, conclude Arg(t) = {t1 , . . . , tk}.
Y3 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y1 , conclude:
t = f(t1 , . . . , tk) and[[
t′ ∈ {t1 , . . . , tk} and
[[
dy ∈ Free(t′) implies δ(y) = δ′(y)
]
for all y
]]
for all t′
]
Then, by applying Y2 , conclude:
Arg(t) = {t1 , . . . , tk} and[[
t′ ∈ {t1 , . . . , tk} and
[[
dy ∈ Free(t′) implies δ(y) = δ′(y)
]
for all y
]]
for all t′
]
Then, by applying substitution, conclude:[
t′ ∈ Arg(t) and [[dy ∈ Free(t′) implies δ(y) = δ′(y)] for all y]] for all t′
Then, by applying IH , conclude
[[
t′ ∈ Arg(t) implies evalδ(t′) = evalδ′(t′)
]
for all t′
]
.
Y4 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Definition 7 of Term, conclude arity(f) = k. Then, by introducing Definition 6
of I, conclude [arity(f) = k and I(f) : Darity(f) → D]. Then, by applying substitution, conclude
I(f) : Dk → D.
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Y5 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y3 , conclude:
t = f(t1 , . . . , tk) and
[[
t′ ∈ Arg(t) implies evalδ(t′) = evalδ′(t′)
]
for all t′
]
Then, by applying Y2 , conclude:
Arg(t) = {t1 , . . . , tk} and
[[
t′ ∈ Arg(t) implies evalδ(t′) = evalδ′(t′)
]
for all t′
]
Then, by applying substitution, conclude:[
t′ ∈ {t1 , . . . , tk} implies evalδ(t′) = evalδ′(t′)
]
for all t′
Then, by applying set theory, conclude
[
evalδ(t1) = evalδ′(t1) and · · · and evalδ(tk) = evalδ′(tk)
]
.
Y6 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y4 , conclude
[
t = f(t1 , . . . , tk) and I(f) : Dk → D
]
. Then, by applying Y5
, conclude
[
evalδ(t1) = evalδ′(t1) and · · · and evalδ(tk) = evalδ′(tk) and I(f) : Dk → D
]
. Then,
by applying set theory, conclude I(f)(evalδ(t1) , . . . , evalδ(tk)) = I(f)(evalδ′(t1) , . . . , evalδ′(tk)).
Then, by applying Definition 7 of eval, conclude evalδ(f(t1 , . . . tk)) = evalδ′(f(t1 , . . . tk)).
Now, prove the inductive step of the induction by the following reduction. Recall from Step :
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y6 , conclude
[
t = f(t1 , . . . , tk) and evalδ(f(t1 , . . . tk)) = evalδ′(f(t1 , . . . tk))
]
.
Then, by applying substitution, conclude evalδ(t) = evalδ′(t).
L QED. M
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B.3 Lemma 3
Proof (of Lemma 3). First, assume:
A1
[
dy ∈ Free(t) implies δ |=dc dy 6≈ nil
]
for all y
A2 nil-Free(t)
Now, prove the lemma by induction on the structure of t.
– Base:
[
t = dy for some y
]
or t = nil or
[
t = d for some d
]
First, observe:
Z1 Recall
[
Free(dy) = {dy} for all y
]
from Definition 7 of Free. Then, by applying set theory, conclude[
dy ∈ Free(dy) for all y
]
.
Z2 Suppose:
t = dy for some y
Then, by applying Z1 , conclude
[
t = dy and dy ∈ Free(dy)
]
. Then, by applying substitution,
conclude dy ∈ Free(t). Then, by applying A1 , conclude δ |=dc dy 6≈ nil. Then, by applying Definition 8
of |=dc , conclude evalδ(dy) 6= nil. Then, by applying set theory, conclude evalδ(dy) /∈ {nil}. Then, by
introducing Definition 7 of eval, conclude
[
evalδ(dy) /∈ {nil} and evalδ(dy) ∈ D ∪ {nil}
]
. Then, by
applying set theory, conclude evalδ(dy) ∈ D.
Z3 Suppose:
t = dy for some y
Then, by introducing Z2 , conclude
[
t = dy and evalδ(dy) ∈ D
]
. Then, by applying substitution,
conclude evalδ(t) ∈ D.
Z4 Suppose t = nil. Then, by introducing Definition 7 of nil-Free, conclude:
t = nil and
[
not nil-Free(nil)
]
Then, by applying substitution, conclude
[
not nil-Free(t)
]
. Then, by introducing A2 , conclude[[
not nil-Free(t)
]
and nil-Free(t)
]
. Then, by applying standard inference rules, conclude false.
Z5 Recall
[
evalδ(d) = I(d) for all d
]
from Definition 7 of eval. Then, by applying Definition 6 of I,
conclude
[
evalδ(d) ∈ D for all d
]
.
Z6 Suppose:
t = d for some d
Then, by applying Z5 , conclude
[
t = d and evalδ(d) ∈ D
]
. Then, by applying substitution, conclude
evalδ(t) ∈ D.
Now, prove the base case of the induction by the following reduction. Recall from Base :[
t = dy for some y
]
or t = nil or
[
t = d for some d
]
Then, by applying Z3 , conclude
[
evalδ(t) ∈ D or t = nil or
[
t = d for some d
]]
. Then, by applying
Z4 , conclude
[
evalδ(t) ∈ D or false or
[
t = d for some d
]]
. Then, by applying standard inference
rules, conclude
[
evalδ(t) ∈ D or
[
t = d for some d
]]
. Then, by applying Z6 , conclude:
evalδ(t) ∈ D or evalδ(t) ∈ D
Then, by applying standard inference rules, conclude evalδ(t) ∈ D.
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– IH:[[
tˆ ∈ Arg(t) and [[dy ∈ Free(tˆ) implies δ |=dc dy 6≈ nil] for all y] and nil-Free(tˆ)]
implies evalδ(tˆ) ∈ D
]
for all tˆ
– Step: t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
First, observe:
Y1 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by introducing A1 , conclude:
t = f(t1 , . . . , tk) and
[[
dy ∈ Free(t) implies δ |=dc dy 6≈ nil
]
for all y
]
Then, by applying substitution, conclude:[
dy ∈ Free(f(t1 , . . . , tk)) implies δ |=dc dy 6≈ nil
]
for all y
Then, by applying Definition 7 of Free, conclude:[
dy ∈ Free(t1) ∪ · · · ∪ Free(tk) implies δ |=dc dy 6≈ nil
]
for all y
Then, by applying set theory, conclude:[[[
dy ∈ Free(t′) and t′ ∈ {t1 , . . . , tk}
]
for some t′
]
implies δ |=dc dy 6≈ nil
]
for all y
Then, by applying standard inference rules, conclude:[[
dy ∈ Free(t′) and t′ ∈ {t1 , . . . , tk}
]
implies δ |=dc dy 6≈ nil
]
for all y , t′
Then, by applying standard inference rules, conclude:[
t′ ∈ {t1 , . . . , tk} and
[[
dy ∈ Free(t′) implies δ |=dc dy 6≈ nil
]
for all y
]]
for all t′
Y2 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by introducing A2 , conclude
[
t = f(t1 , . . . , tk) and nil-Free(t)
]
. Then, by applying sub-
stitution, conclude nil-Free(f(t1 , . . . , tk)). Then, by applying Definition 7 of nil-Free, conclude[
nil-Free(t1) and · · · and nil-Free(tk)
]
. Then, by applying set theory, conclude:[
t′ ∈ {t1 , . . . , tk} implies nil-Free(t′)
]
for all t′
Y3 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by introducing Definition 7 of Arg, conclude:
t = f(t1 , . . . , tk) and Arg(f(t1 , . . . , tk)) = {t1 , . . . , tk}
Then, by applying substitution, conclude Arg(t) = {t1 , . . . , tk}.
Y4 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y1 , conclude:
t = f(t1 , . . . , tk) and[[
t′ ∈ {t1 , . . . , tk} and
[[
dy ∈ Free(t′) implies δ |=dc dy 6≈ nil
]
for all y
]]
for all t′
]
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Then, by applying Y2 , conclude:
t = f(t1 , . . . , tk) and[[t′ ∈ {t1 , . . . , tk} and [[dy ∈ Free(t′) implies δ |=dc dy 6≈ nil] for all y]
and
[[
t′′ ∈ {t1 , . . . , tk} implies nil-Free(t′′)
]
for all t′′
] ] for all t′]
Then, by applying standard inference rules, conclude:
t = f(t1 , . . . , tk) and[[
t′ ∈ {t1 , . . . , tk} and
[[dy ∈ Free(t′) implies
δ |=dc dy 6≈ nil
]
for all y
]
and nil-Free(t′)
]
for all t′
]
Then, by applying Y3 , conclude:
Arg(t) = {t1 , . . . , tk} and[[
t′ ∈ {t1 , . . . , tk} and
[[dy ∈ Free(t′) implies
δ |=dc dy 6≈ nil
]
for all y
]
and nil-Free(t′)
]
for all t′
]
Then, by applying substitution, conclude:[
t′ ∈ Arg(t) and [[dy ∈ Free(t′) implies
δ |=dc dy 6≈ nil
]
for all y
]
and nil-Free(t′)
]
for all t′
Then, by applying IH , conclude
[[
t′ ∈ Arg(t) implies evalδ(t′) ∈ D
]
for all t′
]
.
Y5 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Definition 7 of Term, conclude arity(f) = k. Then, by introducing Definition 6
of I, conclude [arity(f) = k and I(f) : Darity(f) → D]. Then, by applying substitution, conclude
I(f) : Dk → D.
Y6 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y4 , conclude:
t = f(t1 , . . . , tk) and
[[
t′ ∈ Arg(t) implies evalδ(t′) ∈ D
]
for all t′
]
Then, by applying Y3 , conclude:
Arg(t) = {t1 , . . . , tk} and
[[
t′ ∈ Arg(t) implies evalδ(t′) ∈ D
]
for all t′
]
Then, by applying substitution, conclude
[[
t′ ∈ {t1 , . . . , tk} implies evalδ(t′) ∈ D
]
for all t′
]
.
Then, by applying set theory, conclude
[
evalδ(t1) ∈ D and · · · and evalδ(tk) ∈ D
]
.
Y7 Suppose:
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y5 , conclude
[
t = f(t1 , . . . , tk) and I(f) : Dk → D
]
. Then, by applying Y6
, conclude
[
evalδ(t1) ∈ D and · · · and evalδ(tk) and I(f) : Dk → D
]
. Then, by applying set
theory, conclude I(f)(evalδ(t1) , . . . , evalδ(tk)) ∈ D. Then, by applying Definition 7 of eval, conclude
evalδ(f(t1 , . . . tk)) ∈ D.
Now, prove the inductive step of the induction by the following reduction. Recall from Step :
t = f(t1 , . . . , tk) for some f , t1 , . . . , tk , k
Then, by applying Y7 , conclude
[
t = f(t1 , . . . , tk) and evalδ(f(t1 , . . . tk))
]
. Then, by applying substi-
tution, conclude evalδ(t) ∈ D.L QED. M
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B.4 Lemma 4
Proof (of Lemma 4). First, assume:
A1 Pre
Next, observe:
Z1 Suppose true. Then, by applying arithmetic, conclude 1 ≥ 1. Then, by applying replacement, conclude
(1 ≥ 1)[P ← P ; if `i -> skip fi]. Then, by applying replacement, conclude:
(i[i← 1] ≥ 1)[P ← P ; if `i -> skip fi]
Then, by applying replacement, conclude (i ≥ 1)[i← 1][P ← P ; if `i -> skip fi].
Z2 Suppose:
δ ∈ J>K for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc >. Then, by applying Definition 8 of |=dc , conclude
true. Then, by applying standard inference rules, conclude:
δ |=dc `1 and · · · and δ |=dc `0 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dx0 6≈ nil
Then, by applying Definition 8 of |=dc , conclude δ |=dc `1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil∧ · · · ∧ dx0 6≈ nil. Then, by
applying Definition 8 of J·K, conclude δ ∈ J`1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil ∧ · · · ∧ dx0 6≈ nilK.
Z3 Suppose:
δ ∈ J>K for some δ
Then, by a reduction similar to Z2 , conclude δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dx0 ≈ I-1(δ′(x0))K.
Z4 Recall from Z2 :[
δ ∈ J>K implies δ ∈ J`1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil ∧ · · · ∧ dx0 6≈ nilK] for all δ
Then, by applying set theory, conclude J>K ⊆ J`1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil ∧ · · · ∧ dx0 6≈ nilK. Then, by
applying Proposition 3, conclude > ⇒ `1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil ∧ · · · ∧ dx0 6≈ nil.
Z5 By a reduction similar to Z4 , conclude > ⇒ dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dx0 ≈ I-1(δ′(x0)).
Z6 Recall ` {>} skip {>} from Axiom–Skip in Figure 7. Then, by introducing Z4 , conclude:
` {>} skip {>} and > ⇒ `1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil ∧ · · · ∧ dx0 6≈ nil
Then, by applying Rule–Consequence in Figure 7, conclude:
` {>} skip {`1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil ∧ · · · ∧ dx0 6≈ nil}
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `0 ∧ dx1 6≈ nil ∧ · · · ∧ dx0 6≈ nil})[P ← skip]
Then, by applying arithmetic, conclude:
(` {>} P {`1 ∧ · · · ∧ `1−1 ∧ dx1 6≈ nil ∧ · · · ∧ dx1−1 6≈ nil})[P ← skip]
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← 1][P ← skip]
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Z7 By a reduction similar to Z6 , conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))})[i← 1][P ← skip]
Z8 Recall (`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))})[i← 1][P ← skip] from Z7 . Then,
by applying standard inference rules, conclude:[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))})[i← 1][P ← skip]
Then, by applying replacement, conclude:

[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′
[i← 1][P ← skip]
Z9 Recall (i ≥ 1)[i← 1][P ← skip] from Z1 . Then, by introducing Z6 , conclude:
(i ≥ 1)[i← 1][P ← skip]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← 1][P ← skip]
Then, by introducing Z8 , conclude:
(i ≥ 1)[i← 1][P ← skip]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← 1][P ← skip]
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′
[i← 1][P ← skip]
Then, by applying replacement, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′


[i← 1][P ← skip]
Then, by applying the definition of Inv1 in Figure 10, conclude Inv1[i← 1][P ← skip].
Finally, conclude the lemma by the following reduction. Recall Pre from A1 . Then, by introducing Z9 ,
conclude
[
Pre and Inv1[i← 1][P ← skip]
]
.
L QED. M
39
B.5 Lemma 5
Proof (of Lemma 5). First, assume:
A1 Pre
A2 Inv1
A3 i ≤ n
A4 n− i = z
A5 dxi ∈ {dxj | 1 ≤ j < i}
Next, observe:
Z1 Recall Pre from A1 . Then, by applying the definition of Pre in Figure 10, conclude:
≺L is a strict partial order
and
[[[
dx ≈ t ∈ L and dy ∈ Free(t)
]
implies
[
dy ≈ u ≺L dx ≈ t for some u
]]
for all x , y , t
]
and < is a linear extension of ≺L
and L = {`j | 1 ≤ j ≤ n+m}
and dx1 ≈ t1︸ ︷︷ ︸
`1
< · · · < dxn ≈ tn︸ ︷︷ ︸
`n
< `n+1 < . . . < `n+m
and {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}
and nil-Free(`1) and · · · and nil-Free(`n+m)
Z2 Recall Inv1 from A2 . Then, by applying the definition of Inv1 in Figure 10, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
]
for all δ′
]
Z3 Recall i ≥ 1 from Z2 . Then, by applying replacement, conclude (i ≥ 1)[P ← P ;if dxi ≈ ti -> skip fi].
Then, by applying arithmetic, conclude (i+ 1 ≥ 1)[P ← P ; if dxi ≈ ti -> skip fi]. Then, by applying
replacement, conclude (i[i← i+1] ≥ 1)[P ← P ;if dxi ≈ ti -> skip fi]. Then, by applying replacement,
conclude (i ≥ 1)[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi].
Z4 Recall dxi ∈ {dxj | 1 ≤ j < i} from A5 . Then, by applying set theory, conclude:[
dxi = dxj and 1 ≤ j < i
]
for some j
Then, by applying arithmetic, conclude
[
dxi = dxj and 1 ≤ j ≤ i− 1
]
.
Z5 Suppose: [
δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil
]
for some δ
Then, by introducing Z4 , conclude:
δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil and
[[
dxi = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
Then, by applying standard inference rules, conclude:[
δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil and dxi = dxj and 1 ≤ j ≤ i− 1
]
for some j
Then, by applying substitution, conclude
[
δ |=dc dxj 6≈ nil and dxi = dxj
]
. Then, by applying substitu-
tion, conclude δ |=dc dxi 6≈ nil.
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Z6 Suppose:
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ tiK for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc `1∧· · ·∧`i−1∧dx1 6≈ nil∧· · ·∧dxi−1 6≈ nil∧dxi ≈ ti.
Then, by applying Definition 8 of |=dc , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil and δ |=dc dxi ≈ ti
Then, by applying Z5 , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil
and δ |=dc dxi ≈ ti and δ |=dc dxi 6≈ nil
Then, by applying Z1 , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil
and δ |=dc `i and δ |=dc dxi 6≈ nil
Then, by applying Definition 8 of |=dc , conclude δ |=dc `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil. Then, by
applying Definition 8 of J·K, conclude δ ∈ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nilK.
Z7 Recall from Z6 :[
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ tiK
implies δ ∈ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nilK
]
for all δ
Then, by applying set theory, conclude:
J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ tiK
⊆ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nilK
Then, by applying Proposition 3, conclude:
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti
⇒ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
Then, by introducing Axiom–Skip in Figure 7, conclude:[
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti
⇒ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
]
and
` {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}skip
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}

Then, by applying Rule–Consequence in Figure 7, conclude:
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti}
skip
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}
Then, by applying Rule–Failure in Figure 7, conclude:
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
if dxi ≈ ti -> skip fi
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}
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Z8 Recall from Z2 :
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
Then, by introducing Z7 , conclude:
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}if dxi ≈ ti -> skip fi
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}

Then, by applying Rule–Composition in Figure 7, conclude:
` {>} P ; if dxi ≈ ti -> skip fi {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil})[P ← P ; if dxi ≈ ti -> skip fi]
Then, by applying arithmetic, conclude:
(` {>} P {`1 ∧ · · · ∧ `i+1−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi+1−1 6≈ nil})[P ← P ; if dxi ≈ ti -> skip fi]
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
Z9 Suppose:
δ |=dc dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi−1)) for some δ , δ′
Then, by applying Definition 8 of |=dc , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi−1))
Then, by introducing Z4 , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi−1))
and
[[
dxi = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
Then, by applying standard inference rules, conclude:[
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi−1))
and dxi = dxj and 1 ≤ j ≤ i− 1
]
for some j
Then, by applying substitution, conclude
[
δ |=dc dxj ≈ I-1(δ′(xj)) and dxi = dxj
]
. Then, by applying
substitution, conclude δ |=dc dxi ≈ I-1(δ′(xi)).
Z0 Suppose:
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi−1))K for some δ , δ′
Then, by applying Definition 8 of J·K, conclude δ |=dc dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi−1)). Then,
by applying Z9 , conclude
[
δ |=dc dx1 ≈ I-1(δ′(x1))∧· · ·∧dxi ≈ I-1(δ′(xi−1)) and δ |=dc dxi ≈ I-1(δ′(xi))
]
.
Then, by applying Definition 8 of |=dc , conclude δ |=dc dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi)). Then, by
applying Definition 8 of J·K, conclude δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K.
Y1 Recall from Z0 :
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi−1))K
implies δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K
Then, by applying set theory, conclude:Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi−1))K ⊆ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K
Then, by applying Proposition 3, conclude:
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi−1))⇒ dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))
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Y2 Suppose:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))} for some δ′
Then, by introducing Y1 , conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
and dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi−1))⇒ dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))
Then, by applying Rule–Consequence in Figure 7, conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}
Y3 Recall i ≤ n from A3 . Then, by introducing Z2 , conclude, 1 ≤ i ≤ n.
Y4 Recall 1 ≤ i ≤ n from Y3 . Then, by applying arithmetic, conclude 1 ≤ i ≤ n+m.
Y5 Suppose:
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K for some δ , δ′
Then, by applying Definition 8 of J·K, conclude δ |=dc dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi)) Then, by
applying Definition 8 of |=dc , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi))
Y6 Suppose:
dy ∈ Free(ti) for some y
Then, by introducing A1 A2 A3 , conclude
[
dy ∈ Free(ti) and Pre and Inv1 and i ≤ n
]
. Then, by
applying Lemma 1, conclude
[[
dy = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
.
Y7 Suppose:
δ |=dc dxj ≈ I-1(δ′(xj)) for some δ , δ′ , j
Then, by applying Definition 8 of |=dc , conclude evalδ(dxj ) = evalδ(I-1(δ′(xj))) 6= nil. Then, by applying
Definition 7 of eval, conclude δ(xj) = I(I-1(δ′(xj))). Then, by applying Definition 6 of I, conclude
δ(xj) = δ
′(xj).
Y8 Suppose: [
dy ∈ Free(ti) and δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi))
]
for some y , δ , δ′
Then, by applying Y6 , conclude:[[
dy = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
and
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi))
Then, by applying standard inference rules, conclude:[
dy = dxj and 1 ≤ j ≤ i− 1 and
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi))
]
for some j
Then, by applying substitution, conclude
[
dy = dxj and δ |=dc dxj ≈ I-1(δ′(xj))
]
. Then, by applying Y7
, conclude
[
dy = dxj and δ(xj) = δ
′(xj)
]
. Then, by applying substitution, conclude δ(y) = δ′(y).
Y9 Suppose: [
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi))
]
for some δ , δ′
Then, by applying Y8 , conclude
[[
dy ∈ Free(ti) implies δ(y) = δ′(y)
]
for all y
]
. Then, by applying
Lemma 2, conclude evalδ(ti) = evalδ′(ti).
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Y0 Suppose: [
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi))
]
for some δ , δ′
Then, by applying standard inference rules, conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1))
Then, by applying Z9 , conclude δ |=dc dxi ≈ I-1(δ′(xi)). Then, by applying Definition 8 of |=dc , conclude
evalδ(dxi) = evalδ(I-1(δ′(xi))) 6= nil. Then, by applying Definition 7 of eval, conclude:
δ(xi) = I(I-1(δ′(xi)))
Then, by applying Definition 6 of I, conclude δ(xi) = δ′(xi).
X1 Suppose: [
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi))
]
for some δ , δ′
Then, by applying Y9 , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi)) and evalδ(ti) = evalδ′(ti)
Then, by applying Y0 , conclude
[
δ(xi) = δ
′(xi) and evalδ(ti) = evalδ′(ti)
]
.
X2 Suppose:
δ′ |=dc `i for some δ′
Then, by applying Z1 , conclude δ′ |=dc dxi ≈ ti. Then, by applying Definition 8 of |=dc , conclude:
evalδ′(dxi) = evalδ′(ti) 6= nil
Then, by applying Definition 7 of eval, conclude δ′(xi) = evalδ′(ti) 6= nil.
X3 Suppose: [
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K and δ′ |=dc `i] for some δ , δ′
Then, by applying Y5 , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi ≈ I-1(δ′(xi)) and δ′ |=dc `i
Then, by applying X1 , conclude
[
δ(xi) = δ
′(xi) and evalδ(ti) = evalδ′(ti) and δ′ |=dc `i
]
. Then, by ap-
plying X2 , conclude
[
δ(xi) = δ
′(xi) and evalδ(ti) = evalδ′(ti) and δ′(xi) = evalδ′(ti) 6= nil
]
. Then,
by applying substitution, conclude
[
δ(xi) = δ
′(xi) and δ′(xi) = evalδ(ti) 6= nil
]
. Then, by apply-
ing substitution, conclude δ(xi) = evalδ(ti) 6= nil. Then, by applying Definition 7 of eval, conclude
evalδ(dxi) = evalδ(ti) 6= nil. Then, by applying Definition 8 of |=dc , conclude δ |=dc dxi ≈ ti. Then, by
applying Definition 8 of J·K, conclude δ ∈ Jdxi ≈ tiK.
X4 Suppose:
δ′ |=dc `1 ∧ · · · ∧ `n+m for some δ′
Then, by applying Definition 8 of |=dc , conclude [δ′ |=dc `1 and · · · and δ′ |=dc `n+m]. Then, by intro-
ducing Y4 , conclude
[
δ′ |=dc `1 and · · · and δ′ |=dc `n+m and 1 ≤ i ≤ n + m
]
. Then, by applying
substitution, conclude δ′ |=dc `i. Then, by applying X3 , conclude:[
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K implies δ ∈ Jdxi ≈ tiK] for all δ
Then, by applying set theory, conclude Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K ⊆ Jdxi ≈ tiK. Then,
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by applying Proposition 3, conclude dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi)) ⇒ dxi ≈ ti. Then, by
introducing Axiom–Skip in Figure 7, conclude:
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))⇒ dxi ≈ ti
and
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}skip
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}

Then, by applying Rule–Failure II in Figure 7, conclude:
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}
if dxi ≈ ti -> skip fi
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}
X5 Suppose: [
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
for some δ′
Then, by applying Z2 , conclude:
δ′ |=dc `1 ∧ · · · ∧ `n+m and `tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
Then, by applying Y2 , conclude:
δ′ |=dc `1 ∧ · · · ∧ `n+m and `tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}
Then, by applying X4 , conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}
and
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}if dxi ≈ ti -> skip fi
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}

Then, by applying Rule–Composition in Figure 7, conclude:
`tot {>} P ; if dxi ≈ ti -> skip fi {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}
Then, by applying replacement, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))})[P ← P ; if dxi ≈ ti -> skip fi]
Then, by applying arithmetic, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi+1−1 ≈ I-1(δ′(xi+1−1))})[P ← P ; if dxi ≈ ti -> skip fi]
Then, by applying replacement, conclude:
(`tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
}
)[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
X6 Recall from X5 :
[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies
(`tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
}
)[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
 for all δ′
Then, by applying replacement, conclude:

[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′
[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
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X7 Recall (i ≥ 1)[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi] from Z3 . Then, by introducing Z8 , conclude:
(i ≥ 1)[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← i+ 1]
[P ← P ; if dxi ≈ ti -> skip fi]
Then, by introducing X6 , conclude:
(i ≥ 1)[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← i+ 1]
[P ← P ; if dxi ≈ ti -> skip fi]
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′
[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
Then, by applying replacement, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′


[i← i+ 1]
[P ← P ; if dxi ≈ ti -> skip fi]
Then, by applying the definition of Inv1 in Figure 10, conclude:
Inv1[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
X8 Recall n − i = z from A4 . Then, by applying replacement, conclude n − i = z. Then, by applying
arithmetic, conclude n− i ≤ z. Then, by applying arithmetic, conclude n− i− 1 < z. Then, by applying
arithmetic, conclude n− (i+ 1) < z.
Finally, conclude the lemma by the following reduction. Recall Pre from A1 . Then, by introducing X7 ,
conclude
[
Pre and Inv1[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi]
]
. Then, by introducing X8 , conclude:
Pre and Inv1[i← i+ 1][P ← P ; if dxi ≈ ti -> skip fi] and n− (i+ 1) < z
L QED. M
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B.6 Lemma 6
Proof (of Lemma 6). First, assume:
A1 Pre
A2 Inv1
A3 i ≤ n
A4 n− i = z
A5 dxi /∈ {dxj | 1 ≤ j < i}
Next, observe:
Z1 Recall Pre from A1 . Then, by applying the definition of Pre in Figure 10, conclude:
≺L is a strict partial order
and
[[[
dx ≈ t ∈ L and dy ∈ Free(t)
]
implies
[
dy ≈ u ≺L dx ≈ t for some u
]]
for all x , y , t
]
and < is a linear extension of ≺L
and L = {`j | 1 ≤ j ≤ n+m}
and dx1 ≈ t1︸ ︷︷ ︸
`1
< · · · < dxn ≈ tn︸ ︷︷ ︸
`n
< `n+1 < . . . < `n+m
and {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}
and nil-Free(`1) and · · · and nil-Free(`n+m)
Z2 Recall Inv1 from A2 . Then, by applying the definition of Inv1 in Figure 10, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
]
for all δ′
]
Z3 Recall i ≥ 1 from Z2 . Then, by applying replacement, conclude (i ≥ 1)[P ← P ; xi := ti]. Then, by
applying arithmetic, conclude (i + 1 ≥ 1)[P ← P ; xi := ti]. Then, by applying replacement, conclude
(i[i← i+ 1] ≥ 1)[P ← P ; xi := ti]. Then, by applying replacement, conclude:
(i ≥ 1)[i← i+ 1][P ← P ; xi := ti]
Z4 Suppose:
dy ∈ Free(ti) for some y
Then, by introducing A1 A2 A3 , conclude
[
dy ∈ Free(ti) and Pre and Inv1 and i ≤ n
]
. Then, by
applying Lemma 1, conclude
[[
dy = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
.
Z5 Suppose: [
dy ∈ Free(ti) and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil
]
for some y , δ
Then, by applying Z4 , conclude:[[
dy = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil
Then, by applying standard inference rules, conclude:[
dy = dxj and 1 ≤ j ≤ i− 1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil
]
for some j
Then, by applying substitution, conclude
[
dy = dxj and δ |=dc dxj 6≈ nil
]
. Then, by applying substitu-
tion, conclude δ |=dc dy 6≈ nil.
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Z6 Recall i ≤ n from A3 . Then, by introducing Z2 , conclude, 1 ≤ i ≤ n.
Z7 Recall 1 ≤ i ≤ n from Z6 . Then, by applying arithmetic, conclude 1 ≤ i ≤ n+m.
Z8 Recall 1 ≤ i ≤ n+m from Z7 . Then, by introducing Z1 , conclude:
1 ≤ i ≤ n+m and nil-Free(`1) and · · · and nil-Free(`n+m)
Then, by applying substitution, conclude nil-Free(`i). Then, by applying Z1 , conclude:
nil-Free(dxi ≈ ti)
Then, by applying Definition 7 of nil-Free, conclude nil-Free(ti).
Z9 Suppose:
δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil for some δ
Then, by applying Definition 8 of |=dc , conclude [δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil]. Then,
by applying Z5 , conclude
[[
dy ∈ Free(ti) implies δ |=dc dy 6≈ nil
]
for all y
]
. Then, by introducing Z8
, conclude
[[[
dy ∈ Free(ti) implies δ |=dc dy 6≈ nil
]
for all y
]
and nil-Free(ti)
]
. Then, by applying
Lemma 3, conclude evalδ(ti) ∈ D.
Z0 Recall 1 ≤ i ≤ n+m from Z7 . Then, by applying set theory, conclude `i ∈ {`j | 1 ≤ j ≤ n+m}. Then,
by applying Z1 , conclude `i ∈ L. Then, by applying Z1 , conclude dxi ≈ ti ∈ L.
Y1 Recall 1 ≤ i ≤ n from Z6 . Then, by applying Z1 , conclude dx1 ≈ t1 < · · · < dxi−1 ≈ ti−1 < dxi ≈ ti.
Y2 Recall
[[≺L is a strict partial order] and [< is a linear extension of ≺L]] from Z1 . Then, by applying
order theory, conclude
[[
< is a strict total order
]
and ≺L ⊆ <
]
. Then, by applying order theory, con-
clude
[[
< is transitive, asymmetric, and irreflexive
]
and ≺L ⊆ <
]
.
Y3 Suppose dxi ∈ Free(ti). Then, by introducing Z0 , conclude
[
dxi ∈ Free(ti) and dxi ≈ ti ∈ L
]
. Then, by
applying Z1 , conclude:
dxi ≈ u ≺L dxi ≈ ti for some u
Then, by applying Y2 , conclude dxi ≈ u < dxi ≈ ti. Then, by introducing Y1 , conclude:
dxi ≈ u < dxi ≈ ti and dx1 ≈ t1 < · · · < dxi−1 ≈ ti−1 < dxi ≈ ti
Then, by applying Y2 , conclude
[
dxi ≈ u = dx1 ≈ t1 or · · · or dxi ≈ u = dxi−1 ≈ ti−1
]
. Then,
by applying standard inference rules, conclude
[
dxi = dx1 or · · · or dxi = dxi−1
]
. Then, by applying
set theory, conclude
[
dxi ∈ {dx1} or · · · or dxi ∈ {dxi−1}
]
. Then, by applying set theory, conclude
dxi ∈ {dx1 , . . . , dxi−1}. Then, by applying set theory, conclude dxi ∈ {dxj | 1 ≤ j < i}. Then, by
introducing A5 , conclude
[
dxi ∈ {dxj | 1 ≤ j < i} and dxi /∈ {dxj | 1 ≤ j < i}
]
. Then, by applying
standard inference rules, conclude false.
Y4 Recall dxi /∈ Free(ti) from Y3 . Then, by applying replacement, conclude ti = ti[dxi := ti].
Y5 Suppose:
δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil for some δ
Then, by applying Z9 , conclude evalδ(ti) ∈ D. Then, by applying Definition 3 of nil, conclude:
evalδ(ti) 6= nil
Then, by applying set theory, conclude evalδ(ti) = evalδ(ti) 6= nil. Then, by applying Definition 8 of |=dc ,
conclude δ |=dc ti ≈ ti. Then, by applying replacement, conclude δ |=dc dxi [dxi := ti] ≈ ti. Then,
by introducing Y4 , conclude
[
δ |=dc dxi [dxi := ti] ≈ ti and ti = ti[dxi := ti]
]
. Then, by applying
substitution, conclude δ |=dc dxi [dxi := ti] ≈ ti[dxi := ti]. Then, by applying replacement, conclude
δ |=dc (dxi ≈ ti)[dxi := ti].
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Y6 Suppose:
1 ≤ j ≤ i− 1 for some j
Then, by applying Z7 , conclude
[
1 ≤ j ≤ i − 1 and 1 ≤ i ≤ n + m]. Then, by applying arithmetic,
conclude 1 ≤ j ≤ n + m. Then, by applying set theory, conclude `j ∈ {`j′ | 1 ≤ j′ ≤ n + m}. Then, by
applying Z1 , conclude `j ∈ L.
Y7 Suppose:
1 ≤ j ≤ i− 1 for some j
Then, by applying Z6 , conclude
[
1 ≤ j ≤ i− 1 and 1 ≤ i ≤ n]. Then, by applying arithmetic, conclude
1 ≤ j ≤ n. Then, by applying Z1 , conclude `j = dxj ≈ tj .
Y8 Suppose:
1 ≤ j ≤ i− 1 for some j
Then, by applying Y6 , conclude
[
1 ≤ j ≤ i− 1 and `j ∈ L
]
. Then, by applying Y7 , conclude:
`j = dxj ≈ tj and `j ∈ L
Then, by applying substitution, conclude dxj ≈ tj ∈ L.
Y9 Suppose: [
dxi ∈ Free(tj) and 1 ≤ j ≤ i− 1
]
for some j
Then, by applying Y8 , conclude
[
dxi ∈ Free(tj) and dxj ≈ tj ∈ L
]
. Then, by applying Z1 , conclude:
dxi ≈ u ≺L dxj ≈ tj for some u
Then, by applying Y2 , conclude dxi ≈ u < dxj ≈ tj .
Y0 Suppose:
1 ≤ j ≤ i− 1 for some j
Then, by applying A3 , conclude 1 ≤ j ≤ n. Then, by applying Z1 , conclude:
dx1 ≈ t1 < · · · < dxj−1 ≈ tj−1 < dxj ≈ tj
X1 Suppose: [
dxi ∈ Free(tj) and 1 ≤ j ≤ i− 1
]
for some j
Then, by applying X1 , conclude
[
1 ≤ j ≤ i − 1 and [dxi ≈ u < dxj ≈ tj for some u]]. Then, by
applying standard inference rules, conclude:[
1 ≤ j ≤ i− 1 and dxi ≈ u < dxj ≈ tj
]
for some u
Then, by applying Y0 , conclude
[
dxi ≈ u < dxj ≈ tj and dx1 ≈ t1 < · · · < dxj−1 ≈ tj−1 < dxj ≈ tj
]
.
Then, by applying Y2 , conclude
[
dxi ≈ u = dx1 ≈ t1 or · · · or dxi ≈ u = dxj−1 ≈ tj−1
]
. Then,
by applying standard inference rules, conclude
[
dxi = dx1 or · · · or dxi = dxj−1
]
. Then, by applying
set theory, conclude
[
dxi ∈ {dx1} or · · · or dxi ∈ {dxj−1}
]
. Then, by applying set theory, conclude
dxi ∈ {x1 , . . . , xj−1}. Then, by applying set theory, conclude dxi ∈ {x1 , . . . , xj}.
X2 Suppose: [
dxi ∈ Free(tj) and 1 ≤ j ≤ i− 1
]
for some j
Then, by applying X1 , conclude
[
1 ≤ j ≤ i− 1 and dxi ∈ {x1 , . . . , xj}
]
. Then, by applying set theory,
conclude dxi ∈ {x1 , . . . , xi−1}. Then, by applying set theory, conclude dxi ∈ {xj′ | 1 ≤ j′ < i}. Then,
by introducing A5 , conclude
[
dxi ∈ {xj′ | 1 ≤ j′ < i} and dxi /∈ {dxj′ | 1 ≤ j′ < i}
]
. Then, by applying
standard inference rules, conclude false.
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X3 Suppose:
dxi = dxj and 1 ≤ j ≤ i− 1 for some j
Then, by applying set theory, conclude
[
dxi = dxj and dxj ∈ {dxj′ | 1 ≤ j′ ≤ i−1}
]
. Then, by applying
substitution, conclude dxi ∈ {dxj′ | 1 ≤ j′ ≤ i− 1}. Then, by introducing A5 , conclude:
dxi ∈ {dxj′ | 1 ≤ j′ ≤ i− 1} and dxi /∈ {dxj′ | 1 ≤ j′ ≤ i− 1}
Then, by applying standard inference rules, conclude false.
X4 Suppose:
1 ≤ j ≤ i− 1 for some j
Then, by applying X2 , conclude
[
1 ≤ j ≤ i − 1 and dxi /∈ Free(tj)
]
. Then, by applying X3 , conclude[
dxi 6= dxj and dxi /∈ Free(tj)
]
. Then, by applying replacement, conclude:
dxj = dxj [dxi := ti] and tj = tj [dxi := ti]
X5 Suppose:
δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil for some δ
Then, by applying X4 , conclude δ |=dc dx1 [dxi := ti] 6≈ nil∧· · ·∧dxi−1 [dxi := ti] 6≈ nil. Then, by applying
replacement, conclude:
δ |=dc dx1 [dxi := ti] 6≈ nil[dxi := ti] ∧ · · · ∧ dxi−1 [dxi := ti] 6≈ nil[dxi := ti]
Then, by applying replacement, conclude δ |=dc (dx1 6≈ nil)[dxi := ti] ∧ · · · ∧ (dxi−1 6≈ nil)[dxi := ti].
X6 Suppose:
δ |=dc `1 ∧ · · · ∧ `i−1 for some δ
Then, by applying Z1 , conclude δ |=dc dx1 ≈ t1 ∧ · · · ∧ dxi−1≈ti−1 . Then, by applying X4 , conclude
δ |=dc dx1 [dxi := ti] ≈ t1[dxi := ti]∧ · · · ∧ dxi−1 [dxi := ti] ≈ ti−1[dxi := ti]. Then, by applying replacement,
conclude δ |=dc (dx1 ≈ t1)[dxi := ti] ∧ · · · ∧ (dxi−1 ≈ ti−1)[dxi := ti]. Then, by applying Z1 , conclude
δ |=dc `1[dxi := ti] ∧ · · · ∧ `i−1[dxi := ti].
X7 Suppose:
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nilK for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil∧ · · · ∧ dxi−1 6≈ nil. Then,
by applying Definition 8 of |=dc , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil
Then, by applying Y5 , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil and δ |=dc (dxi ≈ ti)[dxi := ti]
Then, by applying X5 , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and
δ |=dc (dx1 6≈ nil)[dxi := ti] ∧ · · · ∧ (dxi−1 6≈ nil)[dxi := ti] and δ |=dc (dxi ≈ ti)[dxi := ti]
Then, by applying X6 , conclude:
δ |=dc `1[dxi := ti] ∧ · · · ∧ `i−1[dxi := ti] and
δ |=dc (dx1 6≈ nil)[dxi := ti] ∧ · · · ∧ (dxi−1 6≈ nil)[dxi := ti] and δ |=dc (dxi ≈ ti)[dxi := ti]
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Then, by applying Definition 8 of |=dc , conclude:
δ |=dc `1[dxi := ti] ∧ · · · ∧ `i−1[dxi := ti]
∧ (dx1 6≈ nil)[dxi := ti] ∧ · · · ∧ (dxi−1 6≈ nil)[dxi := ti] ∧ (dxi ≈ ti)[dxi := ti]
Then, by applying replacement, conclude:
δ |=dc (`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]
Then, by applying Definition 8 of J·K, conclude:
δ ∈ J(`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]K
X8 Recall from X7 :[
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nilK implies
δ ∈ J(`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]K
]
for all δ
Then, by applying set theory, conclude:
J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nilK
⊆ J(`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]K
Then, by applying Proposition 3, conclude:
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil
⇒ (`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]
X9 Suppose:
δ |=dc dxi ≈ ti for some δ
Then, by applying Definition 8 of |=dc , conclude evalδ(dxi) 6= nil. Then, by applying Definition 8 of |=dc ,
conclude δ |=dc dxi 6≈ nil.
X0 Suppose:
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ tiK for some δ
Then, by applying Definition 8 of J·K, conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti
Then, by applying Definition 8 of |=dc , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil and δ |=dc dxi ≈ ti
Then, by applying X9 , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil and δ |=dc dxi ≈ ti and δ |=dc dxi 6≈ nil
Then, by applying Z1 , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil and δ |=dc `i and δ |=dc dxi 6≈ nil
Then, by applying Definition 8 of |=dc , conclude δ |=dc `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil. Then, by
applying Definition 8 of J·K, conclude δ ∈ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nilK.
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W1 Recall from X0 :[
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ tiK
implies δ ∈ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nilK
]
for all δ
Then, by applying set theory, conclude:
J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ tiK
⊆ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nilK
Then, by applying Proposition 3, conclude:
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti
⇒ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
W2 Recall from X8 :
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil
⇒ (`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]
Then, by applying Axiom–Assignment in Figure 7, conclude:[
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil
⇒ (`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]
]
and
` {(`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]}xi := ti
{`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti}

Then, by introducing W1 , conclude:[
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil
⇒ (`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]
]
and
` {(`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti)[dxi := ti]}xi := ti
{`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti}

and
[
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil ∧ dxi ≈ ti
⇒ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
]
Then, by applying Rule–Consequence in Figure 7, conclude:
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
xi := ti
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}
W3 Recall from Z2 :
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
Then, by introducing W2 , conclude:
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}xi := ti
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}

Then, by applying Rule–Composition in Figure 7, conclude:
` {>} P ; xi := ti {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}
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W4 Recall from W3 :
` {>} P ; xi := ti {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil})[P ← P ; xi := ti]
Then, by applying arithmetic, conclude:
(` {>} P {`1 ∧ · · · ∧ `i+1−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi+1−1 6≈ nil})[P ← P ; xi := ti]
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← i+ 1][P ← P ; xi := ti]
W5 Suppose:
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))K for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc dx1 ≈ I-1(δ′(x1))∧· · ·∧dxi−1 ≈ I-1(δ′(xi−1)). Then,
by applying X4 , conclude:
δ |=dc dx1 [dxi := ti] ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 [dxi := ti] ≈ I-1(δ′(xi−1[dxi := ti]))
Then, by applying replacement, conclude:
δ |=dc (dx1 ≈ I-1(δ′(x1)))[dxi := ti] ∧ · · · ∧ (dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]
Then, by applying replacement, conclude:
δ |=dc (dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]
Then, by applying Definition 8 of J·K, conclude:
δ ∈ J(dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]K
W6 Recall from W5 :[
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))K implies
δ ∈ J(dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]K
]
for all δ
Then, by applying set theory, conclude:
Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))K
⊆ J(dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]K
Then, by applying Proposition 3, conclude:
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
⇒ (dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]
Then, by applying Axiom–Assignment in Figure 7, conclude:[
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
⇒ (dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]
]
and
`tot {(dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))[dxi := ti]}xi := ti
{(dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1)))}

Then, by applying Rule–Consequence in Figure 7, conclude:
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
xi := ti
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
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W7 Suppose: [
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
for some δ′
Then, by applying Z2 , conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
Then, by introducing W6 , conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
and
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}xi := ti
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}

Then, by applying Rule–Composition in Figure 7, conclude:
`tot {>} P ; xi := ti {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
Then, by introducing W3 , conclude:
`tot {>} P ; xi := ti {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))} and
` {>} P ; xi := ti {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil}
Then, by applying Rule–Decomposition in Figure 7, conclude:
`tot {>} P ; xi := ti
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
}
W8 Suppose:
δ ∈
s
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
{
for some δ , δ′
Then, by applying Definition 8 of J·K, conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
Then, by applying Definition 8 of |=dc , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1))
and δ |=dc `1 and · · · and δ |=dc `i and δ |=dc dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
Then, by applying standard inference rules, conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1)) and δ |=dc `i
W9 Suppose:
δ |=dc dxj ≈ I-1(δ′(xj)) for some δ , δ′ , j
Then, by applying Definition 8 of |=dc , conclude evalδ(dxj ) = evalδ(I-1(δ′(xj))) 6= nil. Then, by applying
Definition 7 of eval, conclude δ(xj) = I(I-1(δ′(xj))). Then, by applying Definition 6 of I, conclude
δ(xj) = δ
′(xj).
W0 Suppose: [
dy ∈ Free(ti) and δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1))
]
for some y , δ , δ′
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Then, by applying Z4 , conclude:[[
dy = dxj and 1 ≤ j ≤ i− 1
]
for some j
]
and
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1))
Then, by applying standard inference rules, conclude:[
dy = dxj and 1 ≤ j ≤ i− 1 and
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1))
]
for some j
Then, by applying substitution, conclude
[
dy = dxj and δ |=dc dxj ≈ I-1(δ′(xj))
]
. Then, by applying W9
, conclude
[
dy = dxj and δ(xj) = δ
′(xj)
]
. Then, by applying substitution, conclude δ(y) = δ′(y).
V1 Suppose: [
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1))
]
for some δ , δ′
Then, by applying W0 , conclude
[[
dy ∈ Free(ti) implies δ(y) = δ′(y)
]
for all y
]
. Then, by applying
Lemma 2, conclude evalδ(ti) = evalδ′(ti).
V2 Suppose:
δ′′ |=dc `i for some δ′′
Then, by applying Z1 , conclude δ′′ |=dc dxi ≈ ti. Then, by applying Definition 8 of |=dc , conclude:
δ′′(xi) = evalδ′′(ti) 6= nil
V3 Suppose:[
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1)) and δ |=dc `i and δ′ |=dc `i
]
for some δ , δ′
Then, by applying V1 , conclude
[
evalδ(ti) = evalδ′(ti) and δ |=dc `i and δ′ |=dc `i
]
. Then, by applying
V2 , conclude
[
evalδ(ti) = evalδ′(ti) and δ(xi) = evalδ(ti) 6= nil and δ′(xi) = evalδ′(ti) 6= nil
]
. Then, by
applying substitution, conclude δ(xi) = δ
′(xi) 6= nil. Then, by applying Definition 6 of I, conclude:
δ(xi) = I(I-1(δ′(xi))) 6= nil
Then, by applying Definition 7 of eval, conclude evalδ(dxi) = eval(I-1(δ′(xi))) 6= nil. Then, by applying
Definition 8 of |=dc , conclude δ |=dc dxi ≈ I-1(δ′(xi)).
V4 Suppose:
[
δ ∈
s
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
{
and δ′ |=dc `i
]
for some δ , δ′
Then, by applying W8 , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1)) and δ |=dc `i and δ′ |=dc `i
Then, by applying V3 , conclude
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxi−1 ≈ I-1(δ′(xi−1)) and δ |=dc dxi ≈ I-1(δ′(xi))
Then, by applying Definition 8 of |=dc , conclude δ |=dc dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi)). Then, by
applying Definition 8 of J·K, conclude δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K.
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V5 Suppose:
δ′ |=dc `1 ∧ · · · ∧ `n+m for some δ′
Then, by applying Definition 8 of |=dc , conclude [δ′ |=dc `1 and · · · and δ′ |=dc `n+m]. Then, by intro-
ducing Z7 , conclude
[
δ′ |=dc `1 and · · · and δ′ |=dc `n+m and 1 ≤ i ≤ n + m
]
. Then, by applying
substitution, conclude δ′ |=dc `i. Then, by applying V4 , conclude: δ ∈
s
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
{
implies δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K
 for all δ
Then, by applying set theory, conclude:s
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
{
⊆ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))K
Then, by applying Proposition 3, conclude:[
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
]
⇒ dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))
V6 Suppose: [
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
for some δ′
Then, by applying W7 , conclude:
δ′ |=dc `1 ∧ · · · ∧ `n+m and[
`tot {>} P ; xi := ti
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
}]
Then, by applying V5 , conclude:[
`tot {>} P ; xi := ti
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
}]
and[
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))
∧ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxi 6≈ nil
]
⇒ dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))
Then, by applying Rule–Consequence in Figure 7, conclude:
`tot {>} P ; xi := ti {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))}
Then, by applying replacement, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi ≈ I-1(δ′(xi))})[P ← P ; xi := ti]
Then, by applying arithmetic, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi+1−1 ≈ I-1(δ′(xi+1−1))})[P ← P ; xi := ti]
Then, by applying replacement, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))})[i← i+ 1][P ← P ; xi := ti]
V7 Recall from V6 :
[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies
(`tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
}
)[i← i+ 1][P ← P ; xi := ti]
 for all δ′
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Then, by applying replacement, conclude:

[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′
[i← i+ 1][P ← P ; xi := ti]
V8 Recall (i ≥ 1)[i← i+ 1][P ← P ; xi := ti] from Z3 . Then, by introducing W4 , conclude:
(i ≥ 1)[i← i+ 1][P ← P ; xi := ti]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← i+ 1][P ← P ; xi := ti]
Then, by introducing V7 , conclude:
(i ≥ 1)[i← i+ 1][P ← P ; xi := ti]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil})[i← i+ 1][P ← P ; xi := ti]
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′
[i← i+ 1][P ← P ; xi := ti]
Then, by applying replacement, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxi−1 ≈ I-1(δ′(xi−1))
} 
for all δ′


[i← i+ 1][P ← P ; xi := ti]
Then, by applying the definition of Inv1 in Figure 10, conclude:
Inv1[i← i+ 1][P ← P ; xi := ti]
V9 Recall n − i = z from A4 . Then, by applying replacement, conclude n − i = z. Then, by applying
arithmetic, conclude n− i ≤ z. Then, by applying arithmetic, conclude n− i− 1 < z. Then, by applying
arithmetic, conclude n− (i+ 1) < z.
Finally, conclude the lemma by the following reduction. Recall Pre from A1 . Then, by introducing V8 ,
conclude
[
Pre and Inv1[i← i+ 1][P ← P ; xi := ti]
]
. Then, by introducing V9 , conclude:
Pre and Inv1[i← i+ 1][P ← P ; xi := ti] and n− (i+ 1) < z
L QED. M
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B.7 Lemma 7
Proof (of Lemma 7). First, assume:
A1 Pre
A2 Inv1
A3 i > n
Next, observe:
Z1 Recall Inv1 from A2 . Then, by applying the definition of Inv1 in Figure 10, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
]
for all δ′
]
Z2 Recall i > n from A3 . Then, by applying arithmetic, conclude i ≥ 1 + n.
Z3 Recall i > n from A3 . Then, by applying arithmetic, conclude n ≤ i− 1.
Z4 Suppose:
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nilK for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil∧ · · · ∧ dxi−1 6≈ nil. Then,
by applying Definition 8 of |=dc , conclude:
δ |=dc `1 and · · · and δ |=dc `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil
Then, by introducing Z3 , conclude:
δ |=dc `1 and · · · and δ |=dc `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxi−1 6≈ nil and n ≤ i− 1
Then, by applying substitution, conclude:
δ |=dc `1 and · · · and δ |=dc `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxn 6≈ nil
Then, by applying Definition 8 of |=dc , conclude δ |=dc `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil. Then,
by applying Definition 8 of J·K, conclude δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK.
Z5 Suppose:
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))K for some δ
Then, by a reduction similar to Z2 , conclude δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K.
Z6 Recall from Z4 :[
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nilK
implies δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK
]
for all δ
Then, by applying set theory, conclude:
J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nilK ⊆ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK
Then, by applying Proposition 3, conclude:
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil⇒ `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil
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Z7 By a reduction similar to Z4 , conclude:
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))⇒ dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))
Z8 Recall ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil} from Z1 . Then, by introducing Z6 ,
conclude:
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil}
and `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxi−1 6≈ nil⇒ `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil
Then, by applying Rule–Consequence in Figure 7, conclude:
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
Z9 Suppose: [
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
for some δ′
Then, by applying Z1 , conclude `tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}. Then, by
introducing Z7 , conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
and dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))⇒ dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))
Then, by applying Rule–Consequence in Figure 7, conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
Z0 Recall i ≥ 1 + n from Z2 . Then, by introducing Z8 , conclude:
i ≥ 1 + n
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
Then, by introducing Z9 , conclude:
i ≥ 1 + n
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
]
for all δ′
]
Then, by applying the definition of Inv2 in Figure 10, conclude Inv2.
Finally, conclude the lemma by the following reduction. Recall Pre from A1 . Then, by introducing Z0 ,
conclude
[
Pre and Inv2
]
.
L QED. M
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B.8 Lemma 8
Proof (of Lemma 8). First, assume:
A1 Pre
A2 Inv2
A3 i ≤ n+m
A4 n+m− i = z
Next, observe:
Z1 Recall Pre from A1 . Then, by applying the definition of Pre in Figure 10, conclude:
≺L is a strict partial order
and
[[[
dx ≈ t ∈ L and dy ∈ Free(t)
]
implies
[
dy ≈ u ≺L dx ≈ t for some u
]]
for all x , y , t
]
and < is a linear extension of ≺L
and L = {`j | 1 ≤ j ≤ n+m}
and dx1 ≈ t1︸ ︷︷ ︸
`1
< · · · < dxn ≈ tn︸ ︷︷ ︸
`n
< `n+1 < . . . < `n+m
and {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}
and nil-Free(`1) and · · · and nil-Free(`n+m)
Z2 Recall Inv2 from A2 . Then, by applying the definition of Inv2 in Figure 10, conclude:
i ≥ 1 + n
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
]
for all δ′
]
Z3 Recall i ≥ 1 from Z2 . Then, by applying replacement, conclude (i ≥ 1)[P ← P ; if `i -> skip fi].
Then, by applying arithmetic, conclude (i + 1 ≥ 1)[P ← P ; if `i -> skip fi]. Then, by applying
replacement, conclude (i[i ← i + 1] ≥ 1)[P ← P ; if `i -> skip fi]. Then, by applying replacement,
conclude (i ≥ 1)[i← i+ 1][P ← P ; if `i -> skip fi].
Z4 Suppose:
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil ∧ `iK for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil ∧ `i.
Then, by applying Definition 8 of |=dc , conclude:
δ |=dc `1 ∧ · · · ∧ `i−1 and δ |=dc dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil and δ |=dc `i
Then, by applying Definition 8 of |=dc , conclude δ |=dc `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil∧ · · · ∧ dxn 6≈ nil. Then, by
applying Definition 8 of J·K, conclude δ ∈ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK.
Z5 Recall from Z4 : [
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil ∧ `iK
implies δ ∈ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK
]
for all δ
Then, by applying set theory, conclude:
J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil ∧ `iK ⊆ J`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK
Then, by applying Proposition 3, conclude:
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil ∧ `i ⇒ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil
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Then, by introducing Axiom–Skip in Figure 7, conclude:[
`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil ∧ `i
⇒ `1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil
]
and
` {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}skip
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}

Then, by applying Rule–Consequence in Figure 7, conclude:
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil ∧ `i}
skip
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
Then, by applying Rule–Failure in Figure 7, conclude:
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
if `i -> skip fi
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
Z6 Recall from Z2 :
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
Then, by introducing Z5 , conclude:
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
and
` {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}if `i -> skip fi
{`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}

Then, by applying Rule–Composition in Figure 7, conclude:
` {>} P ; if `i -> skip fi {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `i ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil})[P ← P ; if `i -> skip fi]
Then, by applying arithmetic, conclude:
(` {>} P {`1 ∧ · · · ∧ `i+1−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil})[P ← P ; if `i -> skip fi]
Then, by applying replacement, conclude:
(` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil})[i← i+ 1][P ← P ; if `i -> skip fi]
Z7 Recall i ≤ n from A3 . Then, by introducing Z2 , conclude, 1 ≤ i ≤ n.
Z8 Recall 1 ≤ i ≤ n from Z7 . Then, by applying arithmetic, conclude 1 ≤ i ≤ n+m.
Z9 Suppose:
δ′ |=dc `1 ∧ · · · ∧ `n+m for some δ′
Then, by applying Definition 8 of |=dc , conclude [δ′ |=dc `1 and · · · and δ′ |=dc `n+m]. Then, by intro-
ducing Z8 , conclude
[
δ′ |=dc `1 and · · · and δ′ |=dc `n+m and 1 ≤ i ≤ n + m
]
. Then, by applying
substitution, conclude δ′ |=dc `i.
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Z0 Suppose:
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K for some δ , δ′
Then, by applying Definition 8 of J·K, conclude δ |=dc dx1 ≈ I-1(δ′(x1))∧ · · · ∧ dxn ≈ I-1(δ′(xn)) Then, by
applying Definition 8 of |=dc , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxn ≈ I-1(δ′(xn))
Y1 Suppose: [
Dom(δ′) = {x1 , . . . , xn} and x ∈ Dom(δ′)
]
for some δ′ , x
Then, by applying substitution, conclude x ∈ {x1 , . . . , xn}. Then, by applying set theory, conclude[[
x = xj and 1 ≤ j ≤ n
]
for some j
]
.
Y2 Suppose: [
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxn ≈ I-1(δ′(xn))
and Dom(δ′) = {x1 , . . . , xn} and x ∈ Dom(δ′)
]
for some δ , δ′ , x
Then, by applying Y1 , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxn ≈ I-1(δ′(xn))
and
[[
x = xj and 1 ≤ j ≤ n
]
for some j
]
Then, by applying standard inference rules, conclude:[
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxn ≈ I-1(δ′(xn))
and x = xj and 1 ≤ j ≤ n
]
for some j
Then, by applying substitution, conclude
[
δ |=dc dxj ≈ I-1(δ′(xj)) and x = xj
]
. Then, by applying
substitution, conclude δ |=dc dx ≈ I-1(δ′(x)). Then, by applying Definition 8 of |=dc , conclude:
evalδ(dx) = evalδ(I-1(δ′(x))) 6= nil
Then, by applying Definition 7 of eval, conclude δ(x) = I(I-1(δ′(x))). Then, by applying Definition 6
of I, conclude δ(x) = δ′(x).
Y3 Suppose:[
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K and Dom(δ′) = {x1 , . . . , xn}] for some δ , δ′
Then, by applying Z0 , conclude:
δ |=dc dx1 ≈ I-1(δ′(x1)) and · · · and δ |=dc dxn ≈ I-1(δ′(xn)) and Dom(δ′) = {x1 , . . . , xn}
Then, by applying Y2 , conclude
[[
x ∈ Dom(δ′) implies δ(x) = δ′(x)] for all x]. Then, by applying
set theory, conclude δ′ ⊆ δ.
Y4 Recall {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m} from Z1 . Then, by applying set theory, conclude[[
X ∈ {Free(`j) | 1 ≤ j ≤ n + m} implies X ⊆ {dx1 , . . . , dxn}
]
for all X
]
. Then, by applying set
theory, conclude:[[[
X = Free(`j) and 1 ≤ j ≤ n+m
]
for some j
]
implies X ⊆ {dx1 , . . . , dxn}
]
for all X
Then, by applying standard inference rules, conclude:[[
X = Free(`j) and 1 ≤ j ≤ n+m
]
implies X ⊆ {dx1 , . . . , dxn}
]
for all X , j
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Then, by applying substitution, conclude:[[
X = Free(`j) and 1 ≤ j ≤ n+m
]
implies Free(`j) ⊆ {dx1 , . . . , dxn}
]
for all X , j
Then, by applying standard inference rules, conclude:[
1 ≤ j ≤ n+m implies Free(`j) ⊆ {dx1 , . . . , dxn}
]
for all j
Then, by introducing Z8 , conclude:[[
1 ≤ j ≤ n+m implies Free(`j) ⊆ {dx1 , . . . , dxn}
]
for all j
]
and 1 ≤ i ≤ n+m
Then, by applying standard inference rules, conclude Free(`i) ⊆ {dx1 , . . . , dxn}. Then, by applying set
theory, conclude Free(`i) ⊆ {dx | x ∈ {x1 , . . . , xn}}.
Y5 Suppose:
Dom(δ′) = {x1 , . . . , xn} for some δ′
Then, by applying Y4 , conclude
[
Dom(δ′) = {x1 , . . . , xn} and Free(`i) ⊆ {dx | x ∈ {x1 , . . . , xn}}
]
.
Then, by applying substitution, conclude Free(`i) ⊆ {dx | x ∈ Dom(δ′)}
Y6 Suppose: [
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K
and Dom(δ′) = {x1 , . . . , xn} and δ′ |=dc `i
]
for some δ , δ′
Then, by applying Y3 , conclude
[
Dom(δ′) = {x1 , . . . , xn} and δ′ |=dc `i and δ′ ⊆ δ
]
. Then, by ap-
plying Y5 , conclude
[
Free(`i) ⊆ {dx | x ∈ Dom(δ′)} and δ′ |=dc `i and δ′ ⊆ δ
]
Then, by applying
Proposition 2, conclude δ |=dc `i. Then, by applying Definition 8 of J·K, conclude δ ∈ J`iK.
Y7 Suppose: [
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
for some δ′
Then, by applying Z9 , conclude
[
Dom(δ′) = {x1 , . . . , xn} and δ′ |=dc `i
]
. Then, by applying Y6 ,
conclude
[[
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K implies δ ∈ J`iK] for all δ]. Then, by
applying set theory, conclude Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K ⊆ J`iK. Then, by applying
Proposition 3, conclude dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn)) ⇒ `i. Then, by introducing Axiom–
Skip in Figure 7, conclude:
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))⇒ `i
and
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}skip
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}

Then, by applying Rule–Failure II in Figure 7, conclude:
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
if `i -> skip fi
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
Y8 Suppose: [
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
for some δ′
Then, by applying Y7 , conclude:
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
and
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}if `i -> skip fi
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}

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Then, by applying Z2 , conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
and
`tot {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}if `i -> skip fi
{dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}

Then, by applying Rule–Composition in Figure 7, conclude:
`tot {>} P ; if `i -> skip fi {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
Then, by applying replacement, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))})[P ← P ; if `i -> skip fi]
Then, by applying arithmetic, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))})[P ← P ; if `i -> skip fi]
Then, by applying replacement, conclude:
(`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))})[i← i+ 1][P ← P ; if `i -> skip fi]
Y9 Recall from Y8 :
[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies
(`tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxn ≈ I-1(δ′(xn))
}
)[i← i+ 1][P ← P ; if `i -> skip fi]
 for all δ′
Then, by applying replacement, conclude:

[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxn ≈ I-1(δ′(xn))
} 
for all δ′
[i← i+ 1][P ← P ; if `i -> skip fi]
Y0 Recall (i ≥ 1)[i← i+ 1][P ← P ; if `i -> skip fi] from Z3 . Then, by introducing Z6 , conclude:
(i ≥ 1)[i← i+ 1][P ← P ; if `i -> skip fi]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil})[i← i+ 1]
[P ← P ; if `i -> skip fi]
Then, by introducing Y9 , conclude:
(i ≥ 1)[i← i+ 1][P ← P ; if `i -> skip fi]
and (` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil})[i← i+ 1]
[P ← P ; if `i -> skip fi]
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxn ≈ I-1(δ′(xn))
} 
for all δ′
[i← i+ 1][P ← P ; if `i -> skip fi]
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Then, by applying replacement, conclude:
i ≥ 1
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
and


[
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
implies `tot {>} P
{
dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧
dxn ≈ I-1(δ′(xn))
} 
for all δ′


[i← i+ 1]
[P ← P ; if `i -> skip fi]
Then, by applying the definition of Inv2 in Figure 10, conclude Inv2[i← i+ 1][P ← P ;if `i -> skip fi].
X1 Recall n+m− i = z from A4 . Then, by applying replacement, conclude n+m− i = z. Then, by applying
arithmetic, conclude n+m− i ≤ z. Then, by applying arithmetic, conclude n+m− i− 1 < z. Then, by
applying arithmetic, conclude n+m− (i+ 1) < z.
Finally, conclude the lemma by the following reduction. Recall Pre from A1 . Then, by introducing Y0 ,
conclude
[
Pre and Inv2[i← i+ 1][P ← P ; if `i -> skip fi]
]
. Then, by introducing X1 , conclude:
Pre and Inv2[i← i+ 1][P ← P ; if `i -> skip fi] and n+m− (i+ 1) < z
L QED. M
65
B.9 Lemma 9
Proof (of Lemma 9). First, assume:
A1 Pre
A2 Inv2
A3 i > n+m
Next, observe:
Z1 Recall Inv2 from A2 . Then, by applying the definition of Inv2 in Figure 10, conclude:
i ≥ 1 + n
and ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}
]
for all δ′
]
Z2 Recall i > n+m from A3 . Then, by applying arithmetic, conclude n+m ≤ i− 1.
Z3 Suppose:
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil. Then,
by applying Definition 8 of |=dc , conclude:
δ |=dc `1 and · · · and δ |=dc `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxn 6≈ nil
Then, by applying standard inference rules, conclude
[
δ |=dc `1 and · · · and δ |=dc `i−1
]
. Then, by
introducing Z2 , conclude
[
δ |=dc `1 and · · · and δ |=dc `i−1 and n + m ≤ i − 1
]
. Then, by applying
substitution, conclude
[
δ |=dc `1 and · · · and δ |=dc `n+m
]
. Then, by applying Definition 8 of |=dc , conclude
δ |=dc `1 ∧ · · · ∧ `n+m. Then, by applying Definition 8 of J·K, conclude δ ∈ J`1 ∧ · · · ∧ `n+mK.
Z4 Recall from Z3 : [
δ ∈ J`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nilK
implies δ ∈ J`1 ∧ · · · ∧ `n+mK
]
for all δ
Then, by applying set theory, conclude J`1 ∧ · · · ∧ `i−1 ∧dx1 6≈ nil∧ · · · ∧dxn 6≈ nilK ⊆ J`1 ∧ · · · ∧ `n+mK.
Then, by applying Proposition 3, conclude `1∧ · · ·∧ `i−1∧dx1 6≈ nil∧ · · ·∧dxn 6≈ nil⇒ `1∧ · · ·∧ `n+m.
Z5 Recall ` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil} from Z1 . Then, by introducing Z4 ,
conclude:
` {>} P {`1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil}
and `1 ∧ · · · ∧ `i−1 ∧ dx1 6≈ nil ∧ · · · ∧ dxn 6≈ nil⇒ `1 ∧ · · · ∧ `n+m
Then, by applying Rule–Consequence in Figure 7, conclude ` {>} P {`1 ∧ · · · ∧ `n+m}.
Z6 Suppose:
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K for some δ
Then, by applying Definition 8 of J·K, conclude δ |=dc dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn)). Then,
by applying Definition 8 of |=dc , conclude:
δ |=dc `1 and · · · and δ |=dc `i−1 and δ |=dc dx1 6≈ nil and · · · and δ |=dc dxn 6≈ nil
Then, by applying standard inference rules, conclude true. Then, by applying Definition 8 of |=dc , conclude
δ |=dc >. Then, by applying Definition 8 of J·K, conclude δ ∈ J>K.
Z7 Recall from Z6 :[
δ ∈ Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K implies δ ∈ J>K] for all δ
Then, by applying set theory, conclude Jdx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))K ⊆ J>K. Then, by
applying Proposition 3, conclude dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))⇒ >.
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Z8 Suppose: [
δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}
]
for some δ′
Then, by applying Z1 , conclude `tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))}. Then, by
introducing Z7 , conclude:
`tot {>} P {dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxi−1 ≈ I-1(δ′(xi−1))}
and dx1 ≈ I-1(δ′(x1)) ∧ · · · ∧ dxn ≈ I-1(δ′(xn))⇒ >
Then, by applying Rule–Consequence in Figure 7, conclude `tot {>} P {>}.
Finally, conclude the lemma by the following reduction. Recall ` {>} P {`1 ∧ · · · ∧ `n+m} from Z5 . Then,
by introducing Z8 , conclude:
` {>} P {`1 ∧ · · · ∧ `n+m}
and
[[[δ′ |=dc `1 ∧ · · · ∧ `n+m and Dom(δ′) = {x1 , . . . , xn}] implies
`tot {>} P {>}
]
for all δ′
]
Then, by applying the definition of Post in Figure 10, conclude Post.
L QED. M
67
B.10 Lemma 10
Proof (of Lemma 10).
1. First, assume:
A1 ` ≺arbL `′′
Now, prove the lemma by induction on |≺L|.
– Base: |≺arbL | = 0
First, observe:
Z1 Recall | ≺arbL | = 0 from Base . Then, by applying set theory, conclude ≺arbL = ∅.
Now, prove the base case by the following reduction. Recall ` ≺arbL `′′ from A1 . Then, by applying
set theory, conclude (` , `′′) ∈ ≺arbL . Then, by applying Z1 , conclude (` , `′′) ∈ ∅. Then, by applying
set theory, conclude false.
– IH:
[[|≺ˆarbL | < |≺arbL | and ˆ`≺ˆarbL ˆ`′′] implies

L1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = `1 and `
k = `3

for some L1 , . . . , Lk , `1 , . . . `k , k
]
for all ≺ˆarbL , ˆ`, ˆ`′′
– Step: |≺arbL | > 0
First, observe:
Y1 Suppose: [{`1 , . . . , `k} JarbL `′′ and `i ∈ {`1 , . . . , `k}] for some `1 , . . . , `k , i , k
Then, by applying standard inference rules, conclude:
{`1 , . . . , `k} JarbL `′′ and `i ∈ {`1 , . . . , `k} and
[
L′ = {`1 , . . . , `k} for some L′
]
Then, by applying standard inference rules, conclude:[{`1 , . . . , `k} JarbL `′′ and `i ∈ {`1 , . . . , `k} and L′ = {`1 , . . . , `k}] for some L′
Then, by applying substitution, conclude
[
L′ JarbL `′′ and `i ∈ L′
]
.
Y2 Suppose:[{`1 , . . . , `k} JarbL `′′ and 1 ≤ i ≤ k and `i = `] for some `1 , . . . , `k , i , k
Then, by applying set theory, conclude:
{`1 , . . . , `k} JarbL `′′ and `i ∈ {`1 , . . . , `k} and `i = `
Then, by applying Y1 , conclude
[[[
L′ JarbL `′′ and `i ∈ L′
]
for some L′
]
and `i = `
]
. Then,
by applying standard inference rules, conclude:[
L1 JarbL `′′ and `i ∈ L1 and `i = `
]
for some L1
Then, by applying substitution, conclude
[
L1 JarbL `′′ and ` ∈ L1
]
. Then, by applying standard
inference rules, conclude:
L1 JarbL `′′ and ` ∈ L1 and
[
`1 = ` for some `1
]
and
[
`2 = `′′ for some `2
]
Then, by applying standard inference rules, conclude:[
L1 JarbL `′′ and ` ∈ L1 and `1 = ` and `2 = `′′
]
for some `1 , `2
Then, by applying substitution, conclude
[
L1 JarbL `2 and `1 ∈ L1 and `1 = ` and `2 = `′′
]
.
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Y3 Suppose: [
(`1 , `2) ∈ ≺arbL and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying standard inference rules, conclude
[
(`1 , `2) ∈ ≺arbL and (`1 , `2) 6= (`2 , `3)
]
.
Then, by applying set theory, conclude (`1 , `2) ∈ ≺arbL \ {(`2 , `3)}.
Y4 Suppose: [
(`2 , `3) ∈ ≺arbL and `2 6= `1
]
for some `1 , `2 , `3
Then, by a reduction similar to Y3 , conclude (`2 , `3) ∈ ≺arbL \ {(`1 , `2)}.
Y5 Suppose:
(`† , `‡) ∈ ≺arbL for some `† , `‡
Then, by applying set theory, conclude |≺arbL \ {(`† , `‡)}| = |≺arbL | − 1. Then, by applying arith-
metic, conclude |≺arbL \ {(`† , `‡)}| < |≺arbL |.
Y6 Suppose: [
`1 ≺arbL `2 ≺arbL `3 and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying Y3 , conclude
[
`2 ≺arbL `3 and (`1 , `2) ∈ ≺arbL \{(`2 , `3)}
]
. Then, by applying
Y5 , conclude
[|≺arbL \ {(`2 , `3)}| < |≺arbL | and (`1 , `2) ∈ ≺arbL \ {(`2 , `3)}]. Then, by applying
IH , conclude:L1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = `1 and `
k = `2
 for some L1 , . . . , Lk , `1 , . . . `k , k
Y7 Suppose: [
`1 ≺arbL `2 ≺arbL `3 and `2 6= `1
]
for some `1 , `2 , `3
Then, by a reduction similar to Y6 , conclude:L1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = `2 and `
k = `3
 for some L1 , . . . , Lk , `1 , . . . `k , k
Y8 Suppose: [
`1 ≺arbL `2 ≺arbL `3 and `2 6= `1 and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying Y6 , conclude:
`1 ≺arbL `2 ≺arbL `3 and `2 6= `1 andL1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = `1 and `
k = `2
 for some L1 , . . . , Lk , `1 , . . . `k , k
Then, by applying Y7 , conclude:L1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = `1 and `
k = `2
 and

Lk+1 JarbL `k+2 and · · · and Lk+k′−1 JarbL `k+k′and `k+1 ∈ Lk+1 and · · · and `k+k′−1 ∈ Lk+k′−1
and `k+1 = `2 and `
k+k′ = `3

for some Lk+1 , . . . , Lk+k
′
, `k+1 , . . . `k+k
′
, k′

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Then, by applying standard inference rules, conclude:
L1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = `1 and `
k = `2

and
Lk+1 JarbL `k+2 and · · · and Lk+k′−1 JarbL `k+k′and `k+1 ∈ Lk+1 and · · · and `k+k′−1 ∈ Lk+k′−1
and `k+1 = `2 and `
k+k′ = `3


for some Lk+1 , . . . , Lk+k
′
, `k+1 , . . . `k+k
′
, k′
Then, by applying substitution, conclude:
L1 JarbL `2 and · · · and Lk−1 JarbL `k
and Lk+1 JarbL `k+2 and · · · and Lk+k
′−1 JarbL `k+k
′
and `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `k+1 ∈ Lk+1 and · · · and `k+k′−1 ∈ Lk+k′−1
and `1 = `1 and `
k+k′ = `3 and `
k = `k+1
Then, by applying substitution, conclude:
L1 JarbL `2 and · · · and Lk−1 JarbL `k
and Lk+1 JarbL `k+2 and · · · and Lk+k
′−1 JarbL `k+k
′
and `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `k ∈ Lk+1 and `k+2 ∈ Lk+2 and · · · and `k+k′−1 ∈ Lk+k′−1
and `1 = `1 and `
k+k′ = `3
Y9 Suppose:[
`1 ≺arbL `2 ≺arbL `3 and `2 /∈ {`1 , `3} and `1 = ` and `3 = `′′
]
for some `1 , `2 , `3
Then, by applying set theory, conclude:
`1 ≺arbL `2 ≺arbL `3 and `2 6= `1 and `2 6= `3 and `1 = ` and `3 = `′′
Then, by applying Y8 , conclude:
[Lˆ1 JarbL ˆ`2 and · · · and Lˆkˆ−1 JarbL ˆ`ˆkand ˆ`1 ∈ Lˆ1 and · · · and ˆ`ˆk−1 ∈ Lˆkˆ−1
and ˆ`1 = `1 and ˆ`ˆ
k = `3
 for some Lˆ1 , . . . , Lˆkˆ , ˆ`1 , . . . ˆ`ˆk , kˆ]
and `1 = ` and `3 = `
′′
Then, by applying standard inference rules, conclude:
Lˆ1 JarbL ˆ`2 and · · · and Lˆkˆ−1 JarbL ˆ`ˆk
and ˆ`1 ∈ Lˆ1 and · · · and ˆ`ˆk−1 ∈ Lˆkˆ−1
and ˆ`1 = `1 and ˆ`ˆ
k = `3
and `1 = ` and `3 = `
′′
 for some Lˆ1 , . . . , Lˆkˆ , ˆ`1 , . . . ˆ`ˆk , kˆ
Then, by applying substitution, conclude:
Lˆ1 JarbL ˆ`2 and · · · and Lˆkˆ−1 JarbL ˆ`ˆk and ˆ`1 ∈ Lˆ1 and · · · and ˆ`ˆk−1 ∈ Lˆkˆ−1
and ˆ`1 = ` and ˆ`ˆk = `′′
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Now, prove the inductive step by the following reduction. Recall ` ≺arbL `′′ from A1 . Then, by
Definition 15 of ≺arbL , conclude:[[{`1 , . . . , `k} JarbL `′′ and 1 ≤ i ≤ k and `i = `] for some `1 , . . . , `k , k]
or
[[
`1 ≺arbL `2 ≺arbL `3 and `2 /∈ {`1 , `3} and `1 = ` and `3 = `′′
]
for some `1 , `2 , `3
]
Then, by applying Y2 , conclude:
[Lˆ1 JarbL ˆ`2 and · · · and Lˆkˆ−1 JarbL ˆ`ˆkand ˆ`1 ∈ Lˆ1 and · · · and ˆ`ˆk−1 ∈ Lˆkˆ−1
and ˆ`1 = ` and ˆ`ˆk = `′′
 for some Lˆ1 , . . . , Lˆkˆ , ˆ`1 , . . . ˆ`ˆk , kˆ]
or
[[
`1 ≺arbL `2 ≺arbL `3 and `2 /∈ {`1 , `3} and `1 = ` and `3 = `′′
]
for some `1 , `2 , `3
]
Then, by applying Y9 , conclude:
[Lˆ1 JarbL ˆ`2 and · · · and Lˆkˆ−1 JarbL ˆ`ˆkand ˆ`1 ∈ Lˆ1 and · · · and ˆ`ˆk−1 ∈ Lˆkˆ−1
and ˆ`1 = ` and ˆ`ˆk = `′′
 for some Lˆ1 , . . . , Lˆkˆ , ˆ`1 , . . . ˆ`ˆk , kˆ]
or
[Lˆ1 JarbL ˆ`2 and · · · and Lˆkˆ−1 JarbL ˆ`ˆkand ˆ`1 ∈ Lˆ1 and · · · and ˆ`ˆk−1 ∈ Lˆkˆ−1
and ˆ`1 = ` and ˆ`ˆk = `′′
 for some Lˆ1 , . . . , Lˆkˆ , ˆ`1 , . . . ˆ`ˆk , kˆ]
Then, by applying standard inference rules, conclude:Lˆ1 JarbL ˆ`2 and · · · and Lˆkˆ−1 JarbL ˆ`ˆkand ˆ`1 ∈ Lˆ1 and · · · and ˆ`ˆk−1 ∈ Lˆkˆ−1
and ˆ`1 = ` and ˆ`ˆk = `′′
 for some Lˆ1 , . . . , Lˆkˆ , ˆ`1 , . . . ˆ`ˆk , kˆ
L QED. M
2. First, observe:
X1 Suppose:
` ≺arbL ` for some `
Then, by applying Lemma 10:1, conclude:L1 JarbL `2 and · · · and Lk−1 JarbL `kand `1 ∈ L1 and · · · and `k−1 ∈ Lk−1
and `1 = ` and `k = `
 for some L1 , . . . , Lk , `1 , . . . `k , k
Then, by applying substitution, conclude:[
L1 JarbL `2 and · · · and Lk−1 JarbL `k and
`1 ∈ L1 and · · · and `k−1 ∈ Lk−1 and `1 = `k
]
for some L1 , . . . , Lk , `1 , . . . `k , k
Then, by introducing Proposition 5:2, conclude:
[
L1 JarbL `2 and · · · and Lk−1 JarbL `k and
`1 ∈ L1 and · · · and `k−1 ∈ Lk−1 and `1 = `k
]
for some L1 , . . . , Lk , `1 , . . . `k , k
 and
[
not

[
L1 JarbL `2 and · · · and Lk−1 JarbL `k and
`1 ∈ L1 and · · · and `k−1 ∈ Lk−1 and `1 = `k
]
for some L1 , . . . , Lk , `1 , . . . `k , k
]
Then, by applying standard inference rules, conclude false.
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Now, prove the lemma by the following reduction. Recall
[
` 6≺arbL ` for all `
]
from X1 . Then, by applying
order theory, conclude
[≺arbL is irreflexive].L QED. M
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B.11 Lemma 11
Proof (of Lemma 11).
1. First, assume:
A1 ` ≺arbL `′′
Now, prove the lemma by induction on |≺L|.
– Base: |≺arbL | = 0
First, observe:
Z1 Recall | ≺arbL | = 0 from Base . Then, by applying set theory, conclude ≺arbL = ∅.
Now, prove the base case by the following reduction. Recall ` ≺arbL `′′ from A1 . Then, by applying
set theory, conclude (` , `′′) ∈ ≺arbL . Then, by applying Z1 , conclude (` , `′′) ∈ ∅. Then, by applying
set theory, conclude false.
– IH:
[[|≺ˆarbL | < |≺arbL | and ˆ`≺ˆarbL ˆ`′′] implies [ˆ`= dx ≈ t for some x , t]] for all ≺ˆarbL , ˆ`, ˆ`′′
– Step: |≺arbL | > 0
First, observe:
Y1 Suppose:[{`1 , . . . , `k} JarbL `′′ and 1 ≤ i ≤ k and `i = `] for some `1 , . . . , `k , i , k
Then, by applying Definition 13 of JL, conclude:
1 ≤ i ≤ k and `i = ` and[[
`1 = dx1 ≈ t1 and · · · and `k = dxk ≈ tk
]
for some x1 , . . . , xk , t1 , . . . , tk
]
Then, by applying standard inference rules, conclude:[
1 ≤ i ≤ k and `i = ` and
`1 = dx1 ≈ t1 and · · · and `k = dxk ≈ tk
]
for some x1 , . . . , xk , t1 , . . . , tk
Then, by applying substitution, conclude
[
`i = dxi ≈ ti and `i = `
]
. Then, by applying substi-
tution, conclude ` = dxi ≈ ti.
Y2 Suppose: [
(`1 , `2) ∈ ≺arbL and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying standard inference rules, conclude
[
(`1 , `2) ∈ ≺arbL and (`1 , `2) 6= (`2 , `3)
]
.
Then, by applying set theory, conclude (`1 , `2) ∈ ≺arbL \ {(`2 , `3)}.
Y3 Suppose:
(`† , `‡) ∈ ≺arbL for some `† , `‡
Then, by applying set theory, conclude |≺arbL \ {(`† , `‡)}| = |≺arbL | − 1. Then, by applying arith-
metic, conclude |≺arbL \ {(`† , `‡)}| < |≺arbL |.
Y4 Suppose: [
`1 ≺arbL `2 ≺arbL `3 and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying Y2 , conclude
[
`2 ≺arbL `3 and (`1 , `2) ∈ ≺arbL \{(`2 , `3)}
]
. Then, by applying
Y3 , conclude
[|≺arbL \ {(`2 , `3)}| < |≺arbL | and (`1 , `2) ∈ ≺arbL \ {(`2 , `3)}]. Then, by applying
IH , conclude
[
`1 = dx ≈ t for some x , t
]
.
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Y5 Suppose: [
`1 ≺arbL `2 ≺arbL `3 and `2 /∈ {`1 , `3} and `1 = `
]
for some `1 , `2 , `3
Then, by applying set theory, conclude
[
`1 ≺arbL `2 ≺arbL `3 and `2 6= `3 and `1 = `
]
. Then,
by applying Y4 , conclude
[[
`1 = dx ≈ t for some x , t
]
and `1 = `
]
. Then, by applying
substitution, conclude
[
` = dx ≈ t for some x , t
]
.
Now, prove the inductive step by the following reduction. Recall ` ≺arbL `′′ from A1 . Then, by
Definition 15 of ≺arbL , conclude:[[{`1 , . . . , `k} JarbL `′′ and 1 ≤ i ≤ k and `i = `] for some `1 , . . . , `k , k]
or
[[
`1 ≺arbL `2 ≺arbL `3 and `2 /∈ {`1 , `3} and `1 = `
]
for some `1 , `2 , `3
]
Then, by applying Y1 , conclude:[
` = dx ≈ t for some x , t
]
or
[[
`1 ≺arbL `2 ≺arbL `3 and `2 /∈ {`1 , `3} and `1 = ` and `3 = `′′
]
for some `1 , `2 , `3
]
Then, by applying Y5 , conclude
[[
` = dx ≈ t for some x , t
]
or
[
` = dx ≈ t for some x , t
]]
.
Then, by applying standard inference rules, conclude
[
` = dx ≈ t for some x , t
]
.
L QED. M
2. First, assume:
B1 ` ≺L `′′
Now, prove the lemma by induction on |≺L|.
– Base: |≺L| = 0
First, observe:
X1 Recall | ≺L | = 0 from Base . Then, by applying set theory, conclude ≺L = ∅.
Now, prove the base case by the following reduction. Recall ` ≺L `′′ from A1 . Then, by applying set
theory, conclude (` , `′′) ∈ ≺L. Then, by applying X1 , conclude (` , `′′) ∈ ∅. Then, by applying set
theory, conclude false.
– IH:
[[|≺ˆL| < |≺L| and ˆ`≺ˆL ˆ`′′] implies [ˆ`= dx ≈ t for some x , t]] for all ≺ˆL , ˆ`, ˆ`′′
– Step: |≺L| > 0
First, observe:
W1 Suppose: [
(`1 , `2) ∈ ≺L and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying standard inference rules, conclude
[
(`1 , `2) ∈ ≺L and (`1 , `2) 6= (`2 , `3)
]
.
Then, by applying set theory, conclude (`1 , `2) ∈ ≺L \ {(`2 , `3)}.
W2 Suppose:
(`† , `‡) ∈ ≺L for some `† , `‡
Then, by applying set theory, conclude |≺L\{(`† , `‡)}| = |≺L|−1. Then, by applying arithmetic,
conclude |≺L \ {(`† , `‡)}| < |≺L|.
W3 Suppose: [
`1 ≺L `2 ≺L `3 and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying W1 , conclude
[
`2 ≺L `3 and (`1 , `2) ∈ ≺L \ {(`2 , `3)}
]
. Then, by applying
W2 , conclude
[|≺L \ {(`2 , `3)}| < |≺L| and (`1 , `2) ∈ ≺L \ {(`2 , `3)}]. Then, by applying IH ,
conclude
[
`1 = dx ≈ t for some x , t
]
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W4 Suppose: [
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3} and `1 = `
]
for some `1 , `2 , `3
Then, by applying set theory, conclude
[
`1 ≺L `2 ≺L `3 and `2 6= `3 and `1 = `
]
. Then,
by applying W3 , conclude
[[
`1 = dx ≈ t for some x , t
]
and `1 = `
]
. Then, by applying
substitution, conclude
[
` = dx ≈ t for some x , t
]
.
Now, prove the inductive step by the following reduction. Recall ` ≺L `′′ from B1 . Then, by Defini-
tion 16 of ≺L, conclude:
` ≺arbL `′′
or
[
dx ≈ t = ` for some x , t
]
or
[[
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3} and `1 = `
]
for some `1 , `2 , `3
]
Then, by Lemma 11:1, conclude:[
` = dx ≈ t for some x , t
]
or
[
dx ≈ t = ` for some x , t
]
or
[[
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3} and `1 = `
]
for some `1 , `2 , `3
]
Then, by applying W4 , conclude:[
` = dx ≈ t for some x , t
]
or
[
dx ≈ t = ` for some x , t
]
or
[
` = dx ≈ t for some x , t
]
Then, by applying standard inference rules, conclude
[
` = dx ≈ t for some x , t
]
.
L QED. M
3. First, assume:
C1 ` ≺L `′′
Now, prove the lemma by induction on |≺L|.
– Base: |≺L| = 0
First, observe:
V1 Recall | ≺L | = 0 from Base . Then, by applying set theory, conclude ≺L = ∅.
Now, prove the base case by the following reduction. Recall ` ≺L `′′ from C1 . Then, by applying set
theory, conclude (` , `′′) ∈ ≺L. Then, by applying V1 , conclude (` , `′′) ∈ ∅. Then, by applying set
theory, conclude false.
– IH:[[|≺ˆL| < |≺L| and ˆ`≺ˆL ˆ`′′] implies [ˆ`≺arbL ˆ`′′ or [ˆ`′′ 6= dx ≈ t for all x , t]]] for all ≺ˆL , ˆ`, ˆ`′′
– Step: |≺L| > 0
First, observe:
U1 Suppose: [
(`1 , `2) ∈ ≺L and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying standard inference rules, conclude
[
(`1 , `2) ∈ ≺L and (`1 , `2) 6= (`2 , `3)
]
.
Then, by applying set theory, conclude (`1 , `2) ∈ ≺L \ {(`2 , `3)}.
U2 Suppose: [
(`2 , `3) ∈ ≺L and `2 6= `1
]
for some `1 , `2 , `3
Then, by a reduction similar to U1 , conclude (`2 , `3) ∈ ≺L \ {(`1 , `2)}.
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U3 Suppose:
(`† , `‡) ∈ ≺L for some `† , `‡
Then, by applying set theory, conclude |≺L\{(`† , `‡)}| = |≺L|−1. Then, by applying arithmetic,
conclude |≺L \ {(`† , `‡)}| < |≺L|.
U4 Suppose: [
`1 ≺L `2 ≺L `3 and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying U1 , conclude
[
`2 ≺L `3 and (`1 , `2) ∈ ≺L \ {(`2 , `3)}
]
. Then, by applying
U3 , conclude
[|≺L \ {(`2 , `3)}| < |≺L| and (`1 , `2) ∈ ≺L \ {(`2 , `3)}]. Then, by applying IH ,
conclude
[
`1 ≺arbL `2 or
[
`2 6= dx ≈ t for all x , t
]]
.
U5 Suppose: [
`1 ≺L `2 ≺L `3 and `2 6= `1
]
for some `1 , `2 , `3
Then, by a reduction similar to U4 , conclude
[
`2 ≺arbL `3 or
[
`3 6= dx ≈ t for all x , t
]]
.
U6 Suppose: [
`1 ≺arbL `2 and `2 ≺arbL `3
]
for some `1 , `2 , `3
Then, by applying Lemma 10:2, conclude:
`1 ≺arbL `2 and `2 ≺arbL `3 and `2 6= `1 and `2 6= `3
Then, by applying set theory, conclude
[
`1 ≺arbL `2 and `2 ≺arbL `3 and `2 /∈ {`1 , `3}
]
. Then,
by applying Definition 15 of ≺arbL , conclude `1 ≺arbL `3.
U7 Suppose: [[
`2 6= dx ≈ t for all x , t
]
and `2 ≺arbL `3
]
for some `1 , `2 , `3
Then, by applying Lemma 11:1, conclude:[
`2 6= dx ≈ t for all x , t
]
and
[
`2 = dx ≈ t for some x , t
]
Then, by applying standard inference rules, conclude false.
U8 Suppose: [
`1 ≺L `2 ≺L `3 and `2 6= `1 and `2 6= `3
]
for some `1 , `2 , `3
Then, by applying U4 , conclude:
`1 ≺L `2 ≺L `3 and `2 6= `1 and
[
`1 ≺arbL `2 or
[
`2 6= dx ≈ t for all x , t
]]
Then, by applying U5 , conclude:[
`1 ≺arbL `2 or
[
`2 6= dx ≈ t for all x , t
]]
and
[
`2 ≺arbL `3 or
[
`3 6= dx ≈ t for all x , t
]]
Then, by applying standard inference rules, conclude:[
`1 ≺arbL `2 and `2 ≺arbL `3
]
or
[
`1 ≺arbL `2 and
[
`3 6= dx ≈ t for all x , t
]]
or
[[
`2 6= dx ≈ t for all x , t
]
and `2 ≺arbL `3
]
or
[[
`2 6= dx ≈ t for all x , t
]
and
[
`3 6= dx ≈ t for all x , t
]]
Then, by applying U6 , conclude:
`1 ≺arbL `3
or
[
`1 ≺arbL `2 and
[
`3 6= dx ≈ t for all x , t
]]
or
[[
`2 6= dx ≈ t for all x , t
]
and `2 ≺arbL `3
]
or
[[
`2 6= dx ≈ t for all x , t
]
and
[
`3 6= dx ≈ t for all x , t
]]
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Then, by applying standard inference rules, conclude:
`1 ≺arbL `3
or
[
`3 6= dx ≈ t for all x , t
]
or
[[
`2 6= dx ≈ t for all x , t
]
and `2 ≺arbL `3
]
or
[
`3 6= dx ≈ t for all x , t
]
Then, by applying U7 , conclude:
`1 ≺arbL `3 or
[
`3 6= dx ≈ t for all x , t
]
or false or
[
`3 6= dx ≈ t for all x , t
]
Then, by applying standard inference rules, conclude:
`1 ≺arbL `3 or
[
`3 6= dx ≈ t for all x , t
]
U9 Suppose:[
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3} and `1 = ` and `3 = `′′
]
for some `1 , `2 , `3
Then, by applying set theory, conclude:
`1 ≺L `2 ≺L `3 and `2 6= `1 and `2 6= `3 and `1 = ` and `3 = `′′
Then, by applying U8 , conclude:
`1 ≺arbL `3 or
[
`3 6= dx ≈ t for all x , t
]
and `1 = ` and `3 = `
′′
Then, by applying substitution, conclude
[
` ≺arbL `′′ or
[
`′′ 6= dx ≈ t for all x , t
]]
.
Now, prove the inductive step by the following reduction. Recall ` ≺L `′′ from B1 . Then, by Defini-
tion 16 of ≺L, conclude:
` ≺arbL `′′
or
[
`′′ 6= dx′ ≈ t′ for all x′ , t′
]
or
[[
`1 ≺L `2 ≺L `3 and `2 /∈ {`1 , `3} and `1 = ` and `3 = `′
]
for some `1 , `2 , `3
]
Then, by applying U9 , conclude:
` ≺arbL `′′ or
[
`′′ 6= dx′ ≈ t′ for all x′ , t′
]
or ` ≺arbL `′′ or
[
`′′ 6= dx′ ≈ t′ for all x′ , t′
]
Then, by applying standard inference rules, conclude
[
` ≺arbL `′′ or
[
`′′ 6= dx′ ≈ t′ for all x′ , t′
]]
.L QED. M
4. First, observe:
T1 Suppose:
` ≺L ` for some `
Then, by applying Lemma 11:3, conclude
[
` ≺arbL ` or
[
` 6= dx′ ≈ t′ for all x′ , t′
]]
. Then, by
applying Lemma 10:1, conclude
[
false or
[
` 6= dx′ ≈ t′ for all x′ , t′
]]
. Then, by applying standard
inference rules, conclude
[
` 6= dx′ ≈ t′ for all x′ , t′
]
.
T2 Suppose:
` ≺L ` for some `
Then, by applying T1 , conclude
[
` ≺L ` and
[
` 6= dx′ ≈ t′ for all x′ , t′
]]
Then, by applying
Lemma 11:2, conclude
[[
` = dx ≈ t for some x , t
]
and
[
` 6= dx′ ≈ t′ for all x′ , t′
]]
. Then, by
applying standard inference rules, conclude false.
Now, prove the lemma by the following reduction. Recall
[
` 6≺L ` for all `
]
from T2 . Then, by applying
order theory, conclude
[≺L is irreflexive].L QED. M
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B.12 Lemma 12
Proof (of Lemma 12). First, observe:
Z1 Suppose: [
`1 ≺L `2 and `2 ≺L `3
]
for some `1 , `2 , `3
Then, by applying Lemma 11:4, conclude
[
`1 ≺L `2 and `2 ≺L `3 and `2 6= `1 and `2 6= `3
]
. Then,
by applying set theory, conclude
[
`1 ≺L `2 and `2 ≺L `3 and `2 /∈ {`1 , `3}
]
. Then, by applying
Definition 16 of ≺L, conclude `1 ≺L `3.
Z2 Recall
[[[
`1 ≺L `2 and `2 ≺L `3
]
implies `1 ≺L `3
]
for all `1 , `2 , `3
]
. Then, by applying order
theory, conclude
[≺L is transitive].
Z3 Suppose: [
`1 ≺L `2 and `2 ≺L `1
]
for some `1 , `2
Then, by applying Z2 , conclude `1 ≺L `1. Then, by applying Lemma 11:4, conclude false.
Z4 Recall
[[
not
[
`1 ≺L `2 and `2 ≺L `1
]]
for all `1 , `2
]
from Z3 . Then, by applying standard inference
rules, conclude
[[
`1 6≺L `2 or `2 6≺L `1
]
for all `1 , `2
]
. Then, by applying standard inference rules,
conclude
[[
`1 ≺L `2 implies `2 6≺L `1
]
for all `1 , `2
]
. Then, by applying order theory, conclude[≺L is asymmetric].
Now, prove the lemma by the following reduction. Recall
[≺L is transitive] from Z2 . Then, by introducing
Z4 , conclude
[≺L is transitive and asymmetric]. Then, by introducing Lemma 11:4, conclude:
≺L is transitive, asymmetric, and irreflexive
Then, by applying order theory, conclude
[≺L is a strict partial order].L QED. M
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B.13 Lemma 13
Proof (of Lemma 13). First, assume:
A1 dx ≈ t ∈ L
A2 dy ∈ Free(t)
Next, observe:
Z1 Suppose Free(dx ≈ t) = ∅. Then, by applying Definition 8 of Free, conclude Free(dx)∪Free(t) = ∅. Then,
by applying Definition 7 of Free, conclude {dx} ∪ Free(t) = ∅. Then, by applying set theory, conclude[
dx ∈ {dx} ∪ Free(t) and {dx} ∪ Free(t) = ∅
]
. Then, by applying set theory, conclude false.
Z2 Suppose Free(t) = ∅. Then, by introducing A2 , conclude [Free(t) = ∅ and dy ∈ Free(t)]. Then, by
applying set theory, conclude false.
Z3 Recall dy ∈ Free(t) from A2 . Then, by applying set theory, conclude dy ∈ {dx} ∪ Free(t). Then, by
applying Definition 7 of Free, conclude dy ∈ Free(dx ≈ t).
Z4 Suppose:
Free(dx ≈ t) = {dx1 , . . . , dxk} for some x1 , . . . , xk , k
Then, by introducing Z3 , conclude
[
Free(dx ≈ t) = {dx1 , . . . , dxk} and dy ∈ Free(dx ≈ t)
]
. Then, by
applying substitution, conclude dy ∈ {dx1 , . . . , dxk}. Then, by applying set theory, conclude:[
dy = dxi and 1 ≤ i ≤ k
]
for some i
Z5 Suppose:
Free(t) = {dx1 , . . . , dxk} for some x1 , . . . , xk , k
Then, by introducing A2 , conclude
[
Free(dx ≈ t) = {dx1 , . . . , dxk} and dy ∈ Free(t)
]
. Then, by apply-
ing substitution, conclude dy ∈ {dx1 , . . . , dxk}. Then, by applying set theory, conclude:[
dy = dxi and 1 ≤ i ≤ k
]
for some i
Z6 Suppose:
L′ JarbL dx ≈ t for some L′
Then, by applying Definition 13 of JL, conclude:
Free(dx ≈ t) = ∅
or Free(t) = ∅
or
[[
Free(dx ≈ t) = {dx1 , . . . , dxk} and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
or
[[
Free(t) = {dx1 , . . . , dxk} and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
Then, by applying Z1 , conclude:
false
or Free(t) = ∅
or
[[
Free(dx ≈ t) = {dx1 , . . . , dxk} and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
or
[[
Free(t) = {dx1 , . . . , dxk} and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
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Then, by applying Z2 , conclude:
false
or false
or
[[
Free(dx ≈ t) = {dx1 , . . . , dxk} and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
or
[[
Free(t) = {dx1 , . . . , dxk} and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
Then, by applying Z4 , conclude:
false
or false
or
[[[[
dy = dxi and 1 ≤ i ≤ k
]
for some i
]
and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
or
[[
Free(t) = {dx1 , . . . , dxk} and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
Then, by applying Z5 , conclude:
false
or false
or
[[[[
dy = dxi and 1 ≤ i ≤ k
]
for some i
]
and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
or
[[[[
dy = dxi and 1 ≤ i ≤ k
]
for some i
]
and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
]
Then, by applying standard inference rules, conclude:[[[
dy = dxi and 1 ≤ i ≤ k
]
for some i
]
and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some x1 , . . . , xk , t1 , . . . , tk , k
Then, by applying standard inference rules, conclude:[
dy = dxi and 1 ≤ i ≤ k and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some i
Now, prove the lemma by the following reduction. Recall dx ≈ t ∈ L from A1 . Then, by applying set theory,
conclude dx ≈ t ∈ L \ {F}. Then, by applying Proposition 5:1, conclude:
L′ JarbL dx ≈ t for some L′
Then, by applying Z6 , conclude:
L′ JarbL dx ≈ t and
[[
dy = dxi and 1 ≤ i ≤ k and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some i , x1 , . . . , xk , t1 , . . . , tk , k
]
Then, by applying standard inference rules, conclude:[
L′ JarbL dx ≈ t and dy = dxi and 1 ≤ i ≤ k and L′ = {dx1 ≈ t1 , . . . , dxk ≈ tk}
]
for some i , x1 , . . . , xk , t1 , . . . , tk , k
Then, by applying substitution, conclude:
{dx1 ≈ t1 , . . . , dxk ≈ tk} JarbL dx ≈ t and dy = dxi and 1 ≤ i ≤ k
Then, by applying Definition 15 of ≺arbL , conclude
[
dxi ≈ ti ≺arbL dx ≈ t and dy = dxi
]
. Then, by applying
substitution, conclude dy ≈ ti ≺arbL dx ≈ t. Then, by applying Definition 16 of ≺L, conclude:
dy ≈ ti ≺L dx ≈ t
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B.14 Lemma 14
Proof (of Lemma 14). First, observe:
Z1 Recall
[≺L is a strict partial order] from Lemma 12. Then, by applying order theory, conclude:[
< is a linear extension of ≺L
]
for some <
Z2 Suppose: [
< is a strict total order on L
]
for some <
Then, by applying set theory, conclude:[
< is a strict total order on L
]
and {` | ` = dx ≈ t and ` ∈ L} ⊆ L
Then, by applying order theory, conclude
[
< is a strict total order on {` | ` = dx ≈ t and ` ∈ L}
]
.
Then, by applying order theory, conclude:[{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n} and `1 < · · · < `n] for some `1 , . . . , `n , n
Z3 Suppose: [
< is a strict total order on L
]
for some <
Then, by applying set theory, conclude:[
< is a strict total order on L
]
and L \ {` | ` = dx ≈ t and ` ∈ L} ⊆ L
Then, by applying order theory, conclude
[
< is a strict total order on L \ {` | ` = dx ≈ t and ` ∈ L}
]
.
Then, by applying order theory, conclude:[
L \ {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `m} and `1 < · · · < `m
]
for some `1 , . . . , `m , m
Z4 Suppose: [
< is a linear extension of ≺L
]
for some <
Then, by applying order theory, conclude
[
< is a strict total order on L
]
. Then, by applying Z2 :[
< is a strict total order on L
]
and
[[{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n} and `1 < · · · < `n] for some `1 , . . . , `n , n]
Then, by applying standard inference rules, conclude:[[
< is a strict total order on L
]
and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n} and `1 < · · · < `n
]
for some `1 , . . . , `n , n
Then, by applying Z3 , conclude:
{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n} and `1 < · · · < `n and[[
L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m} and `n+1 < · · · < `n+m
]
for some `n+1 , . . . , `n+m , m
]
Then, by applying standard inference rules, conclude:[ {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n} and `1 < · · · < `n and
L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m} and `n+1 < · · · < `n+m
]
for some `n+1 , . . . , `n+m , m
Z5 Recall true. Then, by applying set theory, conclude {` | ` = dx ≈ t and ` ∈ L} ⊆ L. Then, by applying
set theory, conclude L = {` | ` = dx ≈ t and ` ∈ L} ∪ L \ {` | ` = dx ≈ t and ` ∈ L}.
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Z6 Suppose:[{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
]
for some `1 , . . . , `n+m , n , m
Then, by introducing Z5 , conclude:
{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
and L = {` | ` = dx ≈ t and ` ∈ L} ∪ L \ {` | ` = dx ≈ t and ` ∈ L}
Then, by applying substitution, conclude L = {`1 , . . . , `n} ∪ {`n+1 , . . . , `n+m}. Then, by applying set
theory, conclude L = {`1 , . . . , `n+m}. Then, by applying set theory, conclude L = {`j | 1 ≤ j ≤ n+m}.
Z7 Suppose:
`′ ∈ {` | ` = dx ≈ t and ` ∈ L} for some `′
Then, by applying set theory, conclude
[[
`′ = dx ≈ t and `′ ∈ L
]
for some x , t
]
. Then, by applying
substitution, conclude
[[
`′ = dx ≈ t and dx ≈ t ∈ L
]
for some x , t
]
.
Z8 Suppose:
`′′ /∈ {` | ` = dx ≈ t and ` ∈ L} for some `′′
Then, by applying set theory, conclude
[
not
[[
`′′ = dx ≈ t and `′′ ∈ L
]
for some x , t
]]
. Then, by
applying standard inference rules, conclude
[
not
[[
`′′ = dx ≈ t for some x , t
]
and `′′ ∈ L]]. Then,
by applying standard inference rules, conclude
[[
not
[
`′′ = dx ≈ t for some x , t
]]
or `′′ /∈ L]. Then,
by applying standard inference rules, conclude
[[
`′′ 6= dx ≈ t for all x , t
]
or `′′ /∈ L].
Z9 Suppose:
`′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L} for some `′′
Then, by applying set theory, conclude
[
`′′ ∈ L and `′′ /∈ {` | ` = dx ≈ t and ` ∈ L}
]
. Then,
by applying Z8 , conclude
[
`′′ ∈ L and [[`′′ 6= dx ≈ t for all x , t] or `′′ /∈ L]]. Then, by applying
standard inference rules, conclude
[[
`′′ ∈ L and [`′′ 6= dx ≈ t for all x , t]] or [`′′ ∈ L and `′′ /∈ L]].
Then, by applying set theory, conclude
[[
`′′ ∈ L and [`′′ 6= dx ≈ t for all x , t]] or false]. Then, by
applying standard inference rules, conclude
[
`′′ ∈ L and [`′′ 6= dx ≈ t for all x , t]].
Z0 Suppose:[
`′ ∈ {` | ` = dx ≈ t and ` ∈ L} and `′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L}
]
for some `′ , `′′
Then, by applying Z7 , conclude:[[
`′ = dx ≈ t and dx ≈ t ∈ L
]
for some x , t
]
and `′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L}
Then, by applying Z9 , conclude:[[
`′ = dx ≈ t and dx ≈ t ∈ L
]
for some x , t
]
and `′′ ∈ L and [`′′ 6= dx′ ≈ t′ for all x′ , t′]
Then, by applying standard inference rules, conclude:[
`′ = dx ≈ t and dx ≈ t ∈ L and `′′ ∈ L and
[
`′′ 6= dx′ ≈ t′ for all x′ , t′
]]
for some x , t
Then, by applying Definition 16 of ≺L, conclude
[
`′ = dx ≈ t and dx ≈ t ≺L `′′
]
. Then, by applying
substitution, conclude `′ ≺L `′′.
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Y1 Suppose: [< is a linear extension of ≺L]and `′ ∈ {` | ` = dx ≈ t and ` ∈ L}
and `′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L}
 for some < , `′ , `′′
Then, by applying Z0 , conclude:[
< is a linear extension of ≺L
]
and
[[[`′ ∈ {` | ` = dx ≈ t and ` ∈ L} and
`′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L}
]
implies `′ ≺L `′′
]
for all `′ , `′′
]
Then, by applying order theory, conclude:
≺L ⊆ < and
[[[`′ ∈ {` | ` = dx ≈ t and ` ∈ L} and
`′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L}
]
implies `′ ≺L `′′
]
for all `′ , `′′
]
Then, by applying set theory, conclude:
≺L ⊆ < and
[[[`′ ∈ {` | ` = dx ≈ t and ` ∈ L} and
`′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L}
]
implies `′ < `′′
]
for all `′ , `′′
]
Y2 Suppose:[< is a linear extension of ≺L]and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
 for some < , `1 , . . . , `n+m , n , m
Then, by introducing Y1 , conclude:
{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
and
[[[`′ ∈ {` | ` = dx ≈ t and ` ∈ L} and
`′′ ∈ L \ {` | ` = dx ≈ t and ` ∈ L}
]
implies `′ < `′′
]
for all `′ , `′′
]
Then, by applying substitution, conclude:[[
`′ ∈ {`1 , . . . , `n} and `′′ ∈ {`n+1 , . . . , `n+m}
]
implies `′ < `′′
]
for all `′ , `′′
Then, by applying set theory, conclude:[[[`′ = `1 or · · · or `′ = `n] and[
`′′ = `n+1 or · · · or `′′ = `n+m
]] implies `′ < `′′] for all `′ , `′′
Then, by applying standard inference rules, conclude:
[[[`′ = `1 and `′′ = `n+1] or · · · or [`′ = `1 and `′′ = `n+m]]or · · · or[[
`′ = `n and `′′ = `n+1
]
or · · · or [`′ = `n and `′′ = `n+m]]
 implies `′ < `′′] for all `′ , `′′
Then, by applying standard inference rules, conclude:
[[[`′ = `1 and
`′′ = `n+1
]
implies `′ < `′′
]
and · · · and [[`′ = `1 and
`′′ = `n+m
]
implies `′ < `′′
]]
and · · · and[[[`′ = `n and
`′′ = `n+1
]
implies `′ < `′′
]
and · · · and [[`′ = `n and
`′′ = `n+m
]
implies `′ < `′′
]]

for all `′ , `′′
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Then, by applying standard inference rules, conclude:
[[
[
`′ = `1 and
`′′ = `n+1
]
implies `′ < `′′
]
for all `′ , `′
 and · · · and
[
[
`′ = `1 and
`′′ = `n+m
]
implies `′ < `′′
]
for all `′ , `′
]
and · · · and
[[
[
`′ = `n and
`′′ = `n+1
]
implies `′ < `′′
]
for all `′ , `′
 and · · · and
[
[
`′ = `n and
`′′ = `n+m
]
implies `′ < `′′
]
for all `′ , `′
]
Then, by applying substitution, conclude:
[[
[
`′ = `1 and
`′′ = `n+1
]
implies `1 < `n+1
]
for all `′ , `′
 and · · · and
[
[
`′ = `1 and
`′′ = `n+m
]
implies `1 < `n+m
]
for all `′ , `′
]
and · · · and
[[
[
`′ = `n and
`′′ = `n+1
]
implies `n < `n+1
]
for all `′ , `′
 and · · · and
[
[
`′ = `n and
`′′ = `n+m
]
implies `n < `n+m
]
for all `′ , `′
]
Then, by applying standard inference rules, conclude:[
`1 < `n+1 and · · · and `1 < `n+m
]
and · · · and [`n < `n+1 and · · · and `n < `n+m]
Y3 Suppose:
[
< is a linear extension of ≺L
]
and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
and `1 < · · · < `n
and `n+1 < · · · < `n+m
 for some < , `1 , . . . , `n+m , n , m
Then, by applying Y2 , conclude:
`1 < · · · < `n
and `n+1 < · · · < `n+m
and
[
`1 < `n+1 and · · · and `1 < `n+m
]
and · · · and [`n < `n+1 and · · · and `n < `n+m]
Then, by applying order theory, conclude:
[
`1 < `2 and `1 < `3 and · · · and `1 < `n−1 and `1 < `n
]
and
[
`2 < `3 and · · · and `2 < `n−1 and `2 < `n
]
...skip
and `n−1 < `n

and

[
`n+1 < `n+2 and `n+1 < `n+3 and · · · and `n+1 < `n+m−1 and `1 < `n+m
]
and
[
`n+2 < `n+3 and · · · and `n+2 < `n+m−1 and `n+2 < `n+m
]
...skip
and `n+m−1 < `n+m

and
[
`1 < `n+1 and · · · and `1 < `n+m
]
and · · · and [`n < `n+1 and · · · and `n < `n+m]
Then, by applying order theory, conclude `1 < · · · < `n < `n+1 < · · · < `n+m.
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Y4 Suppose:
` ∈ {` | ` = dx ≈ t and ` ∈ L} for some `
Then, by applying set theory, conclude
[
` = dx ≈ t for some x , t
]
.
Y5 Suppose: [{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}] for some `1 , . . . , `n , n
Then, by introducing Y4 , conclude:
{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and
[[
` ∈ {` | ` = dx ≈ t and ` ∈ L} implies
[
` = dx ≈ t for some x , t
]]
for all `
]
Then, by applying substitution, conclude:[
` ∈ {`1 , . . . , `n} implies
[
` = dx ≈ t for some x , t
]]
for all `
Then, by applying set theory, conclude:[[
` = `1 or · · · or ` = `n
]
implies
[
` = dx ≈ t for some x , t
]]
for all `
Then, by applying standard inference rules, conclude:[` = `1 implies [` = dx ≈ t for some x , t]]and · · · and[
` = `n implies
[
` = dx ≈ t for some x , t
]]
 for all `
Then, by applying standard inference rules, conclude:[[
` = `1 implies
[
` = dx ≈ t for some x , t
]]
for all `
]
and · · · and[[
` = `n implies
[
` = dx ≈ t for some x , t
]]
for all `
]
Then, by applying substitution, conclude:[[
` = `1 implies
[
`1 = dx ≈ t for some x , t
]]
for all `
]
and · · · and[[
` = `n implies
[
`n = dx ≈ t for some x , t
]]
for all `
]
Then, by applying standard inference rules, conclude:[[
`1 = dx ≈ t for some x , t
]
and · · · and [`n = dx ≈ t for some x , t]]
Then, by applying standard inference rules, conclude:[[
`1 = dx1 ≈ t1 for some x1 , t1
]
and · · · and [`n = dxn ≈ tn for some xn , tn]]
Then, by applying standard inference rules, conclude[
`1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
]
for some x1 , . . . , xn , t1 , . . . , tn
Y6 Suppose:
dy ∈
⋃{Free(`j′) | 1 ≤ j′ ≤ n+m} for some y , `1 , . . . , `n+m , n , m
Then, by applying set theory, conclude:[
dy ∈ Free(`j) and 1 ≤ j ≤ n+m
]
for some j
Then, by applying set theory, conclude
[
dy ∈ Free(`j) and `j ∈ {`j′ | 1 ≤ j′ ≤ n+m}
]
.
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Y7 Suppose:
` ∈ L for some `
Then, by applying Proposition 5:1, conclude:
L′ JarbL ` for some L′
Then, by applying Definition 13 of JL, conclude:
Free(`) = ∅
or
[[
dx ≈ t ∈ L and Free(t) = ∅ and ` = dx ≈ t
]
for some x , t
]
or
[[
Free(`) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
]
for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k
]
or

[
dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and ` = dx ≈ t
]
for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k

Y8 Suppose: [
L = {`j | 1 ≤ j ≤ n+m} and
dy ∈
⋃{Free(`j′) | 1 ≤ j′ ≤ n+m}
]
for some `1 , . . . , `n+m , n , m , y
Then, by applying Y6 , conclude:
L = {`j | 1 ≤ j ≤ n+m} and
[[
dy ∈ Free(`j) and `j ∈ {`j′ | 1 ≤ j′ ≤ n+m}
]
for some j
]
Then, by applying standard inference rules, conclude:[
L = {`j | 1 ≤ j ≤ n+m} and dy ∈ Free(`j) and `j ∈ {`j′ | 1 ≤ j′ ≤ n+m}
]
for some j
Then, by applying substitution, conclude
[
dy ∈ Free(`j) and `j ∈ L
]
. Then, by applying Y7 , conclude:
dy ∈ Free(`j)
and

Free(`j) = ∅
or
[[
dx ≈ t ∈ L and Free(t) = ∅ and `j = dx ≈ t
]
for some x , t
]
or
[[
Free(`j) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
]
for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k
]
or

[
dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t
]
for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k


Y9 Suppose: [
dy ∈ Free(`) and Free(`) = ∅
]
for some y , `
Then, by applying substitution, conclude dy ∈ ∅. Then, by applying set theory, conclude false.
Y0 Suppose:
dy ∈ Free(dx) for some x , y
Then, by applying Definition 7 of Free, conclude dy ∈ {dx}. Then, by applying set theory, conclude
dy = dx.
X1 Suppose: [
dy ∈ Free(`) and Free(t) = ∅ and ` = dx ≈ t
]
for some x , y , t
Then, by applying substitution, conclude
[
dy ∈ Free(dx ≈ t) and Free(t) = ∅
]
. Then, by applying
Definition 8 of Free, conclude
[
dy ∈ Free(dx)∪Free(t) and Free(t) = ∅
]
. Then, by applying substitution,
conclude dy ∈ Free(dx)∪ ∅. Then, by applying set theory, conclude dy ∈ Free(dx). Then, by applying Y0
, conclude dy = dx.
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X2 Suppose: [
dx ≈ t ∈ L and ` = dx ≈ t
]
for some x , t , `
Then, by applying substitution, conclude
[
` ∈ L and ` = dx ≈ t
]
. Then, by applying set theory,
conclude ` ∈ {`′ | `′ = dx′ ≈ t′ and `′ ∈ L}.
X3 Suppose: [{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}
and dx ≈ t ∈ L and ` = dx ≈ t
]
for some ` , `1 , . . . , `n , n , x , t
Then, by applying X2 , conclude:
{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n} and ` ∈ {`′ | `′ = dx′ ≈ t′ and `′ ∈ L}
Then, by applying substitution, conclude ` ∈ {`1 , . . . , `n}. Then, by applying set theory, conclude[
` = `1 or · · · or ` = `n
]
.
X4 Suppose: {`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dx ≈ t ∈ L and ` = dx ≈ t

for some ` , `1 , . . . , `n , n , x , x1 , . . . , xn , t , t1 , . . . , tn
Then, by applying X3 , conclude:
`1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn and
[
` = `1 or · · · or ` = `n
]
Then, by applying standard inference rules, conclude:[
`1 = dx1 ≈ t1 and ` = `1
]
or · · · or [`n = dxn ≈ tn and ` = `n]
Then, by applying substitution, conclude
[
` = dx1 ≈ t1 or · · · or ` = dxn ≈ tn
]
.
X5 Suppose: {`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dx ≈ t ∈ L and ` = dx ≈ t and dy = dx

for some `1 , . . . , `n , n , x , x1 , . . . , xn , t , t1 , . . . , tn
Then, by applying X4 , conclude:
` = dx ≈ t and dy = dx and
[
` = dx1 ≈ t1 or · · · or ` = dxn ≈ tn
]
Then, by applying substitution, conclude
[
` = dy ≈ t and
[
` = dx1 ≈ t1 or · · · or ` = dxn ≈ tn
]]
.
Then, by applying substitution, conclude
[
dy ≈ t = dx1 ≈ t1 or · · · or dy ≈ t = dxn ≈ tn
]
. Then,
by applying standard inference rules, conclude
[
dy = dx1 or · · · or dy = dxn
]
. Then, by applying set
theory, conclude dy ∈ {dx1 , . . . , dxn}.
X6 Suppose: {`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`) and dx ≈ t ∈ L and Free(t) = ∅ and ` = dx ≈ t

for some ` , `1 , . . . , `n , n , x , x1 , . . . , xn , y , t , t1 , . . . , tn
Then, by applying X1 , conclude:
{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dx ≈ t ∈ L and ` = dx ≈ t and dy = dx
Then, by applying X5 , conclude dy ∈ {dx1 , . . . , dxn}.
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X7 Suppose: {`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L

for some `1 , . . . , `n , n , k , x1 , . . . , xn , x
′
1 , . . . , x
′
k , t1 , . . . , tn , t
′
1 , . . . , t
′
k
Then, by applying X4 , conclude:[
dx′1 ≈ t′1 = dx1 ≈ t1 or · · · or dx′1 ≈ t′1 = dxn ≈ tn
]
and · · · and[
dx′k ≈ t′k = dx1 ≈ t1 or · · · or dx′k ≈ t′k = dxn ≈ tn
]
Then, by applying standard inference rules, conclude:[
dx′1 = dx1 or · · · or dx′1 = dxn
]
and · · · and [dx′k = dx1 or · · · or dx′k = dxn]
Then, by applying set theory, conclude
[
dx′1 ∈ {dx1 , . . . , dxn} and · · · and dx′k ∈ {dx1 , . . . , dxn}
]
.
X8 Suppose: [
dy ∈ Free(`) and Free(`) = {dx′1 , . . . , dx′k}
]
for some x′1 , . . . , x
′
k , y , ` , k
Then, by applying substitution, conclude dy ∈ {dx′1 , . . . , dx′k}. Then, by applying standard inference
rules, conclude
[
dy = dx′1 or · · · or dy = dx′k
]
.
X9 Suppose: [
dy ∈ Free(t) and Free(t) = {dx′1 , . . . , dx′k}
]
for some x′1 , . . . , x
′
k , y , t , k
Then, by a reduction similar to X8 , conclude
[
dy = dx′1 or · · · or dy = dx′k
]
.
X0 Suppose:{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`) and Free(`) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L

for some ` , `1 , . . . , `n , n , k , x1 , . . . , xn , x
′
1 , . . . , x
′
k , y , t1 , . . . , tn , t
′
1 , . . . , t
′
k
Then, by applying X7 , conclude:
dy ∈ Free(`) and Free(`) = {dx′1 , . . . , dx′k} and
dx′1 ∈ {dx1 , . . . , dxn} and · · · and dx′k ∈ {dx1 , . . . , dxn}
Then, by applying X8 , conclude:
dx′1 ∈ {dx1 , . . . , dxn} and · · · and dx′k ∈ {dx1 , . . . , dxn} and
[
dy = dx′1 or · · · or dy = dx′k
]
Then, by applying standard inference rules, conclude:[
dx′1 ∈ {dx1 , . . . , dxn} and dy = dx′1
]
or · · · or [dx′k ∈ {dx1 , . . . , dxn} and dy = dx′k]
Then, by applying substitution, conclude
[
dy ∈ {dx1 , . . . , dxn} and · · · and dy ∈ {dx1 , . . . , dxn}
]
.
Then, by applying standard inference rules, conclude dy ∈ {dx1 , . . . , dxn}.
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W1 Suppose:{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(t) and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L

for some `1 , . . . , `n , n , k , x1 , . . . , xn , x
′
1 , . . . , x
′
k , y , t , t1 , . . . , tn , t
′
1 , . . . , t
′
k
Then, by a reduction similar to X0 , conclude dy ∈ {dx1 , . . . , dxn}.
W2 Suppose: [
dy ∈ Free(`) and ` = dx ≈ t
]
for some x , y , ` , t
Then, by applying substitution, conclude dy ∈ Free(dx ≈ t). Then, by applying Definition 8 of Free,
conclude dy ∈ Free(dx)∪Free(t). Then, by applying set theory, conclude
[
dy ∈ Free(dx) or dy ∈ Free(t)
]
.
Then, by applying Y0 , conclude
[
dy = dx or dy ∈ Free(t)
]
.
W3 Suppose:
{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`)
and dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L and ` = dx ≈ t

for some ` , `1 , . . . , `n , n , k , x , x1 , . . . , xn , x
′
1 , . . . , x
′
k , y , t , t1 , . . . , tn , t
′
1 , . . . , t
′
k
Then, by applying W2 , conclude:
{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L and ` = dx ≈ t
and
[
dy = dx or dy ∈ Free(t)
]
Then, by applying standard inference rules, conclude:{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dx ≈ t ∈ L and ` = dx ≈ t and dy = dx

or

{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and dy ∈ Free(t)

Then, by applying X5 , conclude:
dy ∈ {dx1 , . . . , dxn} or

{`′ | `′ = dx′ ≈ t′ and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and dy ∈ Free(t)

Then, by applying W1 , conclude
[
dy ∈ {dx1 , . . . , dxn} or dy ∈ {dx1 , . . . , dxn}
]
. Then, by applying
standard inference rules, conclude dy ∈ {dx1 , . . . , dxn}.
W4 Suppose: 
{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and L = {`j | 1 ≤ j ≤ n+m}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈
⋃{Free(`j′) | 1 ≤ j′ ≤ n+m}

for some `1 , . . . , `n+m , n , m , x1 , . . . , xn , y , t1 , . . . , tn
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Then, by applying Y8 , conclude:
{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and


dy ∈ Free(`j) and
Free(`j) = ∅
or
[[
dx ≈ t ∈ L and Free(t) = ∅ and `j = dx ≈ t
]
for some x , t
]
or
[[
Free(`j) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
]
for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k
]
or

[
dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t
]
for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k



for some j

Then, by applying standard inference rules, conclude:
{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and

Free(`j) = ∅
or
[[
dx ≈ t ∈ L and Free(t) = ∅ and `j = dx ≈ t
]
for some x , t
]
or
[[
Free(`j) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
]
for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k
]
or

[
dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t
]
for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k



for some j
Then, by applying standard inference rules, conclude:[
dy ∈ Free(`j) and Free(`j) = ∅
]
or

{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and
[[
dx ≈ t ∈ L and Free(t) = ∅ and `j = dx ≈ t
]
for some x , t
]

or

{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and
[[
Free(`j) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
]
for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k
]

or

{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and

[
dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t
]
for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k


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Then, by applying standard inference rules, conclude:[
dy ∈ Free(`j) and Free(`j) = ∅
]
or
[
{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and dx ≈ t ∈ L and Free(t) = ∅ and `j = dx ≈ t
 for some x , t]
or

{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j) and Free(`j) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L

for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k

or


{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t

for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k

Then, by applying Y9 , conclude:
false
or
[
{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and dx ≈ t ∈ L and Free(t) = ∅ and `j = dx ≈ t
 for some x , t]
or

{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j) and Free(`j) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L

for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k

or


{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t

for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k

Then, by applying X6 , conclude:
false or dy ∈ {dx1 , . . . , dxn}
or

{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j) and Free(`j) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L

for some x′1 , . . . , x
′
k , t
′
1 , . . . , t
′
k , k

or


{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t

for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k

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Then, by applying X0 , conclude:
false or dy ∈ {dx1 , . . . , dxn} or dy ∈ {dx1 , . . . , dxn}
or


{`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ Free(`j)
and dx ≈ t ∈ L and Free(t) = {dx′1 , . . . , dx′k} and dx′1 ≈ t′1 , . . . , dx′k ≈ t′k ∈ L
and `j = dx ≈ t

for some x , x′1 , . . . , x
′
k , t , t
′
1 , . . . , t
′
k , k

Then, by applying W3 , conclude:
false or dy ∈ {dx1 , . . . , dxn} or dy ∈ {dx1 , . . . , dxn} or dy ∈ {dx1 , . . . , dxn}
Then, by applying standard inference rules, conclude dy ∈ {dx1 , . . . , dxn}.
W5 Suppose: {`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}and L = {`j | 1 ≤ j ≤ n+m}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn

for some `1 , . . . , `n+m , n , m , x1 , . . . , xn , t1 , . . . , tn
Then, by applying W4 , conclude:[
dy ∈
⋃{Free(`j′) | 1 ≤ j′ ≤ n+m} implies dy ∈ {dx1 , . . . , dxn}] for all y
Then, by applying set theory, conclude
⋃{Free(`j′) | 1 ≤ j′ ≤ n+m} ⊆ {dx1 , . . . , dxn}.
W6 Suppose:
dy ∈ {dx1 , . . . , dxn} for some x1 , . . . , xn , y , n , t1 , . . . , tn
Then, by applying set theory, conclude
[
dy ∈ {dx1} or · · · or dy ∈ {dxn}
]
. Then, by applying Def-
inition 7 of Free, conclude
[
dy ∈ Free(dx1) or · · · or dy ∈ Free(dxn)
]
. Then, by applying set theory,
conclude
[
dy ∈ Free(dx1)∪Free(t1) or · · · or dy ∈ Free(dxn)∪Free(tn)
]
. Then, by applying Definition 8
of Free, conclude
[
dy ∈ Free(dx1 ≈ t1) or · · · or dy ∈ Free(dxn ≈ tn)
]
.
W7 Suppose: [
`1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and dy ∈ {dx1 , . . . , dxn}
]
for some `1 , . . . , `n+m , x1 , . . . , xn , y , t1 , . . . , tn , n , m
Then, by applying W6 , conclude:
`1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn and
[
dy ∈ Free(dx1 ≈ t1) or · · · or dy ∈ Free(dxn ≈ tn)
]
Then, by applying substitution, conclude
[
dy ∈ Free(`1) or · · · or dy ∈ Free(`n)
]
. Then, by applying
standard inference rules, conclude
[
dy ∈ Free(`1) or · · · or dy ∈ Free(`n+m)
]
. Then, by applying set
theory, conclude
[
dy ∈ Free(`1) ∪ · · · ∪ Free(`n+m)
]
. Then, by applying set theory, conclude:
dy ∈
⋃{Free(`j) | 1 ≤ j ≤ n+m}
W8 Suppose:[
`1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
]
for some `1 , . . . , `n+m , x1 , . . . , xn , t1 , . . . , tn , n , m
Then, by applying W7 , conclude:[
dy ∈ {dx1 , . . . , dxn} implies dy ∈
⋃{Free(`j) | 1 ≤ j ≤ n+m}] for all y
Then, by applying set theory, conclude {dx1 , . . . , dxn} ⊆
⋃{Free(`j) | 1 ≤ j ≤ n+m}.
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W9 Suppose: {`′ | `′ = dx ≈ t and `′ ∈ L} = {`1 , . . . , `n}and L = {`j | 1 ≤ j ≤ n+m}
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn

for some `1 , . . . , `n+m , n , m , x1 , . . . , xn , t1 , . . . , tn
Then, by applying W5 , conclude:
`1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and
⋃{Free(`j′) | 1 ≤ j′ ≤ n+m} ⊆ {dx1 , . . . , dxn}
Then, by applying W8 , conclude:⋃{Free(`j′) | 1 ≤ j′ ≤ n+m} ⊆ {dx1 , . . . , dxn} and {dx1 , . . . , dxn} ⊆ ⋃{Free(`j) | 1 ≤ j ≤ n+m}
Then, by applying set theory, conclude {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}.
Now, prove the lemma by the following reduction. Recall from Z1 :[
< is a linear extension of ≺L
]
for some <
Then, by applying Z4 , conclude:[
< is a linear extension of ≺L
]
and


{` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
and `1 < · · · < `n
and `n+1 < · · · < `n+m
 for some `1 , . . . , `n+m , n , m

Then, by applying standard inference rules, conclude:
[
< is a linear extension of ≺L
]
and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
and `1 < · · · < `n
and `n+1 < · · · < `n+m
 for some `1 , . . . , `n+m , n , m
Then, by applying Z6 , conclude:[
< is a linear extension of ≺L
]
and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L \ {` | ` = dx ≈ t and ` ∈ L} = {`n+1 , . . . , `n+m}
and `1 < · · · < `n
and `n+1 < · · · < `n+m
and L = {`j | 1 ≤ j ≤ n+m}
Then, by applying Y3 , conclude:[
< is a linear extension of ≺L
]
and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L = {`j | 1 ≤ j ≤ n+m}
and `1 < · · · < `n < `n+1 < · · · < `n+m
Then, by applying Y5 , conclude:[
< is a linear extension of ≺L
]
and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L = {`j | 1 ≤ j ≤ n+m}
and `1 < · · · < `n < `n+1 < · · · < `n+m
and
[[
`1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
]
for some x1 , . . . , xn , t1 , . . . , tn
]
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Then, by applying standard inference rules, conclude:
[
< is a linear extension of ≺L
]
and {` | ` = dx ≈ t and ` ∈ L} = {`1 , . . . , `n}
and L = {`j | 1 ≤ j ≤ n+m}
and `1 < · · · < `n < `n+1 < · · · < `n+m
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
 for some x1 , . . . , xn , t1 , . . . , tn
Then, by applying W9 , conclude:[
< is a linear extension of ≺L
]
and L = {`j | 1 ≤ j ≤ n+m}
and `1 < · · · < `n < `n+1 < · · · < `n+m
and `1 = dx1 ≈ t1 and · · · and `n = dxn ≈ tn
and {dx1 , . . . , dxn} =
⋃{Free(`j) | 1 ≤ j ≤ n+m}
L QED. M
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