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Abstract: Let X be anM×N random matrices consisting of independent
M -variate elliptically distributed column vectors x1, . . . ,xN with general
population covariance matrix Σ. In the literature, the quantity XX∗ is re-
ferred to as the sample covariance matrix, where X∗ is the transpose of
X. In this article, we show that the limiting behavior of the scaled largest
eigenvalue of XX∗ is universal for a wide class of elliptical distributions,
namely, the scaled largest eigenvalue converges weakly to the same limit
as M,N → ∞ with M/N → φ > 0 regardless of the distributions that
x1, . . . ,xN follow. In particular, via comparing the Green function with
that of the sample covariance matrix of multivariate normally distributed
data, we conclude that the limiting distribution of the scaled largest eigen-
value is the celebrated Tracy-Widom law. Applications of our results to the
statistical signal detection problems have also been discussed.
MSC 2010 subject classifications: Primary 60B20; secondary 62H10,
15B52, 15A18.
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distribution, local law, random matrix theory, Tracy-Widom law.
1. Introduction
Suppose one observed independent and identically distributed (i.i.d.) data x1,
. . . ,xN with 0 mean from R
M , where the positive integers N and M are the
sample size and the dimension of data respectively. DefineW = N−1∑Ni=1 xix∗i ,
referred to as the sample covariance matrix of x1, . . . ,xN , where ∗ is the con-
jugate transpose of matrices throughout this article. A fundamental question
in statistics is to analyze the behavior of W . Let X = (x1, . . . ,xN ) be the
1
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M × N matrix. Σ = Ex1x∗1 is defined as the population covariance matrix. In
recent decades, fruitful results exploring the asymptotic property of W have
been established by random matrix theory under the high-dimensional asymp-
totic regime. In contrast to the traditional low dimensional asymptotic regime
where the dimension M is usually fixed or small and the sample size N is large,
the high-dimensional asymptotic regime refers to that both N,M are large and
even of comparable magnitude. For a list of introductory materials on random
matrix theory, see e.g. [3, 4, 9, 11, 16, 31]. Define Σ1/2 as the unique nonnegative
definite matrix such that Σ1/2Σ1/2 = Σ. It is worth noting that most works on
the inference of high-dimensional covariance matrices using random matrix the-
ory assume that X = Σ1/2Y with theM×N matrix Y consisting of i.i.d. entries
with 0 mean and variance 1. This assumption excludes many practically useful
statistical models, for instance, almost all members in the family of elliptical
distributions. One exception is the case where x1, . . . ,xN follow M -variate nor-
mal distribution with mean 0 and population covariance matrix Σ. If x1, . . . ,xN
are not normal, the entries in each column of Y are only guaranteed to be un-
correlated instead of independent, the latter being a much stronger notion than
the former.
In this article, we consider the case where x1, . . . ,xN follow elliptical distri-
bution which is a family of probability distributions widely used in statistical
modeling. See e.g. the technical report [1] for a comprehensive introduction to
elliptical distributions. Generally, we say a random vector x follows elliptical
distribution if x can be written as
x = ξAu, (1)
where A ∈ RM×M is a nonrandom transformation matrix with rank(A) = M ,
ξ ≥ 0 is a scalar random variable representing the radius of x, and u ∈ RM
is the random direction, which is independent of ξ and uniformly distributed
on the M − 1 dimensional unit sphere SM−1 in RM , denoted as u ∼ U(Sp−1).
See e.g. [12, 13, 21, 35] for some recent advances on statistical inference for
elliptically distributed data. Our work focuses on the problem involving the
largest eigenvalue of sample covariance matrix of elliptically distributed data.
To be specific, we show that the rescaled largest eigenvalue converges to the
celebrated Tracy-Widom law [14, 22, 28, 33]. Our arguments are built upon the
pioneering works [8, 19, 25, 30].
The eigenvalues of sample covariance matrix widely appear in statistical ap-
plications such as principal component analysis (PCA), factor analysis, hypoth-
esis testing. As an instance, in PCA, the covariance matrix is decomposed into
eigenvectors and eigenvalues, which can be regarded as a rotation of the data.
A random data vector rotated by the orthogonal matrix formed by the eigen-
vectors of its covariance matrix transforms into a new vector whose components
become uncorrelated with each other. Meanwhile, the eigenvalue of covariance
matrix represents the variance of each component of rotated vector. In many
practical situations, such as financial asset pricing and signal processing (see,
e.g. [2, 10]), the data observed are usually of high-dimension but are actually
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sparse in nature. For example, most components of the rotated high-dimensional
data are of small variances compared to a few components whose variances are
large. In this case, a practical act is to keep only the small portion of components
of large variances suggested by the eigenvalues of covariance matrix with others
discarded. This way of data manipulation often acts as an effective dimension
reduction technique in practice. However, most of the time, the eigenvalues of
population covariance matrix are unknown. In many cases, the largest sam-
ple eigenvalue performs as a good candidate for the inference of properties of
population eigenvalues. See e.g. [7, 23, 24, 29].
This article is organized as follows. In Section 2, we introduce our notation
and list the basic conditions. In Section 3, we present our main results and the
sketch of proof. Our first result referred to as the local law in the literature is a
bound of difference between the Stieltjes transform of empirical distribution of
sample eigenvalues and that of its limiting counterpart. This result will be our
starting point to derive the limiting distribution of the rescaled largest eigen-
value, and meanwhile, it may be of interest for its own right since a number of
other useful consequences regarding sample covariance matrix such as eigenvec-
tor delocalization, eigenvalue spacing (see e.g. [9]) can be obtained from it. Our
second result says that the limiting distribution of the rescaled largest eigenvalue
does not depend on the specific distribution of matrix entries. Comparison with
the normally distributed data indicates that the limiting distribution of the
larges eigenvalue is the Tracy-Widom (TW) law. In Section 4, we introduce
some applications of our main results in high-dimensional statistical inference.
In Sections 6 and 7, we give the proof of our main results.
2. Notation and basic conditions
Throughout this article, we set C > 0 to be a constant whose value may be
different from line to line. Z, Z+, R, R+, C, C
+ denote the integers, positive
integers, real numbers, positive real numbers, complex numbers and the upper
half complex plane respectively. For a, b ∈ R, a ∧ b = min(a, b) and a ∨ b =
max(a, b). ı =
√−1. For a complex number z, ℜz and ℑz denote the real and
imaginary parts of z respectively. For a matrix A = (Aij), TrA denotes the trace
of A, ‖A‖ denotes the spectral norm of A which equals the largest singular value
of A and ‖A‖F denote the Frobenius norm of A which equals
∑
ij |Aij |2. For
M ∈ Z+, diag(a1, . . . , aM ) denote the diagonal matrix with a1, . . . , aM as its
diagonal elements. For two sequences of number {aN}∞N=1, {bN}∞N=1, aN ≍ bN
if there exist constants C1, C2 > 0 such that C1|bN | ≤ |aN | ≤ C2|bN | and O(aN )
and o(aN ) denote the sequences such that |O(aN )/aN | ≤ C with some constant
C > 0 for all large N and limN→∞ o(aN )/aN = 0. I denotes the identity matrix
of appropriate size. For a set A, Ac denotes its complement (with respect to some
whole set which is clear in the context). For some integer M ∈ Z+, χ2M denotes
the chi-square distribution with degrees of freedomM . For a measure ̺, supp(̺)
denotes its support. For any finite set T , we let |T | denote the cardinality of T .
For any event Ξ, 1(Ξ) denotes the indicator of the event Ξ, which equals 1 if Ξ
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occurs and equals 0 if Ξ does not occur. For any a, b ∈ R with a ≤ b, 1[a,b](x)
equals 1 if x ∈ [a, b] and equals 0 if x /∈ [a, b].
Let U = (u1, . . . ,uN ) and D = diag(ξ1, . . . , ξN ). We define the following
column vectors xi, ri and the data matrix X ,
xi := ξiui, ri := Σ
1/2xi, ∀i ∈ {1, . . . , N},
X := Σ1/2UD = (ξ1Σ
1/2u1, . . . , ξNΣ
1/2uN ).
Let σ1, . . . , σM denote the descending eigenvalues of Σ. Since the distribution
of u1, . . . ,uN is orthogonally invariant, we may without loss of generality assume
that Σ = diag(σ1, . . . , σM ).
Fix 0 < τ < 1. Define
D ≡ D(τ,N) := {z = E + ıη ∈ C+ : |z| ≥ τ, |E| ≤ τ−1, N−1+τ ≤ η ≤ τ−1}.
For z := E + ıη ∈ C+, define the following quantities
W = X∗ΣX, W = Σ1/2XX∗Σ1/2,
G(z) = (W − zI)−1, G(z) = (W − zI)−1, mN (z) = 1
N
TrG(z).
We observe that the set of eigenvalues of W and W are the same up to
|M ∨ N −M ∧ N | number of 0s. We denote the descending eigenvalues of W
and W in the unified manner as λ1 ≥ λ2 ≥ · · · ≥ λM∨N , where λ1, . . . , λM and
λ1, . . . , λN are understood to be the eigenvalues of W and W respectively. In
particular, λM∧N+1, . . . , λM∨N are all 0.
Denote I = {1, . . . , N}. For T ⊂ I, we introduce the notation X(T ) to denote
the M × (N − |T |) minor of X obtained from removing all ith columns of X if
i ∈ T . In particular, X(∅) = X . For convenience, we briefly write ({i}), ({i, j})
and {i, j} ∪ T as (i), (i, j) and (ijT ) respectively. Correspondingly, we denote
W (T ) = (X(T ))∗ΣX(T ), W(T ) = Σ1/2X(T )(X(T ))∗Σ1/2
and
G(T )(z) = (W (T ) − zI)−1, G(T )(z) = (W(T ) − zI)−1,
m
(T )
N (z) =
1
N
TrG(T )(z).
Throughout this article, for a matrix A, Aij denote the (i, j)-th entry of A.
In particular, we keep the names of indices of X for X(T ). That means
X
(T )
ij = 1({j /∈ T })Xij , and similarly G(T )ij (z) = 1({j /∈ T })G(T )ij (z).
In the following, we present a notion introduced in [17]. It provides a simple
way of systematizing and making precise statements of the form “X is bounded
with high probability by Y up to small powers of N”.
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Definition 1 (Stochastic domination). Let
A = {AN (t) : N ∈ Z+, t ∈ TN}, B = {BN (t) : N ∈ Z+, t ∈ TN}
be two families of nonnegative random variables, where TN is a possibly N -
dependent parameter set. We say that X is stochastically dominated by Y ,
uniformly in t if for all (small) ε > 0 and (large) D > 0 there exists N0(ε,D) ∈
Z+ such that
sup
t∈TN
P
(
AN (t) > N
εBN (t)
) ≤ N−D
as N ≥ N0(ε,D). If X is stochastically dominated by A, uniformly in t, we use
notation A ≺ B or A = O≺(B). Moreover, for some complex family A if |A| ≺ B
we also write A = O≺(B). We say that an event Ξ holds with high probability
if 1 ≺ 1(Ξ).
Remark 1. The stochastic domination throughout this article holds uniformly
for the matrix indices and z ∈ D (or z ∈ De). For simplicity, in the proof of
each result, we omit the explicit indication of this uniformity.
Throughout this article, we assume the following conditions.
Condition 1. N →∞ with M ≡M(N)→∞ such that φ :=M/N ∈ [a, b] for
all large N where a < b are two positive numbers.
Condition 2. u1, . . . ,uN are i.i.d. random vectors such that u1 ∼ U(SM−1).
Condition 3. ξ1, . . . , ξN are independent real-valued random variables such
that Eξ2i =MN
−1, E|ξi|p <∞ for all p ∈ Z+ and ξ2i − Eξ2i ≺ N−1/2 uniformly
for all i ∈ {1, . . . , N}.
Let π be the empirical distribution of σ1, . . . , σM , i.e. π is a discrete proba-
bility distribution which puts mass M−1 on each of σ1, . . . , σM . We also denote
̺N as the empirical distribution of W . We note that
mN (z) =
∫
1
x− z ̺N (dx),
which is called the Stieltjes transform of the measure ̺N . One can check that
Conditions 1 to 3 are sufficient for Theorem 1.1 of [5] to hold. Hence we have
the following result.
Lemma 1. Suppose, given Conditions 1 to 4, π converges weakly to a probability
distribution π0 and φ→ φ0 ∈ (0,∞). Then, almost surely, ̺N converges weakly
to a deterministic limiting probability distribution ̺ and for any z ∈ C+, almost
surely, mN (z) converges to the Stieltjes transform of ̺ which we denote as m(z).
Moreover, for all z ∈ C+, m(z) is the unique value in C+ satisfying the equation
z = − 1
m(z)
+ φ0
∫
x
1 + xm(z)
π0(dx). (2)
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Remark 2. If we replace π0 and φ0 by their finite sample counterparts π and
φ in (2) and solve for m for each z ∈ C+, we obtain a Stieltjes transform of a
deterministic probability distribution. Throughout this article, we denote this
deterministic probability distribution and its Stieltjes transform as ̺ and m(z)
respectively. By Lemma 1, when N is large ̺N and mN (z) are close to ̺ and
m(z). The aim of next section is to evaluate the bound of |mN (z)−m(z)|.
Throughout this article, we define the function f : C→ C,
f(w) = − 1
w
+ φ
∫
xπ(dx)
1 + wx
.
Condition 4. Define c ∈ (0, 1/σ1) satisfying the equation
f ′(−c) = 0,
where f ′ is the derivative of f . It holds that 0 < lim infN→∞ σM ≤ lim supN→∞
σ1 <∞ and lim supN→∞ σ1c < 1.
Remark 3. Condition 3 excludes some elliptical distributions, such as multivari-
ate student-t distributions and normal scale mixtures. The limiting empirical
distribution of sample eigenvalues from these distributions do not follow the
Marcˇenko-Pastur equation (2), see ([15, 27]), and hence is out of scope of this
article. Actually there are still a wide range of distributions satisfying Condi-
tion 3, including the multivariate Pearson type II distribution and the family of
Kotz-type distributions, see the examples and Table 1 in [21]. In particular, if
ξ2 can be written as ξ2 = N−1(y1+ · · ·+ yM ) with y1, . . . , yM being an positive
i.i.d. sequence such that Ey1 = 1 and Ey
p
1 < ∞ for all p ∈ Z+, then ξ satisfies
Condition 3.
We let
λ+ := f(−c).
It can be shown that λ+ is the rightmost endpoint of supp(̺) (see the dis-
cussion on page 4 of [8] or Lemma 2.4 of [25]) referred to as the edge of ̺.
Define for τ, τ ′ ∈ (0,∞), N ∈ Z+,
De ≡ De(τ, τ ′, N) := {z ∈ D : E ∈ [λ+ − τ ′, λ+ + τ ′]},
the subset of D with the real part of z restricted to a small closed interval
around λ+.
Define the z-dependent event Ξ := {Λ ≤ (logN)−1}. Let
Λ ≡ Λ(z) := max
i,j∈I
|Gij(z)− δijm(z)| Λo ≡ Λo(z) := max
i,j∈I,i6=j
|Gij(z)|,
Θ ≡ Θ(z) := |mN (z)−m(z)|, ΨΘ :=
√
ℑm(z) + Θ
Nη
,
where δij denotes the Kronecker delta, i.e. δij = 1 if i = j and δij = 0 if i 6= j.
For simplicity of notation, we occasionally omit the variable z for those z-
dependent quantities provided no ambiguity occurs.
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3. Main results
3.1. Local law
Theorem 1 (Strong local law). Given Conditions 1 to 4, there exists a constant
τ ′ depending only on τ such that
Λ(z) ≺
√
ℑm(z)
Nη
+
1
Nη
, (3)
|mN (z)−m(z)| ≺ 1
Nη
(4)
uniformly for z ∈ De(τ, τ ′, N).
A direct consequence is the following theorem.
Theorem 2. For any real numbers a, b such that a ≤ b, define nN (a, b) =∫ b
a
̺N (dx) and n(a, b) =
∫ b
a
̺(dx). Given Conditions 1 to 4,
|λ1 − λ+| ≺ N−2/3, (5)
and there exists a constant τ ′ depending only on τ such that for any E1, E2 ∈
{ℜz : z ∈ De(τ, τ ′, N)},
|nN (E1, E2)− n(E1, E2)| ≺ N−1. (6)
3.2. Edge universality
Theorem 3 (Edge universality). Let u1, . . . ,uN , ξ1, . . . , ξN be as in Condi-
tions 1 to 4. Let X = (ξ1u1, . . . , ξNuN ) be the M × N matrix. Denote X˜ =
(ξ˜1u1, . . . , ξ˜NuN ) where ξ˜1, . . . , ξ˜N are N i.i.d. random variables following χ
2
M/M
distribution. Then it holds that for sufficiently large N and any real number s
which may depend on N , there exist some positive constants ε, δ > 0 such that
P(N2/3(λ˜1 − λ+) ≤ s−N−ε)−N−δ ≤ P(N2/3(λ1 − λ+) ≤ s)
≤ P(N2/3(λ˜1 − λ+) ≤ s+N−ε) +N−δ,
where λ˜1 is the largest eigenvalue of the sample covariance matrix of X˜.
Corollary 1 (Tracy-Widom law). Let X be as in Theorem 3. Given Conditions
1 to 4, we have
lim
N→∞
P
(
γN2/3(λ1 − λ+) ≤ s
)
= F1(s),
where γ is the value satisfying
1
γ3
=
1
c3
(
1 + φ
∫ ( λc
1− λc
)3
π(dλ)
)
and F1(s) is the type-1 Tracy-Widom distribution [33].
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Remark 4. Theorem 3 can be extended to the case of joint distribution of
the largest k eigenvalues for any fixed positive integer k, namely, for any real
numbers s1, . . . , sk which may depend on N , there exist some positive constants
ε, δ > 0 such that for all large N
P(N2/3(λ˜1 − λ+) ≤ s1 −N−ε, . . . , N2/3(λ˜k − λ+) ≤ sk −N−ε)−N−δ
≤ P(N2/3(λ1 − λ+) ≤ s1, . . . , N2/3(λk − λ+) ≤ sk)
≤ P(N2/3(λ˜1 − λ+) ≤ s1 +N−ε, . . . , N2/3(λ˜k − λ+) ≤ sk +N−ε) +N−δ.
(7)
Accordingly, Corollary 1 can be extended to that for any fixed positive integer
k, (
γN2/3(λ1 − λ+), . . . , γN2/3(λk − λ+)
)
converges to the k-dimensional joint Tracy-Widom distribution. Here we use
the term joint Tracy-Widom distribution as in Theorem 1 of [32]. The extension
(7) can be realized from a similar arguments as that of [30]. Here we do not
reproduce the details.
3.3. Sketch of the proof
First, we show Theorems 1 and 2 which will serve as crucial inputs for the proof
of Theorem 3 and Corollary 1. We start by looking at each entry of the Green
function G(z). The general target is to show that each diagonal element of G(z)
is close to m(z) and the off-diagonal elements of G(z) are close to 0. Before
attaining the final goal, our first step is to obtain a weaker but still nontrivial
version of the local law, i.e. Λ(z) ≺ (Nη)−1/4 and Θ(z) ≺ (Nη)−1/4. Compared
to previous papers e.g. [7, 8, 25, 30] assuming i.i.d. entries in the data matrix,
the main difficulty of our work is to deal with dependence among entries in
each column xi, i = 1, . . . , N . Due to the dependence, the usual large deviation
bounds for i.i.d. vectors as in [7, 8, 25, 30] are no longer applicable. In Section 5,
we present the large deviation inequalities (Lemma 5) for uniformly spherically
distributed random vectors and give their proofs in the supplementary material
[34]. Moreover, the radius variable ξi causes extra randomness which is the
reason for the introduction of Condition 3 as to reduce the variation. Also due
to the dependence, the strategy in [25] to expand the matrix X along both rows
and columns cannot be applied. We tackle this issue by expanding X only along
columns and bounding the errors emerging from the finite sample approximation
of the Marcˇenko-Pastur equation. Then the weak local law can be achieved by
a bootstrapping procedure. Next, the bound Θ(z) ≺ (Nη)−1/4 is strengthened
to Θ(z) ≺ (Nη)−1 via the self-improving steps utilizing a so-called fluctuation
averaging argument. We briefly explain the latter as follows. For instance, we
look at the average
1
N
N∑
i=1
( 1
Gii(z)
− Ei 1
Gii(z)
)
, (8)
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where the operator Ei is the conditional expectation given all u1, . . . ,uN , ξ1, . . . , ξN
except ui, ξi. The fluctuation averaging argument shows that the terms
1
Gii(z)
−
Ei
1
Gii(z)
, i = 1, . . . , N are only weakly correlated with each other in the sense
that the averaging (8) reduces the magnitude of each 1Gii(z) − Ei 1Gii(z) , i =
1, . . . , N by roughly an order of (Nη)−1/2.
With (3) and (4) at hand, (5) follows from a standard contradiction argu-
ment similar to Proposition 9.1 of [9], and (6) follows from the Helffer-Sjo¨strand
argument, see e.g. Theorem 2.8 and Appendix C of [9] or (8.6) of [30].
For Theorem 3, the main technical part is to show the Green function com-
parison theorem (Theorem 4) on which we give elaboration now. From the dis-
cussion before Lemma 14 in Subsection 7.2, we see that the eigenvalue count-
ing function N (a, b) for some a < b can be approximated by the quantity
N
∫ b
a ℑmN (x + ıη)dx which turns out to be the smoothed version of N (a, b)
on the scale η. Therefore, to compare the distributions of the largest eigenval-
ues amounts to comparing the Green functions. As a key input to the proof of
Theorem 3, Theorem 4 shows that
EF
(
N
∫ b
a
ℑmN (x+ ıη)dx
)
− EF
(
N
∫ b
a
ℑm˜N (x+ ıη)dx
)
(9)
is small for large N where F is a four times differentiable function, and mN and
m˜N are the Stieltjes transforms with respect to X and X˜ defined in Theorem
3 respectively. Theorem 4 is shown by using the Taylor expansion applied to F
together with a Lindberg central limit theorem type argument proposed in [30].
The strategy of the Lindberg central limit theorem type argument is to telescope
the difference (9) into the summation of N terms, each time replacing a radius
variable ξi (or say, a column xi), so that the total error can be well controlled.
A crucial step for the proof is to obtain a bound on the entries of (G(z))2. Since
the elliptically distributed data do not have i.i.d. structure as those in [7, 30],
it is unclear how to directly evaluate individual entries of (G(z))2. Nonetheless,
the observation that the distribution of each column is solely determined by
the radius variable allows us to bypass this problem. We refer the readers to
Subsection 7.2 for the details. Finally, Corollary 1 is an immediate consequence
of Theorem 3.
4. Statistical applications
In this section, we introduce some applications of our main results. We first in-
vestigate the numerical approximation of the TW law by the largest eigenvalues
sampled from different elliptically distributions and then consider a hypothesis
testing problem.
We set the population covariance matrix to be the diagonal matrices
Σ1 = diag(2, . . . , 2︸ ︷︷ ︸
⌊M/2⌋
, 1, . . . , 1︸ ︷︷ ︸
M−⌊M/2⌋
), Σ2 = diag(1 +
√
φ
2
, 1, . . . , 1).
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• Accuracy of numerical approximation
We generate 10000 independent matrices of different dimensions from each
distribution and then evaluate the largest eigenvalue of each sample. Then we
compare the cumulative probabilities of the TW law at several percentiles with
the estimated cumulative probabilities interpolated at the percentiles of the TW
law using the empirical distribution of the scaled largest eigenvalues obtained
from the 10000 independent matrices.
Let
d1 = 0.2870δ0 + 0.5971δ1 + 0.1000δ3/2 + 0.0063δ2 + 0.0095δ4,
d2 = 0.1409δ0 + 0.2906δ1 + 0.4217δ1/2 + 0.1454δ2 + 0.0014δ4,
be two discrete distributions where δx stands for the point mass located at
x ∈ R.
Then we define ξ(1), ξ(2) as the sum of M i.i.d. random variables from distri-
butions d1 and d2 respectively. Then one can check that the first three moments
of ξ(1) and the first four moments of ξ(2) are the same as those of the χ distri-
bution with degrees of freedomM , where χ distribution is defined as the square
root of χ2 distribution with the same degrees of freedom. We note that if the
radius variable ξ follows χ distribution with degrees of freedom M , then x in
the model (1) follows multivariate normal distribution. For k = 1, 2, we set the
columns x
(k)
1 , . . . ,x
(k)
N to be u1ξ
(k)
1 , . . . ,uNξ
(k)
N where u1, . . . ,uN are random
samples from U(SM−1) and ξ(k)1 , . . . , ξ
(k)
N are i.i.d following the distributions of
ξ(k). Throughout this section, we use X(k) to represent the data matrix con-
sisting of columns x(k), . . . ,x(k) for k = 1, 2. The results are listed in Table
1.
• Testing the existence of signals in signal-plus-noise models
Consider an M -dimensional signal-plus-noise vector y = As+Σ1/2z, where s is
a k-dimensional zero mean signal vector with covariance matrix R; z is an M -
dimensional elliptically distributed vector; A is an M × k deterministic matrix
with full column rank and Σ is anM×M deterministic positive definite matrix.
Let z1, . . . , zN and s1, . . . , sN be the i.i.d. copies of s and z respectively. Given
the data
yi = Asi +Σ
1/2zi, i = 1, . . . , N,
we test the hypothesis
H0 : k = 0 vs H1 : k ≥ 1.
Under the null hypothesis, the sample covariance matrix N−1
∑M
i=1 yiy
∗
i re-
duces to N−1Σ1/2
∑M
i=1 ziz
∗
iΣ
1/2. We consider Onatski [29]’s test statistic de-
fined as
T =
λ1 − λ2
λ2 − λ3 ,
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Table 1
The simulated cumulative probabilities of the TW percentiles for the four different settings.
The first column, theoretical percentiles of the TW law corresponding to the probabilities
listed in column two is obtained from the R package RMTstat. In each of the above four
cases, we generate 10000 matrices with the distribution defined above, and then calculate the
largest eigenvalue of sample covariance matrix and renormalize it with the parameters λ+
and γ according to Corollary 1. The simulated 10000 largest eigenvalues define an empirical
distribution. We interpolate the values of this empirical distribution at the percentilesof the
TW law (column one) for various pairs of
(M,N) = (60, 60), (200, 200), (100, 200), (200, 100), (250, 500),
(500, 250), (200, 600), (600, 200), (500, 1500), (1500, 500). The last column states the
approximate standard errors based on binomial sampling.
(Σ, X) Percentile TW 60× 60 200× 200 100× 200 250× 500 200× 100 500× 250 200× 600 500× 1500 600× 200 1500× 500 2×SE
(Σ1,X(1))
-3.90 0.01 0.009 0.009 0.010 0.011 0.010 0.010 0.009 0.010 0.010 0.008 0.002
-3.18 0.05 0.051 0.048 0.051 0.053 0.051 0.051 0.048 0.049 0.050 0.046 0.004
-2.78 0.10 0.101 0.098 0.102 0.106 0.102 0.099 0.101 0.102 0.097 0.095 0.006
-1.91 0.30 0.310 0.299 0.298 0.304 0.304 0.289 0.308 0.300 0.296 0.294 0.009
-1.27 0.50 0.509 0.499 0.500 0.505 0.499 0.493 0.505 0.501 0.494 0.497 0.100
-0.59 0.70 0.704 0.699 0.702 0.705 0.701 0.691 0.704 0.703 0.696 0.695 0.009
0.45 0.90 0.892 0.896 0.898 0.901 0.897 0.896 0.902 0.897 0.900 0.897 0.006
0.98 0.95 0.942 0.946 0.946 0.951 0.948 0.948 0.950 0.948 0.948 0.947 0.004
2.02 0.99 0.987 0.988 0.989 0.990 0.988 0.990 0.988 0.989 0.991 0.990 0.002
(Σ2,X(1))
-3.90 0.01 0.008 0.010 0.010 0.010 0.009 0.011 0.010 0.009 0.010 0.008 0.002
-3.18 0.05 0.052 0.045 0.047 0.048 0.047 0.048 0.050 0.045 0.046 0.048 0.004
-2.78 0.10 0.098 0.096 0.093 0.098 0.094 0.095 0.097 0.096 0.093 0.098 0.006
-1.91 0.30 0.298 0.292 0.288 0.290 0.290 0.289 0.288 0.296 0.286 0.292 0.009
-1.27 0.50 0.484 0.488 0.483 0.489 0.488 0.486 0.488 0.499 0.491 0.483 0.100
-0.59 0.70 0.680 0.684 0.680 0.683 0.689 0.687 0.689 0.691 0.687 0.683 0.009
0.45 0.90 0.884 0.889 0.883 0.891 0.889 0.893 0.892 0.899 0.891 0.895 0.006
0.98 0.95 0.938 0.941 0.939 0.943 0.940 0.946 0.945 0.948 0.945 0.950 0.004
2.02 0.99 0.986 0.988 0.987 0.987 0.988 0.990 0.988 0.990 0.989 0.989 0.002
(Σ1,X(2))
-3.90 0.01 0.010 0.013 0.012 0.011 0.012 0.012 0.011 0.011 0.012 0.009 0.002
-3.18 0.05 0.061 0.063 0.063 0.061 0.061 0.058 0.056 0.060 0.055 0.054 0.004
-2.78 0.10 0.119 0.121 0.121 0.118 0.121 0.113 0.113 0.113 0.110 0.110 0.006
-1.91 0.30 0.359 0.336 0.344 0.340 0.347 0.321 0.341 0.324 0.323 0.323 0.009
-1.27 0.50 0.570 0.544 0.553 0.538 0.554 0.529 0.538 0.535 0.527 0.526 0.100
-0.59 0.70 0.759 0.737 0.744 0.732 0.751 0.726 0.729 0.725 0.732 0.721 0.009
0.45 0.90 0.926 0.919 0.920 0.921 0.922 0.913 0.912 0.907 0.914 0.911 0.006
0.98 0.95 0.964 0.959 0.959 0.960 0.961 0.958 0.957 0.952 0.956 0.956 0.004
2.02 0.99 0.993 0.993 0.991 0.992 0.993 0.992 0.991 0.992 0.992 0.991 0.002
(Σ2,X(2))
-3.90 0.01 0.010 0.012 0.013 0.011 0.013 0.012 0.013 0.011 0.012 0.010 0.002
-3.18 0.05 0.056 0.060 0.058 0.056 0.058 0.055 0.058 0.057 0.060 0.054 0.004
-2.78 0.10 0.118 0.116 0.117 0.113 0.116 0.115 0.113 0.112 0.115 0.112 0.006
-1.91 0.30 0.354 0.342 0.342 0.332 0.347 0.336 0.325 0.324 0.327 0.321 0.009
-1.27 0.50 0.565 0.550 0.546 0.531 0.552 0.531 0.532 0.532 0.526 0.522 0.100
-0.59 0.70 0.756 0.735 0.733 0.726 0.745 0.726 0.733 0.723 0.725 0.719 0.009
0.45 0.90 0.924 0.915 0.916 0.911 0.921 0.915 0.916 0.913 0.910 0.911 0.006
0.98 0.95 0.962 0.957 0.959 0.953 0.961 0.961 0.960 0.956 0.956 0.956 0.004
2.02 0.99 0.992 0.993 0.993 0.990 0.994 0.993 0.993 0.992 0.992 0.991 0.002
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where λ1, λ2, λ3 are respectively the largest, second largest and third largest
eigenvalues of sample covariance matrix N−1
∑M
i=1 yiy
∗
i . Under the null hy-
pothesis H0, according to the results in Section 3, the limiting distribution of
T as N,M → ∞ is free of the unknown parameter Σ and thus can be ap-
proximated numerically provided z1, . . . , zN and Σ satisfy Conditions 1 to 4.
We approximate the percentiles of the limiting distribution of T as follows. We
simulate 30000 independent matrices of dimension 3000 from the Gaussian or-
thogonal ensemble (see e.g. Example 2.3 of [9] for its definition). Record the
first three largest eigenvalues of each sample as µ1,j , µ2,j , µ3,j, j = 1, . . . , 30000.
Then the approximated percentiles are obtained as the sample percentiles of
(µ1,j − µ2,j/(µ2,j − µ3,j), j = 1, . . . , 30000. In the simulation study, we set the
alternative to be
H1 : k = 1, A = e1 and s ∼ N(0, ν
√
φ),
where e1 is the vector whose first entry is 1 and the others are 0 and ν > 0
is a strength parameter. The null hypothesis is rejected if the test statistic T
exceeds the 95-th percentile of the limiting distribution of T. In the hypothe-
sis testing problem, the distributions of columns x1, . . . ,xN are set to be the
more challenging multivariate Pearson type II distribution and double expo-
nential distribution. Specifically, we set the radius variables ξ1, . . . , ξN to be
i.i.d. with ξ21 ∼ Beta(M2 , 12 ) and ξ1 ∼ Γ(M2 , 12 ) respectively, normalized so that
Eξ21 = MN
−1, where Beta(a, b) and Γ(a, b) are the beta and gamma distri-
butions with parameters a, b respectively. Throughout this section, we use X1
and X2 to represent the data matrix sampled from multivariate Pearson type
II distribution and double exponential distribution respectively. The simulated
sizes and powers are presented in Tables 2 and 3 respectively. We see that even
for moderate matrices dimensions, the testing sizes are well-controlled and the
testing powers for relatively large ν are satisfactory. That ν = 0.5 leads to low
rate of rejection is due to the fact that a tiny additive finite rank perturbation
of the population covariance matrix may not produce significant change of the
largest eigenvalue of sample covariance matrix. This has been verified for the
spiked covariance models by various sources such as [6, 7, 20]. Our simulation
study shows reliable results given different elliptically distributed noise. This
once again confirms the generality and wide applicability of the universality
result.
Table 2
Simulated test sizes for the four settings under the 5% nominal significance level
(Σ, X) 30× 30 100× 100 100× 300 500× 1500 300× 100 1500× 500
(Σ1, X1) 0.0565 0.0499 0.0513 0.0517 0.0505 0.0503
(Σ2, X1) 0.0593 0.0494 0.0499 0.0514 0.0514 0.0519
(Σ1, X2) 0.0697 0.0528 0.0534 0.0492 0.0490 0.0506
(Σ2, X2) 0.0675 0.0594 0.0512 0.0542 0.0483 0.0559
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Table 3
Simulated test powers for the four settings under the 5% nominal significance level
ν (Σ,X) 30× 30 100× 100 100× 300 500× 1500 300× 100 1500× 500
0.5
(Σ1,X1) 0.0614 0.0547 0.0522 0.0523 0.0516 0.0482
(Σ2,X1) 0.0853 0.0859 0.0740 0.0859 0.1216 0.2162
(Σ1,X2) 0.0602 0.0533 0.0509 0.0517 0.0547 0.0500
(Σ2,X2) 0.0687 0.0704 0.0642 0.0795 0.0909 0.1925
4
(Σ1,X1) 0.6052 0.9009 0.9680 1.0000 0.9714 1.0000
(Σ2,X1) 0.7968 0.9892 0.9967 1.0000 1.0000 1.0000
(Σ1,X2) 0.3722 0.8013 0.9374 1.0000 0.9414 1.0000
(Σ2,X2) 0.5261 0.9522 0.9872 1.0000 0.9990 1.0000
6
(Σ1,X1) 0.8377 0.9942 0.9996 1.0000 0.9995 1.0000
(Σ2,X1) 0.9444 0.9999 1.0000 1.0000 1.0000 1.0000
(Σ1,X2) 0.6234 0.9761 0.9992 1.0000 0.9975 1.0000
(Σ2,X2) 0.7627 0.9975 0.9998 1.0000 1.0000 1.0000
5. Preliminary results
In this section, we present some preliminary results that will be used in the
derivation of our main theorems in Sections 6 and 7. The proof of Lemmas 3
and 5 are given in the supplementary material [34]. Lemma 4 is an elementary
linear algbera result. We omit its proof.
Using Shur’s complement formula, we have the following lemma. For its proof,
we refer the readers to Lemma 4.2 of [18].
Lemma 2. Under the above notation, for any T ⊂ I
G
(T )
ii (z) = −
1
z + zr∗iG(iT )(z)ri
, ∀i ∈ I\T,
G
(T )
ij (z) = zG
(T )
ii (z)G
(iT )
jj r
∗
i G(ijT )(z)rj , ∀i, j ∈ I\T, i 6= j,
G
(T )
ij (z) = G
(kT )
ij (z) +
G
(T )
ik (z)G
(T )
kj (z)
G
(T )
kk (z)
, ∀i, j, k ∈ I\T, i, j 6= k.
Lemma 3. Let {XN}∞N=1 be a sequence of random variables and ΦN be deter-
ministic. Suppose ΦN ≥ N−C holds for large N with some C > 0, and that for
all p there exists a constant Cp such that E|XN |p ≤ NCp. Then we have the
equivalence
XN ≺ ΦN ⇔ EXpN ≺ ΦpN for any fixed p ∈ N.
Lemma 4. Let A,B be two matrices with AB well-defined. Then
|Tr(AB)| ≤ ‖A‖F‖B‖F ,
‖AB‖ ≤ ‖A‖‖B‖,
‖AB‖F ≤ min{‖A‖F‖B‖, ‖A‖‖B‖F}.
Lemma 5. Let u = (u1, . . . , uM )
∗, u˜ = (u˜1, . . . , u˜M )∗ be U(SM−1) random
vectors, A = (aij) be an M × M matrix and b = (b1, . . . , bM )∗ be an M -
dimensional vector, where A and b may be complex-valued and u, u˜, A,b are
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independent. Then as M →∞
|b∗u| ≺
√
‖b‖2
M
, (10)
|u∗Au− 1
M
TrA| ≺ 1
M
‖A‖F , (11)∣∣∣u∗Au˜∣∣∣ ≺ 1
M
‖A‖F . (12)
Moreover, if u, u˜, A,b depend on an index t ∈ T for some set T , then the above
domination bounds hold uniformly for t ∈ T .
The proof of the following two results can be found in Lemmas A.4 and A.5
of [25].
Lemma 6. Fix τ > 0. Given Conditions 1 to 4, there exists τ ′ > 0 such that
for any z ∈ De(τ, τ ′, N) we have
ℑm(z) ≍
{√
κ+ η if E ∈ supp(̺),
η√
κ+η
if E /∈ supp(̺),
|1 +m(z)σi| ≥ τ ∀i ∈ {1, . . . ,M}. (13)
Proposition 1. Fix τ > 0. There exists a constant τ ′ > 0 such that z = f(m)
is stable at the edge De(τ, τ ′, N) in the following sense. Suppose δ : De → (0,∞)
satisfies N−2 ≤ δ(z) ≤ log−1N for z ∈ De and that δ is Lipschitz continuous
with Lipschitz constant N2. Suppose moreover that for each fixed E, the function
η → δ(E + ıη) is nonincreasing for η > 0. Suppose that u : De → C is the
Stieltjes transform of a probability measure supported on [0, C]. Let z ∈ De and
suppose that
|f(u(z))− z| ≤ δ(z).
If ℑz < 1, suppose also that
|u−m| ≤ Cδ√
κ+ η +
√
δ
(14)
holds at z + ıN−5. Then (14) holds at z.
6. Proof of the local law
In this section, we prove Theorem 1. For the proof of Theorem 2 we refer the
readers to the supplementary material [34]. First we prove a weaker result.
Proposition 2 (Weak local law). Suppose Conditions 1 - 4 hold. Then there
exists a constant τ ′ > 0 depending only on τ such that Λ ≺ (Nη)−1/4 uniformly
for z ∈ De(τ, τ ′, N).
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For i ∈ I, define Pi as the operator of expectation conditioning on all
(u1, . . . ,uN ) and (ξ1, . . . , ξN ) except ui. Denote Qi = 1− Pi. Define
Zi := Qi(r
∗
iG(i)ri) = r∗i G(i)ri −
ξ2i
M
Tr(G(i)Σ).
We observe from Lemma 2 that,
1
Gii
= −z − zr∗iG(i)ri = −z −
ξ2i
M
zTr(G(i)Σ)− zZi. (15)
In the following, we denote
Ui = 1
M
{Tr(GΣ)− Tr(G(i)Σ)}, i ∈ I,
V = 1
M
{Tr{(−zmNΣ− zI)−1Σ} − Tr(GΣ)}.
Observe from (15) and the definitions of Ui and V that
1
Gii
= −z + zξ2i Ui + zξ2i V − z
ξ2i
M
Tr{(−zmNΣ− zI)−1Σ} − Zi. (16)
Before we proceed to proving Proposition 2, we record the following lemmas
whose proof can be found in the supplementary material [34].
Lemma 7.
G − (−zmNΣ− zI)−1 =
∑
i∈I
(mNΣ+ I)
−1
z(1 + r∗i G(i)ri)
(rir
∗
i G(i) −
1
N
ΣG).
Lemma 8. Suppose Condition 3 holds. Then
1
M
∑
i∈I
(ξ2i − Eξ2i ) ≺M−1. (17)
Lemma 9. Suppose Conditions 1 to 4 hold. Then
{1(η ≥ 1) + 1(Ξ)}(|Zi|+ Λo) ≺ ΨΘ, (18)
uniformly for i ∈ I and z ∈ D.
Lemma 10. Suppose Conditions 1 to 4 hold. Then
{1(η ≥ 1) + 1(Ξ)}|V1| ≺ ΨΘ,
{1(η ≥ 1) + 1(Ξ)}(|Ui|+ |V2|+ |V3|+ |V4|+ |V5|) ≺ Ψ2Θ,
uniformly for i ∈ I and z ∈ D.
Lemma 11. Suppose Conditions 1 to 4 hold. Then
{1(η ≥ 1) + 1(Ξ)}
{ 1
M
‖G(i)‖F + 1
M
‖G‖F
}
≺ ΨΘ
uniformly for i ∈ I and z ∈ D.
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Lemma 12. Suppose Conditions 1 to 4 hold. Then
{1(η ≥ 1) + 1(Ξ)}|Gii −Gjj | ≺ ΨΘ (19)
uniformly for i, j ∈ I and z ∈ D.
Proof of Proposition 2. We observe from Lemma 7 that
V = 1
M
∑
i∈I
1
z(1 + r∗iG(i)ri)
{ 1
N
Tr{(mNΣ + I)−1ΣGΣ}
−r∗iG(i)Σ(mNΣ+ I)−1ri
}
= − 1
M
∑
i∈I
Gii
{ 1
N
Tr{(mNΣ + I)−1ΣGΣ} − r∗i G(i)Σ(mNΣ+ I)−1ri
}
.
In the following, we decompose V further into
V1 =
1
M
∑
i∈I
Gii
{ ξ2i
M
Tr{(m(i)N Σ+ I)−1ΣG(i)Σ} − r∗i G(i)Σ(m(i)N Σ + I)−1ri
}
,
V2 =
1
M
∑
i∈I
Gii
{
r∗iG(i)Σ(m(i)N Σ+ I)−1ri − r∗iG(i)Σ(mNΣ + I)−1ri
}
,
V3 =
1
M
∑
i∈I
Gii
{ ξ2i
M
Tr{(m(i)N Σ+ I)−1ΣGΣ}
− ξ
2
i
M
Tr{(m(i)N Σ+ I)−1ΣG(i)Σ}
}
,
V4 =
1
M
∑
i∈I
Gii
{ ξ2i
M
Tr{(mNΣ + I)−1ΣGΣ} − ξ
2
i
M
Tr{(m(i)N Σ+ I)−1ΣGΣ}
}
,
V5 =
1
M
∑
i∈I
Gii
{ 1
N
Tr{(mNΣ + I)−1ΣGΣ} − ξ
2
i
M
Tr{(mNΣ + I)−1ΣGΣ}
}
.
Using Lemma 10, we get that
{1(η ≥ 1) + 1(Ξ)}|V| ≺ ΨΘ. (20)
Next, we observe that using (19), we have
{1(Ξ) + 1(η ≥ 1)}
{ 1
N
∑
i∈I
1
Gii
− 1
mN
}
= {1(Ξ) + 1(η ≥ 1)} 1
N
∑
i∈I
(
− Gii −mN
m2N
+
(Gii −mN )2
GiimN
)
= {1(Ξ) + 1(η ≥ 1)} 1
N
∑
i∈I
(Gii −mN )2
GiimN
≺ Ψ2Θ. (21)
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It then follows from (16), (17) and (21) that
{1(Ξ) + 1(η ≥ 1)} 1
mN
= {1(Ξ) + 1(η ≥ 1)} 1
N
∑
i∈I
1
Gii
+O≺(Ψ2Θ)
={1(Ξ) + 1(η ≥ 1)}
[
z
(
− 1 + 1
N
∑
i∈I
ξ2i Ui +
1
N
V
∑
i∈I
ξ2i
)
+
1
N
Tr{(mNΣ+ I)−1Σ}+ 1
N
Tr{(mNΣ + I)−1Σ}
( 1
M
∑
i∈I
ξ2i − 1
)
− z
N
∑
i∈I
Zi
]
+O≺(Ψ2Θ)
≺{1(Ξ) + 1(η ≥ 1)}
[
z
(
− 1 + 1
N
∑
i∈I
ξ2i Ui +
1
N
V
∑
i∈I
ξ2i
)
+
1
N
Tr{(mNΣ+ I)−1Σ} − z
N
∑
i∈I
Zi
]
+O≺(Ψ2Θ).
(22)
Then it follows from (20), (22) and Lemmas 9, 10 that
{1(Ξ) + 1(η ≥ 1)}{f(mN)− z} ≺ ΨΘ. (23)
Applying Proposition 1, for any ε > 0 we have
1(η ≥ 1)|mN −m| ≺ ΨΘ√
κ+ η +
√
NεΨΘ
≺ N−1/4. (24)
Therefore, it follows from (19), (24) and Lemma 9 that
1(η ≥ 1)Λ(z) ≤ 1(η ≥ 1){max
i
|Gii −mN |+ |mN −m|+ Λo} ≺ N−1/4. (25)
Now we finish the proof of Proposition 2 using the following bootstrapping
steps.
Let w1, w2 ∈ C+. Some basic calculation yields that
|Gij(w1)−Gij(w2)| ≤ (ℑw1)−1(ℑw2)−1|w1 − w2|, i, j ∈ I. (26)
Let z ≡ E + ıη ∈ De. We construct a lattice as follows. Let z0 = E + ı. Fix
ε ∈ (0, τ/8). For k = 0, 1, 2, . . . , N5 −N4+τ , define
ηk = 1− kN−5, zk = E + ıηk,
δk = (Nηk)
−1/2, Ξk = {Λ(zk) ≤ Nε
√
δk}.
Let C > 0 be a fixed constant. We show by induction for k = 1, . . . , N5−N4+τ
that if the two events
Θ(zk−1) ≤ CN
εδk−1√
κ+ ηk−1 +
√
Nεδk−1
, 1(Ξk−1) = 1, (27)
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hold with high probability then
Θ(zk) ≤ N
εδk√
κ+ ηk +
√
Nεδk
, 1(Ξk) = 1,
hold with high probability.
It is clear that (27) for k = 1 follows from (24) and (25).
We verify that if 1(Ξk−1) = 1 then Λ(zk) ≤ log−1N, k = 1, . . . , N5 −N4+τ .
Using the Lipschitz condition (26), we have
1(Ξk−1)Λ(zk) ≤ 1(Ξk−1)|Λ(zk)− Λ(zk−1)|+ 1(Ξk−1)Λ(zk−1)
≤ max
i,j
|Gij(zk)−Gij(zk−1)|+Nε
√
δk−1
≤ |zk − zk−1|η−1k η−1k−1 +Nε(Nηk−1)−1/4
≤ N−3−2τ +N τ/8N−τ/4
≤ N−3−2τ +N−τ/8
≤ log−1N.
Let D > 0 be an arbitrarily large number. Therefore, by (19), (18) and (23),
we can choose N0 ∈ Z+ such that as N ≥ N0,
sup
k∈{1,...,N5−N4+τ}
P
(
{1(Ξk−1)(Λo(zk) + max
i∈I
|Gii(zk)−mN (zk)|) > 1
2
Nεδk
)
≤ N−D, (28)
and
sup
k∈{1,...,N5−N4+τ}
P
(
1(Ξk−1)|f
(
mN (zk)
)− zk| > δk) ≤ N−D. (29)
Then, applying Proposition 1, we obtain from the induction hypothesis (27)
and (29) that
P
(
1(Ξk−1)Θ(zk) > CNε/2
√
δk
)
≤ P
(
1(Ξk−1)Θ(zk) >
CNεδk√
κ+ ηk +
√
Nεδk
)
≤ N−D. (30)
Using (28), (30) and the fact that δk <
√
δk for all k = 1, . . . , N
5−N4+τ , we
get that as N ≥ N0,
P(Ξk−1 ∩ Ξck)
≤ P
(
1(Ξk−1)
(
max
i∈I
|Gii(zk)−mN (zk)|+Θ(zk) + Λo(zk)
)
> Nε
√
δk
)
≤ P
(
1(Ξk−1)
(
max
i∈I
|Gii(zk)−mN (zk)|+ Λo(zk) > 1
2
Nε
√
δk
)
+ P
(
1(Ξk−1)Θ(zk) >
1
2
Nε
√
δk
)
≤ 2N−D.
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Then we see that for any k ∈ {1, . . . , N5 −N4+τ}, as N ≥ N0,
P(Ξck) = 1− P(Ξk) =
k∑
i=1
P(Ξi−1 ∩ Ξci ) + P(Ξc0) ≤ 2N5−D.
This shows that 1 ≺ 1(Ξk) or equivalently Λ(zk) ≺
√
δk uniformly for all
k ∈ {0, . . . , N5 −N4+τ}.
Finally, by choosing kˆ ∈ {1, . . . , N5 − N4+τ} such that −ı(z − zkˆ) ≤ N−5,
we have
Λ(z) ≤ |Λ(z)− Λ(zkˆ)|+ Λ(zkˆ) ≤ maxi,j |Gij(z)−Gij(zkˆ)|+ Λ(zkˆ)
≤ N−3−2τ +O≺
(
(Nηkˆ)
−1/4) ≺ (Nη)−1/4.
The proof of Proposition 2 is complete.
Now we show Theorem 1. We observe that for i ∈ I,
Qi
1
Gii
= Qi{−z − z ξ
2
i
M
Tr(G(i)Σ)− zZi} = −zZi, (31)
and
V1 =
1
M
∑
i∈I
GiiQiV1i =
mN
M
∑
i∈I
QiV1i +
1
M
∑
i∈I
(Gii −mN )QiV1i
=
mN
M
∑
i∈I
QiV1i +O≺(Ψ2Θ). (32)
From Proposition 2, we know that Ξ is true with high probability, i.e. 1 ≺
1(Ξ). So from now on, we can drop the factor 1(Ξ) in all Ξ dependent results
without affecting their validity. To improve the weak local law to the strong
local law, a key input is Proposition 3 below.
Proposition 3 (Fluctuation averaging). Let ν ∈ [1/4, 1] and τ ′ be as in Propo-
sition 2. Denote Φν =
√
ℑm+(Nη)−ν
Nη . Suppose moreover that Θ ≺ (Nη)−ν uni-
formly for z ∈ De(τ, τ ′, N). Then we have
1
N
∑
i∈I
Qi
1
Gii
≺ Φ2ν , (33)
and
1
N
∑
i∈I
QiV1i ≺ (Nη)−νΦν +Φ2ν , (34)
uniformly for z ∈ De(τ, τ ′, N), where
V1i = r
∗
i G(i)Σ(m(i)N Σ + I)−1ri.
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Proof of Theorem 1. Let ε > 0 be an arbitrary small number. Suppose Θ ≤
Nε(Nη)−ν holds with high probability for some ν ∈ [1/4, 1] uniformly for z ∈
De. The idea is to update ν by applying Proposition 3 iteratively.
Denote Φν =
√
ℑm+(Nη)−ν
Nη . Given that Θ ≤ Nε(Nη)−ν holds with high
probability, it follows from the observations (31), (32), Proposition 3 and (22)
that
|f(mN)− z| ≤ Nε{(Nη)−νΦν +Φ2ν}
holds with high probability uniformly for z ∈ De.
Denote δ1 = N
ε(Nη)−νΦν and δ2 = NεΦ2ν . We observe from Lemma 6 that
there exists some constant C > 0 such that for all large N and z ∈ De,
δ1 + δ2√
κ+ η +
√
δ1 + δ2
≤ C(δ1 + δ2)ℑm+√δ1 + δ2
≤ Cδ1
(ℑm+√δ1)
+
Cδ2
(ℑm+√δ2)
≤ Cδ1
{(ℑm)2 + δ1}1/6δ1/31
+
CNεℑm
Nηℑm +
CNε/2
(Nη)ν/2+1/2
≤ CN
2ε/3
(Nη)2ν/3+1/3
+
CNε/2
(Nη)3ν/4+1/4
+
CNε
Nη
+
CNε/2
(Nη)ν/2+1/2
which together with Proposition 1 implies that
Θ ≤ CNε(Nη)−ν′
holds with high probability uniformly for z ∈ De, where ν′ = min{2ν/3 +
1/3, 3ν/4+ 1/4, ν/2 + 1/2, 1}.
Implementing the above self-improving arguments a finite number (depending
only on ε) of times, we obtain that
Θ ≤ N2ε(Nη)−1
holds with high probability uniformly for z ∈ De. Since ε is arbitrary, we con-
clude that Θ ≺ (Nη)−1 and the proof of (4) is complete. Applying (18), (19),
(4) and Proposition 2, we get that
Λ ≤ max
i∈I
|Gii −mN |+ |mN −m|+ Λo ≺
√
ℑm+Θ
Nη
≺
√
ℑm
Nη
+
1
Nη
.
The proof of Theorem 1 is complete.
7. Proof of the edge universality
7.1. Green function comparison
Theorem 4 (Green function comparison on the edge). Let X and X˜ be as in
Theorem 3. Let F : R→ R be a function whose derivatives satisfy
sup
x∈R
|F (k)(x)|(1 + |x|)−C1 ≤ C1, k = 1, 2, 3, 4, (35)
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with some constants C1 > 0. Then there exist ε0 > 0, N0 ∈ Z+ depending on
C1 such that for any ε < ε0 and N ≥ N0 and for any real numbers E,E1 and
E2 satisfying
|E − λ+|, |E1 − λ+|, |E2 − λ+| ≤ N−2/3+ε
and η = N−2/3−ε, we have
|EF (NηℑmN (z))− EF (Nηℑm˜N (z))| ≤ CN−1/6+Cε, z = E + ıη, (36)
and∣∣∣EF( ∫ E2
E1
NℑmN (y + ıη)dy
)
− EF
( ∫ E2
E1
Nℑm˜N(y + ıη)dy
)∣∣∣ ≤ CN−1/6+Cε,
(37)
where mN (z) = N
−1Tr(X∗X − zI)−1 and m˜N (z) = N−1Tr(X˜∗X˜ − zI)−1.
Proof. Let γ ∈ {1, . . . , N + 1} and set Xγ to be the matrix whose first γ − 1
columns are the same as those of X˜ and the remaining N − γ + 1 columns are
the same as those of X . Then we note that since Xγ and Xγ+1 only differ in
the γ-th column,
X(γ)γ = X
(γ)
γ+1.
Define for i ∈ I, m(i)N,γ(z) and m(i)N,γ+1(z) are the analogs of m(i)N (z) but with
the matrix X(i) replaced by X
(i)
γ and X
(i)
γ+1 respectively. Similarly, mN,γ(z) and
mN,γ+1(z) be the analogs of mN (z) but with the matrix X replaced by Xγ and
Xγ+1 respectively. Then we have
EF (NηℑmN (z))− EF (Nηℑm˜N (z))
=
N∑
γ=1
{
EF (NηℑmN,γ(z))− EF (Nηℑm(γ)N,γ(z) + η2|z|2)
}
−
N∑
γ=1
{
EF (NηℑmN,γ+1(z))− EF (Nηℑm(γ)N,γ+1(z)) + η2|z|2
}
.
Then (36) follows from Lemma 13. (37) follows from an analogous argument.
Here we omit the proof.
Lemma 13. Let F be a function satisfying (35) and z = E + ıη. If |E − λ+| ≤
N−2/3+ε and N−2/3−ε ≤ η ≤ N−2/3 for some ε > 0, there exists some positive
constant C independent of ε such that
|EF (NηℑmN,γ(z))− EF (NηℑmN,γ+1(z))| ≺ N−7/6+Cε (38)
uniformly for γ ∈ {1, . . . , N + 1}.
Proof. We show (38) for the case when γ = 1. The results for other values of γ
follow analogously.
Wen J. and Zhou W./Tracy-Widom limit in elliptical distributions 22
We observe that
EF (NηℑmN,1(z))− EF (NηℑmN,2(z))
= EF (NηℑmN,1(z))− EF (Nηℑm(1)N,1(z) + η2|z|2)
−{EF (NηℑmN,2(z))− EF (Nηℑm(1)N,2(z) + η2|z|2)}. (39)
In the following, we bound each term in (39). We present the calculation
details for the first term in (39) only, the same bound for the second term follows
in the same way. For ease of notation, we simply write mN,1(z) as mN(z) and
mN,2(z) as m˜N (z).
Denote
E = NηmN (z)− {Nηm(1)N,1(z)− ηz−1}.
From the equality Tr(G(i) − G) = z−1 +Tr(G(i) −G), we get that
E = NηmN (z)− {Nηm(1)N,1(z)− ηz−1}
= η(TrG− TrG(1) + z−1) = η(TrG − TrG(1)) = ηzG11r∗1(G(1))2r1.
Set B = (m−G11)G−111 . From (15), we see that
B =
m
G11
− 1 = −m(z + zr∗1G(1)r1)− 1.
From Theorem 1, Lemma 6 and the choice of the real and imaginary parts
E and η of z, we have that
|B| ≺
√
ℑm
Nη
+
1
Nη
≤ C
(√N−1/3+ε/2
NN−2/3−ε
+
1
NN−2/3−ε
)
= CN−1/3+ε. (40)
By the definition of B, we can write
G11 =
m
B + 1
= m
{ 2∑
k=0
(−B)k − B
3
1 +B
}
.
Then denoting
Ek = ηzm(−B)k−1r∗1(G(1))2r1 k = 1, 2, 3,
E4 = −ηzmB3(1 +B)−1r∗1(G(1))2r1,
we observe from the definition of E that E =∑4k=1 Ek.
From Lemmas 4, 5, 6 and 11, we have that
r∗1(G(1))2r1 ≺
1
M
‖G(1)Σ1/2‖2F + |Tr(G(1))2Σ|
≺M(ℑm
Nη
+
1
(Nη)2
) ≤ CN1/3+2ε. (41)
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It then follows from (40), (41) and the definition of E, η that
|Ek| ≺ N−k/3+Cε ∀k = 1, 2, 3, 4,
for some constant C > 0. Therefore, we have
ℑE = ℑE1 + ℑE2 + ℑE3 +O≺(N−4/3+Cε),
(ℑE)2 = (ℑE1)2 + 2ℑE2ℑE3 +O≺(N−4/3+Cε),
(ℑE)3 = (ℑE1)3 +O≺(N−4/3+Cε).
Also, one can check by using Theorem 1 that
Nηℑm(1)N,1(z) + η2|z|−2 = Nηℑm(z) +O≺(
1
Nη
) ≺ NCε. (42)
Therefore, from (35) and (42), we have
F (k)(x˜) ≺ NCε (43)
uniformly for k = 1, 2, 3, 4 and x˜ ∈ [0, Nηℑm(1)N,1(z) + η2|z|−2].
It is easy to check that uniformly for k = 1, 2, 3, 4, there exists some constant
C > 0 such that
F (k)(Nηℑm(1)N,1(z) + η2|z|−2) ≤ NC ,
|Ek| ≤ NC . (44)
Then it follows from (43), (44) and Lemma 3 that
EF
(
NηℑmN,1(z)
)− EF (Nηℑm(1)N,1(z) + η2|z|−2)
=E
{
F (1)
(
Nηℑm(1)N,1(z) + η2|z|−2
)
(ℑE1 + ℑE2 + ℑE3)
}
+ E
{
F (2)
(
Nηℑm(1)N,1(z) + η2|z|−2
)
[
1
2
(ℑE1)2 + ℑE1ℑE2]
}
+ E
{
F (3)
(
Nηℑm(1)N,1(z) + η2|z|−2
)1
6
(ℑE1)3
}
+O≺(N−4/3+Cε).
(45)
We observe that
E1 = ηzmr∗1(G(1))2r1,
E2 = ηz2m2r∗1G(1)r1r∗1(G(1))2r1 + ηzm(1 + zm)r∗1(G(1))2r1,
E3 = ηz3m3{r∗1G(1)r1}2r∗1(G(1))2r1 + ηzm(1 + zm)2r∗1(G(1))2r1
+2(1 +mz)ηz2mr∗1G(1)r1r∗1(G(1))2r1.
Denote
α1 = u
∗
1Σ
1/2G(1)Σ1/2u∗1, α2 = u∗1Σ1/2(G(1))2Σ1/2u1.
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It is not difficult to check by Lemma 5, the bound of V (20) and (13) that
α1 ≺ NCε and α2 ≺ N1/3+Cε.
For k = 1, 2, 3, define E˜k to be the same quantity as Ek except that all r1 in
Ek are replaced by r˜1 := Σ1/2u1ξ˜1. One can check by applying Lemma 3 that
Condition 3 implies
Eξ41 =M
2/N2 +O≺(N−1), E(ξ61 − ξ˜61) ≺ N−1/2. (46)
Let E1 be the expectation with respect to ξ1 and ξ˜1, namely the expectation
conditioning on u1, . . . ,uN and ξ2, . . . , ξN . Using (46), (40) and the fact that
Eξ˜41 =M
2/N2 + 2M/N2, we get
E1{(ℑE1)3 − (ℑE˜1)3} = {E1(ξ61 − ξ˜61)}{ℑ(ηzmα2)}3 ≺ N−3/2+Cε,
E1{(ℑE1)2 − (ℑE˜1)2} = {E1(ξ41 − ξ˜41)}{ℑ(ηzmα2)}2 ≺ N−5/3+Cε,
E1(ℑE1 −ℑE˜1) = {E1(ξ21 − ξ˜21)}{ℑ(ηzmα2)} = 0,
E1(ℑE2 −ℑE˜2) = {E1(ξ41 − ξ˜41)}ℑ{ηz2m2α2α1}
+{E1(ξ21 − ξ˜22)}ℑ{ηzm(1 + zm)α2} ≺ N−4/3+Cε,
E1(ℑE3 −ℑE˜3) = ℑE1{ξ21ηzmB2α2 − ξ˜21ηzmB˜2α2}
= ℑE1{(ξ21 − ξ˜21)ηzmα2B2 + ξ˜21ηzmα2(B2 − B˜2)}
≺ N−3/2+Cε −ℑE1{ξ˜21ηz2m2α2α1(ξ21 − ξ˜21)(B + B˜)}
≺ N−3/2+Cε +N−7/6+Cε,
For the ℑE1ℑE2 term, we observe that
ℑE1ℑE2 = −1
4
(E1 − E¯1)(E2 − E¯2) = −1
4
(E1E2 − E¯1E2 − E1E¯2 + E¯1E¯2).
In the following, we show that E1(E1E2−E˜1E˜2) ≺ N−7/6+Cε. The same bound
applies to other terms in the same manner.
We see that
E1(E1E2 − E˜1E˜2)
= E1{ηzmξ21α2[ηz2m2ξ41α1α2 + ηzm(1 + zm)ξ21α2]}
−E1{ηzmξ˜21α2[ηz2m2ξ˜41α1α2 + ηzm(1 + zm)ξ˜21α2]}
= η2z3m3α22α1E1(ξ
6
1 − ξ˜61) + η2z2m2α22(1 + zm)E1(ξ41 − ξ˜41)
≺ N−7/6+Cε.
The desired result then follows from the above bounds, (39), (45) and Lemma
3.
7.2. Proof of Theorem 3
In this section, we introduce the notation of functional calculus. Specifically,
for a function f(·) and a matrix H , f(H) denotes the diagonal matrix whose
diagonal elements are the values of f applied to each eigenvalue of H .
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First, we present a lemma for the approximation of the eigenvalue counting
function. For any η > 0, define
ϑη(x) =
η
π(x2 + η2)
=
1
π
ℑ 1
x− ıη .
We notice that for any a, b ∈ R with a ≤ b, the convolution of 1[a,b] and ϑη
applied to the eigenvalues λi, i = 1, . . . , N yields that
N∑
i=1
1[a,b] ∗ ϑη(λi) = N
π
∫ b
a
ℑmN (x+ ıη)dx.
We note that in terms of the functional calculus notation, we have
N∑
i=1
1[a,b](λi) = Tr1[a,b](W ),
N∑
i=1
1[a,b] ∗ ϑη(λi) = Tr1[a,b] ∗ ϑη(W ).
For a, b ∈ R ∪ {−∞,∞}, define N (a, b) = N ∫ ba ̺N (dx) as the number of
eigenvalues of W in [a, b].
The following lemma shows that Tr1[a,b](W ) can be well approximated by
its smoothed version Tr1[a,b] ∗ ϑη(W ) for a, b around the edge λ+ so that the
problem can be converted to comparison of the Stieltjes transform.
Lemma 14. Let ε > 0 be an arbitrarily small number. Set Eε = λ++N
−2/3+ε,
ℓ1 = N
−2/3−3ε and η1 = N−2/3−9ε. Then for any E satisfying |E − λ+| ≤
3
2N
−2/3+ε, it holds with high probability that
|Tr1[E,Eε](W )− Tr1[E,Eε] ∗ ϑη(W )| ≤ C(N−2ε +N (E − ℓ1, E + ℓ1)).
Proof. See Lemma 4.1 of [30] or Lemma 6.1 of [19].
Let q : R→ R+ be a smooth cutoff function such that
q(x) =
{
1 if |x| ≤ 1/9,
0 if |x| ≥ 2/9
and we assume that q(x) is decreasing for x ≥ 0. Then we have the following
corollary.
Corollary 2. Let ε, ℓ1, η1, Eε be as in Lemma 14. Set ℓ = ℓ1N
2ε/2 = N−2/3−ε/2.
Then for all E such that
|E − λ+| ≤ N−2/3+ε, (47)
the inequality
Tr1[E+ℓ,Eε] ∗ ϑη1(W )−N−ε ≤ N (E,∞) ≤ Tr1[E−ℓ,Eε] ∗ ϑη1(W ) +N−ε (48)
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holds with high probability. Furthermore, for any D > 0, there exists N0 ∈ N
independent of E such that for all N ≥ N0,
Eq
{
Tr1[E−ℓ,Eε] ∗ ϑη1(W )
}
≤ P(N (E,∞) = 0) ≤ Eq
{
Tr1[E+ℓ,Eε] ∗ ϑη1(W )
}
+N−D. (49)
Proof. We notice that for E satisfying |E − λ+| ≤ N−2/3+ε, we have |E − ℓ −
λ+| ≤ |E − λ+| + ℓ ≤ 32N−2/3+ε. Therefore, Lemma 14 holds with E replaced
by any x ∈ [E − ℓ, E]. By the mean value theorem, we obtain that with high
probability,
Tr1[E,Eε](W ) ≤ ℓ−1
∫ E
E−ℓ
Tr1[x,Eε](W )dx
≤ ℓ−1
∫ E
E−ℓ
Tr1[x,Eε] ∗ ϑη1(W )dx
+Cℓ−1
∫ E
E−ℓ
{N−2ε +N (x − ℓ1, x+ ℓ1)}dx
≤ Tr1[E−ℓ,Eε] ∗ ϑη1(W )dx
+CN−2ε + C
ℓ1
ℓ
N (E − 2ℓ, E + ℓ),
where the last inequality follows from that each eigenvalue in [E − 2ℓ, E + ℓ]
will contribute to the integral
∫ E
E−ℓN (x− ℓ1, x+ ℓ1)dx at most 2ℓ1 mass, since
the length of the interval [x − ℓ1, x + ℓ1] is 2ℓ1 for each x ∈ [E − ℓ, E]. From
Theorem 2, (47), ℓ1/ℓ = 2N
−2ε, ℓ ≤ N−2/3 and the square root behavior of ̺
(see e.g. Lemma 2.1 of [8]), we get that
ℓ1
ℓ
N (E − 2ℓ, E + ℓ) = 2N1−2ε{n(E − 2ℓ, E + ℓ) +O≺(N−1)}
=2N1−2ε{
∫ E+ℓ
E−2ℓ
̺(dx) +O≺(N−1)}
≤2N1−2ε{
∫ (E+ℓ)∧λ+
E−2ℓ
O(1)
√
λ+ − x̺(dx) +O≺(N−1)}
≤CN−5ε/2 +O≺(N−2ε).
We have thus proved that
N (E,Eε) = Tr1[E,Eε](W ) ≤ Tr1[E−ℓ,Eε] ∗ ϑη1(W ) +N−ε
holds with high probability.
Using Theorem 2, it follows that we can replace N (E,Eε) by N (E,∞) with
a loss of probability of at most N−D for any large D > 0. This proves the upper
bound of (48). The lower bound of (48) can be shown analogously.
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When (48) holds, the event N (E,∞) = 0 implies that Tr1[E+ℓ,Eε]∗ϑη1(W ) ≤
1/9. Thus we have
P(N (E,∞) = 0) ≤ P(Tr1[E+ℓ,Eε] ∗ ϑη1(W ) ≤ 1/9) +N−D,
which together with Markov inequality proves the upper bound of (49). For the
lower bound, by using the upper bound of (48) and the fact that N (E,∞) is an
integer, we see that
Eq
(
Tr1[E−ℓ,Eε] ∗ ϑη1(W )
) ≤ P(Tr1[E−ℓ,Eε] ∗ ϑη1(W ) ≤ 2/9)
≤ P(N (E,∞) ≤ 2/9 +N−ε) = P(N (E,∞) = 0).
This completes the proof of Corollary 2.
Proof of Theorem 3. Let ε > 0 be an arbitrary small number. Let E = λ+ +
sN−2/3 for some |s| ≤ Nε. Define Eε = λ+ + N−2/3+ε, ℓ = N−2/3−ε/2 and
η1 = N
−2/3−9ε. Define W˜ , N˜ to be the analogs of W , N but with X˜ in place
of X .
Using Corollary 2, we have
Eq
(
Tr1[E−ℓ,Eε] ∗ ϑη1(W˜ )
) ≤ P(N˜ (E,∞) = 0). (50)
Recall that by definition
Tr1[E−ℓ,Eε] ∗ ϑη1(W ) =
N
π
∫ Eε
E−ℓ
ℑmN (x+ ıη1)dx.
Theorem 4 applied to the case where E1 = E − ℓ and E2 = Eε shows that
there exists δ > 0 such that
Eq
(
Tr1[E−ℓ,Eε] ∗ ϑη1(W )
) ≤ Eq(Tr1[E−ℓ,Eε] ∗ ϑη1(W˜ ))+N−δ. (51)
Then applying Corollary 2 to the left-hand side of (51), we have for arbitrarily
large D > 0
P
(N (E − 2ℓ,∞) = 0) ≤ Eq(Tr1[E−ℓ,Eε] ∗ ϑη1(W ))+N−D (52)
as N is sufficiently large.
Using the bounds (50), (51) and (52), we get that
P
(N (E − 2ℓ,∞) = 0) ≤ P(N˜ (E,∞) = 0)+ 2N−δ
for sufficiently small ε > 0 and sufficiently largeN . Recall thatE = λ++sN
−2/3.
The proof of the first inequality of Theorem 3 is thus complete. By switching
the roles of X and X˜, the second inequality follows. The proof is done.
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7.3. Proof of Corollary 1
Proof. From Conditions 4, we see that c ≍ 1 and thus γ ≍ 1. The desired result
follows from Theorem 3 and Corollary 2.7 of [26].
SUPPLEMENTARY MATERIAL
The supplement [34] contains the proof of Lemmas 3, 5, 7, 8, 9, 10, 11, 12
and Theorem 2 as well as other material needed in their proof.
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