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Re´sume´ : Nous nous sommes penche´s sur diffe´rents aspects des proble`mes d’optimisa-
tion stochastique qui, a` notre connaissance, ont e´te´ peu e´tudie´s. Ainsi, nous nous sommes
inte´resse´s au proble`me de l’effet dual, puis a` la discre´tisation des contraintes de mesura-
bilite´, a` la re´solution nume´rique de proble`mes avec contraintes en information statique et
enfin, nous avons e´tudie´ les conditions d’optimalite´ d’un proble`me d’optimisation stochas-
tique, le but recherche´ e´tant de mieux comprendre comment intervient la contrainte de
mesurabilite´ dans la caracte´risation de la (ou des) solution(s) optimale(s). Notre approche
nume´rique du proble`me est originale de deux points de vue :
– elle utilise les topologies sur l’espace des σ-alge`bres pour mesurer la perte d’informa-
tion due a` la discre´tisation de la contrainte de mesurabilite´. L’e´tude de cet espace
nous a permis entre autres d’apporter de nouveaux re´sultats qui constituent des
e´le´ments essentiels dans notre e´tude ;
– nous montrons que l’erreur de discre´tisation provient de la contribution de deux
termes d’erreur : une erreur issue de la discre´tisation de la contrainte de mesurabilite´
et une autre erreur issue de l’approximation de l’espe´rance.
Nous donnons dans ce me´moire des re´sultats asymptotiques de convergence d’une suite de
proble`mes discrets vers le proble`me d’origine. Nous avons e´galement, sur des proble`mes
particuliers, des re´sultats de type Lipschitz sur la fonction valeur. Par ailleurs, l’e´tude des
conditions d’optimalite´ nous a permis d’obtenir deux possibilite´s diffe´rentes d’approche
d’un proble`me de commande optimale stochastique.
Abstract : Our attention has been concentrated on various aspects of stochastic op-
timization problems which, according to our knowledge, have not been studied enough.
Therefore first we shall be interested in the problem relative to the dual effect, afterwards
in the discretization of the measurability constraints, in static information problem’s nume-
rical resolution and finally we shall study a stochastic optimization problem’s optimality
conditions with the purpose of searching for a better comprehension of the way which
intervenes the measurability constraint in the optimal solution(s) characterization. Our
problem’s numerical approach is original of two points of view : it uses (the) topologies
over the space of σ-fields in order to measure the information loss ought to the measura-
bility constraint’s discretization . Furthermore the study of this space has brought in new
results which constitue essential elements of our research. We show that the discretization
error results from the contribution of two other error terms : one resulting from the discre-
tization of the measurability constraint and of another resulting from the approximation
of the expectation. In this paper we give asymptotical convergence results of a series of
discrete problems towards the original problem. For the same particular problem we obtain
as well Lipschitz type results over the value function. Moreover by studying the optima-
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= De´finition (le membre de gauche est de´fini par l’expression de droite).
PX Loi image de la variable ale´atoire X, PX(A)
def
= P(X−1(A)).
C1(X) Ensemble des fonctions re´elles continuˆment diffe´rentiables sur X.
N, N∗ Ensemble des entiers naturels et ensemble des entiers naturels non nuls.
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e
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E (f | B) Espe´rance conditionnelle de f sachant B.
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f ′x De´rive´e partielle de l’application f par rapport a` la composante x.
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Compte rendu de la litte´rature
I.1 Optimisation dans l’incertain et structure d’infor-
mation
I.1.1 Optimisation et incertain
Les proble`mes d’optimisation dans l’incertain sont caracte´rise´s par la ne´cessite´ de
prendre des de´cisions sans savoir pre´cise´ment qu’elles seront leurs conse´quences. De tels
proble`mes apparaissent dans diffe´rents domaines d’application et soule`vent des questions
aussi bien the´oriques que pratiques. Commenc¸ons par de´finir la terminologie employe´e.
Optimisation : nous faisons re´fe´rence a` l’e´tude d’un proble`me et de sa solution, dans
lequel nous devons faire un choix admissible. Les de´cisions admissibles sont mode´lise´es
comme les e´le´ments d’un ensemble admissible. Le but est de trouver le “meilleur”
choix (pas ne´cessairement unique). Les choix possibles sont compare´s en fonction de
la valeur que leur attribue une certaine fonction, le crite`re.
Incertain : le terme fait re´fe´rence au fait que les donne´es entrant en jeu dans le proble`me
d’optimisation peuvent e´ventuellement eˆtre ale´atoires.
I.1.2 Sce´narios et structure d’information
Supposons que l’on souhaite minimiser un crite`re e´conomique de´termine´ par l’applica-
tion J : Rm × Ξ → R, et que ce crite`re de´pende d’e´ve´nements qui ne seront connus que
progressivement. Nous dirons qu’une suite d’e´ve´nements possibles est un sce´nario et, pour
fixer les ide´es, ξ de´signera un sce´nario. Par ailleurs supposons e´galement que, meˆme si les
e´ve´nements n’ont pas encore eu lieu, il faut quand meˆme prendre une de´cision. Il n’est pas
raisonnable de minimiser pour tous les sce´narios ξ possibles la fonction x 7→ J(x, ξ). En
effet, supposons que les e´ve´nements possibles se re´sument a` une succession de + et de −.
Conside´rons les sce´narios suivants ξ1 = +++++, ξ2 = +−−−− et ξ3 = +−+−+. Si
a` l’e´tape 1 du processus on observe +, comment de´terminer s’il faut appliquer la de´cision
associe´e a` ξ1, celle associe´e a` ξ2, ou celle associe´e a` ξ3. Si l’interpre´tation du signe + est
1
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“abondance” et celle du signe − est “pe´nurie”, alors les de´cisions associe´es au premier
e´ve´nement des sce´narios ξ1 et ξ2 peuvent eˆtre tre`s diffe´rentes : il est le´gitime de penser
qu’on ne ferait pas la meˆme chose selon que l’on se pre´pare a` une pe´riode de pe´nurie ou
une pe´riode d’abondance. C’est la raison pour laquelle le crite`re d’un proble`me d’optimisa-
tion stochastique classique est ge´ne´ralement la valeur moyenne des couˆts associe´s
a` tous les sce´narios possibles. Les de´cisions sont suppose´es eˆtre prises sur la base de
l’observation d’e´ve´nements passe´s : cette contrainte se traduit mathe´matiquement par une
contrainte de mesurabilite´ sur les variables de de´cision. Plus ge´ne´ralement, nous parlerons
de structure d’information pour faire re´fe´rence aux contraintes de mesurabilite´ auxquelles
sont assujetties les variables de de´cision.
I.1.3 Arbres de sce´narios
La re´solution des proble`mes d’optimisation stochastique est difficile pour deux raisons :
1. d’une part il faut calculer les espe´rances de fonctions ale´atoires relativement a` des
lois continues, ou des lois dicre`tes sur un grand nombre d’atomes ;
2. d’autre part il faut discre´tiser les contraintes de mesurabilite´ du proble`me d’origine.
Une approche classique pour tenir compte de ces deux contraintes repose sur la technique
des arbres de sce´narios. L’ide´e est la suivante : on commence par se donner un nombre
fini de sce´narios, leur roˆle e´tant de permettre l’e´valuation du crite`re, puis on organise ces
sce´narios en arbre,1 l’ide´e sous-jacente e´tant qu’un arbre est l’approximation naturelle d’une
filtration2. Ce faisant, la discre´tisation du crite`re et de la structure d’information est re´alise´e
avec l’aide de l’unique structure qu’est l’arbre de sce´narios. Cette technique re´alise donc un
compromis entre la discre´tisation de la structure d’information et celle du couˆt. Il n’existe
pas a` notre connaissance de moyen permettant de distinguer la contribution de l’arbre
de sce´narios a` la discre´tisation du couˆt de celle alloue´e a` la discre´tisation de la structure
d’information. Ce manque de clarte´ concernant l’apport de l’arbre de sce´narios a` l’une ou
l’autre des discre´tisations peut expliquer les difficulte´s rencontre´es lorsque l’on souhaite
juger de la qualite´ d’un arbre de sce´narios. En fait il paraˆıt difficile de mesurer directement
la qualite´ de l’arbre de sce´narios, e´tant donne´ qu’il cherche a` re´aliser un compromis entre
deux proble`mes tre`s diffe´rents : un proble`me de nature nume´rique, “approcher des lois
de probabilite´” et un proble`me de nature alge´brique, “approcher des σ-alge`bres”. Compte
tenu des difficulte´s lie´es a` l’e´valuation de ces phe´nome`nes, les questions lie´es a` la qualite´ de
l’arbre des sce´narios ne trouvent pas dans la litte´rature de re´ponses directes. Le proble`me
est contourne´ en conside´rant qu’un “bon arbre de sce´narios” est une structure permettant
d’obtenir une bonne approximation du couˆt optimal3 [60] : ce point de vue a l’inconve´nient
de limiter la possibilite´ d’obtenir des re´sultats ge´ne´raux sur la manie`re d’obtenir des arbres
1Un arbre est simplement une filtration discre`te ou bien associe´e a` un processus discret.
2Une filtration est une suite croissante de sous-tribus.
3Le crite`re de qualite´ aurait pu porter sur la qualite´ des controˆles calcule´s, mais cela ne donne pas un
instrument de mesure “univoque” e´tant donne´ que l’unicite´ des solutions n’est pas garantie en ge´ne´ral.
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de sce´narios, e´tant donne´ que la qualite´ de l’arbre est directement lie´e aux proprie´te´s du
proble`me e´tudie´.
I.2 Les cate´gories de proble`mes
Nous e´tudierons dans ce me´moire la discre´tisation des contraintes de mesurabilite´
dans un proble`me d’optimisation stochastique, c’est la raison pour laquelle il nous parait
ne´cessaire de de´terminer pre´cise´ment les diffe´rentes cate´gories de structure d’information,
ce qui nous permettra de classer chaque proble`me d’optimisation dans une cate´gorie en
fonction de sa contrainte de mesurabilite´.
I.2.1 Boucle ouverte
Les proble`mes d’optimisation en boucle ouverte sont les proble`mes de la forme :
min
x∈Rn
E [J(x, ξ(ω))] . (I.1)
La variable de de´cision x ∈ Rn est prise avant l’observation d’une quelconque variable
ale´atoire. Ce type de proble`me est largement e´tudie´ [97, 98], et bien qu’en apparence tre`s
simple, il ne peut pas eˆtre aborde´ par des techniques classiques d’optimisation non line´aire.
La difficulte´ principale de ce type de proble`me est lie´e a` l’e´valuation de E [J(x, ξ(ω))] ou
d’un (sous) gradient. Il existe cependant quelques cas favorables (notamment lorsque la loi
de ξ est discre`te) le calcul de l’espe´rance se re´sume alors a` une simple somme :




Dans ce cas, e´valuer l’espe´rance ou le gradient du crite`re consiste simplement a` e´valuer
J(x, ξi) ou J
′
x(x, ξi) pour tout i. Cette constatation est a` la base des techniques dite de
chroniques de sce´narios qui consistent a` remplacer la variable ale´atoire ξ par une loi discre`te
sur un nombre fini de sce´narios dans le but d’obtenir un proble`me discret plus facile a`
re´soudre. Cette approche soule`ve le proble`me du nombre de sce´narios ne´cessaires afin de
respecter une marge d’erreur fixe´e a priori [96, 95]. Parmi les diffe´rents angles d’approche
du proble`me (I.1), il faut e´galement citer celles de type gradient stochastique [76] qui sont
base´es sur l’ide´e de mener conjointement et progressivement la minimisation du crite`re et
le calcul de l’espe´rance. Les proble`mes en boucle ouverte pouvant eˆtre de grande taille, les
techniques de de´composition [27] sont naturellement un aspect important.
I.2.2 Structure d’information statique
Les proble`mes statiques sont ceux dont la particularite´ est de posse´der une structure
d’information inde´pendante de toute loi de commande. Nous dirons des proble`mes statiques
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qu’ils posse`dent une structure d’information fixe. La de´cision optimale est prise apre`s l’ob-
servation d’une variable ale´atoire de´finie inde´pendamment de toute variable de de´cision.
Un exemple de proble`me statique est :
V (B)
def
= min {E [J(γ(ξ), ξ)] | γ est B-mesurable} . (I.2)
On montrera plus loin que si la tribu B est engendre´e par une partition finie, alors V (B)
peut se ramener a` un proble`me en boucle ouverte. Il arrive souvent en pratique que la tribu
B soit engendre´e par une variable ale´atoire h, nous appellerons une telle fonction h une
fonction d’observation. Nous insistons sur le fait que le proble`me d’optimisation (I.2) est
seulement un exemple de proble`me statique ; il suffit simplement de remarquer que deux
contraintes de mesurabilite´ disons “γ1 est A-mesurable et γ2 est B-mesurable”, ne peuvent
pas en ge´ne´ral s’e´crire comme une seule contrainte de mesurabilite´ sur le couple (γ1, γ2).
I.2.3 Structure d’information dynamique ou avec effet dual
Les proble`mes dynamiques sont ceux qui ne font pas partie de la cate´gorie proble`mes
statiques. On trouve notamment dans cette cate´gorie les proble`mes pour lesquels les fonc-
tions d’observations de´pendent des variables de de´cision.
Dans certains cas, la de´pendance relativement aux variables de de´cision s’exprime uni-
quement a` travers les valeurs prises par la fonction d’observation et pas a` travers la σ-
alge`bre engendre´e. Il s’agit alors de faux proble`mes dynamiques : on dit alors qu’il n’y a
pas d’effet dual. Un exemple de proble`me dynamique est :
min {E [J(γ(ξ), ξ)] | γ est Bγ-mesurable} . (I.3)
Pour des de´veloppements re´cents au sujet de l’absence d’effet dual voir [19] et le chapitre
II de ce me´moire.
I.3 Bre`ve revue de la litte´rature
Nous avons simplement pour objectif de donner une ide´e de ce qui existe dans certains
domaines de l’optimisation stochastique. Les proble´matiques souleve´es en optimisation
stochastique sont tre`s nombreuses ; nous ne parlerons que de celles pour lesquelles nous
pensons avoir apporte´ une contribution. Le choix des articles a` re´sumer est tre`s difficile
e´tant donne´ le volume des publications concernant ce sujet. Ne´anmoins, nous avons choisi de
se´lectionner les articles qui nous paraissent eˆtre au fait des de´veloppements mathe´matiques
en optimisation stochastique :
I.3.1 Effet dual [19, 11, 104, 103]
Artstein [11] s’inte´resse a` la re´solution nume´rique des proble`mes avec effet dual en
essayant de munir l’espace des sous-tribus de F d’une structure d’espace vectoriel. L’inte´reˆt
d’une telle approche est d’espe´rer pouvoir de´finir une notion de calcul diffe´rentiel, mais a`
notre connaissance ce n’est pas encore le cas.
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I.3.2 Discre´tisation de filtrations [59, 29, 30, 68, 67, 24]
La discre´tisation de la structure d’information est un proble`me qui est au cœur de l’op-
timisation stochastique. Cette proble´matique a e´te´ identifie´e depuis longtemps. Rockafellar
et Wets [92] e´voquent la possibilite´ de repre´senter une filtration par une filtration discre`te,
un “arbre”. La discre´tisation de filtration continue a e´te´ e´tudie´e notamment par Hoover
[59] Coquet et Me´min [29, 30]. En fait un re´sultat de Hoover [59, the´ore`me 7.7] permet de
ramener la question de la discre´tisation d’une filtration a` celle de la discre´tisation d’une
tribu. Les proprie´te´s topologiques de l’espace des sous-tribus d’une tribu F ont e´te´ e´tudie´es
par de nombreux auteurs dont je donne ici une liste qui n’est pas exhaustive : Neveu [68, 67]
Boylan [24] Ku¨do [62] Cotter [31, 32] Alonso [6] Stinchombe [100, 99] Nghiem [69], plus
re´cemment Piccinini [73] et Artstein [13] . Nous renvoyons le lecteur au chapitre III de ce
me´moire, dans lequel nous donnons les principaux re´sultats relatifs a` ces topologies.
I.3.3 Me´thodes de Monte-Carlo [95, 97, 96, 98]
Les me´thodes de type Monte-Carlo applique´es aux proble`mes d’optimisation en boucle
ouverte font l’objet d’intenses recherches. Ce qui motive ces recherches est en particulier le
fait qu’il existe peu de re´sultats permettant de majorer l’erreur introduite dans la re´solution
nume´rique en remplac¸ant les variables ale´atoires par un estimateur. Le cas particulier ou`
une variable ale´atoire est remplace´e par son estimateur empirique a` fait l’objet d’une








= E [F (x, ξ)]
}
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= E [v̂N ] .
Autrement dit v̂N est un estimateur biaise´ de v
∗. D’autre part f̂N(x) peut eˆtre conside´re´e
comme une borne supe´rieure de v∗. A. Shapiro e´tudie dans ses articles les hypothe`ses sous
lesquelles la suite des estimateurs v̂N converge
4 vers v∗. Les re´sultats sont illustre´s a` l’aide
d’exemples notamment le proble`me de l’optimisation d’un crite`re line´aire sur un horizon
fini.
4Diffe´rentes notions de convergences sont e´tudie´es
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I.3.4 Robustesse [33, 61, 77, 38, 10, 14]
E´tudier la robustesse d’un proble`me d’optimisation passe ge´ne´ralement par e´tablir des
re´sultats de continuite´ de la fonction marginale d’un proble`me relativement a` un parame`tre.
Cet aspect de l’optimisation est important pour la raison suivante : certains parame`tres
e´tant dans un espace de dimension infinie, c’est le cas par exemple des lois de probabilite´,
il est ne´cessaire de les discre´tiser afin de re´soudre nume´riquement le proble`me, mais il faut
en plus eˆtre assure´ que cette discre´tisation est compatible avec l’objectif principal qui est
le calcul de la solution d’un proble`me d’optimisation. Il est possible par exemple qu’une
discre´tisation de la fonction couˆt donne une approximation aussi pre´cise que l’on souhaite
de celle-ci, mais que quelle que soit la finesse de cette discre´tisation, le couˆt optimal ne
soit pas correctement approche´ (voir l’exemple du paragraphe §IV.4.1). Pour les proble`mes
d’optimisation stochastique ce parame`tre peut eˆtre une loi de probabilite´, ou bien un entier
N qui controˆle la finesse d’une discre´tisation. Dupacˇova` et Wets ont e´tabli des the´ore`mes de
robustesse donnant les hypothe`ses sous lesquelles un proble`me en boucle ouverte peut eˆtre
approche´ par une suite de proble`mes discrets obtenus en remplac¸ant la loi de la variable
ale´atoire ξ par une suite de lois discre`tes.
Robustesse par rapport a` la loi [47, 35, 72, 49, 60, 37, 36, 34]
Les proprie´te´s de robustesse de la fonction valeur d’un proble`me d’optimisation en
boucle ouverte par rapport a` la loi des bruits est un domaine de recherche tre`s actif.
Les re´sultats issus de ce milieu donnent ge´ne´ralement des conditions sous lesquelles on
peut espe´rer obtenir une fonction valeur lipschitzienne. Ainsi Pflug [72] montre que sous
l’hypothe`se que la fonction :
ξ 7→ F (x, ξ) ;








= E [F (x, ξ)]
}
;






{E [|X −X ′|] | PX = Pξ et PX′ = Pξ′} .
Les re´sultats de ce type sont, a` notre connaissance, toujours obtenus pour des proble`mes
d’optimisation en boucle ouverte.
Robustesse par rapport a` la structure d’information[10, 31, 3]
Les proprie´te´s de robustesse par rapport a` la structure d’information ont e´te´, a` notre
connaissance, moins e´tudie´es que la robustesse par rapport aux lois de probabilite´. Artstein
5La constante de Lipschitz ne de´pend pas de x.
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[10] a montre´ que la fonction marginale :
V (B)
def
= inf {E [J(γ(ξ), ξ)] | γ est B-mesurable} ;
en continue lorsque l’on munit l’ensemble des sous-tribus de F la topologie de convergence
forte6. Le meˆme type de re´sultat a par ailleurs e´te´ obtenu par Cotter [31] et Allen [3].
I.3.5 Conditions d’optimalite´ [85, 55, 79, 89, 87, 86, 56]
Nous nous inte´ressons particulie`rement aux conditions d’optimalite´ associe´es a` des




minE [J(γ(ξ), ξ)] ;
γ est B-mesurable.
Rockafellar [87] a montre´ que si γ ∈ L∞Rn(Ξ) est solution du proble`me P , il existe ρ ∈ L
1
Rn(Ξ)
tel que E (ρ | B) = 0 et le proble`me P est e´quivalent (dans le cas convexe) a` re´soudre :
min
γ
E [J(γ(ξ), ξ) + 〈ρ(ξ), γ(ξ)〉] ;
la difficulte´ e´tant surtout de montrer qu’il est possible de choisir un multiplicateur dans
L1Rn(Ω). Le meˆme type de re´sultat peut eˆtre obtenu dans le cas Lipschitz [56]. Nous avons
de´veloppe´ dans le chapitre VI une application de ces re´sultats a` un proble`me de commande
optimale stochastique en temps discret. L’inte´reˆt de cette de´marche re´side dans l’expres-
sion des conditions d’optimalite´ obtenues. Nous avons en effet obtenu deux formulations
e´quivalentes des conditions d’optimalite´ qui diffe`rent par la nature des variables duales.
Dans un cas nous avons des variables duales mesurables relativement a` la filtration natu-
relle du bruit, dans l’autre cas nous avons des variables duales adapte´es a` l’observation.
I.4 Originalite´ du me´moire
Certains proble`mes d’optimisation stochastique dont la fonction d’observation de´pend
des variables de de´cision et donc en premie`re Analyse, faisant partie de la cate´gorie des
proble`mes avec une structure d’information dynamique, sont en fait des proble`mes d’op-
timisation avec une structure d’information statique. Comme le souligne Varaiya et Wets
[103], un enjeu majeur de l’optimisation stochastique est de pouvoir caracte´riser ce type
de proble`mes, ce qui revient quelque part a` caracte´riser les proble`mes statiques. Nous [19]
avons tente´ d’apporter une re´ponse a` cette question dans le cas non trivial ou` la fonction
d’observation de´pend de la variable de de´cision. Notre contribution a e´te´ de de´terminer des
hypothe`ses suffisantes sous lesquelles il est possible de caracte´riser le plus grand ensemble
de feedbacks admissibles pour lequel la tribu engendre´e par la fonction d’observation est
fixe meˆme apre`s y avoir injecte´ un feedback admissible.
6Voir la de´finition III.14.
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Il n’est pas possible d’e´valuer de combien une contrainte de mesurabilite´ a` e´te´ viole´e
en utilisant les normes habituelles en analyse. Si l’on munit l’intervalle re´el I = [0, 1] de
sa tribu des bore´liens, de la loi uniforme et que l’on conside`re les applications h(x) =
2εx et b(x) = 0 de´finies sur I. Nous avons que ||h− g||L1R(I,BI)
= ε, ce qui signifie que
l’erreur moyenne entre g et h est d’ordre ε aussi petit que l’on veut. Malheureusement
cette norme est catastrophique du point de vue de l’information, en effet σ(h) = BI et
σ(g) = {I, ∅} autrement dit ces deux fonctions bien que tre`s proches nume´riquement
sont informativement tre`s diffe´rentes. Nous avons donc e´tudie´ les diffe´rentes topologies
permettant de rendre compte de la mesurabilite´ d’une variable ale´atoire.
Nous avons par ailleurs e´tudie´ la discre´tisation des proble`mes d’optimisation stochas-
tique ayant une structure d’information statique. Nous avons analyse´ les proprie´te´s de
continuite´ de la fonction valeur d’un tel proble`me par rapport a` la structure d’information.
Nous proposons une technique de discre´tisation des contraintes de mesurabilite´ base´e sur
la quantification de la fonction d’observation . La quantification d’une variable ale´atoire h
de´finie sur Ω a` valeurs dans un espace me´trique Y est l’ope´ration qui consiste a` composer
h avec une variable ale´atoire discre`te Q mesurable pour la tribu des bore´liens sur Y , on
obtient ainsi une nouvelle variable ale´atoire discre`te Q◦h. Cette technique de discre´tisation
posse`de a priori un avantage e´vident du point de vue des proble`mes d’optimisation : lorsque
l’on impose aux variables de de´cision d’eˆtre mesurables par rapport a` la tribu σ(Q◦h) nous
avons ne´cessairement que les de´cisions admissibles du proble`me discret le seront aussi pour
le proble`me d’origine. Nous avons e´tudie´ les proprie´te´s topologiques de la quantification
et nous avons montre´ que si la suite (Qn)n∈N converge simplement vers l’identite´ alors la
suite de sous-tribus (σ(Qn ◦ h))n∈N converge au sens des tribus vers σ(h). Partant de ce
re´sultat nous proposons une approche en deux e´tapes pour discre´tiser les proble`mes avec
une structure d’information statique :
1. la premie`re e´tape passe par une discre´tisation de la contrainte de mesurabilite´ par
une technique de quantification ;
2. la deuxie`me e´tape est une approche nume´rique classique pour calculer un proble`me
en boucle ouverte.
Nous montrerons que notre approche de la re´solution nume´rique du proble`me est originale
dans le sens ou` elle e´tablit de manie`re explicite que l’erreur totale de la discre´tisation
que nous noterons e, est la somme de l’erreur e1 issue de la discre´tisation la structure
d’information et de l’erreur e2 issue de l’approximation du crite`re. A` notre connaissance
l’erreur e1 commise lors de la discre´tisation de la structure d’information n’a pas fait l’objet
d’e´tudes mathe´matique tre`s approfondies dans la litte´rature.
Par ailleurs notre approche est e´galement originale dans la mesure ou` nous n’avons pas
limite´ notre expose´ aux contraintes de non anticipativite´ qui sont les contraintes de mesu-
rabilite´ que l’on retrouve d’ordinaire dans la litte´rature. Autrement dit la me´thodologie que
nous proposons est suffisamment ge´ne´rale pour eˆtre adapte´e a` la plus part des proble`mes
statiques. Comme nous l’avons fait remarque´, la contrainte de non anticipativite´ est une
structure d’information dont l’e´tude a e´te´ largement privile´gie´e. Par ailleurs, les proble`mes
sujets a` cette contrainte ont la particularite´ suivante : la discre´tisation de ces proble`mes
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peut se re´sumer simplement a` la discre´tisation des lois marginales du processus de bruit,
c’est sans doute cette particularite´ qui explique pourquoi les deux sources d’erreurs que
nous avons isole´es sont ge´ne´ralement combine´es au sein d’une meˆme structure qui est l’arbre
de sce´narios.
I.5 Plan
Le me´moire se de´compose de la manie`re suivante :
– Le roˆle du chapitre I est de donner un bref aperc¸u de l’e´tat de l’art concernant certains
aspects de l’optimisation stochastique que nous allons e´tudier dans ce me´moire ;
– nous aborderons dans le chapitre II la question de la caracte´risation de l’absence
d’effet dual a` partir d’outils alge´briques ;
– nous allons introduire dans le chapitre III diffe´rentes notions topologiques sur l’en-
semble des sous tribus d’une tribu F ;
– dans chapitre IV, nous allons montrer que la discre´tisation d’un proble`me d’optimi-
sation stochastique par une technique de quantification des contraintes de mesurabi-
lite´, permet d’obtenir asymptotiquement un estimateur du couˆt optimal du proble`me
d’optimisation d’origine ;
– nous traiterons nume´riquement dans le chapitre V l’exemple d’un proble`me de gestion
de barrage hydraulique ;
– nous allons traiter dans le chapitre VI des conditions d’optimalite´ d’un proble`me d’un
commande optimale stochastique ;
– l’annexe A contient des rappels d’optimisation ;
– l’annexe B contient des rappels de la the´orie des probabilite´s.
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Chapitre II
L’effet dual en optimisation
stochastique
II.1 Introduction
Dans certains cas l’observation d’un “syste`me” peut de´pendre des variables de de´cision
agissant sur le dit syste`me. Cette de´pendance vis-a`-vis des de´cisions peut perturber “in-
formationnellement” le syste`me, prenons un exemple :
Exemple II.1. Prenons l’exemple d’un re´frige´rateur qui tombe en panne. On admet qu’il
y a deux possibilite´s envisageables qui sont :
1. le proprie´taire du re´frige´rateur fait appel a` un re´parateur, cela lui couˆte E1. A` nouveau
il y a deux possibilite´s :
– le re´frige´rateur n’est pas re´parable ; dans ce cas, il faut rajouter aux frais de de´-
placement du re´parateur le couˆt d’un nouveau re´frige´rateur soit E2 ;
– le re´frige´rateur est re´parable ; dans ce cas il faut tenir compte des frais de re´paration
soit E3 ;
2. le proprie´taire de´cide de ne rien faire, et cela ne lui couˆte rien. Cependant la de´cision
suivante est ne´cessairement l’achat d’un nouveau re´frige´rateur dont le couˆt est E2.
Nous faisons l’hypothe`se naturelle que E3+E1 < E2, c’est-a`-dire qu’il est plus avantageux
de re´parer son re´frige´rateur (au moins dans l’imme´diat !). Nous avons repre´sente´ sur la
figure II.1 (qu’il faut lire de la gauche vers la droite) les diffe´rents cas possibles :
– l’e´ve`nement {A} correspond a` l’achat d’un re´frige´rateur ;
– l’e´ve`nement {Ac} correspond a` la re´paration du re´frige´rateur.
Dans cet exemple le re´frige´rateur est le “syste`me” sur lequel le proprie´taire peut agir,
soit en appelant un re´parateur, soit en le re´parant directement. Certaines de´cisions prises
par le proprie´taire agissent sur l’information qu’il posse`de a priori. Ainsi, s’il de´cide d’ap-
peler un re´parateur cela aura une influence sur l’information qu’il posse`de sur l’e´tat du
re´frige´rateur.
La figure II.1 est une repre´sentation informationnelle du fonctionnement de ce syste`me.
Au de´part on ne posse`de aucune information sur l’e´tat du re´frige´rateur {∅,Ω}. Les nœuds
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Fig. II.1 – Panne du re´frige´rateur
du deuxie`me niveau de l’arbre de la figure II.1 ne sont pas informationnellement e´quivalents,
c’est-a`-dire que connaˆıtre {Ω, ∅, A,Ac} n’est pas e´quivalent a` connaˆıtre {Ω, ∅}. Pour savoir
si le re´frige´rateur en re´parable {Ac} il est ne´cessaire d’acheter de l’information !
Nous dirons qu’il n’y a` pas d’effet dual lorsque l’observation d’un syste`me est “infor-
mationnellement” inde´pendante de toute variable de de´cision.
On peut montrer (voir Quadrat-Viot [75, lemme 2.3]) qu’il n’y a pas d’effet dual pour
les syste`mes dynamiques line´aires, (xt+1 = Axt + But + ωt) dans le cas
1 ou l’observation
instantane´e est la variable (x0, . . . , xt). Les questions concernant l’effet dual, ne sont pas
nouvelles. Witsenhausen [104] a montre´ a` l’aide d’un contre-exemple line´aire quadratique
gaussien devenu ce´le`bre, que si l’observation instantane´e se re´duit a` xt+vt, c’est-a`-dire que
l’on observe un e´tat bruite´, et que l’on ne garde pas en me´moire les observations passe´es,
alors il y a effet dual, et nous ne sommes donc plus en mesure de re´soudre notre proble`me
d’optimisation par des techniques classiques. En effet dans ce dernier cas, il n’est plus pos-
sible d’estimer l’e´tat du syste`me graˆce au filtre de Kalman puisque l’on ne doit pas utiliser
les observations passe´es. L’absence d’effet dual implique que la structure d’observation est
fixe pour le syste`me boucle´, c’est donc un proprie´te´ nume´riquement inte´ressante. Il est
donc important d’identifier les syste`mes dynamiques posse´dant cette proprie´te´.
Dans ce chapitre nous allons commencer par introduire des structures alge´briques et
nous montrerons a` l’aide d’un exemple que le fait de boucler un syste`me dynamique par une
1Les variables ale´atoires ωt sont suppose´es inde´pendantes gaussiennes, mais cela ne joue aucun roˆle
dans le re´sultat.
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commande en feedback “perturbe” ce syste`me. Puis, nous allons donner une caracte´risation
de l’absence d’effet dual a` partir des controˆles constants, c’est-a`-dire que nous allons mon-
trer que s’il n’y a pas d’effet dual pour les controˆles constants alors il n’y en aura pas pour
les controˆles en feedbacks sur l’observation. Nous nous inte´resserons aussi aux diffe´rentes
possibilite´s permettant de s’affranchir de l’hypothe`se de me´moire parfaite.
II.2 Structures alge´briques
Nous allons introduire quelques notions de structures alge´briques classiques, l’objectif
e´tant de s’affranchir de toute la technicite´ de la the´orie de la mesure. Pour plus de de´tails
voir G. Cohen P. Carpentier et J.-C Culioli[27].
II.2.1 Partition et relation d’e´quivalence
Soit Ω un ensemble de cardinal fini, card(Ω) de´signera le cardinal de Ω. On note 2Ω la
collection des sous-ensembles de Ω (incluant l’ensemble vide et lui meˆme). Une partition σ
est de´finie comme une famille {Ωi}i∈Iσ , –Iσ est pour l’instant un ensemble quelconque– de
sous-ensembles de Ω tous non vides dont l’union recouvre Ω et disjoints deux a` deux :
σ = {Ωi}i∈Iσ , ∀i,Ωi ∈ 2
Ω, Ωi 6= ∅, ∪i∈IσΩi = Ω, i 6= j ⇒ Ωi ∩ Ωj. = ∅.
L’ensemble des partitions de Ω est note´ P(Ω). Si card(Iσ) = n on dira aussi que card(σ) =
n. Sur l’ensemble P(Ω), on peut de´finir la relation d’ordre suivante, soient :
σ = {Ωi}i∈Iσ et σ
′ = {Ωj}j∈Iσ′
, σ′ ¹ σ ⇔ ∀i ∈ Iσ, ∃j ∈ Iσ′ : Ωi ∈ Ωj. (II.1)
Muni de cette relation d’ordre, l’ensemble P(Ω) est un treillis supe´rieur : la plus petite
borne supe´rieure de deux partitions σ = {Ωi}i∈Iσ et σ
′ = {Ωi}j∈Iσ′ note´e σ ∨ σ
′, est
constitue´e de tous les sous-ensembles obtenus en gardant toutes les intersections non vides
Ωi ∩ Ω
′
j pour i ∈ Iσ et j ∈ Iσ′
De´finition II.2. Soient σ et σ′ deux partitions telles que σ′ ¹ σ alors, il existe une
application p : Iσ → Iσ′ (et par abus de langage p : σ → σ
′) dite “application pe`re”, de´finie
de la manie`re suivante :
∀i ∈ Iσ, ∃j = p(i) ∈ Iσ′ : Ωi ⊂ Ω
′
j.
E´videmment ce j est unique. On appellera la “multi-application fils” la multi-application
f = p−1, en rappelant que, pour une application quelconque h : A → B, on de´finit la
multi-application inverse h−1 par :
h−1 : B → A, b→ h−1(b)
def
= {a ∈ A | h(a) = b} .
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∀ω ∈ Ω,∀ω′ ∈ Ω, ω
h
≡ ω′ ⇔ h(ω) = h(ω′)⇔ ω′ ∈ h−1(h(ω)).
L’ensemble quotient de Ω par cette relation d’e´quivalence est note´ Ω/h. La classe d’e´qui-
valence engendre´e par ω ∈ Ω (qui est un e´le´ment de Ω/h), est note´ [ω]h. On le notera alors
aussi σh. Dans la mesure ou` les classes d’e´quivalence constituent une partition de Ω, on
peut conside´rer Ω/h comme un e´le´ment de P(Ω).
II.2.2 Relation de pre´ce´dence
La relation d’ordre (II.1) induit une relation de pre´-ordre sur toutes les applications
ayant pour domaine Ω et leur image dans des ensembles quelconques. Une relation de
pre´-ordre est une relation re´flexive et transitive, mais non anti-syme´trique. La relation de
pre´-ordre entre h1 et h2 note´e h1 ¹ h2, sera de´finie par la relation d’ordre σh1 ¹ σh2 .
De´finition II.3. Soient σ ∈ P(Ω) et h : Ω→ Y : on dit que h est mesurable par rapport
a` σ si σh ¹ σ. Soient h1 : Ω→ Y1 et h2 : Ω→ Y2 : on dit que h1 est mesurable par rapport
a` h2 si h1 est mesurable par rapport a` σh2
De´finition II.4. Soit h : Ω→ Y , alors :
imh = {y ∈ Y | ∃ω ∈ Ω, y = h(ω)} .
Proposition II.5. Les e´nonce´s suivants sont e´quivalents :
(i) h1 est mesurable par rapport a` h2 (note´e h1 ¹ h2) ;
(ii) σh1 ¹ σh2 ;
(iii) on a l’implication :
∀(ω, ω′) ∈ Ω× Ω, h2(ω) = h2(ω
′)⇒ h1(ω) = h1(ω
′) ;
(iv) il existe une application p : imh2 → imh1 telle que h1 = p ◦ h2.
Remarque II.6. L’expression “h1 mesurable par rapport a` h2” signifie que h1 est moins
informative que h2.
De´finition II.7. Deux applications h1 : Ω → Y1 et h2 : Ω → Y2 sont aussi informatives
l’une que l’autre (note´e h1 ≡ h2) si h1 est mesurable par rapport a` h2 et re´ciproquement.
Autrement dit,
h1 ≡ h2 ⇔ (h1 ¹ h2 et h2 ¹ h1)
De´finition II.8. E´tant donne´es deux applications h1 : Ω→ Y1 et h2 : Ω→ Y2, on de´signe
par h1 ∨ h2 un repre´sentant quelconque de la classe d’e´quivalence contenant l’e´le´ment :
Ω → Y1 × Y2,
ω 7→ (h1(ω), h2(ω)).
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II.3 Effets d’un feedback sur l’information
Nous allons introduire de manie`re assez comple`te les effets d’un feedback sur l’infor-
mation, et montrer qu’ils ne sont pas triviaux, ils de´pendent des feedbacks, de la structure
d’information, et de l’ensemble admissible.
On conside`re Ω = {1, 2, 3, 4}, U = {1, 2, 3}, Y = {1, 2, 3} et
h(u, ω) = min(u, ω) .
Les feedbacks γ : Ω→ U et les observations qu’ils engendrent ηγ ≡ h(γ(·), ·) : Ω→ Y sont
de´crits par des quadruplets de nombres entiers compris entre 1 et 3. Par exemple, γ = 3221
signifie que γ(1) = 3, γ(2) = 2, γ(3) = 2, γ(4) = 1.
Le treillis des partitions de l’ensemble Ω = {1, 2, 3, 4} comporte 15 e´le´ments repre´sente´s
sur la Figure II.2.
Il y a 34 = 81 feedbacks possibles qui se re´partissent sur ce treillis des partitions.
Le sommet (note´ > — “top”) du treillis n’est pas atteignable puisqu’on ne peut avoir
de fonctions injectives de Ω dans U e´tant donne´ que Ω est de cardinal 4 et U est de
cardinal 3. Le Tableau II.1 donne la liste de tous les feedbacks possibles classe´s selon leur
appartenance au treillis des partitions. Les colonnes de droite indiquent d’une part les
fonctions ηγ correspondantes, d’autre part l’admissibilite´ du feedback (ve´rification de la
condition γ(·) ¹ h(γ(·), ·)) et enfin la partition vers laquelle pointe la fonction ηγ (en nous
limitant uniquement aux lignes correspondant a` des feedbacks admissibles).
A` partir de ce tableau exhaustif, on peut faire les observations suivantes. Observons
d’abord qu’il s’agit ici d’un exemple sans principe de se´paration puisque les ηγ (meˆme en
se restreignant seulement a` ceux correspondant a` des feedbacks admissibles) engendrent
des e´le´ments diffe´rents du treillis des partitions de Ω.
Deux feedbacks informationnellement e´quivalents — meˆme admissibles — ne
produisent pas des structures d’information e´quivalentes
Cette affirmation est illustre´e par les trois feedbacks constants (premiers e´le´ments du
tableau), tous admissibles, qui engendrent des fonctions ηγ pointant vers les e´le´ments 1, 3,
9 (situe´s a` trois niveaux diffe´rents) du treillis des partitions.
E´videmment, dans le cas du principe de se´paration, tous les feedbacks admissibles
produisent la meˆme structure d’information, donc la question ne se pose pas.
Pour deux feedbacks informationnellement e´quivalents, l’un peut eˆtre admis-
sible sans que l’autre le soit
Parmi les 6 feedbacks rattache´s a` l’e´le´ment 2 du treillis des partitions, 3 sont admissibles
et 3 ne le sont pas.
La question de savoir si un feedback informationnellement e´quivalent a` un feedback
admissible est admissible dans le cas ou` le principe de se´paration est ve´rifie´ reste ouverte.
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Tab. II.1 – Feedbacks
No. part. γ γ ηγ adm. ? part. ηγ
1 1111 1111 O 1
2 1 2222 1222 O 3
3 3333 1233 O 9
4 1122 1122 O 2
5 1133 1133 O 2
6 2 2211 1211 N
7 2233 1233 O 9
8 3311 1211 N
9 3322 1222 N
10 1222 1222 O 3
11 1333 1233 O 9
12 3 2111 1111 N
13 2333 1233 O 9
14 3111 1111 N
15 3222 1222 O 3
16 1212 1212 O 4
17 1313 1213 O 14
18 4 2121 1121 N
19 2323 1223 N
20 3131 1131 N
21 3232 1232 O 10
22 1121 1121 O 5
23 1131 1131 O 5
24 5 2212 1212 N
25 2232 1232 O 10
26 3313 1213 N
27 3323 1223 N
28 1221 1221 O 6
29 1331 1231 O 13
30 6 2112 1112 N
31 3113 1113 N
32 2332 1232 N
33 3223 1223 O 11
34 1211 1211 O 7
35 1311 1211 O 7
36 7 2122 1122 N
37 2322 1222 N
38 3133 1133 N
39 3233 1233 O 9
No. part. γ γ ηγ adm. ? part. ηγ
40 1112 1112 O 8
41 1113 1113 O 8
42 8 2221 1221 N
43 2223 1223 O 11
44 3331 1231 N
45 3332 1232 N
46 1233 1233 O 9
47 1322 1222 N
48 9 2133 1133 N
49 2311 1211 N
50 3122 1122 N
51 3211 1211 N
52 1232 1232 O 10
53 1323 1223 N
54 10 2131 1131 N
55 3121 1121 N
56 3212 1212 N
57 2313 1213 N
58 1223 1223 O 11
59 1332 1232 N
60 11 2113 1113 N
61 3112 1112 N
62 3221 1221 N
63 2331 1231 N
64 1123 1123 O 12
65 1132 1132 O 12
66 12 2213 1213 N
67 2231 1231 N
68 3312 1212 N
69 3321 1221 N
70 1231 1231 O 13
71 1321 1221 N
72 13 2132 1132 N
73 2312 1212 N
74 3123 1123 N
75 3213 1213 N
76 1213 1213 O 14
77 1312 1212 N
78 14 2123 1123 N
79 2321 1221 N
80 3132 1132 N
81 3231 1231 N
II.4 Effets d’un feedback sur l’information 17
{1}{2}{3,4}
{1}{3}{2,4} {1}{4}{2,3} {3}{4}{1,2} {2}{3}{1,4}






2 3 4 5 6 7 8
9 10 11 12 13 14
15
Fig. II.2 – Treillis des partitions de Ω = {1, 2, 3, 4}
Si γ est admissible et γ ′ ¹ γ, γ ′ n’est pas ne´cessairement admissible
Par exemple, γ6 = 2211 n’est pas admissible mais est rattache´ a` l’e´le´ment 2 du treillis
des partitions, alors que γ46 = 1233 est admissible : ce feedback est rattache´ a` l’e´le´ment 9
du treillis des partitions et on a γ6 ¹ γ46.
Les informations ne varient pas de fac¸on monotone avec les feedbacks
Par exemple, le feedback γ3 = 3333, rattache´ a` l’e´le´ment 1 du treillis des partitions,
engendre ηγ3 = 1233, rattache´ a` l’e´le´ment 9 du treillis des partitions. Par ailleurs, γ10 =
1222 est rattache´ a` l’e´le´ment 3 du treillis des partitions (on a donc γ3 ¹ γ10) mais η
γ10 est
rattache´ a` l’e´le´ment 3 du treillis des partitions (donc ηγ10 ¹ ηγ3).
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II.4 Effet dual : de´finition et caracte´risation
Nous allons e´nume´rer dans cette section les principaux re´sulats que nous avons obtenus
dans [19] en termes de caracte´risation de l’absence d’effet dual.
II.4.1 Absence de temps
De´finition II.9. Soit h : U × Ω → Y une application, on appelle FadU (h) l’ensemble des
feedbacks admissibles de´fini de la manie`re suivante :
FadU (h)
def
= {γ : Ω→ U | γ(·) ¹ h(γ(·), ·)} .
De´finition II.10. On dit qu’il n’y a pas d’effet dual en boucle ouverte pour une fonction
d’observation h : Ω× U → Y si :
∀(u, , u′) ∈ U × U , h(u, ·) ≡ h(u′, ·) ;
dans ce cas on note ξ une application quelconque de´finie sur Ω telle que :
∀u ∈ U h(u, ·) ≡ ξ.
Notre objectif est de de´terminer une classe de fonctions plus large que ⊥ et pour
laquelle la proprie´te´ d’absence d’effet dual reste valide. C’est la raison pour laquelle nous
introduisons la de´finition suivante :
De´finition II.11. On suppose qu’il n’y a pas d’effet dual pour les feedbacks en boucle




γ ∈ FadU (h) | h(γ(·), ·) ≡ ξ
}
.
De´finition II.12. Soit h : U × Ω → Y une fonction d’observation pour laquelle il n’y a




= {γ : Ω→ U | γ(·) ¹ ξ(·)} .
Nous sommes en mesure de donner une caracte´risation de l’ensemble FndeU (h) a` partir
des e´le´ments de ⊥.
The´ore`me II.13. Si il n’y a pas d’effet dual en boucle ouverte pour une fonction d’obser-
vation h, alors :
FndeU (h) = F
ad
U (h) ∩ F
ξ
U .
Preuve : Voir [19, proposition 14]. ¤
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II.4.2 Introduction du temps
Soit un ensemble Ω ⊂ AT+1. L’ensemble des de´cisions est note´ UT
def
= U × . . .× U︸ ︷︷ ︸
T fois
.
De´finition II.14. Pour t = 0, . . . , T − 1, on de´finit l’ope´rateur pre´fixe note´ ρt :
ρt : U
T → U t+1, ρt(u)
def
= (u0, . . . , ut).
De´finition II.15. Une famille de fonctions d’observation {ht}t=0,...,T−1, est une suite d’ap-
plications de la forme :
ht : U




De´finition II.16. Une famille de fonctions d’observation posse`de la proprie´te´ dite de
me´moire parfaite si :
ht(·, ·) ¹UT×Ω ht+1(·, ·).
De´finition II.17. Une famille {ht}t=0,...,T−1 de fonctions d’observation est dite causale si
elle ve´rifie la proprie´te´ suivante :
∀t = 0, . . . , T − 1, ht(·, ·) ¹UT×Ω ρt−1(·) ∨ IdΩ(·).
Par abus de notation on e´crira indiffe´remment pour une fonction causale :
∀u ∈ UT , ∀i ≥ t− 1, ht(u, ω) = ht(ρi(u), ω).
De´finition II.18. On dit qu’il n’y a pas d’effet dual pour les controˆles en boucle ouverte
pour une famille {ht}t=0,...,T−1 de fonctions d’observation si pour tout t :
∀(u, u′) ∈ UT × UT , ht(u, ·) ≡ ht(u
′, ·),
dans ce cas on note {ξt}t=0,...,T−1 une famille quelconque d’applications de´finies sur Ω ayant
la proprie´te´ suivante :
∀u ∈ UT , ht(u, ·) ≡ ξt.
De´finition II.19. Soient T ∈ N et h = {ht}t=0,...,T−1 une famille de fonctions d’observa-
tion, on de´finit :
1. l’ensemble des feedbacks admissibles :
Fad(h) def=
{
γ : Ω→ UT | ∀t = 0, . . . , T − 1 γt ¹ ht(γ(·), ·)
}
; (II.2)
2. dans le cas ou` il n’y a pas d’effet dual pour les controˆles en boucle ouverte, le plus




γ ∈ Fad(h) | ∀t = 0, . . . , T − 1 ht(γ(·), ·) ≡ ξt
}
;
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nous remarquons qu’il n’y a` pas de syme´trie entre la de´finition de l’ensemble Fnde
dans le cas dynamique et celle du cas statique. La raison est naturelle, dans le cas
se´quentiel, l’information arrive de manie`re progressive au fur et a` mesure que le temps
s’e´coule, il en va de meˆme pour les de´cisions. Ainsi, les observations ne peuvent
de´pendre que des commandes passe´es, c’est ce que nous appelons la causalite´, de
meˆme une commande a` un instant donne´ ne peut pas de´pendre d’observations ayant
lieu a` des instants ulte´rieurs. Il n’aurait pas e´te´ possible de rendre compte d’une telle






une famille d’application de´finie sur Ω alors :
Fξ̂ def=
{
γ : Ω→ UT | ∀t = 0, . . . , T − 1 γt ¹ ξ̂t
}
. (II.3)
Proposition II.20. Soit {ht}t=0,...,T−1 une famille causale de fonctions d’observation a`
me´moire parfaite, ne posse´dant pas d’effet dual en boucle ouverte alors :
Fnde =
{
γ : Ω→ UT | ∀t = 0, . . . , T − 1 γt(·) ¹ ξt(·)
}
.
Preuve : Voir [19, proposition 35]. ¤
II.5 Effet dual et me´moire parfaite
La caracte´risation de l’absence d’effet dual obtenue dans [19], laisse ouverte la question
suivante : l’hypothe`se de me´moire parfaite est elle ne´cessaire ? Bien que cette hypothe`se
semble eˆtre un e´le´ment essentiel dans les de´monstrations, il n’a pas e´te´ e´tabli qu’elle e´tait
ne´cessaire. Nous allons tenter d’apporter quelques e´le´ments de re´ponse a` cette question.
II.5.1 Effet dual sans me´moire parfaite
On se pose la question de savoir ce qui est pre´serve´ lorsque l’on supprime l’hypothe`se
de me´moire parfaite.
Proposition II.21. Soit {ht}t=0,...,T−1 une famille causale de fonctions d’observation. On
suppose qu’il n’y a pas d’effet dual pour les controˆles en boucle ouverte. Alors :{





Preuve : On se donne γ ∈
{





e´tant donne´ l’hypothe`se d’absence d’effet dual en boucle ouverte pour la famille de fonctions
{ht}t=0,...,T−1 nous avons d’apre`s le the´ore`me II.13 que :
∀t = 0, . . . , T − 1 ht(ρt ◦ γ(·), ·) ≡ ξt(·).
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Puisque la famille {ht}t=0,...,T−1 est causale, alors :
∀t = 0, . . . , T − 1 ht(γ(·), ·) ≡ ξt(·).
Ce qui montre que :{






De´finition II.22. Une famille causale {ht}t=0,...,T−1 de fonctions d’observation ve´rifie l’hy-
pothe`se (H) si pour tout γ ∈ Fad(h) nous avons :
∀t = 0, . . . , T − 1, ρt ◦ γ ¹ ht(γ(·), ·).
L’hypothe`se (H) signifie en quelque sorte que la variable ale´atoire ht(γ(·), ·) permet de
reconstituer l’ensemble des feedbacks ante´rieurs a` t qui ont e´te´ injecte´s dans le syste`me.
Cette hypothe`se restreint l’ensemble des commandes admissibles puisque :
∀t = 0, . . . , T − 1 (γ0, . . . , γt) ¹ ht(γ(·), ·)⇒ ∀t = 0, . . . , T − 1 γt ¹ ht(γ(·), ·),
mais il n’y a pas d’e´quivalence.
Proposition II.23. Soit h = {ht}t=0,...,T−1 une famille de fonctions d’observation ayant
la proprie´te´ de me´moire parfaite, alors cette famille ve´rifie (H).
Preuve : La proprie´te´ de me´moire parfaite est la suivante :
∀t = 0, . . . , T − 1 ht(·, ·) ¹UT×Ω ht+1(·, ·)
Soit γ ∈ Fad(h) alors :
∀t = 0, . . . , T − 1 γt(·) ¹ ht(γ(·), ·).
Soit t fixe´ alors pour tout entier i infe´rieur a` t :
γi ¹ hi(γ(·), ·) ¹ hi+1(γ(·), ·) ¹ . . . ¹ ht(γ(·), ·).
Donc :
(γ0, . . . , γt) ¹ ht(γ(·), ·).
¤
L’hypothe`se (H) est strictement plus faible que l’hypothe`se de me´moire parfaite, pour
le voir conside´rons l’exemple suivant :
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Exemple II.24. Conside´rons l’exemple suivant :
h0(u, ω) = ω0, (II.4)
h1(u, ω) = u0. (II.5)
Nous avons clairement pour tout γ : Ω→ UT que γ0 ¹ ω0, et γ0 ¹ γ0, donc (H) est ve´rifie´e.
Par ailleurs il est clair que h0(·, ·) ±UT×Ω h1(·, ·).
Proposition II.25. Soit {ht}t=0,...,T−1 une famille causale de fonctions d’observation. On
suppose que (H) est ve´rifie´ et qu’il n’y a pas d’effet dual en boucle ouverte, alors :
Fnde =
{





Preuve : Soit γ ∈ Fnde alors γ ∈ Fad(h), donc l’hypothe`se (H) est ve´rifie´e, ce qui implique
que ρt ◦ γ ∈ FadUT (ht). Par de´finition de F
nde nous avons que :
ht(γ(·), ·) ≡ ξt,











L’inclusion inverse nous est donne´e par la proposition II.21. ¤
Le re´sultat suivant est tre`s fort, la caracte´risation que nous allons donner de Fnde ne
fera pas intervenir l’ensemble Fad(h) source de nombreuses non-line´arite´s.
The´ore`me II.26. Soit {ht}t=0,...,T−1 une famille causale de fonctions d’observation. On
suppose que (H) est ve´rifie´ et qu’il n’y a pas d’effet dual en boucle ouverte, alors :
Fnde =
{
γ : Ω→ UT | ρt ◦ γ(·) ¹ ξt
}
.
Preuve : Soit γ : Ω → UT tel que pour tout t ρt ◦ γ ¹ ξt. Il est clair compte tenu de
l’hypothe`se de causalite´ que γ0 ¹ h0, ou bien de manie`re e´quivalente que ρ0 ◦ γ ¹ h0. Donc,
ρ0 ◦ γ ∈ Fad(h), ce qui combine´ avec l’hypothe`se (H) donne :
∀t = 0, . . . , T − 1 ρt ◦ ρ0 ◦ γ ¹ ht(ρ0 ◦ γ(·), ·) ;
ou plus simplement :
∀t = 0, . . . , T − 1 γ0 ¹ ht(ρ0 ◦ γ(·), ·).
En particulier nous avons montre´ que :




Par une application du the´ore`me II.13 nous avons alors que h1(ρ0 ◦ γ(·), ·) ≡ ξ1, ce qui compte
tenue de l’hypothe`se de causalite´ nous donne h1(γ(·), ·) ≡ ξ1. Donc :
h1(γ(·), ·) ≡ ξ1 et γ1 ¹ ξ1 ⇒ γ1 ¹ h1(γ(·), ·).
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Supposons que ∀i = 0, . . . , t hi(γ(·), ·) ≡ ξi, posons γ˜ = ρt ◦ γ, il est clair que γ˜ ∈ Fad(h), alors :
H ⇒ ∀k = 0, . . . , T − 1 ρk ◦ γ˜ ¹ hk(γ˜(·), ·).





, en effet :
γ˜ = ρt ◦ γ = ρt+1 ◦ ρt ◦ γ = ρt+1 ◦ γ˜ ¹ ht+1(γ˜(·), ·) ;
et par de´finition de γ :
γ˜ = ρt ◦ γ ¹ ρt+1 ◦ γ ¹ ξt+1.
Par une application du the´ore`me II.13 nous avons alors que ht+1(γ˜(·), ·) ≡ ξt+1. Par de´finition de
γ˜ et compte tenue de l’hypothe`se de causalite´ :
ht+1(γ(·), ·) ≡ ξt+1.
Autrement dit nous avons montre´ que pour t = 0, . . . , T − 1 ht(γ(·), ·) ≡ ξt, ce combine´ avec le
fait que ρt ◦ γ ¹ ξt nous donne aussi que :
ρt ◦ γ ¹ ht(γ(·), ·).
En re´sume nous avons montre´ que :{
γ : Ω→ UT | ρt ◦ γ ¹ ξt
}
⊂ Fnde.
E´tablissons l’inclusion inverse, soit γ ∈ Fnde, alors γ ∈ Fad(h), donc (H) est ve´rifie´e ce qui implique
que :
∀t = 0, . . . , T − 1 ρt ◦ γ ¹ ht(γ(·), ·).
Mais puisque γ ∈ Fnde alors ht(γ(·), ·) ≡ ξt donc ρt ◦ γ ¹ ξt. ¤
Reprenons l’exemple II.24 alors dans ce cas :
Fad(h1) = {γ = (γ0, γ1) | γ ¹ γ0(·)} , Fξ1 = {γ = (γ0, γ1) | γ(·) ¹ ⊥} ,
et :
Fad(h1) ∩ Fξ1 = {γ = (γ0, γ1) | γ(·) ¹ ⊥} .
D’apre`s la proposition II.25 nous que (γ0, γ1) ∈ Fad(h1)∩Fξ1 donc ne´cessairement Fnde = ⊥.
II.5.2 Effet dual et me´moire parfaite en boucle ouverte
Nous allons e´tudier les proprie´te´s qui sont pre´serve´es lorsque l’on remplace l’hypothe`se
(H) de la de´finition II.22 par une hypothe`se de me´moire parfaite pour les controˆles constants.
De´finition II.27. Une famille de fonctions d’observation, {ht}t=0,...,T−1 est dite a` me´moire
parfaite en boucle ouverte si :
∀t = 0, . . . , T − 1 ∀u ∈ UT ht(u, ·) ¹ ht+1(u, ·).
24 L’effet dual en optimisation stochastique II.5
Proposition II.28. Soit {ht}t=0,...,T−1 une famille causale de fonctions d’observation, a`
me´moire parfaite en boucle ouverte alors :








u∈UT ht(u, ·) alors :
∀u ∈ UT ht(u, ·) ¹ Λt(·),
l’hypothe`se de me´moire parfaite en boucle ouverte donne :
∀i = 0, . . . , t ∀u ∈ UT hi(u, ·) ¹ Λt(·). (II.6)
En particulier le fait que h0 soit causale et que γ0(·) ¹ h0(·) a pour conse´quence que :
γ0(·) ¹ Λt(·). (II.7)
De meˆme la causalite´ de h1, les ine´galite´s (II.6) et (II.7) impliquent d’apre`s [19, lemme 7] que :
h1(γ(·), ·) ¹ Λt(·),
et par de´finition de Fad(h) nous avons donc γ1(·) ¹ Λt(·). En proce´dant a` nouveau ainsi, on
montre que :
∀i = 0, . . . , t γi(·) ¹ Λt(·),
ce qui ache`ve la preuve. ¤
Proposition II.29. Soit {ht}t=0,...,T−1 une famille causale de fonctions d’observation a`









Preuve : Soit γ ∈ Fnde et t fixe´ alors . D’apre`s la proposition II.28 :




ce qui combine´ avec l’hypothe`se d’absence d’effet dual pour les controˆles constants donne :
(γ0, . . . , γt) ¹ ξt(·). (II.8)
Puisque ht(γ(·), ·) ≡ ξt(·) alors :









L’inclusion inverse nous est donne´e par la proposition II.21. ¤
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II.5.3 Conclusion
Nous avons affaibli l’hypothe`se de me´moire parfaite, nous avons montre´ notamment
que l’ensemble Fnde se re´duit sous l’hypothe`se (H) a` l’ensemble Fξ̂. Naturellement si l’on
fait cœxister l’hypothe`se de me´moire parfaite pour les controˆles constants et l’hypothe`se
(H), on a le re´sultat suivant Fnde = Fξ sous re´serve d’absence d’effet dual pour les controˆles
constants. En conclusion, la me´moire parfaite pour la famille de fonctions d’observation
n’est pas une hypothe`se ne´cessaire pour caracte´riser le plus grand espace sur lequel il n’y
a pas d’effet dual.
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Chapitre III
Variations autour des me´triques sur
F∗
III.1 Introduction
La structure d’information d’un proble`me d’optimisation stochastique, de´signe la con-
trainte de mesurabilite´ portant sur les variables de de´cision. Il est classique en mode´lisation,
de traduire la connaissance que l’on peut avoir d’un syste`me en de´finissant dans le mode`le
des relations de mesurabilite´ par rapport a` une ou plusieurs tribus. Typiquement l’ob-
servation de signaux (e´mis par un syste`me) mode´lise´s par des variables ale´atoires re´elles
h1, . . . , hN se traduit dans le mode`le par la contrainte que γ est σ(h1, . . . , hN)-mesurable.
Un re´sultat d’analyse nous dit que cela signifie qu’il existe une fonction mesurable f de´finie
sur Rn telle que γ = f(h1, . . . , hN), autrement dit la variable de de´cision γ est contrainte
d’eˆtre uniquement une fonction des observations. Ainsi on rencontre des tribus dans toutes
les applications ou` il est question d’information : c’est notamment le cas dans les mode`les
en Mathe´matiques financie`res, ou bien plus ge´ne´ralement dans les mode`les de de´cisions
dans l’incertain. Malgre´ les nombreuses applications lie´es aux tribus, il existe peu d’e´tudes
topologiques de l’espace (notons le F ∗) des sous-tribus d’une tribu F donne´e. Ainsi, autant
pour certains espaces (l’espace des fonctions continues sur un compact par exemple), on
trouve ple´thore de topologies et de me´triques, autant en ce qui concerne l’espace F ∗, il
n’existe que tre`s peu de re´sultats. C’est en 1970 que Neveu [68] de´finit pour la premie`re
fois une topologie sur l’espace F ∗. Viennent ensuite Boylan [24] en 1971 puis Rogge [93] en
1974 qui de´finissent chacun une me´trique sur F ∗ dont on montre facilement qu’elles sont
e´quivalentes.
Nous e´tudions dans ce chapitre les topologies de convergence forte et de convergence
uniforme. Nous apportons par ailleurs un re´sultat nouveau permettant de traduire une
proprie´te´ de convergence d’une suite de variables ale´atoires a` valeurs vectorielles, en une
proprie´te´ de convergence sur la suite des tribus associe´es.
27
28 Variations autour des me´triques sur F∗ III.1
III.1.1 Notions sur les tribus
De´finition III.1. Deux tribus G et G ′ sont e´quivalentes si elles diffe`rent seulement pour
des ensembles de mesure nulle. On note cela par G ∼ G ′ ou bien par G ∼P G
′ pour bien
marquer la de´pendance de cette relation par rapport a` la probabilite´ P. Si A ∈ F est de
mesure nulle alors G ∼ G ∩ Ac.
De´finition III.2. Une sous-tribu B de F est dite comple`te si elle contient toutes les parties
F -mesurables de Ω qui sont de mesure nulle.
De´finition III.3. On note F ∗∗ l’ensemble des sous-tribus de F et F ∗ l’espace des classes
d’e´quivalence des e´le´ments de F ∗∗ pour la relation ∼. On utilisera la meˆme notation pour
de´signer un e´le´ment de F ∗ ou son repre´sentant dans F ∗∗.
Proposition III.4.
∀B1,B2 ∈ F
∗∗, (E (f | B1) = E (f | B2) P− p.s. ∀f ∈ L1R(Ω))⇔ B1 ∼ B2.
De´finition III.5. Soit F une famille de sous-ensembles de Ω . La sous-tribu engendre´e par
F est la plus petite tribu (au sens de l’inclusion) sur Ω contenant F, elle sera note´e σ(F).
De´finition III.6. Soit f : (Ω,F)→ (X,S) une variable ale´atoire, alors σ(f)
def
= f−1(S).
De´finition III.7. Soient A et B deux sous-ensembles de Ω ; la diffe´rence syme´trique de A
et B est l’ensemble note´ A∆B et de´fini de la fac¸on suivante :
A∆B
def
= (A ∩Bc) ∪ (B ∩ Ac).
De´finition III.8. Soient F une famille de sous-ensembles de Ω, et F un sous-ensemble de
Ω alors :
F ∩ F def= {B ∩ F | B ∈ F} .
Remarque III.9. Si B est une sous-tribu de F et si F est une partie non vide de Ω alors
B ∩ F est une tribu de parties de F appele´e trace de B sur F .
De´finition III.10. Soient G et H deux familles de sous-ensembles de Ω, alors :
G ∪H def= {X | X ∈ G ou X ∈ H} ;
de meˆme :
G ∩H def= {X | X ∈ G et X ∈ H} .
Lemme III.11. Soient G, H deux familles de sous-ensembles de Ω et D un sous-ensemble
de Ω alors :
(G ∪H) ∩D = (G ∩D) ∪ (H ∩D).
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De´finition III.12. Soient G et G′ deux familles de sous-ensembles de Ω. On note G ∨G′
(borne supe´rieure de G et G′) la tribu de´finie de la manie`re suivante :
G ∨G′ def= σ(G ∪G′).




1 si ω ∈ A ;
0 sinon.
III.2 Convergence forte de tribus
Dans Calcul des probabilite´s, J. Neveu ([67] p. 117–118) introduit en 1970 la notion de
convergence forte d’espe´rance conditionnelle. Cotter [31] montre en 1985 que la topologie
associe´e a` la convergence forte de tribus est me´trisable. Signalons les articles traitant de la
discre´tisation de filtration [59, 29, 30] en utilisant la notion de convergence forte de tribus.
III.2.1 Topologie de convergence forte
Nous allons de´finir ce qu’est la topologie de convergence forte de tribus dans F ∗.
De´finition III.14. La topologie la plus grossie`re (contenant le moins d’ouverts) rendant
continue les applications :
F∗ → (L1R(Ω), ||·||L1R(Ω)
), B 7→ E (f | B) ; (III.1)
pour tout f ∈ L1R(Ω), sera dite topologie de convergence forte sur F
∗.
Proposition III.15 ([25, Proposition III.1]). Soit (Bn)n∈N une suite de F
∗, et B ∈ F∗.





||E (f | Bn)− E (f | B)||L1R(Ω) = 0.
La topologie de convergence forte est me´trisable, c’est ce que nous allons observer en
introduisant la distance de Cotter.
De´finition III.16 (Cotter [31]). Soit f = (fj)j∈N une famille de´nombrable de L
1
R(Ω,F),
on appelle ρF ,f , l’application de´finie sur F











||E (fj | B)− E (fj | B′)||L1R(Ω) , 1
}
.
The´ore`me III.17 (Cotter [31]). Si f = (fj)j∈N est une famille de´nombrable dense
d’e´le´ments de L1R(Ω,F), alors (F
∗, ρF ,f ) est un espace me´trique complet se´parable. Deux
distances utilisant des familles de´nombrables denses diffe´rentes d’e´le´ments de L1R(Ω,F)
sont uniforme´ment e´quivalentes.
30 Variations autour des me´triques sur F∗ III.2
Nous noterons souvent ρ ou ρf , quand il n’y aura pas d’ambigu¨ıte´.
Proposition III.18. Soit f = (fj)j∈N une famille dense dans L
1
R(Ω,F), alors ρF ,f de´finit
la topologie de convergence forte de tribus sur F ∗.
Preuve : Il suffit simplement de montrer qu’un ouvert de l’espace me´trique (F ∗, ρF ,f ) contient
un ouvert pour la topologie forte et re´ciproquement. Soit ε > 0 et conside´rons l’ensemble suivant :
V =
{











{∣∣∣∣E (fj | B)− E (fj | B′)∣∣∣∣L1R(Ω) , 1} < ε2 .

















{∣∣∣∣E (fj | B)− E (fj | B′)∣∣∣∣L1R(Ω) , 1} ;
e´tant continue pour la topologie de convergence forte de tribus, W est donc un ouvert de cette
topologie. Par ailleurs nous avons clairement que W ⊂ V . En notant Tρ (resp. Tf ) la topologie
associe´e a` ρ (resp. la topologie forte), nous avons montre´ que Tρ ⊂ Tf . Nous allons montrer que
pour tout f inte´grable, l’application (III.1) est continue. Soient f inte´grable ε > 0 et B ∈ F ∗
alors :
∣∣∣∣E (f | B)− E (f | B′)∣∣∣∣
L1R(Ω)
≤ ||E (f | B)− E (fi | B)||L1R(Ω) +
∣∣∣∣E (fi | B)− E (fi | B′)∣∣∣∣L1R(Ω)
+
∣∣∣∣E (fi | B′)− E (f | B)′∣∣∣∣L1R(Ω) ;
d’ou` : ∣∣∣∣E (f | B)− E (f | B′)∣∣∣∣
L1R(Ω)
≤ 2 ||f − fi||L1R(Ω)
+ 2iρF ,f (B,B
′).
Nous choisissons fi0 de sorte que ||f − fi0 ||L1R(Ω)




nous avons montre´ que :
∀ε > 0 ∃η > 0 ρF ,f (B,B
′) ≤ η ⇒
∣∣∣∣E (f | B)− E (f | B′)∣∣∣∣
L1R(Ω)
≤ ε ;
autrement dit l’application (III.1) est continue. ¤
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The´ore`me III.19 (Neveu [67]). Pour tout p ∈ [1,∞[ et tout X ∈ LpR(Ω), la famille :
{(E (X | B))p ; B ⊂ F} ,
obtenue en faisant varier B parmi les sous tribus de F est e´qui-inte´grable . E´tant donne´e
une suite (Bn)n∈N de sous-tribus de F telle que les limites lim
n
E (IA | Bn) existent pour
tout A ∈ F au sens de la convergence en probabilite´, alors pour tout p ∈ [1,∞[ et pour
tout X ∈ LpR(Ω) les limites lim
n
E (X | Bn) existent au sens de la convergence dans L
p
R(Ω).
De plus, il existe une sous-tribu B de F telle que les limites ci-dessus co¨ıncident p.s avec
E (IA | B) et E (X | B).
Une proprie´te´ tre`s importante de la topologie de la convergence forte est la densite´ des
tribus engendre´es par une partition finie. C’est l’objet de la proposition suivante.
Proposition III.20 (Cotter [31]). Soit B ∈ F∗, alors pour tout ² > 0 il existe
une partition finie P de Ω telle que σ(P ) ⊂ B et ρ(σ(P ),B) < ².
Proposition III.21 (Cotter [31]). La suite (Bn)n∈N converge fortement de`s que l’une
des conditions suffisantes suivantes est satisfaite :
(a) pour tout A ∈ F , (P (A | Bn))n∈N converge pour la norme L1R(Ω) ou en probabilite´,
avec P(A | Bn) = E (IA | Bn),
(b) pour toute application f dans un sous ensemble dense de L1R(Ω), (E (f | Bn))n∈N












De´finition III.22. On appelle P-limite supe´rieure de la suite (Bn)n∈N la plus petite tribu
B0 au sens de l’inclusion ve´rifiant :
lim sup
n→∞
||E (f | Bn)||L1R(Ω) ≤ ||E (f | B0)||L1R(Ω) ;
ou` f ∈ L1R(Ω,F). On notera alors B0 = P− lim supBn.
De´finition III.23. On appelle P-limite infe´rieure de la suite (Bn)n∈N la plus grande tribu
B0 au sens de l’inclusion ve´rifiant :
lim inf
n→∞
||E (f | Bn)||L1R(Ω) ≥ ||E (f | B0)||L1R(Ω) ;
pour toute variable ale´atoire f ∈ L1R(Ω,F). On notera alors B0 = P− lim inf Bn.
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The´ore`me III.24 (Kudo [62]). Pour toute suite (Bn)n∈N de tribus, la tribu :
B0 =
{







est limite infe´rieure de la suite (Bn)n∈N.
The´ore`me III.25 (Kudo [62]). Soit (Bn)n∈N une suite de tribus alors :
P− lim inf Bn ⊂ P− lim supBn ;
ou` le signe ⊂ peut eˆtre remplace´ par l’e´galite´ si et seulement si la suite converge fortement.
Remarque III.26. Nous aurions pu de´finir les limites supe´rieure et infe´rieure par les
ensembles ∩∞k=1 ∨
∞




n=k Bn. Si la suite (Bn)n∈N est monotone, les limites
co¨ıncident, cependant dans le cas ge´ne´ral, on a` juste :
∨∞k=1 ∩
∞





III.2.2 Proprie´te´s de continuite´ de l’application σ
Nous e´tendrons dans cette section un re´sultat de continuite´ de Cotter en montrant que
l’application σ qui applique a` une variable ale´atoire vectorielle f la tribu f−1(BRm), ve´rifie
une proprie´te´ de continuite´ pour la topologie de la convergence en probabilite´, l’espace
d’arrive´e e´tant muni de la topologie de convergence forte de tribus.
The´ore`me III.27. Soient A et B deux sous-tribus de F telles que A ⊂ B, f = {fi}i∈N une
famille dense de fonctions de L1R(Ω,F). Alors la famille g = {gi}i∈N avec gi = E (fi | B)
est dense dans L1R(Ω,B) et nous avons :
ρF ,f (A,B) = ρB,g(A,B).
Preuve : Il est clair que la famille de fonctions {gi}i∈N est une famille de´nombrable d’e´le´ments




= ||E (fi | B)− E (h | B)||L1R(Ω) ;
= ||E (fi − h | B)||L1R(Ω) ;
≤ ||fi − h||L1R(Ω)
;
puisque la famille {fi}i∈N est dense dans L
1
R(Ω,F) alors la famille {gi}i∈N est dense dans L
1
R(Ω,B).
Par de´finition de ρF ,f nous avons :







||E (fi | A)− E (fi | B)||L1R(Ω) , 1
}
.
Comme A ⊂ B nous avons
E (fi | A) = E (E (fi | B) | A) = E (gi | A) ,
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on obtient donc :











Nous allons ge´ne´raliser le re´sultat suivant [32, the´ore`me 2.1] de Cotter.
The´ore`me III.28. Soit {hn}n∈N une suite de variables ale´atoires a` valeurs dans R
m, qui
converge en probabilite´ vers h. Alors :
σ(h) ⊂ P− lim inf σ(hn).
Preuve : Il suffit de montrer que pour tout r > 0, α ∈ Rm A def= {ω | ||h(ω)− α|| < r} ∈
P− lim inf σ(hn). Il existe δ > 0 tel que :




Il existe N tel que si n ≥ N alors :
P
({




























Si ω ∈ W ∩ Bc alors ||h(ω)− α|| > r − δ et si ω ∈ W ∩ B, ||h(ω)− α|| < r, ce qui implique
que :








Corollaire III.29. Soit {hn}n∈N une suite de variables ale´atoires a` valeurs dans R
m qui
converge en probabilite´ vers h. Si σ(h) = F alors la suite {σ(hn)}n∈N converge fortement
vers σ(h) par rapport a` (Ω,F ,P).
Preuve : D’apre`s le the´ore`me III.28 :
σ(h) ⊂ P− lim inf σ(hn) ;
par ailleurs nous avons par hypothe`se que σ(h) = F alors :
σ(h) ⊂ P− lim inf σ(hn) ⊂ P− lim supσ(hn) ⊂ σ(h) ;
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autrement dit d’apre`s le the´ore`me III.25 la suite {σ(hn)}n∈N converge fortement vers σ(h). ¤
Le re´sultat que nous allons e´noncer maintenant tient une place privile´gie´e e´tant donne´
son inte´reˆt pratique pour les applications nume´riques.
The´ore`me III.30. Soit {hn}n∈N une suite de variables ale´atoires a` valeurs dans
Rm qui converge en probabilite´ vers h. Si pour tout n ∈ N, σ(hn) ⊂ σ(h), alors la
suite {σ(hn)}n∈N converge fortement vers σ(h).
Preuve : D’apre`s le corollaire III.29, nous avons que σ(hn) converge fortement vers σ(h) par
rapport a` (Ω, σ(h),P). D’apre`s le the´ore`me III.27, nous avons aussi que σ(hn) converge fortement
vers σ(h) par rapport a` (Ω,F ,P). ¤
Corollaire III.31. Soient h une variable ale´atoire a` valeurs dans Rm et {Qn}n∈N une suite
d’applications mesurables de Rm dans Rm. Si la suite {Qn ◦ h}n∈N converge en probabilite´
vers h, alors la suite {σ(Qn ◦ h)}n∈N converge fortement vers σ(h).
Preuve : Il suffit d’observer que nous avons ne´cessairement pour tout n ∈ N, σ(Qn ◦ h) ⊂
σ(h), puis d’appliquer le the´ore`me III.30. ¤





ou` Dn = {Q : Y 7→ R | card( imQ) = 2n}. Alors nous avons le re´sultat suivant.
Proposition III.32. Soit h : (R,BR) 7→ R une variable ale´atoire re´elle positive majore´e
par M . Alors la suite {σ(Qn ◦ h)}n∈N ou` chaque Qn est solution de Pn converge fortement
vers σ(h).













converge vers h dans L∞R (R). Par de´finition de Qn nous avons alors :
||Qn ◦ h− h||L2R(R)
≤ ||hn − h||L2R(R)
≤ ||hn − h||L∞R (R)
.
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Alors la suite {Qn ◦ h}n∈N converge au sens de L
2
R(R) vers h, donc e´galement en probabilite´. On
de´duit alors graˆce au the´ore`me III.31 le re´sultat annonce´. ¤
Nous avons montre´ a` l’aide du corollaire III.31 qu’il est possible d’obtenir la convergence
de la suite (σ(Qn ◦h))n∈N de`s que la suite (Qn ◦h)n∈N converge en probabilite´ vers h. Nous
allons discuter maintenant de la possibilite´ d’obtenir la convergence de la suite (σ(h ◦
Qn))n∈N.
The´ore`me III.33. Soit (Qn)n∈N une suite de variables ale´atoires re´elles a` valeurs re´elles
et h une fonction re´elle continue. On note Hn = σ(Qn), n ∈ N et H = σ(Q). Supposons
que :
– la suite (Qn)n∈N converge en probabilite´ vers Q ;
– la suite (Hn)n∈N est asymptotiquement inde´pendante conditionnellement a` H.
Alors la suite (σ(h ◦Qn))n∈N converge fortement vers σ(h ◦Q).
Preuve : Posons Gn = σ(h ◦ Qn) et G = σ(h ◦ Q), nous avons clairement pour tout
n ∈ N, Gn ⊂ Hn et G ⊂ H. Alors, la suite (Gn)n∈N est asymptotiquement inde´pendante condi-
tionnellement a` G. Par ailleurs l’application h e´tant suppose´e continue, nous avons aussi que la
suite (h ◦Qn)n∈N converge en probabilite´ vers h ◦Q. Le re´sultat est alors un simple corollaire de
[59, the´ore`mes 7.3 et 7.4]. ¤
Proposition III.34. Soient A,B et C des sous-tribus emboˆıte´es (A ⊂ B ⊂ C) de F alors :
ρ(B,A) ≤ ρ(C,A).
Preuve : Commenc¸ons par montrer que pour toute fonction f inte´grable :
||E (f | B)||L1R(Ω) ≤ ||E (f | C)||L1R(Ω) . (III.2)
En effet d’apre`s le lemme B.5 :
||E (f | B)||L1R(Ω) = ||E (E (f | C) | B)||L1R(Ω) ; (III.3)
nous de´duisons alors de l’ine´galite´ de Jensen (proposition B.4) que :
||E (E (f | C) | B)||L1R(Ω) ≤ ||E (f | C)||L1R(Ω) . (III.4)
La combinaison des ine´galite´s (III.3) et (III.4) permet d’obtenir l’ine´galite´ (III.2). On remplace
alors dans (III.2) f par f − E (f | A) et l’on obtient donc :
||E (f | B)− E (f | A)||L1R(Ω) ≤ ||E (f | C)− E (f | A)||L1R(Ω) .
Cette dernie`re relation et la de´finition de ρ implique le re´sultat de manie`re e´vidente. ¤
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Corollaire III.35. Soient A,B et C des sous-tribus emboˆıte´es (A ⊂ B ⊂ C) de F alors :
ρ(B, C) ≤ 2ρ(A, C).
Preuve : Ce re´sultat est une conse´quence directe de l’ine´galite´ triangulaire et de la proposition
pre´ce´dente. ¤
Corollaire III.36. Soient (Gn)n∈N et (Hn)n∈N deux suites de sous-tribus de F et G ∈ F
∗
telles que :
Gn ⊂ Hn ⊂ G ;
lim
n→∞




III.2.3 Variation autour de la topologie de la convergence forte
La me´trique de´finie par Cotter pre´sente un inconve´nient pratique. Typiquement meˆme
si l’on munit Ω d’une tribu engendre´e par une partition finie, la distance ρ sera quand
meˆme de´finie a` l’aide d’une famille de´nombrable. Nous allons montrer qu’il est possible
d’affaiblir l’hypothe`se de densite´ faite sur la famille de variables ale´atoires entrant en jeu
dans la de´finition de ρ .
De´finition III.37. Soit E un R-espace vectoriel norme´, une famille {fi}i∈N d’e´le´ments de
E est dite totale si pour tout e´le´ment f ∈ E et pour tout ε > 0 il existe N re´els α1, . . . , αN









On remarque en particulier qu’une famille de´nombrable dense est ne´cessairement totale.
De´finition III.38. Soit f = {fi}i∈N une famille totale de variables ale´atoires re´elles posi-














||E (fi | B)− E (fi | B′)||L1R(Ω) .
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Remarque III.39. Si Ω est un espace me´trique et F la tribu des bore´liens sur Ω alors, il
existe une famille totale de L1R(Ω) constitue´e de fonctions indicatrices (nous renvoyons le







Lemme III.40. Si {fi}i∈N est une suite de variables ale´atoires re´elles positives ve´rifiant

































e´tant croissante, le re´sultat est alors une conse´quence
imme´diate du the´ore`me de Beppo-Levi. ¤
Proposition III.41. Soit f = {fi}i∈N une famille totale d’e´le´ments de L
1
R(Ω) ve´rifiant
(III.5) alors, l’application ρ˜f est une distance sur F
∗.
Preuve : Il est clair que l’ine´galite´ triangulaire et la syme´trie sont ve´rifie´es. Par ailleurs, il
est clair e´galement que si A = B alors ρ˜f (A,B) = 0. Supposons que ρ˜f (A,B) = 0. Par de´finition
de ρ˜f cela implique pour tout e´le´ment de la famille fi nous avons E (fi | A) = E (fi | B). Soit f









Soit G une sous-tribu de F ; on a alors par l’ine´galite´ de Jensen :∣∣∣∣∣


















D’apre`s l’ine´galite´ triangulaire :
||E (f | A)− E (f | B)||L1R(Ω) ≤
∣∣∣∣∣
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En utilisant (III.6) :











||E (f | A)− E (f | B)||L1R(Ω) ≤ 2ε,
ε e´tant un nombre positif quelconque, nous avons E (f | A) = E (f | B) pour tout f ∈ L1R(Ω) ce
qui implique que A = B (voir [24, the´ore`me 2]). ¤
Remarque III.42. Dans le cas ou` Ω est un espace me´trique, il existe dans L1R(Ω) une
famille totale de fonctions indicatrices f = {IAi}i∈N. Il est facile de montrer que F peut eˆtre
approche´ par une tribu engendre´e par un nombre fini d’ensembles. Il suffit de conside´rer
la tribu BN engendre´e par {A1, . . . , AN}. Il est clair que nous avons alors :




The´ore`me III.43. Soit f = {fi}i∈N une famille totale d’e´le´ments de L
1
R(Ω), ve´rifiant
(III.5). Alors, la distance de ρ˜f de´finit la meˆme topologie que la convergence forte.
Preuve : Soit {Bn}n∈N une suite de tribus qui converge fortement vers B. Alors :
lim
n→∞
||E (fi | Bn)− E (fi | B)||L1R(Ω) = 0.



















ρ˜f (Bn,B) ≤ ε.
Re´ciproquement nous allons supposer que :
lim
n→∞
ρ˜f (Bn,B) = 0.
Alors pour tout i nous avons :
lim
n→∞
||E (fi | Bn)− E (fi | B)||L1R(Ω) = 0.
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D’apre`s l’ine´galite´ triangulaire nous avons :

































|αi| ||E (fi | Bn)− E (fi | B)||L1R(Ω) .
Ce qui prouve que {E (IA | Bn)}n∈N converge en norme L
1
R(Ω) vers E (IA | B), donc e´galement au
sens de la convergence en probabilite´. ¤
The´ore`me III.44. Soient f = {fi}i∈N une famille totale de variables ale´atoires positives de
L1R(Ω) ve´rifiant (III.5) et deux sous-tribus de F note´es B et B
′. Alors pour toute application





= 1 nous avons :
|E [〈g,E (γ | B)− E (γ | B′)〉] | ≤ ||γ||LpR(Ω) ρ˜f (B,B
′) ;
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fi,E (γ | B)− E
(
γ | B′
)〉∣∣∣∣∣ ≤ ∣∣〈g,E (γ | B)− E (γ | B′)〉∣∣ .
D’apre`s (III.5) g ∈ LqR(Ω) alors :〈

























d’ou` le re´sultat : ∣∣E [〈g,E (γ | B)− E (γ | B′)〉]∣∣ ≤ ||γ||LpR(Ω) ρ˜f (B,B′).
¤
Remarque III.45. Soit une partition P = {Ωi}i=1,...,N de Ω, alors la famille f = {IΩi}i=1,...,N
est totale dans L1R(Ω,B) ou B = σ(P ). La distance ρ˜f se re´sume simplement a` une somme
finie :





||E (IΩi | G)− E (IΩi | H)||L1R(Ω) .
III.2.4 Borne sup de tribus
L’ope´ration de borne supe´rieure de tribus n’est pas continue ge´ne´ralement. Cepen-
dant nous allons donner un cas tre`s utile ou` nous pourrons affirmer la continuite´ de cette
ope´ration.
Proposition III.46. Soit {An}n∈N (resp. {Bn}n∈N) une suite de sous-tribus de F qui
converge fortement vers A (resp. B). Alors :
A ∨ B ⊂ P− lim inf(An ∨ Bn).






Puisque la suite (Bn)n∈N converge fortement vers B alors :
B = P− lim
n
inf Bn ;





P(A∆B) = 0 ;
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ce qui prouve que B ∈ P − lim inf An ∨ Bn, donc que B ⊂ P − lim inf An ∨ Bn et de manie`re
syme´trique A ⊂ P− lim inf An ∨ Bn. Or P− lim inf An ∨ Bn e´tant une tribu alors :
A ∨ B ⊂ P− lim inf An ∨ Bn.
¤





E [|E (IB | Bn)− IA|] ;
= E
[∣∣∣E (IB | Bn)− I{ω|E(IB |Bn)(ω)> 12}∣∣∣] ;
= E [min {E (IB | Bn) ,E (IBc | Bn)}] ;
≤ E [|E (IB | Bn)− IB|] ;
et suivre ensuite le meˆme raisonnement.
Proposition III.48. Soit (An)n∈N (resp. (Bn)n∈N) une suite de sous-tribus de F qui
converge fortement vers A (resp. B). Si pour tout n ∈ N, An ∨ Bn ⊂ A ∨ B alors la
suite (An ∨ Bn)n∈N converge fortement vers A ∨ B.
Preuve : D’apre`s la proposition III.46 :
A ∨ B ⊂ P− lim inf An ∨ Bn.
Alors :
A ∨ B ⊂ P− lim inf An ∨ Bn ⊂ P− lim supAn ∨ Bn ⊂ A ∨ B.
Alors, d’apre`s le the´ore`me III.25, la suite (An ∨ Bn)n∈N converge fortement vers A ∨ B. ¤
Remarque III.49. La proposition III.48 est fausse pour l’ope´ration d’intersection de deux
tribus, c’est a` dire pour l’application suivante :
B 7→ B ∩ A.
En effet comme nous allons montrer graˆce a` l’exemple suivant il n’est pas possible de
garantir la convergence de la suite (Bn ∩ A)n∈N meˆme dans le cas ou` la suite (Bn)n∈N
converge fortement vers F .
Exemple III.50. Le couple (Ω,F) de´signe l’ensemble [0, 1] × [0, 1] muni de sa tribu des
bore´liens. Conside´rons l’application g : (x, y) 7→ −x + y et l’application gn de´finie pour
tout n ∈ N∗ par :























Il est facile de montrer que la suite {gn(x, y)}n∈N∗ converge simplement vers (x, y), on
de´duit alors du corollaire III.29 que la suite de tribu {σ(gn)}n∈N∗ converge fortement vers
F . Pourtant, σ(gn) ∩ σ(g) = {Ω, ∅} pour tout n ∈ N∗.
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III.3 Convergence uniforme de tribus
C’est en 1971 que Boylan [24] de´finit la topologie de convergence uniforme sur F ∗. Par
la suite, plusieurs articles ont tente´ de mettre en e´vidence les proprie´te´s de cette distance
et d’en donner des de´finitions topologiquement e´quivalentes et plus intuitives [2]. Cette
section rappelle certaines proprie´te´s relatives a` la distance de Boylan et introduit une
nouvelle me´trique de convergence uniforme sur F ∗.
De´finition III.51 (Boylan [24]). On appelle d0 l’application de´finie sur F
∗×F∗ a` valeurs












The´ore`me III.52 (Boylan [24]). L’application d0 de´finit une distance sur F
∗.
The´ore`me III.53 (Boylan [24]). Soit (Gn)n∈N une suite de Cauchy pour d0 d’e´le´ments
de F∗. Il existe alors une tribu G ⊂ F telle que lim
n−→+∞
d0(Gn,G) = 0.
The´ore`me III.54 (Boylan [24]). Soit (Gn)n∈N une suite de sous-tribus de F et soit :
Φ =
{
f ∈ L∞R (Ω) | sup
ω∈Ω









Nous dirons alors que la suite (Gn)n∈N converge uniforme´ment vers G.






||E (f | B)− E (f | B′)||LpR(Ω)
ou` Φ est l’ensemble (III.7). Il est facile de montrer que dBoy est une distance, de plus d’apre`s
le the´ore`me III.54, dBoy de´finie la topologie de la convergence uniforme de tribus.

















La distance de Rogge est topologiquement e´quivalente a` la distance de Boylan en effet :
1
2
d0(G,H) ≤ δ(G,H) ≤ d0(G,H).
Le re´sultat suivant prouve la continuite´ de l’ope´ration de borne supe´rieure pour la
topologie induite par la distance de Boylan. Il est duˆ a` B. Allen [3].
The´ore`me III.57 (Allen [3]). Pour toutes tribus G,G ′,H,H′ de F∗ :
d0(G ∨ H,G
′ ∨H′) ≤ 4d0(G,G
′) + 4d0(H,H
′).
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III.3.1 Variation autour de la convergence uniforme
Nous allons de´finir une application τ et nous allons montrer que muni de cet objet,
l’ensemble F∗ est un espace me´trique. Nous montrerons e´galement que τ est topologique-
ment e´quivalente a` la distance de Boylan, nous nous inte´resserons enfin aux proprie´te´s
alge´briques de cette distance.
De´finition III.58. Soit τ l’application de´finie sur F ∗ ×F∗ par :
τ(G,H)
def
= inf {P(Ac) | G ∩ A = H ∩ A, A ∈ F} .
The´ore`me III.59. L’application τ est :
– syme´trique :
∀(G,H) ∈ (F ∗)2, τ(G,H) = τ(H,G),
– sous-additive :
∀(G,H,K) ∈ (F ∗)3, τ(G,K) ≤ τ(G,H) + τ(H,K),
– se´parante :
∀(G,H) ∈ (F ∗)2, τ(G,H) = 0⇒ G ∼ H.
Preuve : Soient (G,H,K) ∈ (F∗)3, la de´finition de τ e´tant syme´trique τ(G,H) = τ(H,G).
Soient (A,B) ∈ (F)2, tels que :
G ∩A = H ∩A et H ∩B = K ∩B, (III.8)
soit C = A ∩B ∈ F alors :
G ∩ C = H ∩ C et H ∩ C = K ∩ C.
Par de´finition de τ : τ(G,K) ≤ P(Cc) = P(Ac ∪ Bc) ≤ P(Ac) + P(Bc), et puisque cette dernie`re
relation est vraie pour tout (A,B) ∈ (F)2 ve´rifiant (III.8) on a donc :
τ(G,K) ≤ τ(G,H) + τ(H,K).
Nous allons montrer que τ est se´parante. Partons de l’hypothe`se que τ(G,H) = 0 et montrons
tout d’abord que l’on peut construire A ∈ F tel que G ∩ A = H ∩ A et P(Ac) = 0. Soit n ∈ N,
par de´finition de τ nous savons qu’il existe An ∈ F tel que :




Posons A = ∪n∈NAn alors A ∈ F , P(Ac) = 0 et :
G ∩A = H ∩A ;
en effet soit B ∈ G ∩A alors il existe B˜ ∈ G tel que :
B = B˜ ∩A ;
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alors par de´finition de A nous avons :
B = B˜ ∩ (∪n∈NAn) ;
= ∪n∈N(B˜ ∩An).
Pour chaque n ∈ N il existe D˜n ∈ H tel que B˜ ∩An = D˜n ∩An donc :
B = ∪n∈N(D˜n ∩An) ;
= (∪n∈ND˜n) ∩ (∪n∈NAn) ;
= (∪n∈ND˜n) ∩A.
En observant que ∪n∈ND˜n ∈ H, nous avons montre´ que B ∈ H ∩ A donc que G ∩ A ⊂ H ∩ A.
Puisque G et H jouent un roˆle syme´trique :
G ∩A = H ∩A.
Puisque P(Ac) = 0 alors :
G = G ∩A = H ∩A = H.
¤
Proposition III.60. Pour tout (G,H) ∈ (F ∗)2, d0(G,H) ≤ 2τ(G,H).
Preuve : Soit A ∈ F tel que G ∩ A = H ∩ A, cela signifie que, pour tout G ∈ G, il existe
H ∈ H tel que :
G ∩A = H ∩A.
On a donc :
G ∩Hc ∩A = ∅,
soit encore :
G ∩Hc ⊂ Ac.
Par le meˆme raisonnement, on a aussi :
H ∩Gc ⊂ Ac,
et donc :
G∆H ⊂ Ac.
On a donc :
∀G ∈ G inf
H∈H
P(G∆H) ≤ P(Ac),
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et nous concluons par de´finition de la distance de Boylan :
∀A ∈ F G ∩A = H ∩A =⇒ d0(G,H) ≤ 2P(Ac),
soit par de´finition de τ :
d0(G,H) ≤ 2τ(G,H).
¤
Exemple III.61. Conside´rons les sous-tribus G et H de la tribu F engendre´es par les par-
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Fig. III.1 – partitions associe´es
τ(G,H) = P(Ac). On remarque le choix de l’ensemble A n’est pas unique, en particulier a`
cause du fait que la loi est uniforme.
Proposition III.62 (Neveu [68]). Soient B et B′ deux sous tribus comple`tes de F telles
que B ⊂ B′. Alors il existe un ensemble A ∈ B′ tel que :
P(Ac) ≤ 4d0(B,B′) et B ∩ A = B′ ∩ A.
Re´ciproquement si A ∈ B′ est tel que B ∩ A = B′ ∩ A alors d0(B,B
′) ≤ P(Ac).
Cela signifie que si deux tribus B et B′ sont emboˆıte´es, alors il existe un ensemble A
sur lequel les traces des deux tribus sont les meˆmes, de plus P(Ac) ≤ 4d0(B,B′).
Proposition III.63. Soient G et H deux e´le´ments de F ∗ alors :
τ(G,H) ≤ 32d0(G,H).
Preuve : D’apre`s le the´ore`me III.57 on a tout d’abord :
d0(G,G ∨ H) ≤ 4d0(G,H) et d0(H,G ∨ H) ≤ 4d0(G,H) (III.9)
En appliquant la proposition III.62 au couple (H,H ∨ G) on obtient :
τ(H,H ∨ G) ≤ 4d0(H,H ∨ G), (III.10)
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et de la meˆme fac¸on par syme´trie :
τ(G,H ∨ G) ≤ 4d0(G,H ∨ G), (III.11)
ce qui associe´ a` la sous additivite´ de τ nous donne :
τ(G,H) ≤ τ(G,H ∨ G) + τ(H ∨ G,H) ≤ 4d0(G,H ∨ G) + 4d0(H,H ∨ G).
On conclut en utilisant (III.9) que :
τ(G,H) ≤ 32d0(G,H).
¤
Proposition III.64. Soient A, B, C trois sous-tribus de F telles que : A ⊂ B ⊂ C alors
τ(B, C) ≤ τ(A, C).
Preuve : Soit A ∈ F tel que A ∩A = C ∩A.
Comme A ⊂ B on a A ∩A ⊂ B ∩A et donc C ∩A ⊂ B ∩A.
De la meˆme fac¸on de B ⊂ C on de´duit que B∩A ⊂ C ∩A. Donc B∩A = C ∩A. Par de´finition
de τ , il vient que :
τ(B, C) ≤ P(Ac).
Cette dernie`re ine´galite´ est vraie pour tout A ∈ F et donc :
τ(B, C) ≤ inf {P(Ac) | A ∈ F et A ∩A = C ∩A} = τ(A, C).
¤
The´ore`me III.65. Pour toutes tribus G,G ′,H et H′ de F∗ :
τ(G ∨ H,G ′ ∨H′) ≤ τ(G,G ′) + τ(H,H′).
Preuve : Soient A et B dans F tels que :
G ∩A = G ′ ∩A et H ∩B = H′ ∩B,
posons D = A ∩B alors :
G ∩D = G ′ ∩D et H ∩D = H′ ∩D =⇒ (G ∩D) ∪ (H ∩D) = (G ′ ∩D) ∪ (H′ ∩D), (III.12)
en appliquant le lemme III.11 a` chaque terme de l’e´galite´ (III.12) :
(G ∪ H) ∩D = (G ′ ∪H′) ∩D,
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par application du lemme B.12, on obtient :
(G ∨ H) ∩D = (G ′ ∨H′) ∩D,
par de´finition de τ :
τ(G ∨ H,G ′ ∨H′) ≤ P(Dc) ≤ P(Ac) + P(Bc),
toujours par de´finition de τ :
τ(G ∨ H,G ′ ∨H′) ≤ τ(G,G ′) + τ(H,H′).
¤
The´ore`me III.66. Soient G et H deux sous-tribus de F alors :
max {τ(G ∨ H,G), τ(G ∨ H,H)} ≤ τ(G,H)
Preuve : Soit A ∈ F tel que :
G ∩A = H ∩A, (III.13)
nous avons par de´finition de G ∨ H que :
G ∨ H = σ(G ∪ H) ;
d’apre`s le lemme III.11, nous avons :
(G ∪ H) ∩A = (G ∩A) ∪ (H ∩A) ; (III.14)
l’e´quation (III.13) combine´e a` (III.14) donne :
(G ∪ H) ∩A = G ∩A ; (III.15)
= H ∩A ; (III.16)
on montre alors graˆce au lemme B.12 que :
(G ∨ H) ∩A = σ((G ∪ H) ∩A)
= G ∩A
= H ∩A
alors pour tout A ∈ F ve´rifiant (III.13) nous avons :
τ(G ∨ H,H) ≤ P(Ac) ;
τ(G ∨ H,G) ≤ P(Ac) ;
ce qui e´tablit le re´sultat :
max {τ(G ∨ H,G), τ(G ∨ H,H)} ≤ τ(G,H).
¤
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Topologie sur F∗ Convergence forte, Neveu 1970 [68] Convergence uniforme Boylan
Distance sur F∗ Cotter
Boylan, Rogge, Barty
τ(B, C) = inf {P(Ac) | B ∩A = C ∩A}
(An)n∈N et (Bn)n∈N
convergent
(An ∨ Bn)n∈N converge si
∀n ∈ N, An ∨ Bn ⊂ A ∨ B
Proposition III.48.
(An ∨ Bn)n∈N converge
The´ore`me III.65
(Xn)n∈N converge
en probabilite´ vers X
(σ(Xn))n∈N converge vers σ(X)







(An ∩ Bn)n∈N ne converge pas
Exemple III.50.
Fig. III.2 – Re´sume´
III.3.2 Convergence uniforme et convergence forte de tribus
Soit (Gn)n∈N une suite de sous tribus de F . Elle est dite monotone si elle est soit
croissante (∀n ∈ N, Gn ⊂ Gn+1) soit de´croissante (∀n ∈ N, Gn+1 ⊂ Gn). Un re´sultat




E (f | Gn) = E (f | G∞) P− p.s..
On notera toutefois qu’une telle suite d’e´le´ments de F ∗ ne converge pas ne´cessairement
pour la topologie de´finie par la distance de Boylan ; nous illustrons cela par l’exemple
suivant :
Exemple III.67. Pour tout n ∈ N soit Ωn = [0, 1), Bn = B([0, 1)), la tribu des bore´liens de
[0, 1), et µn = la mesure de Lebesgue sur [0, 1). On de´finit Ω = Π
∞
n=1Ωn, F = Π
∞
n=1Bn et µ =





Alors Gn ↑ F mais d0(Gn,Gn+1) =
1
2
pour tout n. En fait aucune sous suite de (Gn) ne
converge et l’on peut montrer que d0(Gn,Gm) ≥
1
2
, quelque soient n 6= m. C’est-a`-dire que
l’ensemble F∗ muni de d0 n’est pas compact.
Proposition III.68 (Cotter [31]). La distance de Boylan est topologiquement plus forte
que la distance de convergence forte. Elles sont e´quivalentes si et seulement si l’espace de
probabilite´ est purement atomique.
L’usage de la distance de convergence uniforme est limite´ par le fait que l’ensemble des
tribus engendre´es par une partitions finies de Ω n’est pas dense dans F ∗ pour la distance
de convergence uniforme.





La quantite´ d’information dont nous disposons pour optimiser le crite`re d’un proble`me
d’optimisation stochastique, peut avoir des re´percussions plus ou moins importantes sur le
couˆt de ce proble`me. La de´pendance entre les diffe´rents parame`tres de sortie d’un proble`me
et la structure d’information, a e´te´ e´tudie´e auparavant par Artstein [10] qui montre, sous
des hypothe`ses de convexite´, la continuite´ par rapport a` la topologie de convergence forte
de la fonction marginale d’un proble`me d’optimisation stochastique lorsque l’on perturbe
la contrainte de mesurabilite´. On trouve e´galement dans les articles d’Allen [2] et de Cotter
[31] le meˆme type de re´sultats applique´s a` un proble`me de maximisation d’une fonction
d’utilite´ concave strictement monotone. Nous allons e´tablir le meˆme type de re´sultats.
Nous montrerons e´galement une proprie´te´ de Lipschitz ve´rifie´e par la fonction valeur. Nous
allons e´tudier la discre´tisation comple`te d’un proble`me statique d’optimisation stochastique
et nous allons montrer que l’erreur de discre´tisation est la somme de deux erreurs dont l’une
est issue de la discre´tisation de la structure d’information et l’autre de l’approximation de
l’espe´rance du crite`re. Nous appliquerons ensuite nos re´sultats asymptotiques a` l’e´tude de
deux exemples de proble`me d’optimisation statique.
Nous discuterons a` la fin du chapitre de l’interaction entre la discre´tisation et les
contraintes de mesurabilite´ et de la manie`re pratique de discre´tiser les contraintes de me-
surabilite´, en se tentant d’apporter une re´ponse a` la question suivante “Comment traduire
dans le proble`me discret les contraintes de mesurabilite´ du proble`me continu ?”.
IV.1.1 Inte´grandes normales
Nous avons rassemble´ dans cette section quelques re´sultats concernant les inte´grandes
normales , le lecteur inte´resse´ pourra consulter l’article de Berliocchi et Lasry [21] tre`s com-
plet sur le sujet. Dans toute la suite de ce chapitre, (Ω,F ,P) de´signe un espace mesurable,
muni d’une probabilite´ P et ξ : Ω 7→ Ξ une variable ale´atoire.
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De´finition IV.1. Si B est un bore´lien de Rp, une application J de B × Ξ dans R est
appele´e inte´grande normale si :
– pour presque tout ξ ∈ Ξ, l’application J(·, ξ) est s.c.i. sur B,
– il existe une fonction J˜ : B×Ξ→ R bore´lienne telle que J˜(·, ξ) = J(·, ξ) pour presque
tout ξ ∈ Ξ.
Une premie`re conse´quence de cette de´finition est que si u est une application mesurable
de Ξ dans B et J une inte´grande normale alors la fonction :
ξ 7→ J(u(ξ), ξ),
est mesurable sur Ξ.
Nous e´nonc¸ons maintenant quelques proprie´te´s des inte´grandes normales :
– si J est une inte´grande normale, alors λJ est une inte´grande normale pour tout
λ ∈ R ;
– si J et J ′ sont des inte´grandes normales, alors (J+J ′) et inf(J, J ′) sont des inte´grandes
normales ;
– si (Jn)n∈N est une famille d’inte´grandes normales, alors sup
n∈N
Jn est une inte´grande
normale.
Exemple IV.2. Soit C un bore´lien de B×Ξ ; on supposera que, pour presque tout ξ ∈ Ξ,
la tranche Cξ = {a ∈ B | (a, ξ) ∈ C} est ferme´e dans B. Alors la fonction caracte´ristique
XC de C :
XC(a, ξ) =
{
0 si (a, ξ) ∈ C,
+∞ si (a, ξ) /∈ C.
est une inte´grande normale positive.
De´finition IV.3. Soit B un bore´lien de Rn. Une application J : B × Ξ 7→ R est dite de
Carathe´odory si :
– J(·, ξ) est continue sur B pour presque tout ξ ∈ Ξ,
– J(u, ·) est mesurable sur Ξ pour tout u ∈ B.
Proposition IV.4. Toute fonction de Carathe´odory est une inte´grande normale.
IV.2 Pe´nalisation des contraintes de mesurabilite´
Soient B une sous-tribu de BΞ, J : Rn × Ξ 7→ R, une inte´grande normale et Γ une
multi-application mesurable a` valeurs non vides ferme´es et le proble`me P suivant :
P

minE [J(u(ξ), ξ)] ,
u est B-mesurable,
u(ξ) ∈ Γ(ξ) P− p.s..
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La proble´matique est la suivante : on cherche a` de´terminer des hypothe`ses sous lesquelles
il sera possible de remplacer le proble`me P par le proble`le :
minE [FB(u(ξ), ξ)] ,
u est BΞ-mesurable,
u(ξ) ∈ Γ(ξ) P− p.s..
Ou` FB est une fonction qui de´pend de B. Zvi Artstein [10] a` montre´ que dans le cas ou`
J(·, ξ) est convexe et que Γ est inde´pendant de ξ que l’on peut prendre :




= E (J(u, ·) | B) . (IV.1)
Nous allons montrer que ce re´sultat reste valable dans d’autre cas sans supposer que J(·, ξ)
est convexe. Nous e´tudierons ensuite la continuite´ de la fonction V . Notre approche repose
sur le lemme technique suivant due a` Dynkin et Evstigneev.
Lemme IV.5 (Dynkin, Evstigneev [41]). Soient B une sous-tribu de F , J : Rn×Ξ→
R une inte´grande normale. Posons g(u, ·) = E (J(u, ·) | B). On suppose qu’il existe une
application m ∈ L1R(F) telle que ∀u ∈ R
n, |J(u, ξ)| ≤ m(ξ) P − p.s., alors pour toute
application u : Ξ→ Rn B-mesurable on a :
g(u(ξ), ξ) = E (J(u(ξ), ξ) | B) .
Conside´rons le proble`me suivant :
P ′

minE [g(u(ξ), ξ)] ,
u est BΞ-mesurable,
u(ξ) ∈ Γ(ξ) P− p.s..
Avec :
g(u, ξ) = E (J(u, ξ) | B) .
The´ore`me IV.6. On suppose que Γ est une multi application B-mesurable a` valeurs non
vides et compactes dans Rn et qu’il existe une application m ∈ L1R(Ξ) telle que ∀u ∈
Rn, |J(u, ξ)| ≤ m(ξ). Alors il existe une variable ale´atoire u telle que :
1. u est B-mesurable ;
2. u est solution du proble`me P ′ ;
3. u est solution du proble`me P.
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M est une multi-application B-mesurable, a` valeurs non vides et ferme´es. Par un the´ore`me de
se´lection mesurable, il existe une se´lection B-mesurable de M , c’est-a`-dire :
∃u : Ξ→ Rn B-mesurable tel que u(ξ) ∈M(ξ).
Puisque u(ξ) ∈ M(ξ) P − p.s. alors u(ξ) ∈ Γ(ξ) P − p.s.. Par ailleurs, il est clair qu’une
telle se´lection mesurable re´alise le minimum de P ′. Nous avons de´ja` que u ve´rifie les contraintes
du proble`me P, il nous reste a` montrer l’optimalite´ de u. Soit v B-mesurable telle que v(ξ) ∈
Γ(ξ) P− p.s.. Alors, par optimalite´ de u pour le proble`me P ′ on a que :
E [g(u(ξ), ξ)] ≤ E [g(v(ξ), ξ)] . (IV.2)
Par le lemme IV.5 on a :
g(u(ξ), ξ) = E (J(u(ξ), ξ) | B) et g(v(ξ), ξ) = E (J(v(ξ), ξ) | B) ; (IV.3)
et par une proprie´te´ de l’espe´rance conditionnelle :
E [g(u(ξ), ξ)] = E [J(u(ξ), ξ)] et E [g(v(ξ), ξ)] = E [J(v(ξ), ξ)]
ce qui combine´ a` l’ine´galite´ (IV.2) donne :
E [J(u(ξ), ξ)] ≤ E [J(v(ξ), ξ)] ; (IV.4)
ce qui prouve que u est e´galement solution du proble`me P. ¤
Proposition IV.7. On suppose que Γ est une multi application B-mesurable a` valeurs non
vides et compactes et qu’il existe une application m ∈ L1R(F) telle que |J(u, ξ)| ≤ m(ξ).
Soit u une solution du proble`me P, alors u est solution du proble`me P ′.
Preuve : Soient u une solution du proble`me P et v une solution du proble`me P ′. D’apre`s
le the´ore`me IV.6, nous pouvons toujours supposer que v est B-mesurable. L’application v ve´rifie
donc les contraintes du proble`me P et du fait de l’optimalite´ de u on a :
E [J(u(ξ), ξ)] ≤ E [J(v(ξ), ξ)] . (IV.5)
Cette dernie`re ine´galite´ associe´e a` une proprie´te´ de l’espe´rance conditionnelle nous donne :
E[E (J(u(ξ), ξ) | B)] ≤ E[E (J(v(ξ), ξ) | B)]. (IV.6)
On associe cette fois-ci l’ine´galite´ pre´ce´dente au lemme IV.5 pour obtenir la relation suivante :
E[g(u(ξ), ξ)] ≤ E[g(v(ξ), ξ)]. (IV.7)
E´tant donne´ que v est optimal pour P ′ alors u est e´galement optimal pour P ′. ¤
IV.2 Pe´nalisation des contraintes de mesurabilite´ 53
IV.2.1 Proprie´te´ de Lipschitz de la fonction valeur
Nous allons nous servir des re´sultats du chapitre III pour e´tablir une proprie´te´ de
Lipschitz de la fonction valeur V du proble`me suivant :
minE [J(γ(ξ), ξ)]





= {γ ∈ LpRm(Ξ) | γ(ξ) ∈ K} et B ∈ B
∗
Ξ.
Proposition IV.8. On suppose que K est convexe alors la fonction valeur du proble`me
IV.8 ve´rifie :






= E [J(E (γ | B) (ξ), ξ)] .
Preuve : Soit (γn)n∈N une suite minimisante associe´e a` V (B) alors :
inf {FB(γ) | γ ∈ Up} ≤ FB(γn) = E [J(γn(ξ), ξ)]
en passant a` la limite on obtient :
inf {FB(γ) | γ ∈ Up} ≤ V (B).
Soit re´ciproquement (γn)n∈N une suite minimisante associe´e a` :
inf {FB(γ) | γ ∈ Up} .
Posons γ¯n
def
= E (γn | B). L’ensemble K e´tant convexe nous avons que :
γn ∈ Up ⇒ γ¯n ∈ Up.
Par ailleurs γ¯n est B-mesurable, il vient alors :
V (B) ≤ E [J(γ¯n(ξ), ξ)] = FB(γn) ;
Il ne reste plus qu’a passer a` la limite sur n, on obtient alors :
V (B) ≤ inf {FB(γ) | γ ∈ Up} .
¤
A` partir de ce re´sultat de pe´nalisation nous allons e´tudier la re´gularite´ de la fonction
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Lemme IV.9. On suppose que K est borne´, c’est a` dire qu’il existe M ∈ R tel que :
∀u ∈ K, ||u||Rm ≤M ;








|FB(γ)− FB′(γ)| ≤ mM ||`||LqR(Ξ)
dBoy(B,B
′).
Preuve : Soient γ ∈ Up, B et B
′ deux sous tribus de BΞ, nous avons par hypothe`se que :




(ξ), ξ)| ≤ `(ξ)




∣∣E (γi | B) (ξ)− E (γi | B′) (ξ)∣∣ .
En passant a` l’espe´rance, puis en utilisant l’ine´galite´ de Ho¨lder, on obtient :
|FB(γ)− FB′(γ)| ≤ ||`||LqR(Ξ)
m∑
i=1
∣∣∣∣E (γi | B)− E (γi | B′)∣∣∣∣LpR(Ξ) . (IV.11)
En remarquant que :∣∣∣∣E (γi | B)− E (γi | B′)∣∣∣∣LpR(Ξ) = M ∣∣∣∣∣∣E( γiM | B)− E( γiM | B′)∣∣∣∣∣∣LpR(Ξ) ;
≤ MdBoy(B,B
′) ; (IV.12)
puis combinant les ine´galite´s (IV.11) et (IV.12), nous obtenons :
|FB(γ)− FB′(γ)| ≤ mM ||`||LqR(Ξ)
dBoy(B,B
′). (IV.13)
Le re´sultat s’obtient en prenant le sup sur les e´le´ments γ ∈ Up. ¤
Lemme IV.10. On suppose qu’il existe une application FB telle la relation (IV.9) soit
ve´rifie´e. Soient B,B′ deux sous tribus de BΞ et (γn)n∈N une suite minimisante de V (B
′),
c’est-a`-dire telle que :







= FB(γn)− V (B)
ve´rifie :







|V (B)− V (B′)| ≤ 3 sup
γ∈Up
|FB(γ)− FB′(γ)|.
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Remarque IV.11. Soulignons que la de´pendance de l’expression en(FB, FB′) vis-a`-vis de
B′ s’exprime simplement a` travers la suite minimisante.
Preuve : Nous avons par hypothe`se que :
V (B) = inf
γ∈Up
FB(γ).
Par de´finition de l’inf il existe une suite (µn)n∈N telle que :
















Supposons que γn /∈Mn, alors :
V (B) + 2ε+
2
n














ce qui est une contradiction. Donc γn ∈Mn, c’est-a`-dire que :




Le fait que en(FB, FB′) ≥ 0 re´sulte de la de´finition de V (B). Par ailleurs d’apre`s l’ine´galite´
triangulaire :
|V (B)− V (B′)| ≤ |V (B)− FB(γn)|+ |FB(γn)− FB′(γn)|+ |FB′(γn)− V (B
′)| ;
en utilisant







The´ore`me IV.12. Supposons K convexe alors, sous les hypothe`ses du lemme IV.9 :
|V (B)− V (B′)| ≤ 3mM ||`||LqR(Ξ)
dBoy(B,B
′).
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Preuve : En utilisant la proposition IV.8 le lemme IV.10 puis le lemme IV.9 nous avons :
|V (B)− V (B′)| ≤ 3 sup
γ∈Up





Les topologies et plus pre´cise´ment les distances introduites pour comparer deux tribus,
sont des outils quelquefois (sauf le cas de la remarque III.45) trop “sophistique´s”, dans le
sens ou` ils passent ge´ne´ralement par l’e´valuation d’une infinite´ d’espe´rances conditionnelles.
C’est la raison pour laquelle il est souhaitable de tenter d’e´valuer l’e´cart |V (B)− V (B ′)|
sans ne´cessairement devoir calculer la distance entre B et B′. Comme nous allons l’observer,
cela est souvent possible pour une certaine classe de proble`mes. Commenc¸ons par e´tudier
un exemple : ξ de´signe une variable ale´atoire positive, a ∈ R, U = {γ | γ(ξ) ∈ [−a, a]},
l’application J est de´finie de la manie`re suivante :
J(u, ξ) = ξeu ;
a` ξ fixe´ il s’agit clairement d’une fonction convexe. Re´soudre le proble`me d’optimisation
associe´ a` V (B) pour ce J particulier est e´quivalent a` re´soudre V˜ (BΞ) dans le cas ou` J est
remplace´ par JB :
JB(u, ξ) = E (ξ | B) eu.
Il n’est pas ne´cessaire de calculer la distance entre B et B′ pour obtenir une majoration de
la diffe´rence entre V (B) et V (B′). En effet puisque nous avons :
∀u, JB(u, ξ)− JB′(u, ξ) = e




|E [JB(γ(ξ), ξ)− JB′(γ(ξ), ξ)]| ≤ ea ||E (ξ | B)− E (ξ | B′)||L1R(Ξ) ;
ce qui implique en utilisant le lemme IV.10 que :
|V (B)− V (B′)| ≤ 3ea ||E (ξ | B)− E (ξ | B′)||L1R(Ξ) .
Cette dernie`re ine´galite´ nous donne une majoration de l’erreur |V (B)− V (B ′)| en fonction
simplement de la diffe´rence ||E (ξ | B)− E (ξ | B′)||L1R(Ξ). Nous allons e´tablir dans ce qui
suit un re´sultat plus ge´ne´ral.
Lemme IV.13. Soient K un compact de Rm et J une inte´grande normale de la forme :
J(u, ξ) = 〈J1(ξ), J2(u)〉 .
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avec J1 ∈ L
1
Rn(Ξ) et J2 : R
m 7→ Rn une application continue. Alors :
inf
γ
{E [J(γ(ξ), ξ)] | γ(ξ) ∈ K, γ est B-mesurable} = inf
γ
{E [JB(γ(ξ), ξ)] | γ(ξ) ∈ K} ;
ou` JB(u, ξ) = 〈E (J1 | B) (ξ), J2(u)〉.
Preuve : Nous allons montrer deux choses :
– premie`rement que la solution du proble`me sans contrainte de mesurabilite´ est atteinte par
un argmin B-mesurable ;
– deuxie`mement que pour tout γ B-mesurable tel que γ(ξ) ∈ K, P− p.s. nous avons :
E [JB(γ(ξ), ξ)] = E [J(γ(ξ), ξ)] .
Le “premie`rement” revient simplement a` remarquer que la multi application :
Γ(ξ) =
{




est B-mesurable a` valeurs non vides et ferme´es. Par conse´quent il existe une application B-
mesurable γ qui ve´rifie :
γ(ξ) ∈ Γ(ξ) ;
cette application est clairement solution du proble`me d’optimisation sans contrainte de mesu-
rabilite´, ce qui re´pond au premie`rement. Soit maintenant γ une application B-mesurable telle
que γ(ξ) ∈ K P − p.s.. Puisque J2 est continue sur K qui est compact nous en de´duisons
que J2(γ) ∈ L
∞
Rn(Ξ), donc d’apre`s l’ine´galite´ de Ho¨lder 〈J1, J2(γ)〉 ∈ L
1
R(Ξ). Par ailleurs nous
avons que J2(γ) est B-mesurable car γ est lui meˆme B-mesurable, donc d’apre`s une proprie´te´ de
l’espe´rance conditionnelle,
E [〈J1(ξ), J2(γ(ξ))〉] = E [〈E (J1 | B) (ξ), J2(γ(ξ))〉] .
Autrement dit :
E [JB(γ(ξ), ξ)] = E [J(γ(ξ), ξ)] .
¤
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The´ore`me IV.14. Soient J1 ∈ L
1
Rn(Ξ) et J2 : R
m → Rn, nous notons alors :
J(u, ξ) = 〈J1(ξ), J2(u)〉 , U = {γ : Ξ→ Rm | γ(ξ) ∈ K} ;
ici 〈·, ·〉 de´signe le produit scalaire dans Rn. On suppose que :
– J1 ∈ L
1
Rn(Ξ) ;
– J2 est continue ;
– K est compact.
Alors la fonction V de´finie par :
V (B) = inf
γ∈U
{E [J(γ(ξ), ξ)] | γ est B-mesurable}
est continue1 et :
|V (B)− V (B′)| ≤ 3Jmax ||E (J1 | B)− E (J1 | B′)||L1Rn (Ξ)
avec Jmax = supu∈K ||J2(u)||Rn.
Preuve : Notons JB(u, ξ) = 〈E (J1 | B) (ξ), J2(u)〉 alors d’apre`s le lemme IV.13 :
V (B) = inf
γ∈U
E [JB(γ(ξ), ξ)] .
Pour tout γ ∈ U :
|JB(γ(ξ), ξ)− JB′(γ(ξ), ξ)| =
∣∣〈E (J1 | B)− E (J1 | B′) , J2(γ(ξ))〉∣∣ ≤ Jmax ∣∣∣∣E (J1 | B)− E (J1 | B′)∣∣∣∣Rn .
En passant a` l’espe´rance nous avons :
|E [JB(γ(ξ), ξ)]− E [JB′(γ(ξ), ξ)]| ≤ Jmax
∣∣∣∣E (J1 | B)− E (J1 | B′)∣∣∣∣L1Rn (Ξ) .
En prenant le sup sur γ ∈ U nous obtenons :
sup
γ∈U
|E [JB(γ(ξ), ξ)]− E [JB′(γ(ξ), ξ)]| ≤ Jmax
∣∣∣∣E (J1 | B)− E (J1 | B′)∣∣∣∣L1Rn (Ξ) .
En utilisant le lemme2 IV.10 nous obtenons alors :∣∣V (B)− V (B′)∣∣ ≤ 3Jmax ∣∣∣∣E (J1 | B)− E (J1 | B′)∣∣∣∣L1Rn (Ξ) .
¤
2La preuve du lemme IV.10 ne de´pend pas du fait que γ ∈ Up ou γ ∈ U
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Remarque IV.15. Le the´ore`me IV.14 s’applique a` un grand nombre de fonctions, pour
certaines fonctions J ne satisfaisant pas les hypothe`ses, il est possible d’utiliser le the´ore`me
IV.14 comme un guide. C’est le cas notamment pour les applications J(·, ξ) qui sont deux
fois diffe´rentiable, quitte a` remplacer le crite`re par son de´veloppement de Taylor au voisi-
nage de u0, l’e´cart |V (B)− V (B
′)| peut eˆtre controˆle´ en maˆıtrisant :
||E (J(u0, ξ) | B)− E (J(u0, ξ) | B′)||L1(Ξ) ;
||E (∇J(u0, ξ) | B)− E (∇J(u0, ξ) | B′)||L1(Ξ) ;
||E (HJ(u0, ξ) | B)− E (HJ(u0, ξ) | B′)||L1(Ξ) ;
autrement dit l’erreur sur le calcul de l’espe´rance conditionnelle du couˆt, du gradient et du
Hessien de J(·, ξ) en u0.
IV.3 Discre´tisation d’un proble`me statique
Soit le proble`me d’optimisation stochastique suivant :{
inf F (γ)
def
= E [J(γ(ξ), ξ)] ;
γ ∈ ∆p(B).
(IV.16)




= {γ ∈ LpRm(Ξ) | γ = E (γ | B) , γ(ξ) ∈ K} , (IV.17)
ou` K de´signe un sous ensemble de Rm. Nous de´signerons par V la fonction valeur associe´e
au proble`me (IV.16), soit encore :
V (B)
def
= inf {F (γ) | γ ∈ ∆p(B)} . (IV.18)
Remarque IV.16. La fonction valeur (IV.18) est pre´cise´ment celle e´tudie´e dans [10] ; il
apparaˆıt e´galement que cette dernie`re est la fonction marginale associe´e au couple (∆p, F ).
Nous allons appliquer les re´sultats du paragraphe §A.3 afin de de´duire une proprie´te´ de
continuite´ ve´rifie´e par la fonction valeur V . Nous montrerons que V est continue a` gauche
dans un sens que nous pre´ciserons.
Hypothe`ses IV.17. On suppose que :
– l’application J est une inte´grande normale (voir de´finition IV.1) de´finie sur Rm×Ξ,
il existe une fonction inte´grable de´finie sur Ξ a` valeurs re´elle et qui minore J(u, ξ)
inde´pendemment de u. Cela afin d’e´viter que l’application V prenne la valeur −∞ ;
– l’ensemble K est convexe et ferme´.
Lemme IV.18. Soient A et B deux sous-tribus de BΞ alors :
A ⊂ B ⇒ ∆p(A) ⊂ ∆p(B) et V (B) ≤ V (A).
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Preuve : Soit γ ∈ ∆p(A), alors γ est A-mesurable. Or A ⊂ B ; γ est aussi B-mesurable. Les
autres contraintes n’e´tant pas lie´es a` la tribu alors γ est aussi dans ∆p(B). Par ailleurs l’ine´galite´
V (B) ≤ V (A) est simplement une conse´quence de l’inclusion de l’ensemble admissible ∆p(A)
dans l’ensemble admissible ∆p(B). ¤
Proposition IV.19. On suppose que les hypothe`ses IV.17 sont ve´rifie´es. La correspon-
dance ∆p de´finie par (IV.17) est semi-continue infe´rieurement lorsque l’on munit B
∗
Ξ de la
topologie de la convergence forte.
Preuve : Soit γ ∈ ∆p(B) et (Bk)k∈N une suite convergeant fortement vers B. Posons γk
def
=
E (γ | Bk), alors γk est Bk mesurable. La proprie´te´ γk ∈ L
p
Rm(Ξ) est de´duite de l’ine´galite´ de
Jensen. L’ensemble K e´tant suppose´ convexe alors γk(ξ) ∈ K. En re´sume´ nous avons montre´ que
γk ∈ ∆p(Bk). La suite (Bk)k∈N convergeant fortement vers B alors :
lim
k
||E (γ | Bk)− E (γ | B)||LpRm (Ξ) = 0.
Autrement dit, en remarquant que E (γ | B) = γ car γ ∈ ∆p(B) nous avons donc :
lim
k
||γk − γ||LpRm (Ξ)
= 0.
¤
IV.3.1 Continuite´ “a` gauche” de la valeur de l’information
Nous allons montrer que la fonction marginale V est continue a` gauche (voir de´finition
IV.20) moyennant une hypothe`se de continuite´ sur le crite`re.
De´finition IV.20. Nous dirons qu’une application R de´finie sur B∗Ξ, a` valeurs dans un
espace me´trique E, est continue a` gauche en B ∈ B∗Ξ, si pour toute suite (Bn)n∈N de sous-
tribu de B qui converge fortement vers B la suite (R(Bn))n∈N converge vers R(B) dans E.
Si l’application R est continue a` gauche pour tout B ∈ B∗Ξ, alors elle sera dite continue a`
gauche.
The´ore`me IV.21. On suppose que les hypothe`ses IV.17 sont ve´rifie´es. Si F est
continue sur LpRm(Ξ) et p 6=∞, alors la fonction marginale V est continue a` gauche.
Preuve : Soient B ∈ B∗Ξ et (Bk)k∈N une suite de sous-tribus de B qui converge fortement vers
B, alors d’apre`s le lemme IV.18 :
∆p(Bk) ⊂ ∆p(B) et V (B) ≤ V (Bk). (IV.19)
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Par ailleurs la premie`re partie du the´ore`me A.47 combine´e a` la proposition IV.19 nous donne la
semi-continuite´ supe´rieure de l’application V ; autrement dit :
lim sup
k
V (Bk) ≤ V (B). (IV.20)
Des e´quations (IV.20) et (IV.19) on tire l’ine´galite´ suivante :
lim sup
k
V (Bk) ≤ V (B) ≤ V (Bk). (IV.21)
Un passage a` la limite inf dans l’ine´galite´ (IV.21) donne :
lim sup
k
V (Bk) ≤ V (B) ≤ lim inf
k
V (Bk).
L’e´galite´ suivante est une conse´quence de la de´finition de la limite d’une suite :
lim
k
V (Bk) = V (B).
¤
Remarque IV.22. E´tudier la continuite´ a` gauche n’est pas tre`s restrictif du point de vue
des applications. En effet, nous proposerons dans la suite une approche nume´rique pour
passer d’un proble`me d’optimisation stochastique de dimension infinie a` un proble`me de
dimension finie, qui respecte naturellement cette contrainte grace a` un proce´de´ de quanti-
fication. La quantification est l’ope´ration qui consiste simplement a` composer une variable
ale´atoire h et une variable ale´atoire a` valeurs discre`tes Q. Le fait de remplacer purement
et simplement la contrainte de mesurabilite´ “γ est σ(h)-mesurable” par la contrainte “γ
est σ(Q ◦ h)-mesurable” nous fait passer de la classe des proble`mes avec un nombre infini
de degre´s de liberte´ a` celle avec un nombre fini. Par ailleurs, par ce proce´de´, nous avons
automatiquement que σ(Q ◦ h) ⊂ σ(h).
IV.3.2 Quantification de la contrainte de mesurabilite´
On conside`re ici le prototype d’un proble`me d’optimisation stochastique ne faisant
pas intervenir de ve´ritable structure d’information dynamique, c’est-a`-dire obe´issant a` un
principe de se´paration comme ceux conside´re´s dans le chapitre II. Soient Ξ un espace
me´trique, ξ : Ω → Ξ une variable ale´atoire, J une inte´grande normale de´finie sur Rm × Ξ
et K un convexe ferme´ de Rm. On de´finit le proble`me suivant :
V1
def
= inf {E[J(γ(ω), ξ(ω))] | γ : Ω→ K et γ est σ(h)-mesurable} . (IV.22)
Disons pour l’instant que h est une variable ale´atoire de´finie sur Ω. L’espe´rance est prise
par rapport a` la variable ω qui appartient a` un espace de probabilite´ (Ω,F ,P) ; la variable
de de´cision est la loi de commande γ : Ω → K qui est astreinte a` eˆtre mesurable par
rapport a` h.
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Quitte a` renommer les variables nous pouvons toujours supposer que h est σ(ξ)-mesura-
ble. En effet posons z(ω) = (ξ(ω), h(ω)), J˜(x, z) = J(x, ξ), h˜(z1, z2) = z2 et de´finissons









| γ : Ξ× Y → K est σ(h˜)-mesurable
}
.
Il est clair que les proble`mes V1 et V2 sont identiques. Mais dans le proble`me V2 on constate
que h˜ est σ(z) mesurable. C’est la raison pour laquelle nous allons conside´rer sans perdre







= E [J(γ(ξ), ξ)] | γ : Ξ→ K est σ(h)-mesurable
}
; (IV.23)
ou` h : Ξ→ Y est une variable ale´atoire BΞ-mesurable.
Notre me´thodologie de discre´tisation est la suivante : on rame`ne le proble`me a` un
proble`me sans contrainte de mesurabilite´ en quantifiant l’observation, c’est-a`-dire que l’on
compose la variable ale´atoire h avec une variable ale´atoire Q a` valeurs discre`tes et en
nombre fini. Soit :
V (Qk)
def
= min {E [J(γ(ξ), ξ)] | sous la contrainte : γ : Ξ→ K est σ(Qk ◦ h)-mesurable} ,
ou` Qk : Y → Y ve´rifie Sk
def
= card( imQk) < ∞, autrement dit imQk = {y1, . . . , ySk}.
Posons pour tout j = 1, . . . , Sk :
Ckj
def
= {ξ ∈ Ξ | Qk(h(ξ)) = yj} ;
alors (Ckj )j=1,...,Sk est une partition de Ξ. Dire que γ est Qk ◦ h-mesurable est e´quivalent a`





On pose alors u = (u1, . . . , uSk) ∈ K
Sk et donc :









Le proble`me V (Qk) obtenu par ce proce´de´ est un proble`me en boucle ouverte.
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IV.3.3 Proble`me en boucle ouverte et technique de type Monte-
Carlo
Notre e´tude a porte´ jusqu’ici sur la discre´tisation de la structure d’information. Cela
e´tant, ce n’est pas la seule difficulte´, meˆme une fois ramene´ a` un nombre fini de parame`tres
a` optimiser, il reste quand meˆme dans le proble`me a` manipuler des objets de dimension
infinie. Typiquement le calcul des espe´rances ne´cessite de connaˆıtre les lois de probabilite´
des variables ale´atoires intervenant dans le crite`re. La question de l’approximation d’une
espe´rance par des techniques de type Monte-Carlo fait l’objet d’une abondante litte´rature.
En ce qui nous concerne, cette question doit eˆtre combine´e avec la notion de convergence
e´pigraphique introduite par Attouch et Wets [16] en 1981. Cette notion de convergence
e´pigraphique est adapte´e a` l’optimisation, puisqu’elle implique en particulier la convergence
des argmins d’un proble`me d’optimisation. Cette question a e´te´ aborde´e notamment par
J. Dupacˇova` R. Wets [38] dans un cadre the´orique tre`s ge´ne´ral et par Z. Artstein [14] dans
le cas ou` l’estimateur des espe´rances est la moyenne empirique d’un e´chantillon. Certains
travaux d’A. Shapiro [97, 96, 98] portent sur la de´termination de vitesse de convergence
des estimateurs du couˆt optimal en fonction a` la taille de l’e´chantillon.
Notre but est de combiner les re´sultats existants concernant la discre´tisation d’un
proble`me d’optimisation en boucle ouverte aux re´sultats asymptotiques que nous avons
obtenus a` propos de la discre´tisation d’un proble`me d’optimisation en information statique,
afin d’en de´duire un re´sultat de discre´tisation des proble`mes en information statique.
IV.3.4 Approximation de la loi de ξ
Nous allons appliquer les re´sultats obtenus par J. Dupacˇova` et R. Wets [38] a` la
discre´tisation du proble`me en boucle ouverte (IV.24). L’ingre´dient essentiel de la discre´ti-
sation consistera a` remplacer la loi Pξ par une suite de lois (Pn)n∈N suppose´e converger en
loi vers Pξ. Nous obtenons alors un nouveau proble`me d’optimisation Vn, en remplac¸ant la









Hypothe`ses IV.23. J : Rm×Ξ→]−∞,∞] est une inte´grande normale, S = domJ(·, ξ)
est un sous ensemble de Rm inde´pendant de ξ, ferme´ et non vide. On suppose de plus que
pour tout u ∈ S :
ξ 7→ J(u, ξ) est continue sur Ξ ;
l’application
u 7→ J(u, ξ) est s.c.i sur Rm, P− p.s. ;
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et est localement lipschitzienne sur S, dans le sens suivant : pour tout u ∈ S, il existe
un voisinage V de u et une fonction continue et borne´e β : Ξ 7→ R telle que pour tout
u′ ∈ V ∩ S et ξ ∈ Ξ :
J(u, ξ)− J(u′, ξ) ≤ β(ξ) ||u− u′|| .
Hypothe`ses IV.24. (Z,Z, λ) est un espace d’e´chantillons, {Zn}n∈N une suite croissante
de sous-tribus de Z, (Pn)n∈N est une suite d’applications de´finies sur BΞ×Z a` valeurs dans
[0, 1] telles que pour tout ζ ∈ Z :
Pn(·, ζ) est une mesure de probabilite´ sur (Ξ,BΞ) ;
et pour tout A ∈ BΞ,
ζ 7→ Pn(A, ζ) est Zn-mesurable.
Pour λ-presque tout ζ, la suite {Pn(·, ζ)}n∈N converge en loi vers Pξ. On suppose e´galement
que pour tout u ∈ K : ∫
|J(u, ξ)|Pn(dξ, ζ) <∞.
Cela signifie que (Pn(·, ζ))n∈N est une suite d’estimateurs d’une mesure de probabilite´





















n(dξ, ζ). Pour (k, j) fixe´s, l’application :






de´finit une mesure de probabilite´ sur (Ξ,BΞ).
Lemme IV.25. Si pour presque tout ζ, la suite {Pn(·, ζ)}n∈N converge en loi vers Pξ et si
Pξ(ξ ∈ ∂Ckj )





converge en loi vers














3Nous noterons ∂E la frontie`re de l’ensemble E. Par de´finition ∂E est l’adhe´rence de l’ensemble lui
meˆme prive´ de son inte´rieur.
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L’ensemble des points de discontinuite´ de l’application ξ 7→ s(ξ)ICkj (ξ) e´tant contenus dans ∂C
k
j ,








Par ailleurs nous avons aussi que :
lim
n→∞

















The´ore`me IV.26. Supposons que les hypothe`ses IV.24, IV.23 soient ve´rifie´es et
que pour tout couple (j, k), Pξ(ξ ∈ ∂Ckj ) = 0. Alors :
lim
n→∞
Vn(Qk) = V (Qk).







































66 Quelques re´sultats asymptotiques IV.3
Exemple IV.27. Nous allons donner un proce´de´ de construction d’une suite de lois
ve´rifiant les conditions du the´ore`me. Nous disposons d’une variable ale´atoire ξ : Ω → Ξ.
Soit (ΞN,B⊗NΞ ,P
⊗N








Pour tout A ∈ BΞ, nous avons clairement que l’application ζ 7→ Pn(A, ζ) est mesurable par
rapport a` la tribu engendre´e par (ξ1, . . . , ξn). Pour presque tout ζ il est e´galement clair que
l’application Pn(·, ζ) est une mesure de probabilite´ sur Ξ. Soit maintenant s une variable











s(ξ)Pn(dξ, ζ) = E [s(ξ)] , P− p.s..
Autrement dit la suite {Pn(·, ζ)}n∈N converge en loi pour presque tout ζ vers la loi de ξ,
c’est le the´ore`me de Glivenko-Cantelli (voir the´ore`me B.15). Par ailleurs, la loi empirique









J(uj, ξ`)ICkj (ξ`). (IV.27)
IV.3.5 Comportement asymptotique des couˆts discrets
Nous allons maintenant combiner les re´sultats asymptotiques obtenus pour la discre´-
tisation de la structure d’information et pour la discre´tisation de la variable ale´atoire ξ
afin d’obtenir un re´sultat de convergence globale de la suite des valeurs des proble`mes
approche´s (IV.25) vers la valeur du proble`me d’origine (IV.23). Notre de´marche repose sur
une simple ine´galite´ triangulaire :
|V − Vn(Qk)| ≤ |V − V (Qk)|+ |V (Qk)− Vn(Qk)| . (IV.28)
L’erreur totale de discre´tisation |V − Vn(Qk)| peut eˆtre majore´e par la somme de deux
termes. Un terme qui peut s’interpre´ter comme l’erreur commise en discre´tisant la structure
d’information, un autre terme qui peut s’interpre´ter comme l’erreur lie´e a` l’estimation de
l’espe´rance du crite`re.
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The´ore`me IV.28. Soit (Qk)k∈N une suite de variables ale´atoires a` valeurs discre`tes
telle que {Qk ◦ h}k∈N converge en probabilite´ vers h. On suppose que les hypothe`ses
IV.24, IV.23 et IV.17 sont satisfaites, que l’application F est continue sur L1Rm(Ξ).
Alors pour tout ε > 0 il existe Nε ∈ N tel que :
∀k ≥ Nε, lim
n→∞
|V − Vn(Qk)| ≤ ε.
Preuve : Soit ε > 0 fixe´, d’apre`s le the´ore`me IV.21 il existe Nε ∈ N tel que pour tout k ≥ Nε
|V − V (Qk)| ≤ ε.
Par conse´quent pour tout k plus grand que Nε :
|V − Vn(Qk)| ≤ |V − V (Qk)|+ |V (Qk)− Vn(Qk)| ≤ ε+ |V (Qk)− Vn(Qk)|
Le re´sultat se de´duit simplement du the´ore`me IV.26 par passage a` la limite :
lim
n→∞
|V − Vn(Qk)| ≤ ε.
¤
Interpre´tation des re´sultats
La discre´tisation d’un proble`me d’optimisation stochastique, passe par deux e´tapes :
– une e´tape permettant la quantification de l’observation, afin de se ramener a` un
proble`me de dimension finie ;
– une autre e´tape permettant l’estimation des espe´rances (par exemple par une tech-
nique de Monte-Carlo) ;
la qualite´ de l’approximation du couˆt optimal de´pend de la taille de l’e´chantillon, cette
dernie`re quantite´ de´pend de la finesse de la quantification.
La relation (IV.28) souligne un point tre`s important de la discre´tisation des proble`mes
d’optimisation stochastique. Elle met en e´vidence deux sources d’erreurs possibles attache´es
a` la discre´tisation.
1. Une premie`re source d’erreur est lie´e a` la quantite´ |V − V (Qk)| : elle repre´sente
l’erreur alge´brique issue de la discre´tisation de la structure d’information ;
2. une deuxie`me source d’erreur est lie´e a` la quantite´ |V (Qk)−Vn(Qk)| : elle repre´sente
l’erreur nume´rique issue de la discre´tisation des espe´rances intervenant dans le pro-
ble`me.
On remarque que meˆme si l’on fait tendre l’erreur nume´rique vers 0 en conside´rant des
e´chantillons de plus en plus grands, on ne modifie en rien l’erreur alge´brique !
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Corollaire IV.29. Sous les hypothe`ses du the´ore`me IV.28 il existe une application crois-




Preuve : Ce re´sultat est une conse´quence imme´diate du the´ore`me IV.28 et de la proposition
B.18. ¤
Ce corollaire fait de´pendre la quantification de la loi choisie pour remplacer la loi du
proble`me d’origine.
IV.3.6 Convergence des solutions
Nous avons jusqu’ici traite´ uniquement de la question relative a` la convergence du
couˆt optimal Vn(Qk) vers le couˆt optimal du proble`me d’origine, a` savoir V . Nous allons
maintenant examiner le comportement de la suite de solutions optimales (γn,k)(n,k)∈N×N des
proble`mes associe´s a` Vn(Qk).
Existence d’une solution L’existence d’une solution pour les proble`mes d’allocation4
stochastique a` en particulier e´te´ e´tudie´e dans [18, 1, 8, 10]. Les hypothe`ses sous lesquelles
un proble`me d’optimisation, ou` les variables de de´cisions sont uniquement soumises a` res-
pecter des contraintes presque suˆres et dont le crite`re se met sous la forme d’une inte´grale,
admet une solution, ont e´galement e´te´ e´tudie´es par Zolezzi [107, 21]. En dimension infi-
nie, l’existence de solutions pour les proble`mes d’optimisation passe par des arguments de
convexite´ et de topologie faible.
Proposition IV.30. On suppose les hypothe`ses du the´ore`me IV.21 sont satisfaites. Soient
(εk)k∈N une suite de re´els positifs qui converge vers 0 et une suite (γk)k∈N telle que :





Alors γ∗ est solution du proble`me IV.23.
Preuve : D’apre`s l’ine´galite´ triangulaire nous avons :
|V − F (γ∗)| ≤ |V − V (Qk)|+ |V (Qk)− F (γk)|+ |F (γk)− F (γ
∗)|
≤ |V − V (Qk)|+ εk +
∣∣F (γk)− F (γ∗)∣∣ .
En passant a` la limite sur k nous avons alors |V − F (γ∗)| = 0, ce qui prouve que γ∗ est solution
du proble`me d’origine. ¤
4Un proble`me d’allocation stochastique est un proble`me d’optimisation ayant une contrainte de la forme
E [X] ∈ C.
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Proposition IV.31. Supposons que les hypothe`ses IV.24, IV.23 soient satisfaites. Si γn,k
est solution du proble`me d’optmisation IV.25 et que la suite (γn,k)n∈N converge p.s. vers
γk, alors γk est solution du proble`me d’optimisation IV.24.
Preuve : C’est une conse´quence du the´ore`me de Dupacˇova` et Wets [38, the´ore`me 3.7] qui
annonce un re´sultat d’e´pi convergence. ¤
IV.4 Deux exemples de discre´tisation
IV.4.1 Un proble`me avec une contrainte de parite´
Nous allons donner un exemple de proble`me d’optimisation stochastique afin d’illustrer
certains re´sultats que nous avons e´nonce´s. Le proble`me est le suivant : soient Ξ = [−1, 1]









| u : Ξ→ R, u est σ(h)-mesurable
}
(IV.29)
ou` h : z ∈ Ξ → |z|. La contrainte u est σ(h)-mesurable signifie simplement que u est une
fonction mesurable paire. Nous aurons besoin du lemme technique suivant :
Lemme IV.32. Soit f : Ξ→ R une variable ale´atoire alors :




ou` f˜ : Ξ→ R, z 7→ f(−z).
Preuve : Il est clair que l’application :




est σ(h)-mesurable. Montrons qu’il s’agit de l’espe´rance conditionnelle de f sachant σ(h). Soit g
une variable ale´atoire re´elle, puisque Ξ est syme´trique alors :
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Il est clair que l’application J(x, z)
def
= (x− z)2 est une inte´grande normale, convexe en













= E (J(x, ·) | σ(h)) (z).
D’apre`s le lemme IV.32 nous avons alors :
J˜(x, z) =













E´tant donne´ l’expression (IV.32) il est e´vident que la solution du proble`me (IV.29) note´









Approche par le the´ore`me IV.28 Soient K ∈ N et une application QK : [0, 1]→ [0, 1].
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Par ailleurs, posons :



































































































































































E´tant donne´ que la loi de la variable ale´atoire ξ est uniforme sur [−1, 1], l’inte´grale de ξ
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La solution uNk associe´e au k









Encore une fois la relation suivante est une conse´quence de la loi des grands nombres :






= 0 P− p.s..



















et que ce couˆt est atteint lorsque toutes les variables de de´cision sont identiquement e´gales
a` 0. En re´sume´, dans cet exemple l’erreur |V − V (QK)| lie´e a` la quantification est nulle et
l’erreur lie´e a` la discre´tisation de Monte-Carlo |V (QK)− VN(QK)| converge vers 0 lorsque
K est fixe´ et N tend vers l’infini.
Remarque IV.33. Si l’erreur lie´e a` la quantification est nulle, c’est en partie a` cause du
fait que la commande optimale du proble`mes lie´ a` V est naturellement en boucle ouverte.
Or, la quantification permet entre autre de se ramener a` un proble`me en boucle ouverte.
Approche sans quantification Afin de montrer que la quantification est essentielle
dans le the´ore`me IV.28, nous allons essayer de re´soudre ce proble`me par une technique de
Monte-Carlo sans proce´der a` une quantification de la fonction d’observation. Soit ξ1, . . . , ξN
un N -e´chantillon de la variable ale´atoire ξ. Conside´rons l’estimateur suivant :






et le proble`me suivant :
VN(ξ1, . . . , ξN)
def
= inf {fN(ξ1, . . . , ξN , x) | x est σ(h)-mesurable} . (IV.33)
Soit aussi l’ensemble AN de´fini de la manie`re suivante :
AN
def
= {ω ∈ Ω | |ξ1(ω)|, . . . , |ξN(ω)| sont tous distincts} .
Nous avons clairement que AcN est ne´gligeable pour la mesure de Lebesgue, par conse´quent :








Nous observons alors aise´ment que (ξ1, . . . , ξN ), re´alise le minimum du proble`me VN car la
valeur 0 qui est l’infimum est atteinte. Dans ce cas presque suˆrement, le couˆt optimal VN
est toujours 0 quelle que soit la taille de l’e´chantillon.
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IV.4.2 Un proble`me L.Q.G. avec une contrainte de non-antici-
pativite´
Nous allons e´tudier un deuxie`me exemple pour lequel la contrainte de mesurabilite´ est
simplement une contrainte de non-anticipativite´.
Exemple IV.34. Soient :
– x une condition initiale ale´atoire suivant une loi normale de moyenne nulle et d’e´cart-
type σx ;
– u la variable de de´cision base´e sur l’observation de x ;
– w une autre variable ale´atoire suivant une loi normale de moyenne nulle et d’e´cart-
type σw ; nous conside´rerons que x et w sont inde´pendantes, la matrice de covariance




– y = x+ u+w l’e´tat “final” qui re´sulte de la re´alisation du bruit et de la variable de
de´cision ;
– l’objectif est de minimiser la fonction couˆt E[εu2 + y2] —ε est un re´el positif— par
un choix de u comme une fonction de x.
Solution exacte
Dans le cas pre´sent (line´aire-quadratique-gaussien et bruit de moyenne nulle), en sup-
posant x et w inde´pendantes, il est bien connu que la de´cision optimale est donne´e par
un feedback line´aire sur l’observation x. Ainsi, en posant u = cx dans la dynamique et la
fonction couˆt, on obtient apre`s des calculs e´le´mentaires l’expression suivante de la fonction
couˆt.











qui entraˆıne le couˆt optimal suivant :
1
ε+ 1
(εσ2x + (ε+ 1)σ
2
w). (IV.34)
Le feedback optimal :
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Me´thode de Monte-Carlo na¨ıve
Supposons que l’on dispose de N trajectoires (xi, wi), i = 1, . . . , N issues de tirages
inde´pendants et distribue´s selon la loi du couple (x,w). Pour chacune des trajectoires le
couˆt e´value´ est :
(ε+ 1)u2i + 2(xi + wi)ui + (xi + wi)
2.
La minimisation de cette expression en u donne la commande et le couˆt suivants :








Nous constatons que le couˆt associe´ a` une trajectoire de l’e´chantillon est d’ordre ε, et
il en est donc de meˆme de la moyenne des couˆts associe´s a` chacune des trajectoires de
l’e´chantillon de taille N .
Cette approche na¨ıve ne permet pas d’obtenir une approximation correcte du couˆt
optimal du proble`me que l’on souhaite re´soudre. L’orde de grandeur du couˆt optimal pour
le proble`me discret est ε, alors que pour le proble`me d’origine il est de σ2x.
Approche passant par la quantification
Nous allons maintenant proce´der a` une discristisation respectant les hypothe`ses ge´ne´rale
de´crites dans ce chapitre. A savoir, une quantification des variables observe´es dans le but
de se ramener a` un proble`me en boucle ouverte, puis un changement de loi (on se rame`ne
a` une loi discre`te) afin de pouvoir calculer les diffe´rentes expressions. Supposons que nous
sommes dans le cas particulier ou` nous connaissons la loi (suppose´es gaussiennes) des
variables ale´atoires x et w . Nous sommes alors en mesure de construire une variables
ale´atoire discre`te ayant les meˆmes moments que les variables que l’on souhaite approcher.
La figure IV.1 repre´sente les diffe´rents sce´narios associe´s a` un couple de variables ale´atoires
discre`tes (x,w) prenant chacune deux valeurs. Sur la figure IV.1 les deux occurrences
possibles de x sont note´es 1 et 2, chacune d’entre elles e´tant suivie des deux occurrences
possibles de w note´es 3 et 4 et 5 et 6. Les nœuds 1 et 2 ont une probabilite´ pi1 et pi2 (de
somme e´gale a` 1) et la deuxie`me ge´ne´ration de nœuds porte les probabilite´s pii i = 3, . . . , 6,
avec pi1 = pi3 + pi4 et pi2 = pi5 + pi6.
Par ailleurs la quantification de x que nous conside´rons permet d’associer les de´cisions u1
et u2 aux nœuds 1 et 2 respectivement. On note E0[y],E1[y],E2[y] les expressions suivantes :
E0[y]
def













Nous allons remplacer les variables ale´atoires du proble`me d’origine, par des variables
ale´atoires discre`tes en respectant syste´matiquement leurs deux premiers moments. Autre-
ment dit on choisit pi1 et pi2 solution du syste`me :
E0[x] = 0 et E0[x2] = σ2x ;







Fig. IV.1 – Sce´narios
on choisit pi3, pi4, pi5 et pi6 tels que :
E1[w] = 0, E1[w2] = σ2w, E2[w] = 0 et E2[w
2] = σ2w.










qui une fois minimise´e, conduit a` la commande optimale :
commandes : u1 = −
x1 + E1[w]
ε+ 1




et au couˆt suivant :
pi1
ε+ 1
(εx21 + (ε+ 1)E1[w




(εx22 + (ε+ 1)E2[w
2] + 2εx2E2[w]− (E2[w])2). (IV.35)
La formule (IV.35) est parfaitement consistante avec la formule (IV.34).
Conclusion
La me´thode de Monte-Carlo applique´e sans quantification des variables d’observation
donne des re´sultats fantaisistes au niveau de la fonction valeur. Lorsque l’on proce`de au
pre´alable a` une quantification des variables d’observation, les re´sultats redeviennent consis-
tants avec la solution the´orique. Cet exemple montre a` quel point il est risquer de s’e´carter
de ce sche´ma de discre´tisation en deux parties.
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PSfrag replacements
Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
Fig. IV.2 – Re´sume´
Chapitre V
Expe´riences nume´riques
Dans ce chapitre, on pre´sente un proble`me de commande optimale stochastique avec
lequel on peut envisager de conduire des expe´rimentations sur la technique des chroniques
arborescentes et sur la synthe`se de feedback. Les caracte´ristiques du proble`me qui se preˆtent
a` cette expe´rimentation et les possibilite´s d’extensions du proble`me seront discute´es.
V.1 Formulation du proble`me
On conside`re un barrage hydroe´lectrique dont le volume d’eau en stock a` l’instant t est
note´ x(t). On a
x ≤ x(t) ≤ x . (V.1)
On posera le proble`me en temps discret sur 24 heures avec des pas de temps d’une heure :
alors l’indice t = 0, 1, . . . , T (avec T = 24) de´signe les points de discre´tisation, sachant que
t = 24 correspond a` la meˆme heure que t = 0, mais 24 heures plus tard.
Les apports d’eau dans le barrage pendant l’heure t, t = 1, . . . , 24, sont de´signe´s par
w(t). Il s’agit d’un processus stochastique dont les caracte´ristiques seront expose´es plus
loin.
Le volume d’eau effectivement turbine´ pendant la meˆme heure t est de´signe´ par v(t−1).
Ce de´calage d’indice sera explique´ plus loin.
Ce volume d’eau turbine´ re´sulte de la commande u(t − 1) qui est le volume turbine´
“de´sire´” : si c’est possible, v(t) = u(t). L’e´galite´ est impossible si le volume d’eau re´sultant
dans le re´servoir tendrait a` passer au dessous de x. On a donc :
v(t) = min
(
u(t), x(t) + w(t+ 1)− x
)
. (V.2)
Par ailleurs, lorsque le re´servoir atteint son niveau maximum x, il de´borde (l’eau ainsi
de´verse´e ne produit pas d’e´lectricite´). On a donc :
x(t+ 1) = min
(
x(t)− v(t) + w(t+ 1), x
)
, t = 0, . . . , T − 1 , (V.3)
Par ailleurs, la commande u est soumise a` des contraintes de bornes :
u ≤ u(t) ≤ u . (V.4)
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(pouvant de´pendre de la hauteur d’eau dans le barrage, et donc du
volume x(t)). Cette production est destine´e a` re´pondre a` chaque instant a` une certaine
demande pendant la meˆme pe´riode qui sera note´e d(t + 1) : d(·) est un autre processus
stochastique que l’on de´crira plus loin. Si p(t) ≥ d(t+1), l’exce`s de production est revendu.
Si p(t) ≤ d(t+1), le de´ficit de production doit eˆtre compense´ par d’autres moyens ou bien
il conduit a` de la de´faillance. Tout ceci se traduit par un couˆt L
(
d(t + 1) − p(t), t
)
ou` L
est une fonction croissante par rapport a` son premier argument. On pre´cisera plus loin son
expression.
Finalement, on peut re´sumer le proble`me de la fac¸on suivante, en introduisant une




, et en supposant la condition


















sous les contraintes (V.2), (V.3), (V.4), (V.5b)
ou` E de´signe l’espe´rance mathe´matique. Il est inutile d’imposer les contraintes de borne (V.1)
qui sont satisfaites ipso facto par la paire d’e´quations (V.2)–(V.3).
La minimisation est faite en u en feedback causal sur x,w, d, les bruits e´tant sup-
pose´s observables. Plus pre´cise´ment, u(t) peut de´pendre de {x(s), w(s), d(s)}0≤s≤t. Ce n’est
d’ailleurs qu’une fois que la loi de feedback a e´te´ spe´cifie´e que l’espe´rance mathe´matique
par rapport aux lois de probabilite´ sur la condition initiale et sur les bruits prend un sens,
toutes les variables du proble`me devenant des variables ale´atoires.
La structure d’information choisie correspond a` une optique “de´cision-hasard” : la
de´cision u(t) sur le turbine´ de´sire´ est prise d’abord, l’apport d’eau w(t + 1) et la de-
mande d(t + 1) intervenant dans le meˆme intervalle ne sont observe´s qu’ensuite, ce qui
re´sulte finalement dans le turbine´ v(t) et la production p(t). Cette conside´ration montre
que les contraintes (V.1) ne peuvent pas eˆtre impose´es a` la commande dans la version
stochastique (car la commande n’a pas les moyens de les respecter), mais, comme on l’a
vu, la paire (V.2)–(V.3) satisfait automatiquement ces contraintes.
V.2 Hypothe`ses probabilistes
On suppose que w(·) et d(·) sont donne´s par des bruits additifs autour d’une moyenne
fonction du temps. Les trajectoires moyennes seront donne´es. Les e´carts a` la moyenne
seront les sorties de deux chaˆınes de Markov inde´pendantes donne´es, centre´es autour de
ze´ro.
Par conse´quent, si on voulait ramener le proble`me stochastique a une formulation mar-
kovienne, il faudrait trois e´tats, a` savoir x et les deux e´tats pour les deux chaˆınes de
Markov.
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Dans l’approche par chroniques que l’on se propose de suivre, et dont on va de´crire le
protocole un peu plus pre´cise´ment ci-apre`s, le seul “e´tat” a` conside´rer est l’e´tat physique x :
on n’est pas cense´ connaˆıtre les caracte´ristiques stochastiques des bruits. Au stade de la
synthe`se de feedback qui est l’un des objectifs principaux de l’e´tude, on doit s’apercevoir
qu’un feedback de u(t) sur x(t), w(t), d(t) est meilleur qu’un feedback sur x(t) seul. Mais
on peut espe´rer qu’un feedback sur x(t) et x(t − 1) fournira une qualite´ comparable : en
effet, hors des bute´es sur les bornes (V.1), la dynamique est quasiment line´aire et w(t)
s’obtient en connaissant x(t) et x(t− 1) (et e´galement u(t− 1)). La situation pour d(t) est
diffe´rente dans la mesure ou` la demande n’intervient pas directement dans la dynamique.
Cependant, apre`s feedback, la dynamique de´pend aussi de la demande via les commandes.
Il est difficile de dire comment d(t) est alors lie´e a` x(t) et a` ses valeurs passe´es, mais c’est
tout l’objet de l’e´tude de la synthe`se de feedback que de de´terminer la qualite´ de diverses
politiques de bouclage envisageables (compte tenu de la structure d’information de´crite
pre´ce´demment).
V.3 Extensions possibles du proble`me
Au dela` d’une premie`re e´tude, pour montrer notre capacite´ a` traiter de grands syste`mes
stochastiques par cette approche des chroniques arborescentes, on peut envisager d’aug-
menter de fac¸on arbitraire la taille du proble`me en mettant en se´rie des re´servoirs dans une
meˆme valle´e hydraulique : le couplage se fait par la dynamique car l’eau turbine´e — ou
de´verse´e — en amont constitue — apre`s un certain de´lai e´ventuel — un apport d’eau pour
l’aval ; il se fait aussi par la fonction couˆt puisque l’ensemble des productions s’additionnent
pour re´pondre a` la demande commune.
On peut aussi conside´rer des re´servoirs en paralle`le dans des valle´es hydrauliques dis-
tinctes, le couplage n’ayant alors lieu que par la fonction couˆt. Enfin, tous les montages
se´rie-paralle`le sont envisageables.
Revenant au cas mono-re´servoir, on peut aussi faire varier les caracte´ristiques des bruits
(bruit blanc, chaˆınes de Markov a` plusieurs retards, corre´lation positive pour certaines
chaˆınes de Markov, ne´gative pour d’autres, etc.).
V.4 Traitement du proble`me de´terministe sur les chro-
niques
Le but final de l’e´tude e´tant celui de la synthe`se de feedback pour laquelle il s’agit
de traiter des arbres ayant un maximum de nœuds, on ne cherchera pas a` re´soudre le
proble`me de commande optimale de´terministe sur l’arbre des chroniques avec une tre`s
grande pre´cision. On peut souhaiter par exemple traiter le proble`me d’optimisation avec
une me´thode de gradient conjugue´, ce qui suppose de pre´server une forme diffe´rentiable a`
(V.2), (V.3) et de ne pas traiter directement les contraintes de bornes (V.4) (la projection
non line´aire sur cet ensemble admissible ne pre´servant pas la proprie´te´ de conjugaison). On
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pourra (dans le cas ou` les contraintes (V.4) ne sont pas traite´es par projection) remplacer






qui reste automatiquement dans les bornes (V.4), la nouvelle commande u e´tant libre
(cependant, au niveau de l’exploitation statistique des re´sultats, c’est avec u, et non avec
u que l’on ope`rera).
Les e´quations (V.2), (V.3) et (V.6) qui sont compose´es de min et max emboˆıte´s vont














si x− c ≤ y ≤ x+ c ,
x si y ≥ x+ c ,
(V.7)
fonction diffe´rentiable de´pendant d’un “petit” parame`tre c positif, que l’on peut obtenir
par re´gularisation (concave) de Yosida-Moreau de la fonction x 7→ min(x, y), re´gularise´e
que l’on translate horizontalement en x et y pour obtenir la co¨ıncidence des branches
asymptotiques (quand x ou y tend vers l’infini). La Figure ?? repre´sente la fonction x 7→
min0,2(x, 0) et sa de´rive´e premie`re.
La fonction maxc(x, y), fonction “lisse´e” du max, est obtenue par la formule−minc(−x,−y).
Les fonctions lisse´es des fonctions max-min ou min-max apparaissant dans (V.6) sont ob-
tenues par composition des fonctions pre´ce´dentes, et ainsi de suite.
A` partir de cette nouvelle formulation approche´e diffe´rentiable, on peut envisager
la re´solution du proble`me, par exemple, par une me´thode de Fletcher-Reeves (gradient
conjugue´).
V.5 Donne´es nume´riques et fonctionnelles
V.5.1 Demande et apports d’eau
Moyenne
La composante de´terministe (moyenne) de la demande est donne´e par le vecteur
d = (0.9, 1, 0.7, 0.8, 0.9, 1, 0.9, 0.4, 0.3, 0.25, 0.2, 0.3, 0.4, 0.5, 0.8, 0.7, 0.7,
0.8, 0.7, 0.6, 0.6, 0.8, 0.7, 0.5) ,
tandis que celle des apports d’eau est donne´e par le vecteur
w = (0.25, 0.5, 0.8, 0.9, 0.2, 0.3, 0.7, 0.5, 0.9, 0.4, 0.7, 0.8, 0.7, 1, 0.7, 0.3,
0.4, 0.6, 0.8, 0.7, 0.6, 0.8, 0.9, 1) .
Ces composantes de´terministes sont repre´sente´es sur la Figure V.1 avec leur diffe´rence, les
valeurs cumule´es sur le temps et les diffe´rences cumule´es.
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On voit que les apports d’eau cumule´s sont en exce´dent par rapport a` la demande
cumule´e en de´but de pe´riode mais que le bilan en fin de pe´riode est neutre (en supposant
bien suˆr qu’une unite´ d’apport d’eau est transformable approximativement en une unite´
de demande d’e´lectricite´). Comme, dans le de´but de pe´riode (correspondant a` la nuit), on
prendra une fonction couˆt qui refle`te une faible valeur unitaire de la demande (“tarif de
nuit”), on sera donc amene´ a` stocker l’eau au maximum pour l’utiliser ulte´rieurement.
Partie stochastique
On superpose a` la composante de´terministe de la demande et des apports d’eau des
composantes stochastiques issues de chaˆınes de Markov. On utilisera les deux matrices
de transition ci-apre`s d’une chaˆıne a` 11 e´tats, nume´rote´s de 1 a` 11 ; a` chaque e´tat sera
associe´ une perturbation de la composante de´terministe, perturbation calcule´e proportion-
nellement a` l’e´cart entre le nume´ro de l’e´tat tire´ et le nume´ro 6 qui est l’e´tat me´dian ;
autrement dit, l’e´tat me´dian correspond a` une valeur nulle de la perturbation, l’e´tat 1 et
l’e´tat 11 correspondant aux perturbations maximales (respectivement positive et ne´gative).
Le coefficient de proportionnalite´ qui a e´te´ choisi pour s’appliquer a` 6− i (pour l’e´tat i de
la chaˆıne) est de 0,04. Autrement dit, a` l’heure t, si l’e´tat i de la chaˆıne de Markov relative
a` la demande est tire´, la demande est d(t+ 1) + 0,04(6− i).
On utilise les deux matrices de transition suivantes :
7/12 1/3 1/12 0 0 0 0 0 0 0 0
1/3 1/3 1/4 1/12 0 0 0 0 0 0 0
1/12 1/4 1/3 1/4 1/12 0 0 0 0 0 0
0 1/12 1/4 1/3 1/4 1/12 0 0 0 0 0
0 0 1/12 1/4 1/3 1/4 1/12 0 0 0 0
0 0 0 1/12 1/4 1/3 1/4 1/12 0 0 0
0 0 0 0 1/12 1/4 1/3 1/4 1/12 0 0
0 0 0 0 0 1/12 1/4 1/3 1/4 1/12 0
0 0 0 0 0 0 1/12 1/4 1/3 1/4 1/12
0 0 0 0 0 0 0 1/12 1/4 1/3 1/3
0 0 0 0 0 0 0 0 1/12 1/3 7/12

et 
0 0 0 0 0 0 0 0 1/12 1/3 7/12
0 0 0 0 0 0 0 1/12 1/4 1/3 1/3
0 0 0 0 0 0 1/12 1/4 1/3 1/4 1/12
0 0 0 0 0 1/12 1/4 1/3 1/4 1/12 0
0 0 0 0 1/12 1/4 1/3 1/4 1/12 0 0
0 0 0 1/12 1/4 1/3 1/4 1/12 0 0 0
0 0 1/12 1/4 1/3 1/4 1/12 0 0 0 0
0 1/12 1/4 1/3 1/4 1/12 0 0 0 0 0
1/12 1/4 1/3 1/4 1/12 0 0 0 0 0 0
1/3 1/3 1/4 1/12 0 0 0 0 0 0 0
7/12 1/3 1/12 0 0 0 0 0 0 0 0

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qui sont des matrices bi-stochastiques puisque syme´triques, et admettant donc la loi uni-
forme comme mesure invariante. La premie`re matrice repre´sente une forte corre´lation po-
sitive entre deux e´tats successifs tandis que la seconde repre´sente au contraire une forte
corre´lation ne´gative. Chacune de ces deux matrices pourra eˆtre utilise´e pour perturber la
demande et/ou les apports d’eau.
V.5.2 Production e´lectrique
La fonction f donne la conversion entre le turbine´ v et la production e´lectrique p lorsque
le barrage est au niveau x. Pour repre´senter l’effet de hauteur de chute, on supposera une
variation line´aire entre 0,5 et 1 par rapport a` x lorsque x passe du niveau bas x au niveau
haut x. On adopte donc l’expression :
p = f(x, v) = v × (x+ x− 2x)/2(x− x) . (V.8)
V.5.3 Couˆt inte´gral
Le couˆt inte´gral est module´ en temps par le tarif τ repre´sente´ sur la Figure ??. La
fonction L est le produit de cette fonction par une fonction exponentielle qui vaut 0 et qui
est de pente 1 au point 0. On a finalement :
L(y, t) = τ(t+ 1)(ey − 1) . (V.9)
Le couˆt marginal d’une de´faillance augmente donc tre`s vite du coˆte´ positif, tandis que
le gain marginal tend vite vers ze´ro pour un grand exce`s de production par rapport a` la
demande (coˆte´ y < 0).
V.5.4 Couˆt final
On prend
C(x) = 12(x− x)2 . (V.10)
Le couˆt final est donc nul pour x = x et il croˆıt si l’e´tat final n’atteint pas la valeur
maximum x (incitation a` remplir le stock en fin de jeu).
V.5.5 Condition initiale
La condition initiale x(0) est conside´re´e comme une variable ale´atoire de loi uniforme
sur l’intervalle [x, x].
V.5.6 Bornes sur l’e´tat et la commande
On choisit x = 0, u = 0, x = 2 et u = 1 (en amenant le stock a` son maximum a` l’heure
de pointe ou` la demande vaut 1, on peut, compte tenu de la fonction f de production, juste
satisfaire la demande de pointe avec un turbine´ maximum).
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V.6 Re´solution du proble`me de´terministe
V.6.1 Calcul formel
Afin de valider le choix de certaines donne´es, on a re´solu le proble`me de´terministe
(demande et apports d’eau e´gaux a` leurs moyennes donne´es sur la Figure V.1 pour trois
conditions initiales diffe´rentes (x(0) = 0, 1 et 2). La me´thode de re´solution a e´te´ un simple
gradient (projete´ sur l’intervalle admissible [u, u] pour tout t — en fait, cette projection
n’a presque pas joue´ dans nos essais). La me´thode a e´te´ programme´e en Scilab. Afin de
permettre certaines ve´rifications, on donne ci-apre`s les expressions de l’e´quation adjointe
et du gradient par rapport a` la commande. Dans ces essais nume´riques, la constante c
intervenant dans l’approximation lisse (V.7) a e´te´ prise e´gale a` 10−2. On notera m(x, y) a`
la place de minc(x, y) pour raccourcir les notations. On a
L′y(y, t) = τ(t+ 1)e
y (voir (V.9))
f ′x(x, v) = v/2(x− x) (voir (V.8))
f ′v(x, v) = (x+ x− 2x)/2(x− x) (voir (V.8))
C ′(x) = 24(x− x) (voir (V.10))
m′x(x, y) =

0 si y ≤ x− c ,
1/2− (x− y)/2c si x− c ≤ y ≤ x+ c ,




1 si y ≤ x− c ,
1/2− (y − x)/2c si x− c ≤ y ≤ x+ c ,
0 si y ≥ x+ c ,
(voir (V.7))

























Alors, ∂L/∂x(t) = 0 donne, pour t = T ,

































u(t), x(t) + w(t+ 1)− x
))
.
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u(t), x(t) + w(t+ 1)− x
)
.
V.6.2 Solutions nume´rique du proble`me de´terministe
Ils sont re´sume´s sur la Figure V.3.
V.7 Quantification nume´rique
Nous avons obtenu jusqu’ici des re´sultats the´oriques permettant de guider la discre´tisa-
tion d’un proble`me d’optimisation stochastique. Nous allons maintenant montrer comment
nous allons nous servir de ces re´sultats pour calculer nume´riquement la solution d’un
proble`me d’optimisation.
Nous disposerons le plus souvent dans la pratique que d’un e´chantillon de cette variable
ale´atoire. En supposant que l’e´chantillon dont on dispose est de taille suffisamment grande
pour eˆtre repre´sentatif de l’espace Ξ tout entier, nous choisissons de quantifier directement
l’e´chantillon.
V.7.1 Cellules de Vorono¨ı
Le proble`me est le suivant : on dispose de K couples (v1, pi1) . . . , (vK , piK) avec vk ∈ Rn
et pik ≥ 0 et l’on souhaite classer les vecteurs vk en p (p ≤ K) classes homoge`nes en tenant
compte de leur poids pik. Autrement dit on cherche une partition de p classes qui soit la
plus homoge`ne que possible. Une approche pour re´soudre se proble`me est de re´soudre le









pik ||xi − vk||
2
Rn (V.11)
ou` (Ci)i=1,...,p est une partition de l’ensemble d’indices {1, . . . , K}. Dans la terminologie
usuelle, les solutions (C∗i )i=1,...,p s’appellent les cellules de Vorono¨ı et les e´le´ments (x
∗
i )i=1,...,p
s’appellent les centro¨ıdes. Il est clair que connaissant C∗i , alors x
∗
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De meˆme, supposons que les centro¨ıdes solutions du proble`me (V.11) soient {x∗i }i=1,...,p,











Soit la partition (C∗i )i=1,...,p de´finie par la relation suivante :
k ∈ C∗i ⇔ ∀j 6= i, ||x
∗
i − vk|| ≤
∣∣∣∣x∗j − vk∣∣∣∣ .
De meˆme, nous de´finissons l’application q∗ : {1, . . . , K} 7→ {1, . . . , p} de´finie par la relation
suivante :
q∗(k) = i⇔ k ∈ C∗i .





∣∣∣∣x∗q∗(k) − vk∣∣∣∣2 ≤ K∑
k=1
pik
∣∣∣∣x∗q(k) − vk∣∣∣∣2 ;
ce qui signifie que la partition {C∗i }i=1,...,p est solution du proble`me (V.12).
Construction nume´rique des cellules La me´thode nume´rique que nous avons em-
ploye´e pour construire les classes est la suivante :
– a` l’e´tape j, on dispose de p centro¨ıdes (xji )i=1,...,p ;
– on classe les vecteurs vk de telle sorte que :
k ∈ Cj+1i ⇔
∣∣∣∣xji − vk∣∣∣∣Rn ≤ ∣∣∣∣xjl − vk∣∣∣∣Rn ∀l 6= i.
Il n’est pas ne´cessaire d’e´valuer des normes pour faire ce calcul ; en effet, on peut
proce´der de la manie`re suivante :
– supposons qu’a l’e´tape j nous ayons vk ∈ C
j
i , alors pour tout l 6= j on commence
par de´terminer l’e´quation de l’hyperplan me´diateur H entre xji et x
j
l :












l ) = 0,
– on e´value ensuite le signe de f(vk) et :{
f(vk) ≥ 0⇒ vk ∈ C
j+1
i ;
f(vk) < 0⇒ vk ∈ C
j+1
l .
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On recommence cette proce´dure (p−1) fois et cela pour les K vecteurs, soit K(p−1)
e´valuations de signe ;








pikvk ∀i = 1, . . . , p ;
– on re´alise le test d’arreˆt suivant : si C ji = C
j+1
i ∀i = 1, . . . , p alors l’algorithme
s’arreˆte, sinon on recommence la proce´dure avec :
xji = x
j+1
i ∀i = 1, . . . , p.
La figure V.4 montre le re´sultat de la classification en 20 cellules de 100000 vecteurs de
R2 obtenus en faisant un tirage ale´atoire selon une loi uniforme. On peut constater que les
cellules qui se trouvent au centre ont une structure en nid d’abeille.
V.8 Mise œuvre en pratique
Au chapitre IV nous avons obtenus des re´sultats permettant de guider la discre´tisation
d’un proble`me d’optimisation stochastique avec une structure d’information statique. La
figure IV.2 souligne les e´tapes importantes de cette discre´tisation. Voici comment nous
avons proce´de´ pour nous mettre dans le domaine d’application du the´ore`me IV.28.
1. Les bruits dans le proble`me du Barrage sont constitue´s de la demande en e´le´ctricite´, et
des apports d’eau a` chaque instant. Ces bruits sont en fait des trajectoires du bruit de
dimension 25, autrement dit nous avons affaire a` un bruit vectoriel (d(t), w(t))t=0,...,24.
Nous allons dans un premier temps simuler de manie`re inde´pendante, un nombre N
de trajectoires de bruits vectoriel.
2. La premie`re e´tape que nous avons de´crite ne constitue pas encore une discre´tisation
du proble`me du Barrage. Les trajectoires que nous avons simule´es seront celles qui
serviront dans la suite pour e´valuer le crite`re du proble`me en boucle ouverte que
nous obtiendrons en quantifiant l’observation. La quantification permet simplement
de transformer le proble`me d’optimisation d’origine en un proble`me d’optimisation en
boucle ouverte. Toutefois, la qualite´ des commandes calcule´es dependra du nombre de
trajectoires1 passant par une classe de la partition de l’espace des bruits. En fait nous
avons seulement besoin de partitionner les N trajectoires qui serviront a` calculer les
“espe´rances conditionnelle”. La technique que nous utilisons pour cre´er une partition
des N trajectoires vectorielles est base´e sur l’emploi re´cursif de la technique que nous
avons de´veloppe´e au paragraphe pre´ce´dent.
1Dans notre cas nous allons remplacer la loi du bruit (d(t), w(t)) par sa loi empirique. La loi empirique
est directement lie´e a` la taille de l’e´chantillon, c’est la raison pour laquelle nous parlons du nombre de
trajectoires
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3. Une fois que nous avons de´termine´ une partition des N trajectoires, nous avons
pose´ le proble`me. Sche´matiquement et pour re´sumer nous avons repre´sente´ sur la
figure V.5 comment est forme´ le proble`me discret a` partir des trajectoires simule´es
et de la partition que nous avons cre´e. Sur la figure V.5, les nœuds sur chacunes des
trajectoires permettent de nume´roter toutes les variables du proble`me d’optimisation
(e´tat, e´tat adjoint et commandes). Les cercles qui entourent les nœuds repre´sentent la
nouvelle structure d’information discre`te. Les commandes appartenant a` une meˆme
classe doivent avoir la meˆme valeur nume´rique. Le proble`me discret que nous allons
re´soudre est l’e´quivalent du proble`me IV.27.
Nous avons re´solu nume´riquement le proble`me du Barrage en suivant la me´thodologie
que nous venons de de´crire. Nous avons e´tudie´ la qualite´ des re´sultats obtenus en nous
penchant plus particulie`rement sur la qualite´ des argmins. En effet, une proprie´te´ impor-
tante d’une technique de re´solution nume´rique d’un proble`me de commande optimale, est
sa capacite´ a` permettre de synthe´tiser une loi de feedback qui puissent eˆtre utilisable (et
meˆme optimale) pour le proble`me d’origine. Pour ce qui est du proble`me du Barrage, cette
loi de feedback a` pu eˆtre obtenue nume´riquement par un autre proce´de´ : la programmation
dynamique. La programmation dynamique est une technique pour re´soudre les proble`mes
de commande optimale dans un cadre Markovien2, malheureusement cette technique est
souvent impraticable a` cause de la necessite´ de stocker un trop grand nombre de valeurs
nume´rique de`s que la dimension de l’e´tat3 du syste`me est supe´rieure a` 3. Remarquons a` cet
effet que l’une des raisons du de´veloppement des techniques variationnelles du type de celle
que nous avons mise en œuvre est justement de pouvoir permettre la re´solution nume´rique
de proble`mes de commande optimale de grande dimension. Nous savons que dans le cas
Markovien, le feedback optimal peut eˆtre une fonction de l’e´tat du syste`me dynamique,
c’est a` dire du niveau d’eau dans le Barrage. Nous avons donc calcule´ ce feedback par la
programmation dynamique en discre´tisant “finement” l’espace d’e´tat du syste`me, le niveau
d’eau e´tant suppose´ eˆtre compris entre 0 et 1, nous avons discre´tise´ cet intervalle en 100
sous intervalles. Autrement dit en supposant que le niveau d’eau dans le Barrage ne peut
prendre que 101 valeurs discre`tes nous avons calcule´ le feedback optimal (approche´ tout
de meˆme) du proble`me du Barrage. Le feedback dans ce cas est simplement la quantite´
d’eau turbine´e en fonction du niveau d’eau dans le Barrage. Par ailleurs, a` partir de la
commande optimale obtenue par la proce´dure variationnelle que nous avons de´crite, nous
pouvons e´galement synthe´tiser une loi de feedback de la manie`re suivante : nous avons
simplement associe´ a` chaque valeur de l’e´tat calcule´e a` partir de la commande optimale,
la valeur de la commande qui lui correspond. Nous avons compare´ ces deux proce´de´s (le
feedback calcule´ par la programmation dynamique ayant le statut de feedback optimal du
proble`me d’origine) en les repre´sentant sur les figures suivantes.
Remarque V.1. Pour nos expe´riences nume´riques nous avons conside´re´ N = 1000 tra-
jectoires ce qui repre´sente un nombre tout a` fait insignifiant par rapport aux dimensions
2Cela signifie que les bruits qui existent la dynamique du proble`me sont inde´pendants
3Dans le cas du proble`me du Barrage, l’e´tat du syste`me est le niveau d’eau dans le Barrage, c’est donc
un e´tat de dimension 1, largement praticable par la programmation dynamique
88 Expe´riences nume´riques V.8
du proble`me.
Analyse des re´sultats
– La premie`re analyse qu’il convient de faire est que la “trace” de la quantification
apparait clairement pour les deux, voir les trois premiers instants du processus. Au
dela de t = 2, il n’y a` plus de trace de l’ope´ration de quantification. Par ailleurs les
re´sultats semblent e´galement eˆtre particulie`rement bruite´ a` partir de t = 3.
– Une autre remarque inte´ressante est que l’on observe que malgre´ une pre´cision tout
a` fait me´diocre, le nuage de point que l’on obtient ne rempli jamais tout l’espace,
mais entoure la courbe obtenue par programmation dynamique.
V.8 Mise œuvre en pratique 89















1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
PSfrag replacements
Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
















Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
















Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
Fig. V.1 – Demande et apports d’eau
90 Expe´riences nume´riques V.8














Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
Fig. V.2 – Tarif τ en fonction du temps
V.8 Mise œuvre en pratique 91
















Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25














trajectoires de la commande
PSfrag replacements
Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25














trajectoires de l’état adjoint
PSfrag replacements
Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
Fig. V.3 – Re´sultats nume´riques
92 Expe´riences nume´riques V.8


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
















































































Proble`me avec une structure
d’information statique IV.23
γ est B-mesurable.
Discre´tisation de la structure d’information.
P ◦ (Qk ◦ h)−1 converge en probabilite´ vers P ◦ h−1.





Pn convergence en loi vers P ◦ ξ−1
Proble`me “de´terministe e´quivalent”IV.25
Fig. V.5 – Structure statique discre`te
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t = 0 ; number of scenarios = 1000



























































































































































































































































































































































































































































































t = 1 ; number of scenarios = 1000









































































































































































































































































































































































































































































































































































































































































































































t = 2 ; number of scenarios = 1000
































































































































































































































































































































































































































































































































































































































































































































































































t = 3 ; number of scenarios = 1000















































































































































































































































































































































































































































































































































































































































































































































t = 4 ; number of scenarios = 1000


































































































































































































































t = 5 ; number of scenarios = 1000
Fig. V.6 – Feeback estime´
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t = 6 ; number of scenarios = 1000





































































































































































































































































































































































































































































































































t = 7 ; number of scenarios = 1000















































































































































































































































































































































































































































































































































































































































































t = 8 ; number of scenarios = 1000












































































































































































































































































































































































































































































































































































































































































































































































































































t = 9 ; number of scenarios = 1000


























































































































































































































































































































































































































































































































































































































































































































































































































t = 10 ; number of scenarios = 1000






























































































































































































































































































































































































































































































































t = 11 ; number of scenarios = 1000
Fig. V.7 – Feeback estime´
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t = 12 ; number of scenarios = 1000















































































































































































































































































































































t = 13 ; number of scenarios = 1000























































































































































































































t = 14 ; number of scenarios = 1000































































































































































































































































































































































































































































































































t = 15 ; number of scenarios = 1000













































































































































































































































































































































































































































































































t = 16 ; number of scenarios = 1000





















































































































































































































































































































































































































































































































































































































































































































































































































t = 17 ; number of scenarios = 1000
Fig. V.8 – Feeback estime´
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t = 18 ; number of scenarios = 1000

























































































































































































































































































































































































































































































































































































































































































































































































t = 19 ; number of scenarios = 1000






























































































































































































































































































































































































































































































































t = 20 ; number of scenarios = 1000




































































































































































































































































































































































































t = 21 ; number of scenarios = 1000











































































































































































































































































































































































































































































t = 22 ; number of scenarios = 1000
























































































































































































































































































































































































t = 23 ; number of scenarios = 1000
Fig. V.9 – Feeback estime´
Chapitre VI
Conditions de Kuhn et Tucker
VI.1 Introduction
La the´orie du Lagrangien en optimisation permet a` Arkin [7] d’e´crire en 1984 les condi-
tions d’optimalite´ d’un proble`me de commande optimale stochastique en temps discret et
horizon fini dans le cas diffe´rentiable. Arkin a e´tudie´ un proble`me Markovien : cette restric-
tion superflue limite les possibilite´s d’application de ce re´sultat. Par la suite, de nombreux
auteurs ont aborde´ ce sujet pour diffe´rents proble`mes d’optimisation dynamiques stochas-
tiques. Dans le contexte ou` le temps est continu on peut citer Kushner [63] qui donne un
re´sultat dans le cas du controˆle d’un processus d’Ito, Peng [71] qui traite du cas ou` les
cœfficients du processus d’Ito de´pendent du controˆle. Le lecteur inte´resse´ pourra trouver
d’autres re´fe´rences dans les articles cite´s. Pour les proble`mes stochastiques dynamiques, les
variables de de´cision sont astreintes a` respecter des contraintes de mesurabilite´. La the´orie
de la dualite´ en pre´sence de contraintes de mesurabilite´ apparaˆıt pour la premie`re fois
dans un article de Rockafellar [87] qui produira par la suite un article plus complet sur
la question [89]. Ces re´sultats seront applique´s a` l’e´tude des conditions d’optimalite´ d’un
proble`me stochastique de type Bolza [85] ; Hiriart-Urruty [55] e´tudie un proble`me multi-
pe´riodes dans le cadre lipschitzien. Nous avons pour objectif dans ce chapitre d’e´crire les
conditions d’optimalite´ d’un proble`me de commande optimale stochastique en temps dis-
cret. La particularite´ du proble`me aborde´ sera la pre´sence d’une contrainte de mesurabilite´
portant sur les variables de de´cision. L’originalite´ de notre de´marche re´side dans l’in-
terpre´tation des dites conditions, plus particulie`rement de notre double interpre´tation de
l’e´quation adjointe, c’est-a`-dire du multiplicateur associe´ a` la dynamique du syste`me. Nous
montrerons qu’il est en effet possible d’e´crire deux e´quations adjointes pour le proble`me
e´tudie´, l’une faisant apparaˆıtre un processus adjoint adapte´ a` la filtration engendre´e par le
processus de bruits, l’autre e´quation faisant intervenir un processus adjoint qui n’est pas
ne´cessairement adapte´ a` cette dernie`re filtration. Par ailleurs nous montrerons e´galement
que chacun des processus adjoints se calcule de manie`re re´cursive. Enfin, bien que nous
calculions deux processus adjoints distincts, nous montrerons que les e´quations qui entrent
en jeu lors de l’e´valuation de la commande n’en sont pas modifie´es pour autant.
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VI.2 Proble`mes avec une contrainte de projection
Nous allons e´tudier un cas particulier de proble`me d’optimisation. Il s’agit de la mi-
nimisation d’un crite`re, sous contrainte que la variable de de´cision est dans l’image d’un
projecteur. Ce type de proble`me a de´ja` e´te´ e´tudie´ dans le cas particulier de contrainte de
mesurabilite´, typiquement la variable de de´cision x est assujettie a` respecter une contrainte
de la forme E (x | B) = x ; nous allons e´tendre certains re´sultats de Rockafellar, Wets, Higle
et Sen [87, 54] en conside´rant une contrainte de la forme Ax = x ou` A est un projecteur.
VI.2.1 De´finition du proble`me
Soient H un espace vectoriel norme´, H∗ son dual et A : H → H un projecteur (AA = A)
line´aire suppose´ de graphe ferme´. On note A∗ : H∗ → H∗ l’adjoint de A, autrement dit
l’application telle que pour tout couple (p, x) ∈ H∗ × H, 〈A∗p, x〉 = 〈p,Ax〉. Soit S le
sous-ensemble de H tel que :
S
def
= {x ∈ H | Ax = x} ,







p ∈ H∗ | 〈p, x〉H∗,H = 0, ∀x ∈ S
}
.










x = z et z ∈ S.
Ces proble`mes sont clairement e´quivalents, cependant il est plus pratique de dualiser P ′
que P . Le Lagrangien associe´ au proble`me P ′ est la fonction de´finie par :
L(x, z, λ, µ)
def
= J(x) + 〈z − x, λ〉+ 〈(z − Az), µ〉 .





L(x, z, λ, µ).
On remarque que :
L(x, z, λ, µ) = −(〈λ, x〉 − J(x)) + 〈λ+ µ− A∗µ, z〉 ;
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−J∗(λ) si λ = −µ+ A∗µ ;
−∞ sinon.
(VI.1)
Commenc¸ons par e´tablir quelques lemmes techniques.
Lemme VI.1. Soit A un ope´rateur line´aire alors :
ker(I − A) ⊂ imA. (VI.2)
Preuve : Soit x ∈ ker(I − A) alors Ax = x, ce qui signifie bien que x ∈ imA, donc que
ker(I −A) ⊂ imA. ¤
Lemme VI.2. Si A est un projecteur alors :
imA = ker(I − A).
Preuve : Soit y ∈ imA alors il existe x ∈ H tel que y = Ax, donc Ay = AAx = Ax = y, ce
qui montre que y ∈ ker(I −A). On de´duit l’e´galite´ graˆce a` (VI.2). ¤
Remarque VI.3. Il est facile d’observer que l’expression (VI.2) est e´quivalente a` :
kerA ⊂ im(I − A) ;
sous l’hypothe`se que A est un projecteur cette inclusion devient une e´galite´ d’apre`s le
lemme VI.2.
Lemme VI.4. Si A est un projecteur, il en est de meˆme de A∗.
Le proble`me dual consiste a` maximiser la fonction duale Φ, autrement dit d’apre`s (VI.1)
il s’agit alors de re´soudre le proble`me suivant :
max−J∗(λ) sous λ ∈ im(I − A∗).





Lemme VI.5. Si A est ferme´ et dom(A) = H, alors nous avons :
( imA)⊥ = kerA∗. (VI.3)
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Preuve : Pour une preuve de se re´sultat voir [25, corollaire II.17 p. 28]. ¤





De´finition VI.6. Nous noterons vp et vd les valeurs optimales respectives des proble`mes
P et D, c’est-a`-dire :
vp = inf {J(x) | x ∈ S} ,
et :
vd = sup {−J
∗(p) | p ∈M} .
VI.2.2 Approche par dualite´
The´ore`me VI.7. On suppose que J est convexe et continue. Alors :
1. vp ≥ vd ;
2. x¯ ∈ S est solution de P si et seulement si il existe p¯ ∈M tel que :
vd = −J
∗(p¯) = J(x¯) = vp.
Preuve : Par de´finition de J∗, quels que soient (p, x) ∈ H∗ ×H :
J∗(p) + J(x) ≥ 〈p, x〉H∗,H .
Par de´finition de l’orthogonal d’un ensemble, on obtient alors :
∀x ∈ S, ∀p ∈M, J(x) ≥ −J∗(p),
et par de´finition de vp et vd,
vp ≥ vd. (VI.4)
Le proble`me P est e´quivalent a` :
inf
x∈H
[J(x) + XS(x)] .
D’apre`s la proposition A.13 et la proposition A.14, x¯ est solution de P si et seulement si :
0 ∈ ∂J(x¯) + ∂XS(x¯). (VI.5)
Puisque S est un sous-espace vectoriel de H, alors :
∂XS(x¯) = S
⊥.
E´tant donne´ que l’application J est convexe et continue, alors ∂J(x¯) 6= ∅, donc l’ine´quation
variationnelle (VI.5) est e´quivalente a` :
∃p¯ ∈ ∂J(x¯) tel que − p¯ ∈ ∂XS(x¯) = S
⊥ c’est-a`-dire ∀x ∈ S, 〈p¯, x〉H∗,H = 0.
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Or :
p¯ ∈ ∂J(x¯)⇔ J∗(p¯) + J(x¯) = 〈p¯, x¯〉H∗,H ,
donc (VI.5) est e´quivalent a` :
−J∗(p¯) = J(x¯) et p¯ ∈ S⊥.
De plus, x¯ est solution de P alors :
J(x¯) = vp, (VI.6)
et p¯ ve´rifie les contraintes de D alors :
−J∗(p¯) ≤ vd, (VI.7)
donc d’apre`s (VI.4)–(VI.6) et (VI.7) :
vd = vp.
¤
Corollaire VI.8. Sous les hypothe`ses du the´ore`me VI.7, x¯ ∈ S est solution de P ssi il
existe un p¯ ∈M tel que :
x¯ ∈ argmin
x∈H
(J(x)− 〈p¯, x〉H∗,H). (VI.8)
Preuve : D’apre`s le the´ore`me VI.7, x¯ ∈ S est solution de P ssi il existe p¯ ∈M tel que :
J∗(p¯) + J(x¯) = 0. (VI.9)
La relation (VI.9) et le fait que 〈p¯, x¯〉H∗,H = 0 impliquent que p¯ ∈ ∂J(x¯) or :




Corollaire VI.9. On reprend les hypothe`ses du the´ore`me VI.7 et on suppose de plus que




(J(x)− 〈p− A∗p, x〉H∗,H). (VI.10)
Preuve : D’apre`s le corollaire VI.8, nous avons que x¯ ∈ S est solution de P si et seulement
si :
∃p¯ ∈M, x¯ ∈ argmin
x∈H
(J(x)− 〈p¯, x〉H∗,H).
D’apre`s (VI.3) M = kerA∗, puisque A est un projecteur alors il en est de meˆme de A∗ et donc :
kerA∗ = im(I −A∗).
Alors :
p¯ ∈M ⇔ ∃p ∈ H∗, p¯ = p−A∗p ;
le re´sultat est alors imme´diat. ¤
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VI.2.3 Approche directe des conditions d’optimalite´
Nous avons utilise´ des arguments de dualite´ pour de´duire des conditions d’optimalite´
pour le proble`me P . Nous allons maintenant conside´rer une approche plus directe des




L’e´quivalence entre P et P ′′ est une conse´quence directe du lemme (VI.2). Il suffit en effet
de remarquer que le proble`me P ′′ est exactement le proble`me suivant :
inf
y∈H
J(y) sous y ∈ imA.
La proposition suivante a pour objet de pre´ciser ce que nous entendons par “e´quivalents”.
Proposition VI.10. Si x¯ est solution de P alors x¯ est solution de P ′′. Re´ciproquement si
x¯ est solution de P ′′, alors y¯ = Ax¯ est solution de P.
Preuve : Soit x¯ solution de P alors :
∀x ∈ H tel que Ax = x, J(x¯) ≤ J(x).
Si x¯ est solution de P alors pour tout x ∈ H, puisque A est un projecteur, y = Ax ve´rifie Ay = y,
donc J(x¯) ≤ J(y) = J(Ax). Ce qui prouve que x¯ est solution de P ′′. Soit maintenant x¯ solution
de P ′′, alors pour tout x ∈ H tel que Ax = x nous avons J(x¯) ≤ J(Ax) = J(x). Ce qui prouve
que x¯ est e´galement solution de P. ¤
Remarque VI.11. Si nous avions introduit dans le proble`me la contrainte x ∈ K, il aurait
fallu supposer que AK ⊂ K pour obtenir l’e´quivalence entre P et P ′′.
Nous allons faire re´fe´rence dans le the´ore`me suivant au sous-differentiel ge´ne´ralise´ de
Clarke, voir de´finition A.23 dans l’annexe A.
The´ore`me VI.12. Supposons que J soit localement lipschitzienne et que A soit un ope´rateur
line´aire continu. Si x¯ est solution de P ′′ il existe p¯ ∈ H∗ tel que A∗p¯ = 0 et p¯ ∈ ∂J(x¯).
Preuve : L’application J(A·) e´tant localement lipschitzienne, les conditions d’optimalite´
sont :
0 ∈ ∂J(A·)(x¯).
D’apre`s [28, The´ore`me 2.3.10], nous avons :
∂J(A·)(x¯) ⊂ A∗∂J(Ax¯).
Puisque Ax¯ = x¯, alors :
0 ∈ A∗∂J(x¯) ;
autrement dit, il existe p¯ ∈ ∂J(x¯) tel que A∗p¯ = 0. ¤
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Corollaire VI.13. Soit A un projecteur continu, si x¯ est solution de P alors il existe
p¯ ∈ H∗ tel que A∗p¯ = 0 et p¯ ∈ ∂J(x¯).
Preuve : D’apre`s la proposition VI.10 nous avons que x¯ est aussi solution de P ′′. Par
conse´quent, x¯ ve´rifie les conditions d’optimalite´ du proble`me P ′′ donne´es par le the´ore`me VI.12.
¤
VI.2.4 Application a` un proble`me d’optimisation stochastique
Le cadre mathe´matique du proble`me primal P est adapte´ a` la situation des proble`mes
d’optimisation stochastique. Les variables de de´cision dans les proble`mes d’optimisation
stochastique sont toujours assujetties a` respecter une contrainte de mesurabilite´. Celle-ci
peut s’exprimer de diffe´rentes fac¸ons. Soit (Ω,BΩ,P) un espace probabilise´, {B1, . . . ,BT}
une famille de sous-tribus de BΩ, et X = (X1, . . . , XT ), puis posons :
ΠLpRn (Ω)(X)
def
= (E (X1 | B1) , . . . ,E (XT | BT )).
Nous avons clairement que ΠLpRn (Ω) est un ope´rateur line´aire continu, et que c’est une
projection. L’espe´rance conditionnelle dans la de´finition de ΠLpRn (Ω) existe puisqu’elle est
de´finie sur LpRn(Ω), p ≥ 1. La continuite´ de ΠLpRn (Ω) est une conse´quence de l’ine´galite´ de
Jensen : ∣∣∣∣∣∣(ΠLpRn (Ω)(X))k∣∣∣∣∣∣pLpRn (Ω) = ||E (Xk | Bk)||LpRn (Ω) ≤ ||Xk||LpRn (Ω) .
La proposition suivante donne l’expression pre´cise de l’adjoint de ΠLpRn (Ω).










Conside´rons les notations suivantes :
– H
def
= L1Rm(Ω), donc naturellement H
∗ = L∞Rm(Ω) ;
– pour tout x ∈ H, A(x)
def
= E (x | B) ;







Il consiste en la minimisation d’un crite`re en espe´rance, sous des contraintes de mesurabilite´.
Nous ferons l’hypothe`se que l’application :
L1Rm(Ω) → R ;
x 7→ E [J(x(w), w)] ;
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est convexe. Il est connu que A est un projecteur ferme´ et que son adjoint est l’espe´rance
conditionnelle sur H∗. D’apre`s le corollaire VI.8 il existe p ∈ ( imA)⊥ tel que si x¯ est
solution du (VI.11) ; alors, x¯ est e´galement solution de :
min
x∈H
E [J(x(w), w) + 〈p(w), x(w)〉] .
Puisque ( imA)⊥ = kerA∗ alors E (p | B) = 0. D’apre`s le corollaire VI.9 il existe p ∈ L∞Rm(Ω)
tel que si x¯ est solution du (VI.11) alors x¯ est aussi solution de :
min
x∈H
E [J(x(w), w) + 〈p(w)− E (p | B) (w), x(w)〉] .
En supposant J(·, ξ) convexe, alors une solution x¯ du proble`me (VI.11) ve´rifie aussi :
x¯(w) ∈ argmin
x
(J(x,w) + 〈p(w)− E (p | B) (w), x(w)〉).
VI.3 Conditions de Kuhn et Tucker dans un proble`me
stochastique
L’espace de probabilite´ associe´ aux e´le´ments ale´atoires du proble`me est (Ω,F ,P), ou` Ω
est un sous-ensemble bore´lien de (Rn)T+1, F de´signe la tribu des bore´liens sur Ω et P est
une mesure de probabilite´ sur (Ω,F). Un e´le´ment ω de Ω est de la forme :
(ω0, . . . , ωT ) ∈ (Rn)T+1.
VI.3.1 Un proble`me de commande optimale stochastique
Nous allons conside´rer un proble`me dans lequel les de´cisions doivent eˆtre prises en
re´ponse a` l’observation progressive d’une certaine variable ale´atoire et de manie`re a` mini-
miser l’espe´rance d’une fonction couˆt, tout en respectant des contraintes sur les variables
de de´cision.
Les variables w = (w0, . . . , wT ) et u = (u0, . . . , uT ) ∈ (Rm)T repre´sentent respective-
ment des e´le´ments ale´atoires et des de´cisions. Elles permettent d’inte´grer une dynamique
discre`te :
xt+1 = F (xt, ut, wt+1, t) t = 0, . . . , T − 1 ; (VI.12)
x0 = η(w0) ;
et de´terminent un “couˆt trajectoriel” note´ J0(x, u, w) :
J0(x, u, w)
def
= K(xT ) +
T−1∑
t=0
L(xt, ut, wt+1, t).
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Soit une famille croissante de sous-tribus comple`tes de F note´ G :
G = {G0, . . . ,GT} avec G0 ⊂ G1 ⊂ . . . ⊂ GT .





u = (u0, . . . , uT−1) ∈ L
p
(Rm)T (Ω) | ut est Gt-mesurable ∀t = 0, . . . , T − 1
}
;










= J0(x(u, ω), u, ω), x(u, ω) e´tant obtenu en inte´grant la dynamique discre`te
(VI.12) a` l’aide de la strate´gie u.
Hypothe`ses (H)
1. l’application L(·, ·, wt+1, t) est C
1(R` × Rm) P− p.s. ;
2. l’application F (·, ·, wt+1, t) est C
1(R` × Rm) P− p.s. ;
3. l’application K(·) est C1(R`) ;
Hypothe`se (A) Il existe c > 0 tel que :∣∣∣∣∣∣J ′(u,w)∣∣∣∣∣∣ ≤ c(1 + ||u||p−1).
L’hypothe`se (A) permet [28, The´ore`me 2.7.5] simplement d’avoir l’inclusion suivante :
∂f(u) ⊂ {p | p(w) ∈ ∂J(·, w)(u(w))} .
Elle signifie e´galement que f est lipschitzienne sur tout sous ensemble borne´ de Lp
(Rm)T (Ω).
VI.3.2 Conditions d’optimalite´
Il est classique pour les proble`mes de commande optimale d’exprimer le crite`re a` mi-
nimiser en e´liminant les variables d’e´tat. Le calcul du gradient du nouveau crite`re passe
alors par un proce´de´ qui consiste a` introduire une nouvelle variable qui simplifiera le calcul
du gradient.
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Proposition VI.15. Si (H) est ve´rifie´e, alors l’application J(·, w) ∈ C1((Rm)T ) et :






>(xt, ut, wt+1, t) + (F
′
u)









>(xt, ut, wt+1, t) + (F
′
x)
>(xt, ut, wt+1, t)λt+1.
Preuve : Commenc¸ons par e´crire J(u,w) au moyen d’un e´tat adjoint qui est ici un ensemble
de T + 1 vecteurs λ = (λt)t=0,...,T :
J(u,w) = K(xT ) +
T−1∑
t=0
L(xt, ut, wt+1, t) + λ
>
t+1(F (xt, ut, wt+1, t)− xt+1) ;
Cette identite´ a lieu quelque soit λ pourvu que x ve´rifie la dynamique (VI.12). On choisira λ
ulte´rieurement de manie`re a` e´liminer la de´rive´e de la fonction u 7→ x(u). Nous pouvons a` pre´sent
















u(xt, ut, wt+1, t).vt
+ λ>t+1(F
′






u(xt, ut, wt+1, t).vt).
































u(xt, ut, wt+1, t).vt).
En choisissant λt comme indique´ nous obtenons alors la formule suivante :
J
′




















u(xt, ut, wt+1, t).vt).





























u(xt, ut, wt+1, t).vt.
¤
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The´ore`me VI.16. Supposons que (A) soit ve´rifie´e. Si u¯ est une solution du proble`me




p¯(w) ∈ ∂J(·, w)(u¯(w)) et E (p¯t | Gt) = 0, ∀t = 0, . . . , T − 1.
Preuve : L’ope´rateur A de´fini sur Lp
(Rm)T (Ω) par :
A(x0, . . . , xT−1) = (E (x0 | G0) , . . . ,E (xT−1 | GT−1))





(Rm)T (Ω) | Au = u
}
;
le proble`me d’optimisation (VI.13) s’e´crit plus simplement :
inf
u
f(Au) sous Au = u.
D’apre`s le the´ore`me VI.12 :










(Rm)T (Ω) | p(w) ∈ ∂J(·, w)(u¯(w))
}
.
En re´sume´, il existe p¯t ∈ L
q
Rm(Ω) tel que E (p¯t | Gt) = 0 et :
p¯ = (p¯0, . . . , p¯T−1) ∈ ∂J(·, w)(u¯(w)).
¤
VI.3.3 Conditions ne´cessaires d’optimalite´, premie`re forme
Corollaire VI.17. Supposons que (A) et (H) soient satisfaites. Si u¯ est solution du






>(xt, u¯t, wt+1, t) + (F
′
u)











>(xt, u¯t, wt+1, t) + (F
′
x)
>(xt, u¯t, wt+1, t)λt+1. (VI.15)
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Preuve : Ce re´sultat est une conse´quence directe de la proposition VI.15 et du the´ore`me
VI.16. ¤
Remarque VI.18. L’inte´reˆt du corollaire VI.17 est de donner une caracte´risation de
la solution sans supposer l’inde´pendance des variables ale´atoires (wt)t=0,...,T : ceci est un
avantage sur la technique de programmation dynamique.
VI.3.4 Conditions ne´cessaires d’optimalite´, deuxie`me forme




= σ(w0, . . . , wt), ∀t = 0, . . . , T − 1.
Corollaire VI.19. Supposons que (A) et (H) soient satisfaites et que Gt ⊂ Ft+1. Si u¯ est






>(xt, u¯t, wt+1, t) + (F
′
u)













>(xt, u¯t, wt+1, t) + (F
′
x)
>(xt, u¯t, wt+1, t)Λt+1 | Ft
)
. (VI.18)
Preuve : On applique le corollaire VI.17 et l’on pose Λt = E (λt | Ft). Alors en prenant






>(xt, ut, wt+1, t) + (F
′
x)
>(xt, ut, wt+1, t)λt+1 | Ft
)
.
E´tant donne´ que Ft ⊂ Ft+1, que xt, u¯t et F (x, u, wt+1, t) sont Ft+1 mesurables nous de´duisons






>(xt, u¯t, wt+1, t) + (F
′
x)
>(xt, u¯t, wt+1, t)Λt+1 | Ft
)
.






>(xt, u¯t, wt+1, t) + (F
′
u)
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VI.3.5 Calcul de l’e´tat adjoint
Cette section pre´sente une autre manie`re de calculer l’e´tat adjoint, intervenant dans
le principe du minimum. Nous donnons un the´ore`me qui est une version temps-discret de
l’e´quation adjointe introduite par Haussman [53].
De´finition VI.20. On de´finit pour tout t ∈ N la dynamique discre`te suivante :{




>(xs, us, ws+1, s) si s ≥ t s ∈ N.




>(xt, ut, ws+1, t)At+1,s.





>(xt, ut, wt+1, t), alors :
At,s+1 = At,sγ(s) ;
= At,s−1γ(s− 1)γ(s) ;
= At,tγ(t) . . . γ(s− 1)γ(s) ;
= γ(t) . . . γ(s− 1)γ(s) ;
d’ou` :



















>(xs, us, ws+1, s) + At,T (K
′
x)
>(xT ) | Ft
)
.






>(xT ) | FT
)
.
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>(xt, ut, wt+1, t) + (F
′
x)















>(xs, us, ws+1, s) +At+1,T (K
′
x)




















>(xt, ut, wt+1, t)At+1,s(L
′
x)






















>(xs, us, ws+1, s) +At,T (K
′
x)










>(xs, us, ws+1, s) +At,T (K
′
x)
















Preuve : La de´monstration est identique a` la pre´ce´dente. ¤










x sont borne´es, que Gt =
Ft et que wt(ω) = ωt. Alors le syste`me d’e´quations (VI.16), (VI.17) et (VI.18), peut eˆtre
ve´rifie´ par des applications u¯t et Λt mesurables par rapport a` la variable ale´atoire xt.
Preuve : La preuve se fait par une re´currence re´trograde sur l’indice t. Commenc¸ons par
poser :





>(x, u, wt+1, t) + (F
′
u)






= {u | Φt(x, u) = 0} .
Il est clair que ΛT est xT mesurable, graˆce a` la dynamique nous pouvons exprimer xT en fonction
de xT−1 et de uT−1. MT e´tant une multi application mesurable a` valeurs non vides et ferme´es, il
existe une application γT telle que :
γT (x) ∈MT (x),
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par conse´quent u¯T = γT (xT ) convient. Suppose qu’il existe une application mesurable Λ
x
t+1 telle








>(xt, γt(xt), wt+1, t) + (F
′
x)
>(xt, γt(xt), wt+1, t)Λ
x
t+1(F (xt, γt(xt), wt+1, t)) | Ft
)
.
Puisque wt+1 est inde´pendante de Ft, alors Λt peut s’exprimer en fonction de xt et ut. A` nou-
veau graˆce a` un argument de se´lection mesurable nous avons l’existence d’une variable ale´atoire
mesurable γt ve´rifiant :
γt(x) ∈Mt(x) ;
et u¯t = γt(xt) convient. ¤




Nous avons montre´ que la discre´tisation d’un proble`me d’optimisation stochastique avec
une structure d’information statique produit ne´cessairement deux sources d’erreurs. L’une
provient de la discre´tisation de la structure d’information, l’autre de celle de l’espe´rance
du crite`re. Nous avons donne´ un proce´de´ permettant de controˆler ces deux erreurs et
nous avons montre´ que ce proce´de´ permet asymptotiquement d’approcher la solution du
proble`me d’origine. Par ailleurs le proce´de´ que nous avons de´veloppe´ au chapitre IV posse`de
un inte´reˆt pratique, au moins en ce qui concerne la discre´tisation de la structure d’infor-
mation. Nous avons en effet que la solution du proble`me discret est aussi une solution
admissible (du point de vue de la contrainte de mesurabilite´) pour le proble`me d’origine.
Le roˆle de la me´thode nume´rique que nous avons utilise´e pour discre´tiser la structure
d’information peut s’expliquer clairement avec l’aide du re´sultat du paragraphe IV.2. La
quantification de la structure d’information nous permet simplement de supprimer les
contraintes de mesurabilite´ en transformant le crite`re du proble`me a` optimiser, le nouveau
crite`re e´tant l’espe´rance conditionnelle du crite`re d’origine par rapport a` une tribu discre`te.
C’est e´galement ce qui se produit lorsque l’on utilise les techniques dites de chroniques de
sce´narios, la contrainte de mesurabilite´ n’est plus supporte´e par les variables de de´cisions,
mais directement par le crite`re.
VII.2 Ouvertures
Nous avons choisi une approche directe de la discre´tisation, une autre approche aurait
pu consister a` e´tudier la discre´tisation des conditions d’optimalite´ d’un proble`me d’opti-
misation. Meˆme si les conditions d’optimalite´ sont the´oriquement e´quivalentes, elles n’en
demeurent pas moins inte´ressantes pour la raison suivante : l’e´quivalence des conditions
d’optimalite´ repose sur une proprie´te´ intrinse`que de l’espe´rance conditionnelle, celle d’eˆtre
un projecteur. L’ide´e sous-jacente de l’approche par la quantification est simplement de
remplacer une espe´rance conditionnelle, par une espe´rance conditionnelle discre`te, le nouvel
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ope´rateur discret e´tant lui meˆme un projecteur (puisque c’est une espe´rance conditionnelle)
devrait conduire nume´riquement aux meˆmes re´sultats que l’on passe par l’une ou l’autre des
expressions des conditions d’optimalite´. Mis a` part ce cas, les ope´rateurs discre`tes pouvant
remplacer une espe´rance conditionnelle ne sont pas des projections en ge´ne´ral. Autrement
dit la discre´tisation de conditions d’optimalite´s qui sont the´oriquement e´quivalentes de-




X de´signe par de´faut un espace vectoriel norme´ dont le dual topologique est note´ X ∗.
De´finition A.1. On dit que f : X → R ∪ {+∞} est convexe si et seulement si (ssi) :
∀x1, x2 ∈ dom(f), ∀λ ∈ [0, 1], f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2).
On dit que f est strictement convexe si :
∀x1, x2 ∈ dom(f), x1 6= x2, ∀λ ∈]0, 1[, f(λx1 + (1− λ)x2) < λf(x1) + (1− λ)f(x2).
The´ore`me A.2. Soit X un espace vectoriel norme´, et soit f : X → R ∪ {+∞} une
fonction convexe majore´e au voisinage de a ∈ dom(f), alors f est continue en a.
The´ore`me A.3. Si K est un ouvert convexe non vide d’un espace de Banach X et si f
est une fonction convexe semi-continue infe´rieurement sur K, alors f est continue sur K.





est croissante sur ]0,+∞[.
De´finition A.5. On pose pour f convexe :





On dit que f ′(a, ·) est la de´rive´e directionnelle de f en a. S’il existe ` ∈ X∗ telle que
f ′(a, ·) = `(·) on dit que f est Gaˆteaux diffe´rentiable en a.
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Remarque A.6. Si f est Gaˆteaux diffe´rentiable alors, f ′(a, λu) = λf ′(a, u) pour tout
u ∈ X et λ > 0, on dit que la de´rive´e directionnelle f ′(a, ·) est positivement homoge`ne de
degre´ 1. On remarque qu’alors, f ′(a, ·) est convexe.
The´ore`me A.7. Soit f : X → R ∪ {+∞} une fonction convexe. Alors les proprie´te´s
suivantes sont e´quivalentes :
1. f(u) = inf
v∈X
f(v),
2. f ′(u, v − u) ≥ 0 pour tout v ∈ dom(f).
De´finition A.8. Soit f : X → R ∪ {+∞} une fonction. La transforme´e de Legendre





(〈x∗, x〉 − f(x)), ∀x∗ ∈ X∗.
De´finition A.9. Soient f : X → R ∪ {+∞} et x0 ∈ dom(f). Le sous- diffe´rentiel ∂f(x0)
de f en x0 est l’ensemble (e´ventuellement vide) des x
∗ ∈ X∗ tels que :
f(x) ≥ f(x0) + 〈x
∗, x− x0〉 ∀x ∈ X
On dit que x∗ est un sous-gradient de f en x0.




= {x∗ ∈ X∗ | 〈x∗, x− a〉 ≤ 0, ∀x ∈ A} .
Proposition A.11. Soient f : X → R ∪ {+∞} une fonction convexe et x0 ∈ dom(f).
Alors les proprie´te´s suivantes sont e´quivalentes :
1. x∗ ∈ ∂f(x0),
2. f(x0) + f
∗(x∗) ≤ 〈x∗, x0〉,
3. f(x0) + f
∗(x∗) = 〈x∗, x0〉,
4. 〈x∗, · − x0〉+ f(x0) est une minorante affine de f .
Proposition A.12. Soit f : X → R ∪ {+∞} une fonction convexe continue en x0 ∈
dom(f). Alors ∂f(x0) 6= ∅ et ∂f(x0) est borne´ et σ(X
∗, X)1 compact.
Proposition A.13. Soient f et g : X → R ∪ {+∞} des fonctions convexes telles qu’il
existe x0 ∈ dom(g) avec f continue en x0. Alors pour tout x ∈ X on a :
∂(f + g)(x) = ∂f(x) + ∂g(x).
Proposition A.14. Soit f : X → R ∪ {+∞}, f 6≡ +∞. Alors x¯ est un minimum global
si et seulement si 0 ∈ ∂f(x0).
1faiblement compact
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A.2 Optimisation non convexe
Les de´tails des preuves des re´sultats d’optimisation e´nonce´s dans cette section se trouvent
dans [83, 84].
The´ore`me A.15 (Rademacher). Soit Ω un ouvert de Rn et f : Ω → R une fonction
localement lipschitzienne sur Ω. Alors f est diffe´rentiable presque partout sur Ω.
De´finition A.16. Soit A un sous ensemble de E, le polaire ne´gatif de A est l’ensemble
note´ A◦ tel que :
A◦ = {x ∈ E ′ | 〈x, y〉 ≤ 0 ∀y ∈ A}
Lemme A.17 (Farkas). Soient E et I des ensembles finis ou vides, et (ai)i∈E∪I une
famille d’e´le´ments de Rp. Posons :




λiai | λi ∈ R ∀i ∈ E , λi ≥ 0 ∀i ∈ I
}
.
Alors A◦ = B et A = B◦.
De´finition A.18. La de´rive´e directionnelle d’une application f : Ω → R en x0 dans la
direction v est l’e´le´ment note´ Df(x0)(v) de´fini par :
Df(x0)(v) = lim
t→0+
f(x0 + tv)− f(x0)
t
De´finition A.19. Soient Ω un ouvert d’un espace vectoriel norme´ E, f : Ω → R une






f(y + tv)− f(y)
t
c’est la de´rive´e directionnelle ge´ne´ralise´e au sens de Clarke.
De´finition A.20. Soit Ω un ouvert d’un espace de Banach E. Une application f : Ω→ R
est strictement diffe´rentiable en x0 ∈ Ω si il existe ϕ ∈ E
′ tel que :
f(z)− f(y) = ϕ(z − y) + ||z − y|| ²(z, y) ²(z, y)→ 0 quand z → x0, y → x0
Remarque A.21. f strictement diffe´rentiable implique que f est diffe´rentiable.
Proposition A.22. Soit f : Ω → R, x0 ∈ Ω et f diffe´rentiable en tout point de la boule
B(x0, r) ⊂ Ω de centre x0 de rayon r > 0. Si l’application x 7→ f
′(x) de´finie sur B(x0, r)
est continue en x0 alors f est strictement diffe´rentiable en x0.
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= {ϕ ∈ E ′ | ϕ(v) ≤ Dcf(x)(v) ∀v ∈ E}
Proposition A.24. Si f est strictement diffe´rentiable en x ∈ Ω alors :
∂f(x) = {f ′(x)}
De´finition A.25. On dira que f lipschitzienne au voisinage de x est re´gulie`re si :
– Df(x)(v) existe pour tout v ∈ E ;
– Df(x)(v) = Dcf(x)(v) pour tout v ∈ E.
Exemple A.26. Les fonctions convexes continues sont re´gulie`res, de meˆme pour les fonc-
tions strictement diffe´rentiables en x.
Proposition A.27. Soit f : Ω→ R localement lipschitzienne et x ∈ Ω alors :
– ∂f(x) 6= ∅,
– ∂f(x) est convexe et faiblement e´toile compact dans E ′,
– Dcf(x)(v) = max
ϕ∈∂f(x)
ϕ(v).
Proposition A.28. Soient f et g deux fonctions localement lipschitziennes alors :
∀x ∈ Ω ∂(f + g)(x) ⊂ ∂f(x) + ∂g(x)
Proposition A.29. Soient f et g deux fonctions re´gulie`res en x, alors f + g est re´gulie`re
en x et :
∂(f + g)(x) = ∂f(x) + ∂g(x)
De´finition A.30. Soit K une partie non vide de E ; on notera dK l’application :
x ∈ E 7→ dK(x)
def
= inf {||x− y|| | y ∈ K}
Proposition A.31. L’application dK est 1 lipschitzienne sur E.
De´finition A.32. Soit x ∈ K, on dira que v ∈ E est un vecteur tangent a` K en x si
DcdK(x)(v) = 0. On notera :
TK(x)
def
= {v ∈ E | DcdK(x)(v) = 0} ,
le coˆne tangent a` K en x.
De´finition A.33. Soit x ∈ K, on de´finit le coˆne normal au sens de Clarke NK(x) a` K en
x comme le polaire ne´gatif de TK(x).
NK(x)
def
= {ϕ ∈ E ′ | ϕ(v) ≤ 0, ∀v ∈ TK(x)}
NK(x) est un coˆne convexe de sommet 0E′ et w
∗ ferme´.
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Proposition A.35. Soit f une application k lipschitzienne sur un ouvert S ⊂ E. Conside´rons




= f(y) + k̂dK(y)
re´alise en x son minimum sur S. De plus si k̂ > k et si K est ferme´ alors tout autre point
qui minimise g sur S est dans K.
Corollaire A.36. Soit f une application lipschitzienne sur un voisinage de x ∈ K tel que
f atteigne son minimum sur K en x, alors 0E′ ∈ ∂f(x) +NK(x).
On utilisera la notation suivante :
(x′, α′) ↓f x⇔ (x
′, α′)→ (x, f(x)) (en restant) dans epif
De´finition A.37. Une application f est dite directionnellement lipschitzienne en x si il




f(x′ + ty′)− α′
t
<∞
The´ore`me A.38. Les assertions suivantes impliquent que f est directionnellement lip-
schitzienne en un point x (ou` f(x) est fini).
1. f est lipschitzienne dans un voisinage de x.
2. f est convexe et majore´e supe´rieurement dans le voisinage d’un point (pas ne´cessairement
le point x).
3. E = Rn f est s.c.i dans un voisinage de x, et ∂f(x) est non vide et ne contient pas
entie`rement de droite.
The´ore`me A.39. Soit Ω un ouvert de E, f : Ω→ R une application localement lipschit-
zienne et K
def
= {x ∈ Ω | f(x) ≤ 0}. Soit x¯ tel que f(x¯) = 0 et ve´rifiant 0E′ /∈ ∂f(x¯), alors
K est e´pi-lipschitzien en x et :
{y ∈ E | Dcf(x¯)(y) ≤ 0} ⊂ TK(x¯)
NK(x¯) ⊂ {λz | λ ≥ 0, z ∈ ∂f(x)} ,
si de plus f est re´gulie`re au point x¯ alors :
BK(x¯) = TK(x¯) = {v ∈ E | Dcf(x¯)(v) ≤ 0}
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Corollaire A.40. Soit K = {x′ | fi(x
′) ≤ 0, i = 1, . . . ,m}. Pour x ∈ K soit I(x) =
{i | fi(x) = 0}. On suppose que les fonctions fi sont lipschitziennes dans un voisinage de
x et que :
0 /∈ co {∂fi(x) | i ∈ I(x)}
alors K est e´pi-lipschitzien en x et :
TK(x) ⊃ {y | 〈y, zi〉 ≤ 0 ∀zi ∈ ∂fi(x), i ∈ I(x)}




λizi | λi ≥ 0, zi ∈ ∂fi(x)

The´ore`me A.41. Soient C1 et C2 deux sous-ensembles de E, et soit x ∈ C1 ∩C2. Suppo-
sons que :
TC1(x) ∩ intTC2(x) 6= ∅,
et que C2 est e´pi-lipschitzien en x. Alors :
TC1∩C2(x) ⊃ TC1(x) ∩ TC2(x),
NC1∩C2(x) ⊂ NC1(x) +NC2(x).
The´ore`me A.42. Soit S =
m⋂
j=1
Sj ou` Sj = {x ∈ Rp | hj(x) = 0}. Si les fonctions hj sont




{d ∈ Rp | 〈∇hj(x0), d〉 = 0} . (A.1)
Si les fonctions hj : Ω→ R sont continuˆment diffe´rentiables en x0 et que :
∇h1(x0), . . . ,∇hm(x0)





λj∇hj(x0) | λj ∈ R, ∀j = 1, . . . ,m
}
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A.2.1 Application a` un proble`me d’optimisation non convexe
Conside´rons le proble`me suivant :
min f(x)
x ∈ Rp
x ∈ K = {x ∈ Ω | gi(x) ≤ 0, i = 1, . . . ,m}
x ∈ L = {x ∈ Ω | hj(x) = 0, j = 1, . . . , n}
The´ore`me A.43. Soit x ∈ K ∩ L une solution du proble`me pre´ce´dent, alors sous les
hypothe`ses suivantes :
1. l’application f : Ω→ R est localement lipschitzienne ;
2. les applications (gi)i=1,...,m et (hj)j=1,...,n sont localement lipschitziennes et continuˆment
diffe´rentiables ;
3. 0 /∈ co {∇gi(x) | i ∈ I(x)} avec I(x) = {i | gi(x) = 0} ;
4. (∇h1(x), . . . ,∇hn(x)) sont line´airement inde´pendants ;
5. il existe d ∈ Rp tel que :
〈∇gi(x), d〉 < 0, i ∈ I(x);
〈∇hj(x), d〉 = 0, j = 1, . . . , n;
il existe (λi)1≤i≤m et (µj)1≤j≤n tels que :
∀i = 1, . . . ,m λi ≥ 0, λigi(x) = 0 ∀j = 1, . . . , n µj ∈ R.








Dans toute cette section les ensemblesE et F de´signent par de´faut des espaces me´triques.
De´finition A.44. Soient E et F deux espaces topologiques. Une multiapplication C :
E ⇒ F est dite semi-continue supe´rieurement en x ∈ E, si pour tout voisinage U de C(x),
il existe un voisinage V(x) de x tel que :
∀x′ ∈ V(x), C(x′) ⊂ U .
Elle est dite semi-continue supe´rieurement si elle est semi-continue supe´rieurement en tout
point de E.
De´finition A.45. Une multiapplication C : E ⇒ F est dite semi-continue infe´rieurement
en x ∈ dom(C)(2) si pour tout y ∈ C(x) et pour toute suite d’e´le´ments (xn)n∈N convergeant
vers x, il existe une suite d’e´le´ments yn ∈ C(xn) convergeant vers y.
2dom(C)
def
= {x ∈ E | C(x) 6= ∅}
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De´finition A.46. Soit C une multiapplication C : E ⇒ F et f une fonction nume´rique






est dite fonction marginale de (C, f).
The´ore`me A.47. Soit deux espaces me´triques E et F , une multiapplication C : E ⇒ F
ainsi qu’une fonction f : Graph(C)→ R.
– Si f est semi-continue supe´rieurement et C est semi-continue infe´rieurement, alors
la fonction marginale (A.2) de (C, f) est semi-continue supe´rieurement ;
– si f est semi-continue infe´rieurement et C est semi-continue supe´rieurement et si les
valeurs de C sont compactes, la fonction marginale (A.2) de (C, f) est semi-continue
infe´rieurement.
Preuve : On peut trouver une de´monstration de ce the´ore`me dans [17, p. 284]. ¤
3Graph(C)
def
= {(x, y) ∈ E × F | y ∈ C(x)}
Annexe B
Rappels de probabilite´
B.1 Re´sultats sur l’espe´rance conditionnelle
De´finition B.1. Pour Y une v.a. inte´grable sur (Ω,F ,P) et O une sous-tribu de F , on
appelle espe´rance conditionnelle par rapport a` O, la v.a. O mesurable et inte´grable unique
pour l’e´galite´ p.s. note´e E (Y | O), telle que pour tout A ∈ O :
E [Y IA] = E [E (Y | O) IA] .
De´finition B.2. Une famille X1, . . . , Xn de n v.a. de´finies sur un espace de probabilite´
(Ω,F ,P) a` valeurs dans un espace mesurable (E1, E1). sont inde´pendantes lorsque :
P(X1,...,Xn) = PX1 ⊗ . . .⊗ PXn .
De´finition B.3. On dit que n v.a X1, . . . , Xn sont conditionnellement inde´pendantes par
rapport a` une tribu C si pour toute suite f1, . . . , fn de v.a borne´es de´finies sur R, on a :
E (f1(X1) . . . fn(Xn) | C) = E (f1(X1) | C) . . .E (fn(Xn) | C) .
Proposition B.4 (Ine´galite´ de Jensen). Soit C un convexe de Rn et Φ une fonction
convexe de C dans R. Soit X un vecteur ale´atoire de´fini sur (Ω,F), a` valeurs dans C.
Pour X et Φ(X) inte´grables :
1. E (X | O) est a` valeurs dans C ;
2. E (Φ(X) | O) ≥ Φ(E (X | O)) ;
si Φ est strictement convexe, on a e´galite´ sur Γ ∈ O si IΓ(X) est p.s. O mesurable. La
relation E [Φ(X)] = E [Φ(E (X | O))] signifie donc que X est p.s. O mesurable.
Lemme B.5. Soit z ∈ L1Rn(Ω), A et B deux sous-tribus de F telles que A ⊂ B alors :
E (z | A) = E (E (z | B) | A) .
123
124 Rappels de probabilite´ B.1









Proposition B.7. Une famille {Xi}i∈I de v.a. re´elles inte´grables est e´qui-inte´grable si et
seulement si elle ve´rifie les deux conditions :












De´finition B.8 (Convergence en probabilite´). Une suite {Xn}n∈N converge en proba-
bilite´ vers X si pour tout ε > 0 :
lim
n→∞
P(|Xn −X| > ε) = 0.
De´finition B.9 (Convergence en loi). Une suite de mesures finies {µn}n∈N converge en
loi vers µ si pour toute fonction borne´e telle que l’ensemble :
A = {ξ ∈ Ξ | f est discontinue en ξ} ,







Proposition B.10. Soit p ∈ [1,∞[. Pour toute suite de v.a. (Xn)n∈N dans L
p
R(Ω) et pour
toute v.a. X les deux conditions suivantes sont e´quivalentes :
– {|Xi|
p | i ∈ N} est e´qui-inte´grable et (Xn)n∈N converge vers X en probabilite´ ;
– X ∈ LpR(Ω) et limn→∞ ||Xn −X||LpR(Ω)
= 0.
The´ore`me B.11. Soit (Bn)n∈N une suite croissante de sous-tribus de F et soit E un
espace de Banach se´parable. Alors pour toute variable ale´atoire inte´grable f : Ω 7→ E, la
convergence :
E (f | Bn)→ E (f | B∞)
a lieu dans E pour presque tout ω, si B∞ de´signe la tribu engendre´e par les Bn (n ∈ N).
En outre, la suite (E (f | Bn) , n ∈ N) converge vers E (f | B∞) dans L1E(Ω).
Lemme B.12 (Neveu [67] p. 18). Si A est une partie non vide de Ω et si F est une
classe de parties de Ω engendrant la tribu F , alors F ∩ A engendre F ∩ A.
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Remarque B.13. Si B est une sous-tribu de F qui n’est pas comple`te dans (Ω,F ,P),
de´signons par B˜ la tribu comple`te qu’elle engendre. Notons alors qu’une fonction re´elle F -
mesurable est B˜ mesurable si et seulement si il existe une fonction B-mesurable a` laquelle
elle est e´gale P− p.s..
De´finition B.14. La loi empirique Fn de n observations X1, . . . , Xn a` valeurs dans (E, E)







The´ore`me B.15 (Glivenko-Cantelli). – Pour une suite (Xn) de vecteurs ale´atoires
a` valeurs dans Rk, inde´pendantes, de loi F , les re´partitions empiriques (Fn(ω, ·))
convergent e´troitement vers F pour presque tout ω.
– Pour k = 1, la convergence des fonctions de re´partition est p.s. uniforme, pour





|Fn(ω, x)− F (x)| = 0.
De´finition B.16. Soit Γ : Ξ 7→ Rn une multi application. Nous dirons que Γ est mesurable
si pour tout sous ensemble ferme´ F ⊂ Rn :
Γ−1(F ) = {ξ ∈ Ξ | Γ(ξ) ∩ F 6= ∅} ∈ F .




= 1 : Si X ∈ Lp(F)





Proposition B.18 (Attouch [15, Corollaire 1.16] ). Soient (X, d) un espace me´trique
et {xν,µ | ν ∈ N, µ ∈ N} une suite d’e´le´ments de X telle que :
lim
ν→∞




d(xµ, x) = 0.
Alors, il existe une application croissante ν 7→ µ(ν) telle que :
lim
ν→∞
d(xν,µ(ν), x) = 0.
Proposition B.19. On suppose que IV.17 est ve´rifie´e. Soient B une tribu, K une multi-
application B-mesurable a` valeurs convexes ferme´es et non vides, X une variable ale´atoire
telle que ||X||2Rn soit inte´grable. Si X(ξ) ∈ K(ξ) P−p.s. alors E (X | B) (ξ) ∈ K(ξ) P−p.s..
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Preuve : Soit PK(ξ) la projection sur l’ensemble convexe ferme´ K(ξ), on de´fini alors :
p = E (X | B)− PK(E (X | B)).
Il est clair que p est une variable ale´atoire B-mesurable. Par ailleurs nous avons aussi :
〈p(ξ), X(ξ)〉 ≤ 〈p(ξ),E (X | B) (ξ)〉 − ||p(ξ)||2Rn ;
par conse´quent :











c’est-a`-dire que p(ξ) = 0 P− p.s. autrement dit que E (X | B) (ξ) ∈ K(ξ) P− p.s.. ¤
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