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Abstract
After a general introduction, the basic principles of wake-field and beam-
coupling-impedance computations are explained. This includes time domain,
frequency domain, and methods that do not include excitations by means of a
particle beam. The second part of this paper deals with radio frequency bench
measurements of beam coupling impedances. The general procedure of the
wire measurement is explained, and its features and limitations are discussed.
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1 Introduction: Maxwell’s equations, wakes and impedance
A complete macroscopic description of electromagnetic (EM) fields as function of position ~r ∈ Ω ⊂ R3
and time t ∈ R is given by Maxwell’s equations
∇× ~E(~r, t) = −∂t ~B(~r, t) (1a)
∇× ~H(~r, t) = ~Js(~r, t) + ~J(~r, t) + ∂t ~D(~r, t) (1b)
∇ · ~D(~r, t) = %s(~r, t) (1c)
∇ · ~B(~r, t) = 0 (1d)
and material equations
~D(~r, t) = ε(~r) ~E(~r, t) (2a)
~B(~r, t) = µ(~r) ~H(~r, t) (2b)
~J(~r, t) = κ(~r) ~E(~r, t) , (2c)
where %s and ~Js denote the source charge and current densities, respectively. The material distribution is
given by the permittivity ε, the conductivity κ and the permeability µ, which are assumed to be linear and
isotropic. At first, the material is also assumed to be non-dispersive. By means of Gauss’ and Stokes’
theorems, Maxwell’s equations can also be written in integral form, which is more general, since the
differentiability requirements of the field vector functions can be relaxed.
The force acting on a point-like charged particle i = 1, . . . , N is
~Fi(t) = q
(
~E(~ri, t) + ~vi(t)× ~B(~ri, t)
)
, (3)
where q and ~vi are the particle’s charge and velocity, respectively. For a description of particle motion
in both their own and external fields, Maxwell’s equations have to be coupled with the equations of
mechanics,
~Fi(t) = ∂t~pi(t) (4)
~pi(t) = γi(t)mi~vi(t) , (5)
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(a) Description of particle motion in EM-fields. For
full analytic self-consistency ∆t → 0 is required. Nu-
merical approaches can, dependent on the time scale of
the problem, allow finite ∆t and still be self-consistent.
(b) Description of particle motion with wake fields.
The EM forces are precomputed using a rigid beam as
source. For synchrotrons, the time step is usually one
revolution period, which is a good approximation for
multi-turn phenomena.
Fig. 1: PIC simulation loop versus wake-field approach
where the relativistic mass and velocity factors are γ = (1 − β2)−1/2 and β = |~v|/c, and ~pi(t) is the
ith particle’s momentum. In order to simulate the dynamics of many particles self-consistently, mostly
particle in cell (PIC) or Vlasov–Maxwell solvers are used (cf. Fig. 1(a)). The wake function approach is
different, since Maxwell’s equations are entirely decoupled from the equations of motion (cf. Fig. 1(b)).
Therefore one obtains self-consistency only for phenomena which evolve slower than the wake-field
kicks.
1.1 Wake functions
Usually one makes two assumptions that decouple mechanics from electromagnetics (cf. Fig. 1(b)).
1. Rigid Beam Approximation Although the leading charge loses energy, its velocity remains un-
changed. This is exactly fulfilled for an ultrarelativistic beam which carries infinite energy.
2. Kick Approximation The wake force continuously acting on the trailing charge is lumped in a
single kick after the passage through the device. This means that the trailing charge is also assumed
to be rigid during the passage.
These approximations are justified by the different time scales of the particle passage (fast) and the
evolution of wake-field effects (slow).
We define the wake function as (see also, for example, Ref. [1, 2])
~W (~r⊥2 , ~r
⊥
1 , s) : =
1
q1q2
∫ ∞
−∞
~F
(
~r2, z2, t =
z2 + s
v
)
dz2
=
1
q1
∫ ∞
−∞
[
~E + ~v × ~B
](
~r2, z2, t =
z2 + s
v
)
dz2 , (6)
such that a positive value indicates momentum or energy gain for the test charge. The integral in Eq. (6)
exists only if the assumed infinitely long pipe connections (see Fig. 2) do not cause any wake fields,
which requires the following conditions:
2
– smooth pipe (no geometric wake fields);
– perfectly conducting pipe (no resistive wake fields);
– ultrarelativistic beam (no space-charge wake fields).
q
1q
2
s
z
y
-x
Fig. 2: Longitudinal cut through an accelerator structure and centred coordinate system. The charge q1 is usually
referred to as source or leading charge and q2 is referred to as test or trailing charge.
When all these conditions are fulfilled, the infinite integration in Eq. (6) can be replaced by a
finite one, since the scattered fields from the 3D region decay in the pipe below the waveguide cutoff
frequency. Above the cutoff frequency, waveguide modes do not interact with the particle beam in
average, since the fields are periodic and vbeam ≤ c < vmodephase. An estimate of the decay length for a given
threshold can be found in Ref. [3]. For non-ultrarelativistic velocity, sophisticated boundary conditions
are required for the entry and exit of the beam in a finite-sized computational domain, see [4]. In order
to ensure that the integral in Eq. (6) is finite, even if the third assumption is not fulfilled, the integration
can be performed over a finite length and the space-charge interaction in the infinitely long pipe can
be described by a space-charge wake function per length. Note that the three components of Eq. (6)
are not independent, but connected by the Panofsky–Wenzel theorem [5], which can be conveniently
expressed as ∇′ × ~W (~r⊥2 , s) = 0, where the curl acts on the relative position of the trailing charge, i.e.
∇′ = (∂x2 , ∂y2 ,−∂s)T . The longitudinal wake function reads
W‖(s) =
1
q1q2
∫ ∞
−∞
~E
(
~r2 = 0, z2, t =
z2 + s
v
)
dz2 (7)
and is directly connected with the energy loss of the trailing charge by ∆E(s) = −q2W‖(s). The energy
loss of a test charge caused not only by a single charge but by a whole bunch can be found by convolution
with the beam distribution as
W pot‖ (s) =
∫ ∞
−∞
W‖(s′)λ(s− s′) ds′ (8)
and is called the wake potential. If λ is normalized to 1, the energy loss of a test charge becomes
∆E(s) = −Nq2W pot‖ (s), where N is the number of particles in the bunch.
In order to quantify the transverse deflection of the beam by wake fields one makes the assumption
of small displacements from the beam axis (dx/y1/2 of the leading and trailing charge in the x/y direction,
respectively) and defines
W drive⊥,x (s) =
1
q1dx1
∫ ∞
−∞
[
~E + ~v × ~B
](
~r⊥2 = 0, z,
z2 + s
v
)
dz2 (9)
W det⊥,x(s) =
1
q1dx2
∫ ∞
−∞
[
~E + ~v × ~B
](
~r⊥2 = dx2~ex, z,
z2 + s
v
)
dz2 (10)
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Fig. 3: Illustration of a coherent transverse oscillation (left-hand side) represented by a dipole moment (right-hand
side).
in units of VA−1s−1m−1). The linearized transverse kick is thus ∆px(s) = q2/βc(dx1W drive⊥,x (s) +
dx2W
det
⊥,x(s)). The dipolar or driving wake acts coherently, since the force experienced by a test charge
does not depend on the test charge’s position in a dipole field. Contrarily, the detuning wake acts inco-
herently, as it depends on the displacement of the test charge linearly.
If the beam is not ultrarelativistic, space-charge effects need to be taken into account and the
transverse beam dimensions need to be considered as finite. We assume the beam to be transversely
uniform of radius a. A coherent displacement can be written as
σ(~r⊥) =
1
pia2
Θ(a− |~r⊥ − ~d⊥|) , (11)
where ~d⊥ is the transverse displacement vector and Θ denotes the Heaviside step function. This dis-
placement can be approximated in polar coordinates %, ϕ by (Ref. [6])
σ(%, ϕ) ≈ 1
pia2
(Θ(a− %) + δ(a− %)(dx cosϕ+ dy sinϕ) + · · · ) (12)
which in first order is a dipole moment, see Fig. 3.
1.2 Frequency domain
In this framework, the following convention for the Fourier transform is used:
F (ω) = F{f(t)}(ω) =
∫ ∞
−∞
f(t)e−iωt dt. (13)
The inverse transform reads
f(t) = F−1{F (ω)}(t) = 1
2pi
∫ ∞
−∞
F (ω)e+iωt dω , (14)
and between the two domains Plancherel’s theorem holds, 2pi(f, g) = (G,F ), where the brackets denote
a scalar product (f, g) =
∫
fg∗ dx and ∗ is complex conjugation. The duration and bandwidth of a mean
value free signal f(t) are defined with ‖ · ‖2 =
√
(·, ·) as (see Ref. [7])
T =
‖tf(t)‖2
‖f(t)‖2 , B =
‖ωF (ω)‖2
‖F (ω)‖2 . (15)
The two fulfil the Küpfmüller uncertainty principle, see Ref. [8], T ·B ≥ 1/2, where equality is achieved
for a Gaussian pulse. Applying Eq. (13) to Eqs. (1), Maxwell’s equations read in the frequency domain
∇× ~E(~r, ω) = −iω ~B(~r, ω) (16a)
∇× ~H(~r, ω) = ~Js(~r, ω) + ~J(~r, ω) + iω ~D(~r, ω) (16b)
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∇ · ~D(~r, ω) = %
s
(~r, ω) (16c)
∇ · ~B(~r, ω) = 0 , (16d)
where the material relations can easily include dispersive materials as
~D(~r, ω) = ε0εr(~r, ω) ~E(~r, ω) (17a)
~B(~r, ω) = µ0µr(~r, ω)
~H(~r, ω) (17b)
~J(~r, ω) = κ(~r, ω) ~E(~r, ω) . (17c)
Combining Eqs. (16) leads to the curl–curl equation
∇× µ−1∇× ~E + iωκ~E − ω2ε ~E = −iω ~Js (18)
and the continuity equation
∇ · ( ~Js + κ~E) + iω%s = 0 . (19)
The beam current density is modelled as a convection current density ~Js = %sv~ez . Therefore, the spatial
Fourier correspondence ∂z → −ikz is given for the source fields (beam in free space) by kz = ω/v. In
a longitudinally homogeneous and smooth two-dimensional (2D) structure, this property must hold also
for the fields scattered back from the wall.
The beam coupling impedance is defined as the Fourier transform of the wake function
~Z(~r⊥1 , ~r
⊥
2 , ω) = −
∫ ∞
−∞
~W (~r⊥1 , ~r
⊥
2 , s)e
−iωs/v ds
v
= − 1
q1q2
∫ ∞
−∞
~F (~r⊥1 , ~r
⊥
2 , z, ω)e
+iωz/v dz , (20)
where ~F (ω) = q( ~E(ω)+~v× ~B(ω)) is the spectral density of the force. If the beam has a finite transverse
size, the longitudinal impedance can be written as (see Ref. [9])
Z‖(ω) = −
1
q2
∫
beam
~E · ~J∗s dV . (21)
The transverse impedance is usually defined with an extra (−i), in order to relate the real part to insta-
bility growth and the imaginary part to phase shift, as it is the case for the longitudinal impedance. The
dipolar transverse impedance reads
Zdrive⊥,x/y(ω,~r2) = −
(−i)
q1dx1/y1
∫ ∞
−∞
[
~E(ω) + ~v × ~B(ω)
]
x/y
eiωz/v dz , (22)
which can be generalized using the Panofsky–Wenzel theorem to (see Ref. [9])
Zdrive⊥,x/y(ω) = −
v
ω(qdx/y)2
∫
beam
~E · ~J∗s,dx/y dV , (23)
where ~Js,dx/y is the dipolar component of the source current density in FD, cf. Eq. (12). Note that the
formulations of Eqs. (21) and (23) are particularly convenient for evaluation on a mesh, since evaluation
errors are averaged out by the integration.
1.3 Helmholtz decomposition
In a simply connected domain Ω ⊂ R3, any differentiable vector field ~A : Ω → C3 can be written
as ~A = ~Acurl + ~Adiv, where ~Acurl and ~Adiv are uniquely determined by demanding ∇ × ~Adiv = 0
and ∇ · ε ~Acurl = 0 for a piecewise smooth non-vanishing function ε : Ω → C. See, for example,
Ref. [p. 86] [10] for a proof.
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If the domain Ω is not simply connected, the Helmholtz decomposition has to be generalized to
the so-called Hodge decomposition, i.e. a third field becomes constituent of ~A. This so-called harmonic
field satisfies both∇× ~Aharm = 0 and ∇ · ε ~Aharm = 0 and is yet non-zero.
Applying the Helmholtz decomposition with ~Ediv = −∇Φ to Eq. (18) we find
−∇ · ε∇Φ = %
s
(24a)
∇× ν∇× ~Ecurl − ω2ε ~Ecurl = ~R , (24b)
where %
s
= (i/ω)∇ · ~Js and ~R = −ω2ε∇Φ− iω ~Js. It is crucial here that due to the continuity equation
∇· ~R = 0 holds, i.e. all vector fields in Eq. (24b) are divergence free. Moreover, for a beam in z-direction,
the charge can be written as %
s
= Js,z/v.
2 Impedance simulations
Beam coupling impedance simulations can be sorted into three main groups, namely Time Domain (TD),
Frequency Domain (FD), and methods without a particle beam. Most common are explicit TD methods,
since they require only matrix-vector multiplications for time stepping. They are usually based on finite
differences time domain (FDTD, Yee 1966 [11]) or finite integration technique (FIT, Weiland 1977 [12]),
which result in a coinciding space discretization on a Cartesian mesh. However, note that, in general,
mesh and method are independent, e.g. FIT or the finite element method (FEM) can be applied on both
structured and unstructured, tetrahedral or hexahedral, or even mixed meshes.
Table 1: Examples of time domain wake-field codes. More detailed summaries can be found e.g. in [13, 14]
Code Method Website Availability
CST PS FIT www.cst.de commercial
GdfidL FDTD www.gdfidl.de commercial
Echo FIT www.desy.de/fel-beam/s2e/codes.html free
PBCI FIT, DG-FEM www.temf.de , see also [13] on request
ABCI FIT abci.kek.jp/abci.htm free
ACE3P implicit FEM slac.stanford.edu free in USA
Explicit TD simulations are suitable at medium and high frequency, and particularly in perfectly
conducting structures. They are disadvantageous for low frequencies and low velocity of the beam. Also
dispersively lossy materials are difficult to treat in TD, since a convolution with the impulse response,
i.e. the inverse FT of the material dispersion curve, is required. In FD the beam velocity and dispersive
material data are just parameters. However, a system of linear equations (SLE) has to be solved for each
frequency point, which is costly when the matrix is large and ill-conditioned.
In the following we focus on the FIT in TD and both FIT and FEM in FD. More specialized
techniques in TD are the boundary element method (BEM) [15, 16], the finite volume (FV) method
[17,18], discontinuous Galerkin finite element method (DG-FEM), and implicit methods. In FD, there is
no direct advantage from diagonal material matrices, which favours the FEM on an unstructured mesh.
However, FIT is also used, since the structured mesh makes the implementation of Floquet boundary
conditions simple. Particularly in the absence of materials, BEM is also an attractive option in FD [19,
20]. An overview of some commonly used TD codes is given in Table 1.
The most common method without particle beam is the computation of eigenmodes, which can be
related to the wake function as discussed in Ref. [21]. Eigenmode computations with FEM for perfectly
electric conducting (PEC) structures including losses through beam pipes and couplers are described
in Ref. [22], a FIT algorithm for dispersively lossy tensorial materials used in e.g. ferrite cavities is
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presented in Ref. [23]. Methods with excitations other than particle beams are based on current path [24,
25] or plane wave [26] excitation, but they require special interpretations to obtain the beam coupling
impedance.
2.1 (Explicit) time domain
Due to the minimal duration–bandwidth product, the excitation is usually a Gaussian bunch
λ(z, t) =
q√
2piσs
e−
1
2
(
z−vt
σs
)2
, (25)
which rigidly moves through the structure. The spectrum of this pulse is obtained from the FT over
s = vt− z as
|λ(ω)| = qω√
2piσω
e−
1
2
(
ω
σω
)2
, (26)
where σω = v/σs and the normalization is qω = q
√
2piσω/v. The duration and bandwidth are
T =
σs√
2v
, B =
v
σs
√
2
, (27)
resulting in TB = 1/2. The point charge impedance is obtained by the convolution theorem as
~Z(ω) =
F{ ~W pot(s)}(ω)
F{λ(s)}(ω) , (28)
where the numerically obtained wake potential is transformed by (equidistant) discrete Fourier transform
(DFT). The choice of the bunch length σs does not necessarily depend on the real bunch length in the
accelerator, but rather on the frequency of interest. The maximum frequency at which a reasonable
excitation amplitude is present, is roughly 2σf , i.e. the spectrum is mainly located at σf = v/(2piσs), the
so-called frequency associated with the bunch length. Shorter bunches increase the maximum frequency,
but they decrease the frequency resolution at low frequency. The frequency resolution depends on the
total number of points employed for an equidistant DFT as ∆f = 1NDFT∆t and the total integrated wake
length is LW = vNDFT∆t. Bunch length and wake length are the parameters to be set for the impedance
simulation.
The FIT is based on evaluating the integral form of Maxwell’s equations on a given mesh1, i.e.
_ei =
∫
Li
~E · d~s _hi =
∫
L˜i
~H · d~s qi =
∫
V˜i
%dV
_
di =
∫
A˜i
~D · d ~A _bi =
∫
Ai
~B · d ~A _j i =
∫
A˜i
~J · d ~A . (29)
The resulting 3Np-dimensional vectors are the electric and magnetic edge voltages _e and
_
h, face fluxes
_
d and
_
b, and the face current
_
j and volume charge q, which are connected by the continuity equation.
Combining the integrals of Eqs. (29) to closed loops or closed surfaces (see Fig. 4) results in the Maxwell-
Grid-Equations (MGE)
C_e = −∂t
_
b (30a)
C˜
_
h =
_
j s +
_
j + ∂t
_
d (30b)
S˜
_
d = qs (30c)
S
_
b = 0 , (30d)
1For simplicity, we restrict ourselves here to Cartesian meshes.
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Fig. 4: Topological FIT mesh properties
where C and S are purely topological curl and divergence operators.The operators C˜, S˜ in Eqs. (30)
represent evaluation on a dual grid, which has the property that dual vertices and edges intersect pri-
mal volumes and faces with same index, respectively, and vice versa. The MGE Eqs. (30) are exact,
since they represent an evaluation of Maxwell’s equations on the given grid topology. The numerical
approximations required to solve the MGE are included in the material matrices (ν = µ−1)
_
h = Mν
_
b ,
_
d = Mε
_e ,
_
j = Mκ
_e , (31)
which are diagonal matrices due to the dual orthogonal mesh and given by
[Mν ]n,n = νn
L˜n
An
≈
∫
L˜n
~H · d~s∫
An
~B · d ~A (32)
[Mε]n,n = εn
A˜n
Ln
≈
∫
A˜n
~D · d ~A∫
Ln
~E · d~s , (33)
where Ln, L˜n, An, A˜n denote the length and area of the nth primal and dual cell edge and face, respec-
tively.
The discretization of time derivatives can be done by forward (explicit) or backward (implicit)
finite differences. Implicit methods are unconditionally stable, but they require solving a SLE in each
time step. Explicit methods are much lighter in computation, but they are only conditionally stable.
Fig. 5: Leap-frog method. Magnetic fields are allocated on half integer time indices between two electric field
steps.
The most commonly used explicit method is the so-called ‘leap-frog’ method, introduced by Yee [11] in
1966. It consists of a (staggered) central-difference quotient featuring second-order accuracy
_
h
n+1/2
=
_
h
n−1/2 −∆tM−1µ C_en (34a)
_en+1 = _en −∆tM−1ε (C˜
_
h
n+1/2 − _j n+1/2s ) , (34b)
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which is visualized in Fig. 5. The stability of the scheme is connected to the grid dispersion relation,
which describes the velocity of a plane wave on the grid as dependent on the direction of the wave vector.
It reads for a particular Cartesian cell (∆x,∆y,∆z)(
sin kx∆x2
∆x/2
)2
+
(
sin
ky∆y
2
∆y/2
)2
+
(
sin kz∆z2
∆z/2
)2
= µε
(
sin ω∆t2
∆t/2
)2
, (35)
reproducing the continuous dispersion relation k2x + k
2
y + k
2
z = ω
2µε in the limit ∆x,∆y,∆z,∆t→ 0.
In order to fulfil Eq. (35) with real valued frequency and wavenumbers, at least
∆t ≤ min
i
√
µiεi
1
∆x2i
+ 1
∆y2i
+ 1
∆z2i
(36)
must hold, where the minimum is taken over all mesh cells. This is also referred to as the Courant–
Friedrichs–Lewy (CFL) criterion [27] for the time step ∆t. It can be shown, see Ref. [28], that Eq. (36)
is also a sufficient condition for stability on the time step. Particularly for short bunches, the grid dis-
persion can lead to unphysical effects, such as a positive wake potential at the head of the bunch or
numerical Cherenkov radiation. Therefore dedicated schemes have been developed, which e.g. do not
have dispersion in the direction of beam propagation [29].
At low frequencies, the CFL criterion together with the Küpfmüller uncertainty principle pose a
strong requirement on the time step. Since longer wakes have to be computed at low frequencies but
the time step is tied on the space step, a large number of time steps need to be computed, which is a
massive oversampling of a low-frequency wave. This is a major drawback of explicit TD methods at low
frequencies.
2.2 Frequency domain
The MGE can be written in FD as
C_e = −iω_b (37a)
C˜
_
h =
_
j
s
+
_
j + iω
_
d (37b)
S˜
_
d = q
s
(37c)
S
_
b = 0 , (37d)
which can be combined with the complex material relations to a 3Np × 3Np SLE(
C˜MνC+ iωMκ − ω2Mε
)
_e = −iω_j
s
. (38)
Since the FIT is a mimetic discretization, the Helmholtz decomposition can also be applied on the discrete
level, preserving the properties discussed in Section 1.3. The monopolar beam source current can be
written as (iz is the z-index and z˜i the corresponding coordinate)
_
j
mono
s,z
(iz) =
∫
~Js · d ~Az = qe−iωz˜i/v (39)
and a dipole source is obtained by
_
j
dip
s,z
(iz) =
_
j
mono
e,z
(x = −dx/2) −
_
j
mono
e,z
(x = +dx/2). For the
entry and exit of the beam in the computational domain dedicated boundary conditions are required. A
simplified way to implement these is to use Floquet boundary conditions, i.e. to connect the entry and the
exit of the beam with the proper phase advance exp(iωL/v), where L is the length of the computational
domain. This has the same effect as if the structure would be repeated infinitely often in a chain. It is
9
Fig. 6: Computational domain for the 2D impedance solver
valid for frequencies below the beam pipe cutoff, i.e. when the subsequent (repeated) structures do not
interact with each other.
The impedances can be evaluated according to Eqs. (21) and (23) as
Z‖(
_e(ω)) = − 1
q2
_e · _j ∗
mono
(40)
Z⊥(
_e(ω)) = − v
ω(qdx)2
_e · _j ∗
dip
, (41)
which can be seen as functionals of the discrete solution of Maxwell’s equations in FD.
In FD one cannot use the advantages of diagonal material matrices, and therefore FEM on unstruc-
tured meshes can be more advantageous than FIT. This becomes particularly clear in the discretization of
dipole sources for non-ultrarelativistic beams, cf. Eq. (12). We will briefly discuss a 2D FEM approach
which is particularly useful for beam pipes and long kicker magnets.
The finite element method is based on decomposing the computational domain Ω in finite-sized
subdomains Ωe, i.e. the elements. A function in an appropriate space can be approximated by a finite
basis, such that each element is the support of one basis (ansatz) function. Since such an approximation
is (weakly) differentiable only once, a second-order PDE has to be brought in a ‘weak formulation’. This
is obtained by multiplying with all test functions2 of an appropriate test-function space, integrating over
the whole domain and transferring one (exterior) derivative by means of partial integration. Finally an
SLE is obtained, which has number of ansatz functions as columns and number of test functions as rows.
We consider again Eq. (18), but ~E : Ω → C3 with Ω ⊂ R2 being a simply connected domain
as shown in Fig. 6. Each triangle shall be uniformly filled with material µ, ε, where ε = ε0εr − iκ/ω.
In order to allow the normal component of the electrical field to jump on a material border while the
tangential is continuous, Nédélec edge elements are employed. These elements (at lowest order) are not
suited to model the divergence of a field. Thus a Helmholtz split needs to be performed, i.e. Eqs. (24)
are discretized.
The discretization of the complex Poisson equation Eq. (24a) is done by nodal functions3
Nk(ξ, η) = akξ + bkη + ck , (42)
which fulfil
Nk(ξi, ηi) = δi,k , (43)
where i and k are local vertex indices and (ξ, η) are local coordinates. The lowest-order Nédélec edge
elements of the first kind can be obtained from the nodal elements by (see e.g. Ref. [30])
~wi(ξ, η) = Nk∇⊥Nl −Nl∇⊥Nk , (44)
2In the standard (Galerkin) approach, the test functions are identical to the ansatz functions.
3For simplicity we consider the ansatz functions as purely real, i.e. the PDEs need to be split into real and imaginary part,
which are coupled in the presence of losses.
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Fig. 7: Surface impedance for a thick steel surface, coated by a thin copper layer
and fulfil
1
|lk|
∫
lk
~wi · ~tk ds = δi,k (45)
with ~tk being the tangential unit vector of edge lk, which is located at the opposite of vertex k. Instead
of going further into details about impedance computation with FEM, we refer to [31] and references
therein.
In FD and particularly FEM it is also fairly simple to include a thick conducting wall by means of
a surface impedance boundary condition (SIBC), i.e. ~n×~n× ~E = Zs~n× ~H with the surface impedance
Zs =
√
µ/ε. For smooth metal surfaces one finds
Zs =
1 + i
κδs
with the skin depth δs =
√
2
µκω
. (46)
This can also be generalized for a metal coating (thickness d, permeability µ1 and conductivity κ1) on a
metal surface (permeability µ2 and conductivity κ2) as
Zs =
1 + i
κ1δs1
M (+)eikz1d +M (−)e−ikz1d
M (+)eikz1d −M (−)e−ikz1d , (47)
where
kz1,2 =
1− i
δs1,2
, M (+) = 1 +
√
µ1κ2
µ2κ1
, M (−) = 1−
√
µ1κ2
µ2κ1
. (48)
The surface impedance of a copper (κ = 70MS) coated steel (κ = 1.4MS) surface is plotted in Fig. 7.
2.3 Two examples in two dimensions
The beam-induced heat load in a ferrite kicker module depends crucially on the ferrite yoke gap. If there
is no gap, the magnetic circuit is closed and the longitudinal impedance is much larger.
In the presence of a gap, the longitudinal impedance can be further decreased by increasing the
path length for the magnetic field lines outside the ferrite. Achieving this by increasing the gap thickness
can be disadvantageous for the kick-field quality. The gap can also be filled highly conductive material,
i.e. copper, which influences the kick field only weakly.
Figure 8 shows the longitudinal impedance of a GSI SIS-100 transfer kicker module (design out-
line) from 2D FIT and FEM simulations, as a comparison between a vacuum and a copper-filled magnet
gap. The difference between the two is significant, i.e. two orders of magnitude. The heat power values
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Fig. 8: Outline of a GSI SIS-100 transfer kicker. The plot shows the longitudinal impedance computed with FIT
on Cartesian and FEM on triangular mesh, for both open and copper filled magnet gaps.
are for the shortest (3.7 m) single Gaussian bunch with N = 2× 1013 protons. Note that these numbers
are for CW operation, in practice they have to be scaled with the duty factor which is in the range of 0.5
at most.
The second example is the transverse impedance of a thin-layered round beam pipe, see Fig. 9. At
low frequency the wall has to be meshed since field transmission plays a significant role, especially for
frequencies below the maximum. For frequencies above the skin frequency fs the skin depth becomes
very small and cannot be properly meshed. By means of the SIBC, resolving the skin depth can be
avoided and high frequencies can be reached.
3 Impedance bench measurements
The transmission-line measurement technique is based on replacing the beam by a wire and measuring
the attenuation of a TEM wave. It was introduced in 1974 by Sands and Rees [32] in order to determine
the beam energy-loss factors in the TD using a broadband pulse with a shape similar to the particle
bunch. Nowadays, modern vector network analysers (VNA) allow sweeping a narrow-banded sinusoidal
signal, to obtain the impedance directly for a particular frequency range. Especially when particular
beam instability sidebands are under investigation, the FD method is advantageous.
The motivation of the wire measurement comes from a the fields of a point charge moving at
velocity βc which read in the rest frame of the charge as
~E′(%′, z′, t′) =
q
4piε
(
%′√
%′2 + z′2
3~e% +
z′√
%′2 + z′2
3~ez
)
. (49)
Lorentz-boosting to the laboratory frame one obtains
~E(%, z, t) =
q
4piε
(
γ%√
%2 + (βγct)2
3~e% +
−βγct√
%2 + (βγct)2
3~ez
)
, Hϕ =
β
Z0
E% (50)
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Fig. 9: Transverse impedance of the thin beam pipe with radius b = 4 cm, thickness d = 0.3 mm, outer boundary
radius h = 1 m, length l = 1 m, conductivity κ = 1 MS/m and β = 0.999999. The analytical curve originates
from Rewall [48]. At low frequencies, the resistive wall is resolved by the mesh (RW-marks, red and magenta),
while at high frequency the surface impedance boundary condition was applied (SIBC-marks, blue and cyan).
and subsequent Fourier transform results in
Ez(%, z, ω) = iq
µ0
2pi
ω
β2γ2
K0
(
ω
βγc
%
)
γ→∞−−−→ 0 (51a)
1
β
Z0Hϕ = E%(%, z, ω) = q
µ0
2pi
ω
β2γ
K1
(
ω
βγc
%
)
γ→∞−−−→ q Z0
2pi%
(51b)
which is a TEM mode in the ultrarelativistic limit. From Eq. (51b), we can see that the wire technique
corresponds only to an ultrarelativistic beam, since the wave impedance for a beam is
Zwave =
E%
Hϕ
=
Z0
β
, (52)
but for a TEM mode one has always Zwave = Z0. Moreover, the wire needs to be thin, in order to have
most of the field unperturbed close to the wire. In the wide sense, this corresponds to the rigid-beam
approximation.
3.1 Basics of RF vector network analysis and impedance matching
In Radio Frequency (RF) systems, the integral of the electric field strength depends on the taken path,
thus voltages are not uniquely defined. To account for that, power flow parameters
ai :=
1
2
√
Zc
(U i + ZcIi) , bi :=
1
2
√
Zc
(U i − ZcIi) (53)
in units of
√
W are used rather than voltages and currents. The out-flowing power of a linear, time-
invariant device with i = 1, . . . , N ports is determined from the inflowing power by ~b = S~a, where the
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Fig. 10: Block schematic of a modern VNA. Picture adapted from Ref. [33]
scattering parameters Sij are defined by
Sij =
bi
aj
∣∣∣∣
ak=0 ∀k 6=j
. (54)
For simplicity, we assume the characteristic impedance for all ports to be equal and consider only the
TEM mode. The scattering matrix can be determined by numerical simulation or by measurement with
a vector network analyser (VNA), see Fig. 10 for a block schematic of a VNA. Prior to measurement,
the VNA needs to be calibrated at a particular reference plane close to the device under test (DUT),
in order to exclude effects of the cables. Phase-stable cables are crucial for measurements at higher
frequencies, but such precision measurement cables are costly. A good alternative are semi-rigid cables,
which maintain their shape and therefore have only little phase drift. In order to connect the 50 Ω lines
of the VNA with the wire for beam impedance measurement, the characteristic impedance [34]
Zc =
Z0
2pi
ln
b
a
, (55)
where b and a are the radii of the outer and inner conductor of a coaxial cable, needs to be matched. A
mismatched transition would lead to a reflection [34]
r =
Zc,1 − Zc,2
Zc,1 + Zc,2
(56)
which is for the transition of a thin wire in a measurement box (as depicted in Fig. 11) to a conventional
50 Ω line in the range of 80%. Thus, a matching network is required, since otherwise multiple reflections
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Fig. 11: Large (Zc = 433± 18 Ω) and small (Zc = 299± 12 Ω) measurement box
would be in the same range of amplitude as the primary signal. The simplest way to construct a matching
network is to use RF-resistors (carbon composite) in a way that each side sees its own characteristic
impedance, e.g. as depicted in Fig. 12(a).
(a) Matching with a simple voltage divider. (b) Matching with resistors and a
10 dB attenuator [35].
Fig. 12: Different types of resistive matching
Here, the two resistors R1 and R2 have to fulfil the two matching conditions
R1 ‖ (R2 + Zc,2) = Zc,1 (57a)
R2 +R1 ‖ Zc,1 = Zc,2 , (57b)
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(a) REF measurement in order to de-embed the DUT. (b) Quantities of interest for the de-
embedded DUT.
Fig. 13: De-embedding by subsequent DUT and REF measurements
where x ‖ y = xy/(x + y) is the abbreviation for parallel circuits. Unfortunately, practical resistors
have an inductance, which makes it impossible to fulfil Eqs. (57) at higher frequencies in a broadband
manner. This can be partly overcome by taking an attenuator instead ofR1, see Fig. 12(b). Commercially
available attenuators are broadband matched to 50 Ω and do not suffer from the inductance problem.
The frequency-dependent attenuation and phase shift of the matching network is calibrated out by
a reference measurement, such that for an assumed perfect matching the de-embedded transmission is
Sde−embed21 (ω) = S
DUT
21 (ω)/S
REF
21 (ω). Here, only the reflection of the matching network needs to be
close to zero, but it is allowed to be lossy, within the dynamic range of the VNA. The way how SDUT21
and SREF21 are measured is illustrated in Fig. 13. Obviously, it is advantageous to have a setup as small
as possible, in order to shift the eigenmodes (resonances) of the box to frequencies as high as possible.
3.2 Wire method
There is a crucial difference between the beam and the wire setup: the TEM wave experiences an at-
tenuation, which is not negligible and actually the quantity to be measured by the S21-parameter. Thus,
lumped (short) and distributed (long) impedances require different interpretations of the measured S21-
parameters. Mathematically, lumped and distributed impedances can be identified by their distribution
along the z-axis, i.e.
∂Z lumped‖ (ω, z)
∂z
= Ztotal‖ (ω)δ(z − z0) (58a)
∂Zdist‖ (ω, z)
∂z
=
Ztotal‖ (ω)
l
. (58b)
In a real accelerator components, there is always a mixture of both. The impedance discontinuity (geo-
metric impedance) at the beginning of the DUT is always lumped, while the body of the DUT (resistive
wall) is often almost equally distributed.
The modelling of lumped impedances is just a localized impedance element in the longitudinal
direction, while distributed impedances can be represented by a TEM line with an impedance element
Z‖/l equally distributed to each infinitely short transmission-line element, see Fig. 14. We call a device
a lumped (distributed) impedance if Z lumped  Zdist (Z lumped  Zdist).
The scattering matrices for the de-embedded DUT are given by Ref. [34, 36]
Slump =
1
2ZREFc + Z
lump
(
Z lump 2ZREFc
2ZREFc Z
lump
)
(59)
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(a) Lumped impedance (b) Distributed impedance
Fig. 14: Different modelling approaches for the de-embedded accelerator component
Sdist =
(
(ZDUT
2
c − ZREF
2
c ) sin(k
DUT
z l) −2iZDUTc ZREFc
−2iZDUTc ZREFc (ZDUT
2
c − ZREF
2
c ) sin(k
DUT
z l)
)
(ZDUT2c + Z
REF2
c ) sin(k
DUT
z l)− 2iZDUTc ZREFc cos(kDUTz l)
(60)
for the lumped and distributed impedance, respectively. How to derive the DUT impedance from the
measured S-parameters will be discussed for lumped and distributed impedances in the following sub-
sections.
3.2.1 Distributed-impedance measurement
In transmission-line theory, a ladder-replacement-circuit model as shown in Fig. 15 can be derived. Here,
L′0, C ′0, andR′0 are inductance, capacitance, and resistance per length, respectively. The distributed beam
coupling impedance can be seen as an additional longitudinal element Z‖/l.
R′0 + iωL
′
0
1
iωC ′0
(a) REF
Z‖/l
R′0 + iωL
′
0
1
iωC ′0
(b) DUT
Fig. 15: Transmission-line replacement circuit for distributed impedance
From the transmission-line parameters the propagation constants and characteristic impedances
can be calculated as (see Ref. [34])
kDUTz = ω
√
C ′0L′0
√
1− iR
′
0 + Z‖/l
ωL′0
(61a)
kREFz = ω
√
C ′0L′0
√
1− i R
′
0
ωL′0
(61b)
ZDUTc =
√
R′0 + iωL′0 + Z‖/l
iωC ′0
(61c)
ZREFc =
√
R′0 + iωL′0
iωC ′0
≈
√
L′0
C ′0
=: Zc. (61d)
This system can be solved for Z‖ as
Zdist‖ = iZ
REF
c l · (kDUTz − kREFz ) ·
(
1 +
kDUTz
kREFz
)
. (62)
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Since the DUT setup is a combination of three transmission lines (cf. Fig. 14), obtaining the propagation
constants can be involved, when a reflection takes place at the DUT. When this reflection is small, i.e.
ZDUTc ' ZREFc , Eq. (60) simplifies to
S21 = S12 = e−ikzl , S11 = S22 = 0 , (63)
which can be easily inverted. Otherwise a reflection-corrected S21-parameter can be introduced, which
is by definition
SC21 := e
−ikzl . (64)
The new SC21-parameter can be obtained by solving Eq. (60) for kz, which can be achieved through
replacing sine and cosine by exponentials. The quadratic equation thereby derived for SC21 is called the
Wang–Zhang formula [37] and is
(SC21)
2 +
S211 − S221 − 1
S21
SC21 + 1 = 0 , (65)
where only one of the two solutions, which fulfils |SC21| < 1, is physical. Solving Eq. (65) requires the
knowledge of the S11-parameter, which is in practice difficult to measure because of multiple reflections
between the DUT and the matching section (cf. Fig. 13). Nonetheless, S11 can be determined easily in
simulations with waveguide ports.
The wavenumber kz is found from the complex logarithm of either the original (see Eq. (63)) or
the corrected (see Eq. (64)) S21-parameter. It can be inserted into Eq. (62) to obtain (see Ref. [36])
Zdist‖ = Zc · ln
(
SREF21
SDUT21
)
·
[
1 +
ln(SDUT21 )
ln(SREF21 )
]
, (66)
which is called ‘improved-log-formula’4 in the literature. This formula is exact for ideally distributed
impedances, but it does not apply to lumped impedances, since the replacement circuit in Fig. 15 requires
many such transmission-line elements in succession. The dependence on the electrical length of the
reference ΘREFz = k
REF
z l = ωl/c can be pointed out explicitly by rewriting Eq. (66) as (see Ref. [40])
Zdist‖ = Zc · ln
(
SREF21
SDUT21
)
·
[
2 +
i
ΘREFz
ln
(
SDUT21
SREF21
)]
. (67)
This formula contains only the logarithm of the ratio, i.e. the difference term in Eq. (62). Besides
the implicit dependence of kDUTz on l, the ln(S
DUT
21 /S
REF
21 )-term is linear in l. Thus, for distributed
impedances, the square bracket in Eq. (67) does not depend on the length explicitly.
When inserting the lumped impedance S-parameters (see Eq. (59)) into the improved-log-formula
(see Eq. (66) or (67)) one observes that the second term in the bracket is not independent of the length
anymore, i.e. Θz does not cancel. This shows explicitly the inapplicability of the improved-log-formula
to lumped impedances since the length is not defined for lumped impedances. In other words, if a
differentially short transmission-line element is assigned a finite impedance value (lumped impedance)
and this is integrated over a finite length, then the result must diverge. The convergence of Zdist‖ to Z‖ in
the limit of decreasing wire radius is discussed in Ref. [35].
3.2.2 Lumped impedance measurement
The determination of lumped impedances is significantly simpler than the one for distributed impedances,
since the reflection does not influence the transmission measurement result. In fact, the reflection can
4Historically, first the lumped-element formulas [32, 38], then the simplified transmission-line formula ‘Log-formula’ [39],
and finally the full transmission-line formula ‘Improved Log-formula’ [36] were derived.
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even be used as an alternative method to determine a lumped impedance. However, Hahn and Pedersen
argued, in Ref. [38], that the reflection method is inferior to the transmission method. From solving
Eq. (59) for Z lump one obtains the so-called Hahn–Pedersen lumped impedance formula [38],
Z lump‖,HP = 2Zc
SREF21 − SDUT21
SDUT21
. (68)
In modern VNAs this impedance measurement formula is already built-in, i.e. the impedance can be
directly displayed for the simplified case SREF21 = 1. Equation (68) is an improvement of the original
Sands–Rees pulse-energy-loss formula [32] (see also Ref. [41])
Z lump‖,SR = 2Zc
SREF21 − SDUT21
SREF21
. (69)
Note that there is no theoretical limit on the impedance magnitude for the determination of purely lumped
impedances. A proof, that the measured lumped impedance converges to the beam impedance for de-
creasing wire radius, is outlined in [42].
3.2.3 Mixed-impedance measurement
Both the lumped (Hahn–Pedersen) and the distributed (improved-log) formulas apply only to their re-
spective types of impedance and give incorrect results for the other. However, practical accelerator
components consist of both types, and it is impossible to disentangle them. Thus, a transmission-line
measurement interpretation formula is required that applies to both. Such a formula is the (Walling-)
log-formula [39]
Z log‖ = 2Zc · ln
(
SREF21
SDUT21
)
, (70)
which is obtained from Eq. (67) by neglecting the second term in the square bracket. The requirement
for this neglect can be conveniently expressed as
kDUTz
kREFz
=
ZDUTc
ZREFc
≈ 1 , (71)
i.e. the log-formula is valid if the presence of the DUT does not change the characteristic impedance
significantly. Contrary-wise, it must be invalid for a long distributed device causing a large attenuation,
i.e. a large distributed impedance.
The systematic error of the log-formula for distributed impedances can be quantified by solving it
for the logarithm and inserting into Eq. (67). The quadratic equation thereby obtained,
Zdist‖ = Z
log
‖ +
Z log
2
‖
4iΘREFz Zc
, (72)
has the two solutions
Z log‖ = 2iΘzZc
−1±
√
1 +
Zdist‖
iΘREFz Zc
 . (73)
Only the positive solution is physical and gives the length independent error estimate
Z log‖
Zdist‖
= 1 +
i
4
Zdist‖
ΘREFz Zc
− 1
8
(
Zdist‖
ΘREFz Zc
)2
+ · · · , (74)
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which agrees with Hahn’s estimate [43] to first order. The systematic error of the log-formula (see
Eq. (70)) for lumped impedance can be estimated by inserting the lumped impedance S-parameters (see
Eq. (59)),
Z log‖ = −2Zc ln
1
1 + Z
lump
2Zc
. (75)
Taylor expansion results in
Z log‖
Z lump
= 1− 1
2
Z lump
2Zc
+
1
3
(
Z lump
2Zc
)2
− · · · , (76)
i.e. the log-formula reproduces lumped impedances, for Z lump  2Zc. Finally, one can conclude that
the log formula is valid for both lumped and distributed impedance, provided the lumped part does not
exceed the characteristic impedance of the REF, and the distributed part does not change the characteristic
impedance significantly. Obviously, this is true for a small impedance magnitude.
3.3 Transverse impedance
Since the transverse impedance can be measured in a manner similar to the longitudinal one, only the
different aspects are discussed. There are two principal methods to measure the transverse impedance:
the displaced-wire method and the twin-wire method. In order to enhance the extremely small signals
in the twin-wire method at low frequencies, it can be extended to the coil method, which requires a
quasi-stationary interpretation.
3.3.1 Displaced-wire method
The displaced-wire technique is based on measuring the dipolar longitudinal impedance and using the
Panofsky–Wenzel theorem to obtain the transverse impedance. In a structure with x and y symmetry, the
dipolar longitudinal impedance has a quadratic dependence on the transverse offset from the centre (see
e.g. Ref. [44]). It can be measured in the same way as the monopolar longitudinal impedance, but with a
displaced wire. Subsequently, a parabola can be fitted on the measured results for each frequency point
at different transverse positions [45]. However, since a displaced wire measures both the driving and
detuning impedance, the driving impedance in one plane can only be obtained if the detuning impedance
vanishes, i.e. in a structure that is invariant under 90◦ rotation [46]. For rectangular structures, the
detuning impedance can be cancelled by measuring the impedance in both horizontal and vertical planes
and adding the two, but this yields only the sum of both driving impedances.
3.3.2 Twin-wire method
The setup is the same as for the longitudinal impedance, but with two symmetrically driven wires on
the differential TEM mode. The characteristic impedance (REF) for the differential TEM mode, i.e. the
voltage between the two conductors divided by the current in one conductor, is given by (cf. Ref. [47])
Zdipc =
Z0
pi
ln
(
d+
√
d2 − a2
a
· b
2 − d√d2 − a2
b2 + d
√
d2 − a2
)
, (77)
where a is the wire radius, b is outer shield radius and 2d = ∆ is the wire distance. With respect to this
characteristic impedance, symmetric S-parameters can be defined. The symmetric S21-parameter can be
measured best with a four-port VNA, which internally converts the 4× 4 S-matrix to a 2× 2 matrix for
the symmetric signals. There are also approaches to use splitters and combiners with a two-port VNA,
but the limited bandwidth of those components makes the calibration (after the hybrids) an involved
endeavour. For a four-port VNA the calibration plane can just be chosen before the matching section
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Fig. 16: Magnetic field of dipole TEM eigenmode obtained by the multi-pin-portmode-solver. The wire distance
is ∆ = 10 mm with an uncertainty of 10% for the measurement. The plot shows the impedance from S-parameter
simulation (MWS) compared with wake-field simulation (PS).
(as for the single-wire measurement) and the 18 calibration steps (open, short, match, through) can be
significantly eased by using an auto-cal kit.
The twin-wire approximation provides for the ultrarelativistic dipolar transverse impedance [44]
Z⊥(ω) ≈
c
ω∆2
δZ‖(ω) =
c
ω∆2
· 2Zdipc
SREF21,dip − SDUT21,dip
SDUT21,dip
, (78)
where δZ‖ is the impedance obtained by the conversion formula Eq. (68) for the differential mode S21-
parameter and characteristic impedance Zdipc . Since the EM-fields are mostly confined between the two
wires, the de-embedded S21,dip is very small and one does not have to distinguish between lumped and
distributed transverse impedance.
A comparison of the transverse impedance from wake-field and S-parameter simulation for a
dispersive ferrite ring is shown in Fig. 16. The agreement between the two is reasonably good, except
at low frequency, where the computational accuracy is insufficient. The same is visible also for the lab
measurement, as plotted in Fig. 17. Since the DUT alters the EM-fields only slightly in the twin-wire
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Fig. 17: Transverse impedance of the ferrite ring: measurement vs wake-field simulation. The dashed lines denote
error bars.
measurement, the dominating parasitic reflections are the same for DUT and REF measurements. Thus,
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they are almost entirely removed by the de-embedding. However, since the difference between DUT and
REF measurement is so small, temperature drifts and noise are the main issues. The temperature drift
can be reduced by taking metal film resistors instead of carbon resistors for the matching network, which
have a higher inductance but a smaller temperature coefficient. The thereby enlarged mismatch is less
critical than the temperature drift for the twin-wire measurement. The noise can be reduced by averaging
many subsequent DUT and REF measurements.
Figure 17 shows that the result for the ferrite ring in both the large and the small measurement setup
is reasonably good at medium and high frequency. However, at low frequencies the method becomes
impracticable. This can be improved by employing the coil method instead of the twin-wire method.
3.3.3 Coil method
In order to enhance the extremely small signals in the twin-wire method at low frequencies, the two wires
can be replaced by a multi-turn coil. Both the magnetic flux and the induced voltage are magnified by
the number of turns N and thus Eq. (78) has to be replaced by
Zcoil⊥ ≈
c
ω∆2N2
δZ , (79)
where the coil impedance difference δZ = ZDUT − ZREF can be determined by a LCR-meter (we used
the Agilent E4980A, 20 Hz-2 MHz). The REF measurement is performed just by measuring the coil
outside the DUT in free space. Figure 18 shows the setup and two measurement coils. The coil method
has an upper frequency limit, at which the inter-turn capacitance causes a resonance which lies usually
in the range of 1 MHz. It can be increased by taking fewer turns and increasing the turn distance. At
extremely low frequency, the accuracy is limited by the instrument noise and the temperature drift of the
coil resistance. Thus, it makes sense to use different coils: a temperature-stable one (e.g. constantan
wire) with many turns for low frequency, and one with few turns and high conductivity (copper wire) for
higher frequencies.
LCR-meter
Fig. 18: Coil measurement setup (left-hand side) and different coils (right-hand side). Courtesy of L. Eidam [35]
Since ferrites usually have very small impedance contributions at such low frequencies, the coil
method is benchmarked using a steel beam pipe of 2 mm wall thickness and 3.3 cm radius. The real part
of the transverse impedance of the pipe, measured with the coils depicted in Fig. 18 is plotted in Fig. 19.
Besides the noise at extremely low frequency, the measured real part of the impedance agrees well with
the analytic prediction by Rewall [48].
The phase of the coil current does not depend on the longitudinal position, therefore the coil
method corresponds to entirely 2D (∂z = 0) source fields. This does not represent an ultrarelativistic
beam, but rather a current-only model, which is sometimes also referred to as ’radial model’ and is
discussed in [25,49]. The consequence of this is that the imaginary part of the impedance is superimposed
by the ‘image inductance’, i.e. the magnetic part of the indirect transverse space-charge impedance. For
a circular pipe of radius b it is given by
Z image⊥ = −i
Z0l
2pib2
. (80)
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Fig. 19: Coil measurement of real transverse impedance of a tubular-beam pipe vs analytical calculation by Rewall.
The dashed lines are error bars.
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Eq. (80).
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(b) Imaginary part of the measurement minus image in-
ductance vs Rewall analytical result.
Fig. 20: Imaginary part from the same measurement as in Fig. 19. Due to the high bias of the image inductance,
the imaginary resistive wall impedance measurement result becomes very inaccurate.
The measurement result of the imaginary part of the impedance is shown in Fig. 20. Since the image
inductance is much higher than the imaginary part of the resistive wall impedance, small relative mea-
surement errors lead to large relative errors for the imaginary restive wall impedance. Thus, the coil
method is effective only for the determination of the real part of the transverse restive wall impedance.
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