A hard problem for the univariate FOS Learning problem structure on the fly ◮ Without a "good" decomposition of the problem, important partial solutions (building blocks) are likely to get disrupted in variation.
◮ Disruption leads to inefficiency.
◮ Can we automatically configure the model structure favorably?
◮ Selection increases proportion of good building blocks and thus "correlations" between variables of these building blocks.
◮ So, learn which variables are "correlated".
◮ See the population (or selection) as a data set.
◮ Apply statistics / probability theory / probabilistic modeling. 
◮ Greedily searches for the Marginal Product Model that minimizes the minimum description length (MDL).
◮ p(X ) = G g =1 p(X g ) ◮ Choose the probability distribution with the lowest MDL score.
◮ Start from simplest model: the univariate factorization.
◮ Join two groups that result in the largest improvement in the used scoring measure.
◮ Stop when no joining of two groups improves the score further. 
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Family Of Subsets (FOS) model FOS F ◮ PMBGAs learn a probabilistic model of good solutions to match the structure of the optimization problem ◮ Key idea is to identify groups of problem variables that together make an important contribution to the quality of solutions.
◮ Dependency structure generally called a Family Of Subsets (FOS).
◮ Let there be ℓ problem variables x 0 , x 1 , ... , x ℓ−1 .
◮ Let S be a set of all variable indices {0, 1, ... , ℓ − 1}.
◮ A FOS F is a set of subsets of the set S.
◮ FOS F is a subset of the powerset of S (F ⊆ P(S)). Family Of Subsets (FOS) model ◮ FOS can be written more specifically as:
where
◮ Every variable is in at least one subset in the FOS, i.e.: ∀i ∈ {0, 1, ... , l − 1} : ∃j ∈ {0, 1, ... , |F| − 1} : i ∈ F The Univariate Structure ◮ The univariate FOS is defined by: The Marginal Product Structure ◮ The marginal product (MP) FOS is a FOS such that:
◮ Univariate FOS is a MP FOS.
◮ For l = 10 a possible MP FOS is:
◮ Every group of variables is modeled to be independent of other variables. 
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The Linkage Tree Structure ◮ The linkage tree (LT) FOS is a hierarchical structure.
◮ Group of all variables is in there.
◮ For any subset F i with more than one variable, there are subsets F j and F k such that: 5, 8, 6, 9, 0, 3, 2, 4, 1}, {7, 5, 8, 6, 9}, {0, 3, 2, 4, 1}, {7}, {5, 8, 6 Linkage Tree ◮ Linkage Tree structure: subsets of FOS F form a hierarchical clustering. 1,2,3,4,5,6,7,8,9}, {0,1,2,3,4,5}, {6,7,8,9}, {0,1,2}, {3,4,5}, {7,8,9} , {0,1}, {4,5}, {8,9}, {0}, {1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}, {9}}
◮ Each subset (of length > 1) is split in two mutually exclusive subsets.
◮ Problem variables in subset are considered to be dependent on each other but become independent in a child subset.
◮ For a problem of length ℓ the linkage tree has ℓ leaf nodes (the clusters having a single problem variable) and ℓ − 1 internal nodes. Linkage Tree Learning ◮ Start from univariate structure.
◮ Build linkage tree using bottom-up hierarchical clustering algorithm.
◮ Similarity measure:
1. Between individual variables X and Y : mutual information I (X , Y ). 2. Between cluster groups X F i and X F j : average pairwise linkage clustering (= unweighted pair group method with a arithmetic mean: UPGMA). Linkage Tree Learning ◮ This agglomerative hierarchical clustering algorithm is computationally efficient.
◮ Only the mutual information between pairs of variables needs to be computed once, which is a O(ℓ 2 ) operation.
◮ The bottom-up hierarchical clustering can also be done in O(ℓ 2 ) computation by using the reciprocal nearest neighbor chain algorithm. 
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Optimal Mixing Evolutionary Algorithms (OMEA)
◮ OMEA is a Model-Building EA that uses a FOS as its linkage model (Thierens & Bosman, 2011 Gene-pool Optimal Mixing EA
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Recombinative Optimal Mixing EA
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Linkage Tree Genetic Algorithm ◮ The LTGA is an instance of GOMEA that uses a Linkage Tree as FOS model (Thierens & Bosman, 2010 , 2011 .
◮ Each generation a new hierarchical cluster tree is build.
◮ For each solution in population, traverse tree starting at the top.
◮ Nodes (= clusters) in the linkage tree used as crossover masks.
◮ Select random donor solution, and its values at the crossover mask replace the variable values from the current solution. Deceptive Trap Function
Interacting, non-overlapping, deceptive groups of variables. Nearest-neighbor NK-landscape ◮ Overlapping, neighboring random subfunctions ◮ Balanced k−ary tree ◮ Internal nodes are 0 (resp. 1) if all their children are 0 (resp. 1).
◮ Global optimum is all ones, yet at each level search is biased towards zeroes. ◮ Predetermined linkage models mirroring the static structure of the problem not sufficient (Thierens & Bosman, 2012) .
◮ Dynamically learned tree model superior to mirror structured models and to static tree model. The Estimation-of-Distribution Algorithm (EDA)
◮ Use a set of n solutions for distribution estimation Normal distribution ◮ Require practically useful models. 
P(X)
◮ Only O(l 2 ) parameters (mean, covariance matrix)
◮ maximum-likelihood (ML) estimates well known EDAs based on the Normal Distribution ◮ Make decisions based on better fit and increased complexity (e.g.P(X 0 , X 1 ) vs.P(X 0 )P(X 1 )) SP(X0)P(X1)P(X0, X1) 
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EDAs based on the Normal Distribution EDAs based on the Normal-kernels distribution ◮ Trade-off between normal and normal kernels.
◮ Requires a lot of effort to estimate with maximum likelihood (EM algorithm). 
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EDAs based on the Normal-mixture Distribution Revisited 
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Illustration on the 1-D sphere function 
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Illustration on a 2-D slope ◮ Answer: the probability distribution ◮ All can be seen to be EDAs: every generation they estimate/update a probability distribution (which also happens to be the normal distribution in all three cases) and perform variation by generating new samples from this distribution.
◮ Differences are only in how the distribution is obtained.
Where AMaLGaM uses maximum-likelihood estimates from the current generation, CMA-ES and NES base estimates on differences between subsequent generations as well as many elaborate enhancements (see tutorial on CMA-ES). Parameter-free Gaussian EDAs 
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Permutation ◮ Continuous, Binary: P(X) = P(X 0 , X 4 )P(X 1 )P(X 3 , X 2 ).
◮ Permutation: P(X) = 2!1!2! 5! P(X 0 , X 4 )P(X 1 )P(X 3 , X 2 ). ◮ Random variable X i : position of integer i in the permutation → tackle relative-ordering permutation problems.
◮ Normalization required, because there are 5! permutations.
◮ "Oddities" specific to permutations exist (spurious dependencies between "low" variables in one building block and "high" variables in another) Multi-objective Model-Based Evolutionary Algorithms ◮ In EDAs, this clustering corresponds to use of mixture probability distributions
◮ Cluster solutions in objective space (e.g. k-means)
◮ Estimate a simpler distribution P (ς i ,θ i ) (Z) in each cluster ◮ Set all mixing coefficients to β i = 1 k ◮ Parallel, specialized exploration along front
