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Abstract
We study lower and upper bounds for the density of a diffusion process in Rn in
a small (but not asymptotic) time, say δ. We assume that the diffusion coefficients
σ1, . . . , σd may degenerate at the starting time 0 and point x0 but they satisfy a strong
Ho¨rmander condition involving the first order Lie brackets. The density estimates are
written in terms of a norm which accounts for the non-isotropic structure of the problem:
in a small time δ, the diffusion process propagates with speed
√
δ in the direction of the
diffusion vector fields σj and with speed δ =
√
δ × √δ in the direction of [σi, σj ]. In
the second part of this paper, such estimates will be used in order to study lower and
upper bounds for the probability that the diffusion process remains in a tube around a
skeleton path up to a fixed time.
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1 Introduction
In this paper we study bounds for the density of a diffusion process at a small time under
a local strong Ho¨rmander condition. To be more precise, let X denote the process in Rn
solution to
dXt =
d∑
j=1
σj(t,Xt) ◦ dW jt + b(t,Xt)dt, X0 = x0. (1.1)
whereW = (W 1, ...,W d) is a standard Brownian motion and ◦dW jt denotes the Stratonovich
integral. We assume nice differentiability and boundedness or sublinearity properties for the
diffusion coefficients b and σj, j = 1, . . . , d, and we consider a degenerate case:
dimσ(0, x0) = dimSpan{σ1(0, x0), . . . , σd(0, x0)} < n, (1.2)
dimS denoting the dimension of the vector space S. Our aim is to study lower and upper
bounds for the density of the solution to (1.1) at a small (but not asymptotic) time, say δ,
under the following local strong Ho¨rmander condition:
Span{σi(0, x0), [σp, σj ](0, x0), i, p, j = 1, . . . , d} = Rn (1.3)
in which [·, ·] denotes the standard Lie bracket vector field. Notice that we ask for a Ho¨rman-
der condition at time 0. Our estimates are written in terms of a norm which reflects the
non-isotropic structure of the problem: roughly speaking, in a small time interval of length
δ, the diffusion process moves with speed
√
δ in the direction of the diffusion vector fields
σj and with speed δ =
√
δ × √δ in the direction of [σi, σj ]. In order to catch this behavior
we introduce the following norms. Let Aδ(0, x0) denote the n× d2 matrix
Aδ(0, x0) = [A1,δ(0, x0), . . . , Ad2,δ(0, x0)]
where the general column Al,δ(0, x0), l = 1, . . . , d
2, is defined as follows:
• for l = (p − 1)d+ i with p, i ∈ {1, . . . , d} and p 6= i then
Al,δ(0, x0) = [
√
δσi,
√
δσp](0, x0) = δ[σi, σp](0, x0);
• for l = (p − 1)d+ i with p, i ∈ {1, . . . , d} and p = i then
Al,δ(0, x0) =
√
δ σi(0, x0).
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Under (1.3), the rank of Aδ(0, x0) is equal to n, hence the following norm is well defined:
|ξ|Aδ(0,x0) = 〈(Aδ(0, x0)Aδ(0, x0)T )−1ξ, ξ〉1/2, ξ ∈ Rn,
where the supscript T denotes the transpose and 〈·, ·〉 stands for the standard scalar product.
We prove in [3] that the metric given by this norm is locally equivalent with the control
distance dc (the Carathe´odory distance) which is usually used in this framework. We denote
by pδ(x0, ·) the density of the solution to (1.1) at time δ. Under (1.3) and assuming suitable
hypotheses on the boundedness and sublinearity of the coefficients b and σj, j = 1, . . . , d
(see Assumption 2.1 for details), we prove the following result (recall dimσ(0, x0) given in
(1.2)):
[lower bound] there exist positive constants r, δ∗, C such that for every δ ≤ δ∗ and for
every y with |y − x0 − b(0, x0)δ|Aδ(0,x0) ≤ r one has
pδ(x0, y) ≥ 1
Cδn−
dimσ(0,x0)
2
;
[upper bound] for any p > 1, there exists a positive constant C such that for every δ ≤ 1
and for every y ∈ Rn one has
pδ(x0, y) ≤ 1
δn−
dimσ(0,x0)
2
C
1 + |y − x0|pAδ(0,x0)
.
This is stated in Theorem 2.4, where an exponential upper bound is achieved as well, pro-
vided that stronger boundedness assumptions on the diffusion coefficients hold (see Assump-
tion 2.3).
In the context of a degenerate diffusion coefficient which fulfills a strong Ho¨rmander condi-
tion, the main result in this direction is due to Kusuoka and Stroock. In the celebrated paper
[12], they prove the following two-sided Gaussian bounds: there exists a constant M ≥ 1
such that
1
M |Bdc(x0, δ1/2)|
exp
(
−Mdc(x0, y)
2
δ
)
≤ pδ(x0, y) ≤ M|Bdc(x0, δ1/2)|
exp
(
−dc(x0, y)
2
Mδ
) (1.4)
where δ ∈ (0, 1], x0, y ∈ Rn, Bdc(x, r) = {y ∈ Rn : dc(x, y) < r}, dc denoting the control
(Carathe´odory) distance, and |Bdc(x, r)| stands for the Lebesgue measure of Bdc(x, r). It
is worth to be said that (1.4) holds under special hypotheses: in [12] it is assumed that
the coefficients do not depend on the time variable and that b(x) =
∑d
j=1 αiσi(x), with
αi ∈ C∞b (Rn) (i.e. the drift is generated by the vector fields of the diffusive part, which is
a quite restrictive hypothesis). Other celebrated estimates for the heat kernel under strong
Ho¨rmander condition are provided in [4, 5]. The subject has also been widely studied by
analytical methods - see for example [10] and [17]. We stress that these are asymptotic
results, whereas we prove estimate for a finite, positive and fixed time. In [15], [8], non-
isotropic norms similar to | · |Aδ(0,x0) are used to provide density estimates for SDEs under
Ho¨rmander conditions of weak type. We also refer to [7], which considers the existence of the
density for SDEs with time dependent coefficients, under very weak regularity assumption.
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The paper [3] will follow the present work, considering related results from a “control”
point of view, discussing in particular tube estimates and the connection with the control-
Carathe´odory distance. Tube estimates are estimates on the probability that an Itoˆ process
remains around a deterministic path up to a given time. These will be obtained from a
concatenation of the short-time density estimates presented here. Then we will consider, as
in [12], b(t, x) = b(x) and σ(t, x) = σ(x). Defining the semi distance d via: d(x, y) <
√
δ if
and only if |x− y|Aδ(x) < 1, we will prove in [3] the local equivalence of d and dc. This will
give a rewriting of the upper/lower estimates of the density in terms of the control distance
as well.
The paper is organized as follows. In Section 2 we set-up the framework and give the precise
statement of our main result (Theorem 2.4). The proof is split in two sections: Section 3,
which is devoted to the lower bound, and Section 4, in which we deal with the upper bound.
The main tool we are going to use is given by the estimates of localized densities which have
been developed in [2]. These need to use techniques from Malliavin calculus, so we briefly
report in Appendix D all these arguments. But in order to set-up our program we also
require some other facts, which have been collected in other appendices. First, we use a key
decomposition of the solution Xδ to (1.1) at a small (but not asymptotic) time δ (see Section
3.1), and we postpone the proof in Appendix A. This decomposition allows us to work with a
random variable whose law, conditional to a suitable σ-algebra, is Gaussian, and in Appendix
B we study some useful support properties that are applied to our case. Moreover, since the
key-decomposition brings to handle a perturbed Gaussian random variable, in Appendix C
we prove density estimates via local inversion for such kind of random variables.
2 Notations and main results
We need to recall some notations. For f, g : R+×Rn → Rn we define the directional derivative
(w.r.t. the space variable x) ∂gf(t, x) =
∑n
i=1 g
i(t, x)∂xif(t, x), and we recall that the Lie
bracket (again w.r.t. the space variable) is defined as [g, f ](t, x) = ∂gf(t, x)− ∂fg(t, x). Let
M ∈ Mn×m be a matrix with full row rank. We write MT for the transposed matrix, and
MMT is invertible. We denote by λ∗(M) (respectively λ∗(M)) the smallest (respectively
the largest) singular value of M . We recall that singular values are the square roots of
the eigenvalues of MMT , and that, when M is symmetric, singular values coincide with
the absolute values of the eigenvalues of M . In particular, when M is a covariance matrix,
λ∗(M) and λ∗(M) are the smallest and the largest eigenvalues of M .
We consider the following norm on Rn:
|y|M =
√
〈(MMT )−1y, y〉. (2.1)
Hereafter, α = (α1, ..., αk) ∈ {1, ..., n}k represents a multi-index with length |α| = k and
∂αx = ∂xα1 ...∂xαk . We allow the case k = 0, giving α = ∅, and ∂αx f = f . Finally, for given
vectors v1, . . . , vn ∈ Rm, we define 〈v1, . . . , vn〉 ⊂ Rm the vector space spanned by v1, . . . , vn.
Let X denote the process in Rn already introduced in (1.1), that is
dXt =
d∑
j=1
σj(t,Xt) ◦ dW jt + b(t,Xt)dt, X0 = x0, (2.2)
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W being a standard Brownian motion in Rd. We suppose the diffusion coefficients fulfill the
following requests:
Assumption 2.1. There exists a constant κ > 0 such that, ∀t ∈ [0, 1], ∀x ∈ Rn:
d∑
j=1
|σj(t, x)|+ |b(t, x)| +
d∑
j=1
∑
0≤|α|≤2
|∂αx ∂tσj(t, x)| ≤ κ(1 + |x|)
d∑
j=1
∑
1≤|α|≤4
|∂αxσj(t, x)|+
∑
1≤|α|≤3
|∂αx b(t, x)| ≤ κ
Remark that Assumption 2.1 ensures the strong existence and uniqueness of the solution to
(2.2). We do not assume here ellipticity but a non degeneracy of Ho¨rmander type. In order
to do this, we need to introduce the n× d2 matrix A(t, x) defined as follows. We set m = d2
and define the function
l(i, p) = (p− 1)d + i ∈ {1, . . . ,m}, p, i ∈ {1, . . . , d}. (2.3)
Notice that l(i, p) is invertible. For l = 1, . . . ,m, we set the (column) vector field Al(t, x) in
R
n as follows:
Al(t, x) = [σi, σp](t, x) if l = l(i, p) with i 6= p,
= σi(t, x) if l = l(i, p) with i = p
(2.4)
and we set A(t, x) to be the n×m matrix whose columns are given by A1(t, x), . . . , Am(t, x):
A(t, x) = [A1(t, x), . . . , Am(t, x)]. (2.5)
A(t, x) can be interpreted as a directional matrix. We denote by λ(t, x) the smallest singular
value of A(t, x), i.e.
λ(t, x)2 = λ∗(A(t, x))2 = inf|ξ|=1
m∑
i=1
〈Ai(t, x), ξ〉2 . (2.6)
In this paper, we assume the following non degeneracy condition. We write it in a “time
dependent way” because this is useful in [3], which represents the second part of the present
article. In fact, we use here just A(0, x0) and λ(0, x0), whereas in [3] we consider A(t, xt)
and λ(t, xt), xt denoting a skeleton path.
Assumption 2.2. Let x0 denote the starting point of the diffusion X solving (2.2). We
suppose that
λ(0, x0) > 0.
Notice that Assumption 2.2 is actually equivalent to require that the first order Ho¨rmander
condition holds in the starting point x0, i.e. the vector fields σi(0, x0), [σj, σp](0, x0), as
i, j, p = 1, ..., d, span the whole Rn.
We define now the m×m diagonal scaling matrix Dδ as
(Dδ)l,l = δ if l = l(i, p) with i 6= p,
=
√
δ if l = l(i, p) with i = p
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and the scaled directional matrix
Aδ(t, x) = A(t, x)Dδ . (2.7)
Notice that the lth column of the matrix Aδ(t, x) is given by
√
δσi(t, x) if l = l(i, p) with
i = p and by δ[σi, σp](t, x) = [
√
δσi,
√
δσp](t, x) if i 6= p. Therefore, Aδ(t, x) is the matrix
given in (2.5) when the original diffusion coefficients σj(t, x), j = 1, . . . , d, are replaced by√
δσj(t, x), j = 1, . . . , d.
This matrix and the associated norm | · |Aδ(0,x0) are the tools that allow us to account of
the different speeds of propagation of the diffusion:
√
δ (diffusive scaling) in the direction
of σ and δ in the direction of the first order Lie Brackets. In particuar, straightforward
computations easily give that
1√
δλ∗(A(t, x))
|y| ≤ |y|Aδ(t,x) ≤
1
δλ∗(A(t, x))
|y| , (2.8)
We also consider the following assumption, as a stronger version of Assumption 2.1 (morally
we ask for boundedness instead of sublinearity of the coefficients, in the spirit of Kusuoka-
Stroock estimates in [12]).
Assumption 2.3. There exists a constant κ > 0 such that for every t ∈ [0, 1] and x ∈ Rn
one has
∑
0≤|α|≤4
[ d∑
j=1
|∂αxσj(t, x)| + |∂αx b(t, x)|+ |∂αx ∂tσj(t, x)|
]
≤ κ.
The aim of this paper is to prove the following result:
Theorem 2.4. Let Assumption 2.1 and 2.2 hold. Let pXt denote the density of Xt, t > 0,
with the starting condition X0 = x0. Then the following holds.
(1) There exist positive constants r, δ∗, C such that for every δ ≤ δ∗ and for every y such
that |y − x0 − b(0, x0)δ|Aδ(0,x0) ≤ r,
1
Cδn−
dim〈σ(0,x0)〉
2
≤ pXδ(y).
(2) For any p > 1, there exists a positive constant C such that for every δ ≤ 1 and for
every y ∈ Rn
pXδ(y) ≤
1
δn−
dim〈σ(0,x0)〉
2
C
1 + |y − x0|pAδ(0,x0)
.
(3) If also Assumption 2.3 holds (boundedness of coefficients) there exists a constant C
such that for every δ ≤ 1 and for every y ∈ Rn.
pXδ(y) ≤
C
δn−
dim〈σ(0,x0)〉
2
exp
(− 1
C
|y − x0|Aδ(0,x0)
)
.
Here dim〈σ(0, x0)〉 denotes the dimension of the vector space spanned by σ1(0, x0), . . . ,
σd(0, x0).
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Remark 2.5. It might appear contradictory that the lower estimate (1) in Theorem 2.4
is centered in x0 + δb(x0), whereas the upper estimates are centered in x0. In fact, this is
important only for the lower bound, the upper bounds (2) and (3) holding true either if we
write |y − x0 − δb(x0)|Aδ(0,x0) or |y − x0|Aδ(0,x0) (see next Remark 4.8).
Remark 2.6. As already mentioned, the two sided bound (1.4) by Kusuoka and Stroock
[12] is proved under a strong Ho¨rmander condition of any order, but the drift coefficient
must be generated by the vector fields of the diffusive part, and the diffusion coefficients b
and σj, j = 1, . . . , d, must not depend on time. Here, on the contrary, we allow for a general
drift and time dependence in the coefficients, but we consider only first order Lie Brackets.
Moreover, in assumption 2.1, we also relax the hypothesis of bounded coefficients. Anyways,
the two estimates are strictly related, since our matrix norm is locally equivalent to the
Carathe´odory distance – this is proved [3] (see Section 4 therein).
Remark 2.7. Our main application is developed in [3], which is the second part of this
paper and concerns tube estimates. To this aim, we are mostly interested in the diagonal
estimates, that is, around x0+ δb(0, x0). In particular, what we need is the precise exponent
n − dim〈σ(0, x0)〉/2, which accounts for the time-scale of the heat kernel when δ goes to
zero. However, our results are not asymptotic, but hold uniformly for δ small enough. This
is crucial for our application to tube estimates, and this is also a main difference with the
estimates in [4, 5].
Remark 2.8. The upper bounds in (2) and (3) of Theorem 2.4 give also the tail estimates,
which are exponential if we assume the boundedness of the coefficients, polynomial otherwise.
The proof of Theorem 2.4 is long, also different according to the lower or upper estimate,
and we proceed by organizing two sections where such results will be separately proved.
So, the lower estimate will be discussed in Section 3 and proved in Theorem 3.7, whereas
Section 4 and Theorem 4.6 will be devoted to the upper estimate.
3 Lower bound
We study here the lower bound for the density of Xδ .
3.1 The key-decomposition
We start with the decomposition of the process that will allow us to produce the lower bound
in short (but not asymptotic) time.
We first use a development in stochastic Taylor series of order two of the diffusion process
X defined through (2.2). This gives
Xt = x0 + Zt + b(0, x0)t+Rt (3.1)
where
Zt =
d∑
i=1
aiW
i
t +
d∑
i,j=1
ai,j
∫ t
0
W is ◦ dW js
with ai = σi(0, x0), ai,j = ∂σiσj(0, x0)
(3.2)
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and
Rt =
d∑
j,i=1
∫ t
0
∫ s
0
(∂σiσj(u,Xu)− ∂σiσj(0, x0)) ◦ dW iu ◦ dW js (3.3)
+
d∑
i=1
∫ t
0
∫ s
0
∂bσi(u,Xu)du ◦ dW is +
d∑
i=1
∫ t
0
∫ s
0
∂uσj(u,Xu)du ◦ dW is
+
d∑
i=1
∫ t
0
∫ s
0
∂σib(u,Xu) ◦ dW iuds+
∫ t
0
∫ s
0
∂bb(u,Xu)duds.
Since Rt = O(t3/2), we expect the behavior of Xt and Zt to be somehow close for small
values of t. Our first goal is to give a decomposition for Zt in (3.2). We start introducing
some notation. We fix δ > 0 and set
sk(δ) =
k
d
δ, k = 1, . . . , d.
We now consider the following random variables: for i, k = 1, . . . , d,
∆ik(δ,W ) =W
i
sk(δ)
−W isk−1(δ), ∆
i,j
k (δ,W ) =
∫ sk(δ)
sk−1(δ)
(W is −W isk−1) ◦ dW js . (3.4)
Notice that ∆i,jk (δ,W ) is the Stratonovich integral, but for i 6= j it coincides with the
Itoˆ integral. When no confusion is possible we use the short notation sk = sk(δ),∆
i
k =
∆ik(δ,W ),∆
i,j
k = ∆
i,j
k (δ,W ). We also denote the random vector ∆(δ,W ) in R
m
∆l(δ,W ) = ∆
i,p
p (δ,W ) if l = l(i, p) with i 6= p,
= ∆pp(δ,W ) if l = l(i, p) with i = p.
(3.5)
(recall l(i, p) in (2.3)). Moreover, with
∑d
l>p =
∑d
p=1
∑d
l=p+1, we define
V (δ,W ) =
d∑
p=1
[∑
i 6=p
∆ip +
∑
i 6=j,i 6=p,j 6=p
ai,j∆
i,j
p +
d∑
l=p+1
∑
i 6=p
∑
j 6=l
ai,j∆
j
l∆
i
p +
1
2
∑
i 6=p
ai,i
∣∣∆ip∣∣2 ];
εp(δ,W ) =
d∑
l>p
∑
j 6=l
ap,j∆
j
l +
d∑
p>l
∑
j 6=l
aj,p∆
j
l +
∑
j 6=p
ap,j∆
j
p, p = 1, ..., d;
ηp(δ,W ) =
1
2
ap,p
∣∣∆pp∣∣2 + d∑
l>p
ap,l∆
l
l∆
p
p +∆
p
pεp(δ,W ), p = 1, ..., d.
(3.6)
We have the following decomposition:
Lemma 3.1. Let ∆(δ,W ) and A(0, x0) be given in (3.5) and (2.5) respectively. One has
Zδ = V (δ,W ) +A(0, x0)∆(δ,W ) + η(δ,W ), (3.7)
where V (δ,W ) is given in (3.6) and η(δ,W ) =
∑d
p=1 ηp(δ,W ), ηp(δ,W ) being given in (3.6).
The proof of Lemma 3.1 is quite long, so it is postponed to Appendix A.
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Remark 3.2. The reason of this decomposition is the following. We split the time interval
(0, δ) in d sub intervals of length δ/d. We also split the Brownian motion in corresponding
increments: (W ps − W psk−1)sk−1≤s≤sk , p = 1, ..., d. Let us fix p. For s ∈ (sp−1, sp) we have
the processes (W is −W isp−1)sp−1≤s≤sp, i = 1, ..., d. Our idea is to settle a calculus which is
based on W p and to take conditional expectation with respect to W i, i 6= p. So (W is −
W isp−1)sp−1≤s≤sp , i 6= p will appear as parameters (or controls) which we may choose in an
appropriate way. The random variables on which the calculus is based are ∆pp =W
p
sp−W psp−1
and ∆i,pp =
∫ sp
sp−1
(W is−W isp−1)dW ps , j 6= p. These are the r.v. that we have emphasized in the
decomposition of Zδ. Notice that, conditionally to the controls (W
i
s−W isp−1)sp−1≤s≤sp, i 6= p,
this is a centered Gaussian vector and, under appropriate hypothesis on the controls this
Gaussian vector is non degenerate (we treat in section B the problem of the choice of the
controls). In order to handle the term ∆p,ip =
∫ sp
sp−1
(W ps −W psp−1)dW is . we use the identity
∆p,ip = ∆ip∆
p
p −∆i,pp .
We now emphasize the scaling in δ in the random vector ∆(δ,W ). We define Bt = δ
−1/2Wtδ
and denote
Θl =
1
δ
∆i,pp =
∫ p
d
p−1
d
(Bis −Bip−1
d
)dBps if l = l(i, p) with i 6= p,
=
1√
δ
∆pp = B
p
p
d
−Bpp−1
d
if l = l(i, p) with i = p,
(3.8)
l(i, p) being given in (2.3). For p = 1, ..., d we denote with Θ(p) the pth block of Θ with
length d, that is
Θ(p) = (Θ(p−1)d+1, ...,Θpd),
so that Θ = (Θ(1), . . . ,Θ(d)). We will also denote
l(p) = l(p, p) = (p− 1)d+ p and Θl(p) =
1√
δ
∆pp. (3.9)
Consider now the σ field
G := σ(W js −W jsp−1(δ), sp−1(δ) ≤ s ≤ sp(δ), p = 1, ...d, j 6= p). (3.10)
Then conditionally to G the random variables Θ(p), p = 1, ..., d are independent centered
Gaussian d dimensional vectors and the covariance matrix Qp of Θ(p) is given by
Qp,jp = Q
j,p
p =
∫ p
d
p−1
d
(
Bjs −Bjp−1
d
)
ds, j 6= p,
Qi,jp =
∫ p
d
p−1
d
(
Bjs −Bjp−1
d
)(
Bis −Bip−1
d
)
ds, j 6= p, i 6= p,
Qp,pp =
1
d .
(3.11)
It is easy to see that detQp 6= 0 almost surely. It follows that conditionally to G the random
variable Θ = (Θ(1), ...,Θ(d)) is a centeredm = d
2 dimensional Gaussian vector. Its covariance
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matrix Q is a block-diagonal matrix built with Qp, p = 1, . . . , d:
Q =
 Q1 . . .
Qd
 (3.12)
In particular detQ =
∏d
p=1 detQp 6= 0 almost surely, and λ∗(Q) = minp=1,...,d λ∗(Qp). We
also have λ∗(Q) = maxp=1,...,d λ∗(Qp). We will need to work on subsets where we have
a quantitative control of this quantities, so we will come back soon on these covariance
matrices. But let us show now how one can rewrite decomposition (3.7) in terms of the
random vector Θ. As a consequence, the scaled matrix Aδ = Aδ(0, x0) in (2.7) will appear.
We denote by Aiδ ∈ Rm, i = 1, ..., n the rows of the matrix Aδ. We also denote S =
〈A1δ , ..., Anδ 〉 ⊂ Rm and S⊥ its orthogonal. Under Assumption 2.2 the columns of Aδ span
R
n so the rows A1δ , ..., A
n
δ are linearly independent and S
⊥ has dimension m − n. We take
Γiδ, i = n + 1, ...,m to be an orthonormal basis in S
⊥ and we denote Γiδ = A
i
δ(0, x0) for
i = 1, ..., n. We also denote Γδ the (m − n) × m matrix with rows Γiδ, i = n + 1, . . . ,m.
Finally we denote by Γδ the m ×m dimensional matrix with rows Γiδ, i = 1, ...,m. Notice
that
ΓδΓ
T
δ =
(
AδA
T
δ (0, x0) 0
0 Idm−n
)
(3.13)
where Idm−n is the identity matrix in Rm−n. It follows that for a point y = (y(1), y(2)) ∈ Rm
with y(1) ∈ Rn, y(2) ∈ Rm−n we have
|y|2Γδ =
∣∣y(1)∣∣2Aδ(0,x0) + ∣∣y(2)∣∣2 (3.14)
where we recall that |y|2Γδ =
〈
(ΓδΓ
T
δ )
−1y, y
〉
. For a ∈ Rm we define the immersion
Ja : R
n → Rm, (Ja(z))i = zi, i = 1, ..., n and (Ja(z))i =
〈
Γiδ, a
〉
, i = n+ 1, ...,m.
(3.15)
In particular J0(z) = (z, 0, ..., 0) and
|J0z|Γδ = |z|Aδ(0,x0) . (3.16)
Finally we denote
Vω = V (δ,W )
ηω(Θ) =
d∑
p=1
(
ap,p
2
δΘ2l(p) + δ
1/2Θl(p)εp(δ,W ) +
d∑
q>p
ap,qδΘl(q)Θl(p)
)
(3.17)
where V (δ,W ) and εp(δ,W ) are defined in (3.6) and Θl(p) is given in (3.9). We notice that
ηω(Θ) =
∑d
p=1 ηp(δ,W ), ηp(δ,W ) being defined in (3.6). We also remark that both V (δ,W )
and εp(δ,W ) are G-measurable, so (3.17) stresses a dependence on ω which is G-measurable
and a dependence on the random vector Θ whose conditional law w.r.t. G is Gaussian.
Now the decomposition (3.7) may be written as
Zδ = Vω +Aδ(0, x0)Θ + ηω(Θ).
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We embed this relation in Rm and obtain
JΘ(Zδ) = J0(Vω) + ΓδΘ+ J0(ηω(Θ)).
We now multiply with Γ−1δ : setting
Z˜ = Γ−1δ JΘ(Zδ), V˜ω = Γ
−1
δ J0(Vω), η˜ω(Θ) = Γ
−1
δ J0(ηω(Θ)) (3.18)
and
G = Θ+ η˜ω(Θ), (3.19)
we get
Z˜ = V˜ω +G. (3.20)
Notice that, conditionally to G, Z˜ is a translation of the random variable G = Θ + η˜ω(Θ)
which is a perturbation of a centred Gaussian random variable. Thanks to this fact, we
can to apply the results in Appendix C: we use a local inversion argument in order to give
bounds for the conditional density of Z˜, which will be used in order to get bounds for the
non conditional density. As a consequence, we will get density estimates for Zδ.
3.2 Localized density for the principal term Z˜
We study here the density of Z˜ in (3.20), “around” (that is, localized on) a suitable set
of Brownian trajectories, where we have a quantitative control on the “non-degeneracy”
(conditionally to G) of the main Gaussian Θ.
We denote
qp(B) =
∑
j 6=p
∣∣∣∣Bjp
d
−Bjp−1
d
∣∣∣∣+ ∑
j 6=p,i 6=p,i 6=j
∣∣∣∣∣
∫ p
d
p−1
d
(Bjs −Bji−1
d
)dBis
∣∣∣∣∣ . (3.21)
For fixed ε, ρ > 0, we define
Λρ,ε,p =
{
detQp ≥ ερ, supp−1
d
≤t≤ p
d
∑
j 6=p |Bjt −Bjp−1
d
| ≤ ε−ρ, qp(B) ≤ ε
}
, p = 1, . . . , d
Λρ,ε = ∩dp=1Λρ,ε,p.
(3.22)
Notice that Λρ,ε,p ∈ G for every p = 1, . . . , d. By using some results in Appendix B, we get
the following.
Lemma 3.3. Let Λρ,ε be as in (3.22). There exist c and ε∗ such that for every ε ≤ ε∗ one
has
P
(
Λρ,ε
) ≥ c× ε 12m(d+1). (3.23)
Proof. We apply here Proposition B.3. Let p ∈ {1, . . . d} be fixed and consider the Brownian
motion B̂t =
√
d(B p−1+t
d
− B p−1
d
). Let Q(B̂) be the matrix in (B.1). Up to a permutation
of the components of B̂, we easily get Qp,p(B̂) = d×Qp,pp , Qp,j(B̂) = d3/2 ×Qp,jp for j 6= p,
Qi,j(B̂) = d2 ×Qi,jp for i 6= p and j 6= p. Therefore,
detQp = d
2d−1 detQ(B̂) ≥ detQ(B̂).
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Let now q(B̂) be the quantity defined in (B.3). With qp(B) as in (3.21), it easily follows that
qp(B) ≤ q(B̂).
Moreover, supt≤1 |B̂t| =
√
d supp−1
d
≤s≤ p
d
|Bs − B p−1
d
| ≥ supp−1
d
≤s≤ p
d
|Bs − B p−1
d
|. As a con-
sequence, with Υρ,ε the set defined in (B.4), we get
Υρ,ε(B̂) ⊂ Λρ,ε,p
and by using (B.5), we may find some constants c and ε∗ such that P(Λρ,ε,p) ≥ cε 12d(d+1), for
ε ≤ ε∗. This holds for every p. Since Λρ,ε = ∩dp=1Λρ,ε,p, by using the independence property
we get (3.23).
Let Q be the matrix in (3.12). On the set Λρ,ε ∈ G we have detQ =
∏d
p=1 detQp ≥ εdρ.
Remark that
λ∗(Q)√
m
≤ |Q|l :=
 1
m
∑
1≤i,j≤m
Q2i,j
1/2 ≤ λ∗(Q). (3.24)
For a > 0 we introduce the following function,
ψa(x) = 1|x|≤a + exp
(
1− a
2
a2 − (x− a)2
)
1a<|x|<2a,
which is a mollified version of 1[0,a]. We can now define our localization variables.
U˜ε = (ψa1(1/detQ))ψa2(|Q|l)ψa3(q(B)), with a1 = ε−dρ, a2 = ε−2ρ, a3 = dε (3.25)
in which we have set
q(B) =
d∑
p=1
qp(B).
Remark that U˜ε is measurable w.r.t. G. The following inclusions hold: for every ε small
enough,
Λρ,ε ⊂
{
detQ ≥ εdρ, |Q|l ≤ ε−2ρ, q(B) ≤ dε
}
= {U˜ε = 1} ⊂ {U˜ε 6= 0}. (3.26)
We can consider U˜ε as a smooth version of the indicator function of Λρ,ε. We also define, for
fixed r > 0,
U¯r =
n∏
i=1
ψr(Θi). (3.27)
In order to state a lower estimate for the (localized) density of Z˜ in (3.20), we define the
following set of constants:
C =
{
C > 0 : C = exp
(
c
( κ
λ(0, x0)
)q)
, ∃ c, q > 0
}
(3.28)
and we set
1/C = {C > 0 : 1/C ∈ C}.
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Lemma 3.4. Suppose Assumption 2.1 and 2.2 both hold. Let Uε,r = U˜εU¯r, U˜ε and U¯r being
defined in (3.25) and (3.27) respectively, with ρ = 18m . Set dPUε,r = Uε,rdP and let pZ˜,Uε,r
denote the density of Z˜ in (3.20) when we endow Ω with the measure PUε,r . Then there exist
C ∈ C, ε, r ∈ 1/C such that for |z| ≤ r/2,
pZ˜,Uε,r(z) ≥
1
C
. (3.29)
Proof. STEP 1: lower bound for the localized conditional density given G.
Let pZ˜,U¯r|G denote the localized density w.r.t. the localization U¯r of Z˜ conditioned to G, i.e.
E[f(Z˜)U¯r|G] =
∫
f(z)p
Z˜,U¯r|G(z)dz, (3.30)
for f positive, measurable, with support included in B(0, r/2). We start proving that there
exist C ∈ C, ε, r ∈ 1/C such that, on U˜ε 6= 0, for |z| ≤ r/2
pZ˜,U¯r|G(z) ≥
1
C
.
We recall (3.20): Z˜ = V˜ω +Θ+ η˜ω(Θ), where ω 7→ V˜ω and ω 7→ η˜ω(·) are both G-measurable
and the conditional law of Θ given G is Gaussian. This allows us to use the results in
Appendix C. In particular, we are interested in working on the set {U˜ε 6= 0} ∈ G, so one has
to keep in mind that ω ∈ {U˜ε 6= 0}.
On U˜ε 6= 0, by (3.25) and (3.24) one has λ∗(Q) ≤ 2
√
mε−2ρ, and
εdρ
2
≤ detQ ≤ λ∗(Q)λ∗(Q)m−1 ≤ λ∗(Q)(2
√
m)m−1ε−2ρ(m−1),
and this gives λ∗(Q) ≥ ε3mρ(2√m)m . So, fixing ρ = 1/(8m), for ε ≤ ε∗,
1
16m2
λ∗(Q)
λ∗(Q)
≥ Cmε3mρ+2ρ ≥ ε. (3.31)
To apply (C.8) to G = Θ + η˜ω(Θ) we need to check the hypothesis of Lemma C.3. We are
going to use the notation of Appendix C, in particular for c∗(η˜ω, r) in (C.5) and ci(η˜ω),
i = 2, 3, in (C.1). Recall that η˜ω is defined in (3.18) through ηω given in (3.17). Since the
third order derivatives of ηω are null, we have c3(η˜ω) = 0. Also, for i = l(p) and j = l(q) we
have ∂i,jηω(Θ) = δaij , otherwise we get ∂i,jηω(Θ) = 0. So |∂i,jηω(Θ)| ≤ δ
∑
i,j |ai,j|. Using
(2.8) we obtain
|∂i,j η˜ω(Θ)| = |J0(∂i,jηω(Θ))|Γδ = |∂i,jηω(Θ)|Aδ ≤
∑
i,j |ai,j |
λ(0, x0)
≤ C ∈ C.
So, with hηω as in (C.2), we get
hηω =
1
16m2(c2(η˜ω) +
√
c3(η˜ω))
≥ 1
C1
, ∃C1 ∈ C (3.32)
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We compute now the first order derivatives. For j /∈ {l(p) : p = 1, ..., d} we have ∂jηω = 0
and for j = l(p) we have
∂jηω(Θ) = δ
d∑
q=p
ap∧q,p∨qΘl(q) +
√
δεj(δ,W ).
So, as above, we obtain |∂j η˜ω(Θ)| ≤ C(|Θ|+ |εj(δ,W )|/
√
δ). Remark now that on {U¯r 6= 0}
we have |Θ| ≤ Cr, and on {U˜ε 6= 0} we have q(B) ≤ 2dε, so
d∑
j=1
|εj(δ,W )| ≤ C
√
δq(B) ≤ C
√
δε. (3.33)
Therefore
c∗(η˜ω, 16r) ≤ C2(r + ε), ∃C2 ∈ C. (3.34)
We also consider the following estimate of |V˜ω| = |Vω|Aδ . First, we rewrite Vω as follows:
Vω =
∑
p
apµp(δ,W ) +
∑
p
ψp(δ,W ), with
µp(δ,W ) =
∑
i 6=p
∆pi and ψp(δ,W ) =
∑
i 6=j,i 6=p,j 6=p
ai,j∆
i,j
p +
d∑
l=p+1
∑
i 6=p
∑
j 6=l
ai,j∆
j
l∆
i
p +
1
2
∑
i 6=p
ai,i
∣∣∆ip∣∣2
Using again (2.8) we have
∣∣∣ d∑
p=1
apµp(δ,W )
∣∣∣
Aδ
=
1√
δ
∣∣∣AδJ0( d∑
p=1
µp(δ,W )
)∣∣∣
Aδ
≤
d∑
p=1
1√
δ
|µp(δ,W ))| ≤ Cq(B)
and
|ψ(δ,W )|Aδ ≤
|ψ(δ,W )|
δ
√
λ(0, x0)
≤ Cq(B).
Since ω ∈ {U˜ε 6= 0} we get
|V˜ω| ≤ Cq(B) ≤ C3ε, ∃C3 ∈ C. (3.35)
We consider (3.35), and fix rε = 2C3 ∈ C, so |V˜ω| ≤ r/2. Then we consider (3.34) and we
obtain
c∗(η˜ω, 4r) ≤ C2(2C3 + 1)ε ≤ ε1/2, for ε ≤ 1
(4C2C3)2
∈ 1C .
Moreover, looking at (3.32)
r = 2C3ε ≤ 1
C1
for ε ≤ 1
2C1C3
∈ 1C .
So, with
ε = ε∗ ∧ 1
(4C2C3)2
∧ 1
2C1C3
∈ 1C ,
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and r = 2C3ε we have
|V˜ω| ≤ r
2
, c∗(η˜ω, 4r) ≤ ε1/2, r ≤ 1
C1
.
Now, by using also (3.31) and (3.32), it follows that (C.6) holds, and we can apply Lemma
C.3. We obtain
1
K detQ1/2
exp
(
− K
λ∗(Q)
|z|2
)
≤ pG,U¯r|G(z)
for |z| ≤ r, where K does not depend on σ, b. Remark that, using λ∗(Q) ≥ ε3mρ(2√m)m , ρ = 18m ,
r/ε = 2C1 and ε ≤ 1/(4C2C1)2,
|z|2
λ∗(Q)
≤ (2
√
m)mr2
ε3mρ
≤ (2√m)m r
2
ε
≤ (2√m)m r
2
ε2
ε ≤ (2√m)m(2C1)2ε ≤ K¯ (3.36)
where K¯ does not depend on σ, b. Therefore pG,U¯r|G(z) ≥ 1C , for |z| ≤ r, for some C ∈ C, on
U˜ε 6= 0. Now, by recalling that |V˜ω| ≤ r/2 and (3.20), we have
pZ˜,U¯r|G(z) ≥
1
C
, for |z| ≤ r/2 on the set {U˜ε 6= 0}. (3.37)
STEP 2: we get rid of the conditioning on G, to have non-conditional bound for p
Z˜,Uε,r
.
Since U˜ε is G measurable, for every non-negative and measurable function f with support
included in B(0, r/2) we have
E(f(Z˜)Uε,r) = E
(
U˜εE(f(Z˜)U¯r|G)
)
.
By (3.30) and (3.37), we obtain
E(f(Z˜)Uε,r) ≥ 1
C
E(U˜ε)
∫
f(z)dz
Since Λρ,ε ⊂ {U˜ε = 1}, E(U˜ε) ≥ P(Λρ,ε), so by using (3.23) and ε ∈ 1/C we finally get that
E(U˜ε) ≥ 1C , so (3.29) is proved.
3.3 Lower bound for the density of Xδ
We study here a lower bound for the density of Xδ, X being the solution to (2.2). Recall
decomposition (3.1):
Xδ − x0 − b(0, x0)δ = Zδ +Rδ.
Our aim is to “transfer” the lower bound for Z˜ = Γ−1δ JΘ(Zδ) already studied in Lemma 3.4
to a lower bound for Xδ. In order to set up this program, we use results on the distance
between probability densities which have been developed in [1]. In particular, we are going to
use now Malliavin calculus. Appendix D is devoted to a recall of all the results and notation
the present section is based on. In particular, we denote with D the Malliavin derivative
with respect to W , the Brownian motion driving the original equation (2.2).
But first of all, we need some properties of the matrix Γδ, which can be resumed as follows.
We set SO(d) the set of the d × d orthogonal matrices and we denote with Idd the d × d
identity matrix.
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Lemma 3.5. Set for simplicity Aδ = Aδ(0, x0) and let Γδ be as in (3.13). There exist
U ∈ SO(n), U ∈ SO(m− n) and V ∈ SO(m) such that
Γδ =
( U 0
0T U
)(
Σ¯ 0
0T Idm−n
)
VT
where 0 denotes a null n× (m− n) matrix and Σ¯ = Σ¯ = Diag(λ1(Aδ), . . . , λn(Aδ)), λi(Aδ),
i = 1, . . . , n, being the singular values of Aδ (which are strictly positive because Aδ has full
rank).
Proof. We recall that
Γδ =
(
Aδ
Γδ
)
,
where Γδ is a (m− n)× n matrix whose rows are vectors of Rm which are orthonormal and
orthogonal with the rows of Aδ. We take a singular value decomposition for Aδ and for Γδ.
So, there exist U ∈ SO(n) and V¯ ∈ SO(m) such that
Aδ = U
(
Σ¯ 0
)V¯T ,
0 denoting the n×(m−n) null matrix. Similarly, there exist U ∈ SO(m−n) and V ∈ SO(m)
such that
Γδ = U
(
0T Idm−n
)VT ,
the diagonal matrix being Idm−n because the rows of Γδ are orthonormal. Therefore, we get
Γδ =
( U 0
0T U
)(
Σ¯ 0
0T Idm−n
)
VT
where V is a m×m matrix whose first n columns are given by the first n columns of V and
the remaining m − n columns are given by the last m − n columns of V . Moreover, since
each row of Aδ is orthogonal to any row of Γδ, it immediately follows that all columns of V
are orthogonal. This proves that V ∈ SO(m), and the statement follows.
Then we have
Lemma 3.6. Suppose Assumption 2.1 and 2.2 both hold. Let Uε,r denote the localization in
Lemma 3.4 and let U and Σ¯ be the matrices in Lemma 3.5. Set
α = UΣ¯ and X̂δ = α−1(Xδ − x0 − b(0, x0)δ).
Then there exist C ∈ C, δ∗, r ∈ 1/C such that for δ ≤ δ∗, |z| ≤ r/2,
p
X̂δ,Uε,r
(z) ≥ 1
C
, (3.38)
p
X̂δ,Uε,r
denoting the density of X̂δ with respect to the measure PUε,r .
Proof. We set Ẑδ = α
−1Zδ and we use Proposition D.1, with the localization U = Uε,r,
applied to F = X̂δ and G = Ẑδ. Recall that the requests in (1) of Proposition D.1 involve
several quantities: the lowest singular value (that in this case coincides with the lowest
eigenvalue) λ∗(γX̂δ ) and λ∗(γẐδ ) of the Malliavin covariance matrix of X̂δ and Ẑδ respectively,
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as well asmUε,r(p) in (D.2), the Sobolev-Malliavin norms ‖X̂δ‖2,p,Uε,r , ‖Ẑδ‖2,p,Uε,r , and ‖X̂δ−
Ẑδ‖2,p,Uε,r = ‖α−1Rδ‖2,p,Uε,r . First of all, by using Assumption 2.1, one easily gets
‖α−1Rδ‖2,p ≤ Cδ−1δ3/2 = C
√
δ and ‖X̂δ‖2,p + ‖Ẑδ‖2,p ≤ C, ∃C ∈ C. (3.39)
We now check that mUε,r(p) < ∞ for every p. Standard computations and (B.2) give, for
every p,
‖1/detQ‖2,p + ‖ |Q|l‖2,p + ‖q(B)‖2,p + ‖Θ‖2,p ≤ C,
so we can apply (D.4) and conclude
mUε,r(p) ≤ C ∈ C. (3.40)
We now study the lower eigenvalue of the Malliavin covariance matrix of Ẑδ. From the
definition of Ẑδ, we have
Z˜ = V
(
α−1Zδ
UTΓδΘ
)
= V
(
Ẑδ
UTΓδΘ
)
, (3.41)
(see the proof of Lemma 3.5 for the definition of Γδ). As an immediate consequence, one
has λ∗(γẐδ ) ≥ λ∗(γZ˜), and it suffices to study the lower eigenvalue of Z˜. By using (3.20), we
have
〈γZ˜ξ, ξ〉 =
d∑
i=1
∫ δ
0
〈DisZ˜, ξ〉2 =
d∑
i=1
∫ si(δ)
si−1(δ)
〈DisZ˜, ξ〉2 =
d∑
i=1
∫ si(δ)
si−1(δ)
〈Dis(Θ + η˜(Θ)), ξ〉2
≥
d∑
i=1
∫ si(δ)
si−1(δ)
(1
2
〈DisΘ, ξ〉2 − 〈Disη(Θ), ξ〉2
)
ds
= S1 + S2.
We write
S1 =
d∑
i=1
∫ si(δ)
si−1(δ)
1
2
〈DisΘ, ξ〉2 ≥
λ∗(Q)
2
S2 =
d∑
i=1
∫ si(δ)
si−1(δ)
〈∇η(Θ)DisΘ, ξ〉2ds =
d∑
i=1
∫ si(δ)
si−1(δ)
〈DisΘ,∇η(Θ)T ξ〉2ds ≤ λ∗(Q)|∇η(Θ)|2|ξ|2,
so that
λ∗(γẐδ ) ≥ λ∗(γZ˜) ≥ λ∗(Q)
(
1
2
− λ
∗(Q)
λ∗(Q)
|∇η(Θ)|2
)
.
On {U˜ε 6= 0}, we have already proved in Lemma 3.4 that c∗(η,Θ) ≤
√
λ∗(Q)/λ∗(Q)
2m . Since
|∇η(Θ)| ≤ mc∗(η,Θ), we obtain
|∇η(Θ)| ≤ 1
2
√
λ∗(Q)
λ∗(Q)
,
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and therefore λ∗(γẐδ) ≥ 4λ∗(γZ˜) ≥ λ∗(Q) ≥ ε
3mρ, which implies that EUε,r(λ∗(Ẑδ)−p) <∞
for every p. Let us study the lowest eigenvalue of γ
X̂δ
. We use here some results from next
Section 4, namely Lemma 4.5. There, we actually prove the desired bound for the Malliavin
covariance matrix of α−1(Xδ − x0). Here we are considering X̂δ = α−1(Xδ − x0 − b(0, x0)δ),
but their Malliavin covariance matrix is the clearly the same. Then, Lemma 4.5 gives that
E(λ∗(γX̂δ )
−p) <∞ for every p.
So, we have proved that all the requests in Proposition D.1 hold. Then, we can apply (D.6)
and we get
p
X̂δ,Uε,r
(z) ≥ p
Ẑδ,Uε,r
(z)− C ′
√
δ
with C ′ ∈ C. Now, from (3.41) and (3.29), with a simple change of variables, we get
pẐδ,Uε,r(z) ≥
1
C
, for |z| ≤ r
2
. (3.42)
We can assert the existence of δ∗ ∈ 1/C and C ∈ C such that for all δ ≤ δ∗
pX̂δ,Uε,r(z) ≥
1
2C
,
and the statement follows.
We are now ready for the proof of the lower bound:
Theorem 3.7. Let Assumption 2.1 and 2.2 hold. Let pXt denote the density of Xt, t > 0.
Then there exist positive constants r, δ∗, C such that for every δ ≤ δ∗ and for every y such
that |y − x0 − b(0, x0)δ|Aδ(0,x0) ≤ r,
pXδ(y) ≥
1
Cδn−
dim〈σ(0,x0)〉
2
,
dim〈σ(0, x0)〉 denoting the dimension of the vector space spanned by σ1(0, x0), . . . , σd(0, x0).
Here, C ∈ C and r, δ∗ ∈ 1/C.
Proof. We take the same δ∗, r as in Lemma 3.6 and let X̂δ denotes the r.v. handled in Lemma
3.6. By construction, we have Xδ = x0 + b(0, x0) + αX̂δ, so by applying Lemma 3.6 we get
E(f(Xδ)) ≥ EUε,r(f(Xδ)) = EUε,r(f(x0 + b(0, x0)δ + αX̂δ))
=
∫
f(x0 + b(0, x0)δ + αz)pX̂δ ,Uε,r
(z)dz
≥ 1
C
∫
{|z|≤r/2}
f(x0 + b(0, x0)δ + αz)dz
≥ 1
C|detα|
∫
|y|α≤r/2
f(x0 + b(0, x0)δ + y)dy
From (2.7) and the Cauchy-Binet formula we obtain
1
C
δn−
dim〈σ〉
2 ≤
√
|detAδATδ | = det(α) ≤ Cδn−
dim〈σ〉
2 (3.43)
and the statement follows.
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Remark 3.8. We observe that if the diffusion coefficients are bounded, that is Assumption
2.3 holds, then the class C in (3.28) of the constants can be replaced by
D0 =
{
C > 0 : C = c
( κ
λ(0, x0)
)q
, ∃ c, q > 0
}
and, as before, 1/D0 = {C > 0 : 1/C ∈ D0}. This is because in the estimates for ‖X̂δ−Ẑδ‖2,p
and ‖X̂δ‖2,p one does not need any more to use the Gronwall’s Lemma but it suffices to use
the boundedness of the coefficients and the Burkholder inequality.
4 Upper bound
We study here the upper bound for the density of Xδ.
4.1 Rescaling of the diffusion
As for the lower bound, we again scale Xδ. We recall the results and the notation in Lemma
3.5 and we define the change of variable
Tα : R
n → Rn, Tα(y) = α−1y, where α = UΣ¯ (4.1)
and its adjoint T ∗α(v) = α−1,T v. Note that α is a n×nmatrix. We write Aδ,j, for j = 1, . . . ,m,
for the columns of Aδ (which can be
√
δσi or δ[σi, σp]). The following properties hold:
Lemma 4.1. Let Tα be defined in (4.1). Then one has:
|y|Aδ = |Tαy| = |y|α, ∀y ∈ Rn, and detα =
√
detAδA
T
δ (4.2)
∀v ∈ Rn with |v| = 1, ∃j = 1, . . . ,m : |T ∗αv ·Aδ,j| ≥
1
m
(4.3)
∀j = 1, . . . , d,
√
δ|Tασj | ≤ 1 (4.4)
Proof. (4.2) follows easily from α = UΣ¯ and the definition (2.1) of | · |M . Now, (T ∗αv)TAδ =
vTα−1Aδ = [vT 0]VT . So |(T ∗αv)TAδ| = |[vT 0]VT | = 1. Recall that Aδ,j are the columns of Aδ,
therefore ∃j = 1, . . . ,m : |(T ∗αv)TAδ,j| ≥ 1m , which is equivalent to (4.3). Moreover, TαAδ =
[Idn 0]VT . This easily implies that ∀i = 1, . . . ,m, |TαAδ,i| ≤ 1. For Aδ,i = σj(0, x0)
√
δ we
have (4.4).
We define now
F = α−1(Xδ − x0) = Tα(Xδ − x0). (4.5)
As for the lower bound, we first estimate the density of F , using the results in Appendix D
(specifically, (D.7) in Proposition D.1), and then recover the estimates for the density of Xδ
via a change of variable.
4.2 Malliavin Covariance Matrix
Let F be as in (4.5). To prove the upper bound for its density pF we need a quantitative
control on the Malliavin covariance matrix γF of F . We start with some preliminary results.
The following lemma is a slight modification of Lemma 2.3.1. in [14].
19
Lemma 4.2. Let γ be a symmetric nonnegative definite n × n random matrix. Denoting
|γ| = ∑1≤i,j≤n |γi,j |2)1/2, we assume that, for p ≥ 2, E|γ|p+1 < ∞, and that there exists
ε0 > 0 such that for ε ≤ ε0,
sup
|ξ|=1
P[〈γξ, ξ〉 < ε] ≤ εp+2n
Then there exists a constant C depending only on the dimension n such that
Eλ∗(γ)−p ≤ CE|γ|1+pε−p0
We also need the following technical result.
Lemma 4.3. Let δ ∈ (0, 1] and let at, bt, t ∈ [0, δ] be stochastic processes which are a.s.
increasing. Assume that b0 = 0. Suppose for fixed p ≥ 1 and for all t ∈ [0, δ] one has
E[bpt ] ≤ Cpt2p and at ≥
t− bt
δ
.
Then for all ε > 0
P(aδ ≤ ε) ≤ 4pCpεp.
Proof. Set
Sε = inf
{
s ≥ 0 : bs ≥ δε
2
}
∧ δ,
Remark that for any p > 0
P(Sε < δε) = P
(
bpδε ≥
(
δε
2
)p)
≤ 2p Eb
p
δε
(δε)p
≤ 2pCp(δε)p.
On the other hand, on Sε ≥ δε,
aSε ≥ aδε ≥
δε− δε/2
δ
≥ ε/2.
Therefore
P(aδ < ε/2) ≤ P(aδ < ε/2, Sε < δε) + P(aδ < ε/2, Sε ≥ δε) ≤ P(Sε < δε) ≤ 2pCpεp.
This implies that P(aδ < ε) ≤ 4pCpεp.
The following Lemma 4.4 is a refinement of what was proved by Norris in [13], in the sense
that we take care of the same quantities, but handling more carefully the dependence on the
final time t0. This is a key estimate for the proof of next Theorem 4.6.
Lemma 4.4. Suppose u(t) = (u1(t), . . . , ud(t)) and a(t) are a.s. continuous and adapted
processes such that for some p ≥ 1, C > 0 and for every t0 ≤ 1 one has
E
[
sup
0≤s≤t0
|us|p
]
≤ C
tp0
, E
[
sup
0≤s≤t0
|as|p
]
≤ C
tp0
. (4.6)
Set
Y (t) = y +
∫ t
0
a(s)ds +
d∑
k=1
∫ t
0
uk(s)dW
k
s .
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Then, for any q > 4 and r > 0 such that 6r + 4 < q, there exists ε0(q, r, p) such that for
every t0 ≤ 1 and ε ≤ ε0(q, r, p) one has
P
{∫ t0
0
Y 2t dt < ε
q,
∫ t0
0
|u(t)|2dt ≥ 6ε
t0
}
≤ (2pC + 1)εrp.
Proof. Set θt = |at|+ |ut|, and
τ = inf
{
s ≥ 0 : sup
0≤u≤s
θu >
ε−r
t0
}
∧ t0.
We have
P
{∫ t0
0
Y 2t dt < ε
q,
∫ t0
0
|u(t)|2dt ≥ ε
t0
}
≤ A1 +A2.
where A1 = P[τ < t0] and
A2 = P
{∫ t0
0
Y 2t dt < ε
q,
∫ t0
0
|ut|2dt ≥ ε
t0
, τ = t0
}
An upper bound for A1 easily follows from (4.6). Indeed
P[τ < t0] ≤ P
[
sup
0≤s≤t0
θu >
ε−r
t0
]
≤ tp0εrpE
[
sup
0≤s≤t0
θps
]
≤ 2pCεrp.
for ε ≤ ε0. To estimate A2 we introduce
Nt =
∫ t
0
Ys
d∑
k=1
uksdW
k
s and
B =
{
〈N〉τ < ρ, sup
0≤s≤τ
|Ns| ≥ δ
}
, with δ =
ε2r+2
t0
and ρ =
εq−2r
t20
.
By the exponential martingale inequality,
P(B) ≤ exp(−δ
2
2ρ
) ≤ exp (−ε6r+4−q) .
So, in order to conclude the proof, it suffices to show that{∫ t0
0
Y 2t dt < ε
q,
∫ t0
0
|ut|2dt ≥ 6ε
t0
, τ = t0
}
⊂ B, (4.7)
We suppose ω /∈ B, ∫ t00 Y 2t dt < εq and τ = t0 and show ∫ t00 |ut|2dt < 6ε/t0. With these
assumptions,
〈N〉τ =
∫ τ
0
Y 2t |ut|2dt ≤
∫ t0
0
Y 2t dt sup
0≤t≤τ
|ut|2 < ε
q−2r
t20
= ρ.
So, for ω /∈ B then one necessarily has sup0≤t≤τ |
∫ t
0 Ys
∑d
k=1 u
k
sdW
k
s | < δ = ε2r+2/t0. From
6r + 4 ≤ q, if τ = t0 then
sup
0≤t≤τ
∣∣∣∣∫ t
0
Ysasds
∣∣∣∣ ≤ (t0 ∫ τ
0
Y 2s a
2
sds
)1/2
≤ t0
( ∫ t0
0
Y 2s ds sup
0≤s≤τ
|as|2
)1/2
≤ t0
(
εq
ε−2r
t20
)1/2
≤ ε
2r+2
t0
.
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Thus
sup
0≤t≤τ
∣∣∣∣∫ t
0
YsdYs
∣∣∣∣ ≤ sup
0≤t≤τ
∣∣∣∣∫ t
0
Ysasds+
∫ t
0
YsusdWs
∣∣∣∣ ≤ 2ε2r+2t0 .
By Itoˆ’s formula, Y 2t = y
2 + 2
∫ t
0 YsdYs + 〈M〉t with 〈M〉t =
∫ t
0 |us|2ds. So, recalling that
q > 2r + 2,∫ τ
0
〈M〉tdt =
∫ τ
0
Y 2t dt− τy2 − 2
∫ τ
0
∫ t
0
YsdYsdt < ε
q + 4
ε2r+2
t0
< 5
ε2r+2
t0
.
Since t 7→ 〈M〉t is non negative and increasing, for 0 < γ < τ we have
γ〈M〉τ−γ ≤
∫ τ
τ−γ
〈M〉tdt ≤ 5ε
2r+2
t0
.
Using also the fact that
〈M〉τ − 〈M〉τ−γ =
∫ τ
τ−γ
|us|2ds ≤ γ ε
−2r
t20
,
we have
〈M〉τ < 5ε
2r+2
γ
+ γ
ε−2r
t20
.
With γ = t0ε
2r+1, this gives
∫ t0
0 |us|2ds = 〈M〉τ < 6εt0 .
We are now ready to prove the non degeneracy of the Malliavin covariance matrix. More
precisely, we prove a quantitative version of this property: the Lp norm of the inverse of the
Malliavin covariance matrix of F is upper bounded by a constant in C, C being defined in
(3.28).
Lemma 4.5. Let α, Tα and F = Tα(Xδ−x0) be defined as in (4.1) and (4.5). Let γF denote
the Malliavin covariance matrix of F . Then for any p > 1 there exists C ∈ C such that, for
δ ≤ 1, E|λ∗(γF )|−p ≤ C.
Proof. We need a bound for the moments of the inverse of
γF =
d∑
k=1
∫ δ
0
DksFD
k
sF
Tds.
Following [14] we define the tangent flow Y of X as the derivative with respect to the initial
condition of X: Yt := ∂xXt. We also denote its inverse Zt = Y
−1
t . Then one has (remark
that the equations we consider for X, Y and Z are all in Stratonovich form):
Yt = Id +
d∑
k=1
∫ t
0
∇xσk(s,Xs)Ys ◦ dW ks +
∫ t
0
∇xb(s,Xs)Ysds
Zt = Id−
d∑
k=1
∫ t
0
Zs∇xσk(s,Xs) ◦ dW ks −
∫ t
0
Zs∇xb(s,Xs)ds,
(4.8)
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where ∇xσk and ∇xb are the Jacobian matrix with respect to the space variable. It holds
DsXδ = YδZsσ(s,Xs), s < δ.
By applying Itoˆ’s formula we have the following representation, for φ ∈ C1,2:
Ztφ(t,Xt) = φ(0, x0) +
∫ t
0
Zs
d∑
k=1
[σk, φ](s,Xs)dW
k
s
+
∫ t
0
Zs
{
[b, φ] +
1
2
d∑
k=1
[σk, [σk, φ]] +
∂φ
∂s
}
(s,Xs) ds
(4.9)
(details are given in [14], remark that in the r.h.s. above we are taking into account an Itoˆ
integral). We now compute
DsF = α
−1DsXδ = α−1YδZsσ(s,Xs) = α−1Yδαα−1Zsσ(s,Xs)
so
γF = α
−1Yδα γ¯F (α−1Yδα)T where γ¯F = α−1
∫ δ
0
Zsσ(s,Xs)σ(s,Xs)
TZTs ds α
−1,T ,
and
γ−1F = (α
−1Yδα)−1,T γ¯−1F (α
−1Yδα)−1.
Now,
(α−1Yδα)−1 = α−1Zδα = Idn + α−1(Zδ − Idn)α
Using the fact that λ∗(·) is a norm on the set of matrices, and that for two n× n matrices
A,B, λ∗(AB) ≤ nλ∗(A)λ∗(B), we have
λ∗
(
γF
)−1
= λ∗
(
γ−1F
) ≤ n2λ∗(γ¯−1F )λ∗((α−1Yδα)−1)2
and
λ∗
(
(α−1Yδα)−1
) ≤ 1 + n2λ∗(α−1)λ∗(Zδ − Idn)λ∗(α).
Standard estimates (see also (4.8)) give λ∗(Zδ − Idn) ≤ C1
√
δ for some C1 ∈ C. Moreover
λ∗(α) = λ∗(Aδ) = λ∗(ADδ) ≤ nλ∗(A)λ∗(Dδ) ≤ C2
√
δ, C2 ∈ C
λ∗(α−1) ≤ 1
λ∗(ADδ) ≤
C3
δ
, C3 ∈ C
and so for all q > 1 exists C ∈ C such that
Eλ∗
(
(α−1Yδα)−1
)q ≤ C
We now need to estimate the reduced matrix, i.e. prove that for all q > 1 exists C ∈ C such
that
Eλ∗(γ¯−1F )
q = Eλ∗(γ¯F )−q ≤ C (4.10)
We show now that for any p > 0, sup|v|=1 P (〈γ¯F v, v〉 ≤ ε) ≤ εp, for δ ≤ 1 for ε ≤ ε0 ∈ 1/C
not depending on δ. Together with lemma 4.2 this implies (4.10).
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Denote ξ = T ∗αv = α−1,T v. From (4.3) and the definition (2.7) of Aδ we have two possible
cases: A) |ξ · σj(0, x0)| ≥ 1mδ1/2 for some j = 1, . . . , d, or B) |ξ · [σj , σl](0, x0)| ≥ 1mδ for some
j, l = 1, . . . , d, j 6= l. Moreover
αγ¯Fα
T =
∫ δ
0
Zsσ(s,Xs)σ(s,Xs)
TZTs ds. (4.11)
Therefore, with ξ = T ∗αv, we have for any q > 1
P(〈γ¯F v, v〉 ≤ εq) = P
(
ξT
∫ δ
0
Zsσ(s,Xs)σ(s,Xs)
TZTs ds ξ ≤ εq
)
= P
(
d∑
i=1
∫ δ
0
|ξTZsσi(s,Xs)|2ds ≤ εq
)
We decompose this probability:
P(〈γ¯F v, v〉 ≤ εq) = P
(
d∑
i=1
∫ δ
0
|ξTZtσi(t,Xt)|2dt ≤ εq
)
≤ P
 d∑
i=1
∫ δ
0
|ξTZtσi(t,Xt)|2dt ≤ εq,
d∑
i,k=1
∫ δ
0
|ξTZt[σi, σk](t,Xt)|2dt ≤ ε
δ

+ P
 d∑
i=1
∫ δ
0
|ξTZtσi(t,Xt)|2dt ≤ εq,
d∑
i,k=1
∫ δ
0
|ξTZt[σi, σk](t,Xt)|2dt > ε
δ

=: I1 + I2
To estimate I1 we distinguish the two cases A) and B) above.
Case A): |ξ · σj(0, x0)| ≥ 1mδ1/2 for some j = 1, . . . , d. We fix this j. Then,
I1 ≤ P
(∫ δ
0
|ξTZtσj(t,Xt)|2dt ≤ εq,
∫ δ
0
∣∣∣ξT d∑
k=1
Zt[σk, σj ](t,Xt)
∣∣∣2dt < ε
δ
)
≤ P
(∫ δ
0
|ξTZtσj(t,Xt)|2dt ≤ εq, sup
0≤t≤δ
∣∣∣ ∫ t
0
ξT
d∑
k=1
Zs[σk, σj ](s,Xs)dW
k
s
∣∣∣2 < 1
12m2δ
)
+ P
(
sup
0≤t≤δ
|
∫ t
0
ξT
d∑
k=1
Zs[σk, σj](s,Xs)dW
k
s |2 ≥
1
12m2δ
,
∫ δ
0
|ξT
d∑
k=1
Zt[σk, σj](t,Xt)|2dt < ε
δ
)
Set us = (ξ
TZs[σk, σj ](s,Xs))k=1,...,d. From the exponential martingale inequality we have
P
(
sup
0≤t≤δ
|
d∑
k=1
∫ t
0
uksdW
k
s |2 ≥
1
12m2δ
,
∫ δ
0
|ut|2dt < ε
δ
)
≤ 2 exp
(
− 1
12m2δ
× δ
2ε
)
= 2exp
(
− 1
24m2ε
)
< εp,
(4.12)
the latter inequality holding for every p > 1 and ε ≤ ε0. We now define
D :=
{
sup
0≤t≤δ
|
∫ t
0
ξT
d∑
k=1
Zs[σk, σj ](s,Xs)dW
k
s |2 <
1
12m2δ
}
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and prove
P
({∫ δ
0
|ξTZtσj(t,Xt)|2dt ≤ ε
q
4m2
}
∩D
)
≤ εp
which is equivalent to the desired estimate P
({∫ δ
0 |ξTZtσj(t,Xt)|2dt ≤ εq
}
∩D
)
≤ εp. From
representation (4.9), for φ = σj we find
Ztσj(t,Xt) = σj(0, x0) +
∫ t
0
d∑
k=1
Zs[σk, σj ](s,Xs)dW
k
s +Rt,
with
Rt =
∫ t
0
Zs
{
[b, σj ] +
1
2
d∑
k=1
[σk, [σk, σj ]] +
∂σj
∂s
}
(s,Xs) ds.
From (a+ b+ c)2 ≥ a2/3− b2 − c2 and |ξ · σj(0, x0)| ≥ 1mδ1/2 , for t¯ ≤ δ we can write∫ t¯
0
|ξTZtσj(t,Xt)|2dt
≥ t¯|ξ
Tσj(0, x0)|2
3
−
∫ t¯
0
|
d∑
k=1
∫ t
0
ξTZs[σk, σj ](s,Xs)dW
k
s |2dt−
∫ t¯
0
|ξTRt|2dt
≥ t¯
3δm2
−
∫ t¯
0
|
d∑
k=1
∫ t
0
ξTZs[σk, σj ](s,Xs)dW
k
s |2dt−
∫ t¯
0
|ξTRt|2dt.
On the set D one has∫ t¯
0
|
d∑
k=1
∫ t
0
ξTZs[σk, σj ](s,Xs)dW
k
s |2dt ≤ t¯
1
12m2δ
,
so ∫ t¯
0
|ξTZtσj(t,Xt)|2dt ≥ t¯
4m2δ
−
∫ t¯
0
|ξTRt|2dt,
that we rewrite as
4m2
∫ t¯
0
|ξTZtσj(t,Xt)|2dt ≥
t¯− 4m2δ ∫ t¯0 |ξTRt|2dt
δ
. (4.13)
We now set
at¯ = 4m
2
∫ t¯
0
|ξTZtσj(t,Xt)|2dt on the set D and at¯ = t¯/δ on the set Dc,
Dc denoting the complement of D. Standard computations, considering also |ξ| = |T ∗αv| ≤
|v|C/δ = C/δ, give E(∫ t¯0 |ξTRt|2dt)q ≤ Ct¯3q/δ2q , so E(4δm2 ∫ t¯0 |ξTRt|2dt)q ≤ Ct¯2q, for C ∈ C
(recall also t¯ ≤ δ). This estimate and (4.13) allow us to apply lemma 4.3 with at¯ defined
above and
bt¯ = 4δm
2
∫ t¯
0
|ξTRt|2dt.
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We find {∫ δ
0
|ξTZtσj(t,Xt)|2dt ≤ ε
q
4m2
}
∩D = {aδ ≤ εq} ∩D
and we have
P
({∫ δ
0
|ξTZtσj(t,Xt)|2dt ≤ ε
q
4m2
}
∩D
)
= P({aδ ≤ εq} ∩D) ≤ P(aδ ≤ εq) ≤ εp.
We the obtain I1 < ε
p for any p > 1, for δ ≤ 1, ε ≤ ε0.
Case B) |ξ · [σj , σl](t, x0)| ≥ 1mδ for some j, l = 1 . . . d, j 6= l. In this case we write
I1 ≤ P
(∫ δ
0
|ξTZt[σj , σl](t,Xt)|2dt ≤ ε
δ
)
From representation (4.9) with φ = [σj, σl] we find
Zt[σj , σl](t,Xt) = [σj, σl](0, x0) +Rt,
with
Rt =
∫ t
0
Zs
d∑
k=1
[σk, [σj , σl]](s,Xs)dW
k
s
+
∫ t
0
Zs
{
[b, [σj , σl]] +
1
2
d∑
k=1
[σk, [σk, [σj , σl]]] +
∂[σj , σl]
∂s
}
(s,Xs) ds.
(4.14)
From (a+ b)2 ≥ a2/2− b2 and |ξ · [σj , σl](0, x0)| ≥ 1mδ , for t¯ ≤ δ we have∫ t¯
0
|ξTZt[σj , σl](t,Xt)|2dt ≥ t¯|ξ
T [σj, σl](0, x0)|2
2
−
∫ t¯
0
|ξTRt|2dt ≥ t¯
2δ2m2
−
∫ t¯
0
|ξTRt|2dt.
(4.15)
We apply lemma 4.3 with
at¯ = 2m
2δ
∫ t¯
0
|ξTZs[σj, σl](s,Xs)|2ds and bt¯ = 2m2δ2
∫ t¯
0
|ξTRt|2dt
Indeed from (4.14) and |ξ| ≤ C/δ,
E|bt¯|q ≤ Ct¯2
and from (4.15) we have at¯ ≥ t¯−bt¯δ . So, we find I1 < εp, for δ ≤ 1, ε ≤ ε0.
We estimate now
I2 = P
 d∑
i=1
∫ δ
0
|ξTZsσi(s,Xs)|2ds ≤ εq,
d∑
i,j=1
∫ δ
0
|ξTZs[σi, σj ](s,Xs)|2ds > ε
δ
 .
By using again (4.9), we find
ξTZtσi(t,Xt) = σi(0, x0) +
d∑
j=1
∫ t
0
ξTZs[σj, σi](s,Xs)dW
j
s
+
∫ t
0
ξTZs
[b, σi] + 12
n∑
j=1
[σj , [σj , σi]] +
∂σi
∂s
 (s,Xs)ds.
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For t0 = δ and from the fact that |ξ| ≤ Cδ , we have
E[ sup
0≤s≤δ
|ξTZs[σj, σi](s,Xs)|p] ≤ C
δp
, C ∈ C, and
E
 sup
0≤s≤δ
|ξTZs
[b, σi] + 12
d∑
j=1
[σj , [σj , σi]]
 (s,Xs)|p
 ≤ C
δp
, C ∈ C.
Thus we can apply Lemma 4.4 and we get
P
 d∑
i=1
∫ δ
0
|ξTZsσi(s,Xs)|2ds ≤ εq and
d∑
i,j=1
∫ δ
0
|ξTZs[σi, σj ](s,Xs)|2ds > ε
δ
 ≤ εp
for any p > 1, δ ≤ 1 for ε ≤ ε0. We have now both the estimates of I1 and I2, so we have
sup|v|=1 P(〈γ¯F v, v〉 ≤ εq) ≤ εp for p > 1, δ ≤ 1 for ε ≤ ε0, and the statement holds.
4.3 Upper bound for the density of Xδ
Theorem 4.6. Let Assumption 2.1 and 2.2 hold. Let pXt denote the density of Xt, t > 0.
Then, for any p > 1, there exists a positive constant C ∈ C such that for every δ ≤ 1 and
for every y ∈ Rn
pXδ(y) ≤
1
δn−
dim〈σ(0,x0)〉
2
C
1 + |y − x0|pAδ(0,x0)
.
Again, dim〈σ(0, x0)〉 denotes the dimension of the vector space spanned by σ1(0, x0), . . . ,
σd(0, x0).
Proof. Set F = Tα(Xδ − x0). We apply estimate (D.7): there exist constants p and a de-
pending only on the dimension n, such that
pF (z) ≤ Cmax{1,E|λ∗(γF )|−p‖F‖2,p}P(|F − z| < 2)a.
We first show that ‖F‖2,p ≤ C ∈ C, as a consequence of Assumption 2.1. We prove just that
‖F‖p ≤ C for every p, for the Malliavin derivatives the proof is heavier but analogous. We
write
F = Tα
( d∑
j=1
∫ δ
0
σj(t,Xt) ◦ dW jt +
∫ δ
0
b(t,Xt)dt
)
= Tα
( d∑
j=1
σj(0, x0)W
j
δ +Bδ
)
,
where
Bδ =
d∑
j=1
∫ δ
0
(
σj(t,Xt)− σj(0, x0)
) ◦ dW jt + ∫ δ
0
b(t,Xt)dt.
Therefore
|F | ≤
d∑
j=1
|Tασj(0, x0)W jδ |+ |TαBδ|. (4.16)
(4.4) implies |Tασj(0, x0)W jδ | ≤ CW jδ /
√
δ, for j = 1, . . . , d. Moreover |TαBδ| ≤ |Bδ|Aδ ≤
C|Bδ|/δ. If assumption 2.1 holds we conclude that E|F |p ≤ C ∈ C.
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As in [2], Remark 2.4, it is easy to reduce the estimate of P(|F − z| < 2) to the tail estimate
of F , and then to use Markov inequality to relate the estimate of the tails to the moments
of F :
P(|F − z| < 2) ≤ P(|F | > |z|/2) ≤ C 1 ∨ E|F |
p
1 + |z|p , ∀z ∈ R
n (4.17)
Since, from Assumption 2.1, all the moments of F are bounded by constants in C, we have
that for any exponent p > 1 this term decays faster than |z|−p for |z| → ∞.
In Lemma 4.5 we have already proved that E|λ∗(γF )|−q ≤ C ∈ C, for δ ≤ 1. We conclude
that pF (z) ≤ C1+|z|p . The upper bound for the density of Xδ comes from the simple change
of variable y = x0 + αz. For a positive and bounded measurable function f : R
n → R, we
write
Ef(Xδ) = Ef(x0 + αF ) =
∫
f(x0 + αz)pF (z)dz
and we apply our density estimate, so that
Ef(Xδ) ≤
∫
Cf(x0 + αz)
1 + |z|p dz ≤
C
|detα|
∫
f(y)
1 + |x0 − y|pAδ(0,x0)
dy,
in which we have used (4.2). Concerning |detα|, we recall (3.43) and we obtain
pXδ(y) ≤
1
δn−
dim〈σ(0,x0)〉
2
C
1 + |x0 − y|pAδ(0,x0)
.
Remark 4.7. If Assumption 2.3 holds then the upper estimate in Theorem 4.6 is of ex-
ponential type: there exists a constant C ∈ C such that for every δ ≤ 1 and for every
y ∈ Rn
pXδ(y) ≤
C
δn−
dim〈σ(0,x0)〉
2
exp(− 1
C
|y − x0|Aδ(0,x0)).
The proof is identical to the previous one except for the last part. In fact, looking at (4.16),
in this case the boundedness of the coefficients allows one to apply the exponential mar-
tingale inequality, so instead of (4.17) we obtain the exponential bound P(|F | > |y|/2) ≤
C exp(−|y|/C). This actually gives the proof of (3) in Theorem 2.4.
Remark 4.8. In Theorem 3.7 the lower bound is centered at x0+ δb(x0) but for the upper
estimate in Theorem 4.6, one can choose to center at x0 or at x0 + δb(x0). In fact, in this
case we notice that
|δb(x0)|Aδ(0,x0) ≤
C ′
δ
|δb(x0)| ≤ C ′′,
so
C1
1 + |x0 − y|Aδ(0,x0)
≤ C2
1 + |x0 + δb(x0)− y|Aδ(0,x0)
≤ C3
1 + |x0 − y|Aδ(0,x0)
,
and the estimate of Theorem 4.6 can be equivalently written as
pXδ(y) ≤
1
δn−
dim〈σ(0,x0)〉
2
C
1 + |y − x0 − δb(x0)|pAδ(0,x0)
.
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Remark 4.9. Theorem 4.6 can be seen as an improvement of the upper bound in [11] in
the sense that it precisely identifies the exponent n − dim〈σ(0,x0)〉2 , which accounts of the
time-scale of the heat kernel when δ goes to zero. This is evident when we consider the
diagonal estimate y = x0, and the same consideration holds when y is close to x0. When
looking at the tails (y far from x0), it is not clear which of the two upper bounds is more
accurate, unless we further specify the model.
A Proof of Lemma 3.1
We prove the decomposition (3.7) in Lemma 3.1. We recall Zt in (3.2):
Zt =
d∑
i=1
aiW
i
t +
d∑
i,j=1
ai,j
∫ t
0
W is ◦ dW js
with ai = σi(0, x0), ai,j = ∂σiσj(0, x0). Setting sl =
l
d δ, l = 1, . . . , d, we have
Zδ =
d∑
l=1
Z(sl)− Z(sl−1) =
d∑
l=1
 d∑
i=1
ai∆
i
l +
d∑
i,j=1
ai,j
∫ sl
sl−1
W is ◦ dW js
 .
Recalling the quantities ∆jl and ∆
i,j
l in (3.4), we write∫ sl
sl−1
W is ◦ dW js =W isl−1∆
j
l +∆
i,j
l = (
l−1∑
p=1
∆ip)∆
j
l +∆
i,j
l .
Then
Zδ =
d∑
l=1
d∑
i=1
ai∆
i
l +
d∑
l=1
d∑
i,j=1
ai,j(
l−1∑
p=1
∆ip)∆
j
l +
d∑
l=1
d∑
i,j=1
ai,j∆
i,j
l =: S1 + S2 + S3.
Notice first that
S1 =
d∑
l=1
al∆
l
l +
d∑
l=1
∑
i 6=l
ai∆
i
l.
We treat now S3. We will use the identities
∣∣∆il∣∣2 = 2∆i,il and ∆il∆jl = ∆i,jl +∆j,il .
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Then
S3 =
d∑
l=1
d∑
i=1
ai,i∆
i,i
l +
d∑
l=1
∑
i 6=j
ai,j∆
i,j
l
=
d∑
l=1
d∑
i=1
ai,i∆
i,i
l +
d∑
l=1
∑
i 6=l
ai,l∆
i,l
l +
d∑
l=1
∑
j 6=l
al,j∆
l,j
l +
d∑
l=1
∑
i 6=j,i 6=lj 6=l
ai,j∆
i,j
l
=
1
2
d∑
l=1
d∑
i=1
ai,i
∣∣∆il∣∣2 + d∑
l=1
∑
i 6=l
ai,l∆
i,l
l
+
d∑
l=1
∑
j 6=l
al,j
(
∆jl∆
l
l −∆j,ll
)
+
d∑
l=1
∑
i 6=j,i 6=l,j 6=l
ai,j∆
i,j
l
=
1
2
d∑
i=1
ai,i
∣∣∆ii∣∣2 + 12
d∑
l=1
d∑
i 6=l
ai,i
∣∣∆il∣∣2 + d∑
l=1
∑
i 6=l
(ai,l − al,i)∆i,ll
+
d∑
l=1
∑
j 6=l
al,j∆
j
l
∆ll + d∑
l=1
∑
i 6=j,i 6=l, 6=j 6=
ai,j∆
i,j
l .
We treat now S2. We want to emphasize the terms containing ∆
i
i. We have
S2 =
d∑
l>p
d∑
i,j=1
ai,j∆
i
p∆
j
l = S
′
2 + S
′′
2 + S
′′′
2 + S
iv
2
with
S′2 =
d∑
l>p
ap,l∆
p
p∆
l
l, S
′′
2 =
d∑
l>p
∑
j 6=l
ap,j∆
p
p∆
j
l
S′′′2 =
d∑
l>p
d∑
i 6=p
ai,l∆
i
p∆
l
l, S
iv
2 =
d∑
l>p
∑
i 6=p,j 6=l
ai,j∆
i
p∆
j
l .
We have
S′′2 =
d∑
p=1
∆pp
 d∑
l=p+1
∑
j 6=l
ap,j∆
j
l

and
S′′′2 =
d∑
l=1
∆ll
 l−1∑
p=1
∑
i 6=p
ai,l∆
i
p
 = d∑
p=1
∆pp
p−1∑
l=1
∑
j 6=l
aj,p∆
j
l

so that
S′′2 + S
′′′
2 =
d∑
p=1
∆pp
 d∑
l=p+1
∑
j 6=l
ap,j∆
j
l +
p−1∑
l=1
∑
j 6=l
aj,p∆
j
l
 .
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Finally
Zδ =
d∑
l=1
al∆
l
l +
d∑
l=1
∑
i 6=l
ai∆
i
l
+
d∑
l>p
ap,l∆
p
p∆
l
l +
d∑
p=1
∆pp
 d∑
l>p
∑
j 6=l
ap,j∆
j
l +
d∑
p>l
∑
j 6=l
aj,p∆
j
l

+
d∑
l>p
∑
i 6=p,j 6=l
ai,j∆
i
p∆
j
l +
1
2
d∑
i=1
ai,i
∣∣∆ii∣∣2 + 12
d∑
l=1
∑
i 6=l
ai,i
∣∣∆il∣∣2
+
d∑
l=1
∑
i 6=l
(ai,l − al,i)∆i,ll +
d∑
l=1
∑
j 6=l
al,j∆
j
l
∆ll + d∑
l=1
∑
i 6=j,i 6=l,j 6=l
ai,j∆
i,j
l .
We want to compute the coefficient of ∆pp : this term appears in
∑d
p=1∆
p
p(ap + εp), with
εp =
d∑
l>p
∑
j 6=l
ap,j∆
j
l +
d∑
p>l
∑
j 6=l
aj,p∆
j
l +
∑
j 6=p
ap,j∆
j
p.
We consider now ∆i,pp . It appears in
d∑
p=1
∑
i 6=p
(ai,p − ap,i)∆i,pp
The vector ai,p−ap,i corresponds to the bracket [σi, σp](0, x). Notice that for l = l(i, p) when
i 6= p, then [σi, σp](0, x) = Al(0, x), Al(0, x) being the lth column of A(0, x). The other terms
are
d∑
l=1
∑
i 6=l
ai∆
i
l +
d∑
l>p
∑
i 6=p,j 6=l
ai,j∆
i
p∆
j
l +
1
2
d∑
i=1
ai,i
∣∣∆ii∣∣2 + 12
d∑
l=1
∑
i 6=l
ai,i
∣∣∆il∣∣2
+
d∑
l=1
∑
i 6=j,i 6=l,j 6=l
ai,j∆
i,j
l +
d∑
l=p+1
ap,l∆
p
p∆
l
l.
We put everything together and (3.7) is proved.
B Support property
The aim of this section is the proof of the inequality in (B.5), which has been strongly used
in Lemma 3.3.
Let B = (B1, ..., Bd−1) be a standard Brownian motion. We consider the analogous of the
covariance matrix Qi(B) considered in Section 3.1: we define a symmetric square matrix of
dimension d× d by
Qd,d = 1, Qd,j = Qj,d =
∫ 1
0 B
j
sds, j = 1, ..., d − 1,
Qj,p = Qp,j =
∫ 1
0 B
j
sB
p
sds, j, p = 1, ..., d − 1
(B.1)
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and we denote by λ∗(Q) (respectively by λ∗(Q)) the lowest (respectively largest) eigenvalue
of Q.
For a measurable function g : [0, 1]→ Rd−1 we denote
αg(ξ) = ξd +
∫ 1
0
〈gs, ξ∗〉 ds, βg(ξ) =
∫ 1
0
〈gs, ξ∗〉2 ds−
(∫ 1
0
〈gs, ξ∗〉 ds
)2
with
ξ = (ξ1, ..., ξd) ∈ Rd and ξ∗ = (ξ1, ..., ξd−1).
We need the following two preliminary lemmas.
Lemma B.1. With g(s) = Bs, s ∈ [0, 1] we have
〈Qξ, ξ〉 = α2B(ξ) + βB(ξ).
As a consequence, one has
λ∗(Q) = inf|ξ|=1
(α2B(ξ) + βB(ξ)) and λ
∗(Q) ≤ sup
|ξ|=1
(α2B(ξ) + βB(ξ)) ≤
(
1 + sup
t≤1
|Bt|
)2
.
Taking ξ∗ = 0 and ξd = 1 we obtain 〈Qξ, ξ〉 = 1 so that λ∗(Q) ≤ 1 ≤ λ∗(Q).
Proof. By direct computation
〈Qξ, ξ〉 = ξ2d + 2ξd
∫ 1
0
〈Bs, ξ∗〉 ds+
(∫ 1
0
〈Bs, ξ∗〉 ds)
)2
+
∫ 1
0
〈Bs, ξ∗〉2 ds−
(∫ 1
0
〈Bs, ξ∗〉 ds
)2
=
(
ξd +
∫ 1
0
〈Bs, ξ∗〉 ds
)2
+
∫ 1
0
〈Bs, ξ∗〉2 ds−
(∫ 1
0
〈Bs, ξ∗〉 ds
)2
.
The remaining statements follow straightforwardly.
Proposition B.2. For each p ≥ 1 one has
E(|detQ|−p) ≤ Cp,d <∞ (B.2)
where Cp,d is a constant depending on p, d only.
Proof. By Lemma 7-29, pg 92 in [6], for every p ∈ (0,∞) one has
1
|detQ|p ≤
1
Γ(p)
∫
Rd
|ξ|d(2p−1) e−〈Qξ,ξ〉dξ.
Let θ(ξ∗) :=
∫ 1
0 〈Bs, ξ∗〉 ds. Using the previous lemma∫
Rd
|ξ|d(2p−1) e−〈Qξ,ξ〉dξ =
∫
Rd
(ξ2d + |ξ∗|2)d(2p−1)/2e−(ξd+θ(ξ∗))
2−βB(ξ∗)dξ
≤ C
∫
Rd−1
((1 + θ2(ξ∗))d(2p−1)/2 + |ξ∗|d(2p−1))e−βB(ξ∗)dξ∗
≤ C
∫
Rd−1
sup
t≤1
1 ∨ |Bt|d(2p−1) (1 + |ξ∗|d(2p−1)+1)e−βB(ξ∗)dξ∗.
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We integrate and we use Schwartz inequality in order to obtain
E
( 1
|detQ|p
)
≤ C + C
∫
{|ξ∗|≥1}
(E((1 + |ξ∗|d(2p−1)+1)2e−2βB(ξ∗)))1/2dξ∗.
For each fixed ξ∗ the process bξ∗(t) := |ξ∗|−1 〈Bt, ξ∗〉 is a standard Brownian motion and
βB(ξ∗) = |ξ∗|2
∫ 1
0 (bξ∗(t) −
∫ 1
0 bξ∗(s)ds)
2dt =: |ξ∗|2 Vξ∗ where Vξ∗ is the variance of bξ∗ with
respect to the time. Then it is proved in [9] (see (1.f), p. 183) that
E(e−2βB(ξ∗)) = E(e−2|ξ∗|
2Vξ∗ ) =
2 |ξ∗|2
sinh 2 |ξ∗|2
.
We insert this in the previous inequality and we obtain E(|detQ|−p) <∞.
We are now able to give the main result in this section. We define
q(B) =
d−1∑
i=1
∣∣Bi1∣∣+∑
j 6=p
∣∣∣∣∫ 1
0
BjsdB
p
s
∣∣∣∣ (B.3)
and for ε, ρ > 0 we denote
Υρ,ε(B) = {detQ ≥ ερ, sup
t≤1
|Bt| ≤ ε−ρ, q(B) ≤ ε}. (B.4)
Proposition B.3. There exist some universal constants cρ,d, ερ,d ∈ (0, 1) (depending on ρ
and d only) such that for every ε ∈ (0, ερ,d) one has
P(Υρ,ε(B)) ≥ cρ,d × ε
1
2
d(d+1). (B.5)
Proof. Using the previous proposition and Chebyshev’s inequality we get
P(detQ < ερ) ≤ εpρE |detQ|−p ≤ Cp,dεpρ and P(sup
t≤1
|Bt| > ε−ρ) ≤ exp(− 1
Cε2ρ
).
Let q′(B) =
∑d−1
i=1
∣∣Bi1∣∣+∑j<p ∣∣∣∫ 10 BjsdBps ∣∣∣ . Since ∣∣∣∫ 10 BjsdBps ∣∣∣ ≤ ∣∣∣Bj1∣∣∣ |Bp1 |+ ∣∣∣∫ 10 BpsdBjs ∣∣∣ we
have q(B) ≤ 2q′(B) + q′(B)2 so that {q′(B) ≤ 13ε} ⊂ {q(B) ≤ ε}. We will now use the
following fact: consider the diffusion process X = (Xi,Xj,p, i = 1, ..., d, 1 ≤ j < p ≤ d)
solution of the equation dXit = dB
i
t , dX
j,p
t = X
j
t dB
p
t . The strong Ho¨rmander condition
holds for this process and the support of the law of X1 is the whole space. So the law of
X1 is absolutely continuous with respect to the Lebesgue measure and has a continuous and
strictly positive density p. This result is well known (see for example [12] or [1]). We denote
cd := inf |x|≤1 p(x) > 0 and this is a constant which depends on d only. Then, by observing
that q′(B) ≤ √m |X1|, where m = 12d(d+ 1) is the dimension of the diffusion X, we get
P(q(B) ≤ ε) ≥ P
(
q′(B) ≤ ε
3
)
≥ P
(
|X1| ≤ ε
3
√
m
)
≥ ε
m
(3
√
m)m
× c¯d,
with c¯d > 0. So finally we obtain
P(Υρ,ε(B)) ≥ c¯dε
1
2
d(d+1) − Cp,dεpρ − exp(− 1
Cε2ρ
).
Choosing p > 12ρd(d+ 1) and ε small we obtain our inequality.
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C Density estimates via local inversion
In this section we see how to use the inverse function theorem to transfer a known estimate
for a Gaussian random variable to its image via a certain function η. For a standard version
of the inverse function theorem see [16].
We consider Φ(θ) = θ + η(θ), for a three times differentiable function η : Rm → Rm. Define
c2(η) = max
i,j=1,..,m
sup
|x|≤1
|∂2ijη(x)|, c3(η) = max
i,j,k=1,..,m
sup
|x|≤1
|∂3ijkη(x)|, (C.1)
and
hη =
1
16m2(c2(η) +
√
c3(η))
(C.2)
Lemma C.1. Take hη as above. If the function η is such that
η ∈ C3(Rm,Rm), η(0) = 0, ∇η(0) ≤ 1
2
,
then there exists a neighborhood of 0, that we denote with Vhη ⊂ B(0, 2hη), such that Φ :
Vhη → B
(
0, 12hη
)
is a diffeomorphism. In particular, if we denote with Φ−1 the local inverse
of Φ, we have
Φ−1 : B
(
0,
1
2
hη
)
→ B (0, 2hη) ,
and we have this quantitative estimate:
∀y ∈ B
(
0,
1
2
hη
)
,
1
4
|Φ−1(y)| ≤ |y| ≤ 4|Φ−1(y)|. (C.3)
Remark C.2. Here we write Φ−1 for the inverse of the restriction of Φ to Vhη , what is
called a local inverse.
Proof. We have
∇Φ(0) = Id +∇η(0).
So
|∇Φ(0)x|2 ≥ 1
2
|x|2 − |∇η(0)x|2 ≥ 1
2
|x|2 − 1
4
|x|2 = 1
4
|x|2.
and
|∇Φ(0)x|2 ≤ 2|x|2 + 2|∇η(0)x|2 ≤ 2|x|2 + 1
2
|x|2 ≤ 5
2
|x|2.
Therefore
1
2
|x| ≤ |∇Φ(0)x| ≤
√
3|x|
This implies Φ(0) is invertible locally around 0, and the local inverse differentiable, using the
classical inverse function theorem. We now look now at the image of the inverse, and at the
estimates (C.3). We develop η around 0, writing ∇2η(x)[u, v] to denote ∇2η(x) computed
in u and v.
η(θ) = ∇η(0)θ +
∫ 1
0
(1− t)∇2η(tθ)[θ, θ]dt.
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Fix y ∈ Rm. Suppose Φ(θ) = y. Then
θ = (∇Φ(0))−1∇Φ(0)θ
= (∇Φ(0))−1(θ +∇η(0)θ)
= (∇Φ(0))−1
(
θ + η(θ)−
∫ 1
0
(1 − t)∇2η(tθ)[θ, θ]dt
)
= (∇Φ(0))−1
(
y −
∫ 1
0
(1− t)∇2η(tθ)[θ, θ]dt
)
.
We define
Uy(θ) =
(
y −
∫ 1
0
(1− t)∇2η(tθ)[θ, θ]dt
)
,
so that θ can be seen as a fixed point for Uy. Recall that |12x| ≤ |∇Φ(0)x|.
|Uy(θ1)− Uy(θ2)| =
∣∣∣∣(∇Φ(0))−1(∫ 1
0
(1− t)(∇2η(tθ2)[θ2, θ2]−∇2η(tθ1)[θ1, θ1])dt
)∣∣∣∣
≤ 2
∣∣∣∣∫ 1
0
(1− t)(∇2η(tθ2)[θ2, θ2]−∇2η(tθ1)[θ1, θ1])dt
∣∣∣∣
≤ 2
∫ 1
0
(1− t)(|∇2η(tθ1)[θ1, θ1 − θ2]|+ |∇2η(tθ1)[θ1 − θ2, θ2]|
+ |∇2η(tθ1)[θ2, θ2]−∇2η(tθ2)[θ2, θ2]|)dt.
Now, form (C.2), for θ1, θ2 ∈ B(0, hη)
|∇2η(tθ1)[θ1, θ1 − θ2]| ≤ m2c2(η)hη |θ1 − θ2| ≤ 1
16
|θ1 − θ2|,
and
|∇2η(tθ1)[θ2, θ2]−∇2η(tθ2)[θ2, θ2]| ≤ m3c3(η)|θ1 − θ2|h2η ≤
1
256
|θ1 − θ2|,
and therefore
|Uy(θ1)− Uy(θ2)| ≤ 1
4
|θ1 − θ2|. (C.4)
For y ∈ B(0, 12hη) and θ ∈ B(0, 2hη) this implies
|Uy(θ)| ≤ |Uy(θ)− Uy(0)| + |Uy(0)| ≤ 1
4
|θ|+ 2y ≤ 2hη
Define now the sequence
θ0 = 0, θk+1 = Uy(θk).
We know that θk ∈ B(0, 2hη) for any k ∈ N, and therefore inequality (C.4) implies
|Uy(θk)− Uy(θk+1)| ≤ 1
4
|θk − θk+1|.
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The Banach fixed-point theorem tells us that θk converges to the unique solution of θ =
Uy(θ), which is θ = Φ
−1(y), and θ ∈ B(0, 2hη). So it is possible to define the local inverse
Φ−1 on B
(
0, 12hη
)
, and
Vhη := Φ
−1B
(
0,
1
2
hη
)
⊂ B(0, 2hη).
Now, for y ∈ B(0, 12hη), let θ = Φ−1(y) and the following inequalities hold
|θ| = |Uy(θ)| ≤ 1
2
θ + 2|y| ⇒|θ| ≤ 4|y|
|θ| = Uy(θ) ≥ |Uy(0)| − |Uy(θ)− Uy(0)| ≥ 1
2
|y| − 1
2
|θ| ⇒|θ| ≥ 1
4
|y|.
Let now Θ be am-dimensional centered Gaussian variable with covariance matrix Q. Denote
by λ and λ the lowest and the largest eigenvalues of Q. Keeping in mind the setting of the
last subsection, we also introduce the notation
c∗(η, h) = sup
|x|≤2h
max
i,j
|∂iηj(x)| (C.5)
for h > 0. Recall we are supposing η ∈ C3(Rm,Rm) and η(0) = 0.
Take r > 0 such that
c∗(η, 16r) ≤ 1
2m
√
λ
λ
, r ≤ hη = 1
16m2(c2(η) +
√
c3(η))
. (C.6)
We take a localizing function as in (D.3):
U =
m∏
i=1
ψr(Θi). (C.7)
Lemma C.3. Let Q be non degenerate. Let r such that (C.6) holds and set U as in (C.7).
Then the density pG,U of
G := Φ(Θ) = Θ + η(Θ)
under PU has the following bounds on B(0, r):
1
C detQ1/2
exp
(
−C
λ
|z|2
)
≤ pG,U(z) ≤ C
detQ1/2
exp
(
− 1
Cλ
|z|2
)
(C.8)
Proof. For a general nonnegative, measurable function f : Rm → R with support included
in B(0, 4r), we compute E(f(G)1{Θ∈Φ−1B(0,4r)}). Here Φ−1 is the local diffeomorphism of
the inverse function theorem. After the multiplication with the characteristic function, on
the support of the random variable that we are averaging, Φ is a diffeomorphism and the
first equality holds. The second follows from the change of variable suggested by Lemma C.1
for G = Φ(Θ)
E
(
f(G)1{Θ∈Φ−1B(0,4r)}
)
=
=
∫
Φ−1(B(0,4r))
f(Φ(θ))
1
(2pi)m/2 detQ1/2
exp
(
−1
2
〈Q−1θ, θ〉
)
dθ
=
∫
B(0,4r)
f(z)p¯G(z)dz,
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where for z ∈ B(0, 4r)
p¯G(z) =
1
(2pi)m/2 detQ1/2|det∇Φ(Φ−1(z))| exp
(
−1
2
〈Q−1Φ−1(z),Φ−1(z)〉
)
.
Again from Lemma C.1, since 4r ≤ hη2 , we have z ∈ B(0, 4r) ⇒ θ ∈ B(0, 16r). Using
c∗(η, 16r) ≤ 12m
√
λ
λ
,
1
2
|x|2 ≤ (1−mc∗(η, hη))|x|2 ≤ |〈∇Φ(θ)x, x〉| ≤ (1 +mc∗(η, hη))|x|2 ≤ 2|x|2.
Therefore if z ∈ B(0, 4r)
2−m ≤ |detΦ(Φ−1(z))| ≤ 2m.
Moreover, using Lemma C.1
〈Q−1Φ−1(z),Φ−1(z)〉 ≤ 1
λ
|Φ−1(z)|2 ≤ 16
λ
|z|2,
〈Q−1Φ−1(z),Φ−1(z)〉 ≥ 1
λ
|Φ−1(z)|2 ≥ 1
16λ
|z|2.
Therefore
1
(8pi)m/2 detQ1/2
exp
(
− 8
λ
|z|2
)
≤ p¯G(z) ≤ 2
m/2
pim/2 detQ1/2
exp
(
− 1
32λ
|z|2
)
.
Now we define, as in (D.3) the localization variables
U1 =
m∏
i=1
ψ16r(Θi), U2 =
m∏
i=1
ψr(Θi).
Notice that
U2 ≤ 1{Θ∈Φ−1B(0,4r)} ≤ U1,
so that we have
E (f(G)U2) ≤ E
(
f(G)1{Θ∈Φ−1B(0,4r)}
) ≤ E (f(G)U1) .
The following bounds for the local densities follow:
pG,U1(z) ≥
1
(8pi)m/2 detQ1/2
exp
(
− 8
λ
|z|2
)
,
pG,U2(z) ≤
2m/2
pim/2 detQ1/2
exp
(
− 1
32λ
|z|2
)
.
U1 ≥ U = U2, so for the localization via U both bounds hold.
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D Estimates of the distance between localized densities
D.1 Elements of Malliavin calculus
We recall some basic notions in Malliavin calculus. Our main reference is [14]. We consider a
probability space (Ω,F ,P) and a Brownian motion W = (W 1t , ...,W dt )t≥0 and the filtration
(Ft)t≥0 generated by W . For fixed T > 0, we denote by H the Hilbert space L2([0, T ],Rd).
For h ∈ H we introduce this notation for the Itoˆ integral of h: W (h) =∑dj=1 ∫ T0 hj(s)dW js .
We denote by C∞p (Rn) the set of all infinitely continuously differentiable functions f : Rn →
R such that f and all of its partial derivatives have polynomial growth. We also denote by
S the class of simple random variables of the form
F = f(W (h1), ...,W (hn)),
for some f ∈ C∞p (Rn), h1, ..., hn in H, n ≥ 1. The Malliavin derivative of F ∈ S is the H
valued random variable given by
DF = (DF 1, . . . ,DF d)T =
n∑
i=1
∂f
∂xi
(W (h1), ...,W (hn))hi. (D.1)
We introduce the Sobolev norm of F :
‖F‖1,p = [E|F |p + E|DF |p]
1
p
where
|DF | =
(∫ T
0
|DsF |2ds
) 1
2
.
It is possible to prove that D is a closable operator and take the extension of D in the
standard way. We can now define in the obvious way DF for any F in the closure of S with
respect to this norm. Therefore, the domain of D will be the closure of S.
The higher order derivative of F is obtained by iteration. For any k ∈ N, for a multi-index
α = (α1, ..., αk) ∈ {1, ..., d}k and (s1, ..., sk) ∈ [0, T ]k, we can define
Dαs1,...,skF := D
α1
s1 ...D
αk
sk
F.
We denote by |α| = k the length of the multi-index. Remark that Dαs1,...,skF , is a random
variable with values in H⊗k, and so we define its Sobolev norm as
‖F‖k,p = [E|F |p +
k∑
j=1
E|D(j)F |p] 1p
where
|D(j)F | =
∑
|α|=j
∫
[0,T ]j
|Dαs1,...,sjF |2ds1...dsj
1/2 .
The extension to the closure of S with respect to this norm is analogous to the first order
derivative. Notice that with this notation |DF | = |D(1)F |. Also notice that D(j) means
”derivative of order j” and Dj means ”derivative with respect to W j”.
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We denote by Dk,p the space of the random variables which are k times differentiable in the
Malliavin sense in Lp, and Dk,∞ =
⋂∞
p=1D
k,p. As usual, we also denote by L the Ornstein-
Uhlenbeck operator, i.e. L = −δ ◦D, where δ is the adjoint operator of D.
We consider random vector F = (F1, ..., Fn) in the domain of D. We define its Malliavin
covariance matrix as follows:
γi,jF = 〈DFi,DFj〉H =
d∑
k=1
∫ T
0
DksFi ×DksFjds.
D.2 Localization and density estimates
The following notion of localization is introduced in [1]. Consider a random variable U ∈ [0, 1]
and denote
dPU = UdP.
PU is a non-negative measure (not a probability measure, in general). We also set EU the
expectation (integral) w.r.t. PU , and denote
‖F‖pp,U = EU (|F |p) = E(|F |pU)
‖F‖pk,p,U = ‖F‖pp,U +
k∑
j=1
EU(|D(j)F |p).
We assume that U ∈ D1,∞ and for every p ≥ 1
mU(p) := 1 + EU |D lnU |p <∞. (D.2)
The specific localizing function we will use is the following. Consider the function depending
on a parameter a > 0:
ψa(x) = 1|x|≤a + exp
(
1− a
2
a2 − (x− a)2
)
1a<|x|<2a.
For Θi ∈ D2,∞ and ai > 0, i = 1 . . . , n we define the localization variable:
U =
n∏
i=1
ψai(Θi) (D.3)
For this choice of U we have that for any p, k ∈ N0
mU (p) ≤ C
‖Θ‖p1,p
|a| (D.4)
The proof of (D.4) follows from standard computations and inequality
sup
x
|(lnψa)(x)|pψa(x) ≤ C
ap
(D.5)
In the following proposition we state the general lower and upper bound that we use in our
density estimate. These results come from [1] and [2].
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Proposition D.1. Let F ∈ (D2,∞)d.
(1) Suppose that for every p ∈ N : EU |λ∗(γF )|−p < ∞, U ∈ D1,∞ and mU (p) < ∞. Let
G ∈ (D2,∞)d such that for every p ∈ N
EU |λ∗(γG)|−p <∞.
Then for every p > d
pF,U(y)
≥ pG,U(y)− CmU(p)bmax
{
1, (EU |λ∗(γG)|−p)b(‖F‖2,p,U + ‖G‖2,p,U )
}‖F −G‖2,p,U
(D.6)
where C, b are constants depending only on d, p and mU (p) is given by (D.2).
(2) Assume E|λ∗(γF )|−p < ∞, ∀p. Then ∃C, p, b constants depending only on the dimen-
sion d such that
|pF (y)| ≤ Cmax{1,E|λ∗(γF )|−p‖F‖2,p}P(|F − y| < 2)b (D.7)
Proof. (1) The lower bound (D.6) for pF,U is a version of Proposition 2.5. in [1] with the
lowest eigenvalue instead of the determinant.
(2) The upper bound (D.7) for pF is a version of Theorem 2.14, point A., in [2]. We
take therein q = 0, so there is no derivative, and Θ = 1, that means that we are not
localizing.
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