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6Zusammenfassung
Diese Arbeit ist eine Erweiterung der Finite-Element-Ausgleichsformulierungsmethode
fu¨r lineare parabolische Anfangs-Randwertprobleme aus den Arbeiten [33, 34] auf semi-
lineare parabolische Probleme. Die Grundidee dieser Methode ist die Minimierung eines
Least-Squares-Funktionals (LSF) fu¨r ein System erster Ordnung in diskreten Ra¨umen.
Es sind also Ausgleichsprobleme, die mit Finite-Element-Methoden gelo¨st werden. In
dieser Dissertation werden wir ein Einschrittverfahren zur Zeit-Diskretisierung von se-
milinearen parabolischen Problemen herleiten und analysieren. Einer der wichtigsten
Vorteile dieses Ansatzes ist, daß das LSF als ein a-posteriori Fehlerscha¨tzer benutzt
werden kann. Wir werden dann in dieser Arbeit (bzgl. der Zeitvariablen) stu¨ckwei-
se lineare (nicht notwendig stetige) Funktionen fu¨r die Approximation des Flusses mit
(bzgl. der Zeitvariablen) stu¨ckweise linearen stetigen Funktionen fu¨r die Approximation
der skalaren Unbekannte kombinieren.
Stichworte: a-posteriori Fehlerscha¨tzer, adaptive Zeitschritt-Kontrolle, semilineare pa-
rabolische Probleme
Abstract
This thesis generalizes the least-squares Galerkin methods for linear parabolic initial-
boundary value problems of the papers [33, 34] to semilinear parabolic problems. These
methods are based on the minimization of a least-squares functional for an equivalent
first-order system over space and time with respect to suitable discrete spaces. This the-
sis will present the derivation and analysis of one-step methods for semi-discretization
in time from least-squares principles for semilinear parabolic problems. One of the most
important features of the least-squares methodology is the built-in a posteriori estima-
te for the approximation error. For the presentation here, we focus our attention on
the specific combination of piecewise linear, not necessarily continuous, functions with
continuous piecewise linears for the flux and scalar variable, respectively.
Keywords: a posteriori error estimators, adaptive timestep control, semilinear para-
bolic problems
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Kapitel 0
Einleitung
Viele Vorga¨nge in der Natur werden mittels Differentialgleichungen modelliert. Da-
rum sind viele Modelle im Bereich der Biologie, Chemie, Mechanik, Medizin und
Physik durch parabolische Gleichungen beschrieben. Einige dieser Modelle werden
durch lineare Differentialgleichungen repra¨sentiert. Die meisten der Modelle werden
jedoch mittels Gleichungen nichtlinearer Natur beschrieben. In der Mathematik ist das
Interesse an der Analyse der Eigenschaften dieser Modelle stark gestiegen, die Exi-
stenz, Eindeutigkeit und Regularita¨t ihrer Lo¨sung beinhaltet (vgl. z.B. [3, 4, 45, 50]).
Auch wenn die Theorie der Differentialgleichungen eine eindeutige Lo¨sung eines Modells
garantiert, so la¨ßt sich diese im Allgemeinen nicht geschlossen angeben. In der nume-
rischen Mathematik entwickelt man deshalb Algorithmen, welche die Lo¨sungen solcher
Differentialgleichungen approximieren. Das Hauptproblem dabei ist, daß sehr wenig
u¨ber die exakte Lo¨sung bekannt ist. Dabei ist Adaptivita¨t wegen der Beschra¨nktheit
der Computer-Ressourcen sehr gefragt. Um adaptive Algorithmen entwickeln zu ko¨nnen
und um die Genauigkeit zu erho¨hen, beno¨tigt man a-posteriori Fehlerscha¨tzer, welche
die Qualita¨t berechneter numerischer Approximationen beurteilen.
Es erweist sich als notwendig bei der Behandlung parabolischer Differentialgleichungen,
sowohl in der Theorie, als auch in der Praxis, die Zeitkomponente unterschiedlich von
der Ortskomponente zu behandeln. In der numerischen Analysis der parabolischen
Differentialgleichungen unterscheidet man zwischen zwei verschiedenen Methoden zur
Approximation der Lo¨sung:
• Einerseits hat man die Mo¨glichkeit zuerst im Ort zu diskretisieren. Damit erha¨lt
man ein System von gewo¨hnlichen Differentialgleichungen, das sehr effizient gelo¨st
werden kann. Diese Vorgehensweise ist als Linienmethode bekannt (vgl. z.B. [46]).
• Andererseits kann man zuerst bzgl. der Zeit diskretisieren. Man wa¨hlt ein Gitter
bestehend aus endlich vielen Zeitpunkten ∆ = {0, t1, . . . , tM} ⊂ [0, T ]. An jedem
Zeitpunkt ist ausgehend von den Approximationen der letzten Zeitschritte eine
bestimmte elliptische Differentialgleichung zu lo¨sen. Dieses Verfahren ist als Rothe-
Methode bekannt.
In dieser Arbeit betrachten wir nur die zweite Methode, die sich fu¨r unsere Zwecke als
praktisch erwiesen hat (vgl. [32]). Die Rothe-Methode hat unter anderem die folgende
Eigenschaft: Man formuliert die parabolische Differentialgleichung als ein abstraktes
Cauchy-Problem in einem Hilbertraum H, also etwa
∂tp+ F (t, p) = 0, p(0) = P0, 0 < t ≤ T, (1)
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wobei p(t) ∈ H, fu¨r 0 ≤ t ≤ T . Die Gleichung (1) hat formal die Form einer gewo¨hn-
lichen Differentialgleichung. Es stellt sich tatsa¨chlich heraus, daß sich viele Ergebnisse
aus dem Bereich der Systeme gewo¨hnlicher Differentialgleichungen auch auf (1) verall-
gemeinern lassen. Der Grund dafu¨r ist, daß diese Ergebnisse aus der Vollsta¨ndigkeit
von IRn folgen. Diese sehr praktische Vorgehensweise wird in vielen Werken benutzt
(vgl. fu¨r den linearen Fall z.B. [9, 10] und fu¨r den nichtlinearen Fall [37]). Es stellt
sich heraus, daß es wenig Sinn macht, alle Zeitpunkte am Anfang festzulegen, weil
man a priori nicht weiß, wie groß diese sinnvoll gewa¨hlt werden sollten. Damit man
einerseits nicht unno¨tigen Aufwand betreiben muß und andererseits mo¨glichst gute
Approximationen berechnen kann, ist der Einsatz von a-posteriori Fehlerscha¨tzern in
der Zeit unentbehrlich. Die Effizienz eines Fehlerscha¨tzers soll den betriebenen Aufwand
optimieren, wa¨hrend seine Zuverla¨ssigkeit die Berechnung einer akzeptablen Approxi-
mation der Lo¨sung garantiert (vgl. [9, 31]). Mit Hilfe eines a-posteriori Fehlerscha¨tzers
ist es also mo¨glich, optimale Zeitschrittweiten zur Approximation von parabolischen
Differentialgleichungen zu wa¨hlen. Auf der anderen Seite ist es klar, daß die optima-
len Zeitschrittweiten wertlos sind, solange wir keinen Algorithmus haben, der in jedem
Zeitschritt mo¨glichst gut die anstehende elliptische Differentialgleichung lo¨st. Bei der
Entwicklung dieses Algorithmus kann die numerische Methode praktisch vergessen, wo-
her das elliptische Problem kommt, und in jedem Zeitschritt nur die zugrundeliegen-
de elliptische Differentialgleichung numerisch lo¨sen. In diesem Zusammenhang hat die
Finite-Elemente-Methode (FEM) in ju¨ngster Zeit sehr viel an Popularita¨t gewonnen
(vgl. [11, 12]).
Die FEM basiert auf der Idee, abstrakte (unendlichdimensionale) Ra¨ume durch
(endlichdimensionale) FE-Ra¨ume zu ersetzen, um eine numerische Approximation der
Lo¨sung der elliptischen Differentialgleichung zu berechnen.
Bei der FEM ist Adaptivita¨t in einfacher Weise zu erreichen: Es genu¨gt na¨mlich einen
a-posteriori Fehlerscha¨tzer im Ort zu konstruieren, der auf einzelnen Elementen der
Zerlegung auswertbar ist. Hiermit kann man entscheiden, wie man eine Triangulierung
verfeinern soll, um eine bessere Approximation der elliptischen Differentialgleichungen
in jedem Zeitschritt zu bekommen (fu¨r Standard-Elemente vgl. [48]). Wir verdeutlichen
dies anhand der linearen elliptischen Differentialgleichung:
p−∆p+ f = 0, (2)
Dies ist eine typische lineare elliptische Differentialgleichung, die (in etwa) in jedem
Zeitschritt einer linearen Wa¨rmeleitungsgleichung (vgl. Kapitel 2) gelo¨st werden muß.
Ist man dabei nur an einer Approximation von p interessiert, so geht man wie in [9,
18] vor und damit la¨ßt sich p sehr effizient approximieren. Es sind fu¨r diese Art von
Problemen sehr viele Arbeiten erschienen, die sogar in einigen nichtlinearen Fa¨llen sehr
effiziente Fehlerscha¨tzer in der Zeit und im Ort anbieten (vgl. z.B. [18, 19, 20, 21, 22]).
Fu¨r viele Modellierungen hat jedoch die vektorwertige Funktion u = −∇p eine physika-
lische Interpretation und ihre Approximation ist genauso wichtig wie die Approximation
an p. In der Wa¨rmeleitungsgleichung bezeichnet u den Wa¨rmefluß.
Das Ziel dieser Arbeit ist die Entwicklung einer adaptiven Methode zur Approximation
der parabolischen Differentialgleichung - bekannt als Richardsgleichung - aus dem Ge-
biet der Bodenmechanik
∂tθ(p)− div (K(θ(p))∇p) = 0, p(0) = P0. (3)
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Ferner ist u = −K(θ(p))∇p zu approximieren. Es empfiehlt sich dann, statt Gleichung
(3) das parabolische System
∂tθ(p) + div u = 0,
u+K(θ(p))∇p = 0,
p(0) = P0
(4)
numerisch zu lo¨sen (fu¨r die genaue Herleitung der Gleichungen und die Bedeutung der
Variablen vgl. Abschnitt 4.1). Es gibt viele Arbeiten, die sich sowohl mit der Existenz,
Eindeutigkeit und Regularita¨t der Lo¨sung des Systems (4), als auch mit der Approxi-
mation dieser Lo¨sung bescha¨ftigen (vgl. z.B. [3, 52] und [44, 43]). Dabei steht man
immer vor dem Problem, die Zeitschritte optimal zu wa¨hlen.
Es gibt zwei verschiedene Wege das System (4) numerisch zu approximieren:
• Man ko¨nnte einerseits (4) durch die gemischte Methode von Raviart und Thomas
(vgl. [40, 24]) approximieren.
• Auf der anderen Seite kommt die Least-Squares-Methode (LSM) zur Approxi-
mation von (4) in Frage, die auf der Minimierung eines Ausgleichsfunktionals in
FE-Ra¨umen beruht (vgl. [8]).
Wir gehen in dieser Arbeit den zweiten Weg, da die erste Methode einige Nachteile be-
sitzt. So beno¨tigt man fu¨r die Variationsfomulierung die sogenannte inf-sup-Bedingung
(vgl. z.B. [11, Section III.4]), welche die Wahl der Ansatzra¨ume zur Approximation der
Lo¨sung einschra¨nkt. Weiter werden die zu lo¨senden LGS indefinit. Fu¨r diese Probleme
kommen also einfache iterative Verfahren - wie das CG-Verfahren - nicht in Frage (vgl.
[11, Section IV.5]). Im Gegensatz dazu beno¨tigt die LSM keine inf-sup-Bedingung und
die anstehenden LGS sind positiv definit, so daß der Einsatz von Multilevel-Verfahren
den optimalen Aufwand von O(Nh) liefert, wobei Nh die Anzahl der Unbekannten aus
dem entsprechenden LGS bezeichnet. In [29, 44, 43] wird das System (4) durch die
LSM approximiert, wobei das Least-Squares-Funktional (LSF) als ein Fehlerscha¨tzer
(im Ort) benutzt wird. Diese Vorgehensweise hat die Vorteile,
• daß man keine Zusatzbedingungen wie die Saturierungsbedingung (wie z.B. beim
hierarchischen Fehlerscha¨tzer) beno¨tigt und
• keinen Aufwand zur Berechnung des Fehlerscha¨tzers braucht, da man das LSF
sowieso berechnen muß.
Aus einer ganz anderen Perspektive wird die LSM in [33, 34] behandelt. Dort wurde
eine Methode zur Approximation von (2) vorgestellt, die den LS-Ansatz dazu benutzt,
ein LSF zu definieren, das als Fehlerscha¨tzer in der Zeit benutzt wird. Diese Methode
wird LS-Formulierung in der Zeit genannt.
Die wesentlichen Ergebnisse der vorliegenden Arbeit lassen sich wie folgt darstellen:
Die in [33, 34] beschriebene LS-Formulierung in der Zeit wird auf semilineare parabo-
lische Gleichungen der Form
∂tp+ div u+ f(p) = 0
u+∇p = 0
12 Kapitel 0. Einleitung
verallgemeinert. Die wesentliche Modifikation besteht hierbei in der Abha¨ngigkeit der
rechten Seite f von p.
Ersetzt man (u, p) durch die bzgl. der Zeit diskrete Funktion (uτ , pτ ) (z.B. stu¨ckweise
linear bzgl. einer Zerlegung ∆ des Intervalls [0, T ]), so ist das zugeho¨rige Least-Squares-
Funktional F(uτ , pτ ) immer noch nichtlinear von pτ abha¨ngig. Diese Tatsache verhin-
dert, daß man F(uτ , pτ ) durch eine geeignete Quadraturformel wie in [33] darstellen
kann. Damit ist es im semilinearen Fall sehr viel aufwendiger, Konvergenz der LSM zu
zeigen.
Fu¨r den allgemeinen semilinearen Fall (f nicht autonom) wird ein Konvergenzresultat
bewiesen, das auf einigen Annahmen, wie der A¨quivalenz von F(uτ , pτ ) mit dem Fehler
beruht (vgl. Satz 3.5). Ist andererseits f autonom, so la¨ßt sich das Konvergenzresultat
ohne diese Annahmen beweisen (vgl. Satz 3.7). Die Grundidee der Beweise von Satz
3.5 bzw. Satz 3.7 la¨ßt sich auch in [37] finden.
Die genannten Beweise werden in drei Schritten durchgefu¨hrt (hier fu¨r die Konvergenz-
ordnung 2 und gleichbleibende Schrittweite τ):
1. Man scha¨tzt den Defekt durch Cτ 3 ab.
2. Man scha¨tzt den gesamten Fehler ‖en‖ im n-ten Schritt durch C(τ 2 + τ
n−1∑
j=1
‖en‖)
ab. Dazu ist die lokale Lipschitzstetigkeit der rechten Seite f notwendig.
3. Das Lemma von Gronwall (Lemma 3.4) liefert das endgu¨ltige Resultat.
Im linearen Fall kann die Konvergenzordnung 3 gezeigt werden (vgl. Bemerkung
2.9.(a)), im semilinearen Fall ist dagegen nur die Konvergenzordnung 2 zu erreichen.
Es ist also eine Ordnungsreduktion in Vergleich zum linearen Fall zu beobachten. Nu-
merische Experimente besta¨tigen das Konvergenzresultat.
Danach wird die genannte LS-Formulierung auf das System (4) erweitert und einige
numerische Experimente durchgefu¨hrt.
Es ist zu erwa¨hnen, daß die neue Methode, angewandt auf (4), eine Konvergenzordnung
(welche analytisch nicht bewiesen wird) in der Zeit besitzt. Die genannten Resultate
werden in der Arbeit wie folgt dargestellt:
Im Kapitel 1 werden einige Grundlagen aus der Lo¨sung- und Approximationstheorie
der partiellen Differentialgleichungen wiederholt. Dabei bescha¨ftigen wir uns mit der
Variationsformulierung und Diskretisierung. Danach werden wir als Beispiele das dis-
kontinuierliche Galerkin-Verfahren und die Runge-Kutta-Methode vorstellen.
In Kapitel 2 werden die LS-Formulierung in der Zeit fu¨r den linearen Fall wiederholt,
sowie einige numerische Simulationen durchgefu¨hrt. In Kapitel 3 wird dieser Ansatz auf
den semilinearen Fall erweitert und die B-Stabilita¨t sowie eine Konvergenzaussage ge-
zeigt. An dieser Konvergenzaussage ist bereits zu erkennen, daß eine Ordnungsreduktion
zum linearen Fall stattfindet. Anschließend besta¨tigen numerische Berechnungen die
analytischen Beweise. Im vierten und letzten Kapitel werden zuna¨chst die Gleichungen
aus der Bodenmechanik hergeleitet. Danach wird die LS-Formulierung in der Zeit auch
auf diese Gleichungen verallgemeinert. Numerische Experimente runden das Kapitel
ab.
Kapitel 1
Approximationstheorie
parabolischer
Differentialgleichungen
Die numerische Lo¨sung der parabolischen Differentialgleichungen la¨ßt sich in mehrere
Teilprobleme untergliedern: Die Variationsformulierung und Diskretisierung in der Zeit
(kurz Zeitdiskretisierung genannt) sowie die Variationsformulierung und Diskretisierung
der elliptischen Teilprobleme (kurz Ortsdiskretisierung genannt).
In diesem Kapitel werden wir die Variationsformulierung und Diskretisierung der
parabolischen Differentialgleichungen herleiten. Wir werden zuna¨chst die Diskre-
tisierung abstrakt einfu¨hren, sie aber anhand eines Beispiels (Diskontinuierliches
Galerkin-Verfahren) verdeutlichen. Anschließend folgt die U¨bertragung der Runge-
Kutta-Methode auf parabolische Differentialgleichungen durch die Formulierung des
Problems als abstraktes Cauchy-Problem.
Es sei Ω ⊂ IR2 ein beschra¨nktes, mit Polygonzu¨gen berandetes Gebiet, T > 0 und
f, P0 ∈ L2 (Ω). Außerdem sei fu¨r x ∈ Ω
A(x, ∂) = a0(x)−
2∑
i=1
∂i(ai(x)∂i) (1.1)
ein Differentialoperator der Ordnung 2, wobei ai(x) ≥ α > 0, i = 1, 2 und a0(x) ≥ 0 in
Ω.
1.1 Elliptische Differentialgleichungen
1.1.1 Variationsformulierung
Gegeben sei die elliptische Differentialgleichung
A(x, ∂)p = f, (1.2)
wobei p∣∣∂Ω = 0 und A(x, ∂) der Operator aus (1.1).
Ist p eine starke Lo¨sung des Problems (1.2), d.h. gilt p ∈ H10 (Ω) ∩H2(Ω) und p erfu¨llt
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(1.2), so gilt fu¨r alle ϕ ∈ C∞0 (Ω) nach dem Gaußschen Satz:
(Ap, ϕ)0,Ω = (a0p, ϕ)0,Ω −
2∑
i=1
(∂i(ai∂i)p, ϕ)0,Ω
= (a0p, ϕ)0,Ω +
2∑
i=1
(ai∂ip, ∂iϕ)0,Ω .
Satz 1.1 Es sei fu¨r p, q ∈ H10 (Ω)
a(p, q) = (a0p, q)0,Ω +
2∑
i=1
(ai∂ip, ∂iq)0,Ω ,
wobei a die aus dem Operator A(x, ∂) (vgl. (1.1)) durch den Gaußschen Satz ge-
wonnene Bilinearform ist. Gilt ai ∈ L∞(Ω), i = 0, 1, 2, so ist a eine stetige, H10 (Ω)-
elliptische, symmetrische Bilinearform.
Beweis:
Vgl. z.B. [11, Section II.2].
Wir schwa¨chen die Forderung nach einer starken Lo¨sung mit der folgenden Variations-
formulierung ab: Gesucht ist p ∈ H10 (Ω) mit
a(p, q) = (f, q)0,Ω ∀ q ∈ H10 (Ω). (1.3)
Diese Lo¨sung nennen wir schwache Lo¨sung von (1.2). Fu¨r p ∈ H2(Ω) sind die beiden
Aussagen:
”
p ist eine starke Lo¨sung“ und
”
p ist eine schwache Lo¨sung“ natu¨rlich a¨qui-
valent. Der Satz von Lax-Milgram (vgl. [12, (2.7.7) Theorem]) garantiert die Existenz
und Eindeutigkeit schwacher Lo¨sungen. Es gibt schwache Lo¨sungen p ∈ H10 (Ω), die
keine starken Lo¨sungen sind.
1.1.2 Diskretisierung
Der Satz von Lax-Milgram garantiert nicht nur die Existenz und Eindeutigkeit der
schwachen Lo¨sung, er liefert auch die Grundidee fu¨r die Diskretisierung. Setzt man
na¨mlich H = Qh, wobei Qh ⊂ H10 (Ω) ein endlichdimensionaler Unterraum von H10 (Ω)
ist, so ist Qh wieder ein Hilbertraum und a∣∣Qh×Qh ist stetig, symmetrisch und Qh-
elliptisch, so daß die Variationsformulierung:
Finde ph ∈ Qh mit
a(ph, qh) = (f, qh)0,Ω ∀ qh ∈ Qh (1.4)
eine eindeutige Lo¨sung besitzt, welche Galerkin-Approximation heißt.
Der folgende Satz macht u¨ber die Qualita¨t der berechneten Galerkin-Approximation
eine wichtige Aussage.
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Satz 1.2 (Ce´a - Lemma) Die symmetrische Bilinearform a(·, ·) sei stetig und H-
elliptisch (mit den Konstanten Cs und Ce). Dann gilt fu¨r die Lo¨sungen p und ph des
Variationsproblems (1.3) in H bzw. (1.4) in Qh ⊂ H:
‖p− ph‖H ≤
(
Cs
Ce
)1/2
inf
qh∈Qh
‖p− qh‖H .
Beweis:
Vgl. z.B. [12, (2.8.1) Theorem].
Das Ce´a - Lemma zeigt, daß ph quasi-optimal bzgl. der Minimierung des Fehlers ‖p−
ph‖H ist, d.h. dieser Ausdruck wird bis auf eine Konstante minimiert. Die Genauigkeit
der Galerkin-Na¨herung ha¨ngt also nach dem Ce´a - Lemma davon ab, wie gut die Lo¨sung
p ∈ H im Funktionenraum Qh approximiert werden kann.
1.2 Parabolische Differentialgleichungen
Gegeben sei die folgende parabolische Differentialgleichung:
∂tp(t, x) + A(x, ∂)p(t, x) = f(t, x), (t, x) ∈ (0, T ]× Ω,
p(t, ·)∣∣∂Ω = 0, ∀ t ∈ (0, T ],
p(0, ·) = P0.
(1.5)
wobei A(x, ∂) der Differentialoperator aus (1.1) ist. Ferner sei f ∈ L2((0, T );L2 (Ω))
und P0 ∈ L2 (Ω). Im Folgenden soll nun eine Variationsformulierung fu¨r dieses Problem
gefunden werden.
1.2.1 Variationsformulierung
Wir bilden gema¨ß Abschnitt 1.1.1 die zu A(x, ∂) geho¨rige Bilinearform a, die laut Satz
1.1 H10 (Ω)-elliptisch und stetig in H
1
0 (Ω) ist.
Sei zuna¨chst H = H10 (Ω) und p eine starke Lo¨sung der Differentialgleichung, d.h. p ∈
C1((0, T ];H10 (Ω) ∩H2(Ω)) ∩ C ([0, T ] ;L2 (Ω)) ⊂ L2((0, T );H) und p erfu¨lle (1.5). Fu¨r
alle θ ∈ L2((0, T );H) gilt dann:
(∂tp, θ)L2((0,T );H) +
∫ T
0
a((p(t), θ(t))dt = (f, θ)L2((0,T );H)
Bedenkt man die Tatsache, daß
C∞0 ([0, T ))⊗H⊂ L2((0, T );H),
so haben wir
(
∫ T
0
∂tp(t) ϕ(t) dt, q)0,Ω + a(
∫ T
0
p(t) ϕ(t)dt, q)
= (
∫ T
0
f(t) ϕ(t) dt, q)0,Ω ∀ q ∈ H,ϕ ∈ C∞0 ([0, T )).
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Partielle Integration, ϕ(T ) = 0 und p(0) = P0 liefern:
(−
∫ T
0
p(t) ∂t ϕ(t) dt, q)0,Ω + a(
∫ T
0
p(t) ϕ(t)dt, q)
= (P0 ϕ(0), q)0,Ω + (
∫ T
0
f(t) ϕ(t) dt, q)0,Ω ∀ q ∈ H,ϕ ∈ C∞0 ([0, T )).
(1.6)
Sei umgekehrt p ∈ C1((0, T ];H10 (Ω) ∩ H2(Ω)) ∩ C ([0, T ] ;L2 (Ω)) und p erfu¨lle die
Bedingung (1.6). Dann erhalten wir durch partielle Integration:
−
∫ T
0
p(t) ∂t ϕ(t) dt =
∫ T
0
∂t p(t) ϕ(t) dt+ p(0) ϕ(0)− p(T )ϕ(T )︸ ︷︷ ︸
=0
. (1.7)
Setzen wir (1.7) in (1.6) ein, so erhalten wir
(
∫ T
0
∂tp(t)ϕ(t) dt, q)0,Ω + a(
∫ T
0
p(t) ϕ(t)dt, q) + (p(0)ϕ(0), q)0,Ω
= (P0ϕ(0), q)0,Ω + (
∫ T
0
f(t) ϕ(t) dt, q)0,Ω, ∀ q ∈ H,ϕ ∈ C∞0 ([0, T )).
(1.8)
Da C∞0 ([0, T )) dicht in L
2(0, T ) enthalten ist, ko¨nnen wir in (1.8) ϕ(n) =
(
1− t
T
)n
fu¨r
n ∈ IN setzen. Aus lim
n→∞
T∫
0
(ϕ(n)(t))2 dt = 0 folgern wir mit der Cauchy-Schwarzschen
Ungleichung fu¨r die drei Bochner-Integrale (vgl. Abschnitt A.3)
lim
n→∞
T∫
0
∂tp(t) ϕ
(n)(t) dt = 0,
lim
n→∞
T∫
0
p(t) ϕ(n)(t) dt = 0
und
lim
n→∞
T∫
0
f(t) ϕ(n)(t) dt = 0.
Schließlich folgt aus lim
n→∞
ϕ(n)(0) = 1:
(p(0), q)0,Ω = (P0, q)0,Ω, ∀ q ∈ H.
Wegen der Dichtheit von H in L2 (Ω) gilt p(0) = P0.
Aus der Tatsache, daß C∞0 ((0, T )) ⊗ H ⊂
dicht
L2((0, T );H) gilt, erhalten wir aus (1.6)
schließlich:
∂tp+ A(x, ∂)p = f
in L2((0, T );H). Damit ist p auch eine starke Lo¨sung von (1.5). Mit der folgenden
Variationsformulierung wollen wir den Begriff der Lo¨sung abschwa¨chen: Bestimme
zu vorgegebenem f ∈ L2 ((0, T );L2 (Ω)) und P0 ∈ L2 (Ω) ein p ∈ L2 ((0, T );H) ∩
C ([0, T ] ;L2 (Ω)), so daß (1.6) erfu¨llt ist. Die Lo¨sung dieser Variationsformulierung heißt
schwache Lo¨sung von (1.5). Die Existenz und Eindeutigkeit der schwachen Lo¨sung wird
in [39, Theorem 11.1.1] bewiesen.
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1.2.2 Diskretisierung
Bei der Behandlung von parabolischen Differentialgleichungen sollte in der Theorie
sowie auch bei der numerischen Approximation die Zeitkomponente gesondert behan-
delt werden. Dies fu¨hrt dazu, die Zeitvariable separat von der Ortsvariablen zu dis-
kretisieren.
Dazu entwickelt man die Theorie fu¨r den
”
halbdiskreten“ Fall. Dann vollzieht man
die zweite Diskretisierung (innere Diskretisierung), und diesen
”
volldiskreten“ Fall be-
trachtet man als eine Sto¨rung des halbdiskreten Falls. Solange man feste Gitter fu¨r
den Ort verwendet und von vornherein feste Zeitschrittweiten benutzt, spielt die Rei-
henfolge der Diskretisierungen keine Rolle. Aber fu¨r addaptiv-verfeinerte Gitter oder
mo¨gliche Zeitschrittvariationen und adaptive Zeitschrittweiten ist die Reihenfolge in
der Tat von Belang.
Da wir in dieser Arbeit Adaptivita¨t in der Zeit und im Ort haben wollen, benutzen wir
die Rothe-Methode. Das heißt, es wird zuerst bzgl. der Zeit diskretisiert.
Die vorkommenden elliptischen Subprobleme ko¨nnten durch Multilevel-Methoden (vgl.
[11]) gelo¨st werden. Man beachte, daß die hier entwickelte Theorie nicht nur fu¨r lineare
parabolische Differentialgleichungen vom Typ (1.5) anwendbar ist, sondern allgemein
fu¨r alle Typen von parabolischen Differentialgleichungen benutzt werden kann. Obwohl
wir im folgenden u¨bersichtshalber die Bezeichnungen von (1.5) benutzen, ist eine Verall-
gemeinerung auf andere (nicht notwendig lineare) parabolische Differentialgleichungen
einfach.
Noch ausfu¨hrlicher gehen wir in den beiden Abschnitten 2.1 bzw. 2.2 im Falle der
Wa¨rmeleitungsgleichung (2.1) auf die angesprochenen Themen ein.
Der semidiskrete Fall
Wir diskretisieren zuna¨chst die parabolische Differentialgleichung in der Zeit.
Man beachte, daß man fu¨r eine beliebige parabolische Differentialgleichung, fu¨r die eine
eindeutige Lo¨sung existiert, den Evolutionsoperator E fu¨r t ∈ [0, T ) und τ > 0 (mit
t+ τ ≤ T ) als
E(t+ τ ; t)p(t) = p(t+ τ) (1.9)
definieren kann. Der Evolutionsoperator ist also eine Abbildung von dem Raum, in
dem p(t) enthalten ist, in den Raum, der p(t + τ) entha¨lt. In dieser Arbeit sind die
beiden Ra¨ume, die p(t) bzw. p(t + τ) enthalten, stets Teilra¨ume von H1(Ω). Fu¨r spe-
zielle parabolische Probleme kann man den Evolutionsoperator genauer angeben (vgl.
Bemerkung B.4.c,d) und (2.8)).
Wir unterteilen das kontinuierliche Intervall [0, T ] durch M + 1 ausgewa¨hlte diskrete
Zeitpunkte
0 = t0 < t1 < . . . < tM = T.
Diese diskreten Zeitpunkte bilden ein Gitter ∆ = {0 = t0 < t1 < . . . < tM = T} auf
[0, T ] und heißen daher Gitterpunkte. Die Anzahl der Gitterpunkte ha¨ngt offenbar von
der Wahl des Gitters ab, weshalb wir in Zukunft M∆ statt M schreiben wollen, sofern
wir diese Abha¨ngigkeit betonen wollen. Ferner bezeichnen wir mit
τj = tj − tj−1, j = 1, . . . ,M∆
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die Zeitschrittweiten von einem Gitterpunkt zum na¨chsten, die unter ihnen maximale
Zeitschrittweite bezeichnen wir mit
τ∆ = max
1≤j≤M∆
τj .
Als na¨chstes wollen wir fu¨r die numerische Approximation der Lo¨sung p einer Anfangs-
Randwertaufgabe eine Gitterfunktion
p∆ : ∆→ H1(Ω)
angeben, die p an den Gitterpunkten (mo¨glichst gut) approximiert,
p∆(t) ≈ p(t) ∀ t ∈ ∆.
Solche Verfahren zur Approximation an diskreten Stellen heißen auch Diskretisierungs-
verfahren oder kurz Diskretisierungen.
Außerdem soll die Funktion p∆ rekursiv ermittelbar sein,
p∆(0) = P0 7→ p∆(t1) 7→ . . . 7→ p∆(t∆) = p∆(T ),
wobei bei Einschrittverfahren der hier enthaltene Rechenvorgang fu¨r alle Gitter ∆ ein-
heitlich durch eine Zweiterm-Rekursion beschrieben wird:
(i) p∆(0) = P0,
(ii) p∆(tj+1) = Ed(tj+1; tj)p∆(tj) fu¨r j = 0, 1, . . . ,M∆ − 1, (1.10)
mit einer von ∆ unabha¨ngigen Funktion Ed. Mit Blick auf den Evolutionsoperator
E in (1.9) nennen wir Ed einen diskreten Evolutionsoperator. Ein Einschrittverfahren
ordnet jeder Differentialgleichung, repra¨sentiert durch ihre rechte Seite f , eine diskrete
Evolution zu:
f 7→ Ed = Ed[f ].
In dieser Arbeit wird in Kapitel 2 eine Methode vorgestellt, mit deren Hilfe es mo¨glich
ist, die Funktion p∆ zu einer Funktion
pτ : [0, T ]→ H1(Ω)
zu erweitern, so daß der Fehler pτ − p, gemessen in einer passenden Norm auf dem
Lo¨sungsraum der Anfangs-Randwertaufgabe, fu¨r entsprechenden Aufwand beliebig
klein gehalten wird.
Nun kommen wir zur Diskretisierung von (1.6):
Ersetzen wir in der Variationsformulierung (1.6) den Raum C∞0 ([0, T )) durch einen
endlichdimensionalen Unterraum Q∆ ⊂ L2((0, T )) der Dimension N∆ und der Basis
{Φj}N∆j=1, so muß die Variationsgleichung (1.6) wegen der Linearita¨t nur fu¨r diese Basis-
funktionen gelten. Man hat nun ein p∆ zu suchen, welches alle hierdurch entstandene
Gleichungen lo¨st. Damit haben wir das Problem in der Zeit diskretisiert und haben
somit zeitdiskrete, aber noch keine ortsdiskreten Probleme.
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Der volldiskrete Fall
Bis jetzt haben wir angenommen, daß die exakte Lo¨sung der Subprobleme im halb-
diskreten Fall bekannt ist. Da es in der Praxis im Allgemeinen nicht mo¨glich ist, in
jedem Schritt eine elliptische Gleichung zu lo¨sen, mu¨ssen wir sie durch numerische Ver-
fahren approximieren. In dieser Arbeit bescha¨ftigen wir uns ausschließlich mit der FEM
basierend auf einer Zerlegung des Gebietes in Dreieckselemente (Triangulierung). Als
Ansatzfunktionen wa¨hlen wir stetige bzgl. der Triangulierung stu¨ckweise lineare Funk-
tionen. Na¨heres dazu erfa¨hrt man in [11]. Sei Qh ein FE-Raum. Fu¨r jeden Zeitschritt
im semidiskreten Fall ist ein elliptisches Problem in H = H10 (Ω) zu lo¨sen. Setzen wir
in der Variationsformulierung (1.6), wie im Abschnitt 1.1.2, H = Qh, so haben wir ein
volldiskretes Problem, das auf ein LGS fu¨hrt.
1.2.3 Diskontinuierliches Galerkin-Verfahren fu¨r parabolische Probleme
Nun haben wir die Diskretisierungsmethoden abstrakt eingefu¨hrt. Hier werden wir
als Beispiel das diskontinuierliche Galerkin-Verfahren fu¨r parabolische Differential-
gleichungen herleiten.
Dieses Verfahren fu¨hrt (im halbdiskreten Fall) zu einer Funktion
pτ : [0, T ]→ H10 (Ω).
Analog zu (1.6) fordern wir, gema¨ß obiger U¨berlegungen, daß die folgende Variations-
formulierung gelte:
Fu¨r l ∈ IN finde man
pτ ∈ Qlτ =
{
qτ : [0, T ]→ H10 (Ω)
∣∣∣∣ qτ ∣∣(tj−1,tj ] ein Polynom vom Grad l − 1
}
mit ∫ T
0
[
− (pτ (t)ϕ′τ (t), q )0,Ω + a (pτ (t)ϕτ (t), q)
]
dt
= (P0ϕτ (0), q)0,Ω +
∫ T
0
(f(t)ϕτ (t), q)0,Ω dt ,
(1.11)
fu¨r alle q ∈ H10 (Ω) und alle
ϕτ ∈ P lτ =
{
ϕ : [0, T ]→ IR
∣∣∣∣ ϕ∣∣(tj−1,tj ] ein Polynom vom Grad l − 1
}
. (1.12)
Da
P lτ ⊗H10 (Ω) ⊂
dicht
Qlτ ,
ist die Variationsformulierung (1.12) a¨quivalent zu:
Finde pτ ∈ Qlτ mit ∫ T
0
[
− (pτ (t), ∂tqτ (t) )0,Ω + a (pτ (t), qτ (t))
]
dt
= (P0, qτ (0))0,Ω +
∫ T
0
(f(t), qτ (t))0,Ω dt ,
(1.13)
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fu¨r alle qτ ∈ Qlτ .
Man beachte, daß jeweils am Zeitpunkt tj fu¨r j = 1, . . . ,M nur die linksseitige Stetigkeit
verlangt wird.
Fu¨r qτ ∈ Qlτ setzen wir qj = qτ (tj) und q+j = lim
t→t+j
qτ (t).
Dann liefert (1.13)∫ T
0
− (pτ (t), ∂tqτ (t))0,Ω dt︸ ︷︷ ︸
=:Int
+
∫ T
0
a(pτ (t), qτ (t))dt = (P0, qτ (0))0,Ω+
∫ T
0
(f(t), qτ (t))0,Ω dt,
wobei Int wie folgt umgeformt wird (man beachte, daß qτ (T ) = 0):
Int = −
M∑
j=1
∫ tj
tj−1
(pτ (t), ∂tqτ (t))0,Ω dt
= −
M∑
j=1
[
(pτ (t), qτ (t))0,Ω
]tj
tj−1
−
∫ tj
tj−1
(∂tpτ (t), qτ (t))0,Ω dt
=
(
p+0 , qτ (0)
)
0,Ω
+
M−1∑
j=1
(
p+j − pj, q(tj)
)
0,Ω
+
M∑
j=1
∫ tj
tj−1
(∂tpτ (t), qτ (t))0,Ω dt .
Da qτ ∈ Qlτ , erhalten wir:
(
p+0 , q
+
0
)
0,Ω
+
M−1∑
j=1
(
p+j − pj, q+j
)
0,Ω
+
M∑
j=1
∫ tj
tj−1
[
(∂tpτ (t), qt(t))0,Ω + a (pτ (t), qτ (t))
]
dt
=
(
P0, q
+
0
)
0,Ω
+
M∑
j=1
∫ tj
tj−1
(f(t), qτ (t))0,Ω dt , ∀ qτ ∈ Qlτ .
(1.14)
Man beachte, daß qτ (tj) durch q
+
j ersetzt wurde.
Durch geschickte Wahl der Basis von Qlτ zerfa¨llt das Variationsproblem (1.14) in Teil-
probleme auf (tj−1, tj] , j = 1, . . . ,M , d.h. es entsteht ein Einschrittverfahren.
Diskontinuierliches Galerkin-Verfahren
Ausgehend von p0 = P0 lo¨se man fu¨r j = 1, . . . ,M nacheinander die Variationsproble-
me: (
p+j−1, q
+
j−1
)
+
∫ tj
tj−1
[
(∂tpτ (t), qτ (t))0,Ω + a (pτ (t), qτ (t))
]
dt
=
(
pj−1, q+j−1
)
0,Ω
+
∫ tj
tj−1
(f(t), qτ (t))0,Ω dt , ∀ qτ ∈ Qlτ .
(1.15)
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Satz 1.3 Fu¨r jedes l ∈ IN besitzt die obige Folge von Variationsproblemen (1.15)
eine eindeutige Lo¨sung.
Beweis:
Vgl. [46, Chapter 12, pp. 183].
Das Verfahren fu¨r l = 1 (implizites Euler-Verfahren):
Jedes qτ ∈ Q1τ la¨ßt sich wie folgt darstellen:
qτ (t) = q
+
j−1 = qj in (tj−1, tj] (stu¨ckweise konstant),
fu¨r j = 1, . . . ,M . Dann vereinfacht sich (1.15) zu
(pj, q)0,Ω + τja (pj, q) = (pj−1, q)0,Ω +
(∫ tj
tj−1
f(t)dt, q
)
0,Ω
, ∀ q ∈ H10 (Ω). (1.16)
Nun betrachten wir den Fall l = 2 (stu¨ckweise linear): Jedes qτ ∈ Q2τ la¨ßt sich wie folgt
darstellen:
qτ (t) = q
+
j−1 +
1
τj
(
qj − q+j−1
)
(t− tj−1) in (tj−1, tj] .
Damit vereinfacht sich (1.15) zu(
pj − p+j−1
τj
,
∫ tj
tj−1
qτ (t)dt
)
0,Ω
+ a
(
p+j−1,
∫ tj
tj−1
qτ (t)dt
)
+
∫ tj
tj−1
t− tj−1
τj
a
(
pj − p+j−1, qτ (t)
)
dt+
(
p+j−1, q
+
j−1
)
0,Ω
=
(
pj−1, q+j−1
)
0,Ω
+
∫ tj
tj−1
(f(t), qτ (t))0,Ω dt , j = 1, . . . , n.
(1.17)
Sei wj(t) =
t−tj−1
τj
fu¨r j = 1, . . . ,M . Ist qτ ∈ Q2τ , so ist
qτ ∣∣(tj−1,tj ] ∈ H10 (Ω)⊕ wjH10 (Ω), j = 1, . . . ,M,
d.h.
qτ ∣∣(tj−1,tj ](t) = q1 + wj(t)q2, fu¨r geeignete q1, q2 ∈ H10 (Ω),
womit (1.17) sich zu(
pj − p+j−1, q1
)
0,Ω
+ τj a
(
p+j−1, q1
)
+
τj
2
a(pj − p+j−1, q1) + (p+j−1, q1)0,Ω
= (pj−1, q1)0,Ω +
(∫ tj
tj−1
f(t)dt, q1
)
0,Ω
∀ q1 ∈ H10 (Ω), j = 1, . . . ,M
(1.18)
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und
1
2
(
pj − p+j−1, q2
)
0,Ω
+
τj
2
a(p+j−1, q2) +
τj
3
a(pj − p+j−1, q2)
=
1
τj
(∫ tj
tj−1
(t− tj−1)f(t)dt, q2
)
0,Ω
∀ q2 ∈ H10 (Ω), j = 1, . . . ,M
(1.19)
vereinfacht. Oder anders zusammengefaßt:
(pj, q1)0,Ω +
τj
2
a(p+j−1 + pj, q1)
= (pj−1, q1)0,Ω +
(∫ tj
tj−1
f(t)dt, q1
)
0,Ω
∀ q1 ∈ H10 (Ω), j = 1, . . . ,M
(1.20)
und
1
2
(pj − p+j−1, q2)0,Ω +
τj
6
a(3pj − p+j−1, q2)
=
1
τj
(∫ tj
tj−1
(t− tj−1) f(t)dt, q2
)
0,Ω
∀ q2 ∈ H10 (Ω), j = 1, . . . ,M .
(1.21)
Wie man leicht sieht, bilden (1.20) und (1.21) ein System aus zwei elliptischen
Variationsproblemen fu¨r p+j−1, pj ∈ H10 (Ω). Fu¨r zwei Gro¨ßen Aτ,h und Bτ,h definieren
wir:
Definition 1.4 Aτ,h & Bτ,h :⇔ Es existiert eine Konstante C > 0, die nicht von
Diskretisierungsparametern wie τ und h (Zeit- und Ort-Diskretisierungsparameter)
abha¨ngt mit Aτ,h ≥ CBτ,h.
Aτ,h . Bτ,h :⇔ Es gilt Bτ,h & Aτ,h
Aτ,h h Bτ,h :⇔ Es gilt Aτ,h . Bτ,h und Aτ,h & Bτ,h.
Mit der letzten Definition kann man ein Konvergenzresultat im halbdiskreten Fall wie
folgt angeben:
Satz 1.5 Sei l ≥ 1 und 1 ≤ j ≤ M . Dann gilt fu¨r die mit der diskontinuierlichen
Galerkin-Methode gema¨ß (1.15) berechnete Na¨herung:
‖pj − p(tj)‖0,Ω .
(
j∑
i=1
τ 2li
∫ ti
ti−1
∣∣∂ lt p(t)∣∣21,Ω dt
)1/2
fu¨r j = 1, . . . ,M .
Beweis:
Vgl. [46, Theorem 12.1].
Satz 1.5 macht nur eine Aussage u¨ber die Konvergenz an den Gitterpunkten. Der
na¨chste Satz macht eine Konvergenzaussage auf dem jeweiligen Intervall.
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Satz 1.6 Sei l ≥ 1 und 1 ≤ j ≤M . Es sei fu¨r q ∈ C0((tj−1, tj];L2 (Ω)) die Norm
‖|q|‖j = sup
t∈(tj−1,tj ]
‖q(t)‖0,Ω
definiert. Dann gilt fu¨r die mit der diskontinuierlichen Galerkin-Methode gema¨ß (1.15)
berechnete Na¨herung:
‖|pτ − p|‖j . ‖pj − p(tj)‖0,Ω + ‖pj−1 − p(tj−1)‖0,Ω + τ lj‖|∂ lt p|‖j
fu¨r j = 1, . . . ,M .
Beweis:
Vgl. [46, Theorem 12.2].
Wir diskretisieren nun auch bzgl. des Ortes und ersetzen H10 (Ω) durch den Teilraum
Qh. Analog dazu definieren wir den volldiskreten Raum
Qlτ,h =
{
qτ,h : [0, T ]→ Qh
∣∣∣∣ qτ,h∣∣(tj−1,tj ] Polynom von Grad l − 1 bzgl. t
}
.
Fu¨r qτ,h ∈ Qlτ,h setzen wir qj,h = qτ,h(tj) und q+j,h = lim
t→t+j
qτ,h(t).
Das diskontinuierliche Galerkin-Verfahren lautet nun:
Ausgehend von p0,h = P0,h, wobei P0,h ∈ Qh die Na¨herung fu¨r P0 ∈ L2 (Ω) ist, berechne
man fu¨r j = 1, . . . ,M nacheinander pτ,h(t)∣∣(tn−1,tn] fu¨r pτ,h ∈ Qlτ,h, so daß
∫ tj
tj−1
[
(∂tpτ,h(t), qτ,h(t))0,Ω + a(pτ,h(t), qτ,h(t))
]
dt+ (p+j−1,h, q
+
j−1,h)0,Ω
= (pj−1,h, q+j−1,h)0,Ω +
∫ tj
tj−1
(f(t), qτ,h(t))0,Ωdt ∀ qτ,h ∈ Qlτ,h.
(1.22)
Wir betrachten den Fall l = 1 : Fu¨r 1 ≤ j ≤M bestimme man pj,h ∈ Qh, so daß
τja (pj,h , qh) + (pj,h , qh)0,Ω
= (pj−1,h , qh)0,Ω +
(∫ tj
tj−1
f(t) dt, qh
)
0,Ω
∀ qh ∈ Qh. (1.23)
Bilden Φh,1, . . . ,Φh,Nh eine Basis fu¨r Qh, so kann man auch die Matrix-Schreibweise
benutzen:
Es muß also das LGS
(τjAτ,h + Mτ,h) ph,j = Mτ,hph,j−1 + fτ,h,j
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gelo¨st werden mit
Aτ,h = [a (φh,µ, φh,ν)]1≤ν,µ≤Nh ,
Mτ,h =
[
(φh,µ, φh,ν)0,Ω
]
1≤ν,µ≤Nh
,
fτ,h,j =
(∫ tj
tj−1
f(t) dt, φh,ν
)
0,Ω

1≤ν≤Nh
und
pj−1,h = [pj−1,h(zν)]1≤ν≤Nh ,
wobei zν fu¨r 1 ≤ ν ≤ Nh die zu der nodalen Basis geho¨rigen Punkte sind mit
Φµ(zν) =
{
1 µ = ν
0 µ 6= ν .
Die zugeho¨rige diskrete Evolution lautet dann
pj,h = Ed(tj; tj−1)pj−1,h, mit
Ed(t+ τ ; t) = (τAτ,h + Mτ,h)
−1 Mτ,h
=
(
Iτ,h + τM
−1
τ,hAτ,h
)−1
= r0,1
(
τM−1τ,hAτ,h
)
, wobei r0,1(z) =
1
1 + z
.
Die Ordnung der Approximation wird durch genauere Betrachtung des Konsistenz-
fehlers
η (t,p; τ) = p (t+ τ)− Ed(t+ τ ; t)p(t)
=
[
exp
(−τM−1τ,hAτ,h)− r0,1 (τM−1τ,hAτ,h)]p(t),
durch
exp (−z)− r0,1 (z) = 1− z + z
2
2
− z
3
6
+ · · · − (1− z + z2 + · · · )
= −z
2
2
+ · · · = O(z2)
bestimmt. Wie bekannt, hat das implizite Euler-Verfahren die Konsistenzordnung 1.
Betrachten wir nun den Fall l = 2 : Bestimme pj,h, p
+
j−1,h ∈ Qh, fu¨r 1 ≤ j ≤M , so daß
(pj,h , qh)0,Ω +
τj
2
a
(
p+j−1,h + pj,h , qh
)
= (pj−1,h , qh)0,Ω +
(∫ tj
tj−1
f(t) dt , qh
)
0,Ω
und
1
2
(
pj,h − p+j−1,h , sh
)
0,Ω
+
τj
6
a
(
p+j−1,h + 2 pj,h , sh
)
0,Ω
=
1
τj
(∫ tj
tj−1
(t− tj−1) f(t) dt , sh
)
0,Ω
, ∀ qh , sh ∈ Qh.
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Mit den zugeho¨rigen Matrizen gilt
Mτ,hpj,h +
τj
2
Aτ,h
(
p+j−1,h + pj,h
)
= Mτ,hpj−1,h + fτ,h,j
1
2
Mτ,h
(
pj,h − p+j−1,h
)
+
τj
6
Aτ,h
(
p+j−1,h + 2 pj,h
)
= gτ,h,j,
wobei
gτ,h,j =
(∫ tj
tj−1
(t− tj−1)
τj
f(t) dt, φh,ν
)
0,Ω

1≤ν≤Nh
.
Das Verfahren in Blockmatrizen zusammengefaßt lautet:
[ τj
2
Aτ,h Mτ,h +
τj
2
Aτ,h
τj
6
Aτ,h − 12 Mτ,h 12 Mτ,h + τj3 Aτ,h
] [
p+j−1,h
pj,h
]
=
[
Mτ,hpj−1,h + fτ,h,j
gτ,h,j
]
.
Die diskrete Evolution ergibt sich wie folgt:
pj,h = Ed(tj, tj−1)pj−1,h mit
Ed(t+ τ ; t) =
[
Iτ,h +
2
3
τM−1τ,hAτ,h +
τ 2
6
(
M−1τ,hAτ,h
)2]−1 (
Iτ,h − τ
3
M−1τ,hAτ,h
)
= r1,2
(
τM−1τ,hAτ,h
)
,
wobei r1,2(z) =
1− 1
3
z
1 + 2
3
z + 1
6
z2
.
Fu¨r den Konsistenzfehler
η (t,p; τ) = p (t+ τ)− Ed(t+ τ ; t)p(t)
=
[
exp
(−τM−1τ,hAτ,h)− r1,2 (τM−1h Aτ,h)]p(t)
folgern wir mittels Taylorentwicklung an der Stelle z = 0:
exp (z)− r1,2 (z) = O(τ 4)
Dieses Verfahren besitzt offenbar Konsistenzordnung 3.
Die A-Stabilita¨t dieses Verfahrens ergibt sich aus:
|r1,2(z)| ≤ 1
fu¨r alle z ∈ C mit Re(z) > 0.
Fehlerabscha¨tzung fu¨r den volldiskreten Fall:
Sei l = 1, 2. Den gesamten Fehler im volldiskreten Fall ko¨nnen wir auch wie folgt
darstellen.
pj,h − p(tj) = pj,h − Ed(tj; tj−1)pj−1,h + Ed(tj; tj−1)pj−1,h − pj︸︷︷︸
=Ed(tj ;tj−1)pj−1
+pj − p(tj).
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Mittels Dreiecksungleichung folgt dann
‖pj,h − p(tj)‖0,Ω ≤ ‖pj,h − Ed(tj; tj−1)pj−1,h‖0,Ω
+ ‖Ed(tj, tj−1) (pj−1,h − pj−1) ‖0,Ω + ‖pj − p(tj)‖0,Ω. (1.24)
Betrachten wir zuna¨chst in (1.24) den ersten Term auf der rechten Seite, wobei wir
als FE-Raum den Raum der Dreieckselemente mit linearen Ansatzfunktionen wa¨hlen.
Dieser Term beschreibt den Fehler, der durch die Galerkin-Approximation bzgl. des
Ortes entsteht, fu¨r den nach [11, Corollary II.7.7] gilt:
‖pj,h − Ed(tj; tj−1)pj−1,h‖0,Ω . h2,
falls H2-Regularita¨t der vorkommenden elliptischen Subprobleme vorausgesetzt wird.
Fu¨r den zweiten Term der rechten Seite in (1.24) erhalten wir wegen der A-Stabilita¨t
‖Ed(tj, tj−1) (pj−1,h − pj−1) ‖0,Ω ≤ ‖pj−1,h − pj−1‖0,Ω.
Schließlich liefert Satz 1.5 fu¨r den dritten Term auf der rechten Seite
‖pj − p(tj)‖0,Ω . τ l.
Fu¨r die Wa¨rmeleitungsgleichung (2.1) existieren fu¨r die Fa¨lle l = 1, 2 Konvergenzsa¨tze
fu¨r das diskontinuerliche Galerkin-Verfahren (vgl. [46, Theorem 12.6 , 12.7]).
Bemerkung 1.7 Da fu¨r 1 ≤ j ≤M
f(tj) ≈ 1
τj
∫ tj
tj−1
f(t) dt
gilt, vereinfacht sich das implizite Euler-Verfahren (1.16) zu:
Bestimme pj,h ∈ Qh , so daß
τja (pj,h , qh) + (pj,h , qh)0,Ω
= (pj−1,h , qh)0,Ω + τj (f(tj) , qh)0,Ω fu¨r alle qh ∈ Qh .
Dies ist das bekannte implizite Euler-Verfahren.
1.2.4 Runge-Kutta-Verfahren
Wir wollen hier die bekannten Runge-Kutta-Verfahren, die auf Runge (vgl. [42]) und
Kutta (vgl. [30]) zuru¨ckgehen, einfu¨hren. Zuna¨chst verallgemeinern wir den Begriff der
parabolischen Differentialgleichungen. Sei D ⊂ H1(Ω) ein Unterraum. Sei S : [0, T ] ×
Ω× IR→ IR. Wir fu¨hren das abstrakte Cauchy-Problem
( i ) ∂tp(t, x) + S(t, x, p(t, x)) = 0 ∀(t, x) ∈ (0, T )× Ω
(ii) p(0, ·) = P0 ∈ D (1.25)
ein. Gesucht ist nun ein p ∈ L2((0, T );D) (die schwache Lo¨sung von (1.25)). Es ist
klar, daß (1.25) im Allgemeinen nicht einmal eine Lo¨sung haben muß. Aber unter
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bestimmten Voraussetzungen an S existiert eine Lo¨sung p und ha¨ngt stetig von S und
P0 ab. Diese Voraussetzungen wollen wir nicht an dieser Stelle diskutieren. Dies wird
jedoch in Kapitel 3 nachgeholt. Dort werden wir na¨mlich eine bestimmte Klasse dieser
Probleme als semilineare parabolische Differentialgleichungen na¨her untersuchen.
Definition 1.8 (Runge-Kutta-Verfahren)
Sei s ∈ IN beliebig und seien bi, aij ∈ IR, i, j = 1, . . . , s. Seien ci =
∑s
j=1 aij. Es sei
b = (b1, . . . , bs)
T , c = (c1, . . . , cs)
T und A = (aij)si,j=1. Es ist die Na¨herung pτ (t) der
Lo¨sung zum Zeitpunkt t bekannt und es soll eine Na¨herung pτ (t+ τ) zum Zeitpunkt
t+ τ berechnet werden. Die Methode
ki+S(ciτ, ·, pτ (t) + τ
s∑
j=1
aijkj) = 0, i = 1, . . . , s
pτ (t+ τ) =Ed(t+ τ ; t)pτ (t) = pτ (t) + τ
s∑
i=1
biki
(1.26)
nennt man eine s-stufige Runge-Kutta-Methode. Gilt aij = 0 fu¨r i ≥ j, so haben wir
eine explizite Runge-Kutta-Methode. Sonst haben wir eine implizite Runge-Kutta-
Methode.
In [16, Lemma 4.14] wird gezeigt, daß die obige Runge-Kutta-Methode genau dann
konsistent ist (d.h. d
dτ
Ed(t+ τ ; t)q∣∣
τ=0
= S(t, ·, q) fu¨r jeden Startwert q und t ∈ (0, T )),
wenn
s∑
i=1
bi = 1. (1.27)
Wir wollen deshalb (1.27) fu¨r alle in dieser Arbeit besprochenen Runge-Kutta-
Methoden voraussetzen. Um die Stabilita¨t nichtlinearer Verfahren untersuchen zu
ko¨nnen, braucht man neue Begriffe.
Dissipative Differentialgleichungen und B-Stabilita¨t
Zuna¨chst wollen wir eine Vereinfachung vornehmen: Wir setzen von nun an voraus, daß
S bzgl. (·, ·)0,Ω dissipativ ist. Das heißt: Fu¨r alle p, q ∈ D und beliebiges t ∈ (0, T ) gilt
(S(t, ·, p)− S(t, ·, q), p− q)0,Ω ≥ 0. (1.28)
Laut [16, Lemma 6.49] gilt (1.28) genau dann, wenn die exakte Evolution nichtexpansiv
ist, d.h. fu¨r p, q ∈ H1(Ω)
‖E(t, 0)p− E(t, 0)q‖0,Ω ≤ ‖p− q‖0,Ω. (1.29)
Runge-Kutta-Verfahren, welche die Nichtexpansivita¨t der exakten Evolution ins Diskre-
te vererben wurden 1975 von Butcher [13] untersucht. Er nannte sie B-stabil. B-stabile
Runge-Kutta-Verfahren erzeugen fu¨r dissipative, hinreichend glatte Funktion S eine
nichtexpansive diskrete Evolution, d.h.
‖Ed(t+ τ, t)p− Ed(t+ τ, t)q‖0,Ω ≤ ‖p− q‖0,Ω (1.30)
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fu¨r alle p, q ∈ D und alle zula¨ssigen τ > 0. Dieses Konzept umfaßt die A-Stabilita¨t fu¨r
lineare Probleme, denn nach [16, Lemma 6.50] sind B-stabile Runge-Kutta-Methoden
A-stabil.
Fu¨r lineare autonome Systeme p′ + Ap = 0 gilt Ed(t + τ, t) = r(τA), wobei r(z) eine
rationale Funktion ist.
Es gilt r(z) = 1 + zbT (I − zA)−1e, wobei e = (1, . . . , 1)T ∈ IRs (vgl. [16, Lemma 6.30]).
Beispiel 1.9 Wir wollen als Beispiel eine zweistufige Runge-Kutta-Methode angeben.
Betrachten wir die durch b = (12
13
, 1
13
)T und A =
[
1
2
− 1
12
1 1
2
]
definierte Runge-Kutta-
Methode. Die zugeho¨rige rationale Funktion lautet
r2,2(z) =
1− 1
6
z2
1 + z + 1
3
z2
.
Diese rationale Funktion wird uns spa¨ter wiederbegegnen.
Wir wollen an dieser Stelle ein nu¨tzliches Lemma u¨ber dissipative Funktionen beweisen,
das spa¨ter noch beno¨tigt wird.
Lemma 1.10 Sei S bzgl. der 3. Komponente stetig Fre´chet-differenzierbar. Setzen
wir DS(pˆ) = ∂3S(t, ·, pˆ), so ist S dissipativ genau dann, wenn fu¨r alle pˆ ∈ D der
Operator DS(pˆ) positiv semidefinit ist, d.h.
(DS(pˆ)qˆ, qˆ)0,Ω ≥ 0 ∀qˆ ∈ D.
Beweis:
Sei DS(pˆ) fu¨r alle pˆ ∈ D positiv semidefinit. Zu zeigen ist:
(S(t, ·, p)− S(t, ·, q), p− q)0,Ω ≥ 0 (1.31)
fu¨r alle p, q ∈ D. Seien nun p, q ∈ D beliebig. Da D ⊂ H1(Ω) ein Unterraum ist,
gilt q + µ(p − q) ∈ D fu¨r alle µ ∈ IR. Wir definieren ϕ : [0, 1] → IR, wobei ϕ(µ) =
(S(t, ·, q + µ(p − q)) − S(t, ·, q), p − q)0,Ω. Offenbar ist ϕ ∈ C1([0, 1]) mit ϕ′(µ) =
(DS(q + µ(p − q))(p − q), p − q)0,Ω ≥ 0 und ϕ(0) = 0. Damit ist ϕ(µ) ≥ 0 fu¨r alle
µ ∈ [0, 1]. Insbesondere gilt ϕ(1) ≥ 0, woraus (1.31) folgt.
Ist umgekehrt S dissipativ, so folgern wir fu¨r beliebiges h ∈ IR \ {0} und beliebiges
pˆ, qˆ ∈ D sowie t ∈ (0, T ):
(S(t, ·, pˆ+ hqˆ)− S(t, ·, pˆ), hqˆ)0,Ω ≥ 0. (1.32)
Multiplikation von (1.32) mit 1
h2
> 0 liefert:
(
S(t, ·, pˆ+ hqˆ)− S(t, ·, pˆ)
h
, qˆ)0,Ω ≥ 0.
Damit ist
(DS(pˆ)qˆ, qˆ)0,Ω = lim
h→0
(
S(t, ·, pˆ+ hqˆ)− S(t, ·, pˆ)
h
, qˆ)0,Ω ≥ 0.
Kapitel 2
Lineare Probleme
In diesem Kapitel besprechen wir eine auf dem LSF basierende Methode zur Approxi-
mation der Wa¨rmeleitungsgleichung und entwickeln einen a-posteriori Fehlerscha¨tzer,
der optimale Zeitschrittweiten garantiert. Diese Methode wird in spa¨teren Kapiteln
auf allgemeinere Fa¨lle u¨bertragen. Die meisten Ideen dieses Kapitels sind direkt aus
[33, 34] u¨bernommen und werden der Vollsta¨ndigkeit halber hier ausfu¨hrlich bespro-
chen. Wir betrachten das folgende parabolische System erster Ordnung, das auch als
Wa¨rmeleitungsgleichung bekannt ist,
c ∂tp+ div u = f,
u+ a ∇p = 0, (2.1)
in einem beschra¨nkten, mit Polygonzu¨gen berandetem Gebiet Ω ⊂ IR2. Es sei t ∈ (0, T )
mit T > 0. ∂Ω sei der Rand von Ω, der in zwei disjunkte Teilmengen ∂Ω = ΓD ∪ ΓN
aufgeteilt wird, wobei ΓD eine positive La¨nge hat. Auf ΓD bzw. ΓN schreiben wir
Dirichlet- bzw. Neumannrandbedingungen vor, d.h. wir geben p auf ΓD und < n, u >
auf ΓN vor, wobei < ·, · > das Standardskalarprodukt in IR2 ist und n die a¨ußere Ein-
heitsnormale an ΓN beschreibt. Wir geben daru¨berhinaus p(0) = P0 ∈ DA ⊂ H1ΓD(Ω)
vor, wobei die Definition von DA spa¨ter nachgeholt wird. Ferner sei f ∈ L2 (Ω) und
a, c ∈ L∞(Ω) unabha¨ngig von t. Fu¨r a und c sei vorausgesetzt, daß beide gleichma¨ßig
von 0 weg beschra¨nkt sind, d.h. es gibt eine Konstante k > 0 mit a(x), c(x) ≥ k fu¨r
alle x ∈ Ω. Wir wollen ab jetzt nur homogene Dirichlet- bzw. Neumannrandwerte
betrachten. Die Verallgemeinerung der Methoden auf beliebige Randwerte ist einfach
(sobald man die vorgegebenen Dirichlet- bzw. Neumannrandwerte zu einer Funktion
in H1(Ω) bzw. in H(div,Ω) fortgesetzt hat). Die Anfangs- und Randbedingungen, die
hier eingefu¨hrt worden sind, werden wir wa¨hrend der ganzen Arbeit benutzen.
Wir fu¨hren zuna¨chst die folgenden Ra¨ume ein:
H1ΓD(Ω) =
{
q ∈ H1(Ω) | q = 0 auf ΓD
}
,
HΓN (div ,Ω) = {v ∈ H(div,Ω) | < n, v >= 0 auf ΓN } .
Es ist klar, daß jede Lo¨sung (u, p) ∈ L2 ((0, T );HΓN (div ,Ω))×H1
(
(0, T );H1ΓD(Ω)
)
dieses Anfangs-Randwertproblems auch das folgende LSF fu¨r beliebiges α > 0 mini-
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miert:
F˜(u, p; f) =
∫ T
0
(
α ‖ c ∂tp+ div u− f‖20,Ω + ‖ u+ a ∇p‖20,Ω
)
ds .
2.1 Der halbdiskrete Fall
Nun diskretisieren wir zuna¨chst in der Zeit. Wir wa¨hlen also ein Gitter ∆ =
{t0, t1, . . . , tM | 0 = t0 < t1 < . . . < tM ≤ T } ⊂ [0, T ], die Zeitpunkte, an denen wir
eine Approximation der Lo¨sung von (2.1) berechnen wollen. Seien τj = tj − tj−1,
j = 1, . . . ,M . Es ist klar, daß die Zeitpunkte ti, i = 0, . . . ,M und damit auch die
Zeitschrittweiten τj, j = 1, . . . ,M und die Anzahl der Zeitpunkte M von der gewa¨hl-
ten Zerlegung ∆ abha¨ngen. Deshalb Schreiben wir fu¨r ein vorgegebenen Gitter ∆ auch
M∆ = M und analog τ
∆
j = τj, j = 1, . . . ,M∆ und t
∆
i = ti, i = 0, . . . ,M∆ immer wenn
wir die Abha¨ngigkeit dieser Gro¨ßen von der Zerlegung ∆ betonen wollen.
Wir werden dann das LSF in den Teilra¨umen
Vτ ((0, T );HΓN (div ,Ω))) ⊂ L2 ((0, T );HΓN (div ,Ω))) ,
Qτ
(
(0, T );H1ΓD(Ω))
) ⊂ H1 ((0, T );H1ΓD(Ω)))
minimieren. In diesem Kapitel betrachten wir bzgl. ∆ lineare (nicht notwendig stetige)
Ansatzfunktionen fu¨r Vτ und stu¨ckweise lineare stetige Ansatzfunktionen fu¨r Qτ (also
jeweils linear auf den Intervallen (tj, tj+1), j = 0, . . . ,M − 1).
Wir werden noch zeigen, daß dieses Verfahren fu¨r p die Konvergenzordnung 3 in der
H1-Norm hat. Wir werden außerdem Konvergenz in einer skalierten H1 × H( div )-
Norm zeigen.
Ein Vorteil dieses Verfahrens ist, daß man mit entsprechendem Aufwand auch belie-
big hohe Konvergenzordnung bekommt. Da es sich hierbei um ein Einschrittverfahren
handelt, nehmen wir an, daß p(t) bekannt ist und wollen mit unserem Verfahren eine
Approximation p+τ an p(t+ τ) berechnen.
Bei der numerischen Durchfu¨hrung des Verfahrens setzt man nacheinander t =
0, t1, . . . , tM−1 bzw. τ = τ1, . . . , τM .
Mit α = τ erhalten wir
Fˆ(u, p; f) =
∫ τ
0
(
τ ‖c∂tp(t+ σ) + div u(t+ σ)− f‖20,Ω + ‖u(t+ σ) + a∇p(t+ σ)‖20,Ω
)
dσ.
Wir a¨ndern dieses Funktional aus Symmetriegru¨nden etwas ab und betrachten im fol-
genden
F(u, p; f) =
∫ τ
0
(
τ
∥∥ c1/2∂tp(t+ σ) + c−1/2 ( div u(t+ σ)− f)∥∥20,Ω
+
∥∥ a−1/2u(t+ σ) + a1/2∇p(t+ σ)∥∥2
0,Ω
)
dσ.
(2.2)
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2.1.1 Variationsformulierung fu¨r das lineare LSF
Im folgendem benutzen wir fu¨r qτ ∈ Qτ und vτ ∈ Vτ die Abku¨rzungen:
q+τ = qτ (t+ τ),
v−τ = v
+
τ (t) = lim
σ→0
σ>0
vτ (t+ σ),
v+τ = v
−
τ (t+ τ) = lim
σ→0
σ>0
vτ (t+ τ − σ).
Da uτ und pτ Polynome sind (bzgl. t), kann man sie mittels Lagrange-Polynomen
darstellen. Es ist klar, daß man fu¨r pτ und fu¨r uτ jeweils zwei Lagrange-Polynome
braucht. Diese sind:
P1(σ) =
τ − σ
τ
,
P2(σ) =
σ
τ
und
U1(σ) =
τ − σ
τ
,
U2(σ) =
σ
τ
.
Somit ist pτ (t+σ) = P1(σ)p
alt
τ +P2(σ)p
+
τ und uτ (t+σ) = U1(σ)u
−
τ +U2(σ)u
+
τ , wobei p
alt
τ
bekannt ist und die anderen drei Unbekannten durch die Minimierung des LSF (2.2)
bestimmt werden.
Unsere Wahl der Ansatzfunktionen fu¨hrt zu
F(uτ , pτ ; f)
=
∫ τ
0
τ‖c1/2p
+
τ − pτ (t)
τ
+ c−1/2
(
τ − σ
τ
div u−τ +
σ
τ
div u+τ − f
)
‖20,Ω dσ
+
∫ τ
0
‖τ − σ
τ
(a−1/2u−τ + a
1/2∇pτ (t)) + σ
τ
(a−1/2u+τ + a
1/2∇p+τ )‖20,Ω dσ
=: F(u−τ , u+τ , p+τ ; pτ (t), f) .
(2.3)
Die Minimierung des LSF F ist in jedem Zeitschritt in den folgenden Ra¨umen durch-
zufu¨hren:
V˜τ =
{ (
1− σ
τ
)
v1 +
σ
τ
v2
∣∣ v1, v2 ∈ HΓN (div ,Ω)} ,
Q˜τ =
{σ
τ
q
∣∣ q ∈ H1ΓD(Ω)} .
Wir suchen also (uτ , pˆτ ) ∈ V˜τ × Q˜τ , so daß
F (uτ , pτ ; f) = min
(vτ ,qˆτ )∈V˜τ×Q˜τ
F (vτ , qτ ; f) (2.4)
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mit pτ (t+ σ) = (1− στ )pτ (t) + pˆτ (σ) und qτ (σ) = (1− στ )pτ (t) + qˆτ (σ). Definieren wir
die Bilinearform
B(uτ , pτ ; vτ , qˆτ )
=
∫ τ
0
(
τ(c1/2∂tpτ (t+ σ) + c
−1/2 div uτ (t+ σ), c1/2∂tqτ (σ) + c−1/2 div vτ (σ))0,Ω
+ (a−1/2uτ (t+ σ) + a1/2∇pτ (t+ σ), a−1/2vτ (σ) + a1/2∇qˆτ (σ))0,Ω
)
dσ
(2.5)
(mit pτ (t+σ) = (1− στ )pτ (t)+ pˆτ (σ)) zu F(uτ , pτ ; pτ (t), f), so genu¨gt (uτ , pˆτ ) ∈ V˜τ×Q˜τ
dem Variationsproblem
B(uτ , pτ ; vτ , qˆτ ) = τ
∫ τ
0
(c−1/2f, c1/2∂tqˆτ (σ) + c−1/2 div vτ (σ))0,Ωdσ (2.6)
fu¨r alle vτ ∈ V˜τ und qˆτ ∈ Q˜τ .
2.1.2 Die Analyse des LSF
Um zu zeigen, daß F (u−τ , u+τ , p+τ ; paltτ , f) zu einer Norm des Fehlers a¨quivalent ist,
beno¨tigen wir einige Hilfsmittel, die wir in diesem Abschnitt zusammenstellen. Die-
ses Ergebnis liefert die Grundlage fu¨r die adaptive Wahl der Zeitschrittweiten. Gesucht
ist die Lo¨sung des modifizierten Problems aus (2.1):
c1/2 ∂tp+ c
−1/2 div u = c−1/2 f,
a−1/2u+ a1/2 ∇p = 0. (2.7)
Nun wollen wir den Evolutionsoperator definieren. Es sei E(t + σ; t) : H1ΓD(Ω) →
H1ΓD(Ω), wobei E(t+σ; t)p(t) = p(t+σ) die Lo¨sung von (2.7) fu¨r σ ∈ (0, τ) bezeichnet.
Dann ist (vgl. Bemerkung B.4.(c),(d) und [46, pp. 9 (1.30)])
p(t+ σ) = E(t+ σ; t) p(t)
= c−1/2 exp(−σA) c1/2 p(t) + c−1/2 (I − exp(−σA)) A−1 c−1/2 f , (2.8)
wobei A definiert ist als
A :DA ⊂ H1ΓD(Ω)→ L2(Ω)
(c1/2 A c1/2p, q)0,Ω = (a∇p,∇q)0,Ω fu¨r alle q ∈ H1ΓD(Ω) ,
(2.9)
mit
DA = {q ∈ H1ΓD(Ω) : a∇q ∈ HΓN ( div ,Ω)}.
Formal ist A = −c−1/2 div (a ∇) c−1/2. Man beachte, daß A als Abbildung von DA
nach L2(Ω) bijektiv ist. Es ist auch bekannt, daß E(t + σ; t) ein Operator ist, der DA
nach DA abbildet (vgl. [23, Section 7.4]).
Bemerkung 2.1
(i) Die genaue Definition der Operatoren r2,2(τA) und exp(−τA) ist in Bemerkung
B.2.(a),(b) zu finden.
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(ii) Ist p˜ die gesuchte Lo¨sung von (2.1) mit dem Anfangswert p˜0, wobei f beliebig ist,
dann kann man mit den folgenden U¨berlegungen p˜ aus der Lo¨sung des homogenen
Problems und der Lo¨sung eines elliptischen Problems zusammensetzen:
(a) Sei pf die Lo¨sung des elliptischen Problems
Ac1/2pf = c
−1/2f , d.h. pf = c−1/2A−1c−1/2f.
(b) Sei p die Lo¨sung der homogenen Wa¨rmeleitungsgleichung, d.h. die Lo¨sung
von
c1/2 ∂tp+ c
−1/2 div u = 0,
u+ a ∇p = 0, (2.10)
mit dem Anfangswert p0 = p˜0 − pf , dann ist p˜ = p + pf die Lo¨sung des
Problems (2.1), denn
p˜(t) = p(t) + pf
= c−1/2 exp(−tA) c1/2 p0 + pf
= c−1/2 exp(−tA) c1/2 (p˜0 − pf ) + pf
= c−1/2 exp(−tA) c1/2 p˜0 + c−1/2 (I − exp(−tA)) A−1 c−1/2 f ,
(2.11)
was offenbar nach (2.8) richtig ist.
(c) Das heißt wir ko¨nnen p durch die zeitdiskrete Funktion pτ approximieren
und p˜τ = pτ + pf approximiert p˜. Wir nehmen ab diesem Zeitpunkt ohne
Beschra¨nkung der Allgemeinheit f = 0 an, um die Notation zu vereinfachen.
Lemma 2.2 Die Minimierungsaufgabe (2.4) fu¨hrt auf eine Einschrittmethode. Die
diskrete Evolution dieser Einschrittmethode hat die Form
p+τ = Ed(t+ τ ; t) pτ (t)
= c−1/2 r2,2(τA) c1/2 pτ (t) + c−1/2 (I − r2,2(τA)) A−1 c−1/2 f ,
wobei die rationale Funktion r2,2 gegeben ist durch
r2,2(z) =
1− 1
6
z2
1 + z + 1
3
z2
. (2.12)
Beweis:
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(i) Die Simpson-Regel, die fu¨r Polynome vom Grad 2 exakt ist, liefert:
F(u−τ , u+τ , p+τ ; pτ (t), f) =
1
6
‖c1/2(p+τ − pτ (t)) + τ c−1/2(divu−τ − f)‖20,Ω
+
2
3
‖c1/2(p+τ − pτ (t)) + τ c−1/2(
1
2
(divu−τ + divu
+
τ )− f)‖20,Ω
+
1
6
‖c1/2(p+τ − pτ (t)) + τ c−1/2(divu+τ − f)‖20,Ω
+
τ
6
‖a−1/2u−τ + a1/2∇pτ (t)‖20,Ω +
τ
6
‖a−1/2u+τ + a1/2∇p+τ ‖20,Ω
+
τ
6
‖a−1/2(u−τ + u+τ ) + a1/2(∇pτ (t) +∇p+τ )‖20,Ω .
(2.13)
Die zu (2.13) geho¨rige Bilinearform lautet entsprechend:
B(u−τ , u+τ , pτ ; v−τ , v+τ , qτ )
=
1
3
(c1/2p+τ + τ c
−1/2 div u−τ , c
1/2qτ + τ c
−1/2 div v−τ )0,Ω
+
1
3
(c1/2p+τ + τ c
−1/2 div u+τ , c
1/2qτ + τ c
−1/2 div v+τ )0,Ω
+
1
6
(c1/2p+τ + τ c
−1/2 div u−τ , c
1/2qτ + τ c
−1/2 div v+τ )0,Ω
+
1
6
(c1/2p+τ + τ c
−1/2 div u+τ , c
1/2qτ + τ c
−1/2 div v−τ )0,Ω
+
τ
6
(a−1/2u−τ , a
−1/2v−τ )0,Ω
+
τ
6
(a−1/2u+τ + a
1/2∇p+τ , a−1/2v+τ + a1/2 ∇qτ )0,Ω
+
τ
6
(a−1/2(u−τ + u
+
τ ) + a
1/2∇p+τ , a−1/2(v−τ + v+τ ) + a1/2∇qτ )0,Ω .
(2.14)
Damit genu¨gt die Lo¨sung (u−τ , u
+
τ , p
+
τ ) dem Variationsproblem
B(u−τ , u+τ , p+τ ; v−τ , v+τ , qτ )
= (c1/2 pτ (t) + τ c
−1/2 f, c1/2 qτ +
τ
2
c−1/2 ( div v−τ + div v
+
τ ))0,Ω
− τ
6
(a1/2∇pτ (t), a−1/2(2v−τ + v+τ ))0,Ω −
τ
6
(a1/2∇pτ (t), a1/2∇qτ )0,Ω
(2.15)
fu¨r alle v−τ , v
+
τ ∈ HΓN (div ,Ω) und qτ ∈ H1ΓD(Ω).
(ii) Nach Bemerkung 2.1 bleibt nur zu zeigen:
p+τ = c
−1/2 r2,2(τA) c1/2 pτ (t) .
Das Variationsproblem (2.15) ist a¨quivalent zu:
Finde (u−τ , u
+
τ , p
+
τ ) so, daß die folgenden drei Gleichungen erfu¨llt sind:
(c1/2p+τ , c
1/2qτ )0,Ω +
τ
3
(a1/2∇p+τ , a1/2∇qτ )0,Ω
+
τ
2
(c−1/2 div u−τ , c
1/2qτ )0,Ω +
τ
6
(a−1/2u−τ , a
1/2∇qτ )0,Ω
+
τ
2
(c−1/2 div u+τ , c
1/2qτ )0,Ω +
τ
3
(a−1/2u+τ , a
1/2∇qτ )0,Ω
= (c1/2pτ (t), c
1/2qτ )0,Ω − τ
6
(a1/2∇pτ (t), a1/2∇qτ )0,Ω
(2.16)
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fu¨r alle qτ ∈ H1ΓD(Ω),
τ
2
(c1/2p+τ , c
−1/2 div v−τ )0,Ω +
τ
6
(a1/2∇p+τ , a−1/2v−τ )0,Ω
+
τ 2
3
(c−1/2 div u−τ , c
−1/2 div v−τ )0,Ω +
τ
3
(a−1/2u−τ , a
−1/2v−τ )0,Ω
+
τ 2
6
(c−1/2 div u+τ , c
−1/2 div v−τ )0,Ω +
τ
6
(a−1/2u+τ , a
−1/2v−τ )0,Ω
=
τ
2
(c1/2pτ (t), c
−1/2 div v−τ )0,Ω −
τ
3
(a1/2∇pτ (t), a−1/2v−τ )0,Ω
(2.17)
fu¨r alle v−τ ∈ HΓN ( div ,Ω), und
τ
2
(c1/2p+τ , c
−1/2 div v+τ )0,Ω +
τ
3
(a1/2∇p+τ , a−1/2v+τ )0,Ω
+
τ 2
6
(c−1/2 div u−τ , c
−1/2 div v+τ )0,Ω +
τ
6
(a−1/2u−τ , a
−1/2v+τ )0,Ω
+
τ 2
3
(c−1/2 div u+τ , c
−1/2 div v+τ )0,Ω +
τ
3
(a−1/2 u+τ , a
−1/2v+τ )0,Ω
=
τ
2
(c1/2pτ (t), c
−1/2 div v+τ )0,Ω −
τ
6
(a1/2∇pτ (t), a−1/2v+τ )0,Ω
(2.18)
fu¨r alle v+τ ∈ HΓN ( div ,Ω). Fu¨r den Rest des Beweises beno¨tigen wir nur (2.16) und
(2.17). (2.18) verwenden wir spa¨ter fu¨r den Beweis von Lemma 2.3.
Nach dem Integralsatz von Gauß ko¨nnen wir (2.16) schreiben als
(c1/2p+τ , c
1/2qτ )0,Ω +
τ
3
(a1/2∇p+τ , a1/2∇qτ )0,Ω
+
τ
3
(c−1/2 div u−τ , c
1/2qτ )0,Ω +
τ
6
(c−1/2 div u+τ , c
1/2qτ )0,Ω
= (c1/2pτ (t), c
1/2qτ )0,Ω − τ
6
(a1/2∇pτ (t), a1/2∇qτ )0,Ω
(2.19)
fu¨r alle qτ ∈ H1ΓD(Ω). Nochmaliges Anwenden des Gaußschen Satzes fu¨hrt zu(
(I − τ
3
c−1/2 div (a∇)c−1/2)c1/2p+τ +
τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ , c
1/2qτ
)
0,Ω
=
(
(I +
τ
6
c−1/2 div (a∇) c−1/2)c1/2pτ (t), c1/2qτ
)
0,Ω
fu¨r alle qτ ∈ H10 (Ω). Da H10 (Ω) in L2(Ω) dicht liegt, folgern wir
τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ = (I +
τ
6
c−1/2 div (a∇) c−1/2)c1/2pτ (t)
− (I − τ
3
c−1/2 div (a∇) c−1/2)c1/2p+τ
(2.20)
in L2(Ω). Andererseits folgt aus (2.19)(τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ , c
1/2qτ
)
0,Ω
=
(
(I +
τ
6
c−1/2 div (a∇) c−1/2)c1/2pτ (t), c1/2qτ
)
0,Ω
−
(
(I − τ
3
c−1/2 div (a∇) c−1/2)c1/2p+τ , c1/2qτ
)
0,Ω
− τ
6
(< n, (a∇pτ (t)) >, qτ )0,ΓN −
τ
3
(< n, (a∇p+τ ) >, qτ )0,ΓN
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fu¨r alle qτ ∈ H1ΓD(Ω). Zusammen mit (2.20) haben wir
〈n, (a∇pτ (t))〉+ 2
〈
n, (a∇p+τ )
〉
= 0 auf ΓN .
Zusammen mit unserer generellen Annahme, daß 〈n, (a∇pτ (0))〉 = 0 auf ΓN , folgt
〈n, (a∇pτ (t))〉 =
〈
n, (a∇p+τ )
〉
= 0 auf ΓN
und deshalb pτ (t), p
+
τ ∈ DA. Aus der Definition von A bei (2.9) ergibt sich(
(I +
τ
3
A)c1/2p+τ +
τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ , c
1/2qτ
)
0,Ω
=
(
(I − τ
6
A)c1/2pτ (t), c
1/2qτ
)
0,Ω
fu¨r alle qτ ∈ H1ΓD(Ω) und deshalb ist
τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ = (I −
τ
6
A)c1/2pτ (t)− (I + τ
3
A)c1/2p+τ (2.21)
in L2(Ω) (da H1ΓD(Ω) dicht in L
2(Ω)).
Beschra¨nken wir uns auf qτ ∈ DA und setzen v−τ = a∇qτ so, fu¨hrt dies mit Hilfe von
(2.9) zu
c−1/2 div v−τ = −A c1/2qτ .
Aus (2.17) folgt somit
− τ
2
(c1/2p+τ , A c
1/2qτ )0,Ω +
τ
6
(a1/2∇p+τ , a1/2∇qτ )0,Ω
− τ
2
3
(c−1/2 div u−τ , A c
1/2qτ )0,Ω − τ
3
(c−1/2 div u−τ , c
1/2qτ )0,Ω
− τ
2
6
(c−1/2 div u+τ , A c
1/2qτ )0,Ω − τ
6
(c−1/2 div u+τ , c
1/2qτ )0,Ω
= − τ
2
(A c1/2pτ (t), c
1/2qτ )0,Ω − τ
3
(a1/2∇pτ (t), a1/2∇qτ )0,Ω ,
fu¨r alle qτ ∈ DA. Daraus erhalten wir(τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ , (I + τA)c
1/2qτ
)
0,Ω
= −τ
3
(
Ac1/2p+τ , c
1/2qτ
)
0,Ω
+
(
5
6
τAc1/2pτ (t), c
1/2qτ
)
0,Ω
=
(
(I + τA) (I + τA)−1τAc1/2
(
− 1
3
p+τ +
5
6
pτ (t)
)
, c1/2qτ
)
0,Ω
fu¨r alle qτ ∈ DA. Da I + τA auf DA selbstadjungiert ist, ko¨nnen wir aus der obigen
Gleichung folgern:(τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ , (I + τA) c
1/2qτ
)
0,Ω
=
(
(I + τA)−1τA
(
5
6
c1/2pτ (t)− 1
3
c1/2p+τ
)
, (I + τA) c1/2qτ
)
0,Ω
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fu¨r alle qτ ∈ DA. I + τA ist als Operator zwischen DA und L2(Ω) bijektiv und damit
haben wir
τ
3
c−1/2 div u−τ +
τ
6
c−1/2 div u+τ = τA (I + τA)
−1
(
5
6
c1/2pτ (t)− 1
3
c1/2p+τ
)
(2.22)
in L2(Ω). Insgesamt erhalten wir aus (2.21) und (2.22)(
1
3
τA (I + τA)−1 − I − τ
3
A
)
c1/2p+τ =
(
5
6
τA (I + τA)−1 − I + τ
6
A
)
c1/2pτ (t),
was Lemma 2.2 beweist.
Es ist auch mo¨glich, die Gro¨ßen u+τ und u
−
τ wie in Lemma 2.2 auszudru¨cken.
Lemma 2.3 Fu¨r die Variationsprobleme (2.14) und (2.15) haben wir
u−τ = −a∇ c−1/2r−2,3(τA) c1/2pτ (t),
u+τ = −a∇ c−1/2r+0,1(τA) c1/2pτ (t),
wobei die rationalen Funktionen r−2,3 und r
+
0,1 wie folgt gegeben sind:
r−2,3(z) =
1 + 2z + 5
6
z2
(1 + z)(1 + z + 1
3
z2)
, r+0,1(z) =
1
1 + z
. (2.23)
Beweis:
Analog zu (2.22) in Beweis von Lemma 2.2 folgern wir aus (2.18):
τ
6
c−1/2 div u−τ +
τ
3
c−1/2 div u+τ = τA(I + τA)
−1
(
2
3
c1/2pτ (t)− 1
6
c1/2p+τ
)
.
Zusammen mit (2.22) ergibt sich:
τ c−1/2 div u−τ = τA (I + τA)
−1(2c1/2pτ (t)− c1/2p+τ ) = τA r−2,3(τA) c1/2pτ (t) ,
τ c−1/2 div u+τ = τA (I + τA)
−1c1/2pτ (t) = τA r+0,1(τA) c
1/2pτ (t) .
Setzen wir dies und das Ergebnis aus Lemma 2.2 in (2.17) und (2.18) ein, so folgt
1
3
u−τ +
1
6
u+τ = a∇ c−1/2
(
1
3
r2,2(τA)− 5
6
I +
1
3
τAr−2,3(τA) +
1
6
τAr+0,1(τA)
)
c1/2pτ (t),
1
6
u−τ +
1
3
u+τ = a∇ c−1/2
(
1
6
r2,2(τA)− 2
3
I +
1
6
τAr−2,3(τA) +
1
3
τAr+0,1(τA)
)
c1/2pτ (t).
Hieraus erha¨lt man
u−τ = a∇ c−1/2
(
r2,2(τA)− 2I + τA r−2,3(τA)
)
c1/2pτ (t) ,
u+τ = a∇ c−1/2
(−I + τA r+0,1(τA)) c1/2pτ (t) ,
was a¨quivalent zu (2.23) ist.
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2.1.3 Das LSF als Fehlerscha¨tzer
Unser Ziel in diesem Abschnitt ist es, die A¨quivalenz des LSF zum Konsistenzfehler zu
zeigen.
Dies ermo¨glicht es uns, das LSF als einen Fehlerscha¨tzer zu benutzen, um die Zeit-
schrittweiten adaptiv zu wa¨hlen. Wir fahren zuna¨chst mit der folgenden Tatsache u¨ber
das LSF fort.
Lemma 2.4 Fu¨r das in (2.3) definierte LSF gilt
F(u−τ , u+τ , p+τ ; pτ (t), 0) = (c1/2pτ (t), rF4,3(τA)c1/2pτ (t))0,Ω , (2.24)
wobei
rF4,3(z) =
z4
12(1 + z)(1 + z + 1
3
z2)
.
Beweis:
Aus Lemma 2.2 und Lemma 2.3 folgern wir
c1/2 (p+τ − pτ (t)) + τ c−1/2 div uτ (t+ σ)
=
(
(r2,2(τA)− I) +
(
1− σ
τ
)
τA r−2,3(τA) +
σ
τ
τA r+0,1(τA)
)
c1/2pτ (t) und
a−1/2 uτ (t+ σ) + a1/2 ∇pτ (t+ σ)
= a1/2∇c−1/2
(
I +
σ
τ
(r2,2(τA)− I)
−(τA)−1
((
1− σ
τ
)
τA r−2,3(τA) +
σ
τ
τA r+0,1(τA)
))
c1/2pτ (t) .
(2.25)
Setzen wir (2.25) in das LSF ein, so erhalten wir mit (2.9):
F(u−τ , u+τ , p+τ ; pτ (t), 0)
=
∫ τ
0
(
1
τ
‖
(
r2,2(τA)− I + τA r−2,3(τA) +
σ
τ
τA (r+0,1(τA)− r−2,3(τA))
)
c1/2pτ (t)‖20,Ω
+ ‖A1/2
(
I − r−2,3(τA) +
σ
τ
(r2,2(τA)− I − r+0,1(τA) + r−2,3(τA))
)
c1/2pτ (t)‖20,Ω
)
dσ
= ‖(r2,2(τA)− I + τA r−2,3(τA)) c1/2pτ (t)‖20,Ω
+ ‖(τA)1/2(I − r−2,3(τA)) c1/2pτ (t)‖20,Ω
+
1
3
‖τA (r+0,1(τA)− r−2,3(τA)) c1/2pτ (t)‖20,Ω
+
1
3
‖((τA)1/2(r2,2(τA)− I)− (τA)1/2(r+0,1(τA)− r−2,3(τA))) c1/2pτ (t)‖20,Ω
+ ((r2,2(τA)− I + τA r−2,3(τA)) c1/2pτ (t), τA (r+0,1(τA)− r−2,3(τA)) c1/2pτ (t))0,Ω
+ (τA(I − r−2,3(τA)) c1/2pτ (t), (r2,2(τA)− I − r+0,1(τA) + r−2,3(τA)) c1/2pτ (t))0,Ω .
In der obigen Formel tauchen jeweils nur rationale Funktionen von τA auf. Da A selbst-
adjungiert ist, kann man die obigen Terme zusammenfassen und erha¨lt durch algebrai-
sche Umformungen die Behauptung.
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Das folgende Resultat wird fu¨r spa¨tere Zwecke beno¨tigt.
Lemma 2.5 Fu¨r w ∈ L2((t, t+ τ);L2(Ω)) gilt:
1
τ
∫ τ
0
∥∥∥∥∫ σ
0
w(t+ ρ) dρ
∥∥∥∥2
0,Ω
dσ ≤ τ
∫ τ
0
‖w(t+ σ)‖20,Ω dσ . (2.26)
Beweis:
Es ist
1
τ
∫ τ
0
∥∥∥∥∫ σ
0
w(t+ ρ) dρ
∥∥∥∥2
0,Ω
dσ =
1
τ
∫ τ
0
∫
Ω
(∫ σ
0
w(t+ ρ)dρ
)2
dx dσ
≤︸︷︷︸
(∗)
1
τ
∫ τ
0
∫
Ω
σ
∫ σ
0
(w(t+ ρ))2dρ dx dσ ≤ 1
τ
∫ τ
0
σ dσ
∫
Ω
∫ τ
0
(w(t+ ρ)(x))2dρ dx
≤ τ
∫
Ω
∫ τ
0
(w(t+ ρ)(x))2dρ dx =︸︷︷︸
(∗∗)
τ
∫ τ
0
‖w(t+ σ)‖20,Ω dσ,
(2.27)
wobei in (∗) die Cauchy-Schwarzsche Ungleichung und in (∗∗) der Satz von Fubini fu¨r
nicht negative Funktionen benutzt wurde.
Mit diesen Mitteln ist es nun mo¨glich zu zeigen, daß das LSF a¨quivalent ist zu einer
Norm auf L2((0, T );HΓN (div ,Ω))×H1((0, T );H1ΓD(Ω)).
Satz 2.6 Auf L2((t, t + τ);HΓN ( div ,Ω)) × H1((t, t + τ);H1ΓD(Ω)) sei die folgende
Norm definiert:
|||(v, q)|||τ =
(∫ τ
0
(‖v(t+ σ)‖20,Ω + τ ‖ div v(t+ σ)‖20,Ω
+
1
τ
‖q(t+ σ)‖20,Ω + ‖∇ q(t+ σ)‖20,Ω)dσ
)1/2
.
(2.28)
Den Konsistenzfehler von u bzw. p bezeichnen wir mit
ηp(t+ σ) = pτ (t+ σ)− E(t+ σ; t)pτ (t) ,
ηu(t+ σ) = uτ (t+ σ) + a∇E(t+ σ; t)pτ (t) .
Dann gilt:
F(u−τ , u+τ , p+τ ; pτ (t), f) h |||(ηu, ηp)|||2τ . (2.29)
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Beweis:
(i) Unser erstes Ziel ist es, die folgende A¨quivalenz zu zeigen
F(u−τ , u+τ , p+τ ; pτ (t), f)
h
1
τ
∫ τ
0
‖c1/2 (pτ (t+ σ)− pτ (t)) +
∫ σ
0
c−1/2 div uτ (t+ ρ) dρ‖20,Ω dσ
+
∫ τ
0
‖a−1/2 uτ (t+ σ) + a1/2 ∇pτ (t+ σ)‖20,Ω dσ .
Wir betrachten die Gleichung (2.3)
F(u−τ ,u+τ , p+τ ; pτ (t), 0)
=
∫ τ
0
τ‖c1/2 p
+
τ − pτ (t)
τ
+ c−1/2 div uτ (t+ σ)‖20,Ω dσ
+
∫ τ
0
‖a−1/2 uτ (t+ σ) + a1/2 ∇pτ (t+ σ)‖20,Ω dσ = : I1 + I2.
(2.30)
Da pτ und uτ bzgl. t linear sind, kann der erste Term in (2.30) wie folgt umgeformt
werden zu
I1 = τ
∫ τ
0
‖c1/2 p
+
τ − pτ (t)
τ
+ (1− σ
τ
)c−1/2 div u−τ
+
σ
τ
c−1/2 div u+τ ‖20,Ω dσ
=
c1/2(p+τ − pτ (t))c−1/2τ div u−τ
c−1/2τ div u+τ
 ,
1 12 121
2
1
3
1
6
1
2
1
6
1
3
c1/2(p+τ − pτ (t))c−1/2τ div u−τ
c−1/2τ div u+τ

0,Ω
.
Andererseits ist
1
τ
∫ τ
0
‖c1/2(pτ (t+ σ)− pτ (t)) + c−1/2
∫ σ
0
div uτ (t+ ρ) dρ‖20,Ω dσ
=
1
τ
∫ τ
0
‖σ
τ
c1/2 (p+τ − pτ (t)) +
σ
τ
(τ − 1
2
σ) c−1/2 div u−τ
+
σ2
2τ
div u+τ ‖20,Ω dσ
=
c1/2(p+τ − pτ (t))c−1/2τ div u−τ
c−1/2τ div u+τ
 ,
 13 524 185
24
2
15
3
40
1
8
3
40
1
20
c1/2(p+τ − pτ (t))c−1/2τ div u−τ
c−1/2τ div u+τ

0,Ω
.
Die obigen Matrizen haben den gleichen eindimensionalen Nullraum {s(−1, 1, 1)T | s ∈
IR}, und bei beiden sind alle von Null verschiedenen Eigenwerte positiv. Somit gilt
F(u−τ , u+τ , p+τ ; pτ (t), 0)
h
1
τ
∫ τ
0
‖c1/2 (pτ (t+ σ)− pτ (t)) +
∫ σ
0
c−1/2 div uτ (t+ ρ) dρ‖20,Ω dσ
+
∫ τ
0
‖a−1/2 uτ (t+ σ) + a1/2 ∇pτ (t+ σ)‖20,Ω dσ .
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(ii) Die Definition des Operators E(t+ σ; t) liefert
c1/2 (E(t+ σ; t) pτ (t)− pτ (t))− c−1/2
∫ σ
0
div (a∇E(t+ ρ; t)pτ (t)) dρ = 0.
Einsetzen der obigen Gleichung in (2.30) ergibt
F(u−τ , u+τ , p+τ ; pτ (t), 0) h
1
τ
∫ τ
0
‖c1/2 (pτ (t+ σ)− E(t+ σ; t) pτ (t))
+ c−1/2
∫ σ
0
div (uτ (t+ ρ) + a∇E(t+ ρ; t)pτ (t)) dρ‖20,Ωdσ
+
∫ τ
0
‖a−1/2 uτ (t+ σ) + a1/2 ∇E(t+ σ; t)pτ (t)
+ a1/2 ∇(pτ (t+ σ)− E(t+ σ; t)pτ (t))‖20,Ω dσ .
Da a und c beschra¨nkt und gleichma¨ßig von 0 weg beschra¨nkt sind, gilt
F(u−τ , u+τ , p+τ ; pτ (t), 0) h
1
τ
∫ τ
0
(‖pτ (t+ σ)− E(t+ σ; t) pτ (t)‖20,Ω
+
1
τ
‖
∫ σ
0
div (uτ (t+ ρ) + a∇E(t+ ρ; t)pτ (t)) dρ‖20,Ω
+ ‖uτ (t+ σ) + a∇E(t+ σ; t)pτ (t)‖20,Ω
+ ‖∇(pτ (t+ σ)− E(t+ σ; t)pτ (t))‖20,Ω
+
2
τ
(pτ (t+ σ)− E(t+ σ; t) pτ (t),
∫ σ
0
div (uτ (t+ ρ) + a∇E(t+ ρ; t)pτ (t)) dρ)0,Ω
+ 2 (uτ (t+ σ) + a∇E(t+ σ; t)pτ (t),∇(pτ (t+ σ)− E(t+ σ; t)pτ (t)))0,Ω) dσ .
Die obige A¨quivalenz kann durch den Konsistenzfehler wie folgt ausgedru¨ckt werden
F(u−τ , u+τ , p+τ ; pτ (t), 0)
h
∫ τ
0
(
1
τ
‖ηp(t+ σ)‖20,Ω +
1
τ
‖
∫ σ
0
div ηu(t+ ρ) dρ‖20,Ω
+ ‖ηu(t+ σ)‖20,Ω + ‖∇ ηp(t+ σ)‖20,Ω
+
2
τ
(
ηp(t+ σ),
∫ σ
0
div (ηu(t+ ρ) dρ
)
0,Ω
+ 2(ηu(t+ σ),∇ ηp(t+ σ))0,Ω
)
dσ .
Aus der Cauchy-Schwarzschen Ungleichung folgt
2
τ
(
ηp(t+ σ),
∫ σ
0
div (ηu(t+ ρ) dρ
)
0,Ω
≤ 1
τ
(
‖ηp(t+ σ)‖20,Ω + ‖
∫ σ
0
div ηu(t+ ρ) dρ‖20,Ω
)
und
2(ηu(t+ σ),∇ ηp(t+ σ))0,Ω ≤ ‖ηu(t+ σ)‖20,Ω + ‖∇ ηp(t+ σ)‖20,Ω .
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Somit ist
F(u−τ , u+τ , p+τ ; pτ (t), 0)
.
∫ τ
0
(
‖ηu(t+ σ)‖20,Ω +
1
τ
‖
∫ σ
0
div ηu(t+ σ) dρ‖20,Ω
+
1
τ
‖ηp(t+ σ)‖20,Ω + ‖∇ ηp(t+ σ)‖20,Ω
)
dσ .
Nach Lemma 2.5 (mit w = div ηu(t + · )) haben wir die Abscha¨tzung nach oben in
(2.29) gezeigt.
(iii) Um die Abscha¨tzung nach unten zu beweisen, mu¨ssen wir zeigen, daß ein β > 0
existiert, so daß
F(u−τ , u+τ , p+τ ; pτ (t))
|||(ηu, ηp)|||2τ
≥ β (2.31)
gleichma¨ßig bzgl. τ fu¨r alle pτ (t) ∈ L2(Ω). Benutzen wir wieder, wie in Teil (ii), die Be-
schra¨nktheit von c und a und die Tatsache, daß beide gleichma¨ßig von 0 weg beschra¨nkt
sind, so gilt a ≡ c ≡ 1.
Nach Lemma 2.2, Bemerkung 2.1 und Lemma 2.3 haben wir
pτ (t+ σ) =
(
I +
σ
τ
(r2,2(τA)− I)
)
pτ (t) ,
uτ (t+ σ) = −∇
(
r−2,3(τA) +
σ
τ
(r+0,1(τA)− r−2,3(τA))
)
pτ (t) .
Der Konsistenzfehler kann deshalb wie folgt ausgedru¨ckt werden:
ηp(t+ σ) =
(
I +
σ
τ
(r2,2(τA)− I)− exp(−σA)
)
pτ (t) ,
ηu(t+ σ) = ∇
(
exp(−σA)−
((
1− σ
τ
)
r−2,3(τA) +
σ
τ
r+0,1(τA)
))
pτ (t) .
(2.32)
Mit Hilfe von (2.32) ergibt dies
|||(ηu, ηp)|||2τ
=
∫ τ
0
((
A
(
exp(−σA)−
(
1− σ
τ
)
r−2,3(τA)−
σ
τ
r+0,1(τA)
)2
pτ (t), pτ (t)
)
0,Ω
+ τ
(
A
(
exp(−σA)−
(
1− σ
τ
)
r−2,3(τA)−
σ
τ
r+0,1(τA)
)2
pτ (t), pτ (t)
)
0,Ω
+
1
τ
((
I +
σ
τ
(r2,2(τA)− I)− exp(−σA)
)2
pτ (t), pτ (t)
)
0,Ω
+
(
A
(
I +
σ
τ
(r2,2(τA)− I)− exp(−σA)
)2
pτ (t), pτ (t)
)
0,Ω
)
dσ .
Nach Berechnung dieser vier Integrale, erhalten wir
|||(ηu, ηp)|||2τ = (g(τA) pτ (t), pτ (t))0,Ω , wobei
g(z) = − 1
36
g0(z) + g1(z)e
−z + g2(z)e−2z
z (1 + z)
(
1 + z + 1
3
z2
)2 mit
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g0(z) = −3 z7 − 11 z6 − z5 + 36 z4 + 6 z3 − 96 z2 − 90 z − 18 ,
g1(z) = −4 z6 − 12 z5 + 4 z4 + 60 z3 + 84 z2 + 36 z ,
g2(z) = 2 z
7 + 18 z6 + 72 z5 + 164 z4 + 228 z3 + 192 z2 + 90 z + 18 .
Da A−1 ein kompakter Operator ist, existiert ein Orthonormalsystem {Φk}k∈IN von
L2 (Ω) aus Eigenfunktionen von A (vgl. Bemerkung B.2.a,b). Wir stellen nun pτ (t) mit
Hilfe von {Φk}k∈IN dar. Dann ist (2.31) erfu¨llt, falls ein β˜ > 0 existiert mit
rF4,3(τλk)
g(τλk)
≥ β˜ fu¨r k = 1, 2, . . .
gleichma¨ßig fu¨r alle τ > 0. Deshalb betrachten wir die Funktion
rF4,3(x)
g(x)
= −3 x
5(1 + x+ 1
3
x2)
g0(x) + g1(x)e−x + g2(x)e−2x
fu¨r x > 0. Aus Teil (i) und Teil (ii) des Beweises wissen wir, daß diese Funktion
beschra¨nkt und nichtnegativ ist. Ferner gibt es keine positiven Nullstellen. Bildet man
nun noch den Grenzwert fu¨r x→ 0 bzw. x→∞, so ergibt sich
lim
x→0
rF4,3(x)
g(x)
= 10 und lim
x→∞
rF4,3(x)
g(x)
=
1
3
,
womit die Behauptung bewiesen ist.
Das wichtigste Resultat aus Satz 2.6 ist, daß das Auswerten des LSF einen a-posteriori
Fehlerscha¨tzer fu¨r den Konsistenzfehler bietet.
2.1.4 Konvergenztheorie
In diesem Abschnitt wollen wir eine Konvergenztheorie fu¨r die Einschrittmethode ent-
wickeln, die sich aus der Variationsformulierung (2.15) ergibt. Zuna¨chst zeigen wir einige
wichtige Eigenschaften der rationalen Funktion, die den Evolutionsoperator Ed(t+τ ; t)
definiert.
Lemma 2.7 Die rationale Funktion r2,2 erfu¨llt
r2,2(z) = 1− z + 1
2
z2 − 1
6
z3 +O(z5) und (2.33)
|r2,2(z)| ≤ 1 fu¨r alle z mit Rez ≥ 0 . (2.34)
Beweis:
Die Taylorentwicklung von r2,2(z) an der Stelle z = 0 fu¨hrt direkt auf (2.33). Die
Stabilita¨t (2.34) folgt aus der Tatsache, daß r2,2 eine holomorphe Funktion in der rechten
Halbebene ist, wobei
lim
z→∞
|r2,2(z)| = 1
2
und
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|r2,2(iy)| =
( (
1 + 1
6
y2
)2(
1− 1
3
y2
)2
+ y2
)1/2
=
(
1 + 1
3
y2 + 1
36
y4
1 + 1
3
y2 + 1
9
y4
)1/2
≤ 1
gilt. Das Maximumprinzip liefert das gewu¨nschte Resultat.
Als erstes zeigen wir die Konvergenz an den Punkten tn fu¨r n = 1, . . . ,M .
Satz 2.8 Sei p ∈ C∞((0, T ];H1ΓD(Ω)) ∩ C([0, T ];L2 (Ω)) die exakte Lo¨sung
der Anfangs-Randwertaufgabe (2.1). Sei (uτ , pτ ) ∈ Vτ ((0, T );HΓN ( div ,Ω)) ×
Qτ ((0, T );H
1
ΓD
(Ω)) die Lo¨sung des Variationsproblems (2.15). mit den Zeitschritt-
weiten τ1, . . . , τM und Zeitschritten tn = tn−1 + τn fu¨r n = 1, . . . ,M . Dann gelten:
‖p(tn)− pτ (tn)‖0,Ω .
(
n∑
j= 1
τ 4j
∫ tj
tj−1
‖∂3t p‖20,Ω dσ
)1/2
, (2.35)
‖∇(p(tn)− pτ (tn))‖0,Ω .
(
n∑
j= 1
τ 3j
∫ tj
tj−1
‖∂3t p‖20,Ω dσ
)1/2
. (2.36)
Beweis:
Wir betrachten einen beliebigen Zeitschritt von t auf t+ τ . Den Approximationsfehler
teilen wir auf in den Konsistenzfehler und die Propagation des alten Fehlers (zum
Zeitpunkt t) durch die diskrete Evolution. Wir fu¨hren den Beweis mit den folgenden
Normen durch:
‖ · ‖0,c,Ω = ‖c1/2( · )‖0,Ω ,
‖ · ‖0,a,Ω = ‖a1/2( · )‖0,Ω ,
die beide zu ‖ · ‖0,Ω a¨quivalent sind.
(i) Zuna¨chst zeigen wir (2.35). Es gilt
‖p(t+ τ)− p+τ ‖0,c,Ω = ‖E(t+ τ ; t)p(t)− Ed(t+ τ ; t)pτ (t)‖0,c,Ω
≤ ‖(E(t+ τ ; t)− Ed(t+ τ ; t))p(t)‖0,c,Ω + ‖Ed(t+ τ ; t)(p(t)− pτ (t))‖0,c,Ω . (2.37)
Um die Terme auf der rechten Seite abzuscha¨tzen, benutzen wir Eigenfunktionen
{Φk}k∈IN von A, die ein Orthonormalsystem von L2 (Ω) bilden (vgl. das Ende des Be-
weises von Satz 2.6). Wir stellen c1/2p(t) bzgl. dieses Systems wie folgt dar:
c1/2p(t) =
∞∑
k= 1
βk Φk . (2.38)
2.1. Der halbdiskrete Fall 45
Damit erhalten wir fu¨r den ersten Term in (2.37)
‖(E(t+ τ ; t)− Ed(t+ τ ; t))p(t)‖0,c,Ω = ‖(e−τA − r2,2(τA)) c1/2p(t)‖0,Ω
=
( ∞∑
k= 1
β2k (e
−τλk − r2,2(τλk))2
)1/2
.︸︷︷︸
(∗)
( ∞∑
k= 1
β2k
1
2
τ 5 λ5k (1− e−2τλk)
)1/2
=
( ∞∑
k= 1
β2k τ
5 λ6k
∫ τ
0
e−2σλk dσ
)1/2
= τ 5/2
(∫ τ
0
‖A3 exp(−σA) c1/2p(t)‖20,Ωdσ
)1/2
. τ 5/2
(∫ τ
0
∥∥∥∥ d3dσ3 E(t+ σ; t) p(t)
∥∥∥∥2
0,Ω
dσ
)1/2
.
Wir haben in (∗) ausgenutzt, daß die Funktion
G¯(x) = 2
(e−x − r2,2(x))2
x5(1− e−2x) (2.39)
auf (0,∞) beschra¨nkt ist. Dies folgt aus der Stetigkeit von G¯ auf (0,∞) und der Tat-
sache, daß
lim
x→0
G¯(x) = 0 , lim
x→∞
G¯(x) = 0 .
Außerdem ist
d3
dσ3
E(t+ σ; t) p(t) = −c−1/2 A3 exp(−σA) c1/2 p(t) ,
was direkt aus (2.8) folgt. Um den zweiten Term in (2.37) abzuscha¨tzen, stellen wir
c1/2 (p(t)− pτ (t)) wie folgt dar:
c1/2 (p(t)− pτ (t)) =
∞∑
k= 1
γk Φk .
Wir folgern aus (2.34), daß
‖Ed(t+ τ ; t) (p(t)− pτ (t))‖0,c,Ω = ‖r2,2(τA) c1/2 (p(t)− pτ (t))‖0,Ω
=
( ∞∑
k= 1
γ2k (r2,2(τλk))
2
)1/2
≤
( ∞∑
k= 1
γ2k
)1/2
= ‖p(t)− pτ (t)‖0,c,Ω .
Summation u¨ber alle Zeitschritte und Anwendung der Cauchy-Schwarzschen Unglei-
chung liefert
‖p(tn)− pτ (tn)‖0,c,Ω .
n∑
j= 1
τ
5/2
j
(∫ tj
tj−1
∥∥∂3t p∥∥20,Ω dσ
)1/2
.
(
n∑
j= 1
τ 4j
∫ tj
tj−1
∥∥∂3t p∥∥20,Ω dσ
)1/2
,
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wobei p(0) = pτ (0) und tn ≤ T . Damit ist (2.35) bewiesen.
(ii) Um (2.36) zu zeigen, teilen wir den Fehler wie in (i) in zwei Teile auf:
‖∇(p(t+ τ)−p+τ )‖0,a,Ω
= ‖∇(E(t+ τ ; t)p(t)− Ed(t+ τ ; t)pτ (t))‖0,a,Ω
≤ ‖∇(E(t+ τ ; t)− Ed(t+ τ ; t))p(t)‖0,a,Ω
+ ‖∇Ed(t+ τ ; t)(p(t)− pτ (t))‖0,a,Ω .
(2.40)
Fu¨r den ersten Term in (2.40) haben wir
‖∇(E(t+ τ ; t)− Ed(t+ τ ; t))p(t)‖0,a,Ω
= ‖a1/2 ∇ c−1/2 (e−τA − r2,2(τA)) c1/2p(t)‖0,Ω
= ‖A1/2 (e−τA − r2,2(τA)) c1/2p(t)‖0,Ω
=
( ∞∑
k= 1
β2k λk (e
−τλk − r2,2(τλk))2
)1/2
.︸︷︷︸
(∗∗)
( ∞∑
k= 1
β2k
1
2
τ 4 λ5k (1− e−2τλk)
)1/2
=
( ∞∑
k= 1
β2k τ
4 λ6k
∫ τ
0
e−2σλk dσ
)1/2
= τ 2
(∫ τ
0
‖A3 exp(−σA) c1/2p(t)‖20,Ωdσ
)1/2
. τ 2
(∫ τ
0
∥∥∥∥ d3dσ3 E(t+ σ; t) p(t)
∥∥∥∥2
0,Ω
dσ
)1/2
.
Hier ergibt sich (∗∗) daraus, daß die Funktion
2
(e−x − r2,2(x))2
x4(1− e−2x) (2.41)
auf (0,∞) beschra¨nkt ist, was man analog zu (2.39) zeigen kann. Fu¨r den zweiten Term
in (2.40) erhalten wir
‖∇ Ed(t+ τ ; t) (p(t)− pτ (t))‖0,a,Ω = ‖a1/2 ∇ r2,2(τA) c1/2 (p(t)− pτ (t))‖0,Ω
=
( ∞∑
k= 1
α2k λk (r2,2(τλk))
2
)1/2
≤
( ∞∑
k= 1
α2k λk
)1/2
= ‖∇ (p(t)− pτ (t))‖0,a,Ω ,
wobei
a1/2∇ (p(t)− pτ (t)) =
∞∑
k= 1
αkΦk
gilt.
2.1. Der halbdiskrete Fall 47
Summation u¨ber alle Zeitschritte fu¨hrt zu
‖∇(p(tn)−pτ (tn))‖0,a,Ω .
n∑
j= 1
τ 2j
(∫ tj
tj−1
∥∥∂3t p∥∥20,Ω dσ
)1/2
.
(
n∑
j= 1
τ 3j
∫ tj
tj−1
∥∥∂3t p∥∥20,Ω dσ
)1/2
.
Bemerkung 2.9
(a) Man beachte, daß Satz 2.8 nicht die bestmo¨gliche Approximationsordnung fu¨r die
diskrete Evolution (2.12) angibt. Wie man in (2.33) sieht, erha¨lt man sogar die
Konvergenzordnung drei. (2.35) und (2.36) reichen fu¨r unsere spa¨tere Betrachtung
allerdings aus.
(b) Man beachte, daß die Forderung p ∈ C∞((0, T ];H1ΓD(Ω)) fu¨r alle Lo¨sungen von
Typ (2.1) gilt (vgl. Bemerkung B.4.d).
Wir interessieren uns fu¨r die Konvergenz in der in Satz 2.6 definierten Norm, d.h. in
der zum LSF a¨quivalenten Norm.
Lemma 2.10 Fu¨r die in (2.12) bzw. (2.23) definierten rationale Funktionen r2,2 bzw.
r−2,3 und r
+
0,1 existieren Konstanten Cp und Cu, so daß fu¨r die Funktionen
Gp(x) =
∫ 1
0
((1− s) + s r2,2(x))2 ds,
Gu(x) =
∫ 1
0
x
(
(1− s) r−2,3(x) + sr+0,1(x)
)2
ds
gilt:
0 ≤ Gp(x) ≤ Cp , 0 ≤ Gu(x) ≤ Cu fu¨r alle x ∈ (0,∞) . (2.42)
Beweis:
Die rationalen Funktionen r2,2, r
−
2,3 und r
+
0,1 haben keine Polstellen auf (0,∞), also sind
Gp und Gu stetig auf (0,∞). Die Existenz der gesuchten Konstanten Cp und Cu, mit
denen (2.42) gilt, folgt aus
lim
x→0
Gp(x) = 1 , lim
x→∞
Gu(x) =
∫ 1
0
(
1− 3
2
s
)2
ds =
1
4
,
lim
x→0
Gu(x) = 0 , lim
x→∞
Gu(x) =
∫ 1
0
(
1− 3
2
s
)2
ds =
1
4
.
Schließlich erhalten wir den wichtigen Konvergenzsatz:
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Satz 2.11 Auf L2((0, T );HΓN ( div ,Ω)) × H1((0, T );H1ΓD(Ω)) sei fu¨r jedes Gitter
∆ ⊂ [0, T ] die Norm |||(·, ·)||| wie folgt definiert:
|||(v, q)||| =
(
M∆∑
j=1
∫ t∆j
t∆j−1
(‖v(t)‖20,Ω + τ∆j ‖ div v(t)‖20,Ω
+
1
τ∆j
‖q(t)‖20,Ω + ‖∇ q(t)‖20,Ω)dt
)1/2
.
(2.43)
Sei (u∆τ , p
∆
τ ) ∈ V ∆τ ((0, T );HΓN ( div ,Ω)) × Q∆τ ((0, T );H1ΓD(Ω)) die zu ∆ geho¨rige
Lo¨sung des Variationsproblems (2.15).
Falls max(M∆− j)τ∆j gleichma¨ßig bzgl. ∆ beschra¨nkt ist, d.h. max(M∆− j)τ∆j ≤ C,
wobei C unabha¨ngig von ∆ ist, dann gilt:
|||(u− u∆τ , p− p∆τ )||| .
(
M∆∑
j=1
(τ∆j )
3
∫ t∆j
t∆j−1
(‖∂2t p‖20,Ω + ‖∂3t p‖20,Ω) dσ
)1/2
. (2.44)
Beweis:
(i) Wir scha¨tzen zuna¨chst |||(u−uτ , p−pτ )|||τ auf einem beliebigen, aber fest gewa¨hlten
Intervall (t, t + τ) ab. Da (u, p) die exakte Lo¨sung der Anfangs-Randwertaufgabe ist,
gilt:
p(t+ σ) = E(t+ σ; t) p(t) = c−1/2 exp(−σA) c1/2p(t) ,
u(t+ σ) = −a∇ c−1/2 exp(−σA) c1/2p(t) (2.45)
(vgl. (2.8)). Fu¨r die Approximation (uτ , pτ ) gilt andererseits:
pτ (t+ σ) = Ed(t+ σ; t) pτ (t) = c
−1/2
((
1− σ
τ
)
I +
σ
τ
r2,2(τA)
)
c1/2pτ (t) ,
uτ (t+ σ) = −a∇ c−1/2
((
1− σ
τ
)
r−2,3(τA) +
σ
τ
r+0,1(τA)
)
c1/2pτ (t)
(2.46)
(vgl. Lemma 2.2 und Lemma 2.3). Wiederum teilen wir den Approximationsfehler in
zwei Teile auf. Seien
p˜τ (t+ σ) = Ed(t+ σ; t) p(t) = c
−1/2
((
1− σ
τ
)
I +
σ
τ
r2,2(τA)
)
c1/2p(t) ,
u˜τ (t+ σ) = −a∇ c−1/2
((
1− σ
τ
)
r−2,3(τA) +
σ
τ
r+0,1(τA)
)
c1/2p(t)
die diskreten Evolutionen der exakten Lo¨sungen p und u vom Zeitpunkt t zum Zeitpunkt
t+ σ. Nach der Dreiecksungleichung gilt somit
|||(u− uτ , p− pτ )|||τ ≤ |||(u− u˜τ , p− p˜τ )|||τ + |||(u˜τ − uτ , p˜τ − pτ )|||τ . (2.47)
Diese Terme werden im folgenden abgescha¨tzt.
(ii) Der erste Term in (2.47) ist der Konsistenzfehler, der mit dem Anfangswert p(t)
erzeugt wird. Satz 2.6 liefert
|||(u− u˜τ , p− p˜τ )|||τ . F(u˜τ (t), u˜τ (t+ τ), p˜τ (t+ τ); p(t), 0)1/2 . (2.48)
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Stellen wir nun c1/2p(t) bzgl. des Orthonormalsystems (siehe Teil (iii) vom Beweis des
Satz 2.6)) {Φk}k∈IN der Eigenfunktionen von A wie in (2.38) dar, so erhalten wir aus
Lemma 2.4
F(u˜τ (t), u˜τ (t+ τ), p˜τ (t+ τ); p(t), 0)
= (c1/2p(t), rF4,3(τA) c
1/2p(t))0,Ω =
∞∑
k= 1
β2k r
F
4,3(τλk)
.
∞∑
k= 1
(τλk)
3
(
1− e−2τλk) (∗)
= τ 3
(
c1/2p(t), A3(I − e−2τA) c1/2p(t))
0,Ω
= τ 3
(
c1/2p(t), A4
∫ τ
0
e−2σA dσ c1/2p(t)
)
0,Ω
= τ 3
∫ τ
0
‖A2 exp(−σA) c1/2p(t)‖20,Ω = τ 3
∫ τ
0
∥∥∥∥ d2dσ2 c1/2p(t+ σ)
∥∥∥∥2
0,Ω
dσ .
In (∗) haben wir die Tatsache ausgenutzt, daß
GF(x) =
rF4,3(x)
x3(1− e−2x)
fu¨r x ∈ (0,∞) beschra¨nkt ist. Dies folgt aus der Stetigkeit von GF fu¨r x ∈ (0,∞) und
aus
lim
x→0
GF(x) =
1
24
, lim
x→∞
GF(x) = 0 .
(iii) Um den zweiten Term in (2.47) abzuscha¨tzen, halten wir zuna¨chst folgendes fest:
p˜τ − pτ = c−1/2
((
1− σ
τ
)
I +
σ
τ
r2,2(τA)
)
c1/2(p(t)− pτ (t)) ,
u˜τ − uτ = −a∇ c−1/2
((
1− σ
τ
)
r−2,3(τA) +
σ
τ
r+0,1(τA)
)
c1/2(p(t)− pτ (t)) .
Zusammen mit der Definition der Norm in (2.28) fu¨hrt dies zu
|||(u˜τ − uτ , p˜τ − pτ )|||τ
.
(∫ τ
0
∥∥∥A1/2 ((1− σ
τ
)
r−2,3(τA) +
σ
τ
r+0,1(τA)
)
c1/2(p(t)− pτ (t))
∥∥∥2
0,Ω
dσ
+
∫ τ
0
τ
∥∥∥A ((1− σ
τ
)
r−2,3(τA) +
σ
τ
r+0,1(τA)
)
c1/2(p(t)− pτ (t))
∥∥∥2
0,Ω
dσ
+
∫ τ
0
1
τ
∥∥∥((1− σ
τ
)
I +
σ
τ
r2,2(τA)
)
c1/2(p(t)− pτ (t))
∥∥∥2
0,Ω
dσ
+
∫ τ
0
∥∥∥A1/2 ((1− σ
τ
)
I +
σ
τ
r2,2(τA)
)
c1/2(p(t)− pτ (t))
∥∥∥2
0,Ω
dσ
)1/2
.
Stellen wir wieder c1/2(p(t)−pτ (t)) bzgl. des Orthonormalsystems aus Eigenfunktionen
von A dar, so liefert uns Lemma 2.10:
|||(u˜τ − uτ , p˜τ − pτ )|||τ
.
(‖p(t)− pτ (t)‖20,Ω , + τ ‖∇(p(t)− pτ (t))‖20,Ω)1/2 .
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Damit haben wir gezeigt, daß
|||(u− uτ , p− pτ )|||2τ . τ 3
∫ τ
0
∥∥∥∥ d2dσ2 p(t+ σ)
∥∥∥∥2
0,Ω
dσ
+ ‖p(t)− pτ (t)‖20,Ω + τ‖∇(p(t)− pτ (t))‖20,Ω .
(2.49)
(iv) Aus der Definition der Norm |||(·, ·)||| wissen wir
|||(u− u∆τ , p− p∆τ )||| =
M∆∑
j=1
|||(u− u∆τ , p− p∆τ )|||2(t∆j−1,t∆j )
1/2 , (2.50)
wobei |||(·, ·)|||(t∆j−1,t∆j ) die Norm |||(·, ·)|||τ∆j aus (2.28) auf dem Interval (t∆j−1, t∆j ) be-
zeichnet. Aus (2.49) und Satz 2.8 ko¨nnen wir somit folgern, daß
|||(u− u∆τ , p− p∆τ )|||2(t∆j−1,t∆j ) . (τ
∆
j )
3
∫ t∆j
t∆j−1
‖∂2t p‖20,Ω dσ
+
j−1∑
i= 1
(
(τ∆i )
4 + τ∆j (τ
∆
i )
3
) ∫ t∆i
t∆i−1
‖∂3t p‖20,Ω dσ .
Summation u¨ber alle Zeitschritte ergibt
|||(u− u∆τ , p− p∆τ )|||2
.
M∆∑
j=1
(τ∆j )
3
(∫ t∆j
t∆j−1
‖∂2t p‖20,Ω dσ +
M∆∑
i= j+1
(τ∆i + τ
∆
j )
∫ t∆j
t∆j−1
‖∂3t p‖20,Ω dσ
)
=
M∆∑
j=1
(τ∆j )
3
∫ tj
tj−1
‖∂2t p‖20,Ω dσ + (τ∆j (M∆ − j) + t∆M − t∆j︸ ︷︷ ︸
≤ C+T
)
∫ t∆j
t∆j−1
‖∂3t p‖20,Ω dσ

.
M∆∑
j=1
(τ∆j )
3
(∫ t∆j
t∆j−1
‖∂2t p‖20,Ω + ‖∂3t p‖20,Ω dσ
)
.
Korollar 2.12 Ist max(M∆ − j)τ∆j derart beschra¨nkt wie in Satz 2.11 gefordert,
dann gilt mit τ∆ = max τ
∆
j :
|||(u− u∆τ , p− p∆τ )||| . (τ∆)3/2
(∫ T
0
(‖∂2t p‖20,Ω + ‖∂3t p‖20,Ω) dσ)1/2 . (2.51)
Bemerkung 2.13
max(M∆−j)τ∆j ist sicherlich beschra¨nkt wie in Satz 2.11 gefordert, wenn wir annehmen,
daß
τ ≤ min
1≤M∆
τ∆j
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fu¨r die Folge von Zerlegungen gilt (fu¨r ein a priori gewa¨hltes τ > 0 ). Diese Forderung
ist aber viel zu streng, wenn wir bedenken, daß die Zeitschrittweiten adaptiv gewa¨hlt
werden sollen. Mit einfachen Worten bedeutet diese Art von Beschra¨nktheit, daß nur die
Zeitschritte in der Na¨he von T relativ zu den anderen groß sein du¨rfen. Diese Annahme
ist vernu¨nftig, da die Lo¨sungen der parabolischen Probleme in der Regel nach einiger
Zeit glatter werden.
2.1.5 Lo¨sungen der elliptischen Probleme in jedem Zeitschritt
Stetigkeit und Koerzivita¨t (bzgl. der Standard-Normen) der Bilinearform aus (2.14)
kann man aus [14] folgern. Wir interessieren uns aber vielmehr fu¨r τ -unabha¨ngige A¨qui-
valenz bzgl. der mit τ gewichteten Normen.
Satz 2.14 Bzgl. der Norm
|||(v−, v+, q)||| =
(
τ
3
‖a−1/2v−‖20,Ω +
τ 2
3
‖c−1/2div v−‖20,Ω +
τ
3
‖a−1/2v+‖20,Ω
+
τ 2
3
‖c−1/2div v+‖20,Ω + ‖c1/2q‖20,Ω +
τ
3
‖a1/2∇q‖20,Ω
)1/2 (2.52)
genu¨gt die Bilinearform (2.14) den folgenden Ungleichungen:
B(v−, v+, q; v−, v+, q) ≥ 1
4
|||(v−, v+, q)|||2 ,
B(u−, u+, p; v−, v+, q) ≤ 2|||(u−, u+, p)||| · |||(v−, v+, q)||| ,
(2.53)
fu¨r alle (u−, u+, p), (v−, v+, q) ∈ HΓN ( div ,Ω)2 ×H1ΓD(Ω).
Beweis:
Aus dem Gaußschen Integralsatz folgt
(v−,∇q)0,Ω + ( div v−, q)0,Ω = (v+,∇q)0,Ω + ( div v+, q)0,Ω = 0 ,
fu¨r alle v−, v+ ∈ HΓN ( div ,Ω) und q ∈ H1ΓD(Ω). Zusammen mit der Definition der
Bilinearform in (2.14) liefert dies
B(v−, v+, q; v−, v+, q) = B(v−, v+, q; v−, v+, q)
−τ
3
(
(v−,∇q)0,Ω + ( div v−, q)0,Ω
)− τ
3
(
(v+,∇q)0,Ω + ( div v+, q)0,Ω
)
= ( z ,

τ
3
0 τ
6
0 0 − τ
6
0 τ
2
3
0 τ
2
6
τ
6
0
τ
6
0 τ
3
0 0 0
0 τ
2
6
0 τ
2
3
τ
6
0
0 τ
6
0 τ
6
1 0
− τ
6
0 0 0 0 τ
3
 z )0,Ω,
mit z = (a−1/2v− , c−1/2 div v− , a−1/2v+ , c−1/2 div v+ , c1/2q , a1/2∇q)T . Die obe-
re bzw. untere Schranke in (2.53) ha¨ngen vom kleinsten bzw. gro¨ßten Eigenwert des
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verallgemeinerten Eigenwertproblems
τ
3
0 τ
6
0 0 − τ
6
0 τ
2
3
0 τ
2
6
τ
6
0
τ
6
0 τ
3
0 0 0
0 τ
2
6
0 τ
2
3
τ
6
0
0 τ
6
0 τ
6
1 0
− τ
6
0 0 0 0 τ
3


z1
z2
z3
z4
z5
z6
 = λ

τ
3
0 0 0 0 0
0 τ
2
3
0 0 0 0
0 0 τ
3
0 0 0
0 0 0 τ
2
3
0 0
0 0 0 0 1 0
0 0 0 0 0 τ
3


z1
z2
z3
z4
z5
z6

ab. Diese verallgemeinerten Eigenwerte sind durch die Eigenwerte der Matrix
1 0 1
2
0 0 −1
2
0 1 0 1
2
1
2
√
3
0
1
2
0 1 0 0 0
0 1
2
0 1 1
2
√
3
0
0 1
2
√
3
0 1
2
√
3
1 0
−1
2
0 0 0 0 1

gegeben, die in dem Intervall [1/4, 2] enthalten sind.
Satz 2.14 liefert, daß die Lo¨sung der Variationsformulierung (2.56) quasi-optimal ist:
Denn nach dem Ce´a-Lemma (Satz 1.2) folgt
|||(u−τ − u−τ,h,u+τ − u+τ,h, p+τ − p+τ,h)|||
≤
√
8 inf
v−h ∈Vh,v+h ∈Vh,qh∈Qh
|||(u−τ − v−h , u+τ − v+h , p+τ − qh)||| . (2.54)
Eine andere Interpretation ist, daß die in (2.14) definierte Bilinearform die Norm
B(v−, v+, q; v−, v+, q)1/2 = : |||(v−, v+, q)|||B (2.55)
definiert, die zu der Norm |||( · , · , · )||| auf HΓN ( div ,Ω)2 ×H1ΓD(Ω) a¨quivalent ist.
2.2 Der volldiskrete Fall
In diesem Abschnitt wollen wir den volldiskreten Fall betrachten und einige Beispiele
berechnen. Nach Satz 2.14 liegt in jedem Zeitschritt eine stetige und koerzive Bili-
nearform vor. Der Satz von Lax-Milgram liefert die Existenz von Lo¨sungen in jedem
Zeitschritt.
2.2.1 LS-Galerkin-Formulierung bzgl. der Zeit und des Ortes
Um eine Approximation in jedem Zeitschritt zu berechnen, mu¨ssen wir die Minimierung
des LSF (bzw. die dazu a¨quivalente Variationsformulierung (2.15)) in endlichdimensio-
nalen Unterra¨umen Vh ⊆ HΓN ( div ,Ω) und Qh ⊆ H1ΓD(Ω) durchfu¨hren, die auf einer
Triangulierung Th von Ω basieren. Wir entscheiden uns in dieser Arbeit fu¨r die Ra¨ume
Qh =
{
qh ∈ H1ΓD(Ω)
∣∣∣∣ ∀ T ∈ Th qh∣∣T linear
}
(Standard-FE Raum)
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und
Vh =
{
vh ∈ HΓN (div ,Ω)
∣∣∣∣ ∀ T ∈ Th qh∣∣T =
(
αT
βT
)
+ γT
(
x1
x2
)}
(Raum der Raviart-Thomas-Elemente niedrigster Ordnung).
Da wir uns als erstes fu¨r adaptiv verfeinerte Triangulierungen interessieren, sind quasi-
uniforme Triangulierungen nicht geeignet. Im Folgenden sollen die betrachteten Trian-
gulierungen nicht-entartet (englisch: shape regular vgl. [11, Definition 5.1.(3)]) sein.
Somit ist die Minimierung in den endlichdimensionalen Unterra¨umen a¨quivalent zu der
folgenden Variationsformulierung: Finde (u−τ,h, u
+
τ,h, p
+
τ,h) ∈ V 2h ×Qh, so daß
B(u−τ,h, u+τ,h, p+τ,h; v−h , v+h , qh) = (c1/2 pτ (t) + τ c−1/2 f, c1/2 qh)0,Ω
+
τ
2
(c1/2 pτ (t) + τ c
−1/2 f, c−1/2 div v−h )0,Ω
+
τ
2
(c1/2 pτ (t) + τ c
−1/2 f, c−1/2 div v+h )0,Ω
− τ
6
(a1/2∇pτ (t), a−1/2(2v−h + v+h ))0,Ω −
τ
6
(a1/2∇pτ (t), a1/2∇qh)0,Ω
(2.56)
fu¨r alle v−h , v
+
h ∈ Vh und qh ∈ Qh gilt.
Die Existenz und Eindeutigkeit der Lo¨sung von (2.56) folgt aus Satz 2.14.
Satz 2.15 Der Fehler der Zeitdiskretisierung und der Fehler der Ortsdiskretisierung
sind orthogonal. Noch genauer:
Es gilt
F(u−τ,h, u+τ,h, p+τ,h; pτ (t), f) = F(u−τ , u+τ , p+τ ; pτ (t), f)
+ |||(u−τ − u−τ,h, u+τ − u+τ,h, p+τ − p+τ,h)|||2B .
(2.57)
Beweis:
Sei p = E(t + τ ; t)pτ (t) ∈ H1ΓD(Ω) die exakte Evolution des parabolischen Problems
und u = −a∇p der dazugeho¨rige Fluß. Wir definieren die folgende Bilinearform
B0(u, p; v, q) =
∫ t+τ
t
(
τ(c1/2∂tp(s) + c
−1/2 div u(s)), c1/2∂tq(s) + c−1/2 div v(s))0,Ω
+(a−1/2u(s) + a1/2∇p(s), a−1/2v(s) + a1/2∇q(s))0,Ω
)
ds,
fu¨r alle u, v ∈ L2((0, T );HΓN ( div ,Ω)) und p, q ∈ H1((0, T );H1ΓD(Ω)). Der Vergleich
mit (2.5), (2.6) und (2.14) zeigt, daß
B0(uτ , pτ ; vτ , qτ ) = B(u−τ , u+τ , p+τ ; v−τ , v+τ , q+τ )
− (c1/2pτ (t), c1/2q+τ +
τ
2
c−1/2( div v−τ + div v
+
τ ))0,Ω
+
τ
6
(a1/2∇pτ (t), a1/2∇q+τ + a−1/2(2v−τ + v+τ ))0,Ω
(2.58)
mit
uτ (t+ σ) =
(
1− σ
τ
)
u−τ +
σ
τ
u+τ , vτ (t+ σ) =
(
1− σ
τ
)
v−τ +
σ
τ
v+τ ,
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fu¨r u−τ , u
+
τ , v
−
τ , v
+
τ ∈ HΓN ( div ,Ω) und
pτ (t+ σ) =
(
1− σ
τ
)
pτ (t) +
σ
τ
p+τ , qτ (t+ σ) =
σ
τ
q+τ ,
fu¨r p+τ , q
+
τ ∈ H1ΓD(Ω). Ferner gilt
F(v−τ , v+τ , q+τ ; pτ (t), f) = B0(u− vτ , p− qτ ;u− vτ , p− qτ ),
fu¨r alle (v−τ , v
+
τ , q
+
τ ) ∈ HΓN ( div ,Ω)2×H1ΓD(Ω). Aus Variationsformulierung (2.6) bzw.
Variationsformulierung (2.15) und Gleichung (2.58) folgt, daß die Lo¨sung (uτ , pτ ) der
Minimierungsaufgabe die Gleichung
B0(u− uτ , p− pτ ; vτ , qτ ) = 0
fu¨r alle (vτ , qτ ) ∈ Vτ ((0, T );HΓN ( div ,Ω)) × Qτ ((0, T );H1ΓD(Ω)) erfu¨llt. Die zu bewei-
sende Gleichung folgt dann aus
F(u−τ,h,u+τ,h, p+τ,h; pτ (t), f)
= B0(u− uτ,h, p− pτ,h;u− uτ,h, p− pτ,h)
= B0(u− uτ , p− pτ ;u− uτ , p− pτ )
+ B(u−τ − u−τ,h, u+τ − u+τ,h, p+τ − p+τ,h;u−τ − u−τ,h, u+τ − u+τ,h, p+τ − p+τ,h)
= F(u−τ , u+τ , p+τ ; pτ (t), f) + |||(u−τ − u−τ,h, u+τ − u+τ,h, p+τ − p+τ,h)|||2B ,
wobei wieder u−τ,h = uτ,h(t), u
+
τ,h = uτ,h(t+ τ) und p
+
τ,h = pτ,h(t+ τ).
Aus Satz 2.15 folgt, daß das Funktional F(u−τ,h, u+τ,h, p+τ,h; pτ (t), f) kleiner wird, falls wir
eine genauere Lo¨sung bzgl. des Ortes berechnen, d.h. falls wir die Ra¨ume Vh und Qh
erweitern (z.B. durch Verfeinerung der Triangulierung). Unsere Aufgabe besteht jetzt
darin, einen a-posteriori Fehlerscha¨tzer fu¨r den Ausdruck |||(u−τ − u−τ,h, u+τ − u+τ,h, p+τ −
p+τ,h)|||2B zu finden.
2.2.2 Hierarchische Basis und a-posteriori Fehlerscha¨tzer im Ort
Im Folgenden soll ein auf der hierarchischen Basis basierender Fehlerscha¨tzer konstru-
iert werden. Die Grundidee besteht darin, das Funktional im Raum des hierarchischen
U¨berschusses auf einer einmal uniform verfeinerten Triangulierung Th/2 zu minimieren.
Dabei ist:
Vh/2 = Vh ⊕ Zh , Qh/2 = Qh ⊕ Yh.
Als Alternative kann man Polynome ho¨herer Ordnung wie in [7] benutzen. Das Funk-
tional wird dann wie folgt in den Ra¨umen des hierarchischen U¨berschusses minimiert:
min
(z−h ,z
+
h ,yh)∈Z2h×Yh
F(u−τ,h + z−h , u+τ,h + z+h , p+τ,h + yh; pτ (t), f) . (2.59)
Die Variationsformulierung (2.59) ist a¨quivalent zu: Man finde (d−h , d
+
h , eh) ∈ Z2h × Yh
derart, daß
B(d−h , d+h , eh; z−h , z+h , yh)
= (c1/2 pτ (t) + τ c
−1/2 f, c1/2 yh +
τ
2
c−1/2 ( div z−h + div z
+
h ))0,Ω
− τ
6
(a1/2∇pτ (t), a−1/2(2z−h + z+h ))0,Ω −
τ
6
(a1/2∇pτ (t), a1/2∇yh)0,Ω
− B(u−τ,h, u+τ,h, pτ,h; z−h , z+h , yh),
(2.60)
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Abbildung 2.1: Hierarchische Basis fu¨r Raviart-Thomas Elemente niedrigster Ordnung
fu¨r alle z−h , z
+
h ∈ Zh und yh ∈ Yh gilt.
Spa¨ter zeigt sich, daß eine geeignete Wahl der Basis fu¨r Zh und Yh in der Variations-
formulierung (2.60) unabha¨ngig von h und τ gut konditionierte lineare Gleichungssy-
steme hervorbringt. A¨hnliches ist in [51] zu finden, wobei dort der Fehlerscha¨tzer auf
der Erweiterung der Ra¨ume durch Gebrauch von Polynomen ho¨herer Ordnung basiert.
Eine Skizze der hier verwendeten hierarchischen Basis liefert Abbildung 2.1. Die drei
Basisfunktionen in der ersten Zeile spannen die Basis fu¨r den Raviart-Thomas-Raum
(Vh) auf dem gro¨beren Dreieck. Die mittlere Zeile in Abbildung 2.1 spannt den diver-
genzfreien Anteil von Zh auf, wobei die letzte Zeile die zweite zu einer Basis von Zh
erga¨nzt.
Fu¨r die Analyse des hierarchischen Fehlerscha¨tzers werden noch einige Grundlagen
beno¨tigt (vgl. [48, Section 1.4]). Als erstes ist die verscha¨rfte Cauchy-Schwarzsche Un-
gleichung, unabha¨ngig von τ und h, zu zeigen.
Lemma 2.16 Es existiert ein γ ∈ [0, 1), so daß
B(v−h , v+h , qh; z−h , z+h , yh) ≤ γ|||(v−h , v+h , qh)|||B|||(z−h , z+h , yh)|||B (2.61)
fu¨r alle (v−h , v
+
h , qh) ∈ V 2h ×Qh und (z−h , z+h , yh) ∈ Z2h × Yh gleichma¨ßig bzgl. τ, h > 0
ist.
Beweis:
(i) Sei
A(u−, u+, p;v−, v+, q) = τ(u−, v−)0,Ω + τ 2( div u−, div v−)0,Ω
+ τ(u+, v+)0,Ω + τ
2( div u+, div v+)0,Ω + (p, q)0,Ω + τ(∇p,∇q)0,Ω.
Offenbar folgt aus Satz 2.14 und aus den Voraussetzungen an a und c
αA(v−, v+, q; v−, v+, q) ≤ B(v−, v+, q; v−, v+, q) ≤ α¯A(v−, v+, q; v−, v+, q)
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fu¨r alle (v−, v+, q) ∈ HΓN ( div ,Ω)2 × H1ΓD(Ω) mit Konstanten α¯ ≥ α > 0, die nicht
von τ abha¨ngen.
Lemma 2.16 kann also formuliert werden als: Es existiert ein γ ∈ [0, 1), so daß
B(v−h , v+h , qh; z−h , z+h , yh) ≤ γ
fu¨r alle (v−h , v
+
h , qh) ∈ V 2h ×Qh mit |||(v−h , v+h , qh)|||B = 1 und (z−h , z+h , yh) ∈ Z2h×Yh mit
|||(z−h , z+h , yh)|||B = 1. Mit diesen Annahmen folgt
|||(v−h + z−h , v+h + z+h , qh + yh)|||2B|||(v−h − z−h , v+h − z+h , qh − yh)|||2B
= 4(1− B(v−h , v+h , qh; z−h , z+h , yh)2).
Wir haben deshalb nur zu zeigen: Es gibt ein β0 mit
|||(v−h + z−h , v+h + z+h , qh + yh)|||B|||(v−h − z−h , v+h − z+h , qh − yh)|||B ≥ β0
fu¨r alle (v−h , v
+
h , qh) ∈ V 2h ×Qh mit |||(v−h , v+h , qh)|||B = 1 und (z−h , z+h , yh) ∈ Z2h×Yh mit
|||(z−h , z+h , yh)|||B = 1. Anders formuliert: Es gibt ein α0 > 0 mit
|||(v−h + z−h , v+h + z+h , qh + yh)|||A|||(v−h − z−h , v+h − z+h , qh − yh)|||A ≥ α0
fu¨r alle (v−h , v
+
h , qh) ∈ V 2h × Qh mit |||(v−h , v+h , qh)|||A = 1 und (z−h , z+h , yh) ∈ Z2h × Yh
mit |||(z−h , z+h , yh)|||A = 1. Mit der gleichen Argumentation brauchen wir nur zu zeigen,
daß es ein γ˜ ∈ [0, 1) gibt mit
A(v−h , v+h , qh; z−h , z+h , yh) ≤ γ˜|||(v−h , v+h , qh)|||A|||(z−h , z+h , yh)|||A
fu¨r alle (v−h , v
+
h , qh) ∈ V 2h ×Qh und (z−h , z+h , yh) ∈ Z2h × Yh.
(ii) Wir zeigen nun: Es gibt ein γ˜ < 1, so daß
AK(v−h , v+h , qh; z−h , z+h , yh)
≤ γ˜AK(v−h , v+h , qh; v−h , v+h , qh)1/2AK(z−h , z+h , yh; z−h , z+h , yh)1/2 ,
(2.62)
wobei AK(·, ·, ·; ·, ·, ·) die Bilinearform eingeschra¨nkt auf einzelne Elemente ist, d.h.
AK(u−, u+, p;v−, v+, q) = τ(u−, v−)0,K + τ 2( div u−, div v−)0,K
+ τ(u+, v+)0,K + τ
2( div u+, div v+)0,K + (p, q)0,K + τ(∇p,∇q)0,K ,
fu¨r alle K ∈ Th. Es ist klar, daß
(qh, yh)0,K ≤ γ˜0‖qh‖0,K‖yh‖0,K ,
(∇qh,∇yh)0,K ≤ γ˜1‖∇qh‖0,K‖∇yh‖0,K (2.63)
fu¨r alle qh ∈ Qh und yh ∈ Yh mit γ˜0, γ˜1 < 1 (vgl. [7]) gilt.
Benutzen wir die affine Transformation zu einem Referenzelement Kref so, fu¨hrt dies
zu
(vh, zh)0,K =
|K|
|Kref |(v
ref , zref)0,Kref
≤ γ˜2 |K||Kref |‖v
ref‖0,Kref‖zref‖0,Kref = γ˜2‖vh‖0,K‖zh‖0,K
(2.64)
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fu¨r alle vh ∈ Vh und zh ∈ Zh. Die Ungleichung
(vref , zref)0,Kref ≤ γ˜2‖vref‖0,Kref‖zref‖0,Kref
fu¨r alle vref ∈ V ref und zref ∈ Zref , mit einer Konstante γ˜2 < 1, folgt, weil die Ra¨ume
V ref und Zref endlichdimensionale Vektorra¨ume sind (von Dimension drei bzw. sechs,
vgl. Abbildung 2.1) und V ref ∩ Zref = {0}.
Schließlich ist div vh konstant auf K fu¨r vh ∈ Vh (da vh linear ist) und∫
K
div zh dx =
∫
∂K
< n, zh > ds = 0 fu¨r alle zh ∈ Zh.
Fu¨r die Basisfunktionen gilt entweder div zh = 0 in K (mittlere Zeile in Abbildung
2.1) oder < n, zh >= 0 auf ∂K (untere Zeile in Abbildung 2.1). Damit folgt
( div vh, div zh)0,K = 0 fu¨r alle vh ∈ Vh und zh ∈ Zh . (2.65)
Zusammen folgt aus (2.63), (2.64), (2.65) und der Cauchy-Schwarzschen Ungleichung
(fu¨r Summen) (2.62) mit γ˜ = max{γ˜0, γ˜1, γ˜2}.
(iii) Nochmaliges Anwenden der Cauchy-Schwarzschen Ungleichung liefert
A(v−h , v+h , qh; z−h , z+h , yh) =
∑
K∈Th
AK(v−h , v+h , qh; z−h , z+h , yh)
≤ γ˜
∑
K∈Th
AK(v−h , v+h , qh; v−h , v+h , qh)1/2AK(z−h , z+h , yh; z−h , z+h , yh)1/2
≤ γ˜
(∑
K∈Th
AK(v−h , v+h , qh; v−h , v+h , qh)
)1/2(∑
K∈Th
AK(z−h , z+h , yh; z−h , z+h , yh)
)1/2
= γ˜|||(v−h , v+h , qh)|||A|||(z−h , z+h , yh)|||A
fu¨r alle (v−h , v
+
h , qh) ∈ V 2h ×Qh und (z−h , z+h , yh) ∈ Z2h × Yh.
Der hierarchische Fehlerscha¨tzer ist definiert als(vgl. auch [48, Section 1.4]):
ηK = BK(d−h , d+h , eh; d−h , d+h , eh)1/2,
wobei (d−h , d
+
h , eh) das Problem (2.60) lo¨st und die Notation BK aus dem vorangehenden
Beweis stammt. Mit diesen Hilfsmitteln ko¨nnen wir nun zeigen, daß der obige Ausdruck
ein Fehlerscha¨tzer ist, d.h. er ist a¨quivalent zu der Fehlernorm. Dies geschieht unter der
fu¨r diese Art von Fehlerscha¨tzern u¨blichen Saturierungsbedingung.
Satz 2.17 Unter der Annahme, daß die Saturierungsbedingung
inf
(v−,v+,q)∈V 2
h/2
×Qh/2
|||(u−τ − v−, u+τ − v+, p+τ − q)|||B
≤ β inf
(v−,v+,q)∈V 2h×Qh
|||(u−τ − v−, u+τ − v+, p+τ − q)|||B
(2.66)
mit β < 1 gleichma¨ßig bzgl. h und τ gilt, ist∑
K∈Th
η2K h |||(u−τ − u−τ,h, u+τ − u+τ,h, p+τ − p+τ,h)|||2B. (2.67)
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Beweis:
Der Beweis folgt analog zum Beweis fu¨r den hierarchischen Standard-Fehlerscha¨tzer
(vgl. z.B. [48, Section 1.4]). Im wesentlichen werden dabei die verscha¨rfte Cauchy-
Schwarzsche Ungleichung (Lemma 2.16) und die Saturierungsbedingung (2.66) verwen-
det.
Satz 2.18 Die zu der Variationsformulierung (2.60) geho¨rige Matrix B ist a¨quivalent
zu ihrer Diagonale diag(B), unabha¨ngig von h und τ .
Beweis:
Schreiben wir zuna¨chst zh ∈ Zh bzw. yh ∈ Yh als
zh =
∑
µ
z
(µ)
h Ψ
(µ)
h und yh =
∑
µ
y
(µ)
h Φ
(µ)
h .
Wir benutzen wieder die Bilinearform A(·, ·, ·; ·, ·, ·) aus dem Beweis vom Lemma 2.16.
Wegen der A¨quivalenz der Bilinearformen genu¨gt es, zu zeigen, daß
A(z−h , z+h , yh; z−h , z+h , yh) h
∑
µ
(z
−,(µ)
h )
2A(Ψ(µ)h , 0, 0; Ψ(µ)h , 0, 0)
+
∑
µ
(z
+,(µ)
h )
2A(0,Ψ(µ)h , 0; 0,Ψ(µ)h , 0) +
∑
µ
(y
(µ)
h )
2A(0, 0,Φ(µ)h ; 0, 0,Φ(µ)h ) .
Die Matrix
[AK(Ψ(µ)h , 0, 0; Ψ(ν)h , 0, 0)]1≤ µ,ν≤ 6 = [AK(0,Ψ(µ)h , 0; 0,Ψ(ν)h , 0)]1≤ µ,ν≤ 6
des Referenzdreiecks (mit den Punkten (−√3/2,−1/2), (√3/2,−1/2), (0, 1) (das Drei-
eck aus Abbildung 2.1) hat die Form
√
3
48
τ

36 −12 −12 0 12 −12
−12 36 −12 −12 0 12
−12 −12 36 12 −12 0
0 −12 12 10 −1 −1
12 0 −12 −1 10 −1
−12 12 0 −1 −1 10
+
√
3
3
τ 2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 8 4 4
0 0 0 4 8 4
0 0 0 4 4 8
 .
Daß diese Matrix a¨quivalent zu ihrer Diagonalen unabha¨ngig von τ ist, kann man
anhand der Berechnung ihrer Eigenwerte zeigen. Diese A¨quivalenz ist aber auch von h
unabha¨ngig, weil eine von h unabha¨ngige Transformation zwischen beliebigen Dreiecken
- der von uns betrachteten (nicht-entarteten) Familie von Triangulierungen - und dem
Referenzdreieck mo¨glich ist. Das Analogon dazu fu¨r die Matrix
[AK(0, 0,Φ(µ)h ; 0, 0,Φ(ν)h )]1≤ µ,ν≤ 3
bzgl. der hierarchischen Standard-Basis ist in [7] zu finden.
Aus Satz 2.18 folgt, daß die Lo¨sung von (2.60) durch das CG-Verfahren mit Jacobi-
Vorkonditionierung (vgl. [17, Abschnitt 8.3 und 8.4]) mit einer von τ und h unabha¨ngig
beschra¨nkten Iterationsanzahl approximiert werden kann.
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2.2.3 Zeit- und ortsadaptiver Algorithmus
In Abschnitt 2.1 wurde die Norm
|||(v, q)|||τj =
(∫ tj
tj−1
(‖v(σ)‖20,Ω + τj ‖ div v(σ)‖20,Ω
+
1
τj
‖q(σ)‖20,Ω + ‖∇ q(σ)‖20,Ω)dσ
)1/2 (2.68)
definiert (mit der Zeitschrittweite τj = tj−tj−1), bzgl. der wir den Diskretisierungsfehler
messen. Will man |||(u−uτ , p−pτ )|||2τj ≤ (tol)2 in jedem Zeitschritt fu¨r eine bestimmte
Toleranzgrenze tol erreichen, so sollte
|||(u− uτ , p− pτ )|||2τj h F(u−τ , u+τ , p+τ ; pτ (t), f) ≤ (tol)2
gelten. Ist diese Bedingung erfu¨llt, so akzeptieren wir die Approximation. Dann muß
ein Vorschlag fu¨r die na¨chste Zeitschrittweite gefunden werden. Andernfalls wird eine
neue Zeitschrittweite beno¨tigt, um den aktuellen Schritt zu wiederholen. In den nach-
folgenden U¨berlegungen sollen beide Fa¨lle beru¨cksichtigt werden und wir fu¨hren dazu
die Bezeichnungen τalt und τneu ein, um Missversta¨ndnisse zu vermeiden. Sei
Erroralt = F(u−τ , u+τ , p+τ ; pτ (t), f) .
In beiden Fa¨llen soll bei der na¨chsten Berechnung Errorneu ≤ tol erreicht werden. Um
den Aufwand zu minimieren, fordern wir zusa¨tzlich
Errorneu ≈ tol . (2.69)
Satz 2.11 besagt, daß
Erroralt ≈ C1τ 3/2alt , Errorneu ≈ C2τ 3/2neu . (2.70)
Dividieren wir nun die erste Beziehung in (2.70) durch die zweite, dann ko¨nnen wir
unter der Annahme C1 ≈ C2 folgern:(
τneu
τalt
)3/2
≈ Errorneu
Erroralt
. (2.71)
Beachten wir nun (2.69) und fu¨hren wir einen Sicherheitsfaktor δ ∈ (0, 1) ein, um
Endlosschleifen zu vermeiden, so ist
τneu =
(
tol
Erroralt
)2/3
τaltδ. (2.72)
Ferner ist es sinnvoll, die Zeitschrittweite nach oben und nach unten zu beschra¨nken.
Die obige Strategie kann ausfu¨hrlich in [16, Section 5.1] nachgelesen werden.
In jedem Zeitschritt starten wir von einer vorgegebenen Triangulierung T0 und konstru-
ieren eine Folge von adaptiv verfeinerten Triangulierungen Tl, l = 1, 2, . . . , lmax, die mit
Hilfe des hierarchischen Fehlerscha¨tzers gebildet werden. Die zugeho¨rigen FE-Ra¨ume
bezeichnen wir mit Vl und Ql, fu¨r l = 0, 1, 2 . . . , lmax. Die Ra¨ume des hierarchischen
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U¨berschusses auf Tl bezeichnen wir mit Zl und Yl, l = 0, 1, 2 . . . , lmax. Dies sollte so
lange durchgefu¨hrt werden, bis der Ortsdiskretisierungsfehler gegenu¨ber dem Gesamt-
fehler nahezu bedeutungslos ist. Da wir auf dem Computer nur begrenzte Ressourcen
haben, sollte die Anzahl der Levels in jedem Zeitschritt durch lmax beschra¨nkt werden.
Mit dem von Benutzer vorgegebenen Parameter tol (Toleranzgrenze), γ (Shift-
Parameter), δ ∈ (0, 1) (Sicherheitsfaktor), τmax (maximale Zeitschrittweite) und
τmin (minimale Zeitschrittweite) und τ0 (Anfangszeitschrittweite) lautet der adaptive
Algorithmus:
Algorithmus 2.19
t = 0 ; τ = τ0 ; p
alt = p0 ;
while t < T,
berechne (u−τ,h, u
+
τ,h, p
+
τ,h) ∈ V 20 ×Q0, die Lo¨sung der Variationsformulierung (2.56) ;
berechne (d−h , d
+
h , eh) ∈ Z20 × Y0, die Lo¨sung der Variationsformulierung (2.60) ;
berechne ηK = BK(d−h , d+h , eh; d−h , d+h , eh)1/2 fu¨r jedes K ∈ T0 ; η20 =
∑
K∈T0
η2K ;
l = 0 ;
while l ≤ lmax ∧ ¬ [ηl  F(u−τ,h, u+τ,h, p+τ,h; palt, f)] ,
l = l + 1;
Tl = verfeinere Kˆ ∈ Tl−1 mit ηKˆ > γ max
K∈Tl−1
ηK ;
berechne (u−τ,h, u
+
τ,h, p
+
τ,h) ∈ V 2l ×Ql, die Lo¨sung der Variationsformulierung (2.56) ;
berechne (d−h , d
+
h , eh) ∈ Z2l × Yl, die Lo¨sung der Variationsformulierung (2.60) ;
berechne ηK = BK(d−h , d+h , eh; d−h , d+h , eh)1/2 fu¨r jedes K ∈ Tl ; η2l =
∑
K∈Tl
η2K ;
end
Errorest = F(u−τ,h, u+τ,h, p+τ,h; palt, f)1/2 ;
if Errorest < tol %% akzeptiere diesen Schritt
t = t + τ ; τ = min
{
τmax,
(
tol
Errorest
)2/3
τδ
}
; palt = p+τ,h;
else %% die Berechnung dieses Schritts ist nicht akzeptabel
τ = max
(
τmin,
(
tol
Errorest
)2/3
τδ
)
;
end
end
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Die Zeitschrittstrategie des obigen Algorithmus kann in vielen Bu¨chern nachgelesen
werden (z.B. [16, Section 5.1] oder [26, Section II.4]). Ein volldiskreter adaptiver Al-
gorithmus, der auf der linear-impliziten Zeitdiskretisierung mit einem hierarchischen
Fehlerscha¨tzer im Ort basiert, wird in [31] beschrieben. Die LSM mit der Wahl der
linearen Ansatzfunktionen in der Zeit fu¨hrt zu einer Methode der dritten Ordnung (im
klassischen Sinne bzgl. p). Eine andere Methode mit derselben Genauigkeit ist z.B. das
diskontinuierliche Galerkin-Verfahren mit stu¨ckweise linearen Ansatzfunktionen bzgl.
der Zeit (vgl. unter anderem den Abschnitt 1.2.3, [18] und [46, Chapter 12]). Andere
bekannte Methoden, die adaptive Zeitschrittweiten hervorbringen, sind Runge-Kutta-
Verfahren wie z.B. implizite Runge-Kutta-Verfahren vom Typ Radau IIA, die auch
Methoden der Ordnung drei liefern und ihrerseits mit einem Fehlerscha¨tzer kombiniert
werden ko¨nnen (vgl. z.B. [27, Section IV.5]).
2.2.4 Numerische Berechnungen
In diesem Abschnitt sollen einige numerische Beispiele die theoretischen Aussagen aus
dem Abschnitt 2.1 unterstreichen. Der Einfachheit halber soll in allen Beispielen a ≡
c ≡ 1 gelten.
Beispiel 2.20 Auf Ω = (−1, 1)2 berechnen wir eine Approximation zu der Lo¨sung
von (2.1) mit der rechten Seite f ≡ 0. Die Randwerte sollen wie folgt vorgeschrieben
werden:
p∣∣[−1,1]×{1,−1} = 0 , < n, u >∣∣{1,−1}×[−1,1]= 0 ,
d.h. homogene Dirichlet-Randbedingungen auf der oberen und unteren Seite und ho-
mogene Neumann-Randbedingungen auf der linken und der rechten Seite des Gebietes.
Die Anfangsbedingung ist gegeben durch
p(0, x) = cos
(pi
2
(x1 − 1)
)
sin
(pi
2
(x2 − 1)
)
.
Die exakte Lo¨sung lautet
p(t, x) = exp
(
−pi
2
2
t
)
cos
(pi
2
(x1 − 1)
)
sin
(pi
2
(x2 − 1)
)
.
Die Berechnung einer Approximation ist unproblematisch. Dieses Beispiel soll lediglich
die theoretisch bewiesene Ordnung des Algorithmus demonstrieren. Daher sollen a¨qui-
distante Zeitschritte und gleichma¨ßig verfeinerte Triangulierungen verwendet werden,
um den Konvergenzsatz 2.11 zu illustrieren.
Tabelle 2.1 zeigt das Quadrat des Konsistenzfehlers im ersten Schritt, gemessen in der
vom Funktional definierten Norm. Wir sehen die erwartete Reduktion des Funktionals
proportional zu τ 3 (a¨quivalent zum Quadrat der Konsistenzfehlernorm |||(ηu, ηp)|||2τ
wegen Satz 2.11). Die angesprochene Reduktion ist am besten in der letzten Spalte zu
sehen, da dort der Fehler aus der Ortsdiskretisierung im Vergleich zu den Eintra¨gen
der anderen Spalten am kleinsten ist und gegenu¨ber dem Zeitdiskretisierungsfehler
nicht ins Gewicht fa¨llt. Man beachte, daß fu¨r kleiner werdende Zeitschrittweiten τ die
Approximationsordnung kleiner zu werden scheint, was daran liegt, daß wir fu¨r diese
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h 1/8 1/16 1/32 1/64
τ = 0.2 3.22 · 10−2 2.10 · 10−2 1.82 · 10−2 1.75 · 10−2
τ = 0.1 1.15 · 10−2 4.48 · 10−3 2.70 · 10−3 2.25 · 10−3
τ = 0.05 5.54 · 10−3 1.55 · 10−3 5.36 · 10−4 2.81 · 10−4
τ = 0.025 2.89 · 10−3 7.44 · 10−4 1.98 · 10−4 6.10 · 10−5
τ = 0.0125 1.49 · 10−3 3.80 · 10−4 9.61 · 10−5 2.49 · 10−5
Tabelle 2.1: Quadrat des Konsistenzfehlers (gemessen in der Norm des Funktionals
F(u−τ , u+τ , p+τ ; pτ (t), f))
h ‖p− pτ,h‖1,Ω ‖u− uτ,h‖div,Ω
τ = 0.2 2.30 · 10−3 8.03 · 10−3
τ = 0.1 3.45 · 10−4 3.00 · 10−3
τ = 0.05 4.79 · 10−5 9.30 · 10−4
τ = 0.025 6.42 · 10−6 2.88 · 10−4
τ = 0.0125 1.31 · 10−6 1.55 · 10−4
Tabelle 2.2: Fehler zum Zeitpunkt t = 1
Zeitschrittweiten nicht mehr in der Lage sind, den Ortsdiskretisierungsfehler so weit zu
reduzieren, daß er im Vergleich zum Gesamtfehler nicht mehr ins Gewicht fa¨llt.
Tabelle 2.2 zeigt jeweils den Fehler zum Zeitpunkt t = 1 fu¨r verschiedene Zeitschritt-
weiten τ (jeweils mit h = 1/64). Wir sehen die erwartete dritte Ordnung fu¨r die Appro-
ximation fu¨r p, die aus der Analyse im letzten Abschnitt klar wird. Die Approximation
fu¨r u hat eine kleinere Ordnung.
Beispiel 2.21 Hier wa¨hlen wir wieder Ω = (−1, 1)2 und f ≡ 0 und nehmen homogene
Dirichlet-Randbedingungen auf ∂Ω an. Die Anfangsbedingung ist durch
p(0, x) = min{1− x1, 1 + x1, 1− x2, 1 + x2}
gegeben. Da die Anfangsbedingung nicht glatt ist, scheint es, daß die Methode eine nied-
rigere Ordnung wa¨hrend der ersten Zeitschritte (etwa fu¨r t ∈ (0, 0.1)) hat. Der wahre
Grund ist aber, daß die elliptischen Subprobleme nicht so gut gelo¨st werden ko¨nnen. Die
Ordnung
”
steigt“ jedoch nach einer Weile bis die von der Theorie vorhergesagte Ord-
nung erreicht wird. Abbildung 2.2 zeigt die Ordnung α in F(u−τ , u+τ , p+τ ; pτ (t), f)1/2 =
O(τα) in Abha¨ngigkeit der Zeit.
Beispiel 2.22 Das folgende Beispiel ist ein herausfordernder Test fu¨r unsere Ein-
schrittmethode (vgl. [18, Example 9.2] und [10, Example 8.3]). Auf Ω = (−2, 2)2
berechnen wir eine Approximation zur Lo¨sung von (2.1) mit der rechten Seite f ≡ 0
und schreiben homogene Dirichlet-Randbedingungen auf ∂Ω vor. Die Anfangsbedin-
gung ist gegeben durch
p(0, x) = 250 exp
(−250 ‖x‖2) ,
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Abbildung 2.2: Die scheinbare Konsistenzordnung in Abha¨ngigkeit der Zeit (Beispiel 2.21)
die als Approximation zu einer (punktierten) Wa¨rmequelle oder zu der δ-Funktion
angesehen werden kann. Die exakte Lo¨sung ist durch
p(t, x) =
1
4t+ 1/250
exp
(
− ‖x‖
2
4t+ 1/250
)
gegeben. Fu¨r t ∈ (0, 1], fu¨r die wir eine Approximation berechnen wollen, sind die Rand-
bedingungen na¨herungsweise erfu¨llt. Man beachte, daß dieses Problem in den oben ge-
nannten Arbeiten nur auf (0, 1)2 behandelt wird, d.h. das Problem ist dort einfacher zu
lo¨sen als das vorliegende Problem. Das Program wurde mit einer Anfangszeitschrittwei-
te τ0 = 1.78·10−6 und einer Toleranzgrenze tol = 0.4 gestartet. Die Ortsdiskretisierung
benutzt eine Triangulierung, die aus fu¨nf adaptiven Verfeinerungen besteht. In Abbil-
dung 2.3 (links) ist die Genauigkeit des Fehlerscha¨tzers in Abha¨ngigkeit von der Zeit
(englisch: time) zu sehen.
Die Kurve, die mit
”
EXACT“ bezeichnet wird, misst den Fehler (englisch: error) in
der Norm
|||(eu, ep)|||τ =
(∫ τ
0
(‖eu(t+ σ)‖20,Ω + τ ‖ div eu(t+ σ)‖20,Ω
+
1
τ
‖ep(t+ σ)‖20,Ω + ‖∇ ep(t+ σ)‖20,Ω)dσ
)1/2
,
wobei (eu, ep) = (u− uτ,h, p− pτ,h). Man beachte, daß die Zeitintegration mit der Tra-
pezregel approximiert wurde. Die linke Grafik in Abbildung 2.3 zeigt die Zeitschritt-
weite (englisch: time-step) in Abha¨ngigkeit von der Zeit. Offensichtlich arbeitet der
Fehlerscha¨tzer sehr effizient. Man beachte insbesondere, daß τmax = 0.1 gesetzt wurde.
In Abbildung 2.4 wird die berechnete Approximation der Lo¨sung und die dazugeho¨rige
Triangulierung zum Zeitpunkt t = 2 · 10−6 dargestellt. Abbildung 2.5 zeigt die be-
rechnete Approximation der Lo¨sung und die zugeho¨rige Triangulierung zum Zeitpunkt
t = 0.1.
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Abbildung 2.3: Qualita¨t des Fehlerscha¨tzers und die Zeitschrittweiten (Beispiel 2.22)
Abbildung 2.4: Triangulierung und Lo¨sung zum Zeitpunkt t = 2 · 10−6 auf Level 3 (Beispiel
2.22)
Abbildung 2.5: Triangulierung und Lo¨sung zum Zeitpunkt t = 0.1 auf Level 3 (Beispiel 2.22)
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Beispiel 2.23 Das na¨chste Beispiel stellt einen Test fu¨r die adaptive Verfeinerungs-
strategie im Ort dar. (vgl. [2, Example 2] und [10, Example 8.4]).
Abbildung 2.6: Qualita¨t des Fehlerscha¨tzers und die Zeitschrittweiten fu¨r tol = 0.2 (Beispiel
2.23)
Man beachte, daß die rechte Seite f von t abha¨ngt, d.h. unsere Theorie des letzten
Abschnitts ist hier eigentlich nicht anwendbar. Daß f nicht nur von t sondern auch von
p abha¨ngen darf, werden wir im na¨chsten Kapitel sehen. Es sei Ω = (−1, 1)2 und es
gelten wieder homogene Dirichlet-Randbedingungen auf ∂Ω. Die Anfangsbedingung sei
p(0, x) = 0.8 exp
(
−80
∥∥∥∥x− ( 1/20
)∥∥∥∥2
)
.
Abbildung 2.7: Qualita¨t des Fehlerscha¨tzers und die Zeitschrittweiten fu¨r tol = 0.1 (Beispiel
2.23)
Definiert man
p(t, x) = 0.8 exp
(
−80
∥∥∥∥x− 12
(
cos(pit)
sin(pit)
)∥∥∥∥2
)
,
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und setzt man
f(t, x) := ∂tp−∆p, (2.73)
so lo¨st p offensichtlich die Gleichung (1.5).
Abbildung 2.8: Triangulierung und Approximation zum Zeipunkt t = 0.505 auf Level 3
(Beispiel 2.23)
Gesucht ist eine Approximation fu¨r p, wobei t ∈ (0, 2]. Die Randbedingung ist wieder
na¨herungsweise erfu¨llt. Das Programm wurde einmal mit der Anfangszeitschrittweite
τ0 = 0.01 und tol = 0.2 gestartet (hier verkleinert sich die Zeitschrittweite, vgl. Abbil-
dung 2.7 rechts). Ein zweites Mal wurde das Programm mit der Anfangszeitschrittweite
τ0 = 0.003 und tol = 0.1 gestartet (hier vergro¨ßert sich die Zeitschrittweite, vgl. Ab-
bildung 2.6 rechts).
Abbildung 2.9: Triangulierung und Approximation zum Zeipunkt t = 1.508 auf Level 3
(Beispiel 2.23)
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Wir berechnen bis T = 2, d.h. wenn eine volle Umdrehung erreicht worden ist. Wie
man sieht, paßt Algorithmus 2.19 die Zeitschrittweite der geforderten Toleranzgerenze
an. Danach bleibt die Schrittweite etwa konstant, da in jedem Zeitschritt das gleiche
(um einige Grad gedrehte) elliptische Problem zu lo¨sen ist. In den Abbildungen 2.7
und 2.6 (jeweils links) ist die Genauigkeit des Fehlerscha¨tzers gut zu erkennen. In den
Abbildungen 2.8 bzw. 2.9 wurden jeweils die berechnete Approximation der Lo¨sung
zum Zeitpunkt t ≈ 1/2 (entspricht einer Viertel-Drehung) bzw. zum Zeitpunkt t ≈ 3/2
(entspricht einer Dreiviertel-Drehung) und die zugeho¨rige Triangulierung dargestellt.

Kapitel 3
Semilineare Probleme
In diesem Kapitel wollen wir die Methode aus dem letzten Kapitel auf semilineare para-
bolische Anfangs-Randwertprobleme verallgemeinern und einige Konvergenzaussagen
beweisen. Anschließend betrachten wir einige numerische Beispiele.
Wir betrachten die semilineare Gleichung zweiter Ordnung
c(x)∂tp(t, x)− div (a(x)∇p(t, x)) + fˆ(t, x, p(t, x),∇p(t, x)) = 0, (3.1)
wobei fˆ : [0, T ]× Ω× IR× IR2 → IR. Sei fu¨r (t, q) ∈ [0, T ]×H1ΓD(Ω)
f˜t,q : Ω→ IR
mit
f˜t,q(x) = fˆ(t, x, q(x),∇q(x)).
Damit ko¨nnen wir f(t, q) := f˜t,q definieren. Wir fordern nun f ∈
L2((0, T );C1(H1ΓD(Ω);L
2 (Ω))) mit
Cm(H1ΓD(Ω);L
2 (Ω)) =
{
f˜ : H1ΓD(Ω)→ L2 (Ω)
∣∣∣f˜ ist m-mal Fre´chet-differenzierbar
und f˜ (m) ist stetig
}
.
Fu¨r fast alle t ∈ [0, T ] ist also f(t, ·) Fre´chet-differenzierbar. Aus der Mittelwert-
abscha¨tzung (vgl. [5, Proposition 4.3.11]) folgt, daß f(t, ·) fu¨r fast alle t ∈ [0, T ]
lokal lipschitzstetig ist. Die Randbedingungen seien wie im letzten Kapitel. Fu¨r die
Anfangsbedingung kann hier P0 ∈ H1ΓD(Ω) vorausgesetzt werden. Gesucht ist die schwa-
che Lo¨sung p ∈ H1((0, T );H1ΓD(Ω)) von (3.1). Wir bezeichnen mit Lt die Lipschitz-
konstante von f(t, ·) in einer Umgebung U(p(t), δt) ⊂ H1ΓD(Ω) der Lo¨sung p(t). Es
seien L = sup
t∈[0,T ]
Lt <∞ und δ = inf
t∈[0,T ]
δt > 0.
Um das Problem mit der LSM zu behandeln, schreiben wir die Gleichung (3.1) in ein
System erster Ordnung um:
c∂tp+ div u+ f(·, p) = 0,
u+ a ∇p = 0, (3.2)
Aus der Theorie der nichtlinearen partiellen Differentialgleichungen (vgl. z.B. [45, Sec-
tion 15.1]) ist bekannt, daß eine eindeutige Lo¨sung (u, p) ∈ L2 ((0, T );HΓN (div ,Ω))×
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H1((0, T );H1ΓD(Ω)) von (3.2) existiert und daß diese stetig von den Anfangs- und Rand-
daten abha¨ngt.
Aus Symmetriegru¨nden wollen wir das System (3.2) in das a¨quivalente System
c1/2∂tp+ c
−1/2 div u+ c−1/2f(·, p) = 0,
a−1/2u+ a1/2 ∇p = 0
umschreiben.
Nun diskretisieren wir in der Zeit, wobei wir die Bezeichnungen von Kapitel 2 u¨ber-
nehmen.
Analog zu Kapitel 2 definieren wir das LSF
Fˆ(uτ , pτ ) =
∫ τ
0
(
τ
∥∥c1/2∂tpτ (t+ σ) + c−1/2(div uτ (t+ σ) +f(t+ σ, pτ (t+ σ)))∥∥20,Ω
+
∥∥a−1/2uτ (t+ σ) + a1/2∇pτ (t+ σ)∥∥20,Ω) dσ. (3.3)
3.1 Variationsformulierung fu¨r das nichtlineare LSF
Wir wollen wieder das LSF (3.3) im Raum V˜τ × Q˜τ minimieren (vgl. Kapitel 2).
Wir suchen (uτ , pˆτ ) ∈ V˜τ × Q˜τ , so daß
Fˆ (uτ , pτ ) = min
(vτ ,qˆτ )∈V˜τ×Q˜τ
Fˆ (vτ , qτ ) (3.4)
mit pτ (t+ σ) = (1− στ )pτ (t) + pˆτ (σ) und qτ (σ) = (1− στ )pτ (t) + qˆτ (σ).
Nun wollen wir den Evolutionsoperator definieren. Es sei E(t + σ; t) : H1ΓD(Ω) →
H1ΓD(Ω), wobei E(t+σ; t)p(t) = p(t+σ) die Lo¨sung von (3.2) fu¨r σ ∈ (0, τ) bezeichnet.
Dann ist (vgl. Bemerkung B.4.c)
p(t+ σ) = E(t+ σ; t) p(t)
=c−1/2 exp(−σA) c1/2p(t)
−c−1/2
∫ σ
0
(exp(−(σ − θ)A))c−1/2f(t+ θ, p(t+ θ)) dθ ,
wobei A den in (2.9) definierten Operator bezeichnet.
Zuna¨chst folgt ein Satz, welcher die Form von p+τ in Abha¨ngigkeit von pτ (t) angibt.
Satz 3.1 Der diskrete Evolutionsoperator p+τ = Ed(t + τ, t)pτ (t) erfu¨llt die nicht-
lineare Gleichung (im Sinne der Distributionen (vgl. Abschnitt A.1)):∫ τ
0
c1/2
[
I + σ
(
c−1/2∂pf(t+ σ, pτ (t+ σ))c−1/2 + A
)][
c1/2
p+τ − pτ (t)
τ
+ Ac1/2pτ (t+ σ) + c
−1/2f(t+ σ, pτ (t+ σ))
]
dσ = 0.
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Beweis:
Die zu der Minimierungsaufgabe (3.4) a¨quivalente Variationsformulierung lautet∫ τ
0
(
τ
(
c1/2∂tpτ (t+ σ)+c
−1/2divuτ (t+ σ) + c−1/2f(t+ σ, pτ (t+ σ)), c1/2∂tq(σ)
+ c−1/2 div v(σ) + c−1/2∂pf(t+ σ, pτ (t+ σ))q(σ)
)
0,Ω
+
(
a−1/2uτ (t+ σ) + a1/2∇pτ (t+ σ), a−1/2v(σ) + a1/2∇q(σ)
)
0,Ω
)
dσ = 0
(3.5)
fu¨r alle (v, q) ∈ V˜τ × Q˜τ . Die obige Formel beinhaltet zwei verschiedene Variationsfor-
mulierungen in den Ra¨umen V˜τ und Q˜τ , die wir nun trennen. Aus (3.5) folgern wir
zuna¨chst ∫ τ
0
(
τ(c1/2∂tpτ (t+ σ) + c
−1/2 div uτ (t+ σ)
+ c−1/2f(t+ σ, pτ (t+ σ)), c−1/2 div v(σ)
)
0,Ω
+
(
a−1/2uτ (t+ σ) + a1/2∇pτ (t+ σ), a−1/2v(σ))
)
0,Ω
)
dσ = 0
fu¨r alle v ∈ V˜τ . Sei Dˆτ =
{
σ
τ
q1 + (1− στ )q2 | q1, q2 ∈ DA2
}
. Setzen wir nun v = −a∇q,
wobei q ∈ Dˆτ ist, so gilt: c−1/2 div v = Ac1/2q, und wir haben schließlich∫ τ
0
(
τ
(
c1/2∂tpτ (t+ σ) + c
−1/2 div uτ (t+ σ)
+ c−1/2f(t+ σ, pτ (t+ σ)), Ac1/2q(σ)
)
0,Ω
−
(
a−1/2uτ (t+ σ) + a1/2∇pτ (t+ σ), a1/2∇q(σ))
)
0,Ω
)
dσ = 0
(3.6)
fu¨r alle q ∈ Dˆτ . Nun folgern wir∫ τ
0
((
(c1/2∂tpτ (t+ σ) + c
−1/2f(t+ σ, pτ (t+ σ))
− Ac1/2pτ (t+ σ), τAc1/2q(σ)
)
0,Ω
+
(
c−1/2 div uτ (t+ σ), (I + τA)c1/2q(σ))
)
0,Ω
)
dσ = 0
fu¨r alle q ∈ Dˆτ .
Es ergibt sich∫ τ
0
((
(I + τA)−1[(c1/2∂tpτ (t+ σ) + c−1/2f(t+ σ, pτ (t+ σ)))− 1
τ
c1/2p(t+ σ)]
+ (τA)−1c−1/2 div uτ (t+ σ), (I + τA)τAc1/2q(σ))
)
0,Ω
)
dσ = 0
(3.7)
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fu¨r alle q ∈ Dˆτ . Sei Lˆτ =
{
σ
τ
q1 + (1− στ )q2 | q1, q2 ∈ L2 (Ω)
}
. Da (I + τA)τAc1/2 ein
Isomorphismus von Dˆτ nach Lˆτ ist, folgt aus (3.7)
c−1/2 div uτ = −(I + τA)−1
(
τA(c1/2∂tpτ + c
−1/2f(·, pτ ))− Ac1/2pτ
)
(3.8)
in Lˆτ . Die zweite Gleichung, die aus (3.5) folgt, lautet∫ τ
0
(
τ
(
c1/2∂tpτ (t+ σ) + c
−1/2 div uτ (t+ σ) + c−1/2f(t+ σ, pτ (t+ σ)),
c−1/2∂tq(σ) + ∂pf(t+ σ, pτ (t+ σ))c1/2q(σ)
)
0,Ω
)
dσ
+
∫ τ
0
((
a−1/2uτ (t+ σ) + a1/2∇pτ (t+ σ), a1/2∇q(σ)
)
0,Ω
)
dσ︸ ︷︷ ︸
=K
= 0
(3.9)
fu¨r alle q ∈ Q˜τ . Fordern wir lediglich, daß (3.9) nur fu¨r q ∈ Q˜τ ∩ Dˆτ gilt, so liefert (3.6)
K=
∫ τ
0
(
τ
(
c1/2∂tpτ (t+ σ) + c
−1/2[divuτ (t+ σ) + f(t+ σ, pτ (t+ σ))], Ac1/2q(σ)
)
0,Ω
)
dσ
und damit insgesamt∫ τ
0
(
τ
(
c1/2∂tpτ (t+ σ) + c
−1/2 div uτ (t+ σ) + c−1/2f(t+ σ, pτ (t+ σ)),
c1/2∂tq(σ) + c
−1/2∂pf(t+ σ, pτ (t+ σ))q(σ) + Ac1/2q(σ)
)
0,Ω
)
= 0
fu¨r alle q ∈ Q˜τ ∩ Dˆτ . Setzen wir nun c−1/2 div u aus (3.8) ein und bedenken, daß
1− z
1+z
= 1
1+z
ist, so erhalten wir:∫ τ
0
(
τ
(
(I − τA)−1[c1/2∂tpτ (t+ σ) + Ac1/2pτ (t+ σ) + c−1/2f(t+ σ, pτ (t+ σ))],
c1/2∂tq(σ) + c
−1/2∂pf(t+ σ, pτ (t+ σ))q(σ) + A c1/2q(σ)
)
0,Ω
)
d σ = 0
fu¨r alle q ∈ Q˜τ ∩ Dˆτ . Da q ∈ Q˜τ ∩ Dˆτ , ergibt sich∫ τ
0
(
τ
(
(I − τA)−1[c1/2∂tpτ (t+ σ) + Ac1/2pτ (t+ σ) + c−1/2f(t+ σ, pτ (t+ σ))],
1
τ
c1/2qˆ + c−1/2∂pf(t+ σ, pτ (t+ σ))c−1/2
σ
τ
c1/2qˆ + A
σ
τ
c1/2qˆ
)
0,Ω
)
d σ = 0
(3.10)
fu¨r alle qˆ ∈ DA2 . Multipliziert man beide Seiten von (3.10) mit (I − τA), so gilt (in
Distributionen-Schreibweise (vgl. Abschnitt A.1)):〈∫ τ
0
c1/2
[
I + σ
(
c−1/2∂pf(t+ σ, pτ (t+ σ))c−1/2 + A
)]
[c1/2∂tpτ (t+ σ) + Ac
1/2pτ (t+ σ)
+ c−1/2f(t+ σ, pτ (t+ σ))]dσ, qˆ
〉
= 0
fu¨r alle qˆ ∈ C∞0 (Ω), da C∞0 (Ω) ⊂ DA2 .
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Um ein numerisches Verfahren konstruieren zu ko¨nnen, muß das Integral∫ τ
0
c1/2
[
I + σ
(
A+ c−1/2∂pf(t+ σ, pτ (t+ σ))c−1/2
)][
c1/2∂tpτ (t+ σ)
+Ac1/2pτ (t+ σ) + c
−1/2f(t+ σ, pτ (t+ σ))
]
dσ
durch berechenbare Terme approximiert werden.
Fu¨r die Analyse des Verfahrens lassen wir den Anteil mit ∂p weg. Dies ist zwar nicht
a¨quivalent zu (3.4), aber die so gelieferte Approximation erfu¨llt das Gewu¨nschte (wie
wir spa¨ter sehen werden).
Somit ist ab jetzt (uτ , pˆτ ) ∈ V˜τ × Q˜τ gesucht (mit pτ (t+ σ) = (1− στ ) pτ (t) + pˆτ (σ)), so
daß
∫ τ
0
(
τ(c1/2∂tpτ (t+ σ) + c
−1/2 div uτ (t+ σ)
+ c−1/2f(t+ σ, pτ (t+ σ)), c1/2∂tq(σ) + c−1/2 div v(σ)
)
0,Ω
+
(
a−1/2uτ (t+ σ) + a1/2∇pτ (t+ σ), a−1/2v(σ) + a1/2∇q(σ)
)
0,Ω
)
dσ = 0
(3.11)
fu¨r alle (v, q) ∈ V˜τ × Q˜τ . Die Lo¨sung von (3.4) sei mit (umin, pˆmin) bezeichnet. Die neue
Lo¨sung (uτ , pˆτ ) genu¨gt folgender Gleichung (der Beweis la¨uft analog zum Beweis von
Satz 3.1, wobei man ∂pf durch 0 ersetzt):
0 =
∫ τ
0
(I + σA)[c1/2∂tpτ (t+ σ) + Ac
1/2pτ (t+ σ) + c
−1/2f(t+ σ, pτ (t+ σ))] dσ
= c1/2p+τ − c1/2pτ (t) + τAc1/2p+τ +
τ 2A2
3
c1/2 p+τ +
τ 2A2
6
c1/2pτ (t)
+
∫ τ
0
(I + σA) c−1/2f(t+ σ, pτ (t+ σ)) dσ.
(3.12)
Man beachte, daß die obige Gleichung im Sinne der Distributionen gilt. Mit den
Abku¨rzungen r2,2(z) =
1− 1
6
z2
1+z+ 1
3
z2
(siehe (2.12)) und r0,2(z) =
1
1+z+ 1
3
z2
la¨ßt sich das
nichtlineare Einschrittverfahren angeben als
Ed(t+ τ, t)pτ (t) = c
−1/2r2,2(τA)c1/2pτ (t)
−
∫ τ
0
c−1/2r0,2(τA)(I + σA)c−1/2f(t+ σ, pτ (t+ σ)) dσ.
(3.13)
Setzt man f ≡ 0, so erha¨lt man die Aussage aus Lemma 2.2. Damit ist Satz 3.1 eine
Verallgemeinerung von Lemma 2.2, d.h. man kann in Kapitel 2 statt P0 ∈ DA nur
P0 ∈ H1ΓD(Ω) fordern. Wir setzen ab jetzt aus U¨bersichtsgru¨nden a ≡ c ≡ 1 voraus.
3.2 B-Stabilita¨t
In diesem Abschnitt wird die B-Stabilita¨t des angesprochenen Verfahrens bewiesen. Sei
f bzgl. (·, ·)0,Ω dissipativ.
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Im folgenden Satz werden wir sehen, daß die Methode (3.13) B-stabil ist. Zuna¨chst
machen wir aber eine wichtige Bemerkung.
Bemerkung 3.2 Sei R(σ) = σA. Da A positiv definit ist, folgt R(σ) ist positiv semi-
definit fu¨r alle σ ≥ 0. Da f dissipativ, folgt nach Lemma 1.10: ∂pf(t+ σ, p) ist positiv
semidefinit. Damit ist ∂p(R(σ)(Ap+f(t+σ, p))) = R(σ)(A+∂pf(t+σ, p)) auch positiv
semidefinit. Aus Lemma 1.10 folgt schließlich R(σ)(A(·) + f(t+ σ, ·)) ist dissipativ.
Satz 3.3 Das Verfahren (3.13) ist B-stabil.
Beweis:
Seien p, q ∈ H1ΓD(Ω) beliebig. Es gelten folgende Abku¨rzungen:
p+ = Ed(t+ τ, t)p ,
q+ = Ed(t+ τ, t)q ,
pτ (σ) =
σ
τ
p+ + (1− σ
τ
)p ,
qτ (σ) =
σ
τ
q+ + (1− σ
τ
)q ,
ξ+ = p+ − q+, ξ− = p− q,
fp(σ) = f(t+ σ, p(σ)) ,
fq(σ) = f(t+ σ, q(σ))
und
ξ(σ) =
σ
τ
ξ+ + (1− σ
τ
)ξ−.
Wir werden in diesem Beweis die urspru¨ngliche Form des Verfahrens aus (3.12) verwen-
den. Setzt man in der Gleichung in (3.12) p bzw. q ein, so erha¨lt man zwei Gleichungen.
Zieht man von der ersten Gleichung die zweite ab, so ist∫ τ
0
(I + σA)(∂tξ(σ) + Aξ(σ) + fp(σ)− fq(σ)) dσ = 0.
Setzen wir nun ξ in die entprechende Variationsformulierung ein, so erhalten wir∫ τ
0
((I + σA)(∂tξ(σ) + Aξ(σ) + fp(σ)− fq(σ)), ξ(σ))0,Ω dσ = 0.
Damit folgt ∫ τ
0
(∂tξ(σ), ξ(σ))0,Ω dσ = −
∫ τ
0
(σA∂tξ(σ) + Aξ(σ), ξ(σ))0,Ω
− (σA(Aξ(σ) + fp(σ)− fq(σ)), ξ(σ))0,Ω︸ ︷︷ ︸
≥ 0 da R(σ) (A(·) + f(t+ σ, ·)) dissipativ nach Bemerkung 3.2
− (fp(σ)− fq(σ)), ξ(σ))0,Ω︸ ︷︷ ︸
≥ 0 da f dissipativ
dσ.
(3.14)
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Berechnung beider Seiten von (3.14) liefert
1
2
(ξ+ − ξ−, ξ+ + ξ−)0,Ω ≤ −1
6
τ
(
4‖A1/2ξ+‖20,Ω + ‖A1/2ξ−‖20,Ω + (Aξ+, ξ−)0,Ω
)
=− 1
6
τ
(
3‖A1/2ξ+‖20,Ω +
3
4
‖A1/2ξ−‖20,Ω + (‖A1/2ξ+‖20,Ω
+
1
4
‖A1/2ξ−‖20,Ω + (A1/2ξ+, A1/2ξ−)0,Ω)
)
=− 1
6
τ
(
3‖A1/2ξ+‖20,Ω +
3
4
‖A1/2ξ−‖20,Ω + (‖A1/2(ξ+ +
1
2
ξ−)‖20,Ω)
)
≤ 0.
(3.15)
Damit ist
‖ξ+‖0,Ω ≤ ‖ξ−‖0,Ω.
3.3 Konvergenzaussagen
Sei fu¨r ein beliebiges Gitter
τmin,∆ :=
M∆
min
j=1
τ∆j .
Wir setzen nun zusa¨tzlich fu¨r jede Folge von Gittern ∆ ⊂ [0, T ] mit τ∆ → 0 voraus:
τ∆
τmin,∆
h 1.
Hieraus folgt z.B., daß
τ∆M∆ h 1. (3.16)
Es folgt ein Satz, der die Konvergenzordnung 2 fu¨r das Verfahren (3.13) garantiert.
Bevor wir den Satz formulieren, erinnern wir an das beru¨hmte
Lemma 3.4 (Lemma von Gronwall (L1-Version))
Es sei b > 0 beliebig. Seien v ∈ L1(0, b) eine nicht negative Funktion, η, µ ≥ 0 und es
gelte fu¨r fast alle t ∈ (0, b)
v(t) ≤ η + µ
∫ t
0
v(σ) dσ. (3.17)
Dann gilt fu¨r fast alle t ∈ (0, b):
v(t) ≤ η et µ.
Beweis:
Man findet in [49, Chap. 1.III, pp. 16, Absatz δ] die Lp-Version des Lemmas von Gron-
wall, sowie Literaturhinweise zum Beweis.
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Satz 3.5 Sei p ∈ C2([0, T ], H1ΓD(Ω)) die exakte Lo¨sung von (3.2). Sei pτ die mit dem
Verfahren (3.13) berechnete Approximation. Dann existiert ein τ ∗, so daß fu¨r alle
Gitter ∆ ⊂ [0, T ] mit τ∆ ≤ τ ∗ gilt:
‖pτ (tn)− p(tn)‖1,Ω ≤ C τ 2∆ eC(n+1)τ
1/2
∆ fu¨r 0 ≤ n ≤M∆, (3.18)
wobei C nur von sup
t∈[0,T ]
{‖∂2t p(t)‖1,Ω} abha¨ngt.
Beweis:
(a) Zuna¨chst wollen wir zeigen, daß es qτ ∈ Qτ gibt mit
max
t∈[0,T ]
‖qτ (t)− p(t)‖1,Ω < δ. (3.19)
Zu jeder Zerlegung {0 < t1 < . . . < tM∆−1 < T} = ∆ ⊂ [0, T ] sei I∆p der lineare Spline
zu p bzgl. ∆. Aus der Interpolationstheorie folgern wir max
t∈[0,T ]
‖I∆p(t)−p(t)‖1,Ω ≤ C1τ 2∆,
wobei C1 = sup
t∈[0,T ]
‖∂2t p(t)‖1,Ω < ∞ gesetzt wurde. Sei τ ∗ ≤ min{1, δ2C1} =: ε0. Damit
gilt: max
t∈[0,T ]
‖I∆p(t) − p(t)‖1,Ω ≤ δ2 . Seien qj ∈ H1ΓD(Ω) mit ‖qj − p(tj)‖1,Ω < δ2 fu¨r
j = 1, . . . ,M∆ und q0 = p0. Sei
qτ (t) =
t− tj−1
τj
qj +
(
1− t− tj−1
τj
)
qj−1, falls t ∈ [tj−1, tj],
wobei 1 ≤ j ≤M∆. Dann gilt:
max
t∈[0,T ]
‖qτ (t)− p(t)‖1,Ω ≤ max
t∈[0,T ]
‖I∆p(t)− p(t)‖1,Ω + max
t∈[0,T ]
‖qτ (t)− I∆p(t)‖1,Ω < δ.
Angenommen, τ ∗ ist so gewa¨hlt, daß
‖pτ (tj)− p(tj)‖1,Ω ≤ j δ
3M∆
(3.20)
fu¨r j = 0, . . . ,M∆, dann ist nach obiger U¨berlegung
max
t∈[0,T ]
‖pτ (t)− p(t)‖1,Ω < δ
fu¨r alle ∆ mit τ∆ ≤ τ ∗ erfu¨llt. Der Beweis von (3.20) wird in Teil (c) nachgeholt.
(b) (i) Seien pˆj = p(tj), j = 0, · · · ,M∆. Sei 0 < n ≤M∆ . Es gilt dann,
pˆn = r2,2(τnA)pˆn−1 −
∫ τn
0
(I + σA) r0,2(τnA)f(tn−1 + σ, p(tn−1 + σ)) dσ + dn,
wobei dn den Defekt darstellt. Der Defekt ist gegeben durch
dn = −r2,2(τnA)pˆn−1 + pˆn
−
∫ τn
0
(I + σA) r0,2(τnA)(∂tp(tn−1 + σ) + Ap(tn−1 + σ)) dσ.
(3.21)
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Durch partielle Integration erha¨lt man∫ τn
0
(I + σA) r0,2(τnA)∂tp(tn + σ) dσ = (I + τnA) r0,2(τnA)pˆn
−r0,2(τnA)pˆn−1 −
∫ τn
0
Ar0,2(τnA)p(tn−1 + σ) dσ.
(3.22)
Setzen wir nun (3.22) in (3.21) ein und vereinfachen, so ergibt sich
dn = (r0,2(τnA)−r2,2(τnA))pˆn−1 + (I − (I + τnA) r0,2(τnA))pˆn
−
∫ τn
0
σA2r0,2(τnA)p(tn−1 + σ) dσ.
(3.23)
Beachten wir, daß∫ τn
0
σA2r0,2(τnA)I∆p(tn−1 + σ) dσ = r0,2(τnA)(
τ 2n
3
A2pˆn +
τ 2n
6
A2pˆn−1), (3.24)
so ko¨nnen wir (3.23) mit Hilfe von I∆p schreiben als
dn = −
∫ τn
0
σA2r0,2(τnA)(p(tn−1 + σ)− I∆p(tn−1 + σ)) dσ. (3.25)
Aus der Interpolationstheorie wissen wir, daß aus dem Mittelwertsatz fu¨r jedes σ ∈
[0, τn] folgt:
p(tn−1 + σ)− I∆p(tn−1 + σ) = 1
2
∂2t p(tn−1 + θσ)σ(σ − τn) (3.26)
mit einem θσ ∈ (0, τn).
(ii) Seien
R(tj, tn) =
n∏
i=j+1
r2,2(τiA),
Σj+1(σ) = f(tj + σ, pτ (tj + σ))− f(tj + σ, p(tj + σ)),
Σ˜j+1(σ) = f(tj + σ, pτ (tj + σ))− f(tj + σ, I∆p(tj + σ))
und
Σˆj+1(σ) = f(tj + σ, I∆p(tj + σ))− f(tj + σ, p(tj + σ)).
Bezeichnen wir den Fehler mit ej = pτ (tj) − p(tj), j = 0, . . . ,M∆, so erhalten wir
rekursiv, wegen e0 = 0
en =
n−1∑
j=0
R(tj+1, tn)
[
dj+1 +
∫ τj+1
0
r0,2(τj+1A)(I + σA)Σj+1(σ)
]
. (3.27)
Beachten wir, daß fu¨r j = 1, . . . ,M∆, q ∈ H1ΓD(Ω) σ ∈ [0, τ ] gilt
‖(I + σA) r0,2(τA)q‖1,Ω ≤ ‖(I + τA) r0,2(τA)q‖1,Ω
und setzen
S(tj+1, tn) = (I + τj+1A)r0,2(τj+1A)R(tj+1, tn),
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so folgt aus (3.27)
‖en‖1,Ω ≤
∥∥∥∥∥
n−1∑
j=0
S(tj+1, tn)
∫ τj+1
0
Σˆj+1(σ) dσ
∥∥∥∥∥
1,Ω
+
∥∥∥∥∥
n−1∑
j=0
R(tj+1, tn)dj+1
∥∥∥∥∥
1,Ω
+
∥∥∥∥∥
n−1∑
j=0
S(tj+1, tn)
∫ τj+1
0
Σ˜j+1(σ) dσ
∥∥∥∥∥
1,Ω
=: ‖I1‖1,Ω + ‖I2‖1,Ω + ‖I3‖1,Ω
(3.28)
Nun wollen wir ‖I1‖1,Ω, ‖I2‖1,Ω und ‖I3‖1,Ω abscha¨tzen.
Um ‖I1‖1,Ω abzuscha¨tzen, definieren wir
r¯2,2(z) =
1 + 5
6
z + z
2
6
1 + z + z
2
3
,
ˆ¯r2,2(z) =
1− z2
6
1 + 5
6
z + z
2
6
und
R¯(tj, tn) =
n∏
i=j+1
r¯2,2(τiA), j = 0, . . . ,M∆ − 1.
Aus der Poincare´-Friedrichs-Ungleichung folgern wir
‖I1‖1,Ω ≤ c1‖∇I1‖1,Ω ≤ c2‖AI1‖0,Ω.
Wegen der lokalen Lipschitzstetigkeit von f , (3.19) und (3.26), gilt
max
σ∈[0,tn]
‖Σˆj+1(σ)‖0,Ω ≤ L max
σ∈[0,tn]
‖I∆p(tj + σ)− p(tj + σ)‖1,Ω . τ 2∆. (3.29)
Beachtet man, daß r¯2,2 auf [0,∞) positiv und monoton fallend ist, sup
x∈(0,∞)
|ˆ¯r2,2(x)|=1
und r2,2 = r¯2,2 ˆ¯r2,2, so folgt aus der Formel der geometrischen Reihe
‖I1‖1,Ω . ‖AI1‖0,Ω . τ 2∆
∥∥∥∥∥
n−1∑
j=0
S(tj+1, tn)τj+1A
∥∥∥∥∥
L2(Ω)→L2(Ω)
. τ 2∆
∥∥∥∥∥
n−1∑
j=0
R¯(tj+1, tn)r0,2(τmin,∆A)τ∆A
∥∥∥∥∥
L2(Ω)→L2(Ω)
. τ 2∆
∥∥∥∥∥
n−1∑
j=0
r¯2,2(τmin,∆A)
n−j−1r0,2(τmin,∆A)τ∆A
∥∥∥∥∥
L2(Ω)→L2(Ω)
. τ 2∆
∥∥(I − r¯2,2(τmin,∆A))−1r0,2(τmin,∆A)τ∆A∥∥L2(Ω)→L2(Ω)
= τ 2∆
∥∥6(τmin,∆A+ τ 2min,∆A2)−1r0,2(τmin,∆A)−1r0,2(τmin,∆A)τ∆A∥∥L2(Ω)→L2(Ω)
. τ 2∆
∥∥(I + τmin,∆A)−1∥∥L2(Ω)→L2(Ω) . τ 2∆.
(3.30)
Fu¨r ‖I2‖1,Ω seien nun
r˜2,2(z) =
1 + z + z
2
6
1 + z + z
2
3
,
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rˆ2,2(z) =
1− z2
6
1 + z + z
2
6
und
R˜(tj, tn) =
n∏
i=j+1
r˜2,2(τiA), j = 0, . . . ,M∆ − 1
definiert. Man beachte, daß r˜2,2 auf [0,∞) positiv und monoton fallend ist,
sup
x∈(0,∞)
|rˆ2,2(x)|=1 und r2,2 = r˜2,2rˆ2,2.
Die Gleichungen (3.25) und (3.26) liefern nun (mit der Formel der geometrischen
Reihe)
‖I2‖1,Ω .
∥∥∥∥∥
n−1∑
j=0
R(tj+1, tn)r0,2(τj+1A)
∫ τj+1
0
1
2
σA2σ(σ − τj+1)dσ
∥∥∥∥∥
1,Ω
=
∥∥∥∥∥
n−1∑
j=0
R(tj+1, tn) r0,2(τj+1A)
1
24
τ 4j+1A
2
∥∥∥∥∥
H1ΓD
(Ω)→H1ΓD (Ω)
. τ 2∆
∥∥∥∥∥
n−1∑
j=0
r˜2,2(τmin,∆A)
n−j−1 r0,2(τmin,∆A)τ 2∆A
2
∥∥∥∥∥
H1ΓD
(Ω)→H1ΓD (Ω)
. τ 2∆
∥∥(I − r2,2((τmin,∆A))−1 r0,2(τmin,∆A)τ 2∆A2∥∥H1ΓD (Ω)→H1ΓD (Ω)
= τ 2∆
∥∥6(τminA)−2r0,2(τmin,∆A)−1 r0,2(τmin,∆A)τ 2∆A2∥∥H1ΓD (Ω)→H1ΓD (Ω)
= τ 2∆ 6(τ∆/τmin,∆)
2 . τ 2∆.
(3.31)
Fu¨r die Abscha¨tzung von ‖I3‖1,Ω beachte man, daß
‖(I + τj+1A)r0,2(τj+1A)‖L2(Ω)→H1ΓD (Ω) . τ
−1/2
j+1 .
Aus der lokalen Lipschitzstetigkeit von f und (3.19) folgern wir∫ τj+1
0
‖Σ˜j+1(σ)‖0,Ω dσ ≤ L
∫ τj+1
0
‖pτ (tj + σ)− I∆p(tj + σ)‖1,Ω dσ
= L
τj+1
2
(‖ej‖1,Ω + ‖ej+1‖1,Ω).
(3.32)
Wegen der A-Stabilita¨t des Verfahrens folgt
‖I3‖1,Ω .
∥∥∥∥∥
n−1∑
j=0
τ
−1/2
j+1
∫ τj+1
0
Σ˜j+1(σ) dσ
∥∥∥∥∥
0,Ω
. τ 1/2∆
n−1∑
j=0
(‖ej+1‖1,Ω + ‖ej‖1,Ω) . τ 1/2∆
n∑
j=1
‖ej‖1,Ω.
(3.33)
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Damit folgt insgesamt:
‖en‖1,Ω ≤ (‖I1‖1,Ω + ‖I2‖1,Ω) + ‖I3‖1,Ω ≤ C˜τ 2∆ + C˜τ 1/2∆
n∑
j=1
‖ej‖1,Ω.
Die Konstante C˜ ha¨ngt von C1 und L ab. Wa¨hlen wir τ
∗ ≤ min{ε3, 14C˜2} (wobei wir in
Teil (c) ε3 angeben), so gilt (1− C˜τ 1/2∆ ) > 0 und (mit C = 2C˜):
‖en‖1,Ω ≤ C˜
1− C˜τ 1/2∆
τ 2∆ +
C˜τ
1/2
∆
1− C˜τ 1/2∆
n−1∑
j=1
‖ej‖1,Ω ≤ Cτ 2∆ + Cτ 1/2∆
n−1∑
j=1
‖ej‖1,Ω. (3.34)
Definieren wir v(t) = ‖ej‖1,Ω fu¨r t ∈ [j τ 1/2∆ , (j + 1)τ 1/2∆ ), j = 0, . . . ,M∆ − 1 und
v(M∆ τ
1/2
∆ ) = ‖eM∆‖1,Ω, so erhalten wir fu¨r n = 1, . . . ,M∆ und t ∈ [n τ 1/2∆ , (n+ 1)τ 1/2∆ )
τ∆
n−1∑
j=1
‖ej‖1,Ω =
∫ (n−1)τ1/2∆
0
v(s) ds
≤
∫ t
0
v(s) ds.
Es sei nun t ∈ [0,M∆ τ 1/2∆ ) beliebig. Wa¨hle 0 ≤ n ≤M∆−1 mit t ∈ [n τ 1/2∆ , (n+1)τ 1/2∆ ).
Aus (3.34) folgern wir
v(t) = ‖en‖1,Ω ≤ C τ 2∆ + C τ 1/2∆
n−1∑
j=1
‖ej‖1,Ω ≤ C τ 2∆ + C
∫ t
0
v(s) ds.
Setzt man η = C τ 2∆, µ = C und beachtet, daß t ≤ (n + 1)τ 1/2∆ , so liefert das Lemma
von Gronwall (Lemma 3.4):
‖en‖1,Ω ≤ C τ 2∆ eC(n+1)τ
1/2
∆ .
(c) Nun wollen wir durch geeignete Wahl von τ ∗ ereichen, daß (3.20) fu¨r j = 0, . . . ,M∆
gilt. Das zeigen wir durch vollsta¨ndige Induktion u¨ber j. Induktionsanfang ist fu¨r j = 0
wegen pτ (0) = p(0) = p0 richtig. Fu¨r j + 1 definieren wir zuna¨chst: ρ1 :=
δ
6M∆
< δ
2
und
ρ2 :=
(2j+1)δ
6M∆
< δ
2
.
Sei die Abbildung
D : U(p(tj+1), ρ1) ⊂ H1ΓD(Ω)→ U(p(tj+1), ρ1)
mit
D(q) := r2,2(τj+1A)p(tj)−
∫ τj+1
0
r0,2(τj+1A)(I + σA)f(tj + σ, q˜(σ))dσ
definiert, wobei q˜(σ) := (1− σ
τj+1
)p(tj) +
σ
τj+1
q. Wegen
‖p(tj + σ)− q˜(σ)‖1,Ω ≤ ‖p(tj + σ)− I∆p(tj + σ)‖1,Ω + ‖q˜(σ)− I∆p(tj + σ)‖1,Ω
≤ C1τ 2∆︸ ︷︷ ︸
≤ δ
2
, da τ∗ ≤ ε0
+ ‖q − p(tj+1)‖1,Ω︸ ︷︷ ︸
≤ρ1< δ2
< δ
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gilt:
‖p(tj+1)−D(q)‖1,Ω ≤ c1
∫ τj+1
0
‖f(tj + σ, p(tj + σ))− f(tj + σ, q˜(σ))‖0,Ω + ‖dj+1‖1,Ω︸ ︷︷ ︸
≤Cˆτ2j+1 vgl. (3.31)
≤ c1L
∫ τj+1
0
‖p(tj + σ)− q˜(σ)‖1,Ω︸ ︷︷ ︸
<δ
+Cˆτj+1 = τj+1(c1Lδ + Cˆ).
Fu¨r τ ∗ ≤ min{ε0, ρ1(c1Lδ+Cˆ)} =: ε1 ist D(q) ∈ U(p(tj+1), ρ1) und damit ist D wohl-
definiert. Ferner gilt:
‖D(q1)−D(q2)‖1,Ω ≤ c1Lτj+1‖q1 − q2‖1,Ω.
Fu¨r τ ∗ ≤ min{ε1, 12c1L} =: ε2 gilt fu¨r beliebiges q1, q2 ∈ U(p(tj+1), ρ1)
‖D(q1)−D(q2)‖1,Ω ≤ 1
2
‖q1 − q2‖1,Ω.
Die Iteration q0 ∈ U(p(tj+1), ρ1) beliebig, qm+1 := D(qm) ist nach dem Banach’schen
Fixpunktsatz eine Fixpunktiteration. Fu¨r p• := lim
m→∞
qm gilt ‖p• − p(tj+1)‖1,Ω ≤ ρ1.
Als na¨chstes sei die Abbildung
D˜ : U(p•, ρ2) ⊂ H1ΓD(Ω)→ U(p•, ρ2)
mit
D˜ = r2,2(τj+1A)pτ (tj)−
∫ τj+1
0
r0,2(τj+1A)(I + σA)f(tj + σ, qˆ(σ))dσ
definiert, wobei qˆ(σ) := (1− σ
τj+1
)pτ (tj) +
σ
τj+1
q. Wegen Induktionsvoraussetzung folgt
‖p˜•(σ) − qˆ(σ)‖1,Ω ≤ max{‖p(tj) − pτ (tj)‖1,Ω, ‖p• − q‖1,Ω} ≤ max{ jδ3M∆ , ρ2} = ρ2 < δ2 .
Es gilt also
‖p• − D˜(q)‖1,Ω =‖D(p•)− D˜(q)‖1,Ω
≤‖p(tj)− pτ (tj)‖1,Ω + c1
∫ τj+1
0
‖f(tj + σ, p˜•(σ))− f(tj + σ, qˆ(σ))‖0,Ω
≤ jδ
3M∆
+ c1Lτj+1ρ2.
Fu¨r τ ∗ ≤ min{ε2, ρ1c1Lρ2} =: ε3 gilt
jδ
3M∆
+ c1Lτj+1ρ2 ≤ jδ3M∆ + δ6M∆ =
(2j+1)δ
6M∆
= ρ2, d.h.
D˜ ist wohldefiniert. Wegen τ ∗ ≤ ε2 folgt: fu¨r beliebiges q1, q2 ∈ U(p•, ρ2)
‖D˜(q1)− D˜(q2)‖1,Ω ≤ 1
2
‖q1 − q2‖1,Ω
und damit stellt die Folge q0 ∈ U(p•, ρ2) beliebig, qm+1 := D˜(qm) nach dem Ba-
nach’schen Fixpunktsatz eine Fixpunktiteration dar. Fu¨r pτ (tj+1) = lim
m→∞
qm+1 gilt
‖p• − pτ (tj+1)‖1,Ω ≤ ρ2. Insgesamt folgt:
‖p(tj+1)− pτ (tj+1)‖1,Ω ≤ ‖p• − p(tj+1)‖1,Ω + ‖p• − pτ (tj+1)‖1,Ω ≤ ρ1 + ρ2 = (j + 1)δ
3M∆
.
82 Kapitel 3. Semilineare Probleme
Bemerkung 3.6
(a) Fu¨r die Untersuchung des Minimierungsverfahren (3.4) haben wir folgende
Schritte gemacht:
– Sei
F˜(uτ , pτ ) =
∫ T
0
(
τ∆ ‖∂tpτ (t) + div uτ (t) + f(t, pτ (t))‖20,Ω
+ ‖uτ (t) +∇pτ (t)‖20,Ω
)
dt.
(3.35)
Wir haben mit der Variationsformulierung (3.11) eine Approximation
(−∇pτ , pτ ) der Lo¨sung (u, p) berechnet. Es sei uτ ∣∣[jτ∆,(j+1)τ∆) ≡ −∇pτ (jτ∆),
j = 0, 1, . . . ,M∆ − 1, dann gilt uτ ∈ Vτ .
Es stellt sich die Frage: wie nah ist die fu¨r die theoretische Analyse konstru-
ierte Approximation (uτ , pτ ) an der Lo¨sung (umin, pmin) der Minimierungs-
aufgabe: F˜(umin, pmin) = min
(vτ ,qτ )∈Vτ×Qτ
F˜(vτ , qτ )?
Zur einfacheren U¨bersicht lassen wir im Folgenden nur konstante Zeitschritt-
weiten zu:
– Angenommen, (F˜(vτ , qτ ))1/2 h |||u− vτ , p− qτ )||| (||| · ||| wurde in Kapitel 2
definiert). Weiter sei angenommen, daß max
t∈[0,T ]
‖ div (uτ − u)‖0,Ω . τα∆ fu¨r ein
α > 0. Dann gilt:
|||(umin − u,pmin − p)|||2 h F˜(umin, pmin) ≤ F˜(uτ , pτ ) h |||(uτ − u, pτ − p)|||2
=
∫ T
0
(
‖uτ (t)− u(t)‖20,Ω︸ ︷︷ ︸
.τ4∆ Folgerung aus Satz 3.5
+ τ∆‖ div (uτ (t)− u(t))‖20,Ω︸ ︷︷ ︸
.τ2α+1∆ vgl. obige Annahme
+
1
τ∆
‖pτ (t)− p(t)‖20,Ω︸ ︷︷ ︸
.τ3∆ Folgerung aus Satz 3.5
+ ‖∇pτ (t)−∇p(t)‖20,Ω︸ ︷︷ ︸
.τ4∆ Folgerung aus Satz 3.5
)
dt
. τmin(3,2α+1)∆
– Mit den obigen Annahmen gilt fu¨r genu¨gend kleine τ∆ (uτ , pτ ) ≈ (umin, pmin).
Damit kann einerseits gesichert werden, daß (umin, pmin) die Konvergenzeigen-
schaften von (uτ , pτ ) hat. Andererseits kann garantiert werden, daß Fˆ(uτ , pτ )
einen Fehlerscha¨tzer hervorbringt, mit dessen Hilfe man optimale Zeitschritt-
weiten bestimmen kann.
(b) Zur Lo¨sung von (3.4) bzw. (3.11) ist in jedem Zeitschritt mindestens ein nicht-
lineares Problem zu lo¨sen, das mit Newton-a¨hnlichen Verfahren behandelt werden
kann. Wir werden im na¨chsten Kapitel die Lo¨sung von (3.4) in einem anderen
nichtlinearen Fall (Gleichungen aus poro¨sen Medien) mit Hilfe des Gauß-Newton-
Algorithmus fu¨r nichtlineare Ausgleichprobleme (vgl. [17, Abschnitt 4.3]) lo¨sen.
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Ist das System (3.2) autonom, d.h. f : H1ΓD(Ω)→ L2 (Ω), so kann man fu¨r die Methode
(3.4) unter bestimmten Bedingungen die Konvergenzordnung 2 ohne Weglassen des
f ′-Terms beweisen.
Fu¨r α ≥ 0 ist
Hα := DA
α
2
⊂ L2 (Ω)
mit dem Skalarprodukt
< q1, q2 >α:= (A
α
2 q1, A
α
2 q2)0,Ω
ein Hilbertraum (vgl. [38, Seite 195 ff.]). Es sei ‖ · ‖α :=< ·, · >
1
2
α die zugeho¨rige Norm.
Außerdem sei
H−α := (Hα)′ =
{
q˜ ∈ D′
∣∣∣∣ sup
q∈Hα
< q˜, q >
‖q‖α <∞
}
.
Definiert man A−
α
2 q˜ fu¨r stetige lineare Funktionale q˜ : Hα → IR durch die Vorschrift
< A−
α
2 q˜, q >:=< q˜,A−
α
2 q︸ ︷︷ ︸
=:qˆ
> fu¨r qˆ ∈ Hα, so ist Aα2 qˆ︸︷︷︸
=q
∈ L2 (Ω), d.h. A−α2 q˜ ∈ (L2 (Ω))′ =
L2 (Ω). Gilt umgekehrt fu¨r ein q˜ ∈ D′, daß A−α2 q˜ ∈ L2 (Ω), so ist
sup
q∈Hα
< q˜, q >
‖q‖α = supq∈Hα
< A−
α
2 q˜, A
α
2 q >
‖q‖α = supq∈Hα
(A−
α
2 q˜, A
α
2 q)0,Ω
‖q‖α ≤ ‖A
−α
2 q˜‖0,Ω <∞.
Damit ist
H−α =
{
q˜ ∈ D′ ∣∣ A−α2 q˜ ∈ L2 (Ω)} =: D
A−
α
2
.
Wir setzen voraus, daß die Funktion
g(τ, σ, q) = r0,2(τA)σf
′(q) (Aq + f(q)) ∀ q ∈ H1ΓD(Ω), (3.36)
fu¨r alle σ, τ ∈ [0, T ], σ ≤ τ lokal lipschitzstetig ist. Dabei muß man f : H−1 → H−2
fordern mit f(H1) ⊂ H0 = L2 (Ω), damit g(τ, σ, ·) wohldefiniert ist. Es gilt dann,
H1
A(·)+f(·)−→ H−1 σf
′(q)[·]−→ H−2 r0,2(τA)−→ H2 ⊂ H1 =︸︷︷︸
Satz B.7(c)
H1ΓD(Ω).
Wir bezeichnen die Lipschitzkonstante fu¨r g(τ, σ, ·) in einer Umgebung U(p(t), δ˜t,τ,σ) ⊂
H1ΓD(Ω) der Lo¨sung p(t) mit L˜t,τ,σ. Seien L˜ = maxt,τ,σ∈[0,T ]
{L˜t,τ,σ}, δ˜ = min
t,τ,σ∈[0,T ]
{δ˜t,τ,σ} > 0,
δˆ = min{δ˜, δ} und Lˆ = max{L˜, L}. Fu¨r q ∈ H1ΓD(Ω) mit ‖q − p(t)‖1,Ω < δˆ folgt
wegen der Konstruktion: ‖f(q) − f(p(t))‖0,Ω ≤ Lˆ‖q − p(t)‖1,Ω bzw. ‖g(τ, σ, q) −
g(τ, σ, p(t))‖1,Ω ≤ Lˆ‖q − p(t)‖1,Ω. Wir bezeichnen die Lo¨sung von (3.4) wieder mit
(uτ , pτ ) statt (umin, pmin), da das Verfahren (3.13) nicht mehr betrachtet wird. Aus Satz
3.1 folgern wir fu¨r (uτ , pτ ), daß
∫ τ
0
[
I + σ(A+ f ′(pτ (t+ σ)))
][
∂tpτ (t+ σ)
+ Apτ (t+ σ) + f(pτ (t+ σ))
]
dσ = 0.
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Ausrechnen des Integrals ergibt
p+τ = r2,2(τA)p
−
τ − r0,2(τA)
∫ τ
0
(I + σA)f(pτ (t+ σ)) dσ
− r0,2(τA)
∫ τ
0
σf ′(pτ (t+ σ))(∂tpτ (t+ σ) + Apτ (t+ σ) + f(pτ (t+ σ))) dσ.
(3.37)
Wir sind nun in der Lage den Konvergenzsatz fu¨r den autonomen Fall ohne Weglassen
des f ′-Terms zu zeigen.
Satz 3.7 Es sei f : H− 1
2
→ H−1 mit f∣∣H1ΓD (Ω) ∈ C1(H1ΓD(Ω), L2 (Ω)), p ∈
C2([0, T ], H1ΓD(Ω)) die exakte Lo¨sung von (3.2). Außerdem sei die in (3.36) definierte
Funktion g(τ, σ, ·) fu¨r alle σ, τ ∈ [0, T ], σ ≤ τ lokal lipschitzstetig. Fu¨r die Lo¨sung
von (3.4) gilt dann:
Es existiert ein τ ∗, so daß fu¨r alle Gitter ∆ ⊂ [0, T ] mit τ∆ ≤ τ ∗ gilt:
‖pτ (tn)− p(tn)‖1,Ω ≤ C τ 2∆ eC(n+1)τ
1/2
∆ (3.38)
fu¨r 0 ≤ n ≤M∆, wobei C > 0 nur von sup
t∈[0,T ]
{‖∂2t p(t)‖1,Ω} abha¨ngt.
Beweis:
Die Beweise der Teile (a) bzw. (c) verlaufen analog zum Beweis von Teil (a) bzw. (c)
von Satz 3.5.
(b) Wir benutzen erneut die Bezeichnungen aus dem Beweis von Satz 3.5.
(i) Sei 0 < n ≤M∆. Setzt man die exakte Lo¨sung in (3.37) ein, so ist
pˆn = r2,2(τnA)pˆn−1 − r0,2(τnA)
∫ τn
0
(I + σA)f(p(tn−1 + σ)) dσ
− r0,2(τnA)
∫ τn
0
σf ′(p(tn + σ))
(
∂tp(tn + σ) + Ap(tn + σ)
+ f(p(tn + σ))
)
dσ + dn,
wobei dn wieder den Defekt darstellt. Der Defekt ist gegeben durch:
dn = − r2,2(τnA)pˆn−1 + pˆn
−
∫ τn
0
(I + σA) r0,2(τnA)(∂tp(tn−1 + σ) + Ap(tn−1 + σ)) dσ
+ r0,2(τnA)
∫ τn
0
σf ′(p(tn + σ)) (∂tp(tn + σ) + Ap(tn + σ) + f(p(tn + σ)))︸ ︷︷ ︸
=0
d σ.
Dies ist genau der gleiche Defekt, der im Beweis von Satz 3.5 vorkommt. Also folgern
wir (3.25).
(ii) Die Kettenregel liefert
∂tf(q(t)) = f
′(q(t)) ∂tq(t)
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fu¨r q ∈ H1((0, T );H1ΓD(Ω)). Mit partieller Integration erhalten wir:∫ τn
0
σf ′(pτ (tn−1 + σ)) ∂tpτ (tn−1 + σ)− σf ′(p(tn−1 + σ)) ∂tp(tn−1 + σ) dσ
= τn (f(pn)− f(pˆn))−
∫ τn
0
Σ˜n(σ) + Σˆn(σ) dσ.
(3.39)
Insgesamt gilt also wegen (3.39) und (3.36):
en = r2,2(τnA)en−1 + τnr0,2(τnA)(f(pn)− f(pˆn))
+
∫ τn
0
r0,2(τnA)σAΣ˜n(σ) dσ +
∫ τn
0
r0,2(τnA)σAΣˆn(σ) dσ
+
∫ τn
0
g(τn, σ, pτ (tn−1 + σ))− g(τn, σ, p(tn−1 + σ))︸ ︷︷ ︸
=:Gn(σ)
dσ + dn.
Rekursiv erhalten wir
en =
n−1∑
j=0
R(tj+1, tn)
[
dj+1 + τnr0,2(τnA)(f(pn)− f(pˆn))∫ τj+1
0
r0,2(τj+1A)(σA)(Σ˜j+1(σ) + Σˆj+1(σ)) + Gj+1(σ)dσ
]
.
(3.40)
Beachten wir, daß fu¨r j = 1, . . . ,M∆, q ∈ H1ΓD(Ω) und σ ∈ [0, τ ] gilt
‖σA r0,2(τA)q‖1,Ω ≤ ‖(I + σA) r0,2(τA)q‖1,Ω ≤ ‖(I + τA) r0,2(τA)q‖1,Ω
und setzen wieder S(tj+1, tn) = (I + τj+1A)r0,2(τj+1A)R(tj+1, tn), so folgt aus (3.40),
lokale Lipschitzstetigkeit von g(τj, σ, ·) und A-Stabilita¨t des Verfahrens
‖en‖1,Ω .
∥∥∥∥∥
n−1∑
j=0
S(tj+1, tn)(
∫ τj+1
0
Σˆj+1(σ)dσ + τj+1Σˆj+1(τj+1))
∥∥∥∥∥
1,Ω
+
∥∥∥∥∥
n−1∑
j=0
R(tj+1, tn)dj+1
∥∥∥∥∥
1,Ω
+
∥∥∥∥∥
n−1∑
j=0
S(tj+1, tn)(
∫ τj+1
0
Σ˜j+1(σ) dσ + τj+1Σ˜j+1(τj+1))
∥∥∥∥∥
1,Ω
+
∥∥∥∥∥
n−1∑
j=0
∫ τj+1
0
pτ (tj + σ)− p(tj + σ)dσ
∥∥∥∥∥
1,Ω
= : ‖I˜1‖1,Ω + ‖I˜2‖1,Ω + ‖I3‖1,Ω + ‖I˜4‖1,Ω.
Die Terme ‖I˜i‖1,Ω, i = 1, 2 sind analog zu ‖Ii‖1,Ω, i = 1, 2 abzuscha¨tzen (vgl. Beweis
vonSatz 3.5). Fu¨r ‖I˜4‖1,Ω gilt:
‖I˜4‖1,Ω . τ 2∆ + τ∆
n−1∑
j=0
(‖ej‖1,Ω + ‖ej+1‖1,Ω).
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Der Rest des Beweises verla¨uft analog zum Beweis von Satz 3.5.
Wir wollen nun eine Konvergenzaussage fu¨r alle t ∈ [0, T ].
Korollar 3.8 Bezeichnungen und Voraussetzungen seien wie in Satz 3.7. Dann ist
max
t∈[0,T ]
‖p(t)− pτ (t)‖1,Ω ≤ Cτ 2∆,
wobei C nur von sup
t∈[0,T ]
{‖∂2t p(t)‖1,Ω} abha¨ngt.
Beweis:
Sei tˆ ∈ [0, T ] mit
max
t∈[0,T ]
‖p(t)− pτ (t)‖1,Ω = ‖p(tˆ)− pτ (tˆ)‖1,Ω.
Aus der Dreiecksungleichung folgern wir
‖p(tˆ)− pτ (tˆ)‖1,Ω ≤ ‖p(tˆ)− I∆p(tˆ)‖1,Ω + ‖I∆p(tˆ)− pτ (tˆ)‖1,Ω.
Fu¨r den ersten Term folgt aus der Interpolationstheorie
‖p(tˆ)− I∆p(tˆ)‖1,Ω ≤ C1τ 2∆. (3.41)
Wa¨hle 0 ≤ n ≤M∆ so, daß tˆ ∈ [tn, tn+1]. Wegen der Linearita¨t der beiden Funktionen
I∆p und pτ auf [tn, tn+1] gilt
‖I∆p(tˆ)− pτ (tˆ)‖1,Ω ≤ max{‖en‖0,Ω, ‖en+1‖1,Ω} ≤︸︷︷︸
Satz 3.7
C∗τ 2∆.
Fu¨r den allgemeineren Fall kann man mit Satz 3.5 elementar auch zeigen:
max
t∈[0,T ]
‖p(t)− pτ (t)‖1,Ω ≤ Cτ 2∆.
Der Beweis verla¨uft analog zum Beweis von Korollar 3.8.
3.4 Na¨here Betrachtung der Minimierungsaufgabe
Fˆ soll mit Hilfe der Simpsonregel wie folgt approximiert werden:
Fˆ (uτ , pτ ) ≈ 1
6
‖p+τ − pτ (t) + τ div u−τ + τ f(t, pτ (t))‖20,Ω
+
2
3
‖p+τ − pτ (t) + τ
1
2
( div u−τ + div u
+
τ )
+ τf(t+
τ
2
,
p+τ + pτ (t)
2
)‖20,Ω
+
1
6
‖p+τ − pτ (t) + τ div u+τ + τf(t+ τ, p+τ )‖20,Ω
+
τ
6
‖u−τ + a1/2∇pτ (t)‖20,Ω +
τ
6
‖u+τ +∇p+τ ‖20,Ω
+
τ
6
‖(u−τ + u+τ ) + (∇pτ (t) +∇p+τ )‖20,Ω = F(u−τ , u+τ , p+τ ; pτ (t)).
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Wir wollen nun statt Fˆ das Funktional F in den entsprechenden Ra¨umen
HΓN (div ,Ω)
2 ×H1ΓD(Ω) minimieren.
Wie man leicht sieht, ist
F(u−τ , u+τ , p+τ ; pτ (t)) = ‖R(u−τ , u+τ , p+τ ; pτ (t))‖20,Ω.
mit
R(u−τ , u+τ , p+τ ; pτ (t)) =

1√
6
(p+τ − pτ (t) + τ div u−τ + τ f(t, pτ (t)))√
2
3
(p+τ − pτ (t) + τ2 div (u−τ + u+τ ) + τ f(t+ τ2 , p
+
τ +pτ (t)
2
))
1√
6
(p+τ − pτ (t) + τ div u+τ + τf(t+ τ, p+τ ))√
τ
6
( u−τ + ∇pτ (t))√
τ
6
( u−τ + u
+
τ + ∇pτ (t) +∇p+τ )√
τ
6
( u+τ + ∇p+τ )

.
Betrachten wir das Funktional F auf HΓN (div ,Ω)2 × H1ΓD(Ω), so folgt aus (3.4), daß
fu¨r die Fre´chet-Ableitung
F ′(u−τ , u+τ , p+τ ; pτ (t)) ≡ 0 auf HΓN (div ,Ω)2 ×H1ΓD(Ω) (3.42)
gilt, mit
F ′(u−τ , u+τ , p+τ ; pτ (t)) : HΓN (div ,Ω)2 ×H1ΓD(Ω) −→ IR,
F ′(u−τ , u+τ , p+τ ; pτ (t))
 v−τv+τ
qτ

=
R(u−τ , u+τ , p+τ ; pτ (t)),JR(u−τ , u+τ , p+τ )
 v−τv+τ
qτ

0,Ω
,
(3.43)
wobei
JR(u−τ , u+τ , p+τ ) = (∂jRi)i=1,...,6,j=1,...,3
die Jacobi-Matrix von R an der Stelle (u−τ , u+τ , p+τ ) bezeichnet (∂jRi ist die Ableitung
der i-ten Zeile von R nach der j-ten Variable). Mittels elementarer Analysis ergibt sich:
JR(u−τ , u+τ , p+τ ) : HΓN (div ,Ω)2 ×H1ΓD(Ω) −→ (L2 (Ω))9,
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wobei
JR(u−τ , u+τ , p+τ ) =
1√
6

τ div 0 1
τ div τ div 2 + τ∂pf(t+
τ
2
, p
+
τ +pτ (t)
2
)
0 τ div 1 + τ∂pf(t+ τ, p
+
τ )
√
τ 0 0
√
τ
√
τ
√
τ∇
0
√
τ
√
τ∇

.
Aus (3.42) und (3.43) folgt, daß (3.4) a¨quivalent ist zuR(u−τ , u+τ , p+τ ; pτ (t)),JR(u−τ , u+τ , p+τ )
 v−τv+τ
qτ

0,Ω
= 0 (3.45)
fu¨r alle (v−τ , v
+
τ , qτ ) ∈ V 2τ × Qτ . Es gibt eine Reihe von Verfahren, die sich direkt mit
dieser nichtlinearen Variationsformulierung auseinandersetzen. Wir nehmen an, daß in
jedem Zeitschritt das Problem (3.45) bzw. (3.4) exakt gelo¨st wird. Dazu verwenden
wir die geda¨mpfte Gauß-Newton-Methode (vgl. [36]). Wir werden den volldiskreten
Algorithmus erst in Kapitel 4 entwickeln, weil die Idee der Adaptivita¨t im Ort in diesem
und im na¨chsten Kapitel die gleiche ist.
3.5 Numerische Beispiele
In diesem Abschnitt wollen wir einige Testbeispiele betrachten. In einigen dieser Bei-
spiele vergleichen wir den neuen Algorithmus mit der derzeit bekannten diskontinuier-
lichen Galerkin-Methode mit l = 1 und l = 0 (vgl. Abschnitt 1.2.3). Dabei werden wir
fu¨r die LSM in der Zeit den volldiskreten Algorithmus 4.1 verwenden, der in Kapitel
4 erla¨utert wird. Mit den gleichen Zeitschrittweiten werden wir dann die diskontinu-
ierliche Galerkin-Methode durchlaufen, um die beiden Methoden miteinander verglei-
chen zu ko¨nnen. Die anstehenden nichtlinearen Probleme bei der diskontinuierlichen
Galerkin-Methode werden durch eine Newton-Methode mit Da¨mpfungsstrategie gema¨ß
[17, Abschnitt 4.2] behandelt. Wir werden den Fehler ‖p(tj)−pτ,h(tj)‖0,Ω, j = 1, . . . ,M
fu¨r die beiden Methoden darstellen und vergleichen. Anschließend werden wir den Feh-
ler |||u − uτ , p − pτ |||τj , j = 1, . . . ,M und das LSF (den Fehlerscha¨tzer) Fˆ(uτ , pτ )
miteinander vergleichen, wobei
|||(v, q)|||τj =
(∫ tj
tj−1
(‖v(σ)‖20,Ω + τj ‖ div v(σ)‖20,Ω
+
1
τj
‖q(σ)‖20,Ω + ‖∇ q(σ)‖20,Ω)dσ
)1/2
.
(3.46)
nicht exakt auswertbar ist.
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Beispiel 3.9 Sei Ω =
{
x ∈ IR2 | ‖x‖ < 1} der Einheitskreis. Betrachte das Problem
∂tp−∆p+ f(p) = 0, (3.47)
wobei f(t, x, p) = 2t‖x‖2 − 2t− 4t2 − (t2‖x‖2 − t2)2 + p2.
Abbildung 3.1: (links): Qualita¨t des Fehlerscha¨tzers und die Zeitschrittweiten fu¨r tol = 0.02;
(rechts): die Abnahme der Zeitschrittweite im Laufe der Zeit (jeweils fu¨r Beispiel 3.9)
Wir starten mit p(0, x) = 0 und fordern p∣∣
∂Ω
= 0. Die exakte Lo¨sung dieses Problems
lautet:
p(t, x) = t2‖x‖2 − t2.
Abbildung 3.1 zeigt auf der rechten Seite die Abnahme der Zeitschrittweiten. Auf der
linken Seite der Abbildung 3.1 ist der exakte Fehler in der Norm aus (3.46) im Vergleich
zu der Wurzel des LSF dargestellt, um die Qualita¨t des Fehlerscha¨tzers zu demonstrie-
ren. In Abbildung 3.3 (links) ist die Lo¨sung p(1, x) auf der dritten Verfeinerungsstufe
dargestellt.
Beispiel 3.10 Sei Ω = (−1, 1)2. Man betrachte das Problem (3.47), wobei
f(t, x, p) = −(x21 − 1)(x22 − 1) + 2t((x21 − 1) + (x22 − 1))− t3(x21 − 1)3(x22 − 1)3 + p3.
Wir starten wieder mit p(0, x) = 0 und fordern p∣∣
∂Ω
= 0. Die exakte Lo¨sung dieses
Problems lautet:
p(t, x) = t(x21 − 1)(x22 − 1).
Abbildung 3.2 zeigt wieder auf der rechten Seite die Abnahme der Zeitschrittweiten.
Auf der linken Seite der Abbildung 3.2 ist wieder der exakte Fehler in der Norm aus
(3.46) im Vergleich zu der Wurzel des LSF dargestellt. Es wird nochmals betont, daß
die A¨quivalenz dieser beiden Gro¨ßen noch nicht bewiesen ist.
In Tabelle 3.1 (1. bzw. 3. Spalte) wird der Fehler der Approximation an p(0.2, x) mit
verschiedenen Zeitschrittweiten aufgelistet; die 2. (bzw. 4.) Spalte listet den Quotienten
aus dem L2-Fehler (bzw. H1-Fehler) des aktuellen Schritts (mit der Zeitschrittweite τ˜)
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Abbildung 3.2: (links): Qualita¨t des Fehlerscha¨tzers und die Zeitschrittweiten fu¨r tol = 0.05;
(rechts): die Abnahme der Zeitschrittweite im Laufe der Zeit (Beispiel 3.10)
Level=4 ‖p− pτ,h‖0,Ω ‖p− pτ,h‖1,Ω
τ = 0.2 31.472 · 10−3 3.560 94.417 · 10−3 3.400
τ = 0.1 8.840 · 10−3 3.599 27.769 · 10−3 3.826
τ = 0.05 2.465 · 10−3 3.758 7.258 · 10−3 3.650
τ = 0.025 0.656 · 10−3 3.905 1.988 · 10−3 3.921
τ = 0.0125 0.168 · 10−3 − 0.507 · 10−3 −
Tabelle 3.1: Fehler zum Zeitpunkt t = 0.2 (Beispiel 3.10)
Level=4 F(u−τ,h, u+τ,h, p+τ,h; pτ,h(t))1/2
τ = 0.2 3.994 · 10−2 2.800
τ = 0.1 1.426 · 10−2 2.597
τ = 0.05 0.549 · 10−2 2.639
τ = 0.025 0.208 · 10−2 2.773
τ = 0.0125 0.075 · 10−2 −
Tabelle 3.2: LSF zum Zeitpunkt t = 0.2 (Beispiel 3.10)
Level=4 |||uτ,h − u, pτ,h − p|||τ
τ = 0.2 2.567 · 10−2 2.300
τ = 0.1 1.116 · 10−2 2.542
τ = 0.05 0.439 · 10−2 2.645
τ = 0.025 0.166 · 10−2 2.690
τ = 0.0125 0.0617 · 10−2 −
Tabelle 3.3: ||| · |||τ -Norm des Fehlers zum Zeitpunkt t = 0.2 (Beispiel 3.10)
und dem L2-Fehler (bzw. H1-Fehler) des nachfolgenden Schritts (mit der Zeitschrittwei-
te τ˜
2
) auf. Es fa¨llt auf, daß dieser Quotient gegen 22 strebt fu¨r τ → 0. Es scheint, daß die
Konvergenzordnung 2 ist. Die Ordnung 2 wurde auch in Satz 3.5 (fu¨r die H1-Norm des
Fehlers) garantiert. Analog zu Tabelle 3.1 sind Tabelle 3.2 und Tabelle 3.3 zu verstehen.
Allerdings wird diesmal (F(u−τ,h, u+τ,h, pτ,h; pτ,h(t)))1/2 bzw. |||uτ,h − u, pτ,h − p|||τ aufge-
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listet. Dabei strebt der ensprechende Quotient in beiden Fa¨llen gegen 23/2 ≈ 2.828. Es
scheint, daß die Konvergenzordnung in der ||| · |||τ -Norm, wie im linearen Fall, 32 ist.
Andererseits zeigt sich hier, daß
(F(u−τ,h, u+τ,h, pτ,h; pτ,h(t)))1/2 h |||uτ,h − u, pτ,h − p|||τ ,
was auch zu erwarten ist. Es sei noch angemerkt, daß |||uτ,h−u, pτ,h− p|||τ nicht exakt
berechnet, sondern nur durch Quadraturformeln angena¨hert wird. In Abbildung 3.3
(rechts) ist die Lo¨sung p(1, x) auf der dritten Verfeinerungsstufe dargestellt.
Abbildung 3.3: (links): Die Lo¨sung von Beispiel 3.9 und (rechts): die Lo¨sung von Beispiel 3.10
jeweils zum Zeitpunkt t = 1 auf Level 3
Beide Lo¨sungen aus Beispiel 3.9 und 3.10 werden mit der Zeit gro¨ßer.
Wie man leicht erkennt, gilt fu¨r beide Fa¨lle lim
t→∞
p(t, x) = ∞. Diese beiden Beispiele
haben wir gewa¨hlt, um zu testen, ob der Fehlerscha¨tzer zuverla¨ssig ist. Wir wollen nun
eine Lo¨sung approximieren, die im Laufe der Zeit gegen 0 strebt, um auch die Effizienz
des Fehlerscha¨tzers zu testen.
Beispiel 3.11 Sei Ω = (−1, 1)2. Man betrachte das Problem (3.47), wobei
f(t, x, p) = −e−t(x21−1)(x22−1) + 2e−t((x21−1) + (x22−1))− e−3t(x21−1)3(x22−1)3 +p3.
Wir starten mit p(0, x) = (x21 − 1)(x22 − 1) und fordern p∣∣
∂Ω
= 0. Die exakte Lo¨sung
dieses Problems lautet:
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Abbildung 3.4: (links): Qualita¨t des Fehlerscha¨tzers und die Zeitschrittweiten fu¨r tol = 0.05;
(rechts): die Zunahme der Zeitschrittweite im Laufe der Zeit (τmax = 0.1) (Beispiel 3.11)
Abbildung 3.5: Vergleich zwischen der diskontinuierlichen Galerkin-Methode und dem FEM-
Verfahren in der Zeit; (rechts): Beispiel 3.10; (links): Beispiel 3.11
Level=4 ‖p− pτ,h‖0,Ω
τ = 0.2 19.890 · 10−3 3.135
τ = 0.1 6.344 · 10−3 3.933
τ = 0.05 1.613 · 10−3 3.700
τ = 0.025 0.436 · 10−3 3.791
τ = 0.0125 0.115 · 10−3 −
Tabelle 3.4: (LSM in der Zeit) Fehler zum Zeitpunkt t = 0.2 (Beispiel 3.11)
p(t, x) = e−t(x21 − 1)(x22 − 1).
Wie aus den letzten Beispielen bekannt, wird in Abbildung 3.4 (links) der Fehler mit
dem Fehlerscha¨tzer verglichen. In Abbildung 3.4 (rechts) ist die Zunahme der Zeit-
schrittweite im Laufe der Zeit zu beobachten (bis die maximale Zeitschrittweite erreicht
ist). Hier ist die Effizienz des Fehlerscha¨tzers gut zu erkennen. In Abbildung 3.5 wird
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Level=4 ‖p− pτ,h‖0,Ω
τ = 0.2 26.532 · 10−3 3.096
τ = 0.1 8.569 · 10−3 3.147
τ = 0.05 2.723 · 10−3 3.518
τ = 0.025 0.774 · 10−3 3.867
τ = 0.0125 0.270 · 10−3 −
Tabelle 3.5: (diskontinuierliche Galerkin-Methode) Fehler zum Zeitpunkt t = 0.2 (Beispiel
3.11)
jeweils der Fehler in der L2 (Ω)-Norm fu¨r die diskontinuierliche Galerkin-Methode und
die LSM in der Zeit dargestellt (in Abha¨ngigkeit der Zeit). In den Tabellen 3.4 bzw.
3.5 (1. Spalte) ist wieder der Fehler der Approximation an p(0.2, x) mit verschiedenen
Zeitschrittweiten fu¨r die LSM in der Zeit bzw. die diskontinuierliche Galerkin-Methode
aufgelistet. Es scheint, daß beide Verfahren die Konvergenzordnung 2 aufweisen.

Kapitel 4
Nichtlineare Probleme zur
Beschreibung von Stro¨mungen in
teilgesa¨ttigten poro¨sen Medien
Im Folgenden stellen wir ein Modell aus der Bodenmechanik vor. Im Anschluß erweitern
wir die LSM in der Zeit aus den letzten Kapiteln auf das vorgestellte Modell. Danach
runden numerische Ergebnisse dieses Kapitel ab.
4.1 Herleitung der Gleichungen fu¨r die Beschreibung
Das Ziel ist es, fu¨r einen beschra¨nkten Bereich Ω ∈ IRd, d ∈ {1, 2, 3}, bei Kenntnis
der Bedingungen am Rande und der Gesetzma¨ßigkeiten im Inneren, gesuchte Gro¨ßen
wie z.B. den Wassergehalt Θ oder den volumetrischen Fluß u zu prognostizieren, und
zwar zu jedem Zeitpunkt t und an jedem Ortspunkt s = [x, y, z]T . Beispielsweise ist das
Einsickern von Niederschlagswasser in den ungesa¨ttigten Boden und der resultierende
Anstieg des Grundwasserspiegels zu beschreiben. Der Boden stellt ein poro¨ses Medium
dar, dessen Porenraum je nach Sa¨ttigungsgrad mehr oder weniger mit Wasser gefu¨llt
ist.
Es sind also die Funktionen Θ(t, s) und u(t, s) zu bestimmen. Zu diesem Zweck hat man
zuna¨chst festzulegen, wie man den Zustand des Systems beschreiben will und wie sich
die gesuchten Gro¨ßen daraus ableiten. Der Wassergehalt Θ eignet sich im allgemeinen
nicht dazu, da sich daraus im gesa¨ttigten Bereich der Fluß u nicht berechnen la¨ßt. Als
geeignete Gro¨ße erweist sich das hydraulische Potential p, eine skalare Funktion, die sich
zu jedem Zeitpunkt aus dem Gravitations- und dem Druckpotential zusammensetzt:
p(t, s) = z − ψ(t, s)
(hier bezeichnet z die vertikale Koordinatenrichtung (Gravitationspotential)). In un-
gesa¨ttigten Bereichen des Bodens (ψ > 0) wird ψ auch als Saugspannung bezeichnet,
die durch Kapillarkra¨fte verursacht wird. Der volumetrische Fluß ist eine vektorwertige
Funktion und bezeichnet die Volumenmenge Wasser, welche pro Zeit und Querschnitt
in die entsprechende Richtung fließt. In der gesa¨ttigten Zone (ψ ≤ 0) spiegelt ψ den
hydrostatischen Druck wider. Ist diese Gro¨ße p bekannt, so lassen sich daraus, wie wir
sehen werden, alle u¨brigen relevanten Gro¨ßen herleiten. Das Aufstellen des angestrebten
mathematischen Modells besteht nun darin, anzugeben, nach welchem mathematischen
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Kalku¨l man die Zustandsfunktion p(t, s) aus gegebenen Randbedingungen zu berechnen
hat, und wie man daraus die u¨brigen Gro¨ßen herleitet. Die Grundlagen hierfu¨r sollen
im Folgenden entwickelt werden. Eines der grundlegenden Prinzipien ist das Massener-
haltungsgesetz:
∂tΘ(t, s) + div u(t, s) = 0 , (4.1)
wobei der div -Operator bzgl. der Ortsvariable gebildet werden soll. Diese Gleichung
besagt, daß die zeitliche A¨nderung des Wassergehalts durch den Verlust an die lokale
Umgebung ausgeglichen wird.
Die fu¨r die Bewegung des Wassers im Boden verantwortlichen Kra¨fte, die hier beru¨ck-
sichtigt werden sollen, werden durch das Spannungspotential p repra¨sentiert. Ist z die
vertikale Orts-Komponente - positiv nach oben gerichtet - so wirkt die Gravitation in
der negativen z-Richtung, und das Darcy-Buckingham-Gesetz schreibt sich in der Form
u = −K ∇p , (4.2)
wobei der Operator ∇ bzgl. der Ortsvariable gebildet werden soll. Im Darcy-
Buckingham-Gesetz bezeichnet K die hydraulische Leitfa¨higkeit (Permeabilita¨t) und
ha¨ngt bei inhomogenen Medien vom Ort und in einer fu¨r das Medium typischen Weise
vom Wassergehalt ab. Eine ga¨ngige Parametrisierung geht auf Mualem und van Ge-
nuchten [35, 47] zuru¨ck, die fu¨r den Wassergehalt besagt: Θ(t, s) = θ˜(p(t, s), s), wobei
θ˜(p(t, s), s) =
{
θs fu¨r p(t, s) ≥ z
θr +
θs−θr
(1+(α(z−p(t,s))β)1−1/β fu¨r p(t, s) < z
. (4.3)
Hierbei bezeichnet θs bzw. θr den gesa¨ttigten bzw. residualen Wassergehalt, α > 0
und β > 1 sind weitere, von der Bodenart abha¨ngige Parameter. Man beachte, daß
θ stetig und stu¨ckweise differenzierbar ist. Analog zu Kapitel 3 definieren wir fu¨r q ∈
H1((0, T );H1ΓD(Ω))
fq(t, s) := θ˜(q(t, s), s)
und damit θ(q) := fq.
Fu¨r das Modell von Mualem und van Genuchten ist die Permeabilita¨t K wie folgt
parametrisiert:
K(p) = Ks
(
θ(p)− θr
θs − θr
)1/21−(1− (θ(p)− θr
θs − θr
)β/(β−1))1−1/β2 . (4.4)
In Tabelle 4.1 sind die Parameter aus [15] aufgelistet, welche die Mittelwerte von Meß-
werten aus einer Reihe von Experimenten sind.
Boden θr [-] θs [-] α [1/m] β [-] Ks [m/s]
Sand 0.045 0.43 14.5 2.68 8.25 · 10−5
sandiger Lehm 0.065 0.41 7.5 1.89 1.23 · 10−5
Lehm 0.078 0.43 3.6 1.56 2.89 · 10−6
Ton 0.068 0.38 0.8 1.09 5.56 · 10−7
Tabelle 4.1: Parameter des Modells von Mualem und van Genuchten
Die resultierenden Funktionen θ(p) und K(p) sind fu¨r Sand (durchgezogene Linie) und
sandigen Lehm (gestrichelte Linie) in Abbildung 4.1 dargestellt.
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Abbildung 4.1: Wassergehalt (links) und Permeabilita¨t (rechts) in Abha¨ngigkeit von −ψ
4.2 Die Formulierung des LSF
Die Gleichungen (4.1) und (4.2) ergeben das folgende System
∂tθ(p) + div u = 0,
u+K(p)∇p = 0, (4.5)
das zu lo¨sen ist.
Wir setzen Anfangs- und Randbedingungen wie im letzten Kapitel voraus. Nach der
Theorie von Alt und Luckhaus (vgl. [3]), existiert die Lo¨sung (p(t), u(t)) von (4.5), ist
eindeutig und ha¨ngt stetig von den Anfangs- und Randwerten ab.
Nun fahren wir fort, indem wir eine a¨quivalente Zeit-Ausgleichsformulierung definieren
(vgl. auch Kapitel 2), die in Vτ × Qτ minimiert werden soll. Analog zu den letzten
Kapiteln erhalten wir in jedem Zeitschritt das LSF
F˜(uτ , pτ )
=
∫ τ
0
τ‖∂tθ(pτ (t+ σ)) +
(
τ − σ
τ
div u−τ +
σ
τ
div u+τ
)
‖20,Ω dσ
+
∫ τ
0
‖τ − σ
τ
(u−τ +K(pτ (t))∇pτ (t)) +
σ
τ
(u+τ +K(p
+
τ )∇p+τ )‖20,Ω dσ ,
(4.6)
das in V˜τ × Q˜τ zu minimieren ist.
Wenn wir
∂tθ(pτ (t+ σ)) ≈ θ(p
+
τ )− θ(pτ (t))
τ
annehmen, was fu¨r genu¨gend kleine τ erfu¨llt ist, ko¨nnen wir F˜(uτ , pτ ) mit Hilfe der
Simpson-Regel durch
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F(u−τ , u+τ , p+τ ; pτ (t)) =
1
6
‖θ(p+τ )− θ(pτ (t)) + τ div u−τ ‖20,Ω
+
2
3
‖θ(p+τ )− θ(pτ (t)) + τ
1
2
( div u−τ + div u
+
τ )‖20,Ω
+
1
6
‖θ(p+τ )− θ(pτ (t)) + τ div u+τ ‖20,Ω
+
τ
6
‖u−τ +K(pτ (t))∇pτ (t)‖20,Ω
+
τ
6
‖u−τ + u+τ +K(
pτ (t) + p
+
τ
2
)
(∇pτ (t) +∇p+τ ) ‖20,Ω
+
τ
6
‖u+τ +K(p+τ )∇p+τ ‖20,Ω
(4.7)
approximieren. Das System (4.5) besitzt eine eindeutige Lo¨sung (p(t), u(t)), damit
existiert das Minimum von F˜ . Dies fu¨hrt dazu, daß F fu¨r genu¨gend kleine Zeitschritt-
weite τ ein eindeutiges Minimum hat, das wir mit (u−τ , u
+
τ , p
+
τ ) bezeichnen. Um die
Lo¨sung von (4.5) approximieren zu ko¨nnen, mu¨ssen wir nun auch bzgl. des Ortes dis-
kretisieren. Wie im Abschnitt 2.2, wollen wir hier fu¨r Vh Raviart-Thomas Elemente
niedrigster Ordnung und fu¨r Qh stu¨ckweise lineare stetige finite Elemente wa¨hlen.
Unsere volldiskrete Minimierungsaufgabe lautet:
Man finde (u−τ,h, u
+
τ,h, p
+
τ,h) ∈ V 2h ×Qh, wobei (u−τ,h, u+τ,h, p+τ,h) die Gleichung
F(u−τ,h, u+τ,h, p+τ,h; pτ (t)) = min
(v−h ,v
+
h )∈V 2h ,qh∈Qh
F(v−h , v+h , q+h ; pτ (t)) (4.8)
erfu¨llen muß.
4.3 Zeit- und ortsadaptiver Algorithmus
Wir werden an dieser Stelle der Vollsta¨ndigkeit halber einen volldiskreten Algorith-
mus vorstellen. In jedem Zeitschritt starten wir von einer vorgegebenen Triangulie-
rung T0 und konstruieren eine Folge von adaptiv verfeinerten Triangulierungen Tl fu¨r
l = 1, 2, . . . , lmax, die mit Hilfe eines Fehlerscha¨tzers (im Ort) gebildet werden.
Die zugeho¨rigen FE-Ra¨ume bezeichnen wir mit Vl und Ql, fu¨r l = 0, 1, 2 . . . , lmax. Mit
dem vom Benutzer vorgegebenen Parametern tol (Toleranzgrenze), δ ∈ (0, 1) (Sicher-
heitsfaktor), τmax (maximale Zeitschrittweite) und τmin (minimale Zeitschrittweite) und
τ0 (Anfangszeitschrittweite) lautet der adaptive Algorithmus
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Algorithmus 4.1
t = 0 ; τ = τ0 ; p
alt = P0 ;
while t < T,
l = 0 ;
Berechne (u−τ,0, u
+
τ,0, p
+
τ,0) ∈ V 20 ×Q0 mit
F(u−τ,0, u+τ,0, p+τ,0; palt) = min
(v−τ,0,v
+
τ,0,q
+
τ,0)∈V 20 ×Q0
F(v−τ,0, v+τ,0, q+τ,0; palt) ;
Berechne den Fehlerscha¨tzer η0 fu¨r den Fehler ‖(u−τ,0, u+τ,0, p+τ,0)− (u−τ , u+τ , p+τ )‖ ;
while l ≤ lmax ∧¬ [ηl  F(u−τ,l, u+τ,l, p+τ,l; palt)] ,
l = l + 1;
Tl = verfeinere Tl−1 mit Hilfe von ηl−1 ;
Berechne (u−τ,l, u
+
τ,l, p
+
τ,l) ∈ V 2l ×Ql mit
F(u−τ,l, u+τ,l, p+τ,l; palt) = min
(v−τ,l,v
+
τ,l,q
+
τ,l)∈V 20 ×Ql
F(v−τ,l, v+τ,l, q+τ,l; palt) ;
Berechne den Fehlerscha¨tzer ηl fu¨r den Fehler ‖(u−τ,l, u+τ,l, p+τ,l)− (u−τ , u+τ , p+τ )‖ ;
end
Errorest = F(u−τ,l, u+τ,l, p+τ,l; palt)1/2 ;
if Errorest < tol %% akzeptiere diesen Schritt
t = t + τ ; τ = min
{
τmax,
(
tol
Errorest
)1/2
τδ
}
; palt = p+τ,l ;
else %% die Berechnung dieses Schritts ist nicht akzeptabel
τ = max
(
τmin,
(
tol
Errorest
)1/2
τδ
)
;
end
end
4.4 Numerische Experimente
In diesem Abschnitt wollen wir einige numerischen Ergebnisse pra¨sentieren. Wir be-
trachten einen Sandkasten mit einer Ho¨he von zwei Metern (200 cm) und mit einer
Breite von drei Metern (300 cm) (vgl. Abbildung 4.2).
Am Anfang geben wir die Anfangsbedingung P0 = −1.7m vor. Der Kasten wird an dem
linken oberen Rand leicht bewa¨ssert, d.h. wir geben auf Γ1 einen Fluß von < n, u >=
0.148 m/h vor. Γ2,Γ3 und Γ4 sind so beschaffen, daß kein Wasser durchfließt, d.h. wir
schreiben auf den genannten Randstu¨cken < n, u >= 0 m/h vor. Schließlich lassen wir
auf dem letzten Randstu¨ck Wasser herausfließen, d.h. wir geben auf Γ5 p = −1.7m vor
(siehe Abbildung 4.2).
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Abbildung 4.2: Testbeispiel eines zweidimensionalen Versickerungsproblems
Abbildung 4.3: Wassergehalt und dazugeho¨rige Gitter (auf Level 4) zu verschiedenen Zeit-
punkten (Teil I)
Da wir die exakte Lo¨sung nicht kennen, ko¨nnen wir Fehlerscha¨tzer und Fehler (in der
Zeit) nicht vergleichen, d.h. Ergebnisse wie in Kapitel 2 ko¨nnen wir an dieser Stelle
nicht pra¨sentieren.
Alternative: Man speichert den Fehlerscha¨tzer in jedem Zeitschritt und auf jedem Le-
vel ab. Von F (dem Fehlerscha¨tzer in der Zeit) erwartet man, daß er bei abnehmenden
Zeitschrittweiten kleiner wird, d.h., falls das Funktional F auf feineren Levels kleiner
wird, wird auch der Gesamtfehler kleiner (vorausgesetzt die A¨quivalenz - analog zum
linearen Fall - ist richtig). Wir wollen also wieder, wie im Kapitel 3, die A¨quivalenz
des LSF mit dem Fehler annehmen. Zur Approximation der Lo¨sung wird Algorithmus
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4.1 eingesetzt. Als Lo¨ser der Minimierungsaufgabe in Algorithmus 4.1 wird eine in-
exakte Gauß-Newton-Iteration mit einer Da¨mpfungsstrategie gewa¨hlt (vgl. z.B. [43]).
Abbildung 4.5 zeigt Zeitschrittweiten in Abha¨ngigkeit der Zeit.
Abbildung 4.4: Wassergehalt und dazugeho¨rige Gitter (auf Level 4) zu verschiedenen Zeit-
punkten (Teil II)
Die Anfangszeitschrittweite betra¨gt τ0 = 0.05, wobei tol= 0.02. Die Zeitschrittweite
wurde am Anfang gro¨ßer. Nach einigen Stunden (vgl. Abbildung 4.4, mittlere Reihe),
nachdem die obere Wasser-Front nach unten durchgesickert war, nahm die Zeitschritt-
weite langsam ab.
In Tabelle 4.2 ist der Wert des Funktionals F(u−τ,h, u+τ,h, p+τ,h; pτ,h(t)) aufgelistet. Durch
die Wahl der Zeitschrittweiten wird F(u−τ,h, u+τ,h, p+τ,h; pτ,h(t))1/2 < tol erfu¨llt (siehe die
letzte Spalte in Tabelle 4.2). Man beachte, daß auch F(u−τ,h, u+τ,h, p+τ,h; pτ,h(t))1/2 ≈ tol
erfu¨llt ist.
Nun wollen wir experimentell die Ordnung des Verfahrens berechnen. In Tabelle 4.3 ist
F(u−τ,h, u+τ,h, p+τ,h; pτ,h(t)) zum Zeitpunkt t = 0.8 aufgelistet (gerechnet mit verschiedenen
Zeitschrittweiten τ (j) = 2j · 0.025, j = 0, . . . , 5). Damit der Fehler im Ort nicht so eine
große Sto¨rung darstellt, ist immer der Wert auf dem letzten Level (Level 4) zu betrach-
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Abbildung 4.5: Zeitschrittweiten in Abha¨ngigkeit der Zeit
Level
Zeitschritt
0 1 2 3 4
1 0.0053 0.3517 10−4 0.2707 10−4 0.2167 10−4 0.1929 10−4
10 0.3909 10−3 0.3891 10−3 0.3819 10−3 0.3811 10−3 0.3681 10−3
20 0.3696 10−3 0.3596 10−3 0.3483 10−3 0.3411 10−3 0.3314 10−3
40 0.3195 10−3 0.3187 10−3 0.3099 10−3 0.3021 10−3 0.2967 10−3
60 0.3385 10−3 0.3133 10−3 0.3060 10−3 0.3034 10−3 0.2957 10−3
71 0.3218 10−3 0.3028 10−3 0.2988 10−3 0.2960 10−3 0.2924 10−3
Tabelle 4.2: F(u−τ,h, u+τ,h, p+τ,h; pτ,h(t))
ten. Sei nun ord die Ordnung des Verfahrens. Dann gilt jeweils fu¨r zwei Zeitschrittweiten
τ (j) und τ (j−1) j = 1, . . . , 5 (man beachte, daß τ (j) = 2 τ (j−1)) bzw. fu¨r die zugeho¨rigen
Funktionale:
Fτ (j)(u−τ,h, u+τ,h, p+τ,h; pτ,h(t)) h (τ (j))2 ord = (2 τ (j−1))2 ord, (4.9)
Fτ (j−1)(u−τ,h, u+τ,h, p+τ,h; pτ,h(t)) h (τ (j−1))2 ord. (4.10)
Dividieren von (4.9) durch (4.10) liefert
Fτ (j)(u−τ,h, u+τ,h, p+τ,h; pτ,h(t))
Fτ (j−1)(u−τ,h, u+τ,h, p+τ,h; pτ,h(t))
≈ 22 ord, (4.11)
wobei angenommen wurde, daß sich die in (4.9) und (4.10) vorkommende Konstanten
gegenseitig ku¨rzen. Damit ergibt sich
2 ord ≈
log
(
F
τ(j)
(u−τ,h,u
+
τ,h,p
+
τ,h;pτ,h(t))
F
τ(j−1) (u
−
τ,h,u
+
τ,h,p
+
τ,h;pτ,h(t))
)
log(2)
. (4.12)
Bei den in Tabelle 4.3 aufgelisteten Werten ergibt sich im Durchschnitt ord = 0.51.
Diese Ordnung scheint zuna¨chst sehr gering im Vergleich zu dem Aufwand, den man
investiert. Man muß aber beachten, daß die Ordnung von 3
2
(wie im linearen Fall) nicht
zu erreichen ist.
Wenn man beachtet, daß wenige numerische Verfahren existieren, die u¨berhaupt eine
Ordnung bzgl. der Zeit fu¨r diese Art von nichtlinearen Probleme bieten, dann ist die
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Level
τ
2 3 4
0.025 0.0145 10−3 0.0118 10−3 0.0103 10−3
0.05 0.0279 10−3 0.0213 10−3 0.0202 10−3
0.1 0.0619 10−3 0.0538 10−3 0.0503 10−3
0.2 0.1578 10−3 0.1432 10−3 0.1234 10−3
0.4 0.1958 10−3 0.1705 10−3 0.1734 10−3
0.8 0.4059 10−3 0.3282 10−3 0.2781 10−3
Tabelle 4.3: F(u−τ,h, u+τ,h, p+τ,h; pτ,h(t)), berechnet jeweils mit verschiedenen Zeitschrittweiten τ
obige Ordnung interessant. Durch die Ordnung in der Zeit ist es mo¨glich, den Feh-
ler u¨ber die Zeit zu kontrollieren, was bei derartigen parabolischen Problemen oft die
Schwierigkeit darstellt.

Anhang A
Bezeichnungen, Ra¨ume
In diesem Anhang wollen wir der Vollsta¨ndigkeit halber die wichtigsten Ra¨ume und
Bezeichnungen definieren, die in dieser Arbeit benutzt wurden.
Es sei Ω ⊂ IRd, d ∈ IN ein Gebiet mit stu¨ckweise glattem Rand.
A.1 Distributionen
Wir definieren zuerst
C∞(Ω) =
⋂
m∈IN0
Cm(Ω).
Fu¨r ein ϕ ∈ C∞(Ω) sei
suppϕ = {x ∈ Ω | f(x) 6= 0}.
Somit ergibt sich der Raum der Testfunktionen:
D(Ω) = C∞0 (Ω) = {f ∈ C∞(Ω) | suppϕ ⊂ Ω kompakt} .
Wir definieren, was man unter Stetigkeit und Differenzierbarkeit bis zum Rand versteht:
Sei Γ ⊂ ∂Ω eine relativ offene Teilmenge. Fu¨r m ∈ IN0 und Ω˜ = Ω ∪ Γ sei
Cm(Ω˜) =
{
f ∈ Cm(Ω)
∣∣∣∣∃f1 ∈ Cm(Ω1) ⊂ IRd, mit Ω˜ ⊂ Ω1 Gebiet in IRd und f1∣∣Ω˜ = f
}
und
D(Ω˜) = C∞0 (Ω˜) = C∞Γ (Ω) =
{
f ∈ C∞(Ω˜)
∣∣∣ suppϕ ⊂ Ω˜ kompakt} .
Auf D(Ω˜) fu¨hren wir folgenden Konvergenzbegriff ein: Fu¨r eine Folge (ϕn)n∈IN ⊂ D(Ω˜)
und ϕ ∈ D(Ω˜) sagen wir, ϕn konvergiert in D(Ω˜) gegen ϕ oder (ϕn D−→ ϕ), falls ein
kompaktes K ⊂ Ω˜ existiert mit suppϕn ⊂ K fu¨r alle n ∈ IN, und fu¨r alle α ∈ INd0
(Multiindex-Schreibweise!) gilt:
∂αϕn −→ ∂αϕ gleichma¨ßig in Ω˜.
Mit diesem Konvergenzbegriff definieren wir den Raum D′(Ω˜) der stetigen linearen
Funktionale auf D(Ω˜). Die Elemente aus diesem Raum werden Distributionen oder
verallgemeinerte Funktionen genannt. Dabei gilt: Eine lineare Abbildung F : D(Ω˜) →
IR nennen wir stetig, falls fu¨r (ϕn)n∈IN ⊂ D(Ω˜) und ϕ ∈ D(Ω) aus ϕn D→ ϕ stets
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F (ϕn)
IR→ F (ϕ) folgt.
Auf D′(Ω˜) definiert man nun Konvergenz: Seien (Fn)n∈IN ⊂ D′(Ω˜) und F ∈ D′(Ω˜), dann
sagen wir Fn
D′→ F , falls Fn(ϕ) IR→ F (ϕ) fu¨r alle ϕ ∈ D(Ω˜). Damit wird D′(Ω˜) zu einem
topologischen Vektorraum.
Man kann leicht sehen, daß jedes f ∈ Lp(Ω) ∪ Cm(Ω), 1 ≤ p ≤ ∞, m ∈ IN0 ∪ {∞}, die
folgende Distribution erzeugt:
f : D(Ω)→ IR,
wobei
f(ϕ) =< f, ϕ >=
∫
Ω
f(x)ϕ(x) dx.
Es gibt aber auch Distributionen, die nicht von Lp-Funktionen erzeugt werden. Ein
Beispiel dafu¨r ist die Dirac-Distribution
δ : D(IR)→ IR,
wobei
δ(ϕ) =< δ, ϕ >= ϕ(0).
Nun sind wir in der Lage, fu¨r alle Distributionen F und Multiindizes α ∈ INd0 die
(schwache) distributive Ableitung ∂αF als die Distribution
∂αF : D(Ω)→ IR
zu definieren, wobei
∂αF (ϕ) = (−1)|α|F (∂αϕ).
Man beachte, daß fu¨r im klassischen Sinne differenzierbare Funktionen die Distribution,
die von der Ableitung erzeugt wird, mit der distributiven Ableitung u¨bereinstimmt. Fu¨r
F ∈ D′(Ω) sagen wir: ∂αF ∈ Lp(Ω), falls es ein gα ∈ Lp(Ω) existiert mit
∂αF (ϕ) =
∫
Ω
gα(x)ϕ(x) dx ∀ ϕ ∈ D(Ω).
A.2 Sobolevra¨ume
Mit Hilfe der Distributionen sind wir in der Lage, die fu¨r uns wichtigen Sobolevra¨ume
ohne großen Aufwand zu definieren:
Fu¨r k ∈ IN0 sei
Hk(Ω) =
{
v ∈ L2(Ω) ∣∣ ∂αv ∈ L2(Ω) ∀ α ∈ INd0, |α| ≤ k} .
Offensichtlich ist H0(Ω) = L2(Ω). Hk(Ω) ist bzgl. des Skalarprodukts
(v, w)k,Ω =
∑
|α|≤k
(∂αv, ∂αw)L2(Ω)
ein Hilbertraum.
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Fu¨r v ∈ Hk(Ω) ist
|v|k,Ω =
∑
|α|=k
‖∂αv‖2L2
1/2
eine Halbnorm auf Hk(Ω).
Es sei fu¨r k ∈ IN0, 1 ≤ p ≤ ∞, der Raum Hk0 (Ω) als Abschluß von C∞0 (Ω) in Hk(Ω)
definiert, d.h.
Hk0 (Ω) = (C
∞
0 (Ω))
Hk
.
Fu¨r k = 0 kann man zeigen, daß
H00 (Ω) = H
0(Ω) = L2(Ω).
Mit anderen Worten
C∞0 (Ω) ⊂
dicht
L2(Ω).
Sei
H−k(Ω) =
(
Hk0 (Ω)
)′
der Dualraum zu Hk0 (Ω).
Als letztes fu¨hren wir fu¨r eine Distribution F ∈
(
D′(Ω˜)
)d
die Distributionen-Divergenz
div F ∈ D′(Ω˜) ein als
div F (ϕ) = −F (∇ϕ) ∀ ϕ ∈ D(Ω˜).
Dann sei
H(div,Ω) =
{
v ∈ (L2(Ω))d ∣∣ div v ∈ L2 (Ω)} .
Mit dem Skalarprodukt
(v, w)H(div,Ω) = (v, w)0,Ω + ( div v, div w)0,Ω
istH(div,Ω) ein Hilbertraum. Nu¨tzliche Details u¨ber Sobolevra¨ume und die zugeho¨rigen
Vollsta¨ndigkeitsbeweise kann man in [1] nachlesen.
A.3 Das Bochner-Integral und Orts-Zeit-Funktionenra¨ume
Fu¨r ein beliebiges Intervall I ⊂ [0, T ] sei D (I) der Raum der Testfunktionen.
Unter einer Distribution T mit Werten in einem Hilbertraum H verstehen wir eine
stetige lineare Abbildung
T : D(I) −→ H.
Dafu¨r schreiben wir kurz T ∈ D′(I;H).
Dabei gilt: Eine lineare Abbildung T : D(I) → H nennen wir stetig, falls fu¨r
(ϕn)n∈IN ⊂ D(I) und ϕ ∈ D(I) aus ϕn D→ ϕ stets T (ϕn) H→ T (ϕ) folgt.
Auf D′(I;H) definiert man nun Konvergenz: Seien (Tn)n∈IN ⊂ D′(I;H) und T ∈
D′(I;H); dann sagen wir Tn D
′→ T , falls Tn(ϕ) H→ T (ϕ) fu¨r alle ϕ ∈ D(I). Damit
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wird D′(I;H) zu einem topologischen Vektorraum. Fu¨r T ∈ D′(I;H) und beliebigen
n ∈ IN0 sei die (schwache) distributive Ableitung ∂nt T als die Distribution
∂nt T : D(I)→ H
definiert, wobei
∂nt T (ϕ) = (−1)nT (∂nt ϕ).
Von nun an wollen wir unter ∂tf oder f
′ bzw. ∂αf einer Funktion f immer die Ableitung
im Distributionen-Sinne verstehen. Somit brauchen wir uns u¨ber deren Existenz keine
Gedanken mehr zu machen. Sie existiert dann na¨mlich immer.
Sei H ein separabler Hilbertraum mit dem Skalarprodukt 〈·, ·〉H . Mit der Maßtheorie
definiert man das Bochner-Integral, das jeder Bochner-meßbaren Funktion f :
◦
I → H
ein Element
∫
◦
I
f(t)dt ∈ H zuordnet, das bestimmte Eigenschaften hat (vgl. hierzu [50,
24]). Fu¨r 1 ≤ p <∞, m ∈ IN0 und I (Intervall) ⊂ [0, T ] sei
Lp(
◦
I;H) =
{
f :
◦
I → H
∣∣∣∣ f schwach meßbar und ∫◦
I
‖f(t)‖pH dt <∞
}
.
Bzgl. der Norm
‖f‖
Lp(
◦
I;H)
=
(∫
◦
I
‖f(t)‖pH dt
)1/p
ist Lp(
◦
I;H) ein Banachraum. Ist p = 2, so ist L2(
◦
I;H) mit dem Skalarprodukt
(f, g)
L2(
◦
I;H)
=
∫
◦
I
〈f(t), g(t)〉H dt
ein Hilbertraum.
Der Raum der stetigen Funktionen von
◦
I auf H sei definiert als
C(
◦
I;H) =
{
f :
◦
I → H
∣∣∣∣ f ist stetig auf ◦I} .
Analog sei der Raum der stetigen Funktionen von I auf H definiert als
C(I;H) = {f : I → H | f ist stetig auf I } .
Die Elemente f1 ∈ Lp(
◦
I,H) und f2 ∈ C(
◦
I,H) bilden in natu¨rlicher Weise eine Distri-
bution:
fi : D(
◦
I) −→ H ,
wobei
fi(ϕ) =
∫
◦
I
fi(t)ϕ(t)dt, i = 1, 2.
Ebenso bilden auch die Elemente f ∈ C(I,H) in natu¨rlicher Weise eine Distribution:
f : D(I) −→ H ,
wobei
f(ϕ) =
∫
I
f(t)ϕ(t)dt.
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Nun wollen wir mit Hilfe dieser Ra¨ume weitere Funktionenra¨ume definieren. Wegen
C(I;H) ⊂ D′(I;H) kann man den Raum der differenzierbaren Funktionen von I auf
H definieren als
C1(I;H) = {f ∈ C(I;H) | f ′ ∈ C(I;H)}
und
Cm(I;H) =
{
f ∈ Cm−1(I;H) ∣∣ f (m) ∈ C(I;H)} .
Schließlich sei
C∞(I;H) =
⋂
n∈IN
Cn(I;H).
Es ist auch mo¨glich, Sobolevra¨ume zu definieren: Es sei fu¨r n ∈ IN
Hm(
◦
I;H) =
{
f ∈ L2(
◦
I;H)
∣∣∣∣ ∂nt f ∈ L2(◦I;H) ∀ n = 1 . . .m} .
Als letztes sei angemerkt, daß die obigen Bemerkungen sa¨mtlich in [50, IV] nachzulesen
sind.

Anhang B
Funktionalanalytische Grundlagen
In diesem Anhang werden einige Begriffe definiert und wichtige Sa¨tze zur Lo¨sungs-
theorie der partiellen Differentialgleichungen zitiert, die in der Arbeit benutzt wurden.
B.1 Bilinearformen
Mit Hilfe des Satzes von Lax-Milgram und den Darstellungssa¨tzen von Friedrichs (vgl.
[28, Seite 322, Theorem 2.1, Seite 331, Theorem 2.23]) wird eine wichtige Aussage fu¨r
Bilinearformen bewiesen.
Satz B.1 Sei a : H1ΓD(Ω) × H1ΓD(Ω) → IR ein symmetrischer stetiger H1ΓD(Ω)-
elliptischer Bilinearform. Dann gelten:
(a) Es existiert genau ein positiv definiter selbstadjungierter Operator
A : DA ⊂ L2 (Ω)→ L2 (Ω) mit
( i ) DA ⊂ H1ΓD(Ω),
( ii ) a(p, q) = (Ap, q)0,Ω ∀ p ∈ DA, q ∈ H1ΓD(Ω),
(iii) DA liegt dicht in H
1
ΓD
(Ω) bzgl. ‖.‖1,Ω.
(b) Fu¨r alle f ∈ L2 (Ω) existert genau eine Lo¨sung p des Variationsproblems
a(p, q) = (p, q)0,Ω fu¨r alle v ∈ H1ΓD(Ω).
Es gilt p ∈ DA und Ap = f .
(c) A1/2 ist wohldefiniert und es gilt DA1/2 = H
1
ΓD
(Ω) mit
a(p, q) = (A1/2p,A1/2q)0,Ω fu¨r alle p, q ∈ H1ΓD(Ω).
(d) a(·, ·) ist abgeschlossen.
Beweis:
Der Beweis la¨uft analog zu [32, Satz 1.1].
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B.2 Der Lo¨sungsoperator
In diesem Abschnitt wollen wir den Lo¨sungsoperator fu¨r lineare parabolische
Differentialgleichungen durch die sogenannte Variation der Konstanten-Formel definie-
ren. Sei a eine Bilinearform mit den Voraussetzungen von Satz B.1 und A der zugeho¨rige
Operator aus Satz B.1.
Bemerkung B.2 (a) T = A−1 ist wohldefiniert, da A positiv definit ist. T ist ein
kompakter Operator (vgl. [41, Seite 165 ff. ]), d.h. T ({f ∈ L2 (Ω) : ‖f‖0,Ω ≤ 1}) ⊂
DA ist kompakt in H
1
ΓD
(Ω).
Mit A ist auch T selbstadjungiert. Aus dem Spektralsatz fu¨r kompakte selbstad-
jungierte Operatoren (vgl. [6, Theorem 24.5, Seite 438]) folgt
Tp =
∑
i∈IN
λi (p,Φi)0,Ω Φi,
wobei λi > 0, i ∈ IN, die abza¨hlbar vielen Eigenwerte von T sind und {Φi | i ∈ IN},
ein vollsta¨ndiges Orthonormalsystem von L2 (Ω) bildet. Man definiert Tα fu¨r α >
0 durch
Tαp =
∑
i∈IN
λαi (p,Φi)0,Ω Φi.
Dann ist Aα = (Tα)−1 wohldefiniert.
Der Definitionsbereich von Aα wird mit DAα bezeichnet.
H˙2α = DAα ist mit dem Skalarprodukt
(p, q)H˙2α = (A
αp,Aαq)0,Ω
ein Hilbertraum. Die Einbettung H˙α ↪→ H˙β ist stetig fu¨r α > β.
(b) Mit Hilfe des Operators A wird ein weiterer wichtiger Operator definiert. Fu¨r
t ∈ [0, T ] sei der Operator U(t) : L2 (Ω) → L2 (Ω) durch die folgende Vorschrift
gegeben:
U(t)(p) = exp(−tA)(p) =
∑
i∈IN
e(−tλ
−1
i ) (p,Φi)0,Ω Φi .
Seine Stetigkeit folgt aus λ−1i > 0, denn es gilt:
B.2. Der Lo¨sungsoperator 113
∥∥∥∥∥∑
i∈IN
e(−tλ
−1
i )(p,Φi)0,ΩΦi
∥∥∥∥∥
2
0,Ω
=
(∑
i∈IN
e(−tλ
−1
i ) (p,Φi)0,Ω Φi,
∑
j∈IN
e(−tλ
−1
j ) (p,Φj)0,Ω Φj
)
0,Ω
=
∑
i,j∈IN
e(−tλ
−1
i )e(−tλ
−1
j ) (p,Φi)0,Ω (p,Φj)0,Ω
=δij (Kronecker-Symbol)︷ ︸︸ ︷
(Φi,Φj)0,Ω
=
∑
i∈IN
(
e(−tλ
−1
i )
)2 (
(p,Φi)0,Ω
)2
≤
∑
i∈IN
(
e0
)2 (
(p,Φi)0,Ω
)2
=
∑
i,j∈IN
(p,Φi)0,Ω (p,Φj)0,Ω
=δij︷ ︸︸ ︷
(Φi,Φj)0,Ω
=
(∑
i∈IN
(p,Φi)0,Ω Φi,
∑
j∈IN
(p,Φj)0,Ω Φj
)
0,Ω
=
∥∥∥∥∥∑
i∈IN
(p,Φi)0,Ω Φi
∥∥∥∥∥
2
0,Ω
= ‖p‖20,Ω.
(B.1)
Es gilt weiterhin:
Da {U(t) | t ≥ 0} eine Halbgruppe bzgl. der Verknu¨pfung · (wobei U(t) · U(s) =
U(t+ s)) bildet, nennt man die Theorie, die auf diesem Wege die Lo¨sung konstru-
iert, die Halbgruppentheorie.
Analog zur obigen U¨berlegung, kann man fu¨r jede beschra¨nkte Funktion
ϕ : (0,∞)→ IR den Operator ϕ(tA) wie folgt definieren:
ϕ(tA) =
∑
i∈IN
ϕ(tλ−1i ) (p,Φi)0,Ω Φi .
Die Stetigkeit ergibt sich analog zu (B.1) aus der Beschra¨nktheit von ϕ.
(c) Man kann also fu¨r 0 ≤ s ≤ 1 (wegen Ap = f , (p, p)H˙2α = (Aαp,Aαp)0,Ω) Hs+1(Ω)-
Regularita¨t durch die Existenz einer stetigen Einbettung
H˙2 ↪→ H1+s(Ω) ∩H10 (Ω) charakterisieren.
Mit stetiger Einbettung ist dabei gemeint, daß id : H˙2 ↪→ H1+s(Ω)∩H10 (Ω) stetig
ist. Da id eine lineare Abbildung ist, erha¨lt man folgende a¨quivalente Aussage:
Es gibt ein C, so daß fu¨r alle p ∈ H˙2 gilt:
‖p‖1+s,Ω ≤ C‖p‖H˙2 .
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Beispiel B.3 Hat Ω einen Lipschitzrand und gilt außerdem aρσ ∈ C0,t(Ω) fu¨r 0 < t ≤ 1
(d.h. aρσ ∈ C(Ω) und ‖aρσ(x) − aρσ(y)‖ ≤ L‖x − y‖t, ∀ x, y ∈ Ω), so erha¨lt man:
H˙2 ↪→ H1+s(Ω) ∩H10 (Ω) ist stetig fu¨r alle 0 ≤ s < min(t, 12).
Gilt zusa¨tzlich noch t = 1 und ist Ω konvex, so haben wir H2(Ω)-Regularita¨t (vgl. z.B.
[25]).
Weiteres u¨ber Sobolevra¨ume kann der Leser in [12] erfahren.
Bemerkung B.4 (a) Man beachte, daß p(t) ∈ H10 (Ω) fu¨r alle t > 0, obwohl lediglich
p(0) = P0 ∈ L2 (Ω) vorausgesetzt wurde. Dies liegt an der Gla¨ttungseigenschaft
der parabolischen Differentialgleichungen.
(b) Man beachte, daß fu¨r alle ρ, σ aρσ unabha¨ngig von t sind. Eine allgemeinere Theo-
rie findet man in [50, IV].
(c) Sei zuna¨chst
E(t+ τ, t)p(t) = U(t+ τ)p(t) +
∫ t+τ
t
U(t+ τ − s)f(s)ds. (B.2)
Die exakte Lo¨sung p von (1.5) ist fu¨r t ∈ (0, T ) gegeben durch (vgl. z.B. [39,
p.370]):
p(t) = E(t, 0)P0 = U(t)P0 +
∫ t
0
U(t− s)f(s)ds. (B.3)
Diese Formel ist als Variation der Konstanten bekannt.
(d) Ha¨ngt f nicht von t ab, so kann man die Lo¨sung p wie folgt konstruieren:
Es sei w = A−1f . Sei
E(t; t+ τ)p(t) = [w − U(t+ τ)w] + U(t+ τ)p(t). (B.4)
p la¨ßt sich in jedem Zeitpunkt t ∈ (0, T ] durch
p(t) = E(t, 0)P0 = [w − U(t)w] + U(t)P0 (B.5)
angeben. Es gilt na¨mlich p′(t) = AU(t)w − AU(t)P0. Insgesamt folgt also fu¨r
t ∈ (0, T ]:
p′(t) + Ap(t) = AU(t)w + A[w − U(t)w] = Aw = f.
Die Anfangsbedingung ist wegen p(0) = [w − U(0)w] + U(0)P0 = U(0)P0 = P0
erfu¨llt.
Da U (bzgl. t) unendlich oft differenzierbar ist, ist somit auch p ∈ C∞((0, T ], H˙2)∩
C([0, T ];L2 (Ω)), d.h. p ist (bzgl. t) unendlich oft differenzierbar.
(e) Bei der Formulierung von (1.2) bzw. (1.5) haben wir nur homogene Dirichlet-
Randwerte gefordert. Bei inhomogenen Dirichlet-Randwerten, also etwa durch die
Forderung
p∣∣∂Ω = g∣∣∂Ω,
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wobei g ∈ H1(Ω) vorgegeben ist, sucht man zuna¨chst die schwache Lo¨sung pˆ ∈
H10 (Ω) von (1.2) bzw. (1.5), wobei man jeweils f durch fˆ = f −Ag ersetzt und A
die schwache Repra¨sentation von A(x, ∂) in (1.1) ist (vgl. Bemerkung B.2.(a)).
Dann ist die Lo¨sung der entsprechenden Randwertaufgabe bzw. der Anfangs-
Randwertaufgabe mit inhomogenen Dirichlet-Randwerten gegeben durch p = pˆ+
g.
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