Abstract. In this work, the error behaviour of high-order exponential operator splitting methods for the time integration of nonlinear evolutionary Schrödinger equations is investigated. The theoretical analysis utilises the framework of abstract evolution equations on Banach spaces and the formal calculus of Lie derivatives. The general approach is substantiated on the basis of a convergence result for exponential operator splitting methods of (nonstiff) order p applied to the multi-configuration timedependent Hartree-Fock (MCTDHF) equations, which are associated with a model reduction for highdimensional linear Schrödinger equations describing free electrons that interact by Coulomb force. Provided that the analytical solution of the MCTDHF equations constituting a system of coupled linear ordinary differential equations and low-dimensional nonlinear partial differential equations satisfies suitable regularity requirements, convergence of order p − 1 in the H 1 Sobolev norm and convergence of order p in the L 2 norm is proven. An analogous result follows for the cubic nonlinear Schrödinger equation, which is also illustrated by a numerical experiment.
Introduction
Numerous models in the physical sciences are described by nonlinear partial differential equations that involve operators of different nature and stiffness properties, which suggests separate treatment with respect to both, space and time discretisation. In order to accommodate for these situations, time-splitting methods have become Keywords and phrases. Nonlinear evolution equations, time-dependent nonlinear Schrödinger equations, multi-configuration time-dependent Hartree-Fock (MCTDHF) equations, high-order exponential operator splitting methods, local error expansion, convergence. popular in the last decades, where the most classical examples are the first-order Lie-Trotter [51] and the second-order Strang [46] splitting method specified below, see also [18, 35] for a detailed exposition on the construction and theoretical analysis of splitting methods for nonstiff problems.
A variety of works provide numerical simulations that illustrate the favourable behaviour of time-splitting methods for nonlinear Schrödinger equations; as a small selection, we mention the contributions [3, 4, 13, 14, 44] on time-dependent Gross-Pitaevskii systems describing multi-component Bose-Einstein condensates and refer to further work by W. Bao and co-authors. Numerical comparisons given in [13] show the superior behaviour of higher-order splitting methods regarding efficiency, accuracy, and the preservation of physically relevant quantities when smaller tolerances are required or long-term computations are carried out: Standard time integration methods such as explicit Runge-Kutta methods are outperformed, mainly because of their poor stability properties for stiff problems; furthermore, the numerical experiments illustrate the favourable behaviour of optimised fourth-or sixth-order schemes compared to the second-order Strang splitting method.
However, so far it remains open to confirm numerical evidence by a rigorous analysis for discretisations based on high-order exponential operator splitting methods. A seminal theoretical work is [34] providing a rigorous stability and error analysis of the second-order Strang splitting method for the Schrödinger-Poisson and the cubic Schrödinger equation. In [17] the convergence analysis has been extended to full discretisation by the Strang splitting method and Hermite spectral collocation applied to the Gross-Pitaevskii equation; the derivation of the convergence result substantially relies on a global error bound for the time-discrete solution deduced in [34] .
In the present work, our aim is to investigate the error behaviour of high-order exponential operator splitting methods for the efficient time integration of nonlinear evolutionary Schrödinger equations. In particular, we are concerned with the derivation of a convergence result under optimal regularity requirements on the analytical solution. The present work is in the lines of [34] : Main tools in our analysis are a suitable local error expansion extending the result for the linear case [48] and bounds for iterated Lie-commutators. To the best of our knowledge, this is for the first time that such an error analysis is given for high-order time-splitting methods in the context of nonlinear evolution equations. The general approach is substantiated on the basis of the multiconfiguration time-dependent Hartree-Fock (MCTDHF) equations in electron dynamics [27] [28] [29] and as special case also includes the cubic Schrödinger equation.
The manuscript is organised as follows. In Section 2, we deduce a local error expansion for high-order exponential operator splitting methods, which is a fundamental tool in the convergence analysis for a particular application. For this purpose, we introduce a general analytical framework of nonlinear evolutionary problems and employ the formal calculus of Lie derivatives. For the convenience of the reader who is not familar with the concept of Lie-derivatives, basic definitions and auxiliary results needed in the derivation of our local error expansion are collected in Appendix A. In Section 3, as an application, we analyse the error behaviour of high-order variational splitting methods for the approximate solution of time-dependent linear Schrödinger equations that serve as models for systems of unbound fermions interacting by Coulomb force; variational splitting methods are equivalent to exponential operator splitting methods for the time integration of the MCTDHF equations under a special gauge condition. In Sections 3.1 and 3.2, we introduce the MCTDHF equations and their time discretisation by exponential operator splitting methods. In Section 3.3, we state our main result on the convergence behaviour of high-order splitting methods for the MCTDHF equations and sketch its proof. Provided that the exact solution satisfies suitable regularity requirements, we prove convergence of order p − 1 in the H 1 Sobolev norm and convergence of order p in the L 2 norm for a splitting method of (nonstiff) order p. Our theoretical analysis generalises [24, 26-29, 32, 34, 43, 48] and utilises the framework of abstract evolution equations on Banach spaces, the formal calculus of Lie derivatives, and bounds for iterated Lie-commutators of nonlinear operators. The assumptions on the involved nonlinear operators associated with the MCTDHF equations are verified in Section 3.4. As a corollary, we obtain the corresponding result for the less involved cubic Schrödinger equation, which is also illustrated by a numerical example. Conclusions and an outlook to future work are finally given in Section 4.
Notation
Throughout, we employ the following abbreviations and conventions. The cardinality of a (finite) set M , that is, the number of elements in M , is denoted by |M |. As common usage, a sum with upper limit smaller than the lower one is equal to zero; similarly, a product is equal to one whenever the upper limit is smaller than the lower one. We use the standard multi-index notation μ = (μ 1 , . . . , μ k ) ∈ N k and the vector notation ξ = (ξ 1 , . . . , ξ k ) ∈ R k ; further, we write in short |μ|
The Lebesgue space L 2 (Ω) of square integrable functions f : Ω → C is endowed with scalar product and associated norm given by
the Banach space L ∞ (Ω) is endowed with the norm f L ∞ (Ω) = ess sup{|f (x)| : x ∈ Ω}. The Sobolev space H m (Ω) comprises all functions with partial derivatives up to order m ≥ 0 contained in L 2 (Ω); the associated norm is denoted by · H m (Ω) , and, in particular, it holds H 0 (Ω) = L 2 (Ω). Detailed information on Sobolev spaces is found in [2] . Besides, we denote by I the identity operator and by C a generic constant; for a normed space (X, · X ), the associated operator norm is denoted by · X←X .
A local error expansion
In this section, we deduce a local error expansion of high-order exponential operator splitting methods applied to a nonlinear evolutionary problem of the form Employing the formal calculus of Lie derivatives introduced in Appendix A, any high-order exponential operator splitting method for (2.1) can be written in the following form. Let 0 = t 0 < t 1 < · · · < t N ≤ T denote the time grid points with associated stepsizes h n = t n+1 −t n for 0 ≤ n ≤ N −1 and h = max{h n : 0 ≤ n ≤ N −1} the maximal time stepsize. Starting from an initial value u 0 ≈ u(0), numerical approximations to the exact solution values are determined from the recurrence relation
Provided that the (real) method coefficients (a j , b j ) s j=1 satisfy certain order conditions, see [48] and references given therein, the nonlinear splitting operator is an approximation of order p ≥ 1 to the exact solution operator
here, the product is defined downwards.
In particular, for the choice
we retain the second-order Strang type splitting method studied in [32] for the Schrödinger-Poisson equation and the cubic Schrödinger equation, in [17] for the Gross-Pitaevskii equation, and in [24, 25, 29] in the context of the MCTDHF equations.
In order to deduce a suitable representation of the defect operator
we first expand the exact evolution operator and the splitting operator by the nonlinear variation-of-constants formula (A.4) and the recurrence relation (A.3i); both expansions are related through quadrature formulas for multiple integrals. A further expansion of the integrand then yields the desired local error representation involving iterated Lie-commutators of nonlinear operators; from this representation the nonstiff order conditions are retained. We point out that by the formal calculus of Lie-derivatives the expansion for the nonlinear case carries over from the linear case [48] by exchanging the (linear) operator F with the Lie derivative D F and reversing the order in all terms which involve the composition of operators. For the reader's convenience, we illustrate the employed mechanisms by non-complex cases, see also Appendix A.
Step 1. Expansion of the evolution operator. As a first step, we use the nonlinear variation-of-constants formula (A.4)
considerations as in the proof of Theorem A.1 further imply
see (A.5), and hence the representation
is obtained. Proceeding by induction finally yields the following expansion for the exact evolution operator associated with (2.1) Step 2. Expansion of the splitting operator. On the other hand, a stepwise expansion of the splitting operator (2.2b) by means of the recurrence relation (A.3i) yields the discrete analogue of (2.4a)
As an illustration, for 1 ≤ k ≤ 6, the coefficients α λ , λ ∈ L k , are stated in Table 1 . We also refer to [48] , where the procedural method for the linear case is specified.
Step 3. Derivatives of the integrand. We next determine higher-order partial derivatives of the integrand in I k , see (2.4a); a brief calculation yields
Step 4. Taylor series expansion of the integrand. By comparison of (2.4a) and (2.4b), it is seen that the multiple sum Q k is a quadrature formula approximation of the integral I k . Thus, employing a Taylor series of g k about zero and making use of (2.4c), the local error expansion summarised below in Theorem 2.1 results. 
Theorem 2.1 (Local error expansion). We let
The coefficients α λ and α λ are computable by recurrence
Application to the MCTDHF equations
In the following, we focus on the approximate solution of time-dependent linear Schrödinger equations which serve as models for systems of unbound fermions interacting by Coulomb force [30, 40] 
Here, the wave function Ψ :
depends on the threedimensional spatial coordinates of d particles and further on time; consequently, the linear differential operator
Taking into account the pairwise Coulomb interaction of the particles only, the multiplication operator V reduces to
where | · | R 3 denotes the Euclidean norm in R 3 . Moreover, the partial differential equation (3.1) is subject to asymptotic boundary conditions on the unbounded domain and an initial condition.
For practical applications that initiate the study of efficient and accurate numerical discretisations for (3.1) and more complex problems involving a time-dependent Hamiltonian, we refer to the works [12, 23, 52, 53] . MCTDHF computations relevant to applications for the similar situation of a jellium are for instance reported in [41, 42] .
It was shown in [29] that incorporation of a drift term modelling an intense laser pulse such that the linear operator is of the form
2 causes no additional difficulty. The reason is that the drift term introduces expressions of lower differentiation order due to ∇ Δ [21] , see also [29] . The corresponding analysis for electrons in an atom, where
was given in [24] for the second-order Strang splitting under the additional physical assumption that the electron density vanishes at the nucleus. However, this assumption cannot realistically be generalised to accommodate for high-order splitting methods studied in the present paper, as this would require the additional unphysical requirement that higher derivatives of the electron density vanish at the nucleus.
The MCTDHF approach, see also [12, 22, 23, 42, 52, 53] , is closely related to the multi-configuration timedependent Hartree (MCTDH) approach in quantum molecular dynamics [7, 8, 11, [36] [37] [38] and extends the timedependent Hartree-Fock method (TDHF) introduced in [15] . Similarly to low rank approximations of timedependent matrices, where a large system matrix is replaced by a linear combination of matrices of rank one, this model reduction makes high-dimensional Schrödinger equations such as (3.1) practicable for numerical simulations.
The MCTDHF approach for the time-dependent linear Schrödinger equation (3.1) relies on an approximation of the wave function by a linear combination of antisymmetrised products of functions, the orbitals, each depending on the coordinates of a single particle; further, the Schrödinger equation (3.1) is associated with an orthogonality condition on the tangent space of the approximation manifold. Via the Dirac-Frenkel timedependent variational principle [15, 16] the equations of motion for the orbitals and the coefficients in the linear combination of the products are deduced. Hence, the MCTDHF approach allows to replace the high-dimensional linear Schrödinger equation (3.1) by a system of coupled linear ordinary differential equations and nonlinear partial differential equations in three space dimensions, which is computationally treatable.
The MCTDHF equations
The MCTDHF approach for time-dependent Schrödinger equations of the form (3.1) relies on an approximation of the multi-particle wave function by a linear combination of Hartree products
for some K ∈ N. In view of the Pauli exclusion principle [31] , antisymmetry is imposed on (3.2a). That is, for any permutation σ of {1, . . . , d}, we require 
For further details and an alternative representation of (3.2) by Slater determinants [45] , Section 12-4, we refer to [29] . Slater determinants yield an alternative notation reflecting the antisymmetry in the coefficient tensor. This does not change the mathematical structure, however. In fact, when the equations of motion derived from the variational principle are propagated starting from an antisymmetric initial state, this property is preserved in the course of time integration, see [26] .
In the following, we denote by φ = (φ k ) 1≤k≤K the vector of complex-valued orbitals, which depend on three spatial variables and on time, and by a = (a μ ) μ∈M the vector of time-dependent complex coefficients. For later use, we note that the relations
see also (3.1).
Henceforth, we consider the set
which has the structure of a manifold under a certain non-degeneracy condition, see (3.8) and an exhaustive discussion in [27] . The associated tangent space
For the approximation of (3.1), for any U (·, t) ∈ M , we require the time derivative ∂ t U (·, t) to be chosen such that the Galerkin condition
on the tangent space is satisfied; by means of (3.3), we thus obtain
Furthermore, we impose the following orthogonality and gauge conditions on the orbitals
5) where δ k denotes the Kronecker-delta, i.e. δ k = 1 if k = and δ k = 0 otherwise. These serve to make the representation of the wave function and tangent space unique in the course of the evolution; note that A 0 could be replaced by any self-adjoint operator yielding different equations of motion with the same mathematical properties, see [7, 27, 36] .
Consequently, via the Dirac-Frenkel time-dependent variational approximation principle [15, 16] , a system of coupled ordinary and partial differential equations for the coefficients and the orbitals
under asymptotic boundary conditions on the unbounded domain and certain initial conditions results. Here, the single-hole functions ψ = (ψ k ) 1≤k≤K are defined by
by the definition of the Hartree products (3.2) and the orthogonality relations (3.5) it follows
is required to be nonsingular; we denote by ρ −1 jm the entries of its inverse ρ −1 . Moreover, we denote by P the orthogonal projector onto the linear space spanned by φ; more precisely, we set
We note that the inner products in (3.6) reduce to six-and three-dimensional integrals, respectively, since V is a sum of two-particle interactions only, see (3.1b); in particular, the right-hand sides of the differential equations in (3.6) comprise terms of the forms
Besides, it is noteworthy that in (3.6), due to the gauge condition (3.5), the single-particle operator A 0 appears outside the projection in the partial differential equations for the orbitals. Choosing the initial conditions for the MCTDHF equations (3.6) such that ρ(0) is nonsingular ensures that this also holds for ρ(t) at any time 0 ≤ t ≤ T , at least for T > 0 sufficiently small; in [5, 6, 50] , a sufficient condition for the invertibility of the density matrix, globally in time, is given. Under the assumption that a sufficiently regular analytical solution exists, a rigorous derivation of the MCTDHF equations is found in [7, 37] , see also [33] for a detailed discussion.
The following existence result for a unique regular solution of the MCTDHF equations (3.6)-(3.9), established in [29] , is essential for our stability and convergence analysis. Theorem 3.1 [29] . Assume that the initial conditions for the MCTDHF equations (3.6)-(3.9) are subject to the orthonormality constraints (3.5) 
< T and solves the Dirac-Frenkel variational equation (3.4).
For the following considerations, it is useful to rewrite the MCTDHF equations (3.6)-(3.9), subject to asymptotic boundary conditions on the unbounded domain and certain initial conditions, as a nonlinear evolutionary problem of the form
10) for u(t) = a(t), φ(·, t)
T comprising the coefficients and the orbitals (written as a column vector). The right- (3.11) involves the Kronecker product of the linear differential operator A 0 and the identity matrix of dimension K; the operator B 1 , defined by the right-hand side of the ordinary differential equation for the coefficient vector, is linear in a and further depends on the potential V and φ (·, t) ; similarly, the nonlinear operator B 2 depends on a, φ(·, t), and V .
High-order variational splitting methods
For the approximate solution of the time-dependent linear Schrödinger equation (3.1), we study high-order variational splitting methods that rely on a decomposition of the Hamiltonian in (3.1) into H = A + V and a suitable composition of the solutions to the variational subproblems
more precisely, we use the fact that for some given initial value U (·, t) ∈ M the (numerical) solutions to (3.12) at time t + Δt, 0 ≤ t ≤ t + Δt ≤ T , are available. This method was first introduced based on the coefficients for the second-order Strang splitting in [32] ; the variational formulation of the subproblems arising in the splitting motivates the denotation as variational splitting. In regard to a theoretical analysis and the numerical realisation of variational splittings, it is essential that the variational problems (3.12) are equivalent to differential equations that arise when applying an exponential operator splitting method to the MCTDHF equations (3.6)-(3.9), see also (3.10). Namely, due to the fact that
, the first subproblem in (3.12) corresponds to the solution of the free Schrödinger equation i∂ t U = A U ; for initial data in M this problem decouples into d dt a = 0 and the single-particle free Schrödinger equations i∂ t φ k = A 0 φ k , 1 ≤ k ≤ K, solvable by Fast Fourier techniques. On the other hand, the second subproblem leads to a nonlinear system of coupled differential equations for the coefficients i d dt a = B 1 (a, φ) and for the orbitals i∂ t φ = B 2 (a, φ) that in practice is solved by an explicit time integration method together with an occasional reorthogonalisation of the orbitals. If suitably chosen, this approximation does not affect the order of the overall method, see [32] , where additionally the efficiency and accuracy of several schemes from the literature are compared. Hence, variational splitting methods for (3.1) are associated with exponential operator splitting methods for the following evolutionary problem with operators A 0 , B 1 , B 2 given in (3.11)
and the efficient numerical solution of the subproblems
see also (3.6), (3.10), and (3.12).
Convergence analysis
In this section, we specify our main result on the convergence behaviour of high-order exponential operator splitting methods (2.2) for the time integration of the MCTDHF equations (3.6)-(3.9), written in the abstract form (3.13). We recall that Theorem 3.1 states necessary conditions for the existence and required regularity of the exact solution of the MCTDHF equations (3.6)-(3.9). Namely, it holds
for some m ≥ 0 and T > 0, provided that the initial value u(0) is suitably chosen. Clearly, the linear space X m forms a Banach space with associated norm
(3.14) 
15)
holds true with constant Proof. Our convergence proof generalises the error analysis of [29] , where the second-order Strang type splitting method (2.3) is studied for the MCTDHF equations (3.6)-(3.9), in abstract form written as (3.13), to highorder schemes (2.2), see also [34] . In order to ensure the stability of the subproblem for the nonlinear operator B involving the potential V , first the error estimate with respect to the X 1 norm has to be established; then, the bound in X 0 is obtained. The main steps of the proof are given below; for simplicity, we may assume that the first component of any element v = (z, χ) ∈ X m is of unit norm.
Step 1. Stability in
then we have
where C and c depend on M m , see [29] . For any high-order exponential operator splitting method (2.2) involving several compositions of the subproblems in (3.13b), a stability bound with respect to the norm of X 1 is a direct consequence of the above bounds; namely, it follows
with c 1 depending on M 1 . Step 2. Local error estimate in X 1 . Assuming that v ∈ X 0 satisfies the additional regularity requirement
with m = p = 2, 3 or m = 2 p − 4 for p ≥ 4, respectively, by means of the local error expansion given in Theorem 2.1 and the bound for the iterated Lie-commutator ad
follows with constant C 1 depending on M m . Step 3. Global error estimate in X 1 . Combining the above stability and local error estimate, a standard Lady
Windermere's fan argument [19] , Section II.3 yields the convergence bound (3.16); in particular, if
with m = p = 2, 3 or m = 2 p − 4 for p ≥ 4, respectively, the boundedness of the splitting solution
follows with constant C depending on M m .
holds with c 0 depending on M 1 , see also [29] .
Step 5. Local error estimate in
with m = p = 2 or m = 2p − 3 for p ≥ 3, the local error expansion of Theorem 2.1 together with the commutator bound of Lemma 3.4 with respect to the X 0 norm yields
where C 0 depends on M m . Step 6. Global error estimate in X 0 . Finally, making use of the fact that the splitting solution remains bounded in X 1 , see
Step 3, the stability estimate and the local error bound with respect to the X 0 norm imply the desired convergence estimate of order p in X 0 .
Remark 3.3.
It is a well-known phenomenon that the lack of regularity in the data will affect the attainable convergence order of a numerical method. For instance, in the situation of Theorem 3.
follows; see also [48] for a theoretical result and a numerical illustration of the encountered order reduction for linear Schrödinger equations.
Commutator bounds
In the following, we derive bounds for the iterated Lie-commutators of the operators arising in the MCTDHF equations (3.6)-(3.9); we recall the abstract formulation (3.13) and definition (A.3j)-(A.3k).
Lemma 3.4.
The operators A and B associated with the MCTDHF equations (3.6)-(3.9) satisfy the iterated commutator bounds ad
where the quantity C depends on the respective norm in a nonlinear way.
Proof. In [29] , it was shown that the second iterated Lie-commutator ad (3.19) see also [2, 10, 20, 39] , the following relations
are obtained, which further imply the bounds
In order to determine ad j DA (D B ) for j ≥ 3, it suffices to consider iterated Lie-commutators of the linear differential operator A 0 and the nonlinear multiplication operator B 0 , defined by 20) with Fréchet-derivatives given by A 0 (f ) = iΔ and 21) which shows that ad DA 0 (D B0 ) = − A 0 , B 0 has a similar structure as B 0 . Applying the previously given bounds yields
From the above considerations, we further obtain
by induction, the statement of Lemma 3.4 results.
The cubic Schrödinger equation
With the techniques presented above it is also possible to analyse high-order splitting methods for the cubic nonlinear Schrödinger equation
where κ > 0 and thus the solution shows a dissipative behaviour and exists globally in time. Note that if the model is modified such that κ < 0, the solution generically becomes unbounded in finite time [47] , thus restricting the applicability of our result. The operators (up to scalings) in the associated abstract problem (2.1)
are closely related to the operators A 0 , B 0 from (3.20). Thus, the iterated Lie-commutators can be computed analogously to (3.21), for instance,
The stability analysis uses (3.19) , and thus the nonlinear term satisfies a Lipschitz condition in
Consequently, for the derivation of a convergence result for (3.22), a three-stage procedure has to be applied, where in the first step convergence is studied in H 2 and subsequently the results in H 1 and L 2 are concluded with conditional stability estimates depending on the boundedness of the numerical solution in H 2 , which was established in the first step. The analysis reflecting this fact was first given for the second-order Strang splitting in [34] and extended to time and space discretisations based on pseudo-spectral and high-order splitting methods in [49] . We formulate the result for high-order splitting methods in the following theorem: 
holds true with constant C depending on 25) holds true with constant C depending on 26) holds true with constant C depending on M 2p−2 .
In order to illustrate the above convergence result, we consider the cubic Schrödinger equation (3.22) with κ = 1 and localised initial condition
For the time integration we apply different splitting methods involving s stages of (nonstiff) order p = s including the well-known first-order Lie-Trotter, second-order Strang, and fourth-order Yoshida splitting methods, see for example [18] . The problem is discretised in space by means of the Fourier pseudo-spectral method with M = 32 basis functions in each space direction, see for instance [49] for details on the implementation. A numerical reference solution is computed by means of an optimised fourth-order splitting method constructed in [9] . In Figure 1 , we display the global errors versus the time stepsizes, making use of the fact that the solution of the nonlinear subproblem can be computed with high accuracy by pointwise multiplication. In view of nonlinear Schrödinger equations such as the MCTDHF equations, where only numerical approximations to the solutions of the associated subproblems are available, we further apply the first-order explicit Euler method as well as the classical explicit Runge-Kutta method of order four for the approximation of the nonlinear subproblem. In the first case, for all splitting methods the order reduces to p = 1, whereas in the latter case the computed approximation is sufficiently accurate in order to retain the (non)stiff orders of the considered splitting methods.
Conclusions
In the present work, we were concerned with the theoretical investigation of the convergence behaviour of high-order exponential operator splitting methods for nonlinear evolutionary Schrödinger equations. An essential tool in our error analysis, which relies on the framework of abstract evolution equations on Banach spaces and the formal calculus of Lie derivatives, is an expansion of the local error that remains suitable in the presence of unbounded nonlinear operators. In order to substantiate the general approach, we studied the MCTDHF equations, which constitute a system of coupled linear ordinary differential equations and low dimensional nonlinear partial differential equations. Utilising bounds for iterated Lie-commutators of the involved operators, we deduced a convergence estimate in L 2 under optimal regularity requirements on the analytical solution. The theoretical analysis was also particularized to the cubic Schrödinger equation and illustrated numerically.
In this work, the focus of attention was on theoretical aspects of time integration methods for nonlinear evolution equations, and we refrained from confirming the convergence result for the MCTDHF equations by a numerical example. The complexity of this application makes the implementation of time and space discretisations a highly difficult and involved task. Also, it is expected that the chosen spatial discretisation is critical for the observed convergence behaviour. In order to experimentally observe the theoretical bounds a sufficiently high resolution in space is needed which pushes computing recources to their limit, in particular for involved problems like the MCTDHF equations for a larger number of electrons. As a first step towards a better understanding of these questions, we intend to study full discretisations based on time-splitting finite element approximations [1] for related problems such as the Schrödinger-Poisson equation.
As mentioned in the introduction, numerical experiments for Gross-Pitaevskii systems have shown the favourable accuracy and efficiency of full discretisations based on pseudo-spectral methods in space and higherorder exponential operator splitting methods in time. However, it remains to back the numerical observations by a theoretical analysis. The investigation of these aspects is the subject of current [49] and future work. In particular, we plan to extend the presented stability and convergence analysis to other classes of nonlinear evolutionary Schrödinger equations such as Gross-Pitaevskii equations with additional rotation term.
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A. Appendix calculus of Lie derivatives
A most useful tool in the statement and the theoretical error analysis of high-order exponential operator splitting methods for nonlinear evolution equations is the formal calculus of Lie derivatives, which is suggestive of the less involved linear case, see also [18] . In the following, we review basic definitions and results needed in the derivation of our local error expansion; we note that the calculus of Lie derivatives is used as a formal means under the tacit requirement that the arising unbounded operators and compositions thereof are well-defined on suitably chosen domains and time intervals.
A.1. Evolution operator and Lie derivative
We consider an initial value problem of the form
where the unbounded nonlinear operator F : D(F ) ⊂ X → X is defined on a non-empty subset of the underlying Banach space (X, · X ). Formally, the exact solution of the evolutionary problem (A.1) is given by
with the evolution operator E F depending on the actual time and the initial value; as we restrict ourselves to an autonomous differential equation, we may omit the dependence on the initial time. Furthermore, it is most helpful to employ the formal notation
More precisely, the evolution operator (e tDF ) 0≤t≤T and the Lie derivative D F associated with F are given through the relations
for any unbounded nonlinear operator G : D(G) ⊂ X → X (with suitable domain); if G = I is the identity operator, we write e
, an application of the chain rule yields
thus, in accordance with the identity L = d dt | t=0 e tL , which holds true for instance for any bounded linear operator L : X → X with the exponential function defined by the power series e tL = ∞ j=0
Then, the defining relation for the Lie derivative is a consequence of the first relation in (A.2c).
A.2. Basic manipulation rules
Clearly, the evolution operator forms a local one-parameter group 
In regard to the general scheme (2.2) of an exponential operator splitting method, it should also be noted that the composition of evolution operators acts in reversed order, i.e., it holds
Moreover, the following linearity and scaling relations are valid 
A.3. Derivatives
Besides, we employ the relation
which allows to rewrite the initial value problem (A.1) as
The above identity is verified by the following calculation 
To justify manipulations below, we further note that the identity with ϕ 0 (tD F ) = e tDF ; in particular, for j = 0 we retain (A.3g).
A.4. Iterated Lie-commutators
The Lie-commutator of two nonlinear operators is given by ad F (G) v = F, G (v) = F (v) G(v) − G (v) F (v) ; in particular, whenever F and G are linear, the above relation reduces to ad F (G) = F G− G F , since F (v) = F as well as G (v) = G. In accordance with the above definition, we further set 
A.5. Nonlinear variation-of-constants formula
An essential tool in the derivation of the local error representation for high-order splitting methods is the nonlinear variation-of-constants formula. for simplicity, we neglect the dependence of g on σ 2 . On the one hand, a brief calculation shows that In a similar manner, the general case (2.4c) follows by induction.
