This paper investigates output convergence for the G7 countries using panel time-series techniques. We consider both the null hypotheses of no convergence and convergence. It is shown that inferences on output convergence depend on which one of the two null hypotheses is considered. Further, the no convergence results reported in previous studies using the time-series definition may be attributed to the low power of the test procedures being used. Our results also highlight some potential problems on interpreting results from some typical panel unit root and stationarity tests.
Introduction
One of the major differences between neoclassical and endogenous growth models is their prediction of national output dynamics. A strong result from the standard neoclassical growth model (Solow, 1956; Swan, 1956 ) is the convergence of per capita output across countries with a similar productivity level, savings rate, depreciation rate, productivity growth and population growth. It means that differences in national output, in per capita terms, are going to disappear over time. The endogenous growth model (Romer, 1990; Aghion and Howitt, 1992; Grossman and Helpman, 1991) , on the other hand, asserts that country-specific factors play a role in determining aggregate income. Since country-specific factors can evolve endogenously according to the environment unique to a country, countries with dissimilar initial endowments and attributes can have per capita output that do not converge over time. The different views on national output have spurred considerable interest on testing whether the observed per capita output data are converging or not. Various statistical techniques and samples on output data are used to evaluate growth theories. In their review article, Durlauf and Quah (1999) point out that the growing empirical literature on economic growth has generated 'fresh stylized facts on growth with important implications for theory. ' The empirical literature on output convergence has undergone some changes in recent years. Many of the early empirical studies are based on the cross-country analysis, which regresses average per capita output growth rates on initial output levels. Usually, conditioning variables such as education attainment, government spending, political instability, and the growth rate of the terms of trade are included in such an output regression equation to control for effects of other growth factors (Barro and Sala-i-Martin, 1995) . Under the convergence hypothesis, countries starting with a low per capita income should have a higher growth rate. Thus, an inverse relationship between output growth and initial output is interpreted as evidence in favor of the convergence hypothesis. A sample of studies pursuing this methodology is Baumol (1986) , DeLong (1988) , Barro (1991) , Barro and Sala-i-Martin (1992) , and Mankiw et al. (1992) . In general, these studies report results in favor of convergence. 1 However, the appropriateness of the cross-country regression approach is challenged by, for example, Quah (1993) , Bernard and Durlauf (1996) , and Evans (1997) . Quah (1993) shows that a negative correlation between output growth and initial output is consistent with a stable variance in cross-country output. Bernard and Durlauf (1996) argue that the initial-output regression approach tends to reject the null hypothesis of no convergence too often in the presence of multiple output equilibria. Evans (1997) points out that the cross-sectional approach may generate inconsistent convergence rate estimates, which lead to incorrect inferences. Instead, these authors propose the use of time-series methods to study convergence. Under the time-series framework, output convergence requires real per capita cross-country output differentials to be stationary; that is, the levels of per capita national output are not diverging over time.
The existing evidence from the time-series approach is not very favorable to the notion of convergence. Bernard and Durlauf (1995) , using unit root and cointegration techniques, detect the presence of multiple integrated processes driving the output data of the OECD countries. The result is interpreted as not supportive of the convergence hypothesis. Evidence against the convergence hypothesis is also reported in Quah (1992) , which examines the unit root property of per capita output relative to the US data. Using a panel unit root test, Evans (1998) shows that convergence occurs within a group of developed countries and different growth patterns are observed among countries with different literacy rates. Li and Papell (1999) consider a group of OECD countries. Only after allowing for structural breaks, the authors uncover strong evidence of convergence using per capita national output relative to the group aggregate.
Compared with the cross-country analysis, the time-series approach yields less convincing findings for the convergence hypothesis. One possible reason for the no-convergence outcome, however, may be related to the empirical procedures used in these studies. The typical time-series test has no convergence (unit root) under the null hypothesis. Since it is commonly known that unit root tests tend to have a low power against persistent but stationary alternatives, the inability of these studies to reveal evidence of convergence is not too surprising.
In this study, we use recently developed statistical techniques to investigate the convergence property of national output. Data from the G7 countries are used. The stationarity property of the real per capita output relative to the US is used to infer convergence. Data quality has some bearings on the ability of a test to distinguish the null from the alternative. If the data are not informative enough to discriminate between the convergence and no-convergence specifications, then statistical procedures will not be able to reject either the null hypothesis of convergence or no convergence. To highlight the power issue, we consider two types of panel time-series tests-one has unit root (no convergence) as the null hypothesis, and the other has stationarity (convergence) as the null. Panel time-series procedures are employed because their ability to reject a false null hypothesis is higher than the corresponding univariate procedures. The results from procedures with different specifications of the null hypothesis help determine the usefulness of the data in terms of their ability to identify the convergence property.
In analyzing output convergence, we control for a few issues related to the use of panel time-series procedures. First, we account for the effect of cross-country output correlations on the panel tests. The second issue is related to the jointhypothesis nature of panel time-series tests. For a typical panel procedure, the rejection of, say, the no-convergence null hypothesis is commonly interpreted as the rejection of the joint hypothesis that individual output differential series are divergent. However, it may only take convergence in a subset of countries, which are not identified by the test, to obtain the rejection result. To address the possible ambiguity, we will examine the convergence behavior of individual output differential series in a panel framework. The third issue is the use of sample-specific critical values. Even though the statistical procedures usually have well defined asymptotic behavior, their performance in finite samples is quite difficult to evaluate analytically. To ensure proper inferences, we use artificial data generated according to parameters estimated from actual output differential series to derive the critical values.
We define the empirical specification of output convergence in the next section. The definition is similar to the time-series version of convergence introduced in Bernard and Durlauf (1996) . The statistical tests are described in Section 3. In this section, we introduce two panel unit root tests (Im et al., 1997; Taylor and Sarno, 1998) , a panel framework to evaluate the convergence behavior of individual output differential series (Breuer et al., 2002) , and the panel stationarity tests (Choi and Ahn, 1999) . In the same section, we also detail the generation of the sample-specific finite sample critical values. The empirical results are presented in Section 4. Two sample periods are considered-one from 1950 to 1992 and the other from 1885 to 1994. A larger sample size usually entails better information. Indeed, our exercise shows that the information in the shorter sample does not give an unequivocal inference on convergence. The longer output data series, however, yield unambiguous evidence on output convergence. Section 5 contains some concluding remarks.
Empirical specification of output convergence
A time-series based approach to investigate output convergence has been proposed by Bernard and Durlauf (1996) and Quah (1992) . According to Bernard and Durlauf (1996) , there is output convergence between two countries if the longrun forecasts of their real per capita outputs are the same. If pairwise convergence holds for all the pairs of countries under consideration, then there is convergence of all the countries simultaneously. To make the definition operational, time-series convergence between two countries requires that their real per capita output differentials are stationary. In this case, the test for convergence is translated to a test for the stationarity of output differentials.
Empirical studies adopting the notion of time-series convergence usually test the null hypothesis of no convergence against the alternative of convergence (Bernard and Durlauf, 1995; Evans, 1998; Li and Papell, 1999) . Specifically, let Y i,t be the (logarithm of the) country i's real per capita output at time t and let Y Ã;t be the output variable of the benchmark country. The no-convergence hypothesis is stated as
where x i,t is the real per capita output of country i relative to the benchmark country, N þ 1 is the total number of countries in the sample, and I(1) denotes a unit root non-stationary process. Standard procedures, such as augmented Dickey-Fuller tests, are commonly used to test the I(1) null against the stationary alternative. It is well known that the standard unit root tests have low power against stationary but persistent alternatives. The use of (1) as the null hypothesis may lead to the bias of accepting the no-convergence hypothesis. One way to address the issue is to consider a different null hypothesis. For instance, if the information content of the data is not rich enough to differentiate the different types of output dynamics, then the data will not reject the convergence or the no-convergence hypothesis. Taking stationarity as the null hypothesis offers an avenue to check if the acceptance of no convergence is due to the lack of power or if the data actually display diverging dynamics. The null hypothesis of convergence is given by
where I(0) denotes a stationary stochastic process. When the data offer a clear indication of non-convergence, the stationary null hypothesis will be rejected. The results from testing both the non-stationary null hypothesis (1) and the stationary null hypothesis (2) offer some complementary information to evaluate the competing hypotheses. When we fail to reject both (1) and (2), the data just do not allow us to separate these two types of convergence dynamics. However, if we reject (1) as the null hypothesis and do not reject (2) as the null, then the evidence is in favor of cross-country convergence. Alternatively, a strong evidence of no convergence is established if the null (2) is rejected but (1) is not rejected.
The examination of both the null hypotheses of stationarity and non-stationarity provides a level field to evaluate output convergence dynamics. However, it does not directly address the power issue. One way to extract more information from cross-country data is to use a panel procedure, which incorporates interactions between data series. In this exercise, we employ a few panel procedures to improve the power performance. Another way to improve the power performance is to work with a long data series. Thus, in addition to a post-WWII sample, we examine a longer history data set to see if it gives a more definite conclusion on convergence dynamics.
Statistical procedures
In this section, we describe the statistical procedures used to evaluate the output convergence dynamics. While the univariate unit root ADF test is a standard technique, the recently developed panel stationary/non-stationary procedures are not very commonly utilized in this literature. Thus, we provide a brief description of these procedures in the following subsection. However, readers who are mainly interested in the empirical results can skip this section and move directly to the next one.
Univariate unit root test
The augmented Dickey-Fuller test (ADF, hereafter) is quite commonly used to investigate the stationarity property of individual output differential series. The test is based on the regression equation
The null hypothesis of unit root non-stationarity is rejected if the coefficient b i,0 is significantly less than zero. The inference is based on the usual t-statistic of b i,0 , which has a non-standard distribution. The Akaike information criterion is used to determine the lag length parameter p i . The test procedure allows for both a constant and a time trend. The presence of the constant term is to accommodate the possibility of parallel per capita output paths, which Li and Papell (1999) labeled deterministic convergence. As pointed out by Evans (1998) , many interesting exogenous growth models predict that countries have the same long-run output growth rate, which are determined by technical knowledge and have parallel output paths. The trend term is included to ensure the test result does not depend on the value of i (Evans and Savin, 1984) . West (1987) also points out that the ADF test is inconsistent if the process is stationary around a time trend and the trend term is not included. In fact, for the results reported in the next section, the trend term is always not significant. It is recognized that the inclusion of such a trend term will lower the power of the test. However, as one of the safeguards against misleading inferences, we choose to keep the trend term in the regression and accept a power loss. Instead, the panel procedures are adopted to enhance the power performance.
Panel unit root tests
Over the past decade, several statistical procedures have been developed to test for unit roots in a panel setting Lin, 1992, 1993; Quah, 1994) . One potential benefit of using a panel procedure is the information gained from pooling data across different series. The information gain can improve the estimation efficiency and the power of the testing procedure. In the following subsections, we describe three recently advanced panel unit root tests and their special features. Im et al. (1997) propose a Lagrange multiplier (LM) statistic to test for the presence of unit roots in the panel framework. The LM statistic is based on the average of individual Lagrange multiplier statistics (LM i 's) for testing b i,0 ¼ 0, for all i ¼ 1, . . . , N. Specifically, the LM test statistic and the null hypothesis are given by
Lagrange multiplier test
and
Under conditions given in Im et al. (1997) , the standardized LM statistic has an asymptotic standard normal distribution under the null hypothesis (5). See Im et al. (1997) for a detailed discussion of the test statistics. Note that under the null hypothesis given by (5), there is no convergence between any pair of countries. Compared with some previous procedures Lin, 1992, 1993; Quah 1994) , the LM test allows a higher degree of heterogeneity in the cross-sectional data. For instance, the length parameter p i can vary across individual series. Also, the cross-sectional correlation induced by a common time effect can be handled using cross-sectionally demeaned data. Sarno and Taylor (1998) and Taylor and Sarno (1998) propose a panel version of the ADF (MADF hereafter) test. To implement the test, (3) is estimated as a system of N equations using the feasible generalized least squares technique and the standard Wald test statistic is used to evaluate the null hypothesis given by eq. (5).
Panel ADF test
Again, the null hypothesis of the MADF test is a joint hypothesis of no convergence between any pair of countries. The MADF test allows for different lag parameters in individual series. Compared with the Im et al. LM test, the MADF test has a more flexible structure to accommodate cross-sectional correlation. Taylor and Sarno (1998) show that, using the Monte Carlo method, the MADF test has better power properties than the univariate ADF procedure.
3.2.3 SURADF test for a unit root in individual series The LM and MADF tests discussed in the previous subsections achieve power improvement by exploiting the multivariate nature of the system. However, a rejection of the null hypothesis by the LM and MADF tests should be interpreted with caution. Because of the joint nature of the null hypothesis, the null hypothesis that all country pairs do not converge can be rejected if one or more real per capita output differential series display convergence. Thus, when the null hypothesis is rejected, we do not know if convergence exists in some or all the countries under consideration. These two panel unit root tests are not able to identify which members of the panel achieve convergence. Thus, the two procedures do not yield unambiguous evidence on convergence even the no-convergence null hypothesis is rejected. Breuer et al. (2002) devise a panel procedure, labeled SURADF test, to test for the presence of a unit root in an individual series. The procedure constructs the test statistics within a panel framework but evaluates the unit root property series by series. In doing so, the procedure exploits information embedded in the system and yields evidence on which member of the system is (non-)stationary. That is the SURADF test offers a way to improve the chance of rejecting a false null hypothesis of non-stationarity and alleviates the ambiguity that arises with a joint null and alternative hypotheses of 'all series are non-stationary/not all series are nonstationary'.
In essence, the feasible generalized least squares method is used to estimate the system of N equations and the null hypothesis
is examined individually for i ¼ 1, . . . , N. As the statistics are estimated within a system, it is not appropriate to use the standard ADF critical values to appraise their significance. Breuer et al. (2002) recommend the use of sample-specific critical values to conduct the statistical inference.
Panel stationarity tests
The tests presented in the previous subsections have non-stationarity, or no convergence, as the null hypothesis. If these tests have low power, then the noconvergence result will be erroneously established. Recently, Choi and Ahn (1998) 
tr denotes the trace of a matrix.S S t is the partial sum P T t¼1X X k where the transformed variableX X t is derived from
where X t is the N Â 1 vector containing x i,t , i ¼ 1, . . . , N. is the heteroscedasticity and autocorrelation consistent covariance matrix estimator
where k(n/l) is a quadratic spectral kernel and l is a bandwidth parameter capturing the serial correlation in the data. It is known that pre-whitening the data with a low-order AR regression yields a more accurate covariance estimate. Thus, in our exercise, the covariance matrix is estimated by the Andrews and Monahan (1992) prewhitened kernel estimator, which applies the Andrews (1991) data-dependent method to determine the bandwidth parameter. Following Choi and Ahn (1998), we set l equal to integer [(T/ 100) 0.25 ] if the data-dependent method gives a bandwidth parameter that is greater than T 0.65 . In this exercise, we have ¼ 8, 10, and 12. The prewhitening of ÁS S t is accomplished using a VAR(1) operator, and the filtered data are used to construct C(n).
Choi and Ahn (1998) suggest the SBDH statistic can be calculated using another transformed variable S Ã t , defined by
WhenS S t is replaced by S Ã t in (7), we label the resulting statistic SBDHT. Both the SBDH and SBDHT statistics test the null hypothesis that all individual series are stationary. The alternative is that not all of the series in the panel are stationary. That is, under the null hypothesis, output data series under consideration converge simultaneously. Under the alternative hypothesis, convergence does not hold for at least one country. Thus, results from the SBDH and SBDHT tests are complementary to those from the panel unit root tests. However, similar to the LM and MADF panel unit root tests, a rejection of the SBDH and SBDHT tests has to be interpreted with caution. The rejection of stationarity by the SBDH and SBDHT tests imply some or all the series are non-stationary, but the tests do not identify which ones are non-stationary.
Sample-specific critical values
The finite-sample behavior of the panel test statistics can be very different from the one implied by their asymptotic distributions. To minimize the finite-sample effects on our empirical results, we rely on sample-specific critical values to draw statistical inferences. Since both the null hypotheses of stationarity and nonstationarity are considered, we fit an ARIMA and an ARMA model to each output differential series. The model specification is determined by the information criterion. The estimated residuals are used to produce the covariance matrix of the error term. These parameter estimates, then, define the data generating process.
For each panel unit root test, a pseudo-random sample N Â (T þ 100) is generated according to the estimated ARIMA and covariance matrix specifications under the null hypothesis. The first 100 observations of each series are dropped to minimize the effect of initial conditions. The sample test statistic is then calculated. The sample-specific critical values for the panel stationary tests are generated in a similar fashion using the stationary specifications. All the sample-specific critical values reported below are based on 10,000 replications in each experiment.
Empirical results
The procedures described in the previous section are used, together with the corresponding sample-specific critical values, to evaluate the output convergence hypothesis. Data from the G7 countries are used.
The Summers and Heston data set: 1950-1992
The output data from Penn World Table are widely used in empirical studies of growth and convergence. The current version, Mark 5.6, is a revised and updated version of the preceding Mark 5 (Summers and Heston, 1991) . The annual data on GDP per capita in real terms from the G7 countries are considered. Purchasing power parity conditions are incorporated in the compilation process to make these output data comparable across countries. The real series are computed using a chain index expressed in international prices with 1985 as the base year. The sample period is from 1950 to 1992. In this exercise, the US is the benchmark country. For the term 'output differential' is used to denote the real per capita output in a country relative to the real per capita output in the US. 4.1.1 Univariate analysis First, we apply the ADF test to the output differentials. The null hypothesis of non-stationarity is interpreted as no convergence with respect to the US data. The results, presented in Table 1 , show limited evidence of convergence. The estimate that indicates output differential persistence displays a wide range. The half-lives implied by these estimates range from less than a year (United Kingdom) to over 10 years (Japan). Despite the estimated wide spectrum of persistence, the data on output differentials seem quite noisy. With the exception of the German output differential series, the null hypothesis of non-stationarity is not rejected. The no-convergence result is similar to those reported in earlier studies adopting the time-series approach (Bernard and Durlauf, 1995; Quah, 1992; Li and Papell, 1999) .
While the univariate ADF test does not offer positive evidence on convergence, the univariate analysis provides two useful pieces of information about output dynamics. First, individual output differential series tend to have dissimilar lag structures. Second, there is considerable comovement among the output differential series as indicated by the correlation of residuals from the individual least squares estimation of (3). The Canadian output differential series has the lowest level of comovement with others-the correlation coefficients between the Canadian and other national series vary from À0.02 (Canada-UK) to 0.27 (Canada-France). For the other output differential series, the correlation coefficients of the estimated residuals are usually positive and large. In fact, the residual correlation coefficients range from 0.41 (Italy-UK) to 0.76 (France-Italy).
Both the heterogeneous lag structure and the correlation between series have implications for panel tests. For instance, if heterogeneous lag structure and crossequation correlation are not properly accounted for, they have non-trivial effects on the size and power of panel tests (O'Connell, 1998; Papell and Theodoridis, 2000; Taylor and Sarno, 1998) . Thus, the panel results reported in the following are all based on the tests that allow for both heterogeneous lag structure and cross-equation residual correlation. The effects of these two factors on finitesample performance are accounted for using sample-specific critical values. 54 testing for output convergence Taylor and Sarno (1998) , for example, allude to the possibility that the presence of one stationary series can lead to the rejection of the joint hypothesis that all the individual series are non-stationary. That is, rejecting the joint null does not tell us whether all or some of the elements of the multivariate system are stationary. However, the current exercise illustrates the other possibility. The non-rejection of the null does not necessarily mean all the member series are non-stationary. Due to the lack of power, a panel unit root test may disguise the stationarity of a member series. As indicated in Table 1 , the German output differential series is stationary. The panel unit root tests, nonetheless, do not reject the null that all the series are nonstationary. Thus, one should interpret these panel test results with caution.
We used the Breuer et al. SURADF test to investigate individual output differential convergence in the panel setting. The results are given in Table 3 . Both the estimates (b b i:0 þ 1)'s and the test results are similar to those based on the univariate ADF tests.
2 There is only evidence of convergence between the German and US output data as the German output differential series is found to be stationary. For the other countries, there is no sign of convergence with the US output. Thus, the potential power gain from using a panel framework does not yield stronger evidence for output convergence. Compared with the panel tests, the univariate ADF seems to still have a role in studying output convergence.
The test results derived from both univariate and panel unit root tests offer limited support for the output convergence hypothesis. However, it is possible that the finding of no convergence is due to the inability of the procedures to rejection the null hypothesis-either because of the low power of the procedures or y.-w. cheung and a. garcia pascual 55 The stationarity test results are in stark contrast with the unit root test results. Both the SBDHT and SBDH statistics do not reject the null hypothesis that all the series are stationary. Specifically, for d ¼ 10, the SBDHT statistic has a p-value of 37.68% and the SBDH statistic has a p-value of 45.35%-both fail to reject the joint null of stationarity even at the 10% level. That is, if the null hypothesis is 'convergence exists simultaneously in all country pairs', then the data do not contradict the notion of output convergence.
Given the unit root and stationarity test results, what can we say about the output convergence hypothesis? The inference is disconcertingly dependent on the way the null hypothesis is set up. While the unit root tests do not reject the no-convergence hypothesis, a result that is consistent with previous studies adopting the time-series approach, the stationarity tests reveal the data can be supportive of the convergence hypothesis. There is one probable interpretation of the non-confirmatory results. The information content of the output differential data is not sharp enough for the testing procedures to discriminate between convergence and no convergence. 56 testing for output convergence In the previous subsection, the results based on the post-WWII sample period indicate that output data may not be informative enough to yield an unequivocal conclusion on output convergence. One possible remedy is to employ a more informative data set. Maddison (1995) provides an alternative data set to examine output convergence. The data set is also commonly used in output dynamics analysis (Bernard and Durlauf, 1995; Evans, 1998; Li and Papell, 1999) . One advantage of the Maddison data set is that, compared with the Penn World Table, it covers a longer sample period. The data are comparable across countries and have been adjusted for changes in national boundaries. The sample period is from 1885 to 1994. The results of the univariate and panel unit root tests are reported in Tables 5, 6 , and 7. In general, the (b b i:0 þ 1)'s suggest that the point estimates of output persistence in the post-WWII sample and the Maddison data set are quite comparable.
y.-w. cheung and a. garcia pascual 57 The United Kingdom output differential series is the notable exception; (b b i:0 þ 1) in Table 5 is larger than the corresponding one in Table 1 . Thus, if the Maddison data set rejects the unit root hypothesis, the result is likely driven by the improved information in the longer sample. Despite the increase in the sample size, the univariate ADF test still gives limited support for convergence. Only the French output differential series rejects the unit root hypothesis at the 10% level; indicating the US and French output data converge over time. Other output differential series show no significant evidence of convergence.
The Im et al. and Taylor and Sarno panel unit root tests, on the other hand, deliver a completely different picture (Table 6 ). Both tests convincingly reject the joint null of non-stationarity. Thus, with the information in the long historical data, the LM and MADF panel unit-root tests are able to provide strong evidence in favor of convergence, which is in sharp contrast with the results for the post-WWII data. Thus the combination of a long data series and efficient panel tests contributes to a positive result of convergence. However, there is still a question of whether all or just some countries display convergence.
The Breuer et al. SURADF test results highlight the possibility that the rejection of the joint non-stationary null hypothesis does not necessarily mean all the output differential series are stationary. Indeed, the SURADF test reveals a diverse pattern of convergence behavior among individual output differential series and suggests the rejection of the joint non-stationarity null hypothesis is driven by the stationarity of some but not all the output differential series. Table 7 indicates that there is no convergence between the US and Japanese output series. Again, the results point to the potential ambiguity in interpreting findings from panel unit root tests. While the results with the Maddison data set are more favorable to the convergence hypothesis, the results from the SURADF test suggests that a subgroup in the panel may be responsible for the findings from the other tests.
Broadly speaking, the results of the Choi and Ahn tests reported in Table 8 corroborate the unit root test results. For the recommended d values, both the SBDHT and SBDH statistics fail to reject the null of simultaneous convergence between the G7 countries. These results reinforce those in Tables 6 and 7 and constitute strong evidence of convergence. Nevertheless, given the SURADF test 58 testing for output convergence results, the non-rejection of the joint stationarity null also disguises the possibility that some series in the system are non-stationary.
Discussion
When the same set of procedures are applied to the output differential series from Summers and Heston (1991) and Maddison (1995) , they generate different inferences on output convergence. It can be argued that the discrepancy is attributed to sample differences. As the Maddison sample is longer than the Summers and Heston sample, the former contains more information about output dynamics than the latter. This observation is consistent with the findings that the Maddison sample offers much more precise statistical evidence of convergence than the Summers and Heston data set. Thus, data information, which has significant implications for discriminating among different types of output convergence behavior, is an important factor in studying the output dynamics.
Empirical studies on output convergence should benefit from both the use of a longer sample period and more efficient panel procedures. It is known that the data from Summers and Heston (1991) and Maddison (1995) are constructed differently. The different ways to compile the data can impute dissimilar dynamics in the output data and lead to different convergence results. To explore this possibility, we apply the same tests to the Maddison data set for the sample period ; that is the same period covered by the Summers and Heston data set. The results, reported in the Appendix, are qualitatively the same as those in Tables 1 to 4 . Again, the inference on output convergence in the shorter sample period depends crucially on whether convergence or no convergence is taken as the null hypothesis. Thus, the information content of the data, rather than data construction method, is the probable reason behind the discrepancy in inferences on output convergence reported in the previous subsections.
To shed some light on the power of the joint hypothesis unit root and stationarity tests, we evaluate the sample-specific empirical power of the LM, MADF, SBDH, and SBDHT. In evaluating the power of the LM and MADF tests, we generate the data according to the VAR models that best fit the data and use the sample-specific finite sample critical values to determine the rejection frequency. The number of replication is set to 1,000.
3 For the post-WWII sample period, the rejection rates of the LM and MADF tests are, respectively, 89.4% and 95.6% at the 5% significance level. For the Maddison sample period, the rejection rates are 97.5% (LM) and 99.3% (MADF). The simulation exercise indicates both the LM and MADF tests have very good empirical power.
The best-fitted integrated VAR models are used to generate artificial data to assess the sample-specific empirical power of the panel stationarity tests. Using the sample-specific finite sample critical values, the SBDH and SBDHT tests appear to have limited power to reject the integrated VAR specifications. For instance, consider the 5% significance level and d ¼ 10. In the post-WWII sample period, both SBDH and SBDHT tests have a rejection rate lower than the size of the test. For the Maddison sample period, the empirical power improves slightly to 10.0% (SBDH) and 16.6% (SBDHT). Apparently, the simulation results reflect the usual power concern about statistics based on nonparametric kernel methods to control for heteroskedasticity and serial correlation.
Concluding remarks
The time-series framework is used to investigate the presence (absence) of output convergence among the G7 countries. Arguments for and against the output convergence hypothesis are made based on whether an output differential series is stationary or has a unit root. In this exercise, we approach the empirical issue of output convergence from two perspectives. First, we consider no convergence as the null hypothesis. In this case, the hypothesis of no convergence enjoys the benefit of doubt in the sense that its rejection requires some strong evidence against it. Second, we assess the null hypothesis of convergence. The study of cross-country output dynamics from both viewpoints gives an equal opportunity for both convergence and no convergence to be validated by the data as the null hypothesis.
Our empirical results suggest that the inference about output convergence can be dictated by the choice of a null hypothesis. A conclusion of no output convergence can be reached just because no convergence is considered as the null hypothesis. Further, the no-convergence result reported in previous studies pursuing the timeseries definition may be attributed to the low power of the test procedures being used. While short output data series or the use of univariate unit root procedures yields very limited support for the convergence hypothesis, the combination of long sample and efficient panel procedures delivers a more favorable result for the same hypothesis.
In addition to the issue of output convergence, the empirical exercise raises a few interesting observations. For example, the results from a typical panel unit root or stationarity test have to be interpreted with caution. A non-rejection of a joint non-stationarity (stationarity) null hypothesis is not a sine qua non for all the series to be non-stationary (stationary). Similarly, the stationarity (non-stationarity) of a subset of series can lead to the rejection of a joint non-stationarity (stationarity) null hypothesis. Specific panel procedures have to be implemented to determine the stationarity property of individual series. In our exercise, the use of the Breuer et al. SURADF test helps identify the countries in the sample that converge.
Another issue is related to the presence of convergence clubs (Quah, 1997; Evans, 1998) . In the two data samples examined, there are signs that countries have diverse convergence patterns. Even among the G7 nations that are quite homogenous the convergence in output does not occur simultaneously across all the countries. The result lends considerable support to the notion of convergence clubs in which member countries converge to a club-specific steady state. Thus, empirical studies of output convergence should allow for the presence of convergence clubs. 
