The penetration of renewable energy sources into the electric power system is rapidly increasing.
INTRODUCTION
The use of fossil fuel as an energy source introduces several environmental concerns due to greenhouse gas emissions and environmental pollution. Furthermore, the worldwide price fluctuations and uncertainty in fossil fuel has become a challenge in securing sustainable power systems. These reasons increase the requirement of clean, safe and environmental friendly power sources. Therefore the use of environmental friendly, sustainable and renewable energy sources such as photovoltaic (PV) and wind power has been increasing [1] . Renewable energy sources can be used with an alternative power or demand side management technologies to get maximum penetration of clean energy.
Among the existing renewable energy sources, the use of PV plants is increasing due to the high presence of solar insolation in many places for longer periods of time and incentives from governments to encourage clean sources of energy [2] .
Even though the use of renewable energy has advantages compared to use of fossil fuels, concerns still exist in the reliability and security of the power systems with high integration of PV power. The power and frequency fluctuations in systems with utility-scale MW PV plants affect the steady state and transient stability of the system due to the unpredictable variable PV generation [3] . PV power generation mainly depends on weather conditions such as solar irradiance, temperature and cloud covers. The effects of the variability and uncertainty caused by PV plants in bulk power system operation can be reduced by accurate short-term predictions of PV plant power outputs.
Artificial neural networks (ANNs) have been used widely for nonlinear prediction such as power system loads, wind power generation and PV power generation. Echo state network (ESN) and extreme learning machine (ELM) are reservoir based neural networks, which are rich in dynamics, fast and easy to develop. Therefore, these two network models are developed and compared for predicting PV plant power outputs during day and night conditions in this paper.
A two area four machine power system ( Fig. 1 ) is considered in this study. Area 1 transfers power to Area 2 which has a 200 MW utility-scale PV plant installation. The power system with the PV plant is simulated on the real time digital simulator (RTDS). The PV plant output in the RTDS simulation is generated using actual solar irradiance and temperature data captured by the Real-Time Power and Intelligent Systems (RTPIS) Laboratory weather station at Clemson, SC. Frequency and tie-line power flow control are essential to maintain the security of the power system.
In other words, fluctuations in the frequency and tie-line flow as a result of variations in the PV plant power needs to be minimized. A secondary control strategy, automatic generation control (AGC), with tie-line power flow control was implemented in Area 1 to maintain the desired system frequency and to minimize power fluctuations [4, 5] . AGC 3 is capable of increasing/decreasing power outputs of conventional generators (G1 and G2) in Area 1, varying the tieline power flow to balance the PV power variability and achieve maximum penetration of PV power in Area 2. The AGC in Area 1 accomplishes the above mentioned objectives using predicted PV power reference values to control the tie-line power flow. The optimal frequency bandwidth of the AGC is determined by simulating the system with different PV power prediction time steps. Phasor measurement units (PMUs) are used to provide input signals to the automatic generation controllers in the two area power system. The remainder of this paper is organized as follows. Section 2 describes the two-area power system with an utilityscale PV plant used in this study. The tie-line bias control with PV power prediction is described in Section 3. Section 4 describes the reservoir based learning networks used to predict PV power output. Typical results obtained are presented in Section 5. Finally, conclusions are given in the Section 6.
POWER SYSTEM WITH PHOTOVOLTAIC PLANT INTEGRATION
In this study, a two-area four-machine power system is considered. A 200 MW PV plant consisting of four 50 MW PV plants is integrated to Area 2 as shown in Fig. 1 . The two areas are connected by two parallel transmission lines.
Each area has two synchronous generators, G1 and G2 in Area 1, and G3 and G4 in Area 2, all rated at 900 MVA [5] .
Four 50 MW PV plants are connected to a 230 kV utility transmission grid through a double converter and transformer stage as shown in Fig. 2 . The first conversion stage is from dc to dc using a boost converter, and the second stage is from dc to ac. Maximum power point tracking (MPPT) is implemented in the first stage. In the inverter controller (second stage) design, the simple principle that active power corresponds to the phase angle difference and reactive power corresponds to the voltage magnitude difference was utilized. The inverter was bi-directional, meaning that it supplies ac power to the transmission grid and could supply instantaneous dc power to the dc bus, if necessary.
All the generators are equipped with their primary controllers, including turbine governors and automatic voltage regulators. Under normal conditions with no PV power penetration, 400MW power flow is observed from Area 1 to Area 2 [2, 5] . Seven PMUs are placed in the power system at the generator buses (1, 2, 3 and 4), ends of the tie-lines (buses 7 and 9) and the PV plant point of common coupling (bus 12) to measure the generator power outputs, area frequencies, tie-line power flow, and PV power generation respectively.
Real time weather profiles, solar irradiance and temperature, are used to simulate the PV plant generation (Fig. 2) .
The weather profiles are measured by the weather monitoring system at the RTPIS Laboratory, Clemson University, SC, USA. These weather parameters are passed onto the RTDS to implement a real-time simulation of the PV plant power outputs. Corresponding PV power outputs are captured for the respective temperature and solar irradiance measurements for ESN and ELM model developments. Variations of solar irradiance and temperature during a typical day time are shown in Fig. 3 (a) and (b). The entire system used for this study including power system, PV plant that is integrated into Area 2 and PMUs are developed on a real-time platform based on the RTDS for power systems. respective area frequency at 60Hz. In addition, Area 1 AGC regulates the tie-line power flow. Thus, the AGC in Area 1 performs tie-line bias control [2] . This is achieved by calculating area control error (ACE) as given in (1) and adjusting the power outputs of the generators in Area 1 (G1 and G2) to make ACE equal to zero. Real time PV plant generation information in Area 2 is used in the ACE calculation in Area 1. This allows for maximum utilization of the PV plant generation in Area 2 in supplying its load demand.
where  R  is the balancing authority's bias factor.  f  is the difference between the Area 1 frequency, f_PMU, and reference frequency, fref, as shown in Fig. 4(a) .
The deviation in tie-line power flow from its commanded reference value due to the response time of AGC (frequency bandwidth) is minimized by predicting the PV plant power output. The reservoir based learning networks developed to predict PV power are described in the next section. The prediction time step is synchronized with the optimal frequency bandwidth (response time) of the AGC in Area 1. An optimal prediction time step is determined to minimize the tie-line power flow deviation. Details on determining an optimal prediction time step based on a metric the authors have defined is described in Section 5. 
Extreme Learning Machine
Extreme learning machine is a single hidden layer feedforward neural network (SFFN) whose hidden layer parameters need not to be learned. Figure 5 shows basic network architecture of ELM. In an ELM, the hidden nodes are randomly chosen and the output weights are analytically determined. Thus, the slow learning observed in feedforward neural networks such as multilayer perceptron is addressed by ELMs. ELM is extremely fast in learning the input-output mapping [6] . The ELM output and weight computations are explained as follows [7] .Consider n arbitrary distinct samples 
 Calculate the output weights (readout weights) out
where pinv (H) is Moore-Penrose pseudoinverse of H, and T is the transpose of the training output matrix. Finally, output is calculated as in (4) ()
Echo State Network
Echo state network is a recurrent neural network (RNN), whose training process is easier and requires less computational effort compared to traditional RNNs of similar size [8] . Fig. 6 shows basic structure of ESN. 
The dimensions of the weight matrices are as follows
The activation of reservoir units for i+1 th time step is updated according to (5) [11] .
where f is activation function for reservoir neurons.
Readout weights matrix is computed using (6) .
where M is the matrix of concatenated input/reservoir/previous target output states )
and pinv(M) is the Moore-Penrose pseudoinverse of M. T is the sigmoid-inverted output tanh -1 (Y(n)) as a row. Finally, the ESN output is computed according to (7) .
where fout is activation function for output neurons.
ESN's reservoir needs to satisfy certain conditions and these include: i) The reservoir should be rich in dynamics
for the learning performance [12] ; ii) The reservoir should satisfy the echo state property, that is the state of the reservoir X (i) should be uniquely defined by the fading history of the input U(i) [11, 13] . To ensure the echo state property, reservoir matrix should have a sparse connectivity; and iii) The reservoir size, spectral radius of the reservoir weights matrix and scaling of inputs should be carefully chosen to reach the maximum performance of the ESN [15].
RESULTS AND DISCUSSION

Measurement of the Effectiveness of Tie-line Power Flow Control
A metric, given in (8) , is defined to measure the effectiveness of tie-line power flow control with and without prediction of PV power signals and to allow for selection of an optimal time step for predicting the PV power. Fig. 4(a) ; and  n is the number of data points sampled over a given period of time.
The metric is a normalized unit less scalar value. Thus, this allows for experimentation over different time horizons. This is important as different seasons will change the duration of daylight presence, especially for places in the Northern and Southern hemispheres.
For a perfect tie-line power flow control, the ideal value of (8) is zero. To attain this ideal value or to get as close as possible, the predicted value of PV power which determines the reference power, Pref ' , needs to be carefully estimated. The magnitude of the predicted PV power needs to account for the anticipated time delay in generators (G1 and G2 in Area 1) attaining the desired dispatch. In other words, the anticipated time delay is the prediction time step (tp) that needs to be synchronized with the frequency bandwidth of the AGC in Area 1.
Optimal Prediction Time Step
For the power system studied in this paper (Fig. 1) , the response times of the Area 1 and 2 AGCs are found to be in order of 30 to 40 seconds. Therefore, ESN/ELM models are developed to predict PV output for three different time steps in this range for this study. A second metric called the factor of reduction is defined in (9) to choose an optimal time step of three possibilities ((30s, 35s and 40s). 
Comparison of ESN and ELM Performances under Day and Night Conditions
In order to validate the findings from Tables I and II that focused training is required, but this means two different ESNs will be needed, one for day time conditions and other for night time conditions. Two ESN models are essential in order to get good performance for both conditions due to their dramatic differences. Fig. 11 shows the corresponding variation of frequency in Area 1 and Area 2. The predicted PV power is 35s ahead (optimal time step) in this case study. Table IV shows You will need to convert your PICT file to another format or fix the current PICT file, then re-submit it.
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