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Introduction 
There is substantial debate on the most appropriate models and resultant effect measures for 
cross- sectional studies when using binary outcomes. The most easily interpretable effect measure is the 
risk ratio or relative risk (RR) reported as so many times more likely and calculated as P1/P0 where P is 
the probability and 1 and  0 are the exposed and non-exposed groups. However, odds ratios (OR) 
calculated as ( )
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1
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−
− , are often used because of the ease of using logistic regression models [1]. 
Because of the difficulty in understanding ORs they are often incorrectly interpreted as a RR. For rare 
outcomes, RRs and ORs do coincide, but when working with frequent outcomes, which are often 
collected through cross-sectional surveys, the OR can strongly overestimate the RR [1,2].  
Barros and Hirakata 2003 [2] and Lee et al 2009 [3] compared models from which RRs, and the 
corresponding confidence intervals, are able to be produced including Cox regression with equal times 
of follow-up assigned to all individuals, log-binomial regression using a generalized linear model with a 
logarithmic link function and binomial distribution for the residual, and modified Poisson regression 
models incorporating the robust sandwich variation. They concluded that “the Poisson Regression 
model incorporating the robust sandwich variance should be used in cross-sectional studies for 
estimating prevalence ratios (PR)”. Lee et al 2009 also pointed out that “in terms of mathematical 
properties, the logistic model is undisputedly the best model for binomial Y” [3]. However, neither had 
examined model fit or non-symmetry in their analysis. 
 
 
Methods 
We compared Poisson regression using GENMOD procedure and logistic regression using 
SURVEYLOGISTIC procedure in SAS [4]. The model examined the association between any 
sunburn/no sunburn and season using winter as the reference category adjusting for age group, sex and 
sun protection index.  Given the strong statistical arguments in favour of logistic regression [3] we also 
sought to compare the goodness of fit to the sunburn data. As a way of doing so, we considered the 
following blended binomial regression model which smoothly interpolates between a log link and a 
logistic link: 
𝑃[𝑌 = 1] = 𝜃 + (1 − θ) �1 + ).....exp( 11 kk zz ββ ++ ��  
which is equivalent to log regression when 𝜃=0 and logistic regression when 𝜃=1. We fit this model to 
the data by maximum likelihood, for values of 𝜃 fixed at 0, 0.05, …, 1. This enabled us to find the 
maximum likelihood estimator of 𝜃, and to test null hypotheses of 𝜃 =0 and 𝜃 =1 using the asymptotic 
likelihood ratio test [5] (ignoring for simplicity that 0 and 1 lie on the boundary of the parameter space 
of 𝜃).  
Results and Discussion 
As shown in Table 1 the crude RR from Poisson regression model for sunburn was 5.45 and the 
logistic regression model provides a crude OR of 6.68. In both crude models and adjusted models the 
differences that were significant were the same. However in the adjusted models the difference between 
the RR and the OR are even larger (5.60 and 7.42) and if reported incorrectly (ie 7.42 times more likely 
rather than 7.42 times the odds) as is often done in the literature [6,7] it would imply that the prevalence 
of sunburn in summer after adjusting for age group, sex and sun protection is 30% higher rather than 
22% as measured. When the blended log/logistic binomial model was fitted the maximum likelihood 
estimator of 𝜃 was 1, indicating that the best fitting blended model was in fact the log regression when 
the outcome was sunburn. The p-value for this value was therefore 1, while the p-value for the null 
hypothesis of  𝜃 =0 was 0.03, indicating the logistic model fits significantly worse at the 5% level.  
When we inverted the outcome, ie using no-sunburn as the outcome, then the OR for summer 
compared to winter was 0.15 and the RR was 0.82 as shown in Table 1. So if the OR was interpreted as 
an RR then it would imply that 14% of the population has no-sunburn in summer rather than 78% as 
measured. When the blended log/logistic binomial model was also fitted for the outcome of no-sunburn 
the maximum likelihood estimator of 𝜃 was 0, indicating that the best fitting blended model was the 
logistic model because of probabilities greater than 1 in the Poisson models. This highlights the need for 
a model that allows for the calculation of PR which does not have issues with non-symmetry and will 
not produce probabilities greater than 1. Such a measure, the model-adjusted risk ratio has been 
suggested by Bieler et al (2009) [8], but further exploration in this area is required.  
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Table 1: Prevalence estimates and crude and adjusted relative risks for the association between 
sunburn/no sunburn and season. NSW, 2007 
 
Categories Prevalence 
Crude   Adjusted 
RR (95% CI) OR ( 95% CI) RR (95% CI) OR ( 95% CI) 
Sunburn 
Spring 7.4 (5.9-8.8) 1.86 (1.29-2.66) 1.92(1.32-2.82) 1.99 (1.38-2.87) 2.13 (1.43-3.15) 
Summer 21.6  (18.7-24.6) 5.45 (3.92-7.58) 6.68 (4.67-9.55) 5.60 (4.02-7.80) 7.42 (5.12-10.76) 
Autumn 11.7 (10.0-13.3) 2.94 (2.11-4.10) 3.20 (2.25-4.55) 2.91(2.08-4.07) 3.27 (2.27-4.71) 
Winter 4.0 (2.8-5.2) 1.0 1.0 1.0 1.0 
No sunburn 
Spring 92.6 (94.1-91.2) 0.96 (0.95-0.98) 0.52 (0.76-0.35) 0.96 (0.94-0.98) 0.47 (0.32-0.70) 
Summer 78.4 (81.3-75.4) 0.82 (0.78-0.85) 0.15 (0.21-0.10) 0.82 (0.79-0.85) 0.13 (0.09-0.20) 
Autumn 88.3 (90.0-86.7) 0.92 (0.90-0.94) 0.31 (0.44-0.22) 0.92 (0.90-0.94) 0.31 (0.21-0.44) 
Winter 96.0 (97.2-94.8) 1.0 1.0 1.0 1.0 
 
