Motivation: Protein-peptide interactions are one of the most important biological interactions and play crucial role in many diseases including cancer. Therefore, knowledge of these interactions provides invaluable insights into all cellular processes, functional mechanisms, and drug discovery. Protein-peptide interactions can be analyzed by studying the structures of protein-peptide complexes. However, only a small portion has known complex structures and experimental determination of protein-peptide interaction is costly and inefficient. Thus, predicting peptide-binding sites computationally will be useful to improve efficiency and cost effectiveness of experimental studies. Here, we established a machine learning method called SPRINT-Str (Structure-based prediction of protein-Peptide Residue-level Interaction) to use structural information for predicting protein-peptide binding residues. These predicted binding residues are then employed to infer the peptide-binding site by a clustering algorithm. Results: SPRINT-Str achieves robust and consistent results for prediction of protein-peptide binding regions in terms of residues and sites. Matthews' Correlation Coefficient (MCC) for 10-fold cross validation and independent test set are 0.27 and 0.293, respectively, as well as 0.775 and 0.782, respectively for area under the curve. The prediction outperforms other state-of-the-art methods, including our previously developed sequence-based method. A further spatial neighbor clustering of predicted binding residues leads to prediction of binding sites at 20-116% higher coverage than the next best method at all precision levels in the test set. The application of SPRINT-Str to protein binding with DNA, RNA and carbohydrate confirms the method's capability of separating peptide-binding sites from other functional sites. More importantly, similar performance in prediction of binding residues and sites is obtained when experimentally determined structures are replaced by unbound structures or quality model structures built from homologs, indicating its wide applicability. Availability and implementation: http://sparks-lab.org/server/SPRINT-Str Contact:
Introduction
Protein-peptide interactions play vital roles in drug design because of their involvement in various cellular processes such as DNA repair, replication, gene expression and metabolism (Pawson and Nash, 2003; Rubinstein and Niv, 2009) . In fact, 15-40% of protein-protein interactions are mediated by small peptides (Neduva et al., 2005) . Insight into this process has brought significant understanding of protein functions (Petsalaki and Russell, 2008) . Recently, new functional roles of protein-peptide interaction were described and investigated (London et al., 2012) . These interactions were implicated in human diseases especially in cancers (Penna et al., 2007; Tovar et al., 2006) and viral infections (Clare and Clary, 2004) . Therefore, there has been a growing interest to determine protein-peptide complex structures experimentally. Recent advance in structural biology has increased the number of these complexes significantly, and consequently provides better physical understanding of the interactions. The characteristics of the binding sites were studied in previous work (London et al., 2013; Stanfield and Wilson, 1995) . Like other protein-biomolecular interactions, peptides bind in the conserved region of the target protein (Ren et al., 1993) . In addition, peptides use hydrogen bonds to form interactions with their protein partner (London et al., 2010) . The peptide-binding regions in proteins appear to be dominated with large and flatter pockets (Olmez and Akbulut, 2012) . Despite these efforts, it remains challenging to study them experimentally due to small peptide sizes (Vlieghe et al., 2010) , weak binding affinity (Dyson and Wright, 2005) , and peptide flexibility (Bertolazzi et al., 2014) . Thus, it is desirable to have reliable computational methods to complement experimental studies. Most previous computational studies have focused on peptide-binding sites of specific protein domains such as MHC, PDZ, SH2 and SH3 (Guo et al., 2013; Hou et al., 2009; Kundu et al., 2013; Niv and Weinstein, 2005; Zhang et al., 2009; Zhou et al., 2005) . A general method applicable to all protein domains would be useful.
Direct docking of peptides onto protein structures can predictbinding residues by predicting protein-peptide complex structures. Examples of protein-peptide docking programs are Rosetta FlexPepDock (Raveh et al., 2011) , HADDOCK (De Vries et al., 2010) , Pep-SiteFinder (Saladin et al., 2014) , PepCrawler (Donsky and Wolfson, 2011) , GalaxyPepDock (Lee et al., 2015) , MDockPeP and CABS-dock (Blaszczyk et al., 2016) . However, docking methods are less feasible for docking typical peptides of lengths between 5 and 10 residues onto proteins with unknown binding sites because of large search space for flexible peptide conformations (Trabuco et al., 2012) .
To avoid peptide conformational sampling, different strategies have been developed to predict putative binding sites. Pepsite (Trabuco et al., 2012) employs spatial position specific scoring matrix (PSSM) derived from known protein-peptide complex structures to locate hot-spots on protein surfaces and determine binding sites based on distance constraints. FoldX (Verschueren et al., 2013) attempts to infer peptide-binding sites by employing interacting backbone fragment pairs.
However, the above methods are limited due to their requirement of binding peptide sequences that are not always known. To solve this problem, Peptimap (Lavi et al., 2013) maps and clusters potential binding sites by docking small molecule probes. More recently, ACCLUSTER (Yan and Zou, 2015) scans 20 amino-acid probes on the protein surface to locate strong interactions, and determines putative binding sites by clustering.
Previously, we have developed a sequence-based method called SPRINT (Taherzadeh et al., 2016a,b) to predict protein residues that bind to peptides by support vector machine technique. The method utilizes sequence profiles generated from multiple sequence alignment along with predicted local and global structural information from SPIDER2 (Heffernan et al., 2015 (Heffernan et al., , 2016 . This sequencebased approach has accuracy comparable to other methods. It is expected that inclusion of information from experimental structures or accurate structural models will further boost the prediction accuracy of binding residues.
In this study, we developed a novel machine learning-based approach called SPRINT-Str (Structure-based Prediction of Residuelevel INTeraction) to predict putative protein-peptide-binding residues and binding sites. Both structural and sequence-based information were integrated by a Random Forest (RF) classifier for prediction of binding residues, which was then employed to inferbinding sites using Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm (Ester et al., 1996) . We then compared the performance of SPRINT-str to other state-of-the-art methods in prediction of binding residues and binding sites and discrimination of peptide-binding proteins against DNA, RNA and carbohydrate-binding proteins.
Materials and methods

Dataset
The initial dataset of protein-peptide complex structures was obtained from the BioLip, where peptides have been defined as chains containing <30 amino acid residues (Yang et al., 2013) . We excluded any peptide-binding proteins of length <30 or containing less than three binding residues, where a binding residue is defined if any of its heavy atoms is within 3.5 Å from a heavy atom in the binding peptide (Taherzadeh et al., 2016a,b) . These protein chains were further clustered by 30% sequence identity with 'blastclust' in BLAST package (Altschul et al., 1997) , and one representative chain was randomly selected from each cluster. The final dataset consists of 1241 protein-peptide complexes with 16 678 binding residues out of totally 297 598 residues. We randomly selected 10% complexes as an independent test set and the remaining as a training set, to ensure that there is no systematic difference between training and independent test data. The training set contains 1116 proteins including 14 959 binding residues (TR1116) and 251 769 nonbinding residues, and the independent test set contains 125 proteins (TS125) including 1719 binding and 29 151 nonbinding residues. The ratio of binding to nonbinding residues in both sets is around 1:17.
Ten-fold cross validation (CV) was employed to train our method. That is, the training set (TR1116) was randomly divided into 10 parts (folds) according to proteins. Nine folds were used for training and the remaining 1-fold was employed for test. A proteinbased fold separation removes the possibility of the same protein in training and test sets and reduces the potential of over-training. Each fold was tested in turn and all 10-folds were used for calculating the overall performance of CV. Finally, the whole training set was employed to train the final model that was tested over the independent test set. The comparison of performances in the CV and independent test provides a measure of the robustness of the developed method. These datasets are available online at: http://sparkslab.org/server/SPRINT-Str.
Performance evaluation criteria
The performance of our method is measured by Matthews' Correlation Coefficient (MCC), F-measure, accuracy, sensitivity, and specificity that are defined as following:
Sensitivity ¼ TP=ðTP þ FNÞ; Specificity; TN=ðFP þ TNÞ where TP, TN, FP and FN denote True Positive, True Negative, False Positive and False Negative, respectively. In addition, we calculated the area under the receiver operating characteristic (ROC) curve (AUC).
Binding region prediction
In this section, we described the steps towards developing SPRINTStr. We first obtained sequence-and structure-based features. Next, we employed RFas our classification technique to predict binding residues that were then clustered to predict binding sites by DBSCAN. Finally, we described parameter optimization and feature extraction techniques used in this study.
Feature vector
Sequence-based information. In the sequence-based prediction of protein-peptide-binding site (Taherzadeh et al., 2016a,b) , we showed that features derived from sequence profile provided significant discriminative information of the binding sites. The sequenceprofiles were obtained from PSI-BLAST (Altschul et al., 1997) using E-value threshold of 0.001 in three iterations to extract the 20D PSSM for each amino acid in the protein and entropy was calculated by S E ¼ P j¼20 j¼1 P i;j Â lnðP i;j Þ, where P i,j is the substitution probability of a given residue in the PSSM matrix with other 20 amino acids. We named this group of features as G-PF.
Structural information. Previous studies showed the importance of solvent accessibility of binding residues (London et al., 2010) , helical conformation (Diella et al., 2008) , and flexible regions (London et al., 2010) for peptide binding. We calculated Accessible Surface Area (ASA), Secondary Structure (SS), half sphere exposure (HSE) and flexibility (Normal Mode) from protein structures detailed below:
Accessible surface area. We obtained ASA values for all residues through DSSP (Kabsch and Sander, 1983) , which were normalized into the relative ASA (rASA) values. The rASA was further averaged over the neighbor residues with window sizes ranging from one to the to-be-optimized value (Average-rASA). We named this group of features as G-ASA.
Half sphere exposure. Solvent exposure can also be described by the number of structural neighbors of a given amino acid (contact number). The contact numbers in upward and downward hemispheres along with pseudo Cb-Ca bond (upper half sphere and lower half sphere) (Hamelryck, 2005) were also obtained. We named this feature group as G-HSE.
Secondary structure. We obtained SS of each residue from DSSP (Kabsch and Sander, 1983) . We further derived the fraction of each SS type in a window size in addition to features derived from a segment of SS. A segment was defined as continuous residues with the same type of SS. Length of segment and the position of given residue within the segment were used as features. We named this feature group as G-SS.
Normal mode. Intra-molecular dynamic motion of a protein is a good indicator of conformational flexibility in protein interactions (Dobbins et al., 2008) . We used iModeS (Ló pez-Blanco et al., 2014) server to extract the normal mode information to describe the functional motions of proteins (Dykeman and Sankey, 2010) and flexibility of each amino acid. This feature, however, was not selected during feature selection as described below.
Random Forest
We employed the RF (Breiman, 2001) classifier to predict peptidebinding residues. RF is an ensemble-based algorithm containing multiple decision trees that is widely utilized in classification and regression problems (Liaw and Wiener, 2002) . It is well-known for its ability to deal with unbalanced datasets (Chen et al., 2004 ) that we have here. RF builds bootstrap samples of the dataset using random selection with replacement from the training dataset. It grows a classification tree for each subsample (bagging). It constructs the classification model by employing balanced subsamples of a dataset to fit multiple trees and classify an object from an input vector. The samples that are not involved in tree growth state are named 'outof-bag' samples. Each tree classifies the 'out-of-bag' samples. Then the prediction output is calculated by combining results of all trees using majority votes.
Density-based spatial clustering of applications with noise
The predicted binding residues are clustered to identify the largest binding region on the protein surface using Density-based Spatial Clustering of Applications with Noise (DBSCAN) (Ester et al., 1996) . The DBSCAN is a density-based clustering algorithm that requires a minimum number of points in a cluster (MinPts) and a parameter e as the distance threshold to find the point within the distance e of a given point. It starts from initial point from the input data and looks for the points within the specified distance and radius. This process repeats until no neighbour point can be found. DBSCAN outputs the cluster number and specifies the points as core (1), border (0) or noise (À1).
Method development
Initial models were selected by employing different window sizes with a number of trees ranging from 50 to 400 incrementing by 50 trees in each step. We found the highest AUC value in 10-fold CV when using a window size of 3 for all features,
, where i is the given residue). The optimal number of trees is 200, using bootstrapping samples to grow the trees and Gini function to measure the node impurity. Further increase of the window size or the number of trees did not significantly influence the prediction performance.
For comparison, we also trained a model by SVM implemented in the libsvm (Chang and Lin, 2011) as it was used in our previous study of sequence-based prediction, SPRINT (Taherzadeh et al., 2016a,b) . However, by employing all features we found RF has better performance (details in results section). Thus, we selected RF model for further study.
To further select the most discriminative features, we reoptimized the window size and applied sequential forward feature selection (Kudo and Sklansky, 2000) for each feature group at the same time. This was done by starting with an empty feature set and applying RF on each feature group to re-optimize the window size.
The feature group with the highest AUC was selected. Then, we added each remaining feature group with different window sizes, and trained new RF model by selecting the feature group and window size for the highest AUC. This process was repeated until there is no improvement for the AUC value. As a result, G-PF, G-ASA, G-HSE and G-SS were selected with optimized window size of 5, 4, 4 and 2, respectively.
Using the selected features, RF classifier outputs predicted probability for each amino acid. Based on the predicted binding probability for each residue, the binding site was determined as below:
1. Selecting predicted binding residues with predicted binding probability greater than a threshold (initially 0.2). 2. Applying DBSCAN algorithm to cluster spatially neighboring residues. 3. Selecting the largest cluster from the output of DBSCAN algorithm. 4. Control of cluster size: a. If the cluster contains less than 3 residues, decrease the predicted binding residues probability threshold by 0.02 and repeat Steps 1-3. b. If the cluster contains more than 20 residues, select the closest residues to the centroid.
In the DBSCAN algorithm, pairwise distances are calculated between all predicted binding residues, and two residues are defined as neighbour if their Ca atom-Ca atom distance is <7 Å , a commonly used cut off distance (Atilgan et al., 2004) . The residues are considered as core residues if they have at least three neighboring residues, while other residues neighboring with these core residues are border residues. Core and border residues are clustered together, and the biggest cluster is selected as the predicted binding site. Reduction of threshold is undertaken because the initial threshold of 0.2 was optimized for maximum MCC for predicting binding residues of all proteins, which may cause very few predicted binding residues in some proteins. The threshold of cluster size was chosen to maintain a balance of precision and sensitivity of predicted binding sites. Based on binding probability predicted by the above RF model, the predicted binding site is assessed according to the average probability on its included residues, namely the reliability score.
This procedure was implemented in python using scikit-learn package (Pedregosa et al., 2011) . A schematic diagram of our method is illustrated in Figure 1 .
Results and discussion
Prediction of binding residues
The performance of models trained by RF and SVM using all features as well as the final model in 10-fold CV and independent test is shown in Table 1. In the 10-fold CV, SVM model obtained an AUC value of 0.73 that is less than the AUC value of 0.757 achieved by RF. After feature selection for RF model, the AUCs for the 10-fold CV and independent test set increase to 0.775 and 0.782, with an MCC of 0.27 and 0.293, respectively. Similar performance of MCC and AUC values between 10-fold CV and independent test set indicates the robustness of the final model for predicting proteinpeptide-binding residues. To further confirm the consistency of our RF model, we have randomly re-sampled 30 sets of training and independent test datasets. These datasets yielded essentially the same results for all independent test sets with an average MCC and AUC values of 0.27 6 0.02 and 0.77 6 0.01, respectively.
Due to the unbalanced dataset, SPRINT-Str has chosen a high threshold (0.2) for achieving the maximum MCC value, which led to a low sensitivity of 0.24 to ensure high specificity (98%). If a lower cut off value such as 0.11 is employed, SPRINT-str yields a sensitivity of 0.506 with a specificity of 0.873. For completeness, the test performance in term of AUC, MCC, sensitivity, specificity and precision for all individual proteins is shown in Supplementary  Table S1 . Table 2 examines the contribution of individual feature group by using single feature group only or by removing it from our final model. The sequence profile group (G-PF) yields the highest MCC and AUC as a single feature group and has the largest drop in MCC and AUC when removing it. This is followed by orientationdependent contact number (G-HSE), solvent accessible area (G-ASA), and secondary structure (G-SS). Adding G-ASA, G-HSE and G-SS to G-PF improves AUC from 0.71 to 0.782.
It is of interest to compare the structure-based method to the method based on sequence only (SPRINT-Seq) (Taherzadeh et al., 2016a,b) . To avoid having overlap between the independent test of this work and the training set of SPRINT-Seq, we compared the results on 80 proteins (TS80) from the independent test set of SPRINT-Seq, which is a subset of TS125. Our structure-based method has similar performance on TS80 and TS125 with MCC and AUC of 0.28 and 0.77, respectively, for TS80, compared with 0.29 and 0.78 for TS125. SPRINT-Seq achieves MCC of 0.19 and AUC of 0.687, respectively. The improvement of our method over the sequence-based technique demonstrates the importance of employing accurate structural information.
In the above prediction, both buried and exposed residues are predicted. Obviously buried residues are unlikely to participate in binding. Removing those residues may decrease the performance of our method. To examine the effect, we have removed all amino acids with ASA equal to zero from proteins in the test set TS125. We found that the impact is small: the MCC value decreases slightly from 0.293 to 0.288. This happens because only 11% residues (including 8 actual binding residues) have been excluded. If we further remove mostly buried amino acids, the overall accuracy will decrease further but remains reasonable (MCC$0.25) even if we have treated all residues with rASA <80% as buried and excluded them from binding residues.
Because most proteins do not have experimentally determined structures, we tested how modeled structures affect the performance. Here, we employed the fold recognition technique SPARK-X (Yang et al., 2011) to generate model protein structure by using homology (sequence identity <60% to the query sequence). As shown in Figure 2 , the use of model structures leads to a slight decrease in the performance (MCC changing from 0.293 to 0.251) with a median of global distance test (GDT) score of 0.695 for model structures. Here the structural accuracy of a model is measured by the GDT score, which is 1 for a perfect match with experimental structure. By comparison, the performance of Peptimap depends more strongly on model structural accuracy. Its MCC value decreases from 0.265 to 0.195 when model structures are used.
To further assess the dependence of method performance on model structure quality, we made predictions for all top 10 models predicted by the template-based structure modeling method SPARKS X. As shown in Supplementary Fig S1, the accuracy of predicted binding sites improves when the GDT score increases. It reaches a plateau for 0.7 < GDT 1.0. In other words, using a model with GDT > 0.7 is sufficient to yield a prediction of binding sites as accurate as using an experimental structure. Details of model structure quality, template structure and prediction accuracy for each protein is shown in Supplementary Table S2 .
Binding induced conformational changes may also affect the performance of our method. In order to assess the impact, we have built a list of 87 unbound chains that are the same or highly homologous to the sequences in TS125 (sequence identity >70%). SPRINT-Str has achieved an average AUC of 0.75 by using these unbound structures, which is only slightly lower than 0.77 based on bound structures. The performance of SPRINT-Str in term of AUC, MCC, sensitivity and specificity for all individual proteins (both bound and unbound) is shown in Supplementary Table S3 . Table 3 further compares this work with two other available structure-based approaches for protein-peptide-binding sites in TS125: Peptimap (Lavi et al., 2013) and Pepsite (Petsalaki et al., 2009; Trabuco et al., 2012) . For Pepsite, the native sequence of the binding peptide was employed. In addition, we compare our method with two other structure-based methods, PinUp (Liang et al., 2006) (protein-protein-binding site) and VisGrid (Li et al., 2008 ) (proteinligand-binding site). The positions of these methods on AUC curves are shown in Figure 2 . Our method achieved the highest MCC (0.29), AUC (0.78) and F-measure (0.31), followed by Peptimap (0.26, 0.63 and 0.29, respectively). The difference in AUC between Peptimap and our method is significant (P-value ¼ 2E-08) in statistics (Hanley and McNeil, 1982) . When computing MCC and AUC on individual proteins, their average values are 0.411 and 0.77 for SPINT-Str, and 0.224 and 0.645 for the second-best method Peptimap. The t-test indicates a significant difference with P-value ¼ 2e-08 and 7e-13. Here, we did not compare with docking methods because they usually require peptide sequences and specification of binding regions.
Prediction of binding sites
Correct prediction of binding regions (binding sites) sometimes is more important than identification of specific residues. DBSCAN is employed to cluster and detect binding sites based on predicted binding probabilities (see Section 2). Figure 3 plots coverage as a function of precision. Precision ¼ S i =B i ; where S i is the number of true positive residues in the predicted binding site and B i is the number of residues in the predicted G-ASA, accessible surface area group. f G-SS, secondary structure group. Fig. 2 . ROC curves given by various methods including sequence-based method SPRINT-Seq, and structure-based methods, VisGrid, PinUP, PepSite, Peptimap, and this work that employed actual structures and homology modeling structures, respectively binding site. Coverage is the fraction of correctly predicted peptidebinding sites in all actual binding sites at a given precision value cutoff. Our method consistently outperforms other methods in binding site prediction. At all precision levels (10-100%), SPRINT-Str has a coverage of between 20 and 116% higher than the next best methods (Peptimap at low precision and Pepsite at high precision).
As an example, we demonstrate the prediction of the human tyrosine phosphatase protein PTPN4 PDZ domain (pdbID: 3nfkA). In Figure 4 , there is one false positive residue predicted by the residue-level prediction that was far from other predicted binding residues and filtered in the predicted binding site after clustering. Finally, we predicted 17 binding residues where 15 residues are truly binding. For the homologous modeling, SPARKS X has detected the template 2q9vA, which is an unbound structure (not binding with any peptide or ligand). Despite of only 26% sequence identity with the template, the homology model has a SP-score of 0.82 with an RMSD of 2.2 Å over all 92 residues by SP-align (Yang et al., 2012) . Based on this model structure, we predicted 15 binding residues, where 12 residues are truly binding. The total accuracy is 95%, slightly lower than 97% by using the actual structure.
Discrimination from other binding types
It is interesting to know if our peptide-binding predictor is specific for peptide-binding. Here, we have made the assumption that proteins do not use the same site to bind chemically different ligands (carbohydrate, DNA, RNA, and peptides) as in previous studies (Miao and Westhof, 2015; Yan et al., 2015; Zhang and Kurgan, 2017) although it is possible that in some cases, same binding sites could bind to different ligands (Jeffery, 2003) .
We employed structural datasets of protein-carbohydrate complexes (Zhao et al., 2014a,b; Taherzadeh et al., 2016a,b) , protein-DNA complexes (Zhao et al., 2014a,b) and protein-RNA complexes (Zhao et al., 2011) that include 152, 179 and 212 complex structures, respectively. At the pre-determined threshold of 0.2, 2.4, 1.1 and 1.4% of total residues were predicted as peptide-binding residues for carbohydrate, DNA, and RNA binding proteins, respectively. By comparison, peptide-binding proteins have predicted 3.5% of total residues as binding residues, 41% of which are predicted correctly.
To further examine whether our method can discriminate peptide-binding proteins from other types of binding proteins, we calculated enrichment factors of predicted peptide-, carbohydrate-, RNA-or DNA-binding proteins. Here,
where B i is the number of proteins having binding site with the reliability score above a cutoff, and N i is the total number of proteins for a given binding type i (peptide, carbohydrate, RNA and DNA). As shown in Figure 5 , for DNA, RNA and carbohydrate-binding proteins, the enrichment factor is around 1 (random prediction) and significantly below 1 after reliability score is above 0.2. Known peptide-binding proteins can have an enrichment factor significantly above 1, and the enrichment factor is above 4 when the reliability is >0.25. Specifically, at a threshold of 0.31, the percentage of predicted binding sites in peptide-binding proteins is 40%, 5.5% for DNA-binding proteins, 8% for RNA-binding proteins and carbohydrate-binding proteins, and 12.5% for all proteins, Prediction of SPRINT-Str by using structure models built by SPARKS X based on templates with sequence identity <60%. which leads to an enrichment factor of 3.2 for peptide binding proteins.
To quantitatively compare against other methods, Supplementary Figure S2 plots an AUC curve for predicting peptide-binding proteins based on a threshold for predicting binding residues. We have employed TS125 dataset of peptide-binding proteins (positive) along with 30 DNA, 30 RNA, and 30 carbohydrate binding proteins (negatives). We found that our method can discriminate peptide-binding proteins from other binding types significantly better than Peptimap, with AUC of 0.697 for SPRINT-str and 0.54 for Peptimap, respectively. The difference is significant (P ¼ 0.002).
Conclusion
In this work, we developed a machine-learning based method called SPRINT-Str to predict protein-peptide binding residues from protein 3D structure. We used the structural information in addition to the most effective sequence-based features used in our previous work (Taherzadeh et al., 2016a,b) . We confirmed that evolutionary information is an important discriminative feature to predict protein-peptide-binding residues. Using information based on actual structures improves over the sequence-based method. The clustering algorithm DBSCAN improves prediction of binding sites by removing prediction noises. The performance is similar when quality homology models are used instead of experimental structures. The SPRINT-Str web-server is available at: http://sparks-lab.org/server/ SPRINT-Str. 
