Abstract -----This paper discusses an autonomous distributed control system to overcome the deficiencies in robustness against failures, flexibility, and set-up speed of conventional centralized control systems. In order to realize the autonomous distributed control necessary for intelligent manufacturing systems (IMS), we propose a model and a method to realize this model. The model consists of numerous autonomous agents, and a field where these agents can exchange infomation for cooperation. Also, we discuss the importance of the protocol needed for cooperation of the individual agents. The autonomous distributed control system model was used in the study of an automated guided vehicle (AGV) system. Here, numerical simulations using Petri net model were conducted to evaluate h e effectiveness of our model.
INIRODUCIION
In conventional manufacturing systems, a central management mechanism concentrates all processing: the collection of information on every machine present, and subsequent assignment of the optimum machine for the job at hand. This process occures every time a decision is made to determine which machine is to be used for a job. The following common deficiencies are inherent in such a system:
(1) When the central management mechanis malfunctions, the whole system shuts down (lack of robustness against failures). (2) The system cannot be changed flexibly according to user needs (lack of flexibility). (3) Manufacturing systems cannot be built speedily (lack of set-up speed). The autonomous distributed control is a new processing method which can overcome these difficulties. The premise of the intelligent manufacturing system OMS) in this paper is that there is no centralized management mechanism, and that there exist such intelligent work units as robts, production machines, and automated guided vehicles (AGV) which possess a high degree of autonomy, and are capable of independently planning their come of action and performing their job. Within this premise, we consider a sitllation where the individual work units of the system operate cooperatively to accomplish a specific goal related to a material. What follows describes the processing steps involved in autonomous distributed control. First, after completion of one stage in the manufacturing process of a material, a request for the next stage of processing is sent to a group of machines involved in the manufacturing system. To decide on the best machine to process the request, the machine group discusses and reaches a decision on which machine should process that request, and sends the result to the material. The next step is to choose the optimum AGV, out of a group of AGV's, to transport the material to the production machine. During this decision making process, each individual AGV, using the information it has collected, discusses with others in the group the optimum vehicle to r e ceive the transport job, and an AGV is chosen to bring the material to the production machine.
The following details a propsition for an autonomous distributed control system to Cooperatively select the best machine to perform a specific work. Here, each material is subject to an ordered, multi-step manufacturing process. The selection process does not use a central management mechanism, but rather involves a discussion among a group of production machines or AGV's of IMS. AUTONOMOUS 
DISTRIBUTED CONIROL MODEL
The autonomous distributed control system consists of a field F and individual agents Ai (i=l, ..., n) having autono-0-7803-21 146/94/$4.00 0 1994 IEEE.
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Fig.1 Elements of the Autonomous Distributed Control
Model.
mous functioning capabiliues which enable them to function in parallel (Fig.1 ). Individual agents can exchange and share their information through the field F for cooperation with each other. When an external input is given to this system, the information is shared with all the agents of the group, and the individual agents come to a decision of thelr action after cooperation through the field. The collective action of the individual agents becomes the extemal output.
Fmtion of the Agenb JII the C c o m o n field
The functions of the individual agents in the autonomous (a) an understanding of the system objective, (b) an understanding of the system state, (c) planning to accomplish the objective, and the acquisidistributed system involve:
tion, accumulation, processing, and communication of information necessary to accomplish that objective, (d) autonomous operation, (e) checking and evaluation of the operation result, and (f) learning.
The functions above, including (a), are generally time and space dependent dynamic functions which need to be flexible for operation decisions of individual agents at some time in addition to being executed in parallel and recursively. The evaluation standards for the functions (a), @), and (e) are determined a priori. The standards are identical for each agent in the coopedve field. Under this standard, the central issue is to establish an autonomous distributed control system with individual agents performing function (c) without contradiction or conflict with the planned actions of other agents in the cooperative field. Also, (f) must be a team learning function, the extent of which does not interfere with the autonomy of each individual agent.
Realizarm of the Autonomous Distributed Conhol MOM
In the model proposed in this paper, the field in which each agent cooperates is represented by a global data storage space. Within this storage space, there are two areas: one area stores the evaluations of individual agents to the external input, while the other stores the present state of individual agents. Also, the field need not be the only one present for the system: such information can be dispersed in some fields.
When an external input is given to the autonomous distributed system, the individual agents in the system first o p erate independently and in parallel, and evaluate the input individually (Fig.2) 
~a n d S h o~g s o E t b e
M d
The following is a listing of the characteristics and shortcomings of the autonomous distributed control model proposed in this paper.
(a) procesSing is distributed among the individual agents, and there is no centralized management mechanism. (0 A broadcast communication system is used too much frequently for agent-agent communications.
COOPFRATION PRoTocoL FOR AUTONOMOUS DIS?RIBU~ED CONIROL
The most important, and the most difficult part of building an autonomous distributedcontrol system is the creation of a cooperation promcol. Since the autonomous distributed control system does not have a central management mechanism, the concept of the cooperation field ( Fig.3) , where every agent mutually affects every other, becomes very important [l] . Moreover, this means that an insufficient cooperation field would make it difficult to control the entire system through "self-organization". In other words, the cooperation protocol must be one that can realize a proper cooperation field.
Recent advances in communication network technology have meant that the communication between individual agents poses no great difficulty when creating a cooperation protocol. This means, then, that the greatest difficulty in creating an autonomous distributed control system is to determine the self-organization mechanism and to incorporate it into the cooperation protocol. Unlike centralized control systems, this system will be malfunction resistent and be flexible to system expansions and changes. However, such a protocol does not Seem to exist at the moment. A reason for this situation may be that the imagined cooperation protocol needs not only to control a specific system, but also to control other expanded and/or different systems; therefore, the protocol itself needs to be flexible enough and have self- learning capabilities to adapt to changes in the system. Adaptability and learning is a field of interest in modem control theory, and adaptability theory and learning theory are beginning to be f m l y established. Furthermore, in the artificial intelligence field, the importance of adaptability and leaming in a system has been recognized, and there is much research on knowledge acquisition and machine learning; ideas about the mechanisms of inductive and analogical learning have been suggested. From the perspective of constructing a cooperation protocol for autonomous distributed control, there are perhaps some points in common with the field of artificial intelligence.
The cooperation protocol, as a matter of course, must also stipulate the operation of individual agents. In autonomous distributed control, each agent receives information on the whole system or other agents through the cooperation field or directly from other agents. Using the appropriate evaluation function, each agent then evaluates the information, and decides upon its course of action based on the evaluated value. This means that it is necessary to determine the appropriate evaluation function for the entire system. This evaluation function must match the control objective and must fulfill the following two conditions at the very least.
(1) Convergence must be guaranteed.
(2) Mathematical analysis is possible.
Since the objective of every agent is to have convergence (self-organization is possible) of the evaluation function given to it, condition (1) is an obvious necessity. In addition, the creation of a general autonomous distributed control theory necessitates condition (2).
For example, in the vehicle assignment problem of AGV system, the AGVs are the individual agents, and the AGV's use their own evaluation functions on which to base their decision of whether or not to process the transport request. In such a situation, a very simple evaluation function for the whole system may be the time required to complete the transport job. Furthermore, the time required for an agent to complete the transport job can be used for the evaluation function to determine the course of action of a particular agent. To calculate this time for each agent, the present state of the AGV's such as location and work status (whether busy or not) must be known. To accomplish this type of information acquisition, two methods are possible. One is direct communication between the AGV's; the other is indirect communication using the "blackboard model. In this indirect approach, which incidentally is being studied extensively in the field of distributed artificial intelligence, every AGV "writes" its state on the blackboard, and retrieves other information from it. Also, there are two methods for information acquisition: a periodic retrieval of information, or an aperiodic retrieval based on need. The selection between these two choices should be made in accordance with the type of requested job or with the type of hardware used in the system.
Whether the information for every AGV is collected periodically or aperiodically, there. still exists the following information ambiguity. Suppose that one AGV collects the information from the other AGVs. When that AGV decides to act on the collected information, the other AGVs will have naturally moved, and the situation will have changed. Therefore, the AGV cannot be certain that the information held at the present will accurately reflect the state of the system at the time of job execution. To decrease the ambiguity, one could collect the information more frequently. However, this would lead to the amount of data being communicated becoming very large.
This chapter has discussed the importance of creating a cooperation protocol for autonomous distributed control systems, and also pointed out its desirable quality to have.
As one example, we looked at the problem of vehicle assignment in AGV systems, and considered the Cooperation protocol for that system. However, the cooperation protocol required by an autonomous distributed control system does not exist at the present time. Although the mathematical problems involved present great difficulties, the solution is sure to be a big step towards the realization of a unified theory of autonomous distributed control systems.
APPLICATION
To AN AUTDNOMOUS DISlRIBUIED AGV SYSTEM As an example of an application of the autonomous distributed control model proposed in this paper, the vehicle assignment problem of AGV system is considered. In this problem, each AGV corresponds to an individual agent Each agent will perform the following six tasks between the time the transport request occurs and the time the vehicle is assigned. Based on the following, one vehicle is assigned for every transport request (Fig.4) .
(a) System state information collection task periodic mutual notification of the state of individual agents. 
COnboJMcdeJ using thePeln'Nef
In order to express the individual tasks of the autonomous distributed control, we use the FA control software development supporting system K-NET [2], a system already developed by our group. K-NETis a programming environment which uses a Petri net to describe the control specification and to generate the control software (Fig.5) . The Petri net in K-NET consists of several "boxes" (place) which possess specialized functions, "gates" (transition) which control the flow of processes, directional "arcs" which connect between related boxes and gates, and "tokens" with attributes in their slots which flow along the arcs within the net. Furthermore, the procedural language C is used to aeate user-defined functions to describe processing content, and logical VOs are used to define input/output (Fig.6 ).
Object-oriented concept is used to represent the control model, with one task represented by one object. Also, communication between tasks is done by messages expressed in logical VOs, and information intemal to the task is isolated from the outside. Figure 7 shows one task represented by the Petri net. The basic flow consists of the following.
(1) At the start of a task, a token with an initialization method in its slot is placed in the method execution box to initialize the task. (2) When a message is received (logical I D ON) , a token appears in the message reception box. Within the slot of the token, the content of the message (the method described in the logical VO) is written.
(3) When a token enters a method execution box, the method written in the token's slot is executed. (4) When a token enters a message transmission box, according to the method written into the slot of the token, an appropriate message is sent (logical VO ON) if necessary. The following are methods included in the system state (a) Initialization method: it sets the task ID, and sends to itself a message containing the system state notification method.
(b) System state notification method: an agentrecognizes its own state, and notifies its state to the other agents; in order to do this, it sends a message containing the system state revision method to agents other than itself. In addition, to notify others of its own state periodically, it repeatedly sends a message to itself containing a system state notification method. information collection task. (c) System state revision method: it records the state of the agent which sent the revision notification. When its own state changes, a message containing the system state revision method is sent to its own system state information collection task.
Rules fcr TmsW Vehicle Assignment
The following explains the method for assigning a vehicle upon a request to the AGV group of an autonomous distributed AGV system. In defining the assignment rule, we assume that the AGV system under consideration consists not of identical vehicles but of different types of vehicles. In other words, characteristics such as speed of travel and maximum load capacity differs for each vehicle. In order to assign an AGV when the AGV system receives a request for transport, basic rules exist to sort out the cases when each vehicle declares its intent to work (nominate), or when each vehicle declares its intent not to work (retreat). Furthermore, there are cooperation rules (discussion) to take into account the case when plural vehicles nominate themselves or when all vehicles retreat from the transport request.
The following details the basic rules to determine if an agent nominates or retreats from the transport request . Retreat from the transport request if the time required to travel from the vehicle's present position to the loading position is longer than a pre-determined limit.
Retreat from the transport request if the vehicle is in an abnormal state (for example, machin or communication abnormality). Retreat from the transport request if it is impossible to process the request (for example, by exceeding its load capacity).
. Retreat from the transport request if the voltage of the drive battery is low. According to the above types of basic rules, each individual vehicle determines whether to nominate itself or to retreat from the transport request, and through the blackboard method (e.g. common memory) or the broadcast method, notifies it in the autonomous distributed AGV system.
Once the AGVs finish their retreat or nomination notification using the basic rules, after a set amount of time, the vehicle having the lowest evaluated functional value receives the assignment (in this case, the evaluation value is the time for the vehicle to start the work). Generally, there are cases when several vehicles have the same evaluated functional value, or when there are no nominations for the request In such cases, it is necessary to decide on the transport AGV using the cooperation protocol described for the autonomous distributed control in the previous chapter; however, to simplify the model under consideration, we assume that at least one vehicle nominates itself, and that if there are plural vehicles with the same evaluated functional value, the vehicle with the lowest ID number is given priority. In this way, a vehicle is always assigned.
Once the assignment is made, this result is broadcast to the entire AGV system, and when the transport request is fulfilled (transport finished), the result is also broadcast It is also possible to create a learning function which calculates the efficiency of the work performed and applies the knowledge to improve the next evaluation and assignment However, at this point, such acapability is not under consideration.
sirnulalion
We have investigated the suitability of the AGV system control model as described in this chapter using the K-NET simulation function. In other words, with an arbitrary number of vehicles, we examined whether the control model can select the vehicle with the shortest distance from the location of the material to te transported. Figure 8 shows the K -NET simulation screen.
The simulation was done under the following conditions: * the position of the vehicles can be described by a two-
. the material location can be described by a twodimen-* at the time of request, the vehicles are either ready or dimensional coordinate system. sional coordinate system. there is always only one vehicle with the minimum distance from the material location. The simulation used five vehicles under various vehicle conditions. The simulation examined whether the correct vehicle was chosen for each case. Figure 9 shows the positions of each vehicle, and Table 1 shows the simulation results. Even after increasing or decreasing the number of malfunctioning vehicles, the vehicle with the shortest distance to the material location was always chosen. This verified the suitability of the control model proposed by the authors of this paper.
In the future, to apply the autonomous distributed control to practical situations, the establishment of the following additional rules must be considered. s UMMARY This paper proposed an autonomous distributed control model for IMS, and applied this model to the problem of assigning vehicles in an AGV system. Upon simulation of the model, the suitability of the control model was verified. However, this study is still at the conceptual study stage, examining the question of executability of the model, and there are many issues to be resolved before practical application of this control model to a real manufacturing system. In particular, the mperation mechanism for individual autonomous agents, and the self-organization mechanism are fundamental issues which remain to be solved.
As an extension of the present research, we plan to proceed in the following steps for research concerning self-organized cooperation in an autonomous distributed control system.
(1) Establishment of a theoretical basis for self-organized cooperation in an autonomous distributed control system. We will develop tools such as Petri nets for the declarative specification of concurrent and cooperative interactions among intelligent work units. We will integrate rule expressions for deductive knowledge retrieval and object-oriented technology wilh Petri nets to realize self-organized cooperation (Fig. 10) .
(2) Construction of a model for each element such as production machines, AGV's, routes of motion, and materials as net components (agents) by using object-oriented methods. Petri net based models in which each agent shares the common resources and operates concurrently without deadlocks are combined with a rule base and learning processes for adaptively self-organizing cooperation control schemes corresponding to a variety of situations. , vol. 32, Oct. 1993, pp. 830-836. [2] Y.Nagao, H.Ohta, H.Urak and S.Kumagai, "Petri Net Based Programming System for FMS," El02 Trans. Fundamentals, vol. E-75-A, Oct. 1992, pp.
1326-1334.
