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Unguided internet-based cognitive behavioral therapy (iCBT) is effective for treating 
mild to moderate depression, and for many people, can be a good alternative to brief 
face-to-face cognitive behavioral therapy. However, a common problem associated 
with unguided iCBT is relatively low adherence to these types of interventions. 
Adherence is thought to improve when iCBT includes forms of human support, but 
such support is not always available and can reduce the accessibility of interventions 
when it is. In the chapters that follow, this thesis explores how support may be 
delivered automatically by Embodied Conversational Agents, lifelike virtual 
characters that are capable of emulating humanlike behaviors, and whether such 
support can positively affect adherence to iCBT. 
 
1.1 Cognitive-behavioral therapy for depression 
The World Health Organization estimates that at any given time around 300 million 
people live with depression worldwide (World Health Organization, 2018), and by 
2030 it is expected to be the mental disorder with the largest disease burden in terms 
of Disability-Adjusted Life Years (Mathers and Loncar, 2006). There are a number of 
effective treatments for depression (Cuijpers and Dekker, 2005; Cuijpers et al., 2008), 
one of the most known being cognitive-behavioral therapy (CBT). CBT for depression, 
which is also used in the treatment of other mental health conditions, such as anxiety 
(e.g., (Romijn et al., 2019)) and substance use disorders (e.g., (Carroll and Kiluk, 2017)), 
focuses on identifying and changing the dysfunctional cognitions (e.g., negative 
thoughts) (Beck et al., 1979) or behaviors (e.g., inactive lifestyle) (Lewinsohn et al., 
1976) that caused or help sustain symptoms such as low mood . 
In the context of depression, CBT is the most widely researched form of psychological 
treatment. It is considered more effective than receiving no treatment, about as 
effective as other forms of psychological therapy (Cuijpers et al., 2013a), and has been 
shown to be more cost-effective than receiving treatment as usual (Myhr and Payne, 
2006). Not everyone responds equally well to CBT however, with factors such as 
comorbidities (Lopez and Basco, 2015), symptom severity (Cuijpers et al., 2014), and 
patient attitudes (Renaud et al., 2014) considered to be of influence. Around three in 
four patients prefer psychotherapy over taking anti-depressants (McHugh et al., 2013), 
and CBT usually has a well-defined and relatively short duration of around 4 to 6 
sessions for mild symptoms, or 10 to 15 sessions for more severe symptoms treated in 
specialized mental healthcare. This well-defined time-span can be an advantage 
compared to other treatments such as pharmacotherapy or psycho-analytic therapy, 
where treatments can last for years. 
1
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1.2  Internet-based CBT 
Although CBT is effective, there are various reasons why face-to-face CBT is not always 
available or accessible to patients, such as perceived high costs of face-to-face 
consultations, stigmatization of people with mental health issues, and a shortage of 
mental health professionals or their absence in rural areas, that lead to long waiting 
lists in specialized mental health services (Mohr et al., 2006; Griffiths and Christensen, 
2007). This has stimulated the development of internet-based cognitive behavioral 
therapy (iCBT) and other digitalized psychological interventions (Cuijpers, 1997; Gega 
et al., 2004; Riper et al., 2010), such that treatment can be offered online. Because CBT 
generally uses structured protocols, such that the different steps are known 
beforehand, it is relatively attractive to be transformed to a computerized format. 
Combined with the strong evidence for its effectiveness in face-to-face therapy 
settings, this helped make iCBT the most well-researched depression treatment 
offered via the internet as well (Cuijpers et al., 2013a). Meta-analyses have found iCBT 
to be effective in decreasing symptoms of depression (Sztein et al., 2018), and, 
although studies making a direct comparison are limited, about as effective as 
traditional face-to-face CBT (Andrews et al., 2018). 
 
1.3  Human support 
We can distinguish among four types of iCBT based on the kind of support that is part 
of interventions. The first one is unguided self-help, in which no human support is 
provided to clients. The second, most common kind of iCBT, is guided self-help. 
Provided by licensed therapists or, for example, trained volunteers, this type of 
support focuses on helping clients to work through the self-help material. With 
therapist time deliberately limited to, for example, one to two hours for an entire 
treatment, and an emphasis on increasing client motivation, this type of support has 
also been referred to as ‘coaching’ support (Mohr et al., 2011). It typically includes 
elements like feedback on exercises, positive reinforcement, motivational messages, 
answers to questions about intervention content, and technical support (Mohr et al., 
2011; Schueller et al., 2017; Mol et al., 2018). The third and most intense form of online 
support, both in terms of therapist time and psychotherapeutic content, can be found 
in online psychotherapy. Client and therapist do not meet face-to-face, and the entire 
treatment takes place online. The role of the therapist is like the one in face-to-face 
CBT, not only providing ‘coaching’ support, but also explaining and introducing each 
step of the treatment, and providing tailored feedback of a psychotherapeutic nature 
(e.g., (Ruwaard et al., 2009)). More recently, treatment protocols have been developed 
in which face-to-face CBT and iCBT are integrated. In this so-called blended therapy, 
support is provided by the same therapist whom the client speaks to face-to-face (e.g., 
(Kooistra et al., 2014)). With most of the psychotherapeutic content being discussed 
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in person, the nature and intensity of this fourth type of support is somewhere 
between that of guided self-help and online psychotherapy.  
 
1.4  Adherence 
Unguided self-help interventions generally have relatively small effect sizes and high 
drop-out rates (Karyotaki et al., 2017), but as they do not require time from therapists 
or other supportive people, they are easily scalable at relatively low cost. This makes 
them suitable for preventive purposes, as despite their small effect sizes, when applied 
to a large population the health gains can be substantial. Effect sizes are found to be 
larger when iCBT is accompanied by a form of human support (Johansson and 
Andersson, 2012; Richards and Richardson, 2012), although this can vary depending on 
the nature of the support (Mohr et al., 2011), symptom severity (Karyotaki et al., 2021) 
or patient characteristics (Karyotaki et al., 2015). A common observation in guided 
iCBT interventions is that attrition rates are lower compared with unguided 
interventions (Spek et al., 2007; Richards and Richardson, 2012), i.e. people are less 
adherent (non-usage attrition) in unguided interventions, and they tend to drop out 
(stop using the intervention) more often. In internet interventions, adherence is a 
measure of how much people experience or are exposed to the content of an 
intervention, and it can be operationalized and measured in many ways, with more or 
less precision. Examples are time spent online, number of logins, number of modules 
completed, and number of exercises completed. A combination of these 
operationalizations as ‘the extent to which individuals are exposed to the content of 
an intervention’ (Christensen et al., 2009) may give the most complete picture since, 
for example, people may rush through all modules in one go, or log in many times 
without making any progress.  
From a theoretical perspective the precise relationship between human support, 
adherence, and effectiveness in iCBT is still a topic of discussion. One possibility is 
offered by the model of supportive accountability, developed by Mohr and colleagues 
(Mohr et al., 2011). This model suggests that appropriate human support creates an 
expectation in users that they may have to justify their actions or inactions to the 
supportive person, i.e., that they are accountable to someone. Human support may 
also be effective by making interventions more engaging and responsive. This was 
suggested by Burger and colleagues (Burger et al., 2020), who found that the unguided 
interventions to which guided interventions are compared in comparative studies, 
rarely offer technological alternatives to human guidance, such as automated support 
or extra content. Persuasive technology is an example of such an alternative, with 
dialogue support through automated reminders or a system taking on the role of a 
coach considered to have a positive effect on adherence as well (Kelders et al., 2012).   
1
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Regardless of the ongoing debate about the precise mechanisms, the positive 
correlations between human guidance, adherence, and effectiveness are well-
established in the literature: interventions with guidance have higher adherence rates 
and effect sizes (Johansson and Andersson, 2012; Richards and Richardson, 2012), and 
interventions with higher adherence rates are, generally speaking, more effective 
(Richards and Richardson, 2012; Karyotaki et al., 2021). In the remainder of this thesis 
the focus will be on adherence, under the simplified assumption that adherence 
functions as a mediating variable between human or technological support and 
intervention effectiveness (Figure 1).  
 
 
Figure 1. Hypothetical model describing how human and technological support 
may improve intervention effectiveness with adherence as a mediating 
variable 
 
1.5  Bridging the gap 
There are pros and cons to both unguided and guided iCBT interventions. On the one 
hand human guidance has a clear positive effect on iCBT, but it requires time from 
trained volunteers or therapists. On the other hand, while considered less effective, 
unguided interventions are cheaper to upscale, more readily available, provide more 
anonymity to users, and may be enhanced with automated forms of support. If human 
support could somehow be automated while leaving the effective working 
mechanisms intact, this could give us the best of both worlds, namely guided iCBT 
that does not require human involvement other than that of the client (or unguided 
iCBT with automated human-like support). Unguided interventions that provide 
automated feedback, for example, through automated text or email messages with 
reminders or positive feedback, are a first step in this direction, but to a large extent 
lack the human aspects that people can relate or feel accountable to. That this is not 
the end of the story, however, was already shown more than two decades ago, when 
Nass and colleagues pointed out that humans tend to treat computers much in the 
same way as they would treat other humans (Nass et al., 1994; Reeves and Nass, 1996). 
Since then, large advances in technology have only increased the human-likeness in 
which computers can operate. Drawing from the field of Artificial Intelligence (AI), 
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the chapters that follow show how I have explored, in collaboration with my 
coauthors, how the gap between unguided and guided interventions may be bridged 
using what is arguably one of the computer technologies most aspiring to be human-
like: the embodied conversational agent (ECA).  
 
1.6  Embodied Conversational Agents 
ECAs can be defined as computer programs that satisfy the following three criteria:  
1) They have an embodiment, which could be virtual (avatar) or physical (robot). 
2) They interact (converse) with a user, using human communication modalities such 
as natural language, body gestures, or facial expressions.  
3) They can act autonomously upon their environment (agency), usually through 
some form of reasoning that evokes different behavioral responses to different 
environmental input. 
ECAs can be found in many different application domains, and under a plethora of 
alternative definitions, that usually emphasize a characteristic feature. Some examples 
are: 
Chatbots. Often applied in, for example, automated customer support on websites, 
with a focus on automated text-based chatting.  
Virtual humans. Aiming to be as realistic (close to human) as possible to elicit more 
realistic user responses, used in, for example, immersive virtual reality training 
environments. 
Intelligent virtual agents. A popular term in the research community, where the focus 
is on intelligent behavior. 
Relational agents. A focus on developing long-term relationships with users through 
multiple interactive sessions. 
With an estimated 161 synonyms (chatbots.org, 2020), these four are just the tip of the 
iceberg. It is important to realize that even though the definitions can be synonymous, 
this is not necessarily always the case. For example, a chatbot that has an embodiment 
could be considered an ECA, but without one it would just be a chatbot, or possibly 
also an intelligent virtual agent, depending on how the dialogues are generated. If an 
ECA communicates through gestures or spoken voice, it is not a chatbot. 
Communicating in a human-like manner, this same ECA could very well be called a 
virtual human, but if it is embodied as an animal, this would not be the case. To top it 
off, all of them could be relational agents if one of their main purposes is to develop a 
relationship with the user. Throughout most of this thesis I will use the term ECA, as 
it best captures the capabilities that were under study.  
1
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With so many synonyms emphasizing different design aspects, it is not surprising that 
there is also a vast amount of different ECA design configurations that can be 
considered. Under our definition of ECAs, embodiments can range from static, 
cartoon-like, 2-dimensional pictures (e.g., (Provoost et al., 2018)) through dynamic, 
highly realistic, 3-dimensional virtual characters (e.g., (Swartout et al., 2013)), to 
physical embodiments such as those of humanoid robots (e.g., (Wainer et al., 2014b)). 
Communication from the user to the ECA can range from mouse-clicks to proceed 
through a dialogue (e.g., (Bickmore et al., 2010c)) to multi-media input through real-
time video and audio recordings (e.g., (Devault et al., 2014)). From ECA to user, 
communication can range from text messages (e.g., (Kelders, 2015)) to spoken natural 
language with matching non-verbal behavior, such as gestures and facial expressions 
(e.g., (Devault et al., 2014)). The diversity is no less when it comes to the agency that 
drives an ECA’s behavior, with the models behind it ranging from decision trees 
representing click-through dialogues (e.g., (Bosse and Provoost, 2015)), to large 
architectures combining multiple machine learning models that allow an ECA to 
respond in real-time, with appropriate verbal and non-verbal behavior, to a user’s 
spoken words in a microphone (e.g., (Devault et al., 2014)).  
Because the reasoning capabilities of an ECA are the most abstract, Figure 2 depicts a 
simplified example ECA architecture that explains it in some more depth. ECAs 
generally aim to personalize interaction with their users, such that different kinds of 
input from users receive different, personalized responses from the ECA. 
Personalization is not only important to make ECA behavior relevant to users, but, in 
view of this thesis’ topic, also to providing iCBT support (Bickmore et al., 2010a; Mohr 
et al., 2011; Kelders et al., 2012; Scholten et al., 2017; Kocaballi et al., 2019). Examples of 
user input are selected responses in a dialogue, specific characteristics contained in 
their tone of voice, or, in the case of iCBT, user input in the website to which an ECA 
provides feedback. These characteristics can be saved in a so-called user model such 
that the information can be used at a later point in a conversation or in a future one. 
A user model could contain any information relevant to the ECA. Considering the 
three examples just mentioned a user model could contain the answers to questions 
in a dialogue, parameter values that tune a machine learning algorithm to recognize 
a specific person’s voice, or values provided to Likert-scale items in an iCBT psycho-
education module. The specific information from the user model can then be used by 
generic algorithms, which I will refer to as the ECAs’ reasoning engines, to combine it 
with what is happening in the conversation at the moment, and come to a 
personalized response. Using this setup, ECAs can use an empathic expression when 
a user previously indicated feeling depressed, remember how to recognize and 
henceforth interpret what users with a different dialect say, or provide positive 
feedback when a person has completed all exercises in an iCBT treatment module. 




Figure 2. Example of a simplified ECA architecture 
Having a specific context significantly reduces the number of considerations that have 
to be made in designing an ECA, but plenty remain. First it should become clear what 
kind of role the ECA should fulfil, for example, a coach, therapist or peer user in the 
context of iCBT. Next, decisions have to be made with regard to the three pillars: 
embodiment, communication modalities, and reasoning capabilities. There are quite 
a few recommendations to be found in the ECA literature in this respect, but they are 
often ambiguous. For example, highly realistic embodiments and communication 
modalities can be important when immersion and realistic user responses are 
important, such as in diagnostics (Devault et al., 2014) or social skills training (Bosse 
and Provoost, 2015) simulations, but it has also been found that high realism sets 
higher expectations, such that ECAs are not as easily forgiven for mistakes or 
inconsistencies, resulting in recommendations to focus foremost on proper 
functionality (van Vugt et al., 2007). Besides what could theoretically be considered 
the most optimal design configuration, there are also a number of practical issues that 
come into play. For example, safety concerns can be a barrier to using black-box 
approaches such as machine learning in the reasoning engine, because such 
algorithms can be too complex and abstract to evaluate all possible scenarios. Another 
example relates to the capabilities of software and hardware platforms that the ECA is 
to work on. These can put further constraints on ECA design. While there are a few 
ready-made software tools for ECA development, such as the Relational Agent Group’s 
Litebody (Bickmore et al., 2009a) or the University of Southern California’s Virtual 
Human Toolkit (Hartholt et al., 2013), which can be a great asset in developing ECAs, 
it is not always straightforward to see how ECAs developed in them can be used 
outside of the software tools. In this case, while the former is hard to integrate in a 
website and works best as standalone software, the latter requires more computational 
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power than most browsers or old computers could handle. Taking these and other 
aspects, such as user preferences, integration with an iCBT platform, software and 
hardware capabilities and limitations, and privacy issues into account, it becomes 
clear that designing an ECA for iCBT is not a trivial task.  
 
2 Aims of this thesis 
Although there were plenty of questions that remained to be answered, it was clear 
that ECAs can successfully simulate at least some of the human support factors that 
make guided or face-to-face interventions more effective than unguided 
interventions. The idea of using ECAs in the context of clinical psychology had already 
been around for quite some time, with a first serious pitch of the idea dating back to 
2010 (Bickmore and Gruber, 2010). Still, we could find little evidence regarding the 
design and effectiveness of ECAs in clinical psychology to guide their integration with 
iCBT. 
Based on the assumptions that adherence functions as a mediating variable between 
human support and intervention effectiveness, and that ECAs can simulate human 
support factors, the primary research question I wanted to answer in this thesis came 
to be formulated as follows: 
Can an ECA that simulates human support factors increase adherence to iCBT? 
Based on this primary research question, I set the following two research goals: 
(1) Design an ECA for iCBT support based on what is known to work. 
(2) Evaluate whether such an ECA can contribute to improving unguided iCBT 
adherence.  
The first goal was of an explorative nature. Without a clear-cut solution at hand we 
had to determine ourselves how to design an ECA that provides iCBT support. The 
first five studies described in this thesis aimed to guide this design process. 
The second goal was evaluative in nature, questioning whether an ECA providing iCBT 
support actually improves iCBT results. It was clear that ECA-based solutions were 
feasible and acceptable, but not whether they could actually improve psychological 
interventions in a clinically meaningful way. To answer the second question, I 
designed and developed an intervention with an embedded virtual coach, and 
prepared everything for evaluation in a pilot randomized controlled trial (RCT). 
 
3 Overview of chapters 
This thesis has been written to obtain a PhD by publication. This means that it is 
composed of a set of separate chapters that, besides this introduction, and the general 
discussion and summary in the end, have each been submitted to scientific journals 
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as independent papers, with five of them (Provoost et al., 2017, 2018, 2019, 2020; Mol 
et al., 2018) already published and one submitted at the time of writing. The remainder 
of this thesis is structured as follows. Chapter 2 reports on the results of a scoping 
review of ECAs in clinical psychology, in which we aimed to build an overview of the 
current approaches and evidence base for the use of ECAs in the treatment of common 
mental health disorders. To gain some experience in using ECAs in our context, and 
to determine whether a positive effect could be acquired by minimal means, Chapter 
3 reports on the results of an experimental study into the effect of very basic virtual 
agent feedback on adherence to ecological momentary assessment of mood. Chapter 
4 describes an experimental study where a sentiment analysis algorithm for the Dutch 
language, that we were interested in applying in our ECA design, was validated against 
human judgment. Getting acquainted with the actual content of iCBT support, 
Chapters 5 and 6 report on the results of mixed-methods studies into iCBT therapist 
feedback for blended treatments for depression and anxiety disorders respectively. 
Finally, in Chapter 7 I describe the design and protocol of a pilot RCT of Moodbuster 
Lite, a four-week iCBT intervention for improving mood with automated virtual coach 
support. In Chapter 8 the thesis concludes with a general discussion including 
implications and limitations of this work, as well as directions for future research. In 
this chapter I will also elaborate on the development process of Moodbuster Lite and 
the path to ethical approval for the pilot RCT, as to present some further insights in 
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Background: Embodied conversational agents (ECAs) are computer-generated 
characters that simulate key properties of human face-to-face conversation, such as 
verbal and nonverbal behavior. In Internet-based eHealth interventions, ECAs may be 
used for the delivery of automated human support factors. 
Objective: We aim to provide an overview of the technological and clinical 
possibilities, as well as the evidence base for ECA applications in clinical psychology, 
to inform health professionals about the activity in this field of research. 
Methods: Given the large variety of applied methodologies, types of applications, and 
scientific disciplines involved in ECA research, we conducted a systematic scoping 
review. Scoping reviews aim to map key concepts and types of evidence underlying an 
area of research, and answer less-specific questions than traditional systematic 
reviews. Systematic searches for ECA applications in the treatment of mood, anxiety, 
psychotic, autism spectrum, and substance use disorders were conducted in databases 
in the fields of psychology and computer science, as well as in interdisciplinary 
databases. Studies were included if they conveyed primary research findings on an 
ECA application that targeted one of the disorders. We mapped each study’s 
background information, how the different disorders were addressed, how ECAs and 
users could interact with one another, methodological aspects, and the study’s aims 
and outcomes. 
Results: This study included N=54 publications (N=49 studies). More than half of the 
studies (n=26) focused on autism treatment, and ECAs were used most often for social 
skills training (n=23). Applications ranged from simple reinforcement of social 
behaviors through emotional expressions to sophisticated multimodal conversational 
systems. Most applications (n=43) were still in the development and piloting phase, 
that is, not yet ready for routine practice evaluation or application. Few studies 
conducted controlled research into clinical effects of ECAs, such as a reduction in 
symptom severity. 
Conclusions: ECAs for mental disorders are emerging. State-of-the-art techniques, 
involving, for example, communication through natural language or nonverbal 
behavior, are increasingly being considered and adopted for psychotherapeutic 
interventions in ECA research with promising results. However, evidence on their 
clinical application remains scarce. At present, their value to clinical practice lies 
mostly in the experimental determination of critical human support factors. In the 
context of using ECAs as an adjunct to existing interventions with the aim of 
supporting users, important questions remain with regard to the personalization of 
ECAs’ interaction with users, and the optimal timing and manner of providing 
support. To increase the evidence base with regard to Internet interventions, we 
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propose an additional focus on low-tech ECA solutions that can be rapidly developed, 
tested, and applied in routine practice. 
  





Internet-based interventions can be effective in the treatment of various mental 
disorders compared with care-as-usual (e.g., face-to-face treatment) and waiting list 
control groups (Andrews et al., 2010). Many interventions, especially those aimed at 
mood, anxiety, and substance use disorders, are based on cognitive behavioral therapy 
(CBT). These interventions can be unguided or guided, with guidance typically being 
provided by licensed health professionals or trained volunteers. Guided interventions 
are typically more clinically effective than unguided ones (Spek et al., 2007; Johansson 
and Andersson, 2012; Richards and Richardson, 2012). Their superiority is most likely 
explained by the interaction between the participant and the person providing 
guidance, and although concepts such as treatment adherence have been suggested 
as a working mechanism (Mohr et al., 2011), that is, human support having a positive 
effect on adherence, and in turn on effectiveness, it remains unclear how exactly 
human support accounts for the difference. Thus, there is good reason to explore 
whether the gap between guided and unguided interventions can be bridged. In this 
paper we focus on a potential automated solution: Embodied conversational agents 
(ECAs). 
 
1.2 Embodied Conversational Agents 
ECAs can be defined as “more or less autonomous and intelligent software entities 
with an embodiment used to communicate with the user” (Isbister and Doyle, 2004). 
Examples of real-world ECAs are interactive characters in video games and virtual 
characters that assist customers in Web stores. Conceptually, ECAs consist of three 
components (Ruttkay et al., 2004). The first is an application interface that allows 
users to communicate with the ECA and provide it with information. These interfaces 
can range from Web-based questionnaires to real-time audio and video input. Second, 
ECAs are endowed with computer models that give them their “mental” capacities, 
essentially programmed knowledge used to reason over the factual “observations” 
derived from the interface. Such models can range from concise decision trees in 
which different answers on a questionnaire lead to different responses by the ECA, to 
machine learning–based algorithms that classify real-time video and audio input into 
a user’s emotional state, allowing the ECA to react empathically. Third, ECAs have an 
embodiment, or visual representation, which allows them to communicate with users 
verbally or nonverbally. Embodiments can range from virtual human characters on 
computer screens to robots, and communication from text messages to human 
communication modalities such as speech, gestures, and facial expressions. There are 
advantages and disadvantages to whatever implementation of the design aspects is 
2
Embodied Conversational Agents in Clinical Psychology   |   17 
 
 
chosen. Highly advanced ECAs, for example, those using multimodal and real-time 
user input such as video recordings and natural language, can be more believable than 
simplistic ones, but their complexity means that they require more development time, 
greater technological expertise, and that mistakes (e.g., in interpreting semantics of 
natural language) become more likely. Low-tech approaches based, for example, on 
decision tree mechanisms or relatively simplistic graphics can be utilized to deal with 
these problems, but they also make for a less realistic experience. These kinds of trade-
offs make finding the optimal configuration in a certain setting a nontrivial task. 
 
1.3 Are ECAs Ready for Clinical Practice? 
Working with an existing Web- and mobile-based cognitive behavioral treatment for 
depression (Warmerdam et al., 2012), our interest lies with techniques that can be 
applied in clinical practice. Given the many design decisions that can be made with 
respect to an ECA’s configuration, it is not immediately evident what an ECA should 
look like, and how it should behave in our context, namely as a bridge between guided 
and unguided interventions in clinical psychology. Paradigms exist that offer concrete 
design guidelines with respect to some (e.g., (Baylor, 2011)), or many (e.g., (van Vugt 
et al., 2009)), of the aspects of ECA development. However, their empirical 
foundations generally rest on outcome measures such as “user satisfaction,” 
“engagement with the ECA,” or “intention to use,” and the context is not necessarily 
that of clinical psychology. Although such measures might be indicative of clinical 
effectiveness, they do not necessarily translate to the clinical outcomes we aim to 
improve. For example, even though users might be fully satisfied with an ECA, this 
does not necessarily mean that the average treatment outcome (e.g., a significant 
reduction on a clinical measure of depression) will improve. Our chances to 
successfully bridge the gap between guided and unguided interventions will increase 
if we can determine how we can apply ECA technology with respect to improving 
clinical outcomes. 
The interdisciplinary nature of ECA research makes almost any intervention that 
includes an ECA inherently complex. The UK Medical Research Council’s (MRC) 
framework for complex interventions (Craig et al., 2008) defines four phases through 
which such interventions move before being fully embedded in practice: development, 
piloting, evaluation, and implementation. The difference between the piloting and 
evaluation phase is crucial. Whereas interventions might still be subject to changes in 
the piloting phase, the evaluation phase is characterized by a focus on clinical 
outcomes and a more rigorous study design. Although routine practice sometimes 
evolves along different lines, as a golden rule, it is only once an intervention has 
successfully moved through the evaluation phase and can be considered effective and 
safe to use, that it becomes of practical value to psychologists. 
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1.4 Scoping Review 
As a first step toward designing our own ECA, we wanted to review the relevant 
literature in a systematic manner to find out how ECAs had previously been used in 
psychotherapy, and to what extent the approaches taken were supported by evidence. 
Initial exploration of the literature to determine a suitable review method revealed a 
large variety of ECA applications, study designs, and outcome measures, such that a 
traditional systematic review (more emphasis on hard evidence) or meta-analytic 
approach (requires comparable outcomes) appeared inappropriate. We therefore 
adopted the scoping review method (Arksey and O’Malley, 2005). Scoping reviews aim 
to map the key concepts underpinning a research area, as well as the main sources 
and types of evidence that are available (Mays et al., 2001). Compared with traditional 
systematic reviews, scoping reviews address broader topics where many different 
study designs might be applicable, and do not emphasize quality assessment (e.g., the 
power of the study or nature of control groups) of the included studies, as the research 
questions are less specific (Arksey and O’Malley, 2005). 
This scoping review aims to inform health professionals about the technological and 
clinical possibilities and evidence base for ECA applications in clinical psychology, and 
to provide an overview of the activity in this field of research. 
 
2 Methods 
2.1 Study Design 
We adopted the Arksey and O’Malley framework for scoping reviews (Arksey and 
O’Malley, 2005), which distinguishes five different stages: (1) identifying the research 
question, (2) identifying relevant studies, (3) study selection, (4) charting the data, 
and (5) collating, summarizing, and reporting the results. We took into account 
recommendations about using an iterative team approach throughout stages (1) to (4) 
(Levac et al., 2010; Daudt et al., 2013) by having regular discussions with other team 
members. As theoretical underpinnings to scoping reviews, as well as transparency 
about the process by which results are obtained, are often lacking (Davis et al., 2009), 
we also made an attempt to provide clear concept definitions. Stages (1) to (4) are 
described in this section and stage (5) in the Results section. 
 
2.2 Identifying the Research Question 
Given the generic features of human support in psychotherapy, techniques seen in the 
treatment of disorders other than depression might be applicable in our context as 
well. Hence, we broadened our scope to include other common mental health 
disorders known to be a target for e-Mental Health interventions, namely mood 
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disorders, anxiety disorders, post-traumatic stress disorder (PTSD), psychotic 
disorders, eating disorders, autism spectrum disorders (ASDs), and substance-related 
disorders. 
 
2.3 Study Identification 
Our generic search query was as follows: 
embodied conversational agent AND mood disorder OR anxiety disorder OR psychotic 
disorder OR eating disorder OR autism spectrum disorder OR substance-related 
disorder 
Our list of search terms for the ECA concept included those we observed to be most 
common, for example, “virtual agent,” “virtual character,” “virtual human,” or “avatar.” 
The terms for the mental disorders were based on those found in PubMed’s MeSH 
(medical subject headings) index. We searched both psychology and computer science 
databases, including PubMed (psychology), ScienceDirect (interdisciplinary), 
WebOfScience (interdisciplinary), ACM (Association for Computing Machinery) 
Digital Library (computer science), and SpringerLink (artificial intelligence). The 
detailed search strings and search procedures are described in Appendix A1. The final 
search was conducted in, and included articles published up to, July 2015. References 
were stored in Microsoft Excel, and duplicates were removed. 
 
2.4 Study Selection 
Study selection was conducted by two independent reviewers (SP & HL), who 
screened titles and abstracts on the sequential eligibility criteria, and then assessed 
the full-text versions of the remaining articles. A third reviewer (JR) was consulted in 
case of disagreement. We included full articles that: 
(1) were written in English, (2) included an ECA in (3) an applied mental health 
context, (4) conveyed primary research findings, (5) targeted a mood, anxiety, 
psychotic, eating, autism spectrum, or substance-related disorder, and (6) described 
an experimental or focus group study. 
Regarding criterion (2), for a software entity to be considered an ECA, it required to, 
first, have a virtual or physical embodiment (e.g., Figure 1), second, interact with a 
user and, third, have a reasonable sense of agency, meaning its behavior had to be 
autonomous, and the software entity had to exhibit some form of reasoning. As for 
criterion (3), an applied mental health context implied that ECAs were used in an 
application that aimed to improve patient outcomes directly related to the targeted 
disorder, or that a reasonable argument could be made that the proposed application 
could eventually be used to do so. 




Figure 1. Examples of embodied conversational agent embodiments: top-left: 
emotional reinforcement with a smiley face; bottom-left: virtual 
psychiatric nurse; middle: SPARX’s (Smart, Positive, Active, Realistic, 
X-factor thoughts) guide character; top-right: SimSensei Kiosk virtual 
counselor; bottom-right: humanoid robot KASPAR 
 
2.5 Charting the Data 
Data extraction was conducted independently by two reviewers (SP & HL). Concepts 
were mapped in four categories: (1) meta-information, (2) study characteristics, (3) 
study methodology, and (4) ECA characteristics. Precise definitions of the concepts 
are listed in Appendix A2. 
During the data collection process, several concept definitions were refined. In trying 
to map the studies’ intended interventions and provide a taxonomy, we found that 
from a low level of abstraction, interventions targeted very specific behaviors or skills. 
Our listing grew so expansive that we considered a higher-level classification to be 
useful. Something similar could be said for the ECAs’ social roles, which were difficult 
to define precisely given the large variety in applications. In our attempt to provide a 
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useful taxonomy, we tagged all studies with their most predominant social role and 
intended intervention during discussions with all reviewers present. In these 
discussions, definitions of the different outcome types and development phases 
(based on the MRC framework for complex interventions (Craig et al., 2008)) were 
refined as well, until each of the studies could be tagged unambiguously. The resulting 
definitions are also listed in Appendix A2. 
 
3 Results 
3.1 Main Findings 
The search identified N=1117 references. After the removal of duplicates, N=958 
references remained. Next, a total of N=862 references were excluded by both 
reviewers after screening titles and abstracts. Of the remaining N=96 references, the 
reviewers did not agree about the inclusion based on screening in 78 instances, 
primarily because it was not entirely clear from the limited information provided by 
title and abstract whether the ECA inclusion criterion was satisfied (N=40). After full 
assessment of the 96 remaining articles, disagreement on 8 articles remained and was 
resolved in a discussion with the third reviewer. Finally, N=54 articles were considered 
eligible for full review. These 54 articles corresponded to N=49 unique studies (Figure 
2). Appendices A3 and A4, respectively, list the included studies’ intervention and 
ECA, and experimental design characteristics. Figure 3 depicts the most important 
results of the overall summative analysis and Figure 1 gives an illustration of some of 
the ECAs described in this review, more specifically emotional reinforcement with a 
smiley face (Agarwal et al., 2013) in the top-left, a virtual psychiatric nurse (Bickmore 
et al., 2010c) in the bottom-left, SPARX (Smart, Positive, Active, Realistic, X-factor 
thoughts)’s guide character (Cheek et al., 2014) in the middle, the SimSensei Kiosk 
virtual counselor (Devault et al., 2014) in the top-right, and humanoid robot KASPAR 
(Wainer et al., 2014a) in the bottom-right. 
 
 




Figure 2. Flowchart describing study identification and selection 
 
3.2 Autism Spectrum Disorders 
Over half the studies (n=26) targeted ASDs (Table 1). They either involved a form of 
social skills training (n=21), aimed at a variety of target behaviors or skills (Figure 3, 
graph d), or were presented as an educational aid (n=5) to accommodate children with 
autism’s special needs. Autism was the only disorder targeted with robotic 
applications (n=12), and most of the virtual characters appeared in serious games 
(n=8). Most ECAs assumed the role of a social interaction partner (n=18) or tutor 
(n=8), and in two studies (Hopkins et al., 2011; Smith et al., 2014a) social interaction 
partners were accompanied by a coach who provided additional feedback on their 
performance. The relative predictability of ECA behavior compared with that of 
humans, the possibility to repeatedly practice certain behaviors more often than with 
human partners, and children with autism’s fascination for technology were 
important reasons to explore the use of ECA technology in autism treatment. 
2




Figure 3. Results of the overall summative evaluation. Note that the 
categories were not mutually exclusive besides the intervention 
types and development phases. 
 
3.2.1 Psychotherapeutic Interventions 
A first group of ASD studies targeted nonverbal communication skills. In joint-
attention skills training, virtual characters (Chen et al., 2010; Alcorn et al., 2011; 
Hopkins et al., 2011; Agarwal et al., 2013; Bernardini et al., 2014) or a robot (Bekele et 
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al., 2014) would nonverbally cue targets by pointing or gazing at them, after which 
children were instructed to pay attention to the targets (Chen et al., 2010; Alcorn et 
al., 2011; Hopkins et al., 2011; Agarwal et al., 2013; Bekele et al., 2014; Bernardini et al., 
2014). Imitation skills were taught by asking children to repeat nonverbal gestures 
made by robots (Boccanfuso and O’Kane, 2010; Fujimoto et al., 2011; Robins and 
Dautenhahn, 2014; Warren et al., 2015). Other applications focused on tactile 
interaction by letting children play with robots equipped with tactile sensors 
(Amirabdollahian et al., 2011; Dickerson et al., 2013; Robins and Dautenhahn, 2014; 
Costa et al., 2015), turn-taking behavior through playing games with a virtual 
character (Agarwal et al., 2013) or robot (Boccanfuso and O’Kane, 2010), and facial and 
emotion recognition by reconstructing faces of dynamic photographs (Hopkins et al., 
2011). 
Applications focusing on verbal skills used ECAs to teach children communication 
skills such as general conversation (Lahiri et al., 2011; Tanaka et al., 2015) and 
antibullying strategies (Milne et al., 2009), and stimulated cooperation in multiplayer 
games (Jordan et al., 2013; Ribeiro et al., 2014; Wainer et al., 2014a). Lastly, a job 
interview training application allowed users to practice with a virtual job interviewer 
(Smith et al., 2014a). It is in this group of ASD studies that we found the only three 
applications focusing on adults (Jordan et al., 2013; Smith et al., 2014a; Tanaka et al., 
2015). 
Four of the educational aid applications involved virtual tutors, targeting vocabulary 
(Cole et al., 2003), daily-life skills (Bamasak et al., 2013), general educational needs of 
children with ASDs (Konstantinidis et al., 2009), and comprehension of idioms 
(Shoukry et al., 2015). One study used a humanoid robot to teach children about body 
postures and aid them in their sense of body consciousness (Palestra et al., 2014). 
 
3.2.2 ECA Technology 
From a technological perspective, the focus in many of these studies was on letting 
ECAs communicate with users through human communication modalities, most 
notably speech (n=18), facial and gaze expressions (n=15), and hand and body gestures 
(n=14). A notable exception was touch (n=5), which could only be used by human 
users. 
Few studies employed user models to personalize subsequent interactions. Static user 
models were mostly used to call the user by name (Konstantinidis et al., 2009; Alcorn 
et al., 2011; Bekele et al., 2014; Bernardini et al., 2014), and only two studies employed 
dynamic user models to personalize subsequent interactions. In one study (Chen et 
al., 2010), emotion recognition was used to structure the narrative of a game, and in 
another (Smith et al., 2014a) the interactions were structured according to the user’s 
performance and level of rapport with the virtual job interviewer. Only two studies 
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allowed users to enter into a dialog with the ECA, both using menu-based dialogs 
(Lahiri et al., 2011; Smith et al., 2014a). 
 
3.2.3 Evidence 
Although the most commonly studied outcomes were behavioral (n=17), and most of 
the studies (n=21) were conducted with clinical samples, the sample sizes were 
generally very small (mean 14.6 (SD 14.2)), and in many cases the behavioral outcomes 
were short term and restricted to experimental settings (e.g., a researcher’s 
observation of child-robot interaction during an experiment (Robins and 
Dautenhahn, 2014)). Most studies were still in the development (n=13) and piloting 
(n=11) phase. 
Two ASD studies had moved beyond the development and piloting phase. In the first 
study (Smith et al., 2014a), the Web platform virtual reality (VR) job interview training 
was evaluated in a randomized controlled trial (N=26). Users were subjected to an 
interview with a job interviewer, and could ask a coach for feedback regarding their 
performance. Users could interact with the interviewer through a menu-based system, 
but they were also given the option of speaking their choices out loud to help them 
practice their verbal skills. The interviewer could be configured to have different 
personalities (from friendly and easy-going to mean and asking illegal questions), and 
based her responses on the user’s answers and a user model that kept track of the level 
of rapport between the two. The interviewer used speech output and conveyed 
dynamic emotional states through facial and gaze expressions. There was a significant 
improvement in the user’s researcher-scored interview skills in a role-played 
interview, as well as self-confidence, compared with a control group that received no 
intervention. Although this result is promising, generalizability to real-world settings 
and the application’s effectiveness compared with conventional job interview skills 
training programs remain unclear. 
The second study used a computer program to improve joint attention, and emotion 
and face recognition in children with autism (Hopkins et al., 2011). It involved 
exercises with dynamic realistic photographs of human faces, “coming to life” after 
successful completion. This intervention also included an animal avatar coach 
embodied by a realistic photograph that provided additional motivational 
reinforcement. Following a randomized controlled study (N=49), the intervention was 
found to be more effective in comparison to a control condition in which children 
used drawing software. Both children with high- and low-functioning autism 
improved in terms of emotion recognition and observed social skills, while children 
with high-functioning autism also improved in facial recognition. Similar to the other 
evaluation study, it remains unclear how the intervention would compare with 
conventional interventions targeting similar social skills. 




A total of n=10 studies targeted depression. These studies revolved around CBT 
interventions (n=4), counseling (n=3), self-management skills (n=2), and social skills 
training (n=1). Most (n=6) of the applications were Web based, and the social roles 
fulfilled by ECAs were a coach (n=6) or health care provider (n=5). The anonymity 
provided by ECAs, their availability compared with humans, their nonjudgmental 
nature, and the ability for people to practice social interaction in a safe environment 
were important reasons to explore the use of ECAs in depression treatment. 
 
3.3.1 Psychotherapeutic Interventions 
The CBT-based applications targeted symptoms of depression in general, with a 
virtual coach guiding people with depression through a Web-based intervention 
(Martínez-Miranda et al., 2014), a photograph of a clinician embodying weekly 
feedback in a Web-based intervention (Kelders, 2015), and a fantasy character guiding 
users through a serious game (Cheek et al., 2014). In (Pagliari et al., 2012), 
requirements for the virtual agent used in (Martínez-Miranda et al., 2014) were 
determined through a focus group study. 
A second group of applications explored elements of counseling with a virtual agent, 
more specifically the elicitation of self-disclosure, that is, getting people to talk about 
their problems, by a virtual counselor in an open-ended dialogue (Devault et al., 2014), 
the elicitation of self-disclosure as well as the provision of relevant information by a 
Web-based virtual counselor among active soldiers, war veterans, and their families 
(Swartout et al., 2013), and diagnosis by a virtual therapist guiding users through a 
Web-based version of the Beck Depression Inventory questionnaire (Pontier and 
Siddiqui, 2008). 
Self-management skills were targeted by an application that supported hospitalized 
patients during their discharge procedure (Bickmore et al., 2010b), and by a serious 
game in which people with depression could practice communicating about their 
health with a virtual doctor (Pinto et al., 2016). 
The last study concerned the same job interview training application used in (Smith 
et al., 2014a), this time targeting people with other psychiatric disabilities, including 
depression (Smith et al., 2014b). 
 
3.3.2 ECA Technology 
Looking at the use of human communication modalities, the most technologically 
advanced developments take place in counseling interventions from studies 
conducted by the Institute for Creative Technologies, associated with the University 
2
Embodied Conversational Agents in Clinical Psychology   |   27 
 
 
of Southern California (USC-ICT). Over the years, they have developed an extensive 
framework that allows users to communicate with ECAs in a natural manner through 
verbal and nonverbal behavior. In one study (Swartout et al., 2013), users could 
communicate by textual natural language. Using speech and synchronized nonverbal 
behaviors, the ECA was able to take initiative in the conversation and probe for 
information related to depression and PTSD. An even more advanced approach in 
terms of user input was taken in another study (Devault et al., 2014), in which users’ 
speech and nonverbal behavior was taken as input, and used to engage them in open-
ended dialogues aimed at self-disclosure about psychological problems. The ECA was 
endowed with a set of fixed utterances and interview questions, applied back-channel 
behaviors (e.g., saying “uhuh” and nodding while listening) and empathic responses 
to build rapport with the user, and used continuation prompts (e.g., a new question) 
to keep the conversation going. 
Another, technologically less advanced, approach that emphasized longer-term user 
modeling was taken by the Relational Agents Group of Northeastern University. 
During the past decade, this research group has developed a framework for so-called 
relational agents that apply a variety of techniques (e.g., daily small-talk, empathic 
displays, referencing to previous interactions) to develop a long-lasting relationship 
with the user through menu-based dialogs over multiple interactions (Bickmore et al., 
2010b). 
A last set of studies focused on modeling users’ emotional state in real time based on 
their interaction with the application itself, for example, based on their answers to 
depression questionnaires (Pontier and Siddiqui, 2008; Martínez-Miranda et al., 2014). 
 
3.3.3 Evidence 
The outcome studied the most (n=8) was user satisfaction. Although the studies 
focusing on more advanced technologies such as natural interaction and empathy 
modeling were still in the development (n=5) and piloting (n=2) phase, n=3 studies 
moved beyond that. 
The sole study around an implementation question (Cheek et al., 2014) concerned a 
focus group study (N=16) of the acceptability of SPARX, a gamified CBT intervention 
developed in New Zealand, in which players can, for example, use a staff to shoot 
physically manifested negative thoughts. ECAs as such are not a predominant theme 
in the SPARX game, but regular mention of a guide character is made. Players choose 
their own avatar that provides instructions throughout the game in dialogs with the 
user. Australian participants indicated that it was important that the guide’s gender 
could be customized, did not mind its foreign accent, and liked the idea of being able 
to socialize with it. Being a focus group study, it remains unclear whether these results 
would hold in an experimental setting. 
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The first evaluation study (N=134) used the photograph of a clinician as an 
embodiment to deliver automated motivational support in a computerized 
acceptance and commitment therapy (Kelders, 2015). Users could not interact with 
the ECA directly, and personalized support occurred on a predefined schedule 
through a user model based on the user’s actions in the intervention. Participants 
receiving automated ECA feedback were found not to be significantly less involved 
than those receiving real human support. Although this result was very interesting in 
the sense that ECA support was compared with real human support, the ECA itself 
made little use of state-of-the-art ECA technology, and therefore gives us little to go 
on in terms of ECA design. The second evaluation study concerned another 
randomized controlled study (N=37) using the job interview training application 
(Smith et al., 2014b) that was also used for ASDs (Smith et al., 2014a). Again, the users’ 
researcher-scored interview skills in a role-played interview, as well as users’ self-
confidence, improved significantly compared with a control group that received no 
intervention. 
The development and piloting studies provided us with some initial evidence that 
practicing health communication with virtual health care providers in a serious game 
can be efficacious (Pinto et al., 2016), that ECAs in a CBT-based intervention should 
have a coaching role, be configurable, adaptable, trustworthy, guiding rather than 
directive, and capable of empathic expressions without reflecting negative ones back 
to the user (Pagliari et al., 2012), that ECAs endowed with empathy are more highly 
valued than those without it (Pontier and Siddiqui, 2008; Martínez-Miranda et al., 
2014), that people do not experience less rapport when interacting with an ECA than 
when interacting with a human (Devault et al., 2014), that people appreciate the 
anonymous nature of interacting with an ECA (Swartout et al., 2013), and that people 
with depression experience a stronger working alliance with a virtual nurse guiding a 
hospital check-out procedure than do the nondepressed (Bickmore et al., 2010b). 
 
3.4 Anxiety Disorders 
There were N=5 studies that targeted anxiety disorders, either with CBT (n=2) or 
counseling (n=3) interventions. ECAs assumed the role of a social interaction partner 
(n=3), a health care provider (n=2), and a tutor (n=1), and most of them were 
implemented in stand-alone software (n=3). Reasons to use ECAs for anxiety disorders 
were similar to those mentioned for depression. 
3.4.1 Psychotherapeutic Interventions 
The counseling studies experimented with various techniques to elicit self-disclosure 
in counseling sessions with a virtual agent. While we already discussed one study 
(Devault et al., 2014) for depression, two other studies focused solely on eliciting 
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personal information from people with anxiety in the context of finding a new 
roommate (Kang and Gratch, 2010) and counseling (Kang and Gratch, 2012). In the 
CBT-based applications, virtual animals helped children to conquer performance 
anxiety in a serious game (Schmidt et al., 2013), and a virtual character evoked anxiety 
in a VR environment (Rinck et al., 2010). 
 
3.4.2 ECA Technology 
Most innovative here are the counseling studies, again conducted by USC-ICT. 
Although all three ECAs are based on the same framework, those described in (Kang 
and Gratch, 2010) and (Kang and Gratch, 2012) differ from (Devault et al., 2014) in that 
a so-called “Wizard of Oz” paradigm was applied to control the ECAs’ verbal behavior, 
that is, it was controlled by the researchers. Whereas this violated our definition of 
agency in terms of verbal behavior, the so-called rapport agents’ nonverbal behavior 
was completely automated. Interpreting the phonetic aspects of a user’s speech input, 
as well as video recordings of his or her nonverbal behavior, they were able to display 
appropriate nonverbal behaviors themselves. 
 
3.4.3 Evidence 
The applications we considered were still in the development (n=2) and piloting (n=3) 
phase, and there was no predominant outcome measure used. Although some studies 
worked with large sample sizes (N=351 in (Devault et al., 2014), and N=108 in (Kang 
and Gratch, 2010)), none of the studies experimented with clinical samples. 
In these studies, most relevant to our purpose were the findings that people with 
elevated levels of social anxiety may find it easier to disclose personal information to 
an ECA than to a human (Kang and Gratch, 2010), that human backstories may be 
more effective in this respect than (true) computer backstories (Kang and Gratch, 
2012), and that highly anxious people approached a character in a VR environment 
more slowly, and kept more distance, than less-anxious ones (Rinck et al., 2010). 
 
3.5 Post-Traumatic Stress Disorder 
A total of n=4 studies targeted PTSD. Besides two studies on counseling interventions 
that also targeted depression (Swartout et al., 2013; Devault et al., 2014), one study 
proposed a virtual coach in a CBT-based Web-based platform (Tielman et al., 2014), 
and one concerned a virtual guide in a serious gaming healing environment (Morie et 
al., 2009). The studies involved ECAs in the role of a coach (n=3) and a health care 
provider (n=1). 
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3.5.1 Psychotherapeutic Interventions 
In the first study (Morie et al., 2009), a fantasy character acted as an engaging 
information repository in a virtual healing environment for returning soldiers that 
stimulated social comradery, healing activities, and personal exploration. The other 
study involved a focus group of experts in trauma treatment, in which design 
requirements were gathered for a virtual agent supporting a Web-based exposure 
therapy-based application (Tielman et al., 2014). 
 
3.5.2 ECA Technology 
From a technological perspective, the most interesting developments took place in the 
two studies we already discussed. The guide in (Morie et al., 2009) was implemented 
as a virtual character in a private space built in the Second Life virtual worlds platform, 
but the details about its design remained unclear. 
 
3.5.3 Evidence 
All studies (n=4) were still in the development phase. Even though (Morie et al., 2009) 
had an impressive sample size (N=700), the focus was still on usability of the healing 
environment itself. Some examples of suggested guidelines for the virtual coach from 
the focus group study (N=10) (Tielman et al., 2014) were that it should acknowledge 
patients’ feelings, remind them of their goals when they indicate they wish to quit, be 
factual in complimenting, and never express negative emotion. 
 
3.6 Psychotic Disorders 
The n=4 studies involving psychotic disorders revolved around social skills training 
(n=2) and self-management (n=2). Aside from the Web-based job interview training 
application that also targeted depression (Smith et al., 2014b), two applications were 
implemented in stand-alone software, and one in a VR environment. Interestingly, 
this set of studies was the only one to consider ECAs in all four social roles. Important 
reasons to explore the use of ECAs in the treatment of psychotic disorders were that 
social skills could be practiced in a safe environment, and that ECAs can always be 
available to provide support or information. 
 
3.6.1 Psychotherapeutic Interventions 
Two studies applied the Relational Agent framework described in the section on 
depression (Bickmore et al., 2010b), and used an ECA to host a system that provided 
general lifestyle support with an emphasis on promoting medication adherence for 
people suffering from schizophrenia over a 1-month period (Bickmore et al., 2010c; 
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Puskar et al., 2011). In the other study, people with schizophrenia could 
practice conversational skills with virtual characters in a VR social situation (Ku et al., 
2007). 
 
3.6.2 ECA Technology 
The self-management interventions that were based on the Relational Agent 
framework used a similar set of techniques as in (Bickmore et al., 2010b) to develop a 
long-term relationship between a virtual psychiatric nurse and the user. The 
conversations in (Ku et al., 2007) followed a branching tree model approach, which 
allowed users to communicate through a multiple choice menu. A virtual coach could 
help users in case they ended up in negative situations. All of the studies allowed users 
to interact with ECAs through menu-based dialogs. 
 
3.6.3 Evidence 
Although the studies that have not already been discussed under the various disorders 
were all in the piloting phase (n=3), and sample sizes were fairly small (mean 19.8 (SD 
11.9)), they all studied clinical populations. Whereas usability (n=3) and satisfaction 
(n=4) outcomes were studied most often, with positive results, there is some initial 
evidence that the Relational Agent applications helped people with schizophrenia to 
adhere to their medication intake (Bickmore et al., 2010c; Puskar et al., 2011), and that 
VR social situations evoke similar negative symptoms in people with schizophrenia to 
what would be expected from real-world situations (Ku et al., 2007). 
 
3.7 Substance Use 
All ECA applications (n=4) targeting substance use were Web based and included CBT 
elements. ECAs assumed the role of a coach (n=2) and a health care provider (n=2). 
The main reason to use ECAs in the context of substance use is that they are more 
available than supportive humans would be, thereby increasing accessibility. 
 
3.7.1 Psychotherapeutic Interventions 
In (An et al., 2013), a “makeover host” was used to deliver and highlight personalized 
content in an intervention called REALU2, targeting healthy lifestyle behavior with an 
emphasis on smoking cessation. Smoking cessation was also the topic of (Grolleman 
et al., 2006), which investigated the acceptability of a proposed virtual agent for an 
intervention based on motivational interviewing. Motivational interviewing was used 
in a brief intervention targeting problematic drinking behavior in (Lisetti et al., 2013; 
Yasavur et al., 2014). 
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3.7.2 ECA Technology 
The makeover host in (An et al., 2013) delivered personalized messages based on how 
users interacted with the intervention, but the details of its design remained unclear. 
The motivational interview intervention described in (Lisetti et al., 2013) allowed users 
to interact with a virtual counselor through a menu-based system, and their facial 
expressions were recorded to deduce their emotional state. The combination of user 
input and emotional state allowed the ECA to guide the conversation and respond 
empathically. In (Yasavur et al., 2014), efforts were made to make interaction with the 
same system more natural by using speech rather than menu-based input. 
 
3.7.3 Evidence 
This set of studies contained one study in the evaluation phase, which had the highest 
number of participants (N=1317 adults with a history of smoking) out of all the studies 
considered. In a randomized controlled trial, the ECA intervention was found to be 
more effective in reducing self-reported smoking than a control condition in which 
participants used an intervention based on general lifestyle support. Including peer 
support further boosted the ECA intervention’s effectiveness. Because the ECA’s 
design was not described in detail, and because the intervention with the ECA was not 
compared with one without it, it remains unclear how the ECA itself contributed to 
the results. Some evidence for the importance of empathic behavior by ECAs was 
provided in a randomized controlled trial on the brief motivational intervention 
(Lisetti et al., 2013). The ECA using an empathy module performed significantly better 
than an ECA without it on various outcome measures, but long-term effects regarding 
substance use remained unclear. 
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Table 1. Summative results per disorder 
 
ASD Depression Anxiety PTSD Psychotic 
Substance 
Use 
Total number of studies n=26 n=10 n=5 n=4 n=4 n=4 
Interventions       
 social skills training 21 1   2  
 educational aid 5      
 CBT  4 2 1  4 
 counseling  3 3 2   
 self-management  2  1 2  
Platform       
 serious game 8 2 1 1   
 stand-alone software 4 2 3 1 2  
 robotics 12      
 virtual reality 1  1  1  
 web-based 1  6  2 1 4 
Social Role       
 social interaction partner 18 1 3  2  
 tutor 8  1  1  
 coach 2  6  3 1 2 
 health-care provider  5 2 1 2 2 
ECA Human Communication Modalities      
speech 18 5 3 2 4 2 
facial and gaze expressions 15 5 4 2 3 1 
hand and body gestures 14 3 3 2 2 1 
text 2 3 1 1  1 
touch       
User Human Communication Modalities     
speech 3 2 3 1 1 1 
facial and gaze expressions 3 1 3 1  1 
hand and body gestures 4 1 3 1   
text 1 1  1   
touch 5      
34   |   Chapter 2
 
 
Personalization       
 static user model 4      
 dynamic user model 2 7 1 2 3 3 
 menu-based dialog 2 4  1 4 1 
 natural language dialog  2 1 2  1 
Development Phase       
 development 13 5 2 4  1 
 piloting 11 2 3  3 2 
 evaluation 2 2   1 1 
 implementation  1     
Outcomes       
 usability 11 5 2 3 3 2 
 satisfaction 3 8 1 2 4 2 
 usage 11 1 1  2 1 
 behavioral 17 2 3  3  
 self-report 2 4 3 1 2 2 
 knowledge 4      
Study Participants       
 Mean N (SD) 14.6 
(14.2) 










 min N, max N 1, 49 8, 351 15, 351 10, 700 10, 37 35, 1317 
 clinical sample 21 7  1 4 2 
 adult sample 5 7 4 4 4 4 
 
4 Discussion 
4.1 Principal Findings 
This review aimed to inform health professionals about the technological possibilities 
and evidence base for ECA applications in clinical psychology, and to provide an 
overview of the activity in this field of research. Research on the use of ECAs in 
psychotherapy is emerging (Figure 3, graph a), and we reviewed N=49 studies of which 
the majority targeted ASDs (Figure 3, graph b). A general distinction could be made 
between applications in which ECAs were used as an adjunct to an intervention that 
could also have been used independently, and applications in which the interaction 
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between the ECA and user was central. The former were mostly CBT-based programs, 
educational aids, and self-management interventions, whereas the latter were mostly 
social interaction skills training interventions and counseling interventions. Social 
skills training interventions were by far the most popular for ASDs, which also made 
them the predominant type of intervention overall (Figure 3, graph c). As a result, 
ECAs in the role of a social interaction partner were the most frequent (Figure 3, graph 
e). The large variety in ECA applications and types of interventions (e.g., Figure 3, 
graph d) made it a nontrivial task to provide a taxonomy of interventions and ECA 
social roles. Although clinical behavioral outcomes were studied most often (Figure 3, 
graph g), they were in many cases restricted to pre-post measurements within 
experiments that had relatively small sample sizes. Consequently, few studies 
exceeded the piloting phase (Figure 3, graph h). 
 
4.1.1 ECA Technology 
The balance in terms of the ability to communicate through human communication 
modalities such as gestures, expressions, and speech highly favors ECAs compared 
with human users (Figure 3, graph f). Nevertheless, work to shift this balance has been 
conducted in research on social interaction training and counseling interventions. The 
latter made a lot of use of technologically more advanced user modeling (e.g., real-
time emotional states), and innovative ways for humans to communicate with 
computer systems, for example, by interpreting natural language, phonetic aspects 
from speech input, and recorded nonverbal behavior. While ASD and counseling 
interventions have a more short-term focus, there has also been some activity in 
establishing longer-term relationships by using less technical user models, the input 
of which came from dialog-tree systems and indirect communication with ECAs 
through the intervention interface itself. Given the development phases of the studies 
in which these technologies were applied, the more high-tech solutions seem to be 
most suited for experimental research into the client-therapist relationship or 
screening for disorders such as depression or PTSD (e.g., (Devault et al., 2014) or 
(Swartout et al., 2013)). At present, the more low-tech approaches have been evaluated 
most thoroughly and, therefore, seem most promising for direct application in routine 
clinical practice. 
 
4.1.2 Evidence Base 
From the evaluation phase studies we learned that there is reasonable evidence that 
(1) ECAs can have a positive effect on user engagement and involvement, (2) they can 
be effective in this sense as an adjunct to already existing interventions for mental 
disorders, and (3) it is important for them to convey empathy when interacting with 
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users. An important limitation of the evaluation studies we considered is the nature 
of the control groups. Besides the study by Kelders (Kelders, 2015), none compared an 
ECA intervention to a conventional treatment used in routine practice, or compared 
the intervention with the ECA to the intervention without it. Additionally, the more 
rigorous studies either put little emphasis on the role and design of the ECAs, or 
targeted disorders indirectly (e.g., job interviews skills). Although most of the 
developmental and piloting studies show promising results with respect to usability 
and user acceptance, we still have little hard evidence that the proposed applications 
are reasonable alternatives to established treatments, or that ECAs used as an adjunct 
to existing interventions, bridging the gap between guided and unguided 
interventions, make them more clinically effective. 
 
4.2 Future Work 
In Table 1, some notable blank spots can be identified. Most obvious is the scarcity of 
evaluation and implementation phase studies, which requires more research with 
larger sample sizes, suitable control groups, and clinical populations. In this respect, 
the emerging nature of the field is a reassuring consideration. Two other notable blank 
spots are Web-based ECA applications for ASDs, and the use of ECA technology in VR 
applications in general. Taking into account the individual studies’ descriptions, there 
is also still quite some research to be done with regard to effective ECA configurations, 
by comparing different parameter settings in controlled studies. 
 
4.2.1 Web-Based CBT 
To revert to delivering support in Internet interventions, we know that not all people 
require the same amount of support, considering, for example, that people with low 
intrinsic motivation benefit more from human support than those who are already 
motivated or prefer to work on their own (Mohr et al., 2011). User models on, for 
example, patient motivation could contribute to an accurate timing of ECA support, 
for example, by providing support when motivation is low and not disturbing them 
when motivation is already high. Considering the working mechanisms through 
which human support may increase the effectiveness of Internet interventions, little 
work has been conducted in the area of treatment adherence, making this a pertinent 
target around which to focus our efforts with respect to increasing motivation. 
Another important point related to extending the evidence base is illustrated by the 
Help4Mood project (Martínez-Miranda et al., 2014) and the study by Kelders (Kelders, 
2015). The Help4Mood project attempts to integrate a Web-based CBT-based 
treatment with a technologically advanced ECA that communicates through speech, 
and that is endowed with a dynamic emotion model used to convey empathy in real 
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time. In the study by Kelders (Kelders, 2015), automated textual feedback in an already 
existing intervention was embodied by accompanying it with the photograph of a 
clinician. Help4Mood is technologically more challenging, but requires a long period 
of development and piloting. Because the ECA plays such a central role in the 
intervention, it is far from straightforward to simply “add” the ECA as an adjunct to 
an already existing and well-evaluated intervention to study its effects. Rather, the 
intervention would have to be built around the ECA framework, and the resulting new 
intervention would once again have to proceed through the development phases. This 
is a general issue whenever we consider adopting one of the other ECA frameworks 
we came across, such as the Relational Agent Group’s Litebody (Bickmore et al., 
2009a), and USC-ICT Virtual Human Toolkit (Hartholt et al., 2013), especially if we 
consider that the input used in Help4Mood is still relatively straightforward to 
interpret compared with human speech or nonverbal behavior. 
 
4.2.2 Low-Tech Approach 
If we want to investigate how to improve interventions that have already been set out 
in the field, a “low-tech” approach similar to (Kelders, 2015) can be advocated because 
it (1) saves development time that can be used to design and set up larger studies, (2) 
forces us to think about the core attributes that can make the ECA effective, and (3) 
makes it easier to judge whether it is safe to use the ECA in a clinical setting with real 
patients. Given the sparse evidence on the clinical effectiveness of ECAs thus far, this 
approach and its three advantages may be just what we need to study how we can 
effectively use ECAs in existing Internet interventions: it will be easier to (1) conduct 
studies that move beyond the piloting phase, (2) identify the core attributes that make 
ECAs effective in Internet interventions such that ECA design can be more focused 
and less time-consuming, and (3) conduct experiments with clinical populations such 
that we can study ECAs’ effects on clinical outcomes. 
 
4.3 Limitations 
Our definition of ECAs had three components. With respect to the embodiment and 
interaction capabilities, we took a liberal stance, but our requirement of agency was 
rather conservative (autonomous behavior and reasoning). This excluded a fair 
number of studies (29 during the screening of full articles) from our review that some 
might consider to be relevant. Regarding the criterion of autonomous behavior, we 
excluded quite some studies using what is often called a “Wizard of Oz” paradigm, in 
which the ECA’s behavior is not controlled by a software entity, but by a human 
operator instead. Examples are a study in which an ECA representing the hallucinated 
voices of people with schizophrenia spoke the transformed utterances of a therapist 
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(Leff et al., 2013), and one in which a robot aimed at improving the mood of 
hospitalized children suffering from cancer was under the control of a researcher 
(Alemi et al., 2014). An example of a study that was excluded because the embodied 
characters lacked reasoning capabilities, that is, the ECA would act the same 
regardless of user input, was (Wallace et al., 2010). 
Although ECA research is almost inherently interdisciplinary, we refrained from going 
too deep into the technological aspects. This was because our target audience 
consisted of health professionals with a generally less technical background and we 
wanted to focus on opening up the ECA domain for them as well as providing them 
with an overview of the available evidence for application in routine clinical practice. 
For this reason, we refrained from a highly technical discussion of, for example, verbal 
and nonverbal ECA capabilities. However, it has to be noted that, depending on how 
one would like to use ECAs in future work, many more detailed questions could be 
investigated surrounding ECA design aspects, such as the required capabilities for, 
and their impact on, specific disorders or types of ECA interventions. With respect to 
our search strategy, we looked specifically for articles that mention ECAs. As 
exemplified by the sole included article on SPARX, which is actually supported by 
more research than reviewed here (e.g., (Merry et al., 2012)), there is a possibility that 
we missed out on articles describing, for example, serious games or VR environments 
in which ECAs are used, but not specifically mentioned. 
Another limitation relates to the bibliographic databases we considered. Computer 
science research publications are more dispersed than those of psychology research 
and computer science databases are less suited to systematic searches. Although our 
interdisciplinary approach was already broader than what is usual in psychology 
research, there is a possibility that we might have missed relevant research in, for 
example, the IEEE (Institute of Electrical and Electronics Engineers) Xplore digital 
library or Google Scholar. We refrained from using IEEE Xplore digital library due to 
practical constraints and Google Scholar because its search algorithm is often updated 
and personalized, which makes it difficult to replicate search results. Additionally, due 
to practical constraints, we did not conduct searches in the gray literature or manual 
searches through cross-referencing, nor did we conduct a follow-up search after the 
original one. 
While the idea of applying ECAs in psychotherapy is far from new (e.g., (Bickmore and 
Gruber, 2010; Hudlicka, 2013)), to our knowledge this is the first review to specifically 
consider psychotherapeutic applications of ECAs in a systematic manner. There are 
several areas of research that are closely related to ours. One of these is social robotics 
research, which often focuses on providing company to elderly people (e.g., (Broekens 
et al., 2009)) or people suffering from dementia (e.g., (Mordoch et al., 2013)). While 
this area of research could be seen as an attempt to prevent the psychological 
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consequences that might ensue from loneliness, we did not consider the focus to be 
on psychopathology. Robotic applications targeting autism have previously been 
reviewed (e.g., (Diehl et al., 2012)), but without the constraints implied by our ECA 
concept. Consequently, many of these robotic applications do not adhere to our 
criterion of agency, that is, they do not act autonomously or intelligently. Besides 
research on robotics, there is a large corpus of literature on the application of virtual 
agents in other highly relevant domains from which we can draw inspiration. 
Although this review focuses solely on psychotherapeutic applications, there seems to 
be little reason not to consider, for example, motivational (Baylor, 2011), pedagogical 
(Baylor and Kim, 2004), or lifestyle-support agents (Smith et al., 2008). 
 
4.4 Conclusions 
Research into the psychotherapeutic application of ECAs is emerging. We identified 
49 studies, with over half of them focusing on autism. The field is characterized by a 
large variety in all its aspects, for example, type of intervention, target behavior, 
platform, ECA embodiment, communication modalities, ECA “mental” states, and 
study design. While there are several studies surpassing the development and piloting 
phases, as might be expected in a relatively new field, evidence about the clinical 
effectiveness of ECA applications remains sparse. Technologically advanced ECA 
applications are very interesting and show promising results, but their complex nature 
makes it difficult for now to prove that they are effective and safe to use in clinical 
practice. Therefore, at present, clinical practice seems well served by an additional 
focus on a more low-tech approach based on the elementary principles that make 
ECAs effective, that can progress through the development and piloting phases at a 
faster pace, and that can therefore more easily be proven to be safe and effective for 
routine clinical practice.  
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Background: Human support is thought to increase adherence to internet-based 
interventions for common mental health disorders, but can be costly and reduce 
treatment accessibility. Embodied virtual agents may be used to deliver automated 
support, but while many solutions have been shown to be feasible, there is still little 
controlled research that empirically validates their clinical effectiveness in this 
context.  
Methods: This study uses a controlled and randomized paradigm to investigate 
whether feedback from an embodied virtual agent can increase adherence. In a three-
week ecological momentary assessment smartphone study, 68 participants were asked 
to report their mood three times a day. An embodied virtual agent could mirror 
participant-reported mood states when thanking them for their answers. A two-stage 
randomization into a text and personalized visual feedback group, versus a text-only 
control group, was applied to control for individual differences (study onset) and 
feedback history (after two weeks).  
Results: Results indicate that while personalized visual feedback did not increase 
adherence, it did manage to keep adherence constant over a three-week period, 
whereas fluctuations in adherence could be observed in the text-only control group.  
Conclusions: Although this was a pilot study, and its results should be interpreted 
with some caution, this paper shows how virtual agent feedback may have a stabilizing 
effect on adherence, how controlled experiments on the relationship between virtual 
agent support and clinically relevant measures such as adherence can be conducted, 
and how results may be analyzed. 
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Internet-based psychotherapeutic interventions, also referred to as eMental Health 
interventions, can be effective in the treatment of various mental disorders when 
compared to face-to-face interventions (Andersson et al., 2014). Many interventions 
that target common mental health disorders such as mood, anxiety, and substance use 
disorders, are based on cognitive behavioral therapy (CBT). Internet-based CBT 
interventions are either guided, or self-guided, with guidance usually being provided 
by health professionals or trained volunteers. It has been found that guided 
interventions are generally more clinically effective, e.g., reductions in 
symptomatology, than unguided interventions (Richards and Richardson, 2012). 
While the precise contribution of human support remains unclear, a number of 
working mechanisms have been suggested (Schueller et al., 2017). One such 
mechanism is that human support contributes to patients’ motivation to complete an 
intervention, which in turn may increase adherence (Mohr et al., 2011). Indeed, it has 
been shown that adherence may be superior when human support is available (van 
Ballegooijen et al., 2014), and that non-optimal exposure or non-adherence to 
interventions, e.g., not completing exercises or dropping out of interventions early, 
tends to reduce their clinical effectiveness (Donkin et al., 2011). 
The study described in this article is part of a project in which we are looking to bridge 
the gap between guided and unguided internet-based CBT interventions by 
automating support through the use of embodied virtual agents. From a literature 
review of their application in the treatment of common mental health disorders, we 
concluded that few studies have explored their use in a supportive role to online CBT-
based interventions. Although a number of applications seemed feasible and 
promising, there is still little evidence for their impact on clinically relevant outcomes 
such as symptom reduction or adherence (Provoost et al., 2017). Clinical psychology 
is an applied science, however, which means that there is a strong emphasis on 
empirical validation when introducing novel technologies. Although from a 
technological perspective, lots of interesting solutions have been, and are being 
developed, they cannot be applied in clinical practice without such validation. The 
present study represents the first in a series of controlled studies in which we aim to 
discover how and whether virtual agent support can contribute to eMental Health 
interventions’ clinical effectiveness. 
Because a detailed study of clinical outcomes in controlled settings, such as symptom 
severity, requires clinical study populations (ethical implications) and follow-up 
measurements (long timespan), we chose to study adherence as an outcome measure 
in this pilot study, on the assumption that it is a potential mediator for clinical 
effectiveness. We opted for Ecological Momentary Assessment (EMA) as an 
intervention strategy, also referred to as experience sampling, which refers to the 
44   |   Chapter 3
 
 
repeated sampling of subjects’ current behaviors and experiences in real time, in 
subjects’ natural environments (Shiffman et al., 2008). EMA can be a component of 
internet-based CBT interventions, for example, to measure fluctuations in mood 
(Wenze and Miller, 2010). Additionally, it is a clear measure of adherence, as patients 
either do or do not respond to EMA requests. 
In the remainder of this paper we describe our explorative pilot study, in which we 
test the hypothesis that virtual agent support can increase adherence to EMA requests. 
With respect to the virtual agent design, we opted for a simple approach that fulfills 
the ECA criteria (the agent has an embodiment, communicates with the user, and uses 
a form of reasoning to simulate agency (Isbister and Doyle, 2004)) in a minimalistic 
manner. Although frameworks exist for the development of ECAs with their full range 
of verbal and non-verbal capabilities (e.g., (Bickmore et al., 2009a; Gratch and 
Hartholt, 2013)), using them for the development of virtual agents, and their 
subsequent integration with existing EMA platforms, was considered too time-
consuming for this study. Moreover, agents do not necessarily need to be very 
complicated for motivational purposes, because it has been shown that even the mere 
presence of an embodied agent can improve user motivation, for example, when 
shown next to a chat dialog box in which instructions and feedback for an interactive 
game are displayed (Mumm and Mutlu, 2011). A more detailed description of the 




We conducted an explorative controlled pilot study with a two-stage randomized 
between-subject design. Participants self-monitored their mood on a smartphone 
EMA application in which a virtual character could give personalized visual feedback 
to user responses by mirroring their reported mood state. Approval for the study was 
obtained from the Research Ethics Committee of the Faculty of Movement and 
Behavioural Sciences of the Vrije Universiteit Amsterdam (reference number: VCWE-
2016-014). 
Before study onset, participants were randomly allocated to either a 
text + personalized visual feedback or a text-only feedback condition, to control for 
individual differences in initial motivation and other potentially relevant background 
variables. A known issue with prolonged interaction with virtual agents is that it may 
become repetitive, leading to a decline in motivation and willingness to interact with 
a system (Bickmore et al., 2009b). Because our agent’s design is fairly simplistic we 
wanted to control for this effect, and therefore, two weeks into the study, participants 
were randomized again to control for feedback history. Because no changes to the 
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application could be made while the study was ongoing, randomization for the entire 
study took place before study onset. Participants were assigned to one of four possible 
groups, each with a different combination of text + personalized visual feedback (F) or 
text-only feedback (N) during weeks 1–2 and week 3. 
 
2.2 Procedure 
Before the study started, participants received an email with an invitation to fill out a 
digital informed consent form and demographic questionnaire. After giving their 
consent, participants installed the Android-only EMA application on their mobile 
devices. The application automatically stopped sending EMA requests once the study 
was over, after which it could be removed from the participants’ smartphones. 
 
2.3 Participants 
As part of a research project for a bachelor’s degree, students were asked to recruit at 
least 10 adults from their social network. Inclusion criteria for participation were (1) 
age 18 years or older, (2) owning an Android smartphone (minimal Android 2.3), and 
(3) no known severe mental health problems. Participants did not receive financial 
compensation, and were told that their participation would benefit the education of 
the student who had approached them. 
 
2.4 Materials 
2.4.1 Ecological Momentary Assessment of Mood 
To collect self-monitored mood data, we built an Android smartphone application 
using the movisensXS EMA framework (movisensXS, Version 0.7.4162, Karlsruhe, 
Germany). The app prompted participants to rate their mood on their smartphone at 
three set time points each day (11:00, 15:00, and 20:00). Mood was assessed through 
the circumplex model of affect (Russell, 1980), which conceptualizes affective states as 
two-dimensional constructs comprising different levels of valence and arousal. 
Previous studies measured valence and arousal through 5-point scales (Asselbergs et 
al., 2016). We decided to tap both dimensions on a 3-point scale scored from −1 to 1 
(negative to positive; low to high) (Figure 1), as this allowed a direct mapping to the 
visual feedback presented in the next section (Figure 2). 




Figure 1. Screenshots of an EMA response and the system’s reply including 
personalized visual feedback (translated from Dutch): left: “My mood 
at this moment is [Negative; Neutral; Positive]”, middle: “At this 
moment I feel [Not alert; Neutral; Alert]”, right: “Thank you for your 
answers 
 
2.4.2 Personalized Visual Feedback with a Virtual Agent 
After responding, participants received a message on a third screen, thanking them 
for their answers. In the personalized visual feedback condition, an embodied virtual 
agent accompanied this message. It consisted of the female version of the Pick-A-
Mood (PAM) model (Desmet et al., 2012) that matched the reported mood. For 
example, a participant reporting positive valence (+1), and high arousal (+1), was 
deduced to be in an excited mood (Figure 2). Our visual feedback can be considered a 
simple form of empathy, where the system deduces and reflects users’ moods based 
on their response to the EMA requests. With this feedback, we hoped to operationalize 
two concepts of Dialogue Support from Persuasive System Design (Oinas-Kukkonen 
and Harjumaa, 2009), the inclusion of which has been found to increase adherence 
(Kelders et al., 2012): social role (“if a system adopts a social role, users will more likely 
use it for persuasive purposes”) by accompanying the thank you message with the face 
of a virtual character, and similarity (“people are more readily persuaded through 
systems that remind them of themselves in some meaningful way”) by having the 
character mirror the participant-reported mood. 
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Figure 2. The Pick-A-Mood model, including an interpretation of mood ratings 
[Valence, Arousal]. Note that the model had to be tilted slightly 




Adherence was represented as a vector of binary values indicating either a response 
(=1) or no response (=0) to EMA requests on subsequent trials. 
 




Feedback was represented as a vector of binary values indicating either 
text + personalized visual feedback (=1), or text-only feedback (=0), accompanying the 
‘thank you for your answers’ message. 
 
2.5.3 Time 
All trials received a sequentially ordered ‘time stamp’ ranging from the first to the last 
trial (Range = 1–63). Trials that were missing due to technical issues were added to the 
dataset, but with NA values for adherence, such that all 63 trials were accounted for. 
 
2.6 Statistical Analysis 
In our model, we assumed effects of time (people naturally lose interest in EMA after 
a while (Broderick et al., 2003)), feedback, and individual differences (some people 
may be more adherent to start with). To analyze the relationship between time and 
feedback as independent variables, and adherence as dependent variable, we used the 
glmer function from the lme4 statistical package (Bates et al., 2015) in the R-
environment (version 3.3.2) (R Core Team, 2016). For our main hypothesis, we 
conducted a logistic mixed effects analysis, with a ‘feedback (1/0) x time (1–63)’ 
interaction as fixed effect, and adherence (1/0) as the dependent variable. To 
investigate complex patterns over time, contrasts for the time variable were set to 
polynomials up to the tenth power. We accounted for individual differences at onset 
by adding random intercepts for the different participant IDs to our model. The 
regression model looked as follows in R-syntax: 
adherence ∼ feedback ∗ time + (1|id) 
 
3 Results 
3.1 Participant Flow 
A total of 85 participants were recruited and randomized to one of the four groups, 
with 17 dropping out entirely or failing to install the software on time. From the 68 
participants who had started, another 7 dropped out, and 7 were excluded from the 
analysis as they had experienced technical issues that resulted in either too few EMA 
requests (e.g., 0 to 2 per day on many different days), or too many (e.g., 4 per day) 
having been logged in the movisensXS data export files. Our final dataset included 54 
participants (see Figure 3). 
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Figure 3.  Participant flow 
 
3.2 Descriptive Statistics 
3.2.1 Participants 
49 participants, 24 males and 25 females with mean age of 29.31 (Range = 20–64) filled 
out the demographic questionnaire, while 5 participants failed to do so. 
 
3.2.2 Adherence 
The 54 participants in the final dataset responded to EMA requests in 2004 out of a 
total of 3080 trials (M = 37.1 responses, and M = 57.0 trials per participant), resulting 
in an overall adherence of 65.1%. Note that the total number of trials does not add up 
to 63 on average (3 measurements per day for 21 days), as some requests were missed, 
either on the first day (e.g., when a participant started with the 20:00 measurement), 
or due to technical issues that prevented trials from taking place. 
 
3.2.3 Feedback 
The personalized visual feedback group received 1497 (48.6%) requests, and 
responded to 971 (64.9%). The text-only group received 1583 (51.3%) requests, and 
responded to 1033 (65.3%). The valence question was answered slightly more positively 
in the text-only condition, but no large differences existed between the two groups. 
With respect to the visual feedback provided, excited (n = 317 (32.7%)) and neutral 
(n = 241, (24.8%)) were most prominent. 
 
3.2.4 Time 
A total of 322 trials were unaccounted for due to technical issues, 183 of which would 
have contained personalized visual feedback. For our analysis, these trials were added 
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to our dataset with missing values for adherence, giving us a total of 3402 trials. With 
the ten polynomial contrasts for the time variable our model was able to run, while 
visual inspection showed that no more than ten polynomials were to be expected. 
 
3.3 The Effect of Feedback 
3.3.1 Mixed Effects Logistic Analysis 
Summary results of the mixed effects logistic analysis, based on all 3402 trials, are 
depicted in Table 1 below. Significant effects were found for feedback (p = .03), as well 
as the feedback * time interaction for the 3rd (p = .01), 7th (p = .01), and 9th (p < .01) order. 
 
Table 1. Summary of the logistic mixed effects analysis results 
Variable Estimate Standard Error z-value P-value 
feedback 0.13 0.06 2.19  0.03* 
time 0.09 0.35 0.27  0.79 
feedback*time 0.07 0.42 0.17  0.86 
feedback*time2 0.56 0.37 1.49  0.14 
feedback*time3 0.93 0.37 2.53  0.01* 
feedback*time4 0.50 0.37 1.35  0.18 
feedback*time5 -0.42 0.36 -1.18  0.24 
feedback*time6 0.42 0.35 1.18  0.24 
feedback*time7 0.91 0.35 2.60  0.01* 
feedback*time8 -0.08 0.35 -0.23  0.82 
feedback*time9 -1.21 0.35 -3.45  0.00** 
feedback*time10 -0.01 0.35 -0.02  0.98 
* p < .05, ** p < .01 
 
3.3.2 Feedback * Time Interaction 
Because of the significant interaction effects, the main effect of feedback cannot be 
interpreted as such. To further disentangle the model, the analysis was conducted 
again for both the feedback and no feedback condition, consequently leaving the 
feedback variable out of the equation. The results of these analyses with regard to the 
previously significant interaction effects are depicted in Table 2 below. 
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Table 2. Disentanglement of the significant interaction effects from the main 
analysis  
 Variable Estimate Standard 
Error 
z-value P-value 
visual feedback time3 -0.65 0.52 -1.26  .21 
time7 -0.74 0.51 -1.45  .15 
time9 0.69 0.50 1.38  .17 
text-only feedback time3 1.05 0.52 2.01  .04* 
time7 1.13 0.49 2.31  .02* 
time9 -1.77 0.50 -3.55  .00** 
* p < .05, ** p < .01 
 
Whereas no significant effects of time were found for the feedback condition, the 
significant 3rd (p = .04), 7th (p = .02), and 9th (p < .01) order effects of time remained in 
the text-only feedback condition. A Chi-square test of the entire model further 
confirmed the significant feedback * time interaction effect (X2 (62) = 84.99, p = .03). 
To visualize this, Figure 4 illustrates fluctuations in the no feedback condition (top 
left), which can be disseminated into separate polynomials of the 3rd (two bends; top 
right), 7th (6 bends; bottom left), and 9th (8 bends; bottom right) power. Meanwhile, 








Figure 4. Visualizations of the overall model (top left), and the three significant 
polynomial effects, using a smoothed conditional means function 
 
4 Discussion 
4.1 Principal Results 
Our visual feedback did not manage to increase EMA adherence, but rather kept it 
stable over time. A cautious interpretation of the results is that personalized visual 
feedback helped to maintain adherence to EMA in a more predictive manner than 
when text-only feedback was provided. Notably, as is visualized in Figure 4, there was 
no positive or negative linear trend for either condition. This is a surprising result 
given the assumption that adherence would decrease over time. 
 
4.2 Implications 
From a practical point of view, our results are interesting in the sense that from a 
researcher perspective, a constant flow of information, as provided by participants in 
the personalized visual feedback condition, may be preferable to the fluctuations 
observed in the text-only group. Mood, for example, changes relatively slowly over the 
course of more than one day. From a theoretical point of view, the results are harder 
to interpret, since the text-only group was at times more, and at times less adherent 
than the visual feedback group. Since contextual factors (e.g., having time for EMA 
responses) were controlled for by our randomization, the difference, i.e., fluctuation 
versus stabilization, can most likely be explained by an effect on participants’ 
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motivation. This would require further investigation; a possible future research 
paradigm to investigate the effect may include a qualitative component, e.g., by asking 
participants for their reasons to respond or not respond to EMA requests. It could also 
be interesting to look more closely at the moods that were reported per day as, for 
example, participants may be less inclined to answer requests when they are having a 
bad day compared to a good one. 
Although personalized visual feedback seemed to have a stabilizing effect on 
adherence, it failed to increase it. It could be that personalized visual feedback does 
not matter that much, but it is also possible that the type of visual feedback we 
presented is not very effective, or cancelled out any positive effects. With regard to 
mood mirroring, for example, reflecting negative moods may actually amplify them 
(Pagliari et al., 2012), and thereby decrease user motivation. This was also argued 
following a study where a virtual agent mirrored users’ emotional states to motivate 
them to play a game (Burleson, 2006), in which no significant effects on user 
motivation were found. Within the context of eMental Health interventions related 
to mood and our current paradigm, one interesting option for future research could 
be to investigate the effect of mirroring moods that have a negative valence with their 
equivalents on the positive side of the valence dimension. For example, a reported 
irritated mood (valence = −1, arousal = 1) would be mirrored by an excited mood 
(valence = 1, arousal = 1), which could alleviate the potential drawbacks of reflecting 
negative mood states. 
 
4.3 Limitations 
The virtual agent was a very simplistic one, which had to do with the technological 
limitations of the platform that we used to conduct the study. For example, the input 
for the ‘reasoning engine’ (Figure 2) of the embodied virtual agent was limited to the 
two questions that were answered in the current trial, and the EMA framework offered 
no options for more advanced animations. Although the agent was hardly impressive 
from a technological perspective, it did allow us to conduct research on its relationship 
to EMA adherence, within the limited degrees of freedom for agent design offered by 
a typical eMental Health framework. Additionally, we did so in a well-controlled 
paradigm: intervention with agent vs. intervention without agent. 
It could also be questioned whether our specific feedback is the optimal one in this 
setting. We chose this feedback as it operationalized elements from Persuasive System 
Design theory (social role and similarity) known to be beneficial to adherence, and for 
pragmatic reasons related to the technological limitations of the EMA framework. 
Although it can be argued that similarity often refers more to user characteristics such 
as age or gender, we considered mood reflection relevant in our case since the task at 
hand was mood reporting. Some types of feedback that could be equally, if not more, 
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relevant include reminders before EMA requests, targeting feedback only at 
participants who have been non-adherent for a period of time, or feedback that is 
specifically designed to uplift participants who report a negative mood. 
A last limitation refers to the generalizability of our results. First and foremost, our 
study was conducted with a convenience sample, whose primary motivation for 
participation was likely to help out the students by whom they were recruited. Known 
mental health issues being an exclusion criterion, our study population was most 
likely quite different from the clinical populations that would typically use eMental 
Health interventions, and that may instead be motivated by a desire to improve their 
current situation. Additionally, there is still some debate as to whether EMA can be 
considered an intervention in itself (van Ballegooijen et al., 2016), which means 
generalizations to our broader context should be made with caution. These limitations 
are a natural consequence of the exploratory nature of our pilot study, but the 




The study described in this paper was the first in a series of experiments which we 
hope will contribute to the empirical validation of the clinical effectiveness of 
embodied virtual agents in an eMental Health context. We aimed to find out whether 
feedback, operationalized by an embodied virtual agent, could increase adherence to 
mood rating requests in a three-week smartphone-based EMA study. While we did 
not find a significant main effect of feedback on adherence, there was a significant 
feedback * time interaction effect, which became apparent in fluctuations in adherence 
for the text-only condition, compared to a very consistent pattern in the personalized 
visual feedback group. To our knowledge, this paper represents one of the first 
explorative studies that used an embodied virtual agent, in a rigorous randomized and 
controlled design, to study a clinically relevant outcome measure over a prolonged 
period of time. Given the explorative nature and the relatively small sample size of 
this study, the stabilizing effect the virtual agent had on adherence has to be 
interpreted with some caution. Future studies may include a more sophisticated 
virtual agent, different feedback, a clinical study population, and a context more 
resembling CBT interventions. 
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Introduction: Sentiment analysis may be a useful technique to derive a user’s 
emotional state from free text input, allowing for more empathic automated feedback 
in online cognitive behavioral therapy (iCBT) interventions for psychological 
disorders such as depression. As guided iCBT is considered more effective than 
unguided iCBT, such automated feedback may help close the gap between the two. 
The accuracy of automated sentiment analysis is domain dependent, and it is unclear 
how well the technology is applicable to iCBT. This paper presents an empirical study 
in which automated sentiment analysis by an algorithm for the Dutch language is 
validated against human judgment. 
Methods: A total of 493 iCBT user texts were evaluated on overall sentiment and the 
presence of five specific emotions by an algorithm, and by 52 psychology students who 
evaluated 75 randomly selected texts each, providing about eight human evaluations 
per text. Inter-rater agreement (IRR) between algorithm and humans, and humans 
among each other, was analyzed by calculating the intra-class correlation under a 
numerical interpretation of the data, and Cohen’s kappa, and Krippendorff’s alpha 
under a categorical interpretation. 
Results: All analyses indicated moderate agreement between the algorithm and 
average human judgment with respect to evaluating overall sentiment, and low 
agreement for the specific emotions. Somewhat surprisingly, the same was the case 
for the IRR among human judges, which means that the algorithm performed about 
as well as a randomly selected human judge. Thus, considering average human 
judgment as a benchmark for the applicability of automated sentiment analysis, the 
technique can be considered for practical application. 
Discussion/Conclusion: The low human-human agreement on the presence of 
emotions may be due to the nature of the texts, it may simply be difficult for humans 
to agree on the presence of the selected emotions, or perhaps trained therapists would 
have reached more consensus. Future research may focus on validating the algorithm 
against a more solid benchmark, on applying the algorithm in an application in which 
empathic feedback is provided, for example, by an embodied conversational agent, or 









Internet-delivered cognitive behavioral therapy (iCBT) has been found equally 
effective as face-to-face therapy (Andersson and Cuijpers, 2009). It can be unguided 
or guided, with guidance being provided by trained volunteers or health professionals, 
and taking the form of “coaching”, e.g., providing motivation or technical assistance, 
or “treatment”, e.g., engaging in a therapeutic relationship (Schueller et al., 2017). Thus 
far, iCBT seems more effective when it includes guidance than when guidance is 
absent (Richards and Richardson, 2012; Andersson and Titov, 2014). The present study 
is part of a project in which we explore whether we can bridge the gap between guided 
and unguided interventions, either completely or partially, through automated 
support by embodied conversational agents (ECAs), computer-generated characters 
that can simulate verbal and non-verbal behaviors similar to those used in human 
face-to-face conversations (Isbister and Doyle, 2004). 
When providing support, a number of non-specific factors are considered important. 
Examples are a good therapeutic alliance, positive expectancy effects of both the 
patient and the coach, therapeutic competence of the supportive human, and the 
content of written feedback (Mohr et al., 2011; Schueller et al., 2017; Mol et al., 2018). 
An important element in many of these factors is “empathy”, i.e., perceiving and 
understanding others’ affective states and acting accordingly (Paiva et al., 2017), which 
can contribute to a good therapeutic relationship between a supportive human and 
patient, both in face-to-face (Keijsers et al., 2000), and online settings (Mohr et al., 
2011). Similar to human-human interaction, empathy simulated by an ECA can 
contribute to the bond between the user and ECA, as research has shown, for example, 
that empathic ECAs are seen as more trustworthy, likeable, and caring (Brave et al., 
2005), and can build and sustain long-term relationships with users (Bickmore and 
Picard, 2005). For example, a recent study showed how the inclusion of empathy 
conveyed by a virtual character in a brief intervention for problematic drinking 
behavior could increase intentions to reduce drinking compared to the intervention 
without empathy (Ellis et al., 2017). In order to successfully express empathy, ECAs 
must accurately determine a user’s emotional state, and respond appropriately (Paiva 
et al., 2017). ECAs have been endowed with a variety of techniques to recognize the 
emotional state of the users they interact with. Examples are the analysis of facial 
expressions, body posture, acoustic features of speech, and other types of higher-level 
non-verbal behavior such as fidgeting, as well as linguistic content. In state-of-the-art 
ECA approaches, these features are combined to gain an optimal understanding of the 
user’s emotional state (Hartholt et al., 2013). 
Internet interventions, however, are often website-based with limited possibilities for 
multi-modal interaction through audio-visual communication. Especially in unguided 
interventions, interaction is usually limited to patient responses to exercises or 
60   |   Chapter 4
 
 
questions with multiple-choice (e.g., “Select an activity you will try to do this week”), 
Likert-scale (e.g., “Rate your mood on a scale of one to ten”), or free text input (e.g., 
“Please describe how you tried to apply the plan you made last week”). Rather than 
engaging in dyadic dialogs, as in face-to-face therapy or in the interaction with ECAs 
that make extensive use of emotion detection (e.g., (Swartout et al., 2013; Devault et 
al., 2014)), people who provide guidance in iCBT typically do so by email after a patient 
has completed one of several intervention modules, and base their messages on the 
patient’s input in the intervention and guidelines for giving online feedback (Mol et 
al., 2018). Thus, if we want an ECA to provide guidance similar to humans, it should 
respond to the scarce human input that is available in a guided internet-based 
intervention, rather than to information obtained during real-time dyadic 
interactions, and preferably do so empathically. Input based on a limited set of 
answers (e.g., rating one’s mood on a scale of one to ten) lends itself well to such a 
task, but dealing with free text input is more difficult as automated processing of the 
semantic nature of a text is still far from accurate, and often domain specific. In this 
paper we focus on the application of a technique that tries to determine the semantic 
content of a text on a higher level of abstraction, namely sentiment analysis. 
Sentiment analysis, often interchangeably used with “opinion mining”, e.g., in the 
domain of product reviews, aims to identify text that contains sentiment, identify 
what the sentiment is, and determine the overall polarity (negative or positive) of the 
text (Pang and Lee, 2008). A sentence such as “I liked the module,” for example, would 
have a positive valence, while “I did not like the module,” would have a negative one. 
Broadly speaking, sentiment analysis algorithms are either based on bottom-up 
machine learning approaches, where algorithms learn to recognize sentiment by 
looking at example texts that have already been classified, while iteratively adjusting 
parameter values such that the algorithm’s output matches the predetermined 
classification, or top-down lexicon-based approaches, where they use pre-specified 
dictionaries to identify sentiment words (Medhat et al., 2014). Sentiment analysis has 
been researched extensively in the context of social media, in contexts ranging from 
predictions in politics (Sobkowicz et al., 2012) to the detection of depression (Wang et 
al., 2013). It has also been used in the area of ECAs, either by analyzing parsed speech 
or direct free text input, for example, to detect a user’s negative emotional states (see 
(Clavel and Callejas, 2016) for a review). An example of an application in the domain 
of psychology is the detection of depression in micro-blog posts (Wang et al., 2013).  
From a literature review on the use of ECAs in clinical psychology, we learned that 
even though there have been a number of studies involving ECAs in a supporting role 
in iCBT contexts, evidence on their effectiveness, and validation of the underlying 
techniques that are used for the clinical domain remains sparse (Provoost et al., 2017). 
Clinical psychology is an applied science, and therefore, before novel technologies can 
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be applied in practice, they require a thorough validation and understanding. 
However, we still know little about the application of sentiment analysis in the context 
of providing automated guidance in iCBT for depression. Moreover, sentiment 
analysis can be highly domain specific, considering, for example, the different 
vocabulary and grammatical engines required to classify newspaper articles versus 
Twitter messages. Therefore, in this paper we investigate how an existing sentiment 
analysis algorithm, using a top-down lexicon-based approach, evaluates free text input 
provided by patients using an iCBT intervention for depression compared to human 
judges. We further describe the implications of our findings for the applicability of 
sentiment analysis in clinical practice, and how they can inform further research. 
 
2 Materials and Methods 
2.1 Design 
We conducted an exploratory study in which texts, written by patients during online 
therapy, were evaluated on overall sentiment and emotional expressiveness. 
Evaluation was conducted (1) automatically by an algorithm, and (2) manually by a 
group of human judges. From a set of 493 patient texts, subsets of 75 texts were 
randomly assigned to each human judge, such that every text received a similar 
amount of evaluations. Approval for the study was obtained from the Research Ethics 
Committee of the Faculty of Movement and Behavioral Sciences of the Vrije 
Universiteit Amsterdam (Reference Number: VCWE-2017-165). 
 
2.2 Participants 
A total of N=52 first-year psychology students at Vrije Universiteit Amsterdam were 
recruited. As part of their curriculum they have to partake in experimental studies for 
at least 10 h, and they received 1 h worth of study participation credits as 
compensation. 
 
2.3 Materials and Measures 
2.3.1 Patient Texts 
The texts we used were part of the patient input in a randomized controlled trial that 
compared a blended internet-based CBT intervention for major depression to an 
established face-to-face CBT treatment in specialized mental health care settings 
(Kooistra et al., 2014). Blended, in this case, refers to the integration of an online 
intervention with weekly face-to-face conversations with an assigned therapist. The 
online component consisted of 10 modules, typically containing a mixture of 
psychoeducation and therapeutic exercises. At the end of each module, except for the 
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introductory one, patients were asked for a non-obligatory evaluation on how they 
experienced the internet module. Therapists were instructed to focus their online 
communication and feedback on the progress patients made within the intervention, 
rather than on what had occurred during the face-to-face conversations. The texts 
were anonymized, and of the texts that occurred more than once, only one was kept 
in the dataset. 
 
2.3.2 Automated Sentiment Analysis 
To analyze the texts’ sentiment, we made use of a sentiment mining algorithm that 
has been tailored toward the Dutch language by using a Dutch grammatical engine 
and vocabulary (Sentimentics, Rotterdam, The Netherlands). Our choice for this 
domain-independent algorithm was a pragmatic one, since we are exploring a new 
domain where tailored algorithms have not yet been developed, and state-of-the-art 
algorithm’s like those developed by Google (Google, 2018) or IBM (IBM, 2018) have, at 
the time of writing, not been tailored to the Dutch language. The algorithm has 
previously been used in studies focusing on crime prediction, where it was used to 
identify aggressive Twitter messages (Gerritsen and Van Breda, 2015), life-style 
support, where it was used to determine people’s attitude toward a lifestyle goal (Van 
Breda et al., 2012), and a training application for football referees, where it was used 
to identify the language used by referees during conflicts with football players (Bosse 
et al., 2017). Though the systems that used the algorithm seemed to have potential 
following simulation studies and a preliminary evaluation, respectively, they are still 
under development, and none of the published studies specifically targeted the 
accuracy of the algorithm. The algorithm accepts strings of text as input, and returns, 
among others, an overall sentiment value, and scores for 33 specific emotions 
contained within the text. It uses an advanced form of the bag-of-words approach 
(Raghavan and Wong, 1986; Zhang et al., 2010) by utilizing lists of words with vectors 
of weights, and combines this with a rule-based system, operationalized through a 
grammar detection engine, to analyze the surrounding semantic context of the found 
sentiment words. 
 
2.3.2.1 Overall sentiment 
When positive or negative words that are present in the lexicon are identified in the 
text, the algorithm looks for words that represent the semantic context surrounding 
them with a grammatical engine. Such words include negation (e.g., “not”), 
strengthening (e.g., “more”) and weakening (e.g., “less”) words. To all sets of word 
sequences found a scoring method is applied. The vectors of weights for each word 
sequence are multiplied with a particular weight parameter, and fed to a tangent or 
logistic activation function. This function normalizes the value to one within the 
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interval [−1, 1], and ensures that extreme scores do not have a disproportionately large 
effect on the final scores. In the final independent score for positive and negative 




Figure 1. Sentence exemplifying how the algorithm comes to an overall 
sentiment score for a sentence containing one sentiment word 
(“disturbing”) from the lexicon combined with a strengthening word 
(“deeply”) identified by the grammatical engine 
 
2.3.2.2 Emotional expressiveness 
For the emotion labels, a similar approach is taken, be it that the text is now searched 
for words related to that emotion instead of sentiment words in general as a first step. 
Additionally, it considers emotions either not present or present to a certain extent, 
and therefore applies a different weight parameter to the emotion labels. Scores lay in 
the interval [0, 1], where 0 means the emotion was not detected, and 1 means the 
maximum amount of the emotion was detected. 
 
2.3.3 Human Sentiment Analysis 
An online questionnaire was designed for the human judges, in which they were 
presented with a different page for each patient text. For every text, they were asked 
to evaluate overall sentiment and the presence of five emotions with the use of a slider 
(see Figure 2). 




Figure 2. Sliders used by human judges to evaluate texts on sentiment and 
emotions. Translated from Dutch: (top) “How positive or negative is 
this text?”, answer labels: very negative; negative; neutral; positive; 
very positive, and (bottom) “To what extent does the text contain the 
following?”, answer labels: none; a whole lot, five emotions top to 
bottom: pensiveness; optimism; annoyance; acceptance; serenity 
 
Because asking our participants to evaluate the texts on all 33 emotions considered by 
the algorithm would have been too burdensome, we chose to focus on the five 
emotions that the algorithm detected in the texts most often. The summed algorithm 
scores over all 493 texts are depicted in Figure 3, and the five most prominent 
emotions we chose to study were pensiveness, annoyance, acceptance, optimism, and 
serenity. To prepare the data for the ICC analysis, the ratings provided by human 
judges were scaled to the same intervals as the automated ratings, i.e., [−1, 1] for overall 
sentiment, and [0, 1] for the five emotions. 
4








Participants could register for the study during March and April 2018, and those that 
did received a personal link to the online questionnaire. At the beginning of the 
questionnaire they received instructions and signed a digital informed consent, and 
at the end were given a debriefing with more information about the study. 
 
2.5 Analysis 
To compare algorithm with human judgment, we first calculated the average human 
rating for every text, which was then used as the value for human judgment. We also 
converted the numerical values to categorical ones, as practical applications may use 
a limited set of observable user responses (e.g., positive or negative) to be matched by 
a limited set of agent responses, for example by responding with positive 
reinforcement to positive or empathically to negative user input. This is similar to the 
approach where polarity can be measured either by intensity (continuous) or direction 
(categorical) (Devitt and Ahmad, 2007). For overall sentiment, three categories were 
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created: negative for values smaller than 1, positive for values larger than one, and 
neutral for values equal to zero. Because the comparison between humans and 
algorithm uses the human judges’ average ratings, which are unlikely to be equal to 
zero, we defined neutral sentiment as any value equal to or larger than −0.1, and equal 
to or smaller than 0.1. For the different emotions, two categories were created: not 
present for values equal to or smaller than 0.1, and present for values larger than 0.1. 
We used the R statistical software (R Core Team, 2016), extended with the psych 
(Revelle, 2018) and irr (Gamer et al., 2012) packages to calculate intra-class correlations 
(ICC), Cohen’s kappa (κ), and Krippendorff’s alpha (α). 
 
2.5.1 Intra-class correlation 
ICCs can be used to assess IRR on items with a continuous scale, and are also 
applicable to cases with more than two raters or missing values. Values range between 
0 and 1, with values less than 0.5 indicative of poor, values between 0.5 and 0.75 of 
moderate, values between 0.75 and 0.9 of good, and values greater than 0.9 of excellent 
reliability (Shrout and Fleiss, 1979). In our analysis under the continuous 
interpretation of the results, we used ICC(1,1) to calculate agreement among humans, 
accounting for one-way random effects caused by our research setup (different judges 
from one population rate each item), and ICC(3,1) to calculate agreement between the 
algorithm and human judges, accounting for two-way mixed effects (Koo and Li, 2016). 
 
2.5.2 Cohen’s kappa 
Cohen’s kappa can be used to assess IRR on items with a categorical scale (Cohen, 
1960), and a weighted κ can be calculated to account for ordered categories. Values 
range between −1 and 1, with values lower than 0 indicative of no, values between 0 
and 0.4 of slight to fair, values between 0.41 and 0.6 of moderate, values between 0.61 
and 0.8 of substantial, and values between 0.81 and 1 of almost perfect reliability 
(Landis and Koch, 1977). In our analysis we used the weighted κ to calculate agreement 
between the algorithm and humans under the categorical interpretation of results. 
 
2.5.3 Krippendorff’s alpha 
Krippendorff’s alpha can also be used to assess IRR on items with a categorical scale, 
but contrary to Cohen’s Kappa is able to deal with missing values (Hayes and 
Krippendorff, 2007). Values range between −1 and 1, and can be considered reliable if 
larger than 0.8, with values larger than 0.67 allowing tentative conclusions to be drawn 
(Artstein and Poesio, 2008). We used α to calculate agreement among human judges 
under the categorical interpretation of results, since there were many missing values 
due to every item being rated by a limited set of judges. 
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A total of 52 participants completed the experiment. Every text received on average M 
= 8.1 (range 4–10) human evaluations, and a total of 3900 evaluations was provided. 
Table 1 contains the summary statistics of the averaged human and algorithm 
evaluations with respect to sentiment and the five emotions.  
 
Table 1. Summary statistics of averaged human (M = 8.1 evaluations per text) and 
algorithm judgment of the N=493 total number of texts 
 M Min. Max. SD 
Sentiment 
Human Judges 0.00 -0.71 0.67 0.30 
Algorithm 0.04 -0.97 0.99 0.44 
Pensiveness 
Human Judges 0.47 0.01 0.78 0.15 
Algorithm 0.47 0.00 1.00 0.44 
Annoyance 
Human Judges 0.40 0.04 0.81 0.17 
Algorithm 0.39 0.00 1.00 0.44 
Optimism 
Human Judges 0.37 0.01 0.86 0.20 
Algorithm 0.40 0.00 1.00 0.42 
Acceptance 
Human Judges 0.25 0.02 0.86 0.17 
Algorithm 0.40 0.00 1.00 0.42 
Serenity 
Human Judges 0.38 0.02 0.79 0.16 
Algorithm 0.37 0.00 1.00 0.41 
 
It shows a smaller range of values for human evaluation, caused by taking the average 
values, and consequently a smaller standard deviation as well. For human evaluation, 
median values did not differ much from mean values, which means there was no 
reason to use the median in our analysis. 
68   |   Chapter 4
 
 
Figure 4 depicts the distributions of the ratings, with those for sentiment approaching 
a normal distribution, and those for the different emotions showing right-skewed 
distributions with one large peak (no emotion detected) for the algorithm, and varying 
distributions for human evaluation. 
 
 
Figure 4. Probability distributions of human and algorithm evaluations 
 
Figure 5 shows scatter plots of the raw data including a line representing a linear fit 
model. On visual inspection, human and algorithm evaluation have the best 
correlation for sentiment, while for acceptance and annoyance they are negatively 
correlated. 
4




Figure 5. Scatterplots of the algorithm versus the mean human scores for all of 
the 493 patient texts, including a line representing the linear fit model. 
 
3.2 Agreement Among Human Raters 
3.2.1 Continuous Interpretation 
As shown in Table 2, an ICC(1,1) analysis revealed a moderate IRR among human raters 
with regard to sentiment (ICC = 0.58, CI = 0.54–0.61, F(492,25143) = 71, p < 0.01). IRR 
among human raters with regard to the different emotions was overall poor, and only 
with regard to optimism did the judges get close to moderate agreement. 
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Table 2. Results of intra-class correlation on human-human agreement 
 Intraclass 
Correlation 
95% confidence interval  F-test with true value 0 
 Lower bound Upper bound  Value df1 df2 Sig 
Sentiment .58 .54 .61  71 492 25143 .00 
Pensiveness .22 .20 .25  16 492 25143 .00 
Annoyance .28 .16 .31  21 492 25143 .00 
Optimism .46 .43 .50  46 492 25143 .00 
Acceptance .34 .32 .38  28 492 25143 .00 
Serenity .24 .21 .26  17 492 25143 .00 
 
3.2.2 Categorical Interpretation 
For the categorical human-human interrater agreement, a Krippendorff’s alpha of α = 
0.51 was found, which indicates moderate agreement similar to ICC results for the 
continuous interpretation of ratings. Agreement with respect to the emotions was 
poor. An overview is provided in Table 3. 
 









3.3 Agreement Between Human Judges and Algorithm 
3.3.1 Continuous Interpretation 
An ICC(3,1) analysis revealed a moderate IRR between human raters and the algorithm 
with regard to sentiment (ICC = 0.55, CI = 0.48–0.61, F(492,492) = 3.4, p < 0.01). IRR 
between the human raters and the algorithm with regard to the different emotions 
was poor (see Table 4). 
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Table 4. ICC values for human-algorithm agreement. 
 Intraclass 
Correlation 
95% confidence interval  F-test with true value 0 
 Lower bound Upper bound  Value df1 df2 Sig 
Sentiment .55 .48 .61  3.4 492 492 .00 
Pensiveness .12 .03 .21  1.3 492 492 .00 
Annoyance .00 -.09 .09  1 492 492 .5 
Optimism .23 .14 .31  1.6 492 492 .00 
Acceptance .00 -.09 .09  1 492 492 .5 
Serenity .14 .06 .23  1.3 492 492 .00 
 
3.3.2 Categorical Interpretation 
A weighted Cohen’s kappa was calculated, indicating there was moderate agreement 
with regard to sentiment, κ = 0.58 (95% CI, 0.52 to 0.63), p = 0.05. As is illustrated in 
Table 5, similar to the agreement observed when considering continuous data, the 
correlation between human and algorithm evaluation remained poor. 
 
Table 5. Cohen’s kappa for human-algorithm agreement regarding emotions 
Emotion κ 95% CI 
Sentiment .58 .52 to .63 
Pensiveness .01 -.01 to .03 
Annoyance -.01 -.04 to .02 
Optimism .09 .03 to .14 
Acceptance -.07 -.14 to .00 
Serenity .03 .00 to .06 
 
Tables 6 and 7 give an overview of the accuracy of the algorithm compared to human 
judgment for both overall sentiment (65.92%) and the emotion with the highest κ-
value, optimism (54.8%). 
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Table 6. Comparison of the average human judges’ and algorithm’s evaluations 
with respect to sentiment 
  Algorithm 
  negative neutral positive 
Human  
Average 
negative 144 15 38 
neutral 30 19 41 
positive 25 19 162 
 
Table 7. Comparison of the average human judges’ and algorithm’s evaluations 
with respect to optimism 
  Algorithm 
  not present present 
Human  
Average 
not present 32 12 
present 211 238 
 
4 Discussion 
4.1 Principal Results 
The aim of this study was to investigate how well humans and a sentiment analysis 
algorithm agree on evaluating the overall sentiment and presence of five emotions in 
patient input in an iCBT intervention for depression. Regarding sentiment, human-
human agreement was moderate, both under the continuous (ICC = 0.58) and 
categorical (α = 0.51) interpretations. Algorithm-human agreement was moderate as 
well, again both under the continuous (ICC = 0.55) and categorical (κ = 0.58) 
interpretations. With respect to the different emotions, human-human agreement 
was overall poor. Most consensus was achieved on optimism (ICC = 0.46), which could 
be considered ‘fair’ agreement under an alternative interpretation (Cicchetti, 1994). 
Human-algorithm agreement on the presence of emotions was poor as well, with the 
highest agreement once again being achieved for optimism (ICC = 0.23), and 
agreement on the other emotions being negligible. In two cases, for acceptance and 
annoyance, the correlations even appeared to be slightly negative, as can be observed 
in Figure 5. The interpretation of low human-algorithm agreement on the presence of 
emotions deserves some caution though, as the low human-human agreement for the 
presence of emotions compared to the moderate human-human agreement for overall 
sentiment makes for a less solid benchmark. 
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When we look at performance of the algorithm compared to human judgment under 
the categorical interpretation in terms of accuracy (65.92%) it seemed reasonable, but 
higher values have been reported. Some examples of higher accuracies are 70.2% for a 
corpus of software reviews when comparing an algorithm to three judges (Aggarwal 
and Singh, 2013), and around 88% for a corpus of 1000 comments on Youtube videos 
related to anorexia (Aggarwal and Singh, 2013) and some with lower accuracies are 
47% for a corpus of news reports on a potential hostile take-over of an airline (Devitt 
and Ahmad, 2007), and 65.7% for 447 subjective statements in a corpus of 10 news 
articles (Wilson et al., 2005). Algorithms for the Dutch language have been 
benchmarked sparsely, an example being 70.0% for a corpus of 60 social media texts 
(Tromp, 2011). Since there were an average of M = 8.1 human ratings per text, and the 
mean human rating for each text was used as a benchmark, calculating an accuracy 
score for human-human agreement is not straightforward. Nevertheless, we can say 
that there was relatively low agreement among human judges, as Wilson et al. in their 
study using 10 news articles, for example, reported an accuracy of 82%, and IRR of κ = 
0.72 with regard to evaluating sentiment (Wilson et al., 2005). 
With respect to overall sentiment, this means that the algorithm does about as well at 
discerning between positive and negative sentiment as would a random human judge 
from our population of judges, agreement being moderate in both conditions. The 
same thing held for the evaluation of emotions, as agreement was poor in both 
conditions. This could mean that it is equally difficult for humans to evaluate the texts 
in our domain, or that the emotions we chose are hard to apply to our texts, but it 
could also indicate that the texts are too ambiguous. Even though they were supposed 
to be about patients’ opinions on the treatment module they had just finished, they 
were not necessarily limited to this topic. Since we used texts from a blended-care 
intervention, i.e., patients spoke to their therapists face-to-face as well, it is possible 
that patients took the review as an opportunity to inform their therapists of other 
things as well, such as significant life events that took place. On the other hand, 
however, it is also possible that it was the other way around, with patients preserving 
emotionally laden topics for the face-to-face meetings. Both factors may have been at 
play, as texts varied a lot in terms of length and content, with input ranging from the 
Dutch abbreviation for ‘not applicable’ and concise evaluations of the module (e.g., 
“This session gave me a good insight into different activities”), to extensive reports on 
their current mental state and recent life events, such as the impact of family events 
on their mood. Despite the ambiguous nature of some texts, we chose to use them as 
they were, because manual filtering of the texts would not happen in the practical 
application we envision either. 
Furthermore, we chose to benchmark the algorithm versus the average scores of 
human judges as a “gold standard.” These human judges, however, were first year 
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psychology students, and although these can be considered to have at least some 
affinity with our domain, actual therapists or people with experience in providing 
guidance to iCBT as human judges may have provided data more closely resembling 
the evaluation of judgment in clinical practice. However, that this would not 
necessarily mean higher inter-rater agreement, is exemplified by two studies into 
inter-rater agreement among clinicians when identifying overt problems and 
underlying schemas of CBT patients (Persons et al., 1995; Persons, Jacqueline B.; 
Bertagnolli, 1999). Even though the judges in these studies were asked to rate patient 
interviews instead of short text fragments, the studies showed that clinicians can have 
considerable trouble agreeing on patient data as well. This was especially true when 
individual judges were concerned instead of a group average, and little evidence was 
found that a higher level of expertise improved judgment. 
 
4.2 Future Research 
With average human judgment as our “gold standard,” and the algorithm performing 
about as well as a random human judge from our population, the algorithm could be 
applied for overall sentiment analysis of patient input in a practical application if we 
consider this “gold standard” as good enough. This is not the case for the specific 
emotions, since both human-human and human-algorithm agreement were low at 
best. As briefly described in the introduction, our aim is to develop an ECA that can 
support people who are working through an iCBT intervention for depression. Because 
of the technological limitations in interpreting and producing natural language 
automatically, we envision a tree-based dialog approach in which users choose their 
responses from a menu, as the safest way to structure a conversation. The limited 
number of pathways that represent all different possible conversations are relatively 
easy to understand and finite, which is important if we want mental health specialists 
to review the dialogs. Moreover, tree-based dialog approaches allow for the use of 
threshold values of parameters (e.g., negative or positive sentiment) to determine 
which path to take through a conversation, and therefore lend themselves well to our 
domain. 
Considering such a supportive ECA, applying the algorithm to descriptions of how 
patients experienced intervention modules, could allow it to determine whether this 
was positive or negative, and to consequently provide automated personalized 
feedback through positive reinforcement (e.g., “It seemed to me that you liked 
working through the previous module, good luck with the next one!”) or a more 
empathic response (e.g., “I noticed you finished the previous module, even though you 
did not seem to like it much. Impressive, keep up the good work!”) respectively. Given 
the relatively large margin of error (around 1 in 3 evaluations would be wrong given 
our 65.92% accuracy), however, it seems imperative to build in a security mechanism 
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to avoid incoherent communication by the ECA. A possibility is to first ask a user for 
confirmation (e.g., “It seemed to me that you did not like the previous module. Is that 
correct?”), and only then continue with the appropriate motivational message. 
Incorporating such a mechanism in a dialog may seem superfluous, as the ECA could 
also ask a patient directly about his or her opinion on the previous module, however, 
an important aspect of providing support is for a guiding person to show that he or 
she has actively looked at what a patient has been doing, for example through 
summarizing or reflecting (Mol et al., 2018), rather than asking things that a patient 
has already told the guiding person indirectly through the intervention. 
We could also look to apply the algorithm to, or validate it against other user input, 
such as responses to questions about willingness and readiness to change, or to 
questions about how their homework exercises (e.g., experimenting with certain 
behaviors) are going. By targeting the right set of patient input, it may even be possible 
to determine a general mood of the patient by comparing the use of language over 
time. 
A different angle of future work would be to tune the algorithm to our iCBT domain. 
Now that we have a large dataset of human evaluations, a bottom-up approach with 
machine learning could be used to tailor the algorithm toward the domain-specific 
vocabulary. Although to our knowledge, this has not been done in the context of 
sentiment analysis in iCBT, machine learning has been successfully applied in the 
domain of mental health disorders. For example, data-driven approaches 
outperformed human judgment in the prediction of iCBT treatment success 
(Amethier and Haggren, 2018), and non-fatal suicide attempts (Walsh et al., 2018). A 
comparison with these approaches deserves some caution, however, firstly because 
the data which was used to train the algorithms consisted of demographic and 
psychometric information rather than text. Secondly, treatment success, as well as 
non-fatal suicide attempts, are more solid benchmarks than human judgment in this 
study. If we aim to outperform a gold standard, in our case one of judging sentiment 
contained in a text, a more objective benchmark may be required. In light of the sparse 
evidence regarding the validity of human judgment as a benchmark, it could be 
interesting to compare an algorithm’s performance to patients’ own judgment. 
 
5 Conclusion 
Sentiment analysis could be a promising tool with which to enhance the 
personalization of automated feedback in iCBT interventions, for example through 
conversations with a supportive ECA. Our study showed that an existing algorithm for 
the Dutch language performed about equally well as a randomly chosen human judge 
at distinguishing between negative, neutral, and positive sentiment present in free-
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text patient input. The algorithm performed poorly at evaluating the presence of 
specific emotions, but the human judges, even though they were more consistent with 
each other than with the algorithm, performed poorly as well in terms of inter-rater 
agreement. This means that it may be worthwhile to validate the algorithm against a 
potentially more solid benchmark, such as patients’ own judgment. If we were to 
consider the level of human-human agreement reported in this study to be the gold 
standard for our domain, automated sentiment analysis could be considered 
applicable. However, given the somewhat higher accuracy scores found in the analysis 
of, for example, social media messages or product reviews, it may be worthwhile to 
build in a security mechanism that confirms the automated analysis if it were used in 
practice, or to tailor an algorithm to the domain of iCBT interventions. 
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Background: In Internet-delivered cognitive behavioral therapies (iCBT), written 
feedback by therapists is a substantial part of therapy. However, it is not yet known 
how this feedback should be given best and which specific therapist behaviors and 
content are most beneficial for patients. General instructions for written feedback are 
available, but the uptake and effectiveness of these instructions in iCBT have not been 
studied yet. 
Objective: This study aimed to identify therapist behaviors in written online 
communication with patients in blended CBT for adult depression in routine 
secondary mental health care, to identify the extent to which the therapists adhere to 
feedback instructions, and to explore whether therapist behaviors and adherence to 
feedback instructions are associated with patient outcome. 
Methods: Adults receiving blended CBT (10 online sessions in combination with 5 
face-to-face sessions) for depression in routine mental health care were recruited in 
the context of the European implementation project MasterMind. A qualitative 
content analysis was used to identify therapist behaviors in online written feedback 
messages, and a checklist for the feedback instruction adherence of the therapists was 
developed. Correlations were explored between the therapist behaviors, therapist 
instruction adherence, and patient outcomes (number of completed online sessions 
and symptom change scores). 
Results: A total of 45 patients (73%, 33/45 female, mean age 35.9 years) received 219 
feedback messages given by 19 therapists (84%, 16/19 female). The most frequently 
used therapist behaviors were informing, encouraging, and affirming. However, these 
were not related to patient outcomes. Although infrequently used, confronting was 
positively correlated with session completion (ρ = .342, p = .02). Therapists adhered to 
most of the feedback instructions. Only 2 feedback aspects were correlated with 
session completion: the more therapists adhere to instructions containing structure 
(limiting to 2 subjects and sending feedback within 3 working days) and readability 
(short sentences and short paragraphs), the less online sessions were completed (ρ = 
−.340, p = .02 and ρ = −.361, p = .02, respectively). No associations were found with 
depression symptom change scores. 
Conclusions: The therapist behaviors found in this study are comparable to previous 
research. The findings suggest that online feedback instructions for therapists provide 
sufficient guidance to communicate in a supportive and positive manner with 
patients. However, the instructions might be improved by adding more therapeutic 
techniques besides the focus on style and form. 
  
5




1.1 Internet-Delivered Cognitive Behavioral Therapy 
There is considerable evidence that Internet-based interventions are effective for the 
treatment of mild, moderate, and major depression (Andersson and Cuijpers, 2009; 
Andrews et al., 2010; Josephine et al., 2017). Therapist-guided, Internet-delivered 
cognitive behavioral therapy (iCBT) has been found to be more effective than 
unguided iCBT (Andersson and Cuijpers, 2009; Richards and Richardson, 2012) and 
has also been found to be equally effective compared with face-to-face-delivered CBT 
(Carlbring et al., 2018). Beyond these findings, a number of studies focused on 
nonspecific factors that might be effective in iCBT (e.g., therapeutic alliance, therapist 
competence, and placebo-expectancy effects) and especially showed interest in the 
role of therapist guidance in iCBT (Schueller et al., 2017). So far, mixed results have 
been found. In a systematic review, Richards and Richardson, e.g., found that the way 
guidance is given has an impact on treatment adherence in depressed patients 
(Richards and Richardson, 2012). Therapist-guided iCBT had a 72% completion rate, 
iCBT interventions with administrative support (support by staff to guide patients 
through the program in a nontherapeutic way) 65%, and interventions with no 
support at all 26%. For Internet-delivered problem-solving treatment (PST), there also 
is evidence that the level of support is important in reaching effects for patients with 
depression (Kleiboer et al., 2015). Patients who received PST with weekly support from 
a coach improved significantly more than the waitlist control group. In the group that 
received no support, completion rates were lowest (22%), and the completion rates 
were highest in the group that received nonspecific support (60%). Patients who 
received weekly support had comparable completion rates with patients who received 
“support on request” (33% and 31%, respectively). In a study by Titov et al, patients 
with depression showed significant clinical improvement after receiving iCBT, 
regardless of whether the support came from a therapist or a technician (Titov et al., 
2010). Findings of a recent American study indicate that iCBT with 5 hours of 
therapeutic face-to-face contact was noninferior to CBT that provided over 8 
additional hours of therapist contact for patients with depression (Thase et al., 2018). 
 
1.2 Therapist Behaviors 
However, there is much more to discover about online guidance. One point of interest 
is how therapists give online feedback to their patients. This can be done by looking 
at the communication strategies and content they use in their written support. For 
example, looking at therapist behaviors such as validating what patients write (e.g., 
“That must be very difficult for you...”) and stimulating patients to come up with their 
own solution (e.g., “When was the last time you felt that way? What did you think and 
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what did you do differently?”). Written feedback is a substantial part of Internet-based 
treatments and requires specific skills of therapists. It is therefore interesting to 
further explore such therapeutic microprocesses in online feedback because this part 
of therapy may be very relevant in the adherence and also the effectiveness of iCBT 
(Johansson and Andersson, 2012). 
 
1.3 Therapist Behaviors in Face-to-Face Therapy 
The content of feedback and its impact on treatment results have been studied in face-
to-face–delivered psychotherapies, and especially in CBT. Studies have identified 
different therapist behaviors that are frequently used in CBT sessions with patients. 
These behaviors range from expressing empathy, making supportive communications 
(e.g., encourage, praise, or guide the patient), asking directive questions, and 
confronting patients with different points of view (Keijsers et al., 2000; Watson and 
McMullen, 2005; Watzke et al., 2008). Self-disclosures by therapists appear to be 
infrequently used (Keijsers et al., 2000), although these are generally considered 
helpful by patients in the therapeutic process (Hill et al., 1988; Knox and Hill, 2003). 
In addition, research shows that therapist behaviors such as expressing empathy, 
giving positive regards, and confronting patients can have a positive impact on 
treatment outcome in CBT for various patients such as people with depression 
(Keijsers et al., 2000). 
 
1.4 Therapist Behaviors in Internet-Delivered Cognitive Behavioral Therapy 
Therapist behaviors in iCBT have also been studied. This was done for several 
psychiatric diseases such as eating disorders (Sánchez-Ortiz et al., 2011), insomnia (de 
Bruin and Meijer, 2017), anxiety (Paxling et al., 2013), and depression (Holländare et 
al., 2016; Schneider et al., 2016). Comparable to the behaviors in face-to-face therapies, 
the most frequently used therapist behaviors were encouraging, reinforcing, and 
supporting patients. When looking at the association between these therapist 
behaviors, patient treatment outcome, and patient online session completion, mixed 
results were found. Holländare et al found that encouraging, guiding, and affirming 
were strongly associated with session completion (Holländare et al., 2016). 
Encouraging, affirming, and self-disclosure were weakly to moderately associated with 
an improvement in depressive symptoms. The most important finding by Paxling et 
al was the effect of therapists’ task reinforcement (e.g., reinforcing completed 
assignments) on session completion as well as treatment outcome (Paxling et al., 
2013). Interestingly, a negative association was found between deadline flexibility of 
therapists and treatment outcome. Thus, the more lenient therapists were with 
homework assignment deadlines, the fewer patients improved. In a replication study 
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of Schneider et al, the same type of therapist behaviors were found with the addition 
of a few more behavior categories (e.g., asking questions) (Schneider et al., 2016). 
However, a different distribution of the therapist behavior frequencies was found, and 
the outcomes were different for patients with depression than for patients with 
anxiety. Thus, the way online feedback is provided by therapists differs across studies, 
patients, interventions, and possibly also the instructions used for feedback. 
 
1.5 Online Feedback Instructions 
In addition to more general communicative behaviors of therapists, the extent to 
which they follow instructions for online feedback may also influence treatment 
effectiveness. Research on written feedback predominantly stems from the field of 
education. Some of the main principles can be applied to online therapeutic feedback 
as well. Overall, research shows that effective written feedback is timely (provided in 
time), selective (commenting only on 2 or 3 things that someone can change), 
balanced (pointing out positive aspects as well as areas in need of improvement), 
forward-looking (suggesting how to improve), and understandable (written in a 
language that someone will understand) (McKeachie and Svinicki, 2010). Instructions 
for training therapists in written feedback are adapted to the therapeutic process but 
also comparable to those used in education (e.g., beginning with a compliment, 
responding within 3 working days, or being careful with giving solutions). The 
elements in these instructions are primarily based on expert opinion rather than 
theory and mainly aim to motivate and support the patients, respond to the content 
of homework, and structure the feedback. 
 
1.6 Study Objectives 
In this study, written feedback will be studied in blended CBT, in the context of the 
European implementation project MasterMind (Vis et al., 2015; Mol et al., 2016; 
Mastermind, 2018), with a focus on therapist behaviors and on the extent to which 
feedback instructions are followed. In the Netherlands, iCBT for depression is slowly 
but increasingly adopted in routine mental health care mostly in a blended format. 
Blended CBT entails one integrated, standardized CBT treatment protocol that 
combines face-to-face sessions and digital modules to the best clinical benefit for 
patients and therapists (Triple-E, 2017). The evidence of blended CBT over iCBT is 
unfortunately still scarce. Some first studies indicate that potential benefits of blended 
CBT are saving therapist time without reducing therapeutic outcome, lower treatment 
dropout rates, more emphasis on patient self-management, more face-to-face therapy 
time for deepening the CBT elements, and targeting another (often more complicated) 
population than iCBT (Kenter et al., 2015; Schueller et al., 2017; Thase et al., 2018). The 
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objectives of this study were to (1) identify therapist behaviors in written online 
communication from therapists to patients in blended CBT for adult depression in 
routine secondary mental health care, (2) identify the extent to which therapists 
adhere to feedback instructions, and (3) investigate whether therapist behaviors and 
therapist adherence to feedback instructions are associated with patient outcome 




For the purpose of this observational study, the feedback messages of 45 Dutch 
patients that were offered blended CBT for depression by 19 therapists in routine 
mental health care were recruited between April 2015 and February 2017 from one 
outpatient clinic. This clinic was one of the participating MasterMind sites and was 
selected for this study because it offered a blended treatment protocol to patients 
within secondary health care, and the online usage information was made available 
for research. Patients received 219 feedback messages through a secure Web-based 
platform (Minddistrict, Amsterdam, The Netherlands). A mixed-method design was 
chosen to explore the content of the feedback messages: a directed qualitative content 
analysis (Hsieh and Shannon, 2005) was used to identify therapist behaviors, and a 
checklist for the feedback instruction adherence of therapists was developed. To 
explore correlations between the frequency of therapist behaviors, scores on the 
checklist, and patients’ outcomes, an explorative quantitative approach was used. 
The study was approved by a Medical Ethics Committee. They confirmed that the 
“Medical Research Involving Human Subjects Act” does not apply (registration 
number 2014.580) because the patients in this study are not required to follow certain 
procedures on behalf of the research (no randomization) and routine practice was 





Patients were recruited through their therapists. Eligible patients received study 
information and an information leaflet from their therapist. After approval for 
telephone contact with researchers for additional information, patients received an 
informed consent. Patients were invited for participation in MasterMind if they (1) 
were aged 18 years or older; (2) had a mild, moderate, or severe depression as a primary 
diagnosis according to the therapist; and (3) were indicated for cognitive behavioral 
5
Behind the Scenes of Online Therapeutic Feedback   |   85 
 
 
treatment for depression following routine secondary mental health care procedures. 
All patients needed to explicitly consent to take part in the study. Patients were 
excluded from the study if they (1) did not have a valid email address and did not have 
a computer with Internet access and (2) did not have adequate Dutch language skills 
(both verbal and written). 
 
2.2.2 Therapists 
Therapists who were trained in iCBT or who were motived for iCBT were invited to 
participate in the MasterMind study. They were recruited through team managers and 
eHealth attention officers of the different therapist teams. The iCBT training consisted 
of a 4-hour group training, provided by the outpatient clinic. During the training, the 
functionalities on the online platform were shown, and therapists got the chance to 
practice with a fictional patient. The therapists received individual instructions, access 
to the blended CBT treatment protocol online, and the feedback instructions. In 
addition, monthly 1-hour group sessions were organized where the therapists could 
exchange their experiences with each other. 
The feedback instructions for therapists comprised general and specific elements that 
go in to the structure of the messages (e.g., correct greeting, limiting to 2 subjects), 
readability (short sentences and paragraphs), writing style (e.g., limiting abbreviations 
and misspellings, use of emoticons), referring to parts of the treatment (e.g., filling in 
the diary, referring to the next online session), and communication skills (e.g., 
summarizing, not providing solutions). 
 
2.2.3 Intervention 
In the blended CBT treatment for depression of the outpatient clinic, it was agreed 
upon in advance that patients would receive 10 sessions online and meet with their 
therapist in 5 face-to-face sessions biweekly. In practice, therapists could deviate from 
the protocol by repeating online sessions. The online and individual face-to-face 
sessions were based on evidence-based treatment protocols for face-to-face CBT and 
are in agreement with multidisciplinary instructions for depression (Spijker et al., 
2013). There were 4 core components: (1) psychoeducation, (2) cognitive restructuring, 
(3) behavioral activation, and (4) relapse prevention. Besides the online sessions on 
the treatment platform, patients were given online access to a diary and filled out 
questionnaires to monitor their symptoms. After each completed online session, the 
therapist (the same therapist as in the face-to-face sessions) wrote a feedback message 
to the patient. Patient and therapist could additionally communicate through a 
message function about practical issues (e.g., about upcoming appointments and 
reminders or questions about assignments). 




Patient information on selected demographics (e.g., age, gender, employment status) 
and clinical data (e.g., use of medication) were obtained by an online self-report 
questionnaire at baseline. Demographic and background information (e.g., treatment 
and iCBT experience) of the therapists were obtained by an online self-report 
questionnaire at the end of the study. Usage information (e.g., number of online 
sessions followed and number of feedback messages) was obtained from the online 
platform. 
Session completion was defined as the number of completed online sessions per 
patient. Symptom improvement was measured with the 16-item Quick Inventory of 
Depressive Symptomatology (QIDS) (Rush et al., 2003). The total score varies from 0 
to 27, with higher scores being indicative of a higher severity of depressive symptoms. 
The QIDS was administered weekly on the online platform during the course of the 
treatment. The number of QIDS measures can vary, with up to 30 weekly measures. 
Of each patient, the baseline scores were included, and the last known value was used 
as a posttreatment score. The change score on the QIDS was calculated by subtracting 
the baseline measurement from the final measurement. 
 
2.4 Coding of Therapist Behavior and Adherence 
To subtract therapist behaviors from the 219 online feedback messages, a coding 
matrix was developed, with 9 main categories and 13 subcategories (see Appendix B1). 
The coding categories were based on the directed content analysis; categories from 
prior research (Mohr et al., 2011; Paxling et al., 2013; Holländare et al., 2016) were used 
to develop the initial coding scheme before analyzing the data. To score the therapists’ 
adherence to the feedback instructions, a coding checklist was created based on the 
instructions that the therapists received. In total, there were 6 main categories and 19 
different subcategories with a dichotomous scale (present or not present, see 
Appendix B2). 
The coding matrix and checklist were first tested by researcher ED by coding 4 
feedback messages from 2 randomly selected patients. Each of the included feedback 
messages was then anonymously coded and scored by researchers MM and SP. For the 
coding of therapist behaviors, qualitative data analysis software, ATLAS.ti 7.5.18 
(ATLAS.ti Scientific Software Development GmBH, Berlin, Germany) was used. 
To investigate interrater reliability, both researchers (MM and SP) coded 60 
transcripts of therapeutic feedback from 10 randomly selected patients. The intraclass 
correlation coefficient for the therapist behaviors was .83 (95% CI 0.82-0.85) 
indicating good interrater reliability, based on 2-way mixed-effects agreement model 
(Landis and Koch, 1977; Portney and Watkins, 2000). The interrater reliability for the 
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feedback instruction adherence categories was found to be kappa (κ) = .84 (p < .001, 
95% CI 0.80-0.87), indicating a good agreement between the raters as well. After 
reaching agreement, the remaining messages (n=159) were equally divided between 
the 2 coders. As analysis proceeded, additional codes were developed, and the initial 
coding matrix and checklist were revised, discussed, and refined. 
The total frequency of therapist behaviors was calculated with a query tool in 
ATLAS.ti. A frequency score represented the total number of times the therapist 
displayed a behavior in the feedback messages sent to the patient (e.g., total number 
of informing the patient about the assignments). To correct for the number of received 
feedback messages (e.g., some patients received 4 messages, and the others received 
8 messages), relative frequencies were used (frequency of one category divided by the 
total number of frequencies of all categories per patient). The percentage of therapists’ 
adherence to the instructions for each patient was calculated by the frequency of the 
adherence (e.g., the total number of times a therapist started with giving a 
compliment) divided by the total number of messages received by a patient. 
 
2.5 Analyses 
Statistics were conducted using IBM SPSS (SPSS Inc., Chicago IL, USA), version 22. 
First, descriptive statistics (means, SDs, percentages) were used to describe the patient 
and therapist sample, number of online sessions, and symptom improvement. 
Descriptive statistics were then used to examine the frequencies of therapist behaviors 
and percentages of therapist instruction adherence in the messages to the patients. 
Spearman correlation analyses, 2-sided, were conducted to assess the relationship 
between the therapist behaviors, feedback adherence scores and session completion, 
and symptom improvement. Spearman rho was used to avoid violation of assumptions 
of normality. Due to the small sample size, only explorative analysis, no missing values 
imputation techniques and no post-hoc correction for multiple testing (i.e., 
Bonferroni), were applied. 
 
3 Results 
3.1 Patients’ and Therapists’ Characteristics 
A total of 45 patients (73%, 33/45 female, mean age 35.9 years) were given blended 
CBT in routine care by 19 therapists. Patients’ characteristics can be found in Table 1. 
Of the 19 therapists (84%, 16/19 female), most were licensed psychologists (53%, 10/19), 
others were psychologists in training under supervision for health care psychologists 
(26%, 5/19) or mental health nurses (21%, 4/19). Moreover, 11% (2/19) of the therapists 
had less than 3 years of professional experience, 26% (5/19) had between 3 and 5 years 
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of experience, 37% (7/19) had between 5 and 10 years of experience, and 21% (4/19) had 
more than 10 years of experience. The experience with iCBT treatments varied among 
the therapists: 32% (6/19) had given less than 5 iCBT treatments, 26% (5/19) had given 
between 5 and 10 treatments, 21% (4/19) had given between 10 and 15 treatments, and 
16% (3/19) had given more than 15 treatments. 
 
Table 1. Characteristics of patients at baseline 
Patients' characteristics n=45 
Gender, female (%) 33 (73.3) 
Age in years, mean (SD; range) 35.9 (12.3; 21-64) 
Education level   
   Secondary education level (%) 15 (36.6) 
   Higher education level (%) 25 (61.0)  
Employment, yes (%) 21 (51.2) 
Antidepressant use, yes (%)  10 (24.4) 
Duration of current depression symptoms  
Duration of current depression symptoms less than 3 months (%) 8 (19.5) 
Duration of current depression symptoms between 3 and 12 months (%) 22 (53.6) 
Duration of current depression symptoms more than 1 year (%) 10 (24.4) 
 
3.2 Frequencies of Therapist Behaviors and Percentages of Therapist 
Instruction Adherence 
Appendix B1 lists the categories, definitions, and examples of the therapist behaviors. 
In total, 1825 therapist behaviors were coded. The most frequently used therapist 
behaviors were informing (27.56%, 503/1825; e.g., informing the patient about the next 
session or specific assignments), encouraging (23.56%, 430/1825; e.g., praising past 
behavior), and affirming (22.25%, 406/1825; e.g., normalizing behavior, summarizing 
what the patient has written or said). Making self-disclosures, confronting, and 
emphasizing the responsibility of the patient were never or rarely used. 
An overview of the percentages of the categories, descriptions, and examples of 
adherence to the feedback instructions can be found in Appendix B2. The therapists 
adhered in most cases to correct greeting and ending of messages (95.9%, 210/219). 
They also scored high on writing style (93.6%, 205/219; e.g., limiting of abbreviations 
and misspellings) and structure (87.7%, 192/219; e.g., limiting to 2 subjects and sending 
the feedback within 3 working days). Therapists scored the lowest on referring (34%, 
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74.5/219; e.g., referring to monitoring of the symptoms or reflecting on the dairy). 
Within the category communication skills, therapists were very often careful with 
giving solutions (95.6%, 209/219) and regularly showed in their writing that they read 
the patients’ homework (88.6%, 194/219). Formulating sentences as hypotheses is 
something the therapists did not often apply (10.5%, 23/219). 
 
3.3 Session Completion and Symptom Improvement 
The 45 patients completed, on average, 6.3 online sessions (Table 2). On average, 
patients received 4.9 feedback messages (SD 2.7; range 1-10). One feedback message 
contained an average of 139 words (SD 95.4; range 1-504), 14.2 words in one sentence 
(SD 4.0; range 1-26), 3.5 sentences in a paragraph (SD 1.9; 1-17), and 2.9 paragraphs (SD 
1.6; 1-10). 
From 7 patients, all QIDS data were missing because their therapists did not activate 
the online monitoring, leaving 38 patients for this exploration. Results on depressive 
symptoms showed that at baseline, the patients scored, on average, 15.8 points (SD 
3.8) on the QIDS, and at post-measurement, the patients scored, on average, 11.0 
points (SD 6.0), so there was an average reduction of 4.8 points (SD 6.4). Looking at 
symptom severity at baseline, 8% (3/38) of the patients had mild symptoms, 34% 
(13/38) had moderate symptoms, and 58% (22/38) had (very) severe symptoms (Table 
3). At posttreatment, 21% (8/38) of the patients had no symptoms, 29% (11/38) had 
mild symptoms, 24% (9/38) had moderate symptoms, and 26% (10/38) had (very) 
severe symptoms. In total, 63% (24/38) of the patients improved on one or more 
categories (Table 4). Moreover, 24% (9/38) of the patients showed no change, and 13% 
(5/38) deteriorated in a category. 
Appendix B3 contains case descriptions of 3 patients. 
 
Table 2. Treatment completion and duration (n=45) 
Treatment completion and duration n=45 
Completed online sessions, mean (SD; range) 6.3 (2.6; 2-11) 
Completed face-to-face sessions, mean (SD; range) 7.1 (2.7; 2-13) 
Completed face-to-face + online sessions, mean (SD; range) 13.4 (4.4; 5-23) 
Treatment duration in weeks, mean (SD; range)  26.2 (11.2; 8-52) 
Time period of online activity in weeks, mean (SD; range)  17.8 (10.9; 2-45) 
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Severity QIDS QIDS baseline QIDS post 
 n=38 (%) n=38 (%) 
None  0 (0%) 8 (21.1%) 
Mild 3 (7.9%) 11 (28.9%) 
Moderate 13 (34.2%) 9 (23.7%) 
Severe 20 (52.6%) 5 (13.2%) 
Very severe 2 (5.3%) 5 (13.2%) 
 
 
Change in depressive symptom severity  n=38 (%) 
Reduction in one category 11 (28.9%) 
Reduction in two categories 10 (26.3%) 
Reduction in three categories 3 (7.9%) 
Deterioration 5 (13.2%) 
No change 9 (23.7%) 
 
3.4 Correlations of Therapist Behaviors with Session Completion and 
Symptom Improvement 
One correlation between therapist behaviors and session completion was found 
(Table 5): the therapist behavior confronting was positively correlated with online 
session completion (ρ = .342, p = .02). This indicates that more confrontations were 
related to completing more online sessions. No significant correlations were found 
with symptom improvement. 
  
Table 3. Severity Quick Inventory of Depressive Symptomatology scores at 
baseline and post-measurement 
Table 4. Changes in symptom severity (n=38) 
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Self-disclosure  -a - 
Informing -.087 -.249 
Confronting -.342b -.184 
Urging -.258 -.310 
Encouraging -.054 -.008 
Guiding -.055 -.146 
Questions  -.066 -.115 
a Indicates "not applicable"; self-disclosures did not occur 
b p < .05, a positive correlation indicates more session completion 
 
3.5 Correlations of Therapist Instruction Adherence with Session 
Completion and Symptom Improvement 
In Table 6, correlations of therapist instruction adherence with session completion 
and symptom improvement are shown. Statistically significant negative medium 
correlations were found between therapist instruction adherence and completed 
online sessions for structure (ρ = −.340, p = .02) and readability (ρ = −.361, p = .02). 
Meaning that the more therapists adhered to instructions containing structure 
(limiting to 2 subjects and sending feedback within 3 working days) and readability 
(short sentences and short paragraphs), the less online sessions were completed. No 





Table 5. Correlations of therapist behaviors with session completion and 
symptom improvement 
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Therapist instruction adherence  Session completion  
n=45 
Change score QIDS 
n=38 
Greeting/Ending -.277 -.064 
Communication skills -.146 -.212 
Structure -.340ᵃ -.214 
Referring -.170 -.085 
Readability -.361ᵃ -.185 
Writing style -.150 -.139 
ᵃ p < .05, negative correlations indicate less session completion 
 
4 Discussion 
4.1 Aim of This Study 
This observational study has uncovered several important factors in the content of 
online feedback messages in blended iCBT for depression. We further explored 
therapist behaviors and the extent to which therapists wrote their feedback according 
to their instructions. In addition, we wanted to know if therapist behaviors and 
adherence to the feedback instructions could be linked to patient adherence and 
treatment outcome. The study was carried out in a Dutch sample of participants of 
the MasterMind study, in routine practice, in a patient population with mild to (very) 
severe depressive symptoms and with a diverse group of trained and skilled therapists. 
 
4.2 Principal Findings 
Results show that therapist behaviors in relation to the online guidance are informing 
the patient about the functionalities on the platform, encouraging the patient by 
praising past behavior or inciting future behavior, and affirming by showing interest 
in the thoughts, emotions, and behaviors of the patient. Making self-disclosures, 
confronting, and emphasizing the responsibility of the patient are never or 
infrequently used. This is largely in line with the frequencies of the categories found 
by Holländare et al and may indicate that therapists use the same CBT principles in 
their written communication as in their face-to-face communication with the patient 
(Holländare et al., 2016). Previous research also found that more supportive therapists’ 
behaviors are used frequently in iCBT and that behaviors such as confronting and self-
disclosures are seldom used (Hsieh and Shannon, 2005; Paxling et al., 2013). However, 
Table 6. Correlations of therapist instruction adherence with session completion 
and symptom improvement 
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in contrast to the findings of Holländare et al, we found that one and also a different 
therapist behavior correlated with module completion, and we also found that none 
of the therapist behaviors were related to symptom improvement. A possible 
explanation for this difference can be found in the patient group; in Holländare et al’s 
study, patients with partially remitted depression were included within the context of 
a randomized controlled trial. 
Although therapists applied confronting in limited cases (<1%), this was positively 
correlated with online session completion. In face-to-face CBT, the occurrence of 
confrontations has been found to be somewhat higher (6%-14.3%), but is also 
significantly correlated with therapy outcomes (Keijsers et al., 2000). Hill et al argued 
that “confrontation often interrupts the client’s thinking by presenting discrepancies 
and another point of view […]. Although confrontation feels negative at the time, such 
disruption may be a necessary foundation for change” (Hill et al., 1988). 
Furthermore, therapists followed the feedback instructions that were used in this 
study on most of the defined elements, such as beginning with a compliment and 
being careful about providing solutions too soon. Different than expected, only half of 
the therapists formulated their sentences as hypotheses, and did so in only 10% of the 
feedback messages (e.g., “It sounds like you are not sure, is that correct?”). 
Misspellings occurred regularly: in 21.5% of the feedback messages, therapists made 
more than 3 spelling mistakes. One of the possible explanations for this is that the 
treatment platform did not contain a spelling corrector, and it may have taken 
therapists more time to correct their own writing. Emoticons were not used often, as 
only 3 therapists sometimes used an (positive) emoticon. In the “Supportive 
Accountability” model by Mohr and Cuijpers, it is argued that therapists may mirror 
the content, style, tense, and cues (e.g., emoticons) in online communication by 
patients to create mutual trust (Mohr et al., 2011). In this model, it is also pointed out 
that people pay attention to the timing and date stamps of the responses. This means 
responses should be timely because delays may be perceived as expressing lack of 
affection. In our study, the therapists sent their feedback within the limit of 3 working 
days in almost 80% of the cases. 
Only negative associations were found with therapist instruction adherence and 
session completion. Providing structure and the readability was significantly 
negatively associated with session completion. This means that if the therapists 
adhered more to writing short sentences and paragraphs, and the more they limited 
their feedback to 2 different subjects and sent the feedback back within 3 working 
days, the less online sessions were completed. These findings might be explained by 
the adaptive, and also reactive, style of the therapists to the behavior of the patient. 
When patients are doing well on the online platform, they are more flexible with 
certain elements of the instructions. On the other hand, when patients display more 
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difficulties or when the therapist gets the feeling that he or she is losing contact with 
the patient, therapists may be more inclined to adhere more to some parts of the 
instructions. Schneider et al also found that therapists were responsive in their online 
feedback and that they increased some behaviors during the course of treatment when 
patient depressive symptoms worsened. There are similar indications in 
psychotherapy, where more flexibility of therapists was found related to better 
treatment outcomes than therapists who were less flexible (Owen and Hilsenroth, 
2014). 
 
4.3 Strengths and Limitations 
The study took place in a naturalistic setting, with routine care patients and therapists 
and without the restrictions of a randomized controlled trial. Patient demographic 
characteristics in the study sample are comparable to blended CBT research, also in 
routine care (Kenter et al., 2015; Thase et al., 2018). Previous studies were carried out 
in small samples of therapists (3-5), often trained students, who delivered treatment 
in a research setting (Sánchez-Ortiz et al., 2011; Paxling et al., 2013; Holländare et al., 
2016; de Bruin and Meijer, 2017). With the use of a directed approach of the content 
analysis, the findings of the previous research were supported and extended. We 
found the same proportions of categories as Holländare et al with the addition of the 
category “asking questions” (Holländare et al., 2016). This was also found by Schneider 
et al when they replicated the study conducted by Paxling et al (Paxling et al., 2013; 
Schneider et al., 2016). 
In addition, there are several limitations to this study. The generalizability of the 
results is limited because of the small sample size. With a greater sample size, it would 
have been possible to explore initial symptom severity as a predictor of the use of 
different therapist behaviors. The exploration of this association would be interesting 
for further research. Second, although this study was able to capture a group of 
experienced professionals, the distribution of patients over the therapist was slightly 
skewed. Half of the therapists treated 3 to 6 patients, and the other half treated 1 or 2 
patients. Due to the small sample size, it was not possible to explore potential 
differences in writing style or skills between the therapists. Furthermore, in face-to-
face treatment, therapist characteristics such as age, gender, and ethnicity of the 
therapist seemed not to be related to patient treatment outcomes (Beutler et al., 
2004), but therapist facilitative interpersonal skills were found to be a successful 
predictor of treatment outcome (Andersson and Cuijpers, 2009). To further explore 
therapist online feedback, it would be interesting to look at therapeutic skills as well. 
In this study, there was a high variability in the number of words in the feedback 
messages, and it could also be interesting to further explore this. Third, within this 
observational study, only pre-post data and explorative analyses and, no post-hoc 
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corrections, were used. The found correlations should be interpreted with care. 
Previous research showed that it is possible that therapist behaviors change over the 
course of treatment, with more focus on certain categories at the beginning of 
treatment versus the end of treatment (Holländare et al., 2016; Schneider et al., 2016). 
Finally, this study only focused on the online part of the blended treatment and not 
on the content in the face-to-face sessions. 
 
4.4 Conclusions 
In sum, this study showed that in blended CBT for depression, therapists primarily 
used supportive and positive communications like informing, encouraging, and 
affirming patient behavior. Therapists refrained from using therapeutic techniques, 
such as making self-disclosures, urging, and confronting. This can be explained by the 
way the online feedback instructions were constructed. They provided the therapists 
guidelines that concentrate on style and form instructions, and this is also reflected in 
the adherence of the therapists to most of these instructions. It can be suggested that 
the instructions should also focus more on “disruptive” therapeutic techniques that 
can foster patients to address their symptoms. The blended format can give the 
therapist more flexibility in writing feedback because of the combination with face-
to-face contact, meaning that therapists can check the interpretation of their online 
feedback with the patients in the face-to-face sessions. The combination with online 
contact gives the therapist the possibility to incorporate elements and reflect on issues 
that were discussed in the face-to-face sessions. On the other hand, therapists are 
aware that online communications can emotionally positively and also negatively 
affect the patient, without them being there, and are therefore careful in their 
communications. The therapists may miss nonverbal cues such as facial expressions 
and are not able to respond immediately. Writing feedback requires the therapist to 
assess whether the patient can correctly understand it. The extent to which this calls 
for specific competencies of the “online” therapist is assumed and requires further 
exploration. Additional research is needed to further explore the content of online 
feedback. With an experimental design, more causal explanations can, e.g., be made 
about the amount of certain therapist behaviors, the interaction with the written 
content of the patients, patient expectations or the timing of feedback, and also the 
interaction with the contact of the face-to-face sessions. With more knowledge, 
instructions on feedback can be enriched, and therapists can be offered more guidance 
in giving feedback. 
 




The MasterMind project was partially funded under the Information and 
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Community (Grant Agreement number: 621000).  
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Background: Blended cognitive-behavioral therapy (bCBT) combines face-to-face 
CBT (f2fCBT) and Internet-based CBT (iCBT) into one integrated treatment protocol, 
opening up new ways to deliver therapy, increase cost-effectiveness and resolve 
scarcity of therapist availability. When traditional therapy is transformed into a new 
format, there is a need to evaluate whether principles of the new protocol are 
consistently applied. 
Methods: This study aimed to explore therapist fidelity to bCBT protocols for anxiety 
disorders in specialized mental healthcare and to assess whether fidelity is related to 
patient characteristics. Adult patients (N=44) received bCBT within a randomized 
controlled trial. Ratio of f2f to online sessions, therapy intensity and therapist 
adherence to instructions were assessed. 
Results: Overall therapist fidelity with regard to ratio of blending, treatment intensity 
and instructions was high. Ratio of blending was significantly associated with 
treatment intensity (r = -.373, p = .013), meaning that treatment of higher intensity had 
a higher share of online sessions. Patients with more computer experience were likely 
to receive higher shares of online sessions (r = -.314, p = .038). 
Conclusions: The blended approach was generally delivered as intended, indicating 
that the format is feasible in specialized mental health and supporting earlier findings 
on bCBT effectiveness. 
  
6




Cognitive-behavioral therapy (CBT) is an effective psychological treatment for anxiety 
disorders (Stewart and Chambless, 2009). Internet-based CBT (iCBT), where 
treatment is offered on an online platform, has the potential to maximize cost-
effectiveness by reducing the burden of travel and reducing therapist hours. The 
uptake of iCBT in routine care is low, however, possibly because iCBT is not 
considered suitable for all patients; for example, providing web-based treatment 
without face-to-face contact may not be deemed acceptable for patients with severe 
symptoms (Gun et al., 2011). A more recent approach, blended cognitive-behavioral 
therapy (bCBT), combines face-to-face CBT (f2fCBT) and iCBT, partially replacing 
face-to-face (f2f) sessions with online sessions. Such a treatment format could address 
the limitations related to iCBT and may also fit better into current routine practice. In 
a previously conducted randomized controlled trial (RCT) (Romijn et al.) we evaluated 
the acceptability and effectiveness of bCBT (n=52) in comparison with f2fCBT (n=62) 
for anxiety disorders in specialized mental healthcare and found promising results. 
Patients in both groups reported high levels of treatment satisfaction, and both 
conditions yielded large within-group effect sizes at posttest and at one-year follow-
up. A small RCT (N=36) of bCBT for panic disorders by another research group 
achieved results in line with our findings regarding acceptability and effectiveness, 
with medium to high effect sizes in both treatment groups and no differences in 
treatment satisfaction between the groups (Bruinsma et al., 2016).  
Blended interventions appear increasingly popular as treatment protocols for blended 
therapy become more widely available (Kemmeren et al., 2016; Kleiboer et al., 2016; 
Kooistra et al., 2014; Nakao et al., 2018; Romijn et al., 2015). However, little is known 
as of yet about therapist fidelity to such protocols. Therapist fidelity is defined as the 
extent to which treatment is carried out as outlined in the treatment manual (Waltz 
et al., 1993). A lack of adequate evaluation of fidelity to blended treatment protocols 
can lead to incorrect conclusions about their clinical effectiveness (Prowse, 2015), 
because there is no way of knowing what exactly took place during the therapy. A 
further aim of bCBT is to improve cost-effectiveness through reduced therapist time, 
replacing a portion of the face-to-face sessions with online sessions. However, no clear 
indications for savings in terms of time or costs have been found up to now (Romijn 
et al.; Kenter et al., 2015; Bruinsma et al., 2016). Whether or not bCBT has been applied 
as designed is a key question for cost-effectiveness analysis, as it has important 
implications for the interpretation of cost outcomes. Suboptimal bCBT 
implementation may actually lead to less effective ways of treating patients. For 
example, in a naturalistic study by Kenter and colleagues (Kenter et al., 2015), which 
evaluated the use of blended treatment for anxiety and depression in routine mental 
health care settings, treatment time and costs increased for bCBT relative to f2fCBT, 
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because therapists delivered the online treatment on top of the f2f sessions. The 
degree of treatment fidelity is important not only for understanding effectiveness and 
cost outcomes, but it also provides essential input for developing therapist guidelines 
on how to use bCBT (Bellg et al., 2004). In a recent qualitative study by Mol and 
colleagues (Mol et al., 2019), therapists (N=36) pointed to a lack of clear guidelines on 
incorporating online sessions as a major barrier to providing bCBT.  
Protocol use in face-to-face CBT for anxiety disorders has been evaluated, and results 
generally indicate high fidelity to treatment protocols (Boswell et al., 2013; Zickgraf et 
al., 2016). In these studies, audio-taped sessions (N=495) (Boswell et al., 2013) or video-
taped sessions (N=39) (Zickgraf et al., 2016) were rated in terms of therapist adherence 
to the CBT protocol, with mean scores emerging of 85% on a 0%-to-100% scale (SD = 
10.4) and 6.18 on a 1-to-7 scale (SD = 0.51). Concerning Internet-based CBT for 
depression, Mol and colleagues (Mol et al., 2018) investigated adherence to feedback 
instructions in online sessions. They scored 219 online written feedback messages for 
patients with depression on a 0%-to-100% scale and concluded that therapists adhered 
to most of the instructions relating to issues like structure (87.7%), readability (68%), 
writing style (93.6%) and communication skills (69.4%). Although fidelity to f2fCBT 
and iCBT has thus been studied separately, no research on fidelity to bCBT has been 
conducted that takes both the treatment modalities of the package into account. bCBT 
differs from f2fCBT and iCBT in that it requires therapists not only to apply generic 
therapeutic skills and CBT-specific competencies in both f2f and online sessions, but 
also to combine the two modalities into a single integrated treatment. Insights into 
how therapists put this into practice are still lacking.  
In the current study, we are especially interested in the ways in which therapists 
adhere to the blended approach – the distribution of f2f and online sessions; treatment 
intensity in terms of the numbers of weekly f2f or online sessions; and the instructions 
pertaining to the blended format, such as the explanation of the format to patients, 
the assisted login to the online platform during the first f2f session, and the provision 
of CBT-specific feedback in response to each online session. In addition, we assess the 
relationship between blended treatment fidelity and specific patient characteristics 
which therapists reportedly perceive as making patients better suited for blended 
therapy: younger age, employment, computer skills, higher cognitive capacities, mild-
to-moderate and less complex symptoms, and preference for bCBT over f2fCBT (Mol 
et al., 2019). 
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2.1 Design  
Data were collected within a randomized controlled trial assessing the clinical and 
cost-effectiveness of bCBT in comparison with f2fCBT (Romijn et al., 2015). In that 
trial, N=114 adult patients diagnosed with panic disorder, social anxiety disorder or 
generalized anxiety disorder were randomized to either bCBT (n=52) or f2fCBT (n=62) 
in one of four Dutch outpatient clinics for specialized mental health care between 
November 2015 and July 2017. A total of 45 patients started the bCBT treatment. Since 
one patient dropped out after the first session, our study of treatment fidelity analyzes 
data from the 44 participants who actually received bCBT. The trial was approved by 
the Medical Ethics Committee of the Amsterdam University Medical Centers, location 
VU University Medical Center (registration number 2015.073) and registered in the 
Netherlands Trial Register (NTR4912). 
 
2.2 Intervention 
Separate manualized bCBT protocols were developed for patients with panic disorder, 
social anxiety disorder and generalized anxiety disorder (Romijn et al., 2015). Their 
content was based on protocols for f2fCBT (Keijsers et al., 2010), which contain 
evidence-based elements for the treatment of anxiety disorders, such as cognitive 
therapy and exposure (NICE 2011; NICE 2013) (see Appendix C1). In all blended 
treatments, both f2f and online sessions involved therapeutic guidance by qualified 
psychologists. The treatment consisted of 15 weekly sessions, with 8 face-to-face 
sessions alternating with 7 online sessions that were followed up by scheduled online 
feedback from the therapist. Every course of treatment began with a f2f session. 
Online sessions were accessible in a secure web-based environment (Minddistrict, 
Amsterdam, The Netherlands). Patients and therapists accessed this platform with a 
personalized login. Default text templates for feedback and instructions were supplied 
for every online session as a therapist aid for providing feedback as intended. 
Therapists were free to tailor these texts to the specific needs of their clients. 
The online treatment platform also offered the option of repeating an online session. 
Therapists could decide on that if they deemed it beneficial, for example, if the patient 
had not fully comprehended the content of an online session or had greatly benefited 
from a specific exercise in it.  
Table 1 shows the protocol components for the face-to-face sessions and the online 
sessions. These contained instructions for the blended format, which were used to rate 
the extent of therapist fidelity. 
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Protocol component Session Instructions  
f2f sessions 
 Psychoeducation: 
explanation of anxiety 
disorder, treatment and 
blended approach 
1 Provide explanation of treatment format: alternating 
f2f and online sessions 
Log in to online platform together with patient to 
provide a technical introduction  
 Discussing previous online 
session 
3–15 Discuss homework and assignments from previous 
online session  
 Preparing upcoming online 
session 
1–13 Discuss homework and content of next online session  
Schedule appointment for providing feedback on next 
online session 
Online sessions  
 Generic therapeutic feedback 2–14 Provide feedback containing therapist behavior that 
would be used in any psychotherapy intervention, such 
as encouraging and motivating, normalizing, 
empathizing, and confirming by summarizing 
 CBT-specific feedback 2–14 Provide CBT-driven feedback, such as helping patient 
identify and test automatic thoughts, helping patient 
identify and modify core beliefs, and helping patient 
plan and conduct behavioral experiments 
 Scheduling upcoming f2f 
session 
2–12 Schedule an appointment for next f2f session or 
remind patient of the already scheduled appointment  
CBT: cognitive behavioral therapy; f2f: face-to-face 
 
2.3 Patients 
Patients were invited for study participation if they (i) were aged 18 or older and (ii) 
met the DSM-IV criteria for panic disorder with or without agoraphobia, social anxiety 
disorder or generalized anxiety disorder, as diagnosed with the Structured Clinical 
Interview for DSM-IV Axis I Disorders (SCID-I (First et al., 2002)) or the Mini-
International Neuropsychiatric Interview, Plus Version (MINI-Plus (Sheehan et al., 
1998; Van Vliet and De Beurs, 2007)). Exclusion criteria were (i) inadequate 
proficiency in Dutch, (ii) lack of e-mail address or computer with Internet access and 
(iii) presence of a psychotic or bipolar disorder, substance dependence or a high risk 
for suicide. Written informed consent was obtained from all participants before 
baseline assessment and randomization. A total of 44 patients received bCBT.  
Table 1. Protocol components with instructions in the blended format 
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Therapists were trained and experienced in delivering CBT. Prior to treating patients 
in the trial, all therapists received a 2-hour training course in the delivery of the 
blended treatment protocol, provided by researcher GR. During the training, 
therapists received instructions on how to apply the blended format, were shown the 
functionalities of the online platform, and had the chance to practice with a fictitious 
patient. In addition, discussion sessions were organized by the research team in which 
therapists could exchange their experiences with bCBT.  
 
2.5 Measures 
Information on patient characteristics – including age, gender, education level, 
employment status, treatment preference (bCBT vs f2fCBT), self-rated treatment 
motivation (0–10 scale), average weekly hours of computer use, and anxiety severity 
measured by the Beck Anxiety Inventory (Beck et al., 1988; Fydrich et al., 1992) – was 
obtained via an online self-report questionnaire at baseline. Primary diagnosis and 
comorbid disorders were established by a diagnostic interview (SCID-I (First et al., 
2002) or MINI-Plus (Sheehan et al., 1998; Van Vliet and De Beurs, 2007)). Data on the 
dose and timing of f2f sessions were extracted from electronic medical records. Data 
on the dose and timing of online sessions were collected through the online treatment 
platform. f2f sessions were audio-recorded if participants consented, and these were 
transcribed verbatim. Feedback messages sent by therapists after online sessions were 
obtained from the online platform. All data were entered into Microsoft Office Excel 
(2016) spreadsheets.  
 
2.5.1 Fidelity to ratio of blending 
The ratio of blending for each course of treatment was calculated as the distribution 
of f2f and online sessions in percentages.  
 
2.5.2 Fidelity to intensity  
The bCBT protocol prescribed weekly sessions. Intensity of treatment was determined 
by dividing the total number of completed f2f and online sessions by the total therapy 
duration in weeks.  
 
2.5.3 Fidelity to blended protocol instructions  
To assess fidelity to the blended protocol in the f2f sessions and the online sessions, 
we developed a checklist based on the treatment protocol, containing the mandatory 
blended protocol components (Table 1; see Appendix C2 for the complete checklist). 
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Transcripts of treatment recordings and online written feedback messages were 
evaluated by two independent raters (GR, SP), who quantified the extent of therapist 
fidelity to the blended protocol instructions. One of the raters was a researcher 
involved in developing the treatment and conducting the trial, and one was an 
independent researcher not involved in the trial or in developing the treatment. 
Rating results were discussed until agreement was established. Interrater reliability 
was measured with intraclass correlation coefficients (ICC). The ICC for fidelity 
ratings of the f2f protocol components was .90 (p < .001, 95% CI 0.86–0.93) and for 
online components .90 (p < .001, 95% CI 0.88–0.91), indicating good agreement 
between the raters with respect to both f2f and online sessions.  
 
2.6 Analysis 
Descriptive statistics (means, standard deviations, percentages) were used to describe 
the sample and the observed fidelity. The relationships between fidelity scores and 
patient characteristics were assessed with Pearson correlations. Analyses were 
undertaken using SPSS, version 23 (SPSS Inc., Chicago IL, USA). 
 
3 Results 
3.1 Patient characteristics  
Baseline demographics and clinical characteristics of the sample can be found in Table 
2. The mean age was 36.7 years (range: 19–62 years), 53% (23/44) were female, 27% 
(12/44) had completed higher education and 63% (28/44) were employed.  
 
 
Patient characteristics (N=44) 
Age in years, mean (SD; range) 36.7 (11.0; 19–62) 
Gender female, n (%) 23 (52) 
Higher education*, n (%) 12 (27) 
Employment, n (%) 28 (63.2) 
Primary diagnosis, n (%) 
-Panic disorder 
-Social anxiety disorder 





BAI score at baseline, mean (SD)  28.2 (11.6) 
Comorbid disorder**, n (%) 25 (57) 
Table 2. Patient characteristics 
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Preference for bCBT over ftfCBT, n (%) 24 (55) 
Treatment motivation (0–10), mean (SD) 9.3 (1.07) 
Weekly hours of computer use, mean (SD) 20.5 (18.4) 
BAI: Beck Anxiety Inventory; bCBT: blended cognitive-behavioral therapy; ftfCBT: face-to-face cognitive-
behavioral therapy 
* Bachelor’s equivalent or higher 
** Comorbid disorders: social phobia, panic disorder, agoraphobia, generalized anxiety disorder, major 
depressive disorder, dysthymia, posttraumatic stress disorder, obsessive-compulsive disorder, eating 
disorder 
 
3.2 Blending ratio and intensity 
The mean treatment duration was 12.6 sessions (SD: 5.2), with 6.7 f2f sessions (SD: 2.6) 
and 6.0 online sessions (SD: 2.9) in 15.6 weeks (SD: 8.7). The mean percentage of f2f 
sessions in the 44 courses of blended treatment (55%) was almost equal to the 
prescribed 53%. Most courses of treatment (64%, n=29) contained 50% to 60% f2f 
sessions. In fourteen cases (32%), the share of f2f sessions was either 40% to 50% (18%, 
n=8) or 60% to 70% (14%, n=6); in two cases (5%) it was higher than 70% (75% and 
80%).  
The mean intensity of treatment was 0.89 sessions per week (SD: 0.26), slightly lower 
than the 1.0 sessions per week as prescribed. Five courses of treatment (11%) had a 
treatment intensity of exactly 1 session per week, in 13 cases (30%) treatment intensity 
was higher (range: 1.1-1.4) and in 26 cases (59%) treatment intensity was lower (range: 
0.3-0.9). 
Treatment intensity was higher (0.98 sessions/week, SD: 0.17) when the ratio of online 
to f2f sessions was positive than when the ratio of f2f to online sessions was positive 
(0.85 sessions/week, SD: 0.28). The correlation between treatment intensity and the 
f2f -to-online ratio was significant (r = .373, p = .013), meaning that patients who 
received a larger share of online sessions were likely to have higher-intensity 
treatment than those receiving more f2f sessions. 
 
3.3 Fidelity to the blended protocol in face-to-face sessions 
A total of 74 face-to-face sessions from 23 participants were audio-recorded. Forty-six 
(62%) of those sessions were conducted in full accordance with the blended 
instructions in the protocol, while in 28 sessions (38%) some deviations to the protocol 
occurred (see Table 3 for adherence to the specific protocol components).  
Blended protocol instructions for the psychoeducation component, which compared 
to the other two components only occurred in the first session, were adhered to in 7 
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of 8 recorded sessions (see Appendix C3, Box 1 for an example). All therapists assisted 
the patient in logging into the platform during the first session to introduce the online 
treatment program, but in one session the therapist did not mention the alternation 





for blended approach  





format: alternating f2f 
and online sessions, 
and login to online 
platform together with 
patient  
Full adherence: 7  
Partial adherence: 1  
Non-adherence: 0 
Therapist did not mention 






Discuss homework and 
assignment(s) from 
previous online session 
Full adherence: 61  
Partial adherence: 4  
Non-adherence: 1  
Session was mentioned, but 
with little or no discussion of 
homework and assignments 
(4) 
Previous online session was 




Discuss homework for 
next online session and 
schedule time for 
feedback provision 
Full adherence: 44  
Partial adherence: 
21  
Non-adherence: 1  
No time for providing 
feedback was scheduled (20) 
Homework for upcoming 
online session was not 
discussed (1) 
Upcoming online session was 
not mentioned at all (1) 
f2f: face-to-face 
 
In 5 of 66 recorded sessions (7%), therapists deviated from the protocol where the 
previous online session should have been discussed (Boxes 2a and 2b). In one case the 
online session was not mentioned at all; in other cases therapists did refer to it, but 
there was little or no discussion of homework and assignments. 
Most deviations from the protocol occurred when the upcoming online session was to 
be discussed (Box 3). In 22 of 66 sessions (33%), therapists deviated from the 
instructions, mostly by not scheduling an appointment for providing feedback on the 
next online session (30%, n=20). In the other two cases, therapists did not discuss the 
homework for the upcoming online session. 
 
Table 3. Adherence to protocol instructions in face-to-face sessions (N=74 
recorded sessions) 
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3.4 Fidelity to the blended protocol in online sessions 
Therapists provided a total of 257 feedback messages on 257 online sessions (see Table 
4 for adherence to specific protocol components). In 167 messages (65%), blended 
protocol instructions were fully adhered to, meaning that the therapist had provided 
both generic therapeutic and CBT-specific feedback, and had scheduled the 
appointment for the next f2f session (see Appendix C3, Boxes 4a and 4b for examples). 
Generic therapeutic feedback was provided in 232 messages (90%), CBT-specific 
feedback in 184 messages (72%) and an appointment for the upcoming f2f session was 
scheduled in 208 messages (81%). 
Thirty-four (13%) of the 257 online sessions were repeated. Feedback messages on 
repeated sessions were usually short and practical in nature (Boxes 5a to 5c) and 
usually did not contain CBT-specific feedback (31 of 34 messages). 
 
Protocol component Online sessions with full adherence to instructions 
Generic therapeutic feedback  n=232 (90%) 
CBT-specific feedback  n=184 (72%) 
Scheduling upcoming f2f session  n=208 (81%) 
CBT: cognitive behavioral therapy; f2f: face-to-face 
 
3.5 Correlations of patient characteristics with treatment fidelity outcomes 
Table 5 shows correlation between patient characteristics and fidelity outcomes. 
There was a significant association between the ratio of f2f to online sessions and a 
patient’s experience with the use of computers (r = −.314, p = .038), meaning that the 
treatment of patients more experienced with computers was likely to contain a larger 
percentage of online sessions. No significant associations between other patient 







Table 4. Adherence to protocol instructions in online sessions (N=257 sessions) 
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Age  −.213 .163 −.083 .244 
Higher education −.104 .159 −.340 −.111 
Employed −.016 .130 −.110 −.157 
Baseline BAI score −.238 −.290 −.024 .114 
Comorbid disorder −.227 −.023 .080 −.275 
Preference for bCBT −.161 .092 .228 −.132 
Weekly computer hours −.314* .140 .024 −.159 
f2f: face-to-face; BAI: Beck Anxiety Inventory; bCBT: blended cognitive-behavioral therapy 
* p < .05 
 
4 Discussion 
4.1 Principal findings 
The aim of this paper was to explore therapist fidelity to blended cognitive-behavioral 
therapy (bCBT) protocols for anxiety disorders in specialized mental health care. 
Additionally, we wanted to gauge the influence of patient characteristics on bCBT 
fidelity, since therapists believe some patients are better suited for bCBT than others 
(Mol et al., 2019). 
Overall, therapist adherence to the instructions in the blended treatment protocol was 
high. The mean intensity of treatment was 0.89 sessions per week (SD: 0.26), slightly 
lower than the 1.0 sessions per week as prescribed. The ratio of f2f to online sessions 
was associated with treatment intensity – a possible indication that a larger share of 
online sessions enables a higher intensity of treatment. That seems relevant in the 
light of meta-analytic findings by Cuijpers and colleagues (Cuijpers et al., 2013b) 
showing the importance of treatment intensity: they found that an increase from one 
to two sessions per week in psychotherapy for depression boosted the effect size g by 
0.45, with the total number of sessions held constant.  
Our inspection of patient characteristics showed a significant association between the 
ratio of blending and patients’ experience with the use of computers, indicating that 
those with more computer experience were more likely to receive a higher share of 
online sessions. Other patient characteristics, such as pre-treatment anxiety severity 
or comorbidity, were not associated with fidelity outcomes. This finding is in line with 
Table 5. Correlations of patient characteristics with treatment fidelity outcomes 
(N=44, Pearson’s r) 
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previous findings for f2f therapy (Boswell et al., 2013; Zickgraf et al., 2016) and refutes 
therapists’ believe that patients with mild-to-moderate and less complex symptoms 
are better suited for bCBT (Mol et al., 2019). 
 
4.2 Strengths and limitations 
To the best of our knowledge, this study was the first investigation of therapist fidelity 
to a blended treatment protocol that assessed both the face-to-face and the online 
elements of the treatment. This enabled us to examine what actually happened during 
the blended treatment: did it blend? In other words: did therapists adhere to the 
blended approach in terms of the distribution of f2f and online sessions; treatment 
intensity and the instructions pertaining to the blended format. 
Evaluating fidelity is a time-consuming process, and it becomes even more complex 
when two treatment modalities are integrated into one treatment protocol. For this 
reason, treatment fidelity is often not examined in intervention studies, and had not 
yet been evaluated for blended treatment at all, even though it is essential to the 
interpretation of treatment outcomes and to successful implementation of a blended 
format.  
A limitation of the present study is that recordings of f2f sessions were not available 
for all participants and all sessions. Only 23 of the 44 participants consented to audio 
recording, and in other cases recording errors occurred or therapists forgot to record 
sessions. Possibly, patients and therapists with more positive beliefs about the blended 
treatment format were more motivated to help collect audio recordings. That may 
have biased our findings. 
Comparing our results to other studies might be complicated by the difference in use 
of definitions. We operationalized treatment fidelity as adherence by therapists to the 
specific blended approach as prescribed in the treatment protocol of the current trial. 
Other definitions of blended treatment (Wentzel et al., 2016) or of therapist fidelity 
(Carroll et al., 2007; Gearing et al., 2011) may be used in other studies.  
 
4.3 Clinical and research implications 
Opportunities to improve therapist fidelity to the blended treatment format appear to 
lie in enhancing therapist recognition of f2f and online sessions as equally important 
elements of treatment. If that is not acknowledged, online sessions cannot adequately 
replace f2f sessions. In the current study, therapists often failed to schedule 
appointments for providing feedback on online sessions, which could be an indication 
that a therapist sees those sessions as merely supportive to the f2f sessions and this 
idea can unconsciously be transferred to the patient. This requires attention in the 
training of therapists. Furthermore, if an appointment calendar function were added 
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to the online platform, that might improve fidelity to this protocol component and 
heighten therapists’ awareness of the importance of online elements in blended 
treatment. 
Previously, a lack of clear guidelines has been identified as a barrier to the use of bCBT 
(Titzler et al., 2018; Mol et al., 2019). In some cases in the current study, treatment 
intensity was higher than the intended one session per week, and that higher intensity 
was sometimes caused by a lack of clarity about how to integrate the online element 
into the treatment. This points to the need for clear instructions about online 
communication (such as how to deal with flexible, on-demand online contact 
opportunities and how much therapist time is available for online activities) and to 
the necessity of more intensive therapist training, which can prevent bCBT from 
becoming too demanding for therapists or too costly.  
One benefit of a blended format, as found in earlier studies, is that it can enhance 
therapists’ adherence to the treatment protocol (Titzler et al., 2018; Mol et al., 2019). 
In the current study, we indeed found high therapist fidelity in most courses of 
treatment. In the cases with lower fidelity, however, our fidelity results showed quite 
some variability in ratios of blending and in treatment intensity, indicating that some 
therapists may feel the need for a less fixed protocol. Dosing flexibility could, for 
example, be accomplished by including a number of mandatory sessions and a number 
of complementary sessions. The flexible character of online sessions facilitates the 
option of shortening or expanding treatment. Offering a customizable blended 
protocol based on therapist and patient preferences has been suggested before (van 
der Vaart et al., 2014; Wentzel et al., 2016; Titzler et al., 2018; Kemmeren et al., 2019), 
and future research should further explore this option and investigate what degree of 
flexibility might be feasible.  
Finally, an interesting topic for subsequent research would be whether therapist 
variables are associated with fidelity outcomes. Identifying therapist characteristics 
that predict fidelity to bCBT could assist mental health care services in the selection 
and training of professionals. 
 
4.4 Conclusions 
Our findings showed that the blended treatment was generally conducted as 
intended, indicating that implementation of bCBT in routine care settings is feasible. 
These results also confirm the internal validity and enhance the external validity of 
the randomized controlled trial from which the data derive (Romijn et al., 2015).  
The current study was conducted prior to the coronavirus crisis. The outbreak of a 
pandemic disease highlights the relevance of online treatment as an important 
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element of routine care practice (Wind et al., 2020). Blended interventions are likely 
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Background: Internet-based cognitive-behavioral therapy (iCBT) is more effective 
when it is guided by human support than when it is unguided. This may be 
attributable to higher adherence rates that result from a positive effect of the 
accompanying support on motivation and on engagement with the intervention. This 
protocol presents the design of a pilot randomized controlled trial that aims to start 
bridging the gap between guided and unguided interventions. It will test an 
intervention that includes automated support delivered by an embodied 
conversational agent (ECA) in the form of a virtual coach.  
Methods/design: The study will employ a pilot two-armed randomized controlled 
trial design. The primary outcomes of the trial will be (1) the effectiveness of iCBT, as 
supported by a virtual coach, in terms of improved intervention adherence in 
comparison with unguided iCBT; and (2) the feasibility of a future, larger-scale trial in 
terms of recruitment, acceptability, and sample size calculation. Secondary aims will 
be to assess the virtual coach’s effect on motivation, users’ perceptions of the virtual 
coach, and the general feasibility of the intervention as supported by a virtual coach. 
We will recruit N=70 participants from the general population who wish to learn how 
they can improve their mood by using Moodbuster Lite, a 4-week cognitive-behavioral 
therapy course. Candidates with symptoms of moderate to severe depression will be 
excluded from study participation. Included participants will be randomized in a 1:1 
ratio to either (1) Moodbuster Lite with automated support delivered by a virtual 
coach, or (2) Moodbuster Lite without automated support. Assessments will be taken 
at baseline and post-study four weeks later.  
Discussion: The study will assess the preliminary effectiveness of a virtual coach in 
improving adherence and will determine the feasibility of a larger-scale RCT. It could 








The most widely studied online interventions for depression are those based on 
cognitive-behavioral therapy (CBT) (Cuijpers et al., 2013a). Such interventions may be 
guided or unguided. Guided interventions typically include regular feedback and 
support by professional health care workers, licensed therapists or trained volunteers, 
either via secured email exchange or via messaging systems within the intervention 
platforms. In shorter interventions, mostly up to eight sessions, support often takes 
the form of coaching, but in more intensive types of treatment it may be more 
therapeutic in nature. Guided interventions have been found more effective in terms 
of symptom improvement (Spek et al., 2007; Johansson and Andersson, 2012; Richards 
and Richardson, 2012; Karyotaki et al., 2019). That may be explained by a more positive 
effect of the guidance on motivation and engagement, and hence on adherence rates 
(Mohr et al., 2011; Kelders, 2015). However, as guided interventions require the 
involvement of supportive humans, unguided interventions are potentially more 
scalable, more accessible, and less expensive (Riper et al., 2010). This study is part of a 
project to bridge the gap between guided and unguided self-help internet-based CBT 
(iCBT) interventions for depression, using embodied conversational agents (ECAs) to 
automate coaching support. ECAs are more or less autonomous and intelligent 
software entities with a graphical embodiment. They are used to communicate with 
the user (Ruttkay and Pelachaud, 2004). 
The idea of using ECAs in psychological treatment procedures goes back roughly a 
decade (Bickmore and Gruber, 2010), and a recent scoping review has shown that 
many different such applications have since been developed for a variety of common 
mental health disorders (Provoost et al., 2017). In the context of depression, ECAs have 
been proposed for a broad range of applications. For example, ECAs have taken on the 
role of an interviewer that engages in face-to-face interaction with users to make them 
feel more comfortable in talking about and sharing distressing information (Devault 
et al., 2014), or the role of a virtual nurse who guides hospital patients with depression 
through their discharge procedure (Bickmore et al., 2010b), or that of an empathic 
therapist who helps people navigate the Beck Depression Inventory questionnaire 
(Pontier and Siddiqui, 2008). A number of studies have applied ECAs in the context 
of an iCBT for depression. Study designs varied widely. Martínez-Miranda and 
colleagues conducted a pilot study in which an ECA supported users throughout a 
CBT intervention (Martínez-Miranda et al., 2014). Their evaluation, involving N=8 
adult participants with mild to moderate depression, focused primarily on the 
feasibility of the cognitive change model employed by the ECA to regulate its own 
emotional responses, for example, by providing more empathic feedback or facial 
expressions. In a randomized controlled study by Kelders of an online acceptance and 
commitment therapy involving N=134 adults with mild to moderate depression, half 
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of the participants received automated feedback accompanied by a picture of a 
clinician and the other half received human support (Kelders, 2015). The study 
concluded that, although participants receiving human support were more involved 
in the intervention than those receiving automated feedback (as scored on the 
Personal Involvement Inventory (Zaichkowsky, 1994)), they were not significantly 
more adherent in terms of intervention completion. A pilot study by Ring and 
colleagues aimed to create a one-on-one therapeutic conversation with a virtual 
counselor (Ring et al., 2016). In a pre–post-test study design including N=10 
participants with mild to moderate depression, most users reported that the agent 
understood their emotions, but no significant improvements in depressive symptoms 
were found. Another pre–post-test pilot study investigated the acceptability and 
usability of a user-adapted, ECA-supported interactive platform addressing 
depression and suicide symptoms in a convenience sample of N=60 participants 
(Bresó et al., 2016). It concluded that system usability and the acceptability of the 
agent’s emotional responses were sufficient for the researchers to continue preparing 
the system for an initial clinical trial. A study by Fitzpatrick and colleagues looked at 
the feasibility, acceptability, and preliminary effectiveness of a conversational agent 
called Woebot, which delivered CBT-based self-help content in a text-based 
conversational format (Fitzpatrick et al., 2017); N=70 university students who self-
identified as experiencing depression and anxiety symptoms were randomized to 
using Woebot or to reading a book on depression. The intervention group reported 
significant reductions in depressive symptoms compared with the control group (d = 
0.44). In another study, Suganuma and colleagues investigated the feasibility and 
acceptability of an ECA-delivered CBT-based intervention that aimed to determine 
users’ mental and physical status in order to make appropriate behavioral suggestions. 
A non-clinical intervention group of n=191 users was compared with n=263 study 
participants who did not use the intervention. The intervention showed some initial 
effectiveness in terms of mental health improvement (Suganuma et al., 2018). Many of 
the applications described in this paragraph were judged acceptable and feasible, and 
some of the studies even showed that positive treatment effects can be accomplished 
using ECA-based interventions (e.g., (Fitzpatrick et al., 2017; Suganuma et al., 2018)).  
Although the studies just reviewed have shown promising results, most did not focus 
on ECAs in a supportive role as an adjunct to an iCBT intervention (intervention + 
ECA), but rather on the ECA as a medium through which iCBT could be delivered 
(intervention = ECA). In order to strengthen the evidence for the use of ECAs as an 
adjunct to improve iCBT interventions, a study would need to compare an ECA-
supported intervention with the same intervention with either human support or no 
support. Of the studies cited above, only the one by Kelders (Kelders, 2015) used such 
a design. That study, however, focused primarily on automated support through text 
messages, with the support embodied with a picture of a clinician. Though this does 
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satisfy our criteria for what an ECA is, we might question how well the results 
generalize to interventions utilizing more sophisticated ECA technology. We aim to 
address this gap in the literature by comparing outcomes of participants in an existing 
intervention with added ECA support (our intervention group) with the outcomes of 
participants in the same intervention without ECA support (our control group). Our 
general hypothesis is that by simulating a number of human support factors—specific 
factors such as motivational interviewing techniques and feedback to CBT exercises 
and common factors such as empathic communication (Wampold, 2015)—an ECA can 
positively affect motivation and engagement, and thereby adherence rates. This, in 
turn, may increase the clinical effectiveness of iCBT interventions in which traditional 
human support is unavailable (Donkin et al., 2011). Given the novelty of our approach, 
which combines an existing iCBT intervention with ECA support, we have opted for a 
pilot randomized controlled trial, whose primary aims will be to compare adherence 
rates between the two study groups and to assess the feasibility of a future larger-scale 
trial. Secondary aims include assessing within and between-group participant 
motivation for performing and continuing the intervention, gauging users’ acceptance 
of and perceived relationship with the supportive ECA, and estimating the feasibility 




2.1 Study design 
The study is designed as a pilot non-blinded two-armed randomized controlled trial 
(N=70) in which people with low mood from the general population will be randomly 
allocated either to an intervention for improving mood with automated support 
delivered by a virtual coach (n=35) or to the same intervention without the automated 
support (n=35). The study protocol has been approved by the Medical Ethics 
Committee of the VU University Medical Centre, Amsterdam (registration number 
2019.388). Written informed consent will be obtained from all participants. Figure 1 
displays the flowchart of the study design in accordance with the SPIRIT guidelines 
(Moher et al., 2010; Schulz et al., 2010). 




Figure 1. Flowchart of the study design 
 
2.2 Assessments 
Assessments will be taken after enrollment (T−1), at baseline (T0), and at the end of 
study participation four weeks after baseline (T1). Questionnaires will be self-
administered and completed online. Table 1 provides an overview of the measures 
employed at specific time points. 
 
Table 1. Measures administered at each assessment interval 






Mental health     
 PHQ-9 Screener X   
 HADS-D Mental health  X X 
Feasibility     
 SUS System usability   X 
 CSQ-I User satisfaction   X 
 Study completion Reasons for non-adherence   X 
Motivation     
 SMFL Current use  X X 
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 Continued use Continued use   X 
Coach acceptance     
 WAI-SR* Relationship    X 
 Acceptance* Acceptance    X 
* Applies to intervention group only. 
 
2.3 Participants 
2.3.1 Inclusion criteria 
People from the general population in the Netherlands, aged 18 years or older, will be 
eligible for recruitment if they express a desire to learn how to improve their mood.  
 
2.3.2 Exclusion criteria 
Candidates will be excluded from the study if they (i) are not willing to sign the 
informed consent form, (ii) do not have adequate proficiency in the Dutch language, 
(iii) do not have a computer with internet access, (iv) do not have a smartphone, (v) 
do not have a valid e-mail address, (vi) have moderate to severe depression, or (vii) 
are identified as at risk for suicide. The Patient Health Questionnaire 9 (PHQ-9) will 
be used to assess whether exclusion criteria vi and vii apply. Excluded candidates will 
receive an email detailing the reason for their exclusion. If exclusion criterion vi 
applies (a score of 15 or higher on the PHQ-9), they will be advised to contact their 
general practitioner; and if vii applies (a score of 1 or higher on PHQ-9 item 9), they 




Participants will be recruited in an open recruitment strategy via advertisements in 
digital media (Facebook, Google Ads) and http://www.link2trials.com. Interested 
persons will be invited to express their interest in participation by filling out a web 
form, after which they will receive an information brochure and an informed consent 
form. People who sign the consent form will receive a link to the online screening 
questionnaire and, once found eligible for participation, will be sent final instructions 
and login credentials for taking part in the study. Participants will receive 30 euro if 
they complete the T1 assessments, irrespective of how much time they have 
committed to the course. They will be free to discontinue study participation at any 
time, and participation places no restrictions on their use of alternative sources of 
help. 
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2.5 Randomization and blinding 
Participants will be randomly assigned by an independent researcher to either 
Moodbuster Lite with automated support (intervention group) or Moodbuster Lite 
without automated support (control group). That will take place in a 1:1 ratio and on 
the basis of a computer-generated block randomization table with random block sizes 
(Efird, 2010). Group allocation cannot be blinded to participants, because a description 
of the study’s research aim—improving intervention adherence with automated 
support by a virtual coach—must be provided in the information letter; whether or 
not automated feedback is provided will hence be obvious to participants. The 
principal investigator, who coordinates the study and conducts the data analysis, will 
not be blinded to the participants’ group allocation. 
 
2.6 Interventions 
2.6.1 Moodbuster Lite 
Moodbuster Lite is a four-week therapeutic course aimed at improving mood. It is a 
light-weight version of the Moodbuster for Depression intervention (Warmerdam et 
al., 2012; Kleiboer et al., 2016) and consists of a web-based and a mobile component. 
Compared to Moodbuster for depression, which also contains a number of cognitive 
therapy-based modules, the focus of Moodbuster Lite is on behavioral activation 
(Lewinsohn et al., 1976). Through activity scheduling, participants learn to turn a 
‘negative spiral’, with few pleasant activities leading to few positive stimuli, a low 
mood, and little incentive to perform more activities, into a ‘positive spiral’, with more 
pleasant activities leading to more positive stimuli, a better mood, and incentive to 
remain active. A secure web-based platform provides access to online lessons, 
homework exercises, a mood graph, and a calendar. A smartphone application, 
designed for both Android and iOS, prompts participants three times a day with a 
request to rate their current mood, and an overview of the participant’s responses is 
shown in both the app and the web platform’s mood graph. The course consists of 
three lessons that were adapted from the Moodbuster for Depression intervention to 
fit the low-mood context of this study: (1) Introduction, (2) Psychoeducation, and (3) 
Pleasant Activities. The first lesson has also been extended with some exercises based 
on motivational interviewing (Rollnick et al., 2008) to increase participants’ 
motivation for completing the course. For the purpose of the current study, an 
optional virtual coach has been embedded into the platform to provide automated 
support at the beginning and the end of every lesson and halfway through Lesson 3, 
the longest lesson. For this study, participants are advised, but not obliged, to 
complete the intervention in a time span of four weeks. On completion, participants 
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retain their access to the platform for about another five months. An overview of the 
intervention is shown in Table 2. 
 
Table 2. Overview of the Moodbuster Lite course as used in this pilot RCT 
 Lesson 1 Lesson 2 Lesson 3 
Topic Introduction Psychoeducation Pleasant Activities 
Time frame Week 1 Week 1 Weeks 2–4 
Length 22 pages 11 pages 17 pages 
Conversations with 
virtual coach 
2 1–2 2–3 
 
2.6.2 Automated support 
2.6.2.1 Technical implementation 
Automated support is delivered by a virtual coach in the form of an ECA. The ECA has 
been implemented in TyranoBuilder (TyranoBuilder, 2018), a JavaScript-based 
software package for the development of visual novels that can be used to implement 
text-based dialogues with a virtual character. Our choice for TyranoBuilder was 
strongly motivated by the fact that applications can be exported in a browser-format 
that allows them to be embedded in web pages (Figure 2).  




Figure 2. The virtual coach embedded in the Moodbuster Lite platform 
 
2.6.2.2 Embodiment 
We have embodied the ECA using a single two-dimensional static cartoon-like 
character, taking into account the following recommendations from the literature on 
ECAs for motivational and coaching purposes. We have opted for a cartoon-like 
embodiment, as increased realism is not that important for involvement, distance, and 
use intentions, and may even set high expectations that the ECA cannot meet (van 
Vugt et al., 2009). With regard to gender, we have chosen a female embodiment, as 
that is what people on average prefer (Canidate and Hart, 2017). The ECA is endowed 
with a number of facial expressions (friendly, smiling, compassionate, questioning; see 
Figure 3), such that it can convey a sense of empathy (Baylor and Kim, 2009); we have 
not given the ECA negative facial expressions (Pagliari et al., 2012). Finally, the ECA is 
designed to look as if it could be part of a therapy team, increasing its credibility by 
giving it a semi-formal friendly appearance and placing it before a background 
reminiscent of a therapy office (Baylor, 2011). 
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Figure 3. The four different expressions of the virtual coach: friendly, smiling, 
compassionate, questioning (left to right) 
 
2.6.2.3 Conversations 
The conversations have been designed in collaboration with a licensed therapist, and 
are based on guidelines for e-coaching (Mol et al., 2018) and principles of motivational 
interviewing (Rollnick et al., 2008). Some examples of guidelines for providing 
feedback we have applied are to (1) use correct greetings and closings; (2) use 
communication skills such as beginning a message with a compliment; (3) structure 
feedback, for example by not giving feedback on more than two subjects; (4) refer to 
things the participants have done, such as completing exercises or recording their 
moods; and (5) keep text readable by using short, clear sentences. With regard to the 
motivational interviewing, we have focused on increasing an individual’s willingness 
to change behavior, as well as on their confidence in their ability to do so, both of 
which are important for being “ready” to change. Baseline values of a participant’s 
willingness to change and confidence in their ability to do so are established using the 
importance and confidence ruler exercises in Lesson 1 of the intervention. If 
importance or confidence is low, the virtual coach presents specific exercises aimed 
either at increasing the discrepancy between a participant’s goals and their current 
behavior and emphasizing the importance of change, or at enhancing a participant’s 
self-efficacy and emphasizing confidence in their ability to change. These elements 
have been incorporated into all the conversations except the introductory and final 
ones, thus providing us with the general conversation structure shown in Table 3. 
Conversations after each lesson always take place, focused on providing feedback, 
while conversations before a lesson take place only if motivation is considered low or 
if the previous lesson received a negative evaluation. Such evaluations can be given by 
free text input at the end of each lesson, and a sentiment analysis algorithm (Provoost 
et al., 2019) is used to determine its valence (negative or positive).  
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Table 3. The differential stages in the conversations 
Stage Before the lesson After the lesson 
1 Greeting Greeting 
2 Compliment or positive note Compliment or positive note 
3 Reflection on evaluation of previous lesson Reflection on current lesson 
4 Re-evaluation of confidence or willingness Confidence or importance work 
5 Reference to current lesson Reference to next lesson 
6 Goodbye Goodbye 
 
2.6.2.4 Conversation trees 
The conversations take place through text-based messages appearing beneath the 
virtual coach (see Figure 2), and the user can proceed through the conversations by 
clicking the mouse button, or now and then by selecting or providing an answer when 
asked a question. Although much progress is currently being made in speech and 
natural language processing, we decided to represent our dialogues in textual 
conversation trees for several reasons: (1) speech and natural language processing are 
still far from flawless; (2) automatic interpretation and accurate response to semantic 
content is difficult; (3) conversation trees can be more easily interpreted by domain 
experts such as clinical psychologists; (4) conversation trees are deterministic, 
meaning that there is an exhaustive set of possible conversations that can be checked 
for inconsistencies; and (5) certain paths through the tree can be made conditional, 
for example based on an answer to an earlier question in the lesson or conversation, 
thus enabling conversations to be personalized. For illustrative purposes, Figure 4 
shows an excerpt from one of the conversation trees. The diamond represents a 
decision point in the conversation tree, rectangles represent utterances by the virtual 
coach, and circles indicate the corresponding facial expressions. 
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Figure 4. A conversation tree snippet from the dialogue that takes place after the 
second lesson 
 
The excerpt compares the latest confidence and willingness ratings provided by the 
user. If both values are higher than 6, the confidence and importance work is skipped. 
If one value is 6 or lower, the user is asked to re-evaluate the lower rating, prioritizing 
willingness over confidence, after which the tree continues with a suitable exercise. 
Table 4 provides additional information about the variables used in this excerpt. 
 
Table 4. Additional information about the variables used in the conversation 
tree excerpt depicted in Figure 4 
Variable Origin Use 
name: lastSubjectiveWillingness 
value range: 0–10 
The latest “willingness to 
change” rating provided by 
the user, during either the 
first lesson or a subsequent 
conversation 
Determines whether 
importance work is needed, 
and is compared with the 
confidence rating to 
determine which of the two to 
prioritize 
name: lastSubjectiveConfidence 
value range: 0–10 
The latest “confidence in 
ability to change” rating 
provided by the user, during 
either the first lesson or a 
subsequent conversation 
Determines whether 
confidence work is needed, 
and is compared with the 
willingness rating to 
determine which of the two to 
prioritize 
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2.7 Trial Organization 
The study is run from VU University Amsterdam, with no other study centers 
participating. The principal investigator is responsible for coordinating the study, 
which includes the recruitment of participants and the informed consent procedure, 
responding to questions and requests from (potential) participants, providing 
participants with access to the study materials, monitoring participants throughout 
the study, handling participant reimbursements, data collection, and reporting on the 
progress of the study to the steering committee members and medical ethical 
committee. The steering committee (see title page for members) agreed on the final 
version of this protocol, and is responsible for reviewing the progress of the study, and 
for agreeing on changes to the protocol or study materials, if necessary, to keep the 
study running properly. Meetings of the steering committee are scheduled when 
necessary. The trial management committee is composed of the principal investigator, 
and project leader. It is responsible for the study planning, organization of steering 
committee meetings, reporting to the medical ethical committee of study progress, 
maintenance of the trial master file, budget administration, and data verification. The 
trial management committee meets on a monthly basis. An IT team is responsible for 
the maintenance of the intervention platform and data collection from the platform. 
As this is a relatively small pilot study there is no Stakeholder and Public Involvement 
Group. 
Earlier large-scale research using the Moodbuster platform did not result in any 
known Serious Adverse Events (SEAs) or Serious Adverse Device Events (SEDAs). If 
SEAs or SEDAs do occur, they will be discussed in the research team and reported to 
the Dutch Health and Youth Care Inspectorate. Any other adverse events reported 
spontaneously by the participants or observed by the investigators will be recorded. 
Due to the low-risk nature of the study there is no anticipated harm and compensation 
for trial participation. Participants can contact an independent researcher if they run 
into issues during the study, and a licensed psychiatrist can be consulted in case issues 
of a medical or mental health related nature arise. 
Significant amendments to the study protocol will be communicated to the medical 
ethical committee that approved the study, and an update will be made to the study 
information in the Dutch Trial Registry. Results will be published in a peer-reviewed 
journal, and reported to the medical ethical committee that approved the study. 
 
2.8 Primary outcome measures 
2.8.1 Adherence 
The primary outcome measure will be intervention adherence. According to the 
definition we have adopted, “adherence” describes the extent to which individuals are 
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exposed to the content of the intervention (Christensen et al., 2009). Previously this 
has been operationalized by dividing the number of completed sessions or modules 
by the maximum number (van Ballegooijen et al., 2014), but because our 3-lesson 
course is relatively short, we will use the completed and maximum numbers of pages 
that make up the lessons. Including conversations with the coach, Lesson 1 has 22 
pages (20 in the control condition), Lesson 2 has 13 (11 in the control condition), and 
Lesson 3 has 20 pages (17 in the control condition). As a secondary way of measuring 
adherence, we will look at the ecological momentary assessment of mood via the 
smartphone application, whereby (similarly to adherence to the intervention content) 
we will operationalize adherence as the number of mood assessments made divided 
by the maximum possible number. There will be three mood assessments every day, 
meaning that participants can answer a maximum of 84 mood rating requests during 
the four weeks of the study. 
 
2.9 Secondary outcome measures 
2.9.1 Motivation 
Motivation for taking part in the intervention will be assessed in both groups by the 
Short Motivation Feedback List (SMFL) (Jochems, 2016). It consists of eight 10-point 
Likert-scale items ranging from “completely disagree” to “completely agree”, designed 
to capture the level and type (external, introjected, or identified) of a patient’s 
treatment motivation. The SMFL is based on self-determination theory (Ryan and 
Deci, 2008) and has been found to have a congeneric reliability ranging from 0.81 to 
0.93 (Jochems, 2016). There are two different versions. The pre-intervention version 
will be assessed at baseline (T0) and the post-intervention version after four weeks 
(T1). Motivation to continue using the intervention will be assessed by a single 
statement, “I intend to continue using the platform to schedule and perform 
activities,” assessed on a 5-point Likert scale ranging from “completely disagree” to 
“completely agree.” 
 
2.9.2 Relationship with the coach 
After study completion (T1), participants in the intervention group will assess their 
relationship with the virtual coach on the Bond scale of the Revised Short Version of 
the Working Alliance Inventory (WAI-SR) (Hatcher and Gillaspy, 2006; Stinckens et 
al., 2009). The WAI-SR rates the quality of the therapeutic relationship with the virtual 
coach, and it has been adjusted to our context by replacing the name of the therapist 
with the word “coach.” The Bond scale consists of four 5-point Likert-scale items 
ranging from 1 (seldom) to 5 (always). The final raw score may range from 4 to 20, with 
higher scores indicating a better bond between participant and coach. The 
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psychometric properties of the questionnaire are satisfactory (Hatcher and Gillaspy, 
2006). 
 
2.9.3 Acceptance of the coach 
Acceptance of the virtual coach will be assessed in the intervention group after four 
weeks (T1) using a set of six 7-point Likert-scale items. This scale has been previously 
used to measure attitudes toward a virtual discharge nurse (Bickmore et al., 2010b) 
and has been adjusted to our context of iCBT. An overview of the items is provided in 
Table 5. Participants are asked to elaborate on their answers to each of these questions 
in an open text format. 
 
Table 5. Self-report measures of attitudes toward the virtual coach 
Measure Question Likert-scale extremes 
Satisfaction How satisfied were you with the virtual coach? Not at all – Very satisfied 
Usability How easy was it talking to the virtual coach? Easy – Difficult 
Continue How much would you like to continue 
working with the virtual coach if the course 
continued? 
Not at all – Very much 
Relationship How would you characterize your relationship 
with the virtual coach? 
Complete stranger – Close friend 
 
Preference Would you rather have followed the course 
with or without the virtual coach? 
Definitely prefer no coach – 
Definitely prefer virtual coach 
Adherence How likely is it that you will follow the virtual 
coach’s advice? 
Not at all likely – Very likely 
 
2.9.4 System usability 
Usability of the platform will be assessed after week 4 (T1) by the System Usability 
Scale (SUS) (Brooke, 1996). The SUS is composed of ten 5-point Likert-scale items with 
response options ranging from 0 (strongly disagree) to 4 (strongly agree). Total scores 
are converted to a scale ranging from 0 to 100, where higher scores are indicative of 
higher platform usability. The SUS is considered a reliable instrument, and scores 
higher than 68 indicate “good” usability (Bangor et al., 2008). 
 
2.9.5 User satisfaction 
User satisfaction with the web-based intervention will be assessed by the Client 
Satisfaction Questionnaire for internet-based interventions (CSQ-I) (Boß et al., 2016), 
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an adaptation of the original CSQ (Larsen et al., 1979). The CSQ-I is composed of eight 
4-point Likert-scale items with response options ranging from “does not apply to me” 
to “applies to me.” Total scores range from 8 to 32, with higher scores indicating 
greater client satisfaction. The CSQ-I has been found to be a reliable instrument (Boß 
et al., 2016).  
 
2.9.6 Mental health status 
Mental health status will be assessed using the Depression subscale of the Hospital 
Anxiety and Depression Scale (HADS-D) (Snaith and Zigmond, 1986), consisting of 
seven items, each assessed on a 3-point scale. Total scores range from 0 to 21, and 
higher scores indicate more severe depression symptoms. An often-used cut-off score 
for the HADS-D is 8 or higher, standing for “relevant symptoms of depression.” The 
HADS has been shown to be a reliable and valid instrument in various populations 
(Spinhoven et al., 1997). 
 
2.9.7 Mood 
Participants’ mood will be assessed through ecological momentary assessments on a 
smartphone application that works on both Android and iOS systems. The application 




Figure 5. Screenshot of the Moodbuster smartphone application 
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2.9.8 Reasons for non-adherence 
At the end of the study, at T1, participants will be asked online whether they 
completed the intervention and used it for the full duration of the study. If their 
response is negative, they will be asked to provide a rationale for not having completed 
the intervention or the study.  
 
2.9.9 Level of engagement with the intervention 
The third lesson is designed to stimulate users to schedule, perform, and evaluate 
pleasant activities. The number of these activities over time is assessed through log 
file analysis. Whether participants keep scheduling and recording activities for the 
duration of the study is an indicator of their engagement with the course, and of 
whether it has managed to make them more active. 
 
2.9.10 Other measures 
Screening for mental health issues will be performed before group allocation (T−1) 
using the Patient Health Questionnaire-9 (PHQ-9) (Kroenke et al., 2001), in order to 
deter people with more severe issues from taking part in the study. The PHQ-9 is 
composed of nine statements, each scored on a scale of 0 (not at all) to 3 (almost every 
day). Total scores range from 0 to 27, with higher scores indicating more severe 
depression, and scores over 14 moderate to severe depression (see Exclusion Criteria 
above). The PHQ-9 is considered to have good psychometric properties (Wittkampf 
et al., 2007).  
 
2.10 Sample size 
Since this study is a first in its sort, we know of no literature that indicates what effect 
size could be expected. Following the recommendation of Teare and colleagues (Teare 
et al., 2014), we plan to recruit 70 participants to determine the group means and 
standard deviations required for an estimation of the effect and sample sizes in a 
future RCT. 
 
2.11 Statistical analysis 
2.11.1 Primary analysis 
The primary analysis will focus on the preliminary effectiveness of the virtual agent 
with respect to intervention adherence, as assessed in terms of intervention 
completion and mood recording response rates. Intervention completion will be 
assessed by calculating point estimates with corresponding 95% confidence intervals 
for both the intervention and the control group; a general linear model will be used to 
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estimate the preliminary effect at the alpha < 0.05 significance level. That information 
will enable us to calculate the sample size required for observing a similar intervention 
effect in a larger RCT. To assess the mood recording response rate, we will conduct a 
logistic mixed-effects analysis to determine variations in adherence over time, 
following a similar analysis we performed in a previous ecological momentary 
assessment study (Provoost et al., 2018).  
 
2.11.2 Secondary analysis 
All secondary study parameters will be assessed with descriptive analysis, with formal 
tests merely serving to gain an estimation of possible group differences. Group 
differences will all be represented by point estimates and 95% confidence intervals. 
Within-group changes (pre–post, T0–T1) in motivation for taking part in the 
intervention (on the SMFL) and in mental health status (HADS-D) will also be tested 
formally with a mixed-effects model to estimate a time × group interaction effect and 
individual differences. Additionally, usability (SUS) and user satisfaction (CSQ-I) 
scores will be compared with the established benchmarks. Mood as measured by the 
smartphone records, and scheduled and recorded activities as measured in the 
platform, will only be analyzed descriptively. No subgroup analyses will be performed. 
 
2.11.3 Data management 
On the informed consent form, participants will be asked if they agree to the use of 
their data in future research on the same topic at VU University, and to their data 
being shared with regulatory authorities when required. This trial does not involve the 
collection of biological specimens for storage. All raw data will be stored on a secure 
local server at the VU University in Amsterdam, which is regularly backed up. Paper-
based documents will be stored in a keycard-secured archive at the Department of 
Clinical, Neuro- and Developmental Psychology. All participants will be de-identified 
upon randomization by linking their participant number to a random study 
participant code. In the study, participants will be referred to exclusively by that 
participant code, and the document linking the two numbers will be destroyed once 
the study is over and results have been disseminated. Because this study is relatively 
small and investigator-initiated, no data monitoring committee or auditing process is 
required. Because we do not expect serious negative outcomes for the participants, we 
do not conduct an interim analysis and there are no subsequent formal stopping rules.  
 
3 Discussion 
The study described in this protocol paper is a pilot randomized controlled trial that 
will compare an unguided intervention for low mood with the same intervention with 
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additional automated guidance provided in the form of a virtual coach. The main goal 
is to gain an estimate of the effectiveness of the virtual coach in terms of improving 
adherence to the intervention. That will help determine the feasibility and necessity 
of a future larger-scale trial.  
Many studies have shown that online interventions that include human guidance are 
generally more effective than ones that do not. Human therapists or coaches that can 
provide such guidance are not always available, however, and the time of trained 
therapists is especially costly. Existing rules and protocols about providing guidance 
can be programmed into the interventions themselves so as to be automatically 
safeguarded. Moreover, automated support through ECAs enables human support 
factors such as empathy to be delivered more effectively. Automated support could 
improve adherence rates of guided, and especially of unguided, web-based 
interventions, and could thus improve their effectiveness. 
While ECAs have been shown in many studies to be a feasible and acceptable 
technology in the domain of clinical psychology, very few applications have so far 
moved beyond the piloting phase. That is also the case for ECAs in iCBT contexts, 
where studies up to now have either been underpowered, have lacked control groups 
that set apart the ECA as the active ingredient, or have lacked depth in terms of 
underlying ECA technology. This study addresses these gaps in the literature in the 
following ways: (1) we designed a virtual coach that delivers automated support to 
iCBT for low mood; (2) we embedded it in an existing platform so that the platform 
can be used either with or without the ECA; and (3) we will estimate the effectiveness 
of a virtual coach in improving adherence and determine the parameters required for 
a proper RCT sample size calculation. Despite the technical limitations that come with 
embedding an ECA in an existing intervention platform, our virtual coach satisfies the 
criteria for an ECA – graphical embodiment, communicating with the user, and 
applying a form of reasoning – and conforms to recommendations from the literature. 
As a result, this study could represent a significant step in bridging the gap between 
guided and unguided iCBT interventions. 
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1 Aims of this thesis 
The primary aim of this thesis was to determine whether, and how, an embodied 
conversational agent (ECA) could contribute to increasing adherence to unguided 
internet-based cognitive behavioral therapy (iCBT) for depression. Under the 
assumption that adherence is a mediating variable between human support and 
intervention effectiveness, the goal was to bridge the gap between guided and 
unguided iCBT for depression. This final chapter summarizes and integrates the main 
findings of the studies described in the previous chapters: 
-What are the main findings of this thesis? 
-What are the strengths and limitations of this thesis? 
-What are the implications of the results? 
-How do the results inform future research? 
The chapter ends with a general conclusion of this thesis. 
 
2 Main Findings 
Below follows a brief summary of the main findings of this thesis. A more detailed 
description can be found in the individual chapters, while a more integrated summary 
is presented in the general conclusion at the end of this chapter. 
 
2.1 Scoping Review 
A scoping review on the use of ECAs in the treatment of common mental health 
disorders (Chapter 2) revealed an emerging field of research with most applications 
still in the explorative feasibility and piloting phases. Although results of these studies 
were generally positive in terms of system feasibility and user acceptance, evidence for 
the clinical effectiveness of ECAs in terms of improved adherence or clinical effects 
remained scarce for all disorders under consideration. No studies evaluated clinical 
outcomes in a setting that involved iCBT support provided by an ECA. As a way to 
increase the evidence base for ECAs in iCBT, we advocated a relatively ‘low-tech’ 
approach with more simplistic and less experimental ECA technology (e.g., cartoon-
like instead of 3D animated embodiment, or menu-based instead of natural language 
user input) that could be rapidly developed, integrated with existing interventions, 
and tested.  
 
2.2 EMA Adherence 
The results of this experimental study, described in chapter 3, showed that the 
inclusion of a low-tech ECA providing feedback to ecological momentary assessment 
8
General Discussion   |   139 
 
 
(EMA) of mood did not improve adherence. Interestingly, however, while participants 
in the group without ECA feedback showed a lot of fluctuations in their adherence 
over time, adherence was much more stable in the ECA feedback condition. Given the 
nature of this study the stabilizing effect has to be interpreted with caution, but the 
paradigm that was applied, i.e., ECA feedback on EMA of mood, and mixed effects 
logistic analysis of adherence over time, can easily be re-applied to studies with 
different kinds of ECA feedback. In view of our recommendation from Chapter 2, this 
solution may have been too ‘low-tech’. In an iCBT support context it seemed that a 
more sophisticated ECA would be more appropriate, and that the inclusion of this 
type of ECA feedback, specifically targeting EMA adherence, should not have the 
highest priority in the design of our own iCBT ECA solution. 
 
2.3 Sentiment Analysis 
In chapter 4, I compared sentiment analysis of open-text iCBT user input by people 
with major depression in a blended treatment by (1) a computer algorithm, with (2) 
human judgment by N=52 psychology students. The study showed that there was 
moderate agreement among the algorithm and human judges in terms of valence, and 
low agreement regarding specific emotions. Somewhat surprisingly, agreement 
among human judges showed very similar results, i.e., moderate agreement for 
valence and low agreement for specific emotions. This meant that the algorithm 
performed about as well as a randomly selected human judge when it came to 
evaluating overall sentiment of iCBT user input, and that it was less well suited for 
evaluating specific emotions. Taking human judgment as a golden standard, this 
indicated that automated analysis of overall sentiment could be considered in the 
development of an ECA for iCBT support. 
 
2.4 Therapist Feedback 
Chapter 5 described the results of a study into therapist feedback in a blended iCBT 
intervention for people with major depression. The therapist behaviors that occurred 
most frequently were informing (e.g., about the next session), encouraging (e.g., 
praising behavior), and affirming (e.g., normalizing behavior). Things therapists rarely 
did were making self-disclosures, confronting patients, and emphasizing patient 
responsibility. Therapists generally followed the feedback treatment protocol quite 
well, for example, by using correct greetings and endings of messages, scoring high on 
writing style, and limiting their feedback to 2 subjects. Regarding iCBT ECA support, 
this study showed which types of feedback were actually provided by therapists, and 
it also gave a clear account of the language they used to approach their clients. The 
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protocol and examples could therefore be used to model and simulate automated 
feedback by an ECA that would resemble actual therapist feedback.  
 
2.5 Therapist Adherence 
While chapter 5 looked at therapist adherence to feedback protocols in a blended 
treatment for depression, with the focus on feedback content, chapter 6 aimed to 
establish therapist adherence to a blended treatment protocol for general and social 
anxiety as well as panic disorders. The main finding was that therapist adherence, or 
fidelity, in this study was high. This was exemplified by a ratio of face-to-face and 
online sessions (including feedback), and referencing to the online and face-to-face 
components, both as intended by the protocol. This study therefore provided more 
evidence that supportive humans, in this case licensed therapists, adhere well to iCBT 
feedback protocols. As the feedback protocols were a good reflection of what human 
support actually entailed, the results of this study provided us with more confidence 
in using feedback protocols as a basis upon which automated ECA support resembling 
human support could be modeled. 
 
2.6 Moodbuster Lite 
Chapter 7 described the protocol of a pilot randomized controlled trial (RCT) to 
evaluate Moodbuster Lite, a four-week iCBT intervention with integrated ECA support 
for people with low mood. The pilot study with N=70 participants will compare (1) 
Moodbuster Lite with ECA support with (2) Moodbuster Lite without ECA support, 
and its primary aim is to determine the effect of ECA support on adherence. As I 
mentioned in Chapter 1, the results of this study will be presented outside the scope 
of this thesis. In their absence, I will take this opportunity to briefly elaborate on the 
development process and the trajectory to ethical approval. The former is illustrative 
of how the first research goal, set in Chapter 1, of developing an ECA for iCBT was 
accomplished, while the latter is important to describe how the second research goal 
of assessing the supportive ECA in an iCBT context was not fully achieved within the 
time-span of this PhD project. 
 
2.6.1 Development 
Because this project explored a new area of research, it did not start out like most PhD 
projects in clinical psychology, where an intervention that is to be tested is usually 
known beforehand. Such projects typically involve different phases, like user testing 
through feasibility and pilot studies, possible adaptation of the intervention based on 
focus group research with end-users, and a final large RCT with sufficient statistical 
power to detect any effects of interest. Exploring a new domain, the first two years of 
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this project went into defining how to shape the final phase, which meant we no longer 
had a full four years available to develop and test an intervention in the traditional 
way. Moreover, with the time left, defining the most optimal requirements for an ECA-
solution by exploring the many different design choices that could be made through 
separate small studies, and then finding a suitable developer for the ECA, would have 
most likely resulted in what we observed all too often in our literature review: a 
genuinely impressive piece of technology that would require another PhD project to 
be integrated with an existing treatment platform and properly validated. It is for this 
reason that we made a set of pragmatic choices.  
The goal of this project was to investigate whether a supportive ECA could improve 
adherence, and consequently effectiveness, of an iCBT intervention. With no available 
time to develop and test a new intervention, we looked for one that was (1) already 
validated, and (2) would allow for the integration of a new experimental component. 
Satisfying both criteria was the Moodbuster research and treatment platform, the 
result of a long-time collaboration with, among others, developers from the 
Portuguese Institute for Systems and Computer Engineering, Technology and Science 
(INESC-TEC). The platform had already successfully been used to run a blended CBT 
(bCBT) for major depression intervention in the European E-COMPARED project, in 
which the effectiveness and cost-effectiveness of bCBT compared to treatment as 
usual in routine care were established (Kleiboer et al., 2016). We partnered up with 
the developers at INESC-TEC who were willing to help us integrate an ECA into the 
platform. Because we wanted to lower the threshold and time required for conducting 
a study, we started out by adjusting the Moodbuster for depression intervention to the 
context of low mood. With low mood being one of the primary symptoms of 
depression, this meant that the treatment mechanisms in the intervention could 
largely stay the same. The main adjustments were a significant reduction of the length 
of the intervention from a maximum of ten modules to three modules, and the 
adjustment of the language used to the context of low mood. 
Next, knowing that ECAs were acceptable and feasible in clinical psychology 
interventions (Chapter 2), we put together what we could assume would work, and 
would be feasible to implement and evaluate in the remaining time of this project. 
Following insights from the general ECA literature and our own studies we designed 
a virtual coach that: 
(1) could be easily embedded in the Moodbuster platform’s webpages, similar to 
Youtube videos. 
(2) could display emotions through facial expressions such that a sense of 
empathy could be simulated. 
(3) could interact with users through dialogues based on motivational 
interviewing and iCBT feedback protocols (Chapters 5 and 6). 
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(4) could communicate with a sentiment analysis web-service (Chapter 4), such 
that open-text user input could be processed.  
(5) could personalize conversations through user models based on previous 
interactions and user input to the platform. 
(6) had its behavior represented in dialogue trees, such that it could be reviewed 
by domain experts. 
(7) all in all, was a lot more sophisticated than the ECA from Chapter 3, which 
did not seem the most promising in an iCBT support context. 
The final result of this development process was Moodbuster Lite: a well-validated 
formerly existing iCBT treatment platform, extended with an integrated and optional 
virtual coach that combines ECA technology, sentiment analysis, and extensive 
automated feedback, all of which represent a significant contribution to the iCBT for 
depression literature. Figure 1 below gives an overview of the final system and the 
interaction between its various components.  
 
 
Figure 1. Overview of the Moodbuster Lite architecture 
 
2.6.2 Ethical Approval 
Having spent a month at the research institute of our Portuguese partners to integrate 
the virtual coach with the Moodbuster platform, we finished the intervention over the 
next couple of months to the extent that it was ready for the ethical approval process. 
Given the nature of our study design (pilot study), study population (people with low 
mood, but not depression), and intervention (short, low-intensity), we expected the 
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study to be classified as not being subject to the laws and regulations for clinical 
studies involving a medical device, as this had been the case for a number of similar 
studies in our department that had recently received ethical approval. Around the 
time we were preparing our proposal, however, a number of changes were taking 
place. For example, the General Data Protection Regulation (GDPR) had taken effect 
around this time, and as a result, ethical committees had to become increasingly 
critical when it came to evaluating studies with online interventions. Under these new 
developments, Moodbuster Lite was classified as a medical device, and the study had 
to fulfill the full requirements for clinical research involving medical devices. In the 
end, the process of obtaining ethical approval ended up lasting 20 months, and 
involved well over 15 internal and external stakeholders, such as the medical ethical 
committee, a privacy champion, data protection officers, supervisors, an IT-
consultant, domain experts, a translator, and experts in medical technology. Ethical 
approval was at last obtained, and the pilot RCT is expected to start in January 2021. 
 
3 Strengths and Limitations 
The main strength of this thesis lies in its interdisciplinary nature, combining clinical 
psychology with artificial intelligence (or more broadly computer science) research. 
Chapter 2 represented a first literature review with a systematic approach (scoping 
review) of ECAs in any context, thereby introducing a methodology traditionally used 
in the health sciences to this field of research, and the results of the studies in this 
thesis were published in scientific literature ranging from AI conference proceedings 
to psychology journals. Moreover, Moodbuster Lite, the final result of this thesis, 
integrates the two fields of research by embedding an ECA in an existing iCBT 
platform, with emphasis on both ECA technology and clinical effectiveness.  
Another strength of this work is that the ECA that is integrated in Moodbuster Lite 
functions as an adjunct that can be turned on or off. This allows for a comparison that, 
to the best of our knowledge, has not yet been made involving an ECA with this level 
of sophistication: an intervention with ECA support versus the same intervention 
without ECA support. Making this comparison is important, as it allows us to control 
for any other variables, and thereby study the added benefits of ECA support in 
isolation. Both in applications where the ECA is the intervention (e.g., (Devault et al., 
2014)), and where the ECA and intervention are integrated to the extent that it is not 
possible to deliver the intervention without it anymore (e.g., (Puskar et al., 2011; 
Burton et al., 2012)), such comparisons are not possible. 
Limitations of the individual studies are discussed in the respective chapters, but one 
is relevant to this thesis as a whole. In shaping this project, we drew heavily on the 
conclusions from the literature review in Chapter 2. Being the first systematic review 
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in this field, this made a lot of sense at the time, but progression in ECA research is 
fast-paced, and the search we conducted already dates back to July 2015. This raises 
the question whether our approach to Moodbuster Lite in Chapter 7 still holds up 
against the present evidence base, and what has happened in the field since then. One 
noticeable development that has taken place is that there has been an increased 
interest in chatbot applications (e.g., (Bendig et al., 2019)). These applications are 
often inspired by a Rogerian-dialogue approach through open-ended conversations in 
written natural language, as in the famous (very) early instantiation of this type called 
ELIZA (Weizenbaum, 1966). Chatbots have come a long way since then, and now apply 
advanced natural language processing, machine learning techniques, and therapeutic 
processes that are based on CBT. Although validation is still in its early phases, and 
more evidence regarding these unconstrained natural language input systems is 
needed (Laranjo et al., 2018; Abd-alrazaq et al., 2019; Bendig et al., 2019), these 
approaches have thus far seen some initial promising results in terms of depressive 
symptom reduction (Fitzpatrick et al., 2017; Fulmer et al., 2018; Inkster et al., 2018).  
There have also been a number of more recent literature review papers on ECAs in 
health-care related domains that are closely related to our work. Two of them 
emphasize the importance of personalization, and highlight the sparsity of evidence 
regarding state-of-the-art approaches (Scholten et al., 2017), as well as the lack of 
theoretical underpinnings of personalization mechanisms (Kocaballi et al., 2019). We 
also stressed the importance of personalization through user modeling in Chapter 2, 
and made an effort to support the virtual coach’s personalized feedback mechanisms 
both empirically (e.g., Chapters 4, 5 and 6) and with other literature. A review by 
Gaffney and colleagues (Gaffney et al., 2019) concluded that conversational agents are 
promising, but that more robust experimental designs (such as the one we apply in 
Chapter 7) are needed. Similar to Chapter 2, another review (Stal et al., 2020) 
concluded that there is little consensus over the optimal design features for ECAs in 
healthcare, and that although design features that promote the way in which ECAs are 
perceived seem positively related to usability and intention to use, there is little 
evidence for their effect on behavioral outcomes. A last review by Kramer et al. 
(Kramer et al., 2020) recommended a more systematic description of design activities 
in general, as well as a human-centered, stakeholder inclusive design approach. While 
we involved therapists and the IT-team responsible for the Moodbuster platform right 
from the start, and described the design of Moodbuster Lite’s virtual coach in the 
protocol paper (Chapter 7), our pragmatic approach allowed little room for co-design 
with end-users. With the little time that was available, and with the intervention as 
well as the role (coach) and functionality (feedback and motivational interviewing 
protocols) of the ECA already established, we chose to focus our efforts on developing 
a working system based on the literature, and allow for plenty of flexibility based on 
user input later on. 
8




Specifically, the studies in this thesis each come with their own implications: 
Chapter 2. The literature review revealed a lack of evidence on the clinical 
effectiveness of ECAs used in the domain of clinical psychology, meaning that ECAs 
as they are applied presently are not yet ready for routine clinical practice, and that 
more rigorous studies are needed in this regard. Re-using solutions that are acceptable 
and feasible can prevent researchers from re-inventing the wheel. 
Chapter 3. Although the results found in this study were ambiguous, studies using 
this kind of paradigm, i.e., investigating the effect of minimal (adjustments of) ECA 
technology on clinically relevant outcome measures such as adherence over time, can 
be helpful in further refining applications of ECAs in iCBT. 
Chapter 4. Automated sentiment analysis of Dutch user input can be considered in 
iCBT applications, as the algorithm under study was about as accurate as a randomly 
selected human judge regarding overall valence. The disagreement among human 
judges regarding specific emotions contained in the texts can help inform a discussion 
about what appropriate benchmarks for computer algorithms should be in similar 
contexts. 
Chapters 5 and 6. Therapists adhere well to iCBT feedback protocols, meaning that 
these kinds of protocols can be a good template to model human support for 
automated ECA delivery. 
Chapter 7. It is feasible to design an ECA for iCBT support based on earlier research 
and guidelines, to develop it and integrate it with an existing treatment platform, and 
to study its effect on clinically relevant outcome measures in a randomized controlled 
study paradigm. Moodbuster Lite opens a path for studies on different ECA design 
aspects that can be guided from a technical (e.g., new machine learning feature), 
clinical (e.g., other ways of providing support), or user (e.g., personalized coach 
embodiment) perspective. 
From a theoretical point of view, looking back at Figure 1 in Chapter 1, this thesis 
revolved around combining elements from human and technological support in ECA 
support (Figure 2). Chapter 2 revealed that most research up to that point had focused 
on the feasibility of designing ECAs for clinical psychology, how users related to them, 
and whether users would interact with them. In Chapter 3 we aimed to move beyond 
this by studying the relationship between ECA support and adherence. Chapters 4, 5, 
and 6 supported the transition from human support to ECA support, investigating 
whether and how elements from human iCBT support (sentiment recognition to give 
empathic responses, and the use of feedback protocols) could be applied in ECA 
support. The study proposed in Chapter 7 applies the lessons learned, and enables the 
exploration of the relationship between ECA support and adherence, as well as other 
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variables such as the user-ECA relationship, engagement, motivation, intervention 
exposure, and effectiveness. 
 
 
Figure 2. The hypothetical model from Chapter 1 revisited. This thesis combined 
elements from human and technological support in ECA support, 
aiming to improve the effectiveness of iCBT for depression by 
increasing adherence.  
 
More generally, the aim of this thesis was to build a bridge between guided and 
unguided iCBT interventions for mood disorders by using ECAs. In practice, this also 
involved the building of another bridge, namely between computer scientists and 
clinical psychologists. The scoping review in chapter 2, by opening up the domain of 
ECAs to clinical psychologists (or vice versa), aimed to do precisely this, and the 
similar reviews of ECAs or related technologies in health-care settings that have been 
published since show that in this respect, this PhD project does not stand on its own. 
In the narrower context of ECAs in iCBT, and in view of the results of our review in 
Chapter 2 and the subsequent development process of Moodbuster Lite, some 
observations can be made that can serve as important considerations for both 
researchers and clinicians that are interested in building either of the aforementioned 
bridges with the use of ECA technology. 
First of all, the focus in this thesis was on working with an existing intervention. The 
treatment mechanism, website-based iCBT, whether it is guided or unguided, already 
has a significant history of refinement and validation. The ECA is added to it as an 
adjunct, in order to improve something that we already know to be effective. Similar 
to how unguided interventions with smaller effect sizes than guided ones can be useful 
to society as a whole due to their larger uptake, effects of an ECA designed for 
unguided iCBT do not necessarily have to be large for the ECA to constitute a 
significant improvement. As is the case for Moodbuster Lite, when people do not like 
the ECA, they can simply ignore it, and are still left with the original effective 
intervention. Used in a real-world scenario, the intervention could also be offered 
without the virtual coach. As I discussed in chapter 2, the other approach to using 
ECAs in iCBT is by building an intervention around an ECA. It is the interaction with 
the ECA that constitutes the supposed treatment mechanism. ‘Supposed’, because as 
8
General Discussion   |   147 
 
 
was shown in Chapter 2 and subsequent reviews described in Section 3 of this chapter, 
there is still little evidence for these types of interventions compared to website-based 
iCBT. Building up an evidence base takes a lot of time, and with no large RCTs to date 
that compared, for example, traditional face-to-face iCBT to ‘ECA-based’ iCBT, it 
seems fair to assume that uptake of these kinds of therapies in routine clinical practice 
is still far off. At present, therefore, clinical practice seems best served by ECA 
solutions that support, rather than deliver treatments.  
Another point that I would like to make here is related to the technological 
sophistication of ECAs. ECAs can be more or less technologically advanced in either 
of their three dimensions: how they look (e.g., static pictures to 3D humanlike 
animations), how they communicate (e.g., text-based menus to spoken language), and 
how their behavior comes about (e.g., dialogue trees to machine learning). The most 
sophisticated ECAs use the most advanced technology, are able to do novel things that 
speak to the imagination, and are more likely to make their way into the media and 
shape people’s expectations about ECAs (Gonzalez, 2017; Earley, 2020). When 
considering more sophisticated ECAs for website-based iCBT interventions, however, 
we run into a number of issues: (1) integration with existing intervention platforms 
becomes more difficult the more sophisticated an ECA is, since existing interventions 
were typically not designed with ECAs in mind; (2) for a variety of reasons (e.g., privacy 
in a household or bad quality of audio-visual input) communication by audio or video 
can be problematic for users in a real-world scenario; (3) a lot of sophisticated 
technologies such as text-processing operate by complex algorithms, resulting in a 
black box that cannot be interpreted by experts in the clinical domain for a safety 
check, (4) realistic graphics cannot always be processed by web-browsers (e.g., slow 
internet connections or computers), and may require third-party software resulting in 
long-term risks (e.g., Flashplayer which loses browser support by the end of 2020, used 
in (Swartout et al., 2013)), and (5) sophisticated ECAs require a lot more expertise 
overall, such as in graphics design, machine learning algorithms, or audio-visual 
processing, which can make long-term maintenance or even small adjustments 
difficult and costly to achieve. Therefore, currently, clinical practice seems best served 
by ECA solutions that take a more ‘low-tech’ approach and forego these kinds of issues. 
Essentially, what I argue for, in order to increase the evidence base for ECAs in iCBT, 
speed up the research cycles, and bring ECA technology to routine clinical practice, is 
taking smaller steps. Smaller steps in terms of (1) what we expect ECAs to do (support 
instead of deliver), by improving what is already out there instead of re-inventing the 
wheel, and (2) in terms of ECA technology (low-tech instead of advanced), such that 
black box behavior can be avoided, patient safety can be guaranteed more easily, and 
solutions are applicable in real-world settings. Moodbuster Lite is my attempt to make 
this approach work, and shows that at the very least it is feasible to design, implement, 
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and ethically justify a system in this manner. Even if the pilot RCT or a potential future 
RCT shows only a small positive effect of the ECA on adherence for a small group of 
participants, there is little reason not to consider it for application in routine clinical 
practice as long as no unforeseen negative effects occur. The approach can be 
considered equally well for other disorders for which there are both guided and 
unguided iCBT (or other) interventions, and allows for plenty of modifications if this 
is what future research requires. 
I should emphasize that my recommendation for low-tech, and adjunctive ECA 
technology relates to the context of this thesis, i.e., the website-based iCBT as it is 
currently used to treat people with disorders such as depression. It is a 
recommendation for researchers and clinicians who want to apply ECAs in routine 
clinical practice right now, or in the foreseeable future. ECAs that aim to deliver iCBT 
such as Woebot (Fitzpatrick et al., 2017), or deliver elements that could be part of iCBT 
such as diagnosis by Simsensei Kiosk (Rizzo et al., 2016) are already being shown to be 
feasible with promising early results in terms of initial symptom reduction and 
diagnosis. With more and more budget being allocated to AI research, be it by big tech 
companies or national initiatives such as the Dutch AI Coalition, it seems a matter of 
time until more sophisticated ECAs become well validated or more easily accessible 
online such that they can become part of iCBT in routine clinical practice. 
 
5 Future Research 
The first and most obvious piece of future research has already been set into motion 
by conducting the pilot RCT, the goal and nature of which have been discussed at 
length. In the most optimal scenario both versions of Moodbuster Lite (with and 
without ECA support) will show some initial efficacy in terms of mood improvement, 
and adherence for the ECA support condition will be estimated to be slightly higher. 
Depending on the estimated effect of the ECA support, we can then determine the 
optimal sample size for a larger RCT and a more thorough validation involving a 
clinical population and outcome measure. Another interesting next step that involves 
the current intervention design, and that could be considered in a future RCT, is to 
compare the intervention with ECA support not only to the intervention without 
support, but also to the intervention with human support. Sufficiently powered RCTs 
like these could also help study the hypothetical model depicted in Figure 2 on a more 
detailed level by considering relevant variables such as therapeutic alliance, 
engagement and motivation, and compare the effects of various types of support, i.e., 
unguided, human, automated, or ECA support. 
Besides a future large RCT, Moodbuster Lite offers various alternative paths for future 
research. As was described previously, we made many pragmatic design choices that 
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are based on the literature, but have not been verified by including users in the design 
phase. We can expect the pilot RCT to inform some refinements to the design, but the 
current setup could also be adjusted to explore various design features of the ECA 
through experimental studies. Far from being the only ones, some examples are (1) the 
embodiment of the ECA, where we could experiment with different embodiments, 
genders, and cultural backgrounds, either by default or by user choice, (2) the ECA 
communication modalities, for example, by adding an optional spoken language 
feature, (3) different types of language use, possibly tailored towards user 
characteristics or user preferences, (4) further exploring the use of sentiment analysis 
beyond classifying feedback on intervention modules, (5) exploring therapeutic 
processes employed by the ECA through in- or excluding them in different versions, 
or (6) reducing or increasing the number of interactions with the virtual coach to find 
the optimal frequency.  
More generally, there is an abundance of possible research trajectories involving ECAs 
and iCBT. I already touched upon the application of chatbots, which are rapidly 
gaining in interest, and at present are mostly used as stand-alone tools to deliver CBT. 
Although open-ended conversations are not well-suited for the delivery of 
intervention module-specific support, it is not hard to imagine chatbots as 
components of a more traditional website-based iCBT intervention. For example, a 
chatbot could be integrated in a website as an additional tool that is always available 
for more general CBT-related support aside from the actual intervention, and machine 
learning may be used to classify user input and match it with the most suitable answer 
similar to how chatbots for customer service are used (Suta et al., 2020). Once the 
technology that the general population has at its disposal improves and is widely 
available (e.g., VR-glasses, high-resolution webcams, or fast internet connections), 
state-of-the-art approaches that emphasize realism and believability could also 
become more relevant, either as components of website-based iCBT (e.g., 
intermediate automated assessments), or as a way to upgrade less realistic ECAs such 
as chatbots or Moodbuster Lite’s virtual coach. A recent PhD thesis explored 
predictive modeling of future user states in iCBT (Van Breda, 2020), such as future 
mood or treatment success, and may well be integrated with an ECA to experiment 
with personalized timing of support. Lastly, integrating more advanced forms of user 
input in web-based iCBT also opens the door for other machine learning approaches, 
for example, sentiment analysis algorithms based on audio or video (Poria et al., 2016). 
Given the somewhat limited resources at the disposal of psychologists, for example, 
in terms of IT-developers, an alternative approach to increasing the evidence base for 
ECAs in iCBT may be to seek more collaboration with partners outside of academia. 
Although it may not always be financially feasible to have them develop solutions from 
scratch, companies sometimes also develop software for mental health on their own 
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accord that can greatly benefit from scientific input and validation. Such 
collaborations have the advantage that software development companies are usually 
experts in designing state-of-the-art systems, and are well-equipped to deal with 
constantly changing technologies. I already touched upon two examples of 
interventions that seem to have followed a similar path (Fitzpatrick et al., 2017; Fulmer 
et al., 2018), and it is promising to see that these kinds of collaborations are being 
stimulated with European grants. This is the case in, for example, the INTERREG 
eMen (eMen, 2020), or IT4Anxiety (IT4Anxiety, 2020) projects where small-to-
medium sized companies receive support from mental health organizations and 
academia to develop, test, and implement e-mental health interventions. 
 
6 Conclusion 
I started out this thesis asking whether an ECA that simulates human support factors 
can make iCBT more effective. A literature review (Chapter 2) was conducted to 
explore this new area of research, and it was concluded that at present, ECA 
applications seemed feasible and acceptable, that evidence regarding their 
effectiveness was sparse, and that there were no examples where an ECA supported 
iCBT users in a manner similar to how a human would do so. Based on this early 
exploration I defined two research goals: (1) to design an ECA based on what is known 
to work, and (2) to evaluate whether such an ECA could contribute to increasing iCBT 
adherence. To reach the first goal I conducted and participated in a number of studies, 
which showed that a supportive ECA for iCBT would require at least some level of 
sophistication (Chapter 3), that a sentiment analysis algorithm could be used to 
classify the valence of open-text user input (Chapter 4), and that therapist protocols 
for providing iCBT support could be applied in designing ECA dialogues (Chapters 5 
and 6). Together with insights from the ECA literature and input from domain experts, 
these findings were used to design a virtual coach that was integrated with an existing 
iCBT intervention platform. A pilot RCT study involving Moodbuster Lite, the 
resulting intervention, was designed (Chapter 7) to accomplish the second research 
goal. While I argue that state-of-the-art ECA approaches are not yet ready for 
application in routine clinical practice, this thesis shows that there is plenty of less 
advanced ECA technology that is safer to use, easier to develop and maintain, and can 
be considered in an iCBT context. Future research with Moodbuster Lite first and 
foremost involves the pilot RCT, which may inform a future large RCT. The platform 
also offers plenty of opportunities to conduct more research on ECA design features. 
As AI and technological developments are fast-paced, more advanced approaches 
using, for example, unconstrained natural language in- and output or highly realistic 
embodiments, are likely to start playing a larger role in iCBT in the near future. To 
finish with the metaphor used throughout this thesis, the research presented shows 
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how a bridge between guided and unguided iCBT interventions for depression was 
built in the form of Moodbuster Lite. Future improvements to the bridge will be 








Guided internet-based cognitive therapy (iCBT) for depression is considered more 
effective than unguided iCBT, which may be explained by the higher adherence rates 
found for the guided format. Unguided iCBT, on the other hand, is potentially more 
scalable and accessible as it does not require human involvement. This thesis explores 
whether this gap between unguided and guided interventions, i.e., effectiveness versus 
scalability and accessibility, can be bridged using embodied conversational agents 
(ECAs). ECAs are more or less autonomous virtual characters with an embodiment 
used to communicate with a user, and may be used to provide automated iCBT 
support. With endless possible variations in ECA embodiments, ways of 
communicating, and reasoning capabilities, there is no clear solution to designing an 
ECA for iCBT support. The two research goals of this thesis, elaborated upon in 
Chapter 1, are to (1) design and develop an ECA for iCBT support based on what is 
known to work and (2) establish whether such an ECA can increase adherence to 
unguided iCBT.  
 
2 Embodied conversational agents in clinical psychology 
As a first step, Chapter 2 presents the results of a scoping review into the use of ECAs 
in the treatment of common mental health disorders. We reviewed N=49 studies that 
presented primary research findings on ECA applications that targeted mood, anxiety, 
psychotic, autism spectrum, or substance use disorders. More than half of the studies 
(n=26) focused on autism treatment, and ECAs were used most often for social skills 
training (n=23). Most applications (n=43) were still in the development and piloting 
phases, and few studies conducted controlled research into clinical effects of ECAs, 
ECAs used in the context of iCBT, or ECAs used as an adjunct to existing interventions. 
To increase the evidence base with regard to ECAs for iCBT support, we proposed an 
additional focus on low-tech ECA solutions that can be rapidly developed, tested, and 
applied in routine practice. 
 
3 Experimental studies 
We followed up on the literature review by conducting two experimental studies to 
further inform the design of our ECA. In the first of these, described in Chapter 3, we 
investigated whether feedback from a minimalistic ECA could increase adherence. In 
a three-week ecological momentary assessment smartphone study, N=68 participants 
were asked to report their mood three times a day. An ECA could mirror participant-
reported mood states. A two-stage randomization into a text and ECA feedback group, 
versus a text-only control group, was applied to control for individual differences and 




feedback history. While the ECA’s feedback did not increase adherence, adherence in 
the intervention group remained more constant than in the control group. Although 
this was a pilot study with a non-clinical population, and the results should therefore 
be interpreted with some caution, the study shows how ECA feedback may have a 
stabilizing effect on adherence, how controlled experiments on the relationship 
between ECA support and clinically relevant measures such as adherence may be 
conducted, and how adherence over time can be analyzed.  
In the second experimental study, described in Chapter 4, we validated a sentiment 
analysis algorithm for the Dutch language against human judgment in an iCBT 
context. Automated sentiment analysis could allow an ECA to give tailored feedback 
to free text user input, but it was unclear how well the technology would be applicable 
to iCBT. N=493 iCBT user texts were evaluated on overall sentiment and the presence 
of five specific emotions by the algorithm, and by N=52 human judges who evaluated 
75 randomly selected texts each. Inter-rater agreement between the algorithm and 
human judges was found to be moderate with respect to overall sentiment (ICC = 0.55, 
p < .01), and low with respect to the specific emotions. Interestingly, agreement among 
human judges showed a similar pattern, i.e., moderate for overall sentiment (ICC = 
0.58, p < .01), and low for the specific emotions. This meant that the algorithm 
performed about as well as a randomly selected human judge. Taking average human 
judgment as a benchmark, automated analysis of overall sentiment could therefore be 
considered for practical application. 
 
4 Feedback in iCBT support 
In the next two studies we looked more closely into the content of real-world iCBT 
feedback to inform the design of our ECA dialogues. Chapter 5 presents a study that 
aimed to identify which therapist behaviors occur in written online feedback, assess 
how well therapists adhere to feedback instructions, and explore whether either is 
associated with patient outcomes. In this study we analyzed a total of N=219 therapist 
feedback messages for patients in a blended CBT (bCBT) for depression intervention. 
The most frequently used therapist behaviors were informing, encouraging, and 
affirming, but no clear relationships between behaviors and therapy outcomes were 
found. Two feedback aspects, structure and readability, were negatively correlated 
with session completion (ρ = −.34, p = .02 and ρ = −.36, p = .02, respectively). Therapists 
adhered well to most feedback instructions, which meant they could be used as a 
template to model real-world iCBT feedback for our ECA dialogues. 
Chapter 6 presents another study into the content of therapist feedback and 
adherence to feedback instructions. Specifically, it aimed to assess therapist fidelity to 
the principles of a bCBT protocol for anxiety disorders. N=257 therapist feedback 
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messages and transcripts of N=74 face-to-face sessions were analyzed to determine 
the ratio of face-to-face to online sessions, therapy intensity, and therapist adherence 
to bCBT feedback instructions. Correlations were found between patients’ share of 
online sessions and both treatment intensity (r = .37, p < .05), as well as patient 
computer experience (r = .31, p < .05). Overall therapist fidelity was high, providing 
more evidence for the applicability of iCBT feedback instructions in modeling realistic 
ECA dialogues. 
 
5 Moodbuster Lite 
The research from the previous chapters comes together in the development of 
Moodbuster Lite, a 4-week iCBT intervention for low mood with integrated ECA 
support. Chapter 7 describes the protocol of a pilot two-armed randomized 
controlled trial that evaluates the intervention. The study will assess the effectiveness 
of virtual coach support in terms of improved intervention adherence, as well as the 
feasibility of a future, larger-scale trial with Moodbuster Lite. Secondary aims will be 
to assess the virtual coach’s effect on motivation, user perceptions of the virtual coach, 
and the general feasibility of the intervention. N=70 participants from the general 
population who wish to learn how they can improve their mood will be recruited and 
randomized to either (1) Moodbuster Lite with ECA support, or (2) Moodbuster Lite 
without ECA support. Candidates with symptoms of moderate to severe depression 
will be excluded from study participation. Assessments will be taken at baseline and 
post-study, after four weeks.  
 
6 Discussion 
Chapter 8 provides a general discussion of the research presented in this thesis, 
including the main findings, strengths, limitations, and implications, as well as 
suggestions for future research. From the perspective of this thesis as a whole, the 
research goals were to design an ECA for iCBT based on what is known to work, and 
to evaluate whether such an ECA could contribute to increasing iCBT adherence. The 
design of the ECA that was developed to function as a virtual coach in iCBT, was 
largely informed by the research conducted in Chapters 2 to 6; it has a reasonable 
amount of technological sophistication (Chapter 3), applies automated sentiment 
analysis (Chapter 4), interacts according to iCBT feedback protocols (Chapters 5 and 
6), and targets a clinically relevant outcome (Chapter 2), i.e., adherence. After the 
subsequent integration of the ECA with the Moodbuster Lite intervention, and having 
obtained formal ethical approval, Moodbuster Lite is now ready for evaluation in a 
pilot randomized controlled trial as described in Chapter 7. The intervention and 
study design show how a bridge between guided and unguided iCBT interventions 




was built in the form of Moodbuster Lite, and the pilot RCT will inform how the bridge 
can be further improved. 
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Appendix A (Chapter 2) 
A1 Search strings 
PubMed (http://www.ncbi.nlm.nih.gov/pubmed/) 
Search String: ("conversational agent" OR "virtual coach" OR "virtual agent" OR 
"embodied agent" OR avatar OR "relational agent" OR "interactive agent" OR "virtual 
character" OR "animated character" OR "virtual human" OR humanoid) AND ("mood 
disorder" OR "affective disorder" OR bipolar OR depression OR depressed OR depressive 
OR depression* OR depressive* OR melancholia OR anxiety OR agoraphobia OR 
"obsessive-compulsive disorder" OR "panic disorder" OR "phobic disorder" OR phobia 
OR "post-traumatic stress disorder" OR "posttraumatic stress" OR ptsd OR anxiety* OR 
anxious* OR phobi* OR panic* OR schizophrenia OR "psychotic disorder" OR psychoses 
OR psychosis OR anorexia OR binge-eating OR bulimia OR autism OR autistic OR 
"substance-related disorder" OR "drug dependence" OR "substance dependence" OR 
addiction OR "drug abuse" OR "substance abuse" OR alcoholism OR alcohol OR 
smoking OR tobacco OR cigarette OR nicotine OR cannabis OR marihuana OR 
marijuana OR "psychotherapy"[Mesh] OR "depressive disorder"[Mesh] OR "substance-
related disorders"[Mesh] OR "anxiety disorders"[Mesh] OR "schizophrenia and 
disorders with psychotic features"[Mesh] OR "autistic disorder"[Mesh]) 
 
WebOfScience (http://webofscience.com/) 
Additional Settings: Searched on topic 
Search String: ("conversational agent" OR "virtual agent" OR "embodied agent" OR 
"communicative agent" OR avatar OR "interface agent" OR "relational agent" OR 
"interactive agent" OR "believable agent" OR "game character" OR "non-playable 
character" OR "conversational character" OR "believable character" OR "virtual 
character" OR "synthetic character" OR "animated character" OR "virtual human" OR 
"virtual coach" OR "virtual therapist" OR "virtual assistant" OR humanoid OR ePartner) 
AND ("mood disorder" OR "affective disorder" OR bipolar OR depressive OR depression 
OR depressed OR melancholia OR anxiety OR agoraphobia OR "obsessive-compulsive 
disorder" OR "panic disorder" OR "phobic disorder" OR phobia OR "post-traumatic 
stress disorder" OR "posttraumatic stress" OR ptsd OR schizophrenia OR schizophrenic 
OR psychotic OR psychosis OR psychoses OR "eating disorder" OR anorexia OR bulimia 
OR binge-eating OR autism OR autistic OR "substance-related disorder" OR "drug 
dependence" OR "substance dependence" OR addiction OR "drug abuse" OR "substance 
abuse" OR alcoholism OR alcohol OR smoking OR tobacco OR nicotine OR cigarette 
OR cannabis OR marihuana OR marijuana) 
 




Search String: title-abstr-key( ("conversational agent" OR "virtual agent" OR 
"embodied agent" OR "communicative agent" OR avatar OR "interface agent" OR 
"relational agent" OR "interactive agent" OR "believable agent" OR "game character" OR 
"non-playable character" OR "conversational character" OR "believable character" OR 
"virtual character" OR "synthetic character" OR "animated character" OR "virtual 
human" OR "virtual coach" OR "virtual therapist" OR "virtual assistant" OR humanoid 
OR ePartner) AND ("mood disorder" OR "affective disorder" OR bipolar OR depressive 
OR depression OR depressed OR melancholia OR anxiety OR agoraphobia OR 
"obsessive-compulsive disorder" OR "panic disorder" OR "phobic disorder" OR phobia 
OR "post-traumatic stress disorder" OR "posttraumatic stress" OR ptsd OR 
schizophrenia OR schizophrenic OR psychotic OR psychosis OR psychoses OR "eating 
disorder" OR anorexia OR bulimia OR binge-eating OR autism OR autistic OR 
"substance-related disorder" OR "drug dependence" OR "substance dependence" OR 
addiction OR "drug abuse" OR "substance abuse" OR alcoholism OR alcohol OR 
smoking OR tobacco OR nicotine OR cigarette OR cannabis OR marihuana OR 
marijuana)) 
 SpringerLink (http://springerlink.com) 
Additional Settings: results filtered by HCI and AI  
Search String: see WebOfScience 
 
ACM Digital Library (http://dl.acm.org/) 
Search String: ((Abstract:"conversational agent" or Abstract:"virtual agent" or 
Abstract:"embodied agent" or Abstract:"communicative agent" or Abstract:avatar or 
Abstract:"interface agent" or Abstract:"relational agent" or Abstract:"interactive agent" 
or Abstract:"believable agent" or Abstract:"game character" or Abstract:"non-playable 
character") and (Abstract:"mood disorder" or Abstract:"affective disorder" or 
Abstract:bipolar or Abstract:depressive or Abstract:depression or Abstract:depressed or 
Abstract:melancholia or Abstract:anxiety or Abstract:agoraphobia or 
Abstract:"obsessive-compulsive disorder" or Abstract:"panic disorder" or 
Abstract:"phobic disorder" or Abstract:phobia or Abstract:"post-traumatic stress 
disorder" or Abstract:"posttraumatic stress" or Abstract:ptsd or Abstract:schizophrenia 
or Abstract:schizophrenic or Abstract:psychotic or Abstract:psychosis or 
Abstract:psychoses or Abstract:"eating disorder" or Abstract:anorexia or 
Abstract:bulimia or Abstract:binge-eating or Abstract:autism or Abstract:autistic or 
Abstract:"substance-related disorder" or Abstract:"drug dependence" or 
Abstract:"substance dependence" or Abstract:addiction or Abstract:"drug abuse" or 
Abstract:"substance abuse" or Abstract:alcoholism or Abstract:alcohol or 
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Abstract:smoking or Abstract:tobacco or Abstract:nicotine or Abstract:cigarette or 
Abstract:cannabis or Abstract:marihuana or Abstract:marijuana)) 
((Title:"conversational character" or Title:"believable character" or Title:"virtual 
character" or Title:"synthetic character" or Title:"animated character" or Title:"virtual 
human" or Title:"virtual coach" or Title:"virtual therapist" or Title:"virtual assistant" or 
Title:humanoid or Title:ePartner) and (Title:"mood disorder" or Title:"affective disorder" 
or Title:bipolar or Title:depressive or Title:depression or Title:depressed or 
Title:melancholia or Title:anxiety or Title:agoraphobia or Title:"obsessive-compulsive 
disorder" or Title:"panic disorder" or Title:"phobic disorder" or Title:phobia or 
Title:"post-traumatic stress disorder" or Title:"posttraumatic stress" or Title:ptsd or 
Title:schizophrenia or Title:schizophrenic or Title:psychotic or Title:psychosis or 
Title:psychoses or Title:"eating disorder" or Title:anorexia or Title:bulimia or 
Title:binge-eating or Title:autism or Title:autistic or Title:"substance-related disorder" 
or Title:"drug dependence" or Title:"substance dependence" or Title:addiction or 
Title:"drug abuse" or Title:"substance abuse" or Title:alcoholism or Title:alcohol or 
Title:smoking or Title:tobacco or Title:nicotine or Title:cigarette or Title:cannabis or 
Title:marihuana or Title:marijuana)) 
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A2 Concept definitions 
Concept Definition 
 Meta-Information  
  Authors  The authors of the study. 
  Year of Publication  The year in which the study was published. 
  Publication Medium  The medium in which the study was published, e.g., conference 
proceedings, journal, or book series. 
 Study Characteristics  
  Primary Institute  The research institute of the primary author. 
  Country  The country in which the primary institute is located. 
  Project Name  Name of the project or research group. 
  Targeted Disorder  The disorder that was targeted in the study. 
  Intended Intervention   
   Social skills 
training 
  Improving the user’s social skills 
   CBT   Changing cognitions or behaviors based on CBT-principles 
   Counseling   Getting users to communicate about their problems in a 
therapeutic dialogue 
   Educational aid    Contributing to the user’s knowledge, not related to the 
disorder 
   Self-management   Stimulating the user’s application of behavior change 
tactics to produce desired changes 
  Target Skill or 
Behavior 
 The specific skill or behavior that the intervention aimed to 
improve or change. 
  Number of Participants  The number of participants in the study. 
  Age Category  
   preschoolers   age 0-4 
   children   age 5-12 
   adolescents   age 13-17 
   young adults   age 18-24 
   adults    age 25-64 
   elderly   age 65 and older 
   
 
  




   educational   Participants were recruited through schools or 
universities. 
   clinical   Participants were recruited through health-care facilities. 
   community   Participants were recruited otherwise. 
  Clinical Population  Whether or not the participants were from the targeted clinical 
population. 
  Independent Diagnosis  Whether or not the above was verified through a reported 
independent diagnosis. 
 Study Methodology    
  Evaluation criterion    
   ECA parameters   The study evaluated particular parameter settings of the 
ECA (e.g., ECA gender, or a mental model). 
   ECA   The study evaluated whether or not the ECA itself was of 
additional benefit. 
   intervention   The study evaluated an entire intervention that included 
an ECA. 
  RCT  Were participants randomized in a treatment and control 
group? 
  Outcome Type    
   user satisfaction   Whether or not users respond positively to the 
intervention. 
   usability    Whether or not users have trouble using the intervention. 
   usage   How often and how the intervention is used. 
   behavioral    Whether or not the study assesses user behavior. 
   knowledge   Whether or not users acquired targeted knowledge by 
using the intervention. 
   self-report   When users or their care-givers report on their own 
experience/behavior. 
  Study Aim  What the study aimed to find out. 
  Main Conclusion  The main conclusion of the study. 
  Development Phase    
   development   The intervention is still subject to changes, and measures 
are related to usability, satisfy action, and feasibility. 
Measures do not yet include thorough evaluation based on 
relevant clinical outcomes. These types of studies describe 
interesting new developments that require further 
evaluation. 
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   piloting   The intervention is near completion, and relevant patient 
outcomes are taken into account in the evaluation. 
Usability, satisfaction, and feasibility outcomes can go 
hand-in-hand with patient outcomes. Evidence is not yet 
significant enough to give clinicians enough confidence to 
apply it in practice. 
   evaluation   The evaluation revolves primarily around the 
intervention’s effect on clinical outcomes. Sample sizes are 
typically larger, and methodology is more rigorous. These 
interventions have been evaluated to the extent that 
clinicians could consider their practical application. 
   implementation   The intervention has already gone through the evaluation 
phase, and has been used in practice for some time. 
 ECA Characteristics    
  Platform  The platform in which the ECA was embodied.  
   serious game   A game with a primary purpose other than entertainment 
   stand-alone 
software 
  Platforms that do not belong to any of the other categories 
   robotics   Platforms with a physical embodiment rather than a virtual 
one 
   virtual reality   Truly immersive (more so than just a computer screen) 
applications 
   web-based   Applications that run in a web-browser 
  Platform Specification  A further specification of the platform if applicable. 
  Personification  Who or what the ECA embodiment personifies. 
  Personification 
Specification 
 A further specification of the personification if applicable. 
  Social Role   
   Social interaction 
partner  
  To engage in an interaction with the user to improve 
specific social skills 
   Tutor    To teach something to the user 
   Coach   To motivate and engage the user 
   Health-care 
provider  
  To simulate the behavior of a health-care provider 
  Purpose  What it is that the ECA does in the application. 
  Dialog  Whether or not users could enter into a dialog with the ECA. 
  Dialog Specification  How users could enter into the dialog. 
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  Human-ECA 
Interaction 
 How users could communicate with the ECA. 
  Human 
Communication 
Modalities Used 
 Whether this involved human communication modalities. 
  Communication 
Modalities 
 If so, which communication modalities. 
  ECA-Human 
Interaction 
 How the ECA communicated with the user. 
  Human 
Communication 
Modalities Used 
 Whether this involved human communication modalities. 
  Communication 
Modalities 
 If so, which communication modalities 
  User Model  Whether the ECA kept track of information on the user to 
personalize the interactions. 
   static   the model was based on information entered before the 
interactions (e.g., participant age) 
   dynamic   the model was updated throughout the interactions to 
keep track of a user’s changing states (e.g., emotional state) 
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Autism      








 Alcorn (2011) social skills 
training 




















game human tutor 
 Bekele (2013) 
social skills 
training 
joint attention robotics humanoid 
social 
interaction 
partner  Bekele (2014) 
 Bernardini 
(2012) social skills 
training 
joint attention game human 
social 
interaction 












 Chen (2010) social skills 
training 




 Cole (2003) educational aid vocabulary stand-
alone 
human tutor 



















       




(2010) social skills 
training 
imitation robotics humanoid 
social 
interaction 






















 Kim (2010) social skills 
training 

























 Palestra (2014) educational aid body 
consciousness 
robotics humanoid tutor 
 Ribeiro (2014) social skills 
training 
communication game human tutor 











educational aid learning idioms game human tutor 
















(2014a) social skills 
training 
cooperation robotics humanoid 
social 
interaction 
partner  Wainer 
(2014b) 
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 Warren (2014) social skills 
training 




Depression      










 Cheek (2014) CBT symptoms of 
depression 
game fantasy coach 












web-based human coach 
 Pagliari (2012) CBT symptoms of 
depression 
web-based unknown coach 








coach  Pinto (2015) 















counseling screening web-based human coach 









Anxiety      

















       













PTSD      










web-based  unknown coach 
































Substance Abuse      
 An (2013) CBT smoking 
cessation 






web-based  human coach 
 Lisetti (2013) CBT alcohol 
dependency 
web-based  human 
health-care 
provider 





CBT = Cognitive Behavioral Therapy; ECA = Embodied Conversational Agent; PTSD = Post-Traumatic Stress 
Disorder 
a also targeted anxiety and PTSD 
b also targeted PTSD  
c also targeted schizophrenia 
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A4 Overview of study design characteristics by disorder 
 
 Disorder / 





Autism      
 Agarwal (2013) 4 children, adolescents yes usability development 







- preschoolers yes usage development 
 Bamasak (2013) 10 children, adolescents yes usability development 
 Bekele (2013) 






















- children no usage development 
 Chen (2010) - children yes usage development 












1 children yes behavioral piloting 
 Fujimoto (2010) 




 Fujimoto (2011) 
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 Lahiri (2011) 4 adolescents yes behavioral development 








 Ribeiro (2014) 4 children yes behavioral piloting 




















 Wainer (2014a) 
6 unknown yes behavioral piloting 
 Wainer (2014b) 













 Cheek (2014) 16 adolescents yes satisfaction 
implementatio
n 







8 young adults, adults yes satisfaction development 
 Pagliari (2012) - unknown yes unknown development 
 Pinto (2013) 




 Pinto (2015) 
 Pontier (2008) 28 unknown no satisfaction development 
Appendices   |   199 
 
 


















Anxiety      
 Kang (2010) 108 adults no behavioral piloting 
 Kang (2012) 40 adults no behavioral piloting 









PTSD      
 Morie (2009) 700 adults yes usability development 
 Tielman (2014) 10 adults no unknown development 




















Substance Abuse      




35 young adults yes unknown development 
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‘-‘ indicates that sample sizes were not reported. 
a also targeted anxiety and PTSD  
b also targeted PTSD  
c also targeted schizophrenia 
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Appendix B (Chapter 5) 
B1 Main and subcategories therapist behaviors 
Category therapist 
behaviors 
Definition Example % 
Emphasizing 
responsibility  
Emphasize the responsibility of the pta  It is useful for yourself to get insight 
in this by filling in the diary 
0.1 
Affirming Give attention/recognize/show interest 
in thoughts, emotions and behaviors of 





Confirm by interpreting and validating 
what the pt has written 
That must be very difficult for you I 
see that you are struggling with it 
10.9 
 
Normalizing Confirm by stating that the behavior of 
the pt often occurs/is normal  
It is not easy to …. /It is very 





Confirm by summarizing and repeating 
what the pt has written 
You write that you…./You are able 
to focus and enjoy your activities  
7.4 
 
Summarizing f2f Confirm by summarizing and repeating 
what the pt has said 





Clarify/emphasize/remind the pt of the 
protocol/framework and give practical 
information 
You gave now finished the first part 
of the treatment, in the second part 
we will focus on…. 
3.9 
Self-disclosure  Use experiences and personal examples 
from the therapist's life 
This exercise has helped me with my 
sleeping problems 
0 
Informing Inform or refer to different 




the next session 
Inform or refer to the next session 
and/or its content 
You can now proceed with session 5: 





Inform or refer to the diary and/or its 
content 
It is helpful to set a reminder in your 





Inform or refer to the monitoring/ 
questionnaire and/or its content 
Your score on the QIDS is 7, so your 





Inform or refer to the assignments in 
the previous session and/or its content 
You kept track of your activities 
during the weekend, I’m curious 




the f2f session 
Inform or refer to face-to-face session See you next week, at 14.00! 9.1 
Confronting Express a different opinion or disagree 
with the pt 
I do not think that your activities 
are useless, but I think the opposite!  
0.4 
Urging Urge to let the pt do something It is important that you try this 3.9 




Encouraging Encourage/motivate past and future 





Praise something the pt has done in the 
past 
Even though you found it difficult, 





Incite something that the pt is planning 
to do 
Continue to keep up this good work! 
Good luck!  
8.9 
Guiding Give advice, information or suggestions  11.3 
 
Psychoeducation Give information on psychological 
processes 
The fact that it doesn’t immediately 
give more pleasure is something we 





Give suggestions about alternative 
behavior/provide advice on how it can 
be addressed 
Try to think of something that’s 
easy to do and cannot easily go 
wrong 
5.8 




Ask questions to better understand the 
behavior or emotions of the pt 
Is that something you already do?/ 





Ask questions to encourage the pt to 
think further 
How would you like to feel and what 





Respond to questions of the pt Yes, I will repeat this session for 
you, so that you can practice more  
0.3 
a Pt stands for patient. 
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Description in instructions Example  Yes % 




Use a greeting Dear [name pta] 95.4 
 
Correct ending Use a correct ending Good luck with the next session! 








Begin the message with a  
compliment/positive approach  
From your answers I can see it was 
difficult, but you did very good! 
79.0 
 
Summarize Summarize the assignments of the pt, 
use his/her own words  
You clearly described your depression, 
the loss of interest/energy, negative 





Show that you have read the 
homework by using their examples  
I see that you…/You say that you…./If 
I understand you correctly… 
88.6 
 
Hypotheses Formulate sentences as hypotheses That sounds like….. , is that correct?.. 





Give no solutions, let patients think 
of their own solutions. You can give 
them a starter in the right direction 
When was the last time you felt that 
way? What did you think and what did 
you do differently then? 
95.6 
Structure   87.7 
 
2 subjects Give feedback on max two subjects in 





Give feedback within three working 
days. Make an agreement when the 
pt should finish the session and when 
you as a therapist can write the 
feedback 
 79.9 
Referring   34.0 
 
Referring diary Reflect on the diary or when the pt 
did not succeed yet, address (again) 
the utility of the diary  
Good that you used the diary. I can 
see that your mood is different in the 
mornings than in the evenings, it that 





Refer to the monitoring 
questionnaire or when the pt did not 
succeed yet, ask to fill this in next 
time 
Your score on the QIDS is 7, so right 
now your symptoms are mild.  
11.4 






End the message with a reference to 
the content of the next session  
I will open the next session for you. 
There you can further practice with 





Confirm the next f2f appointment We will see each other again on May 
19.  
56.2 








Write short, clear paragraphs  74.4 












Limit text in caps, exclamation 






Use emoticons only when you know 
the meaning is clear for the pt and 
use it as a complement and not as a 
substation  
And do not forget the fun activities  100 
a Pt stands for patient. 
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B3 Case descriptions of 3 patients 
B3.1 Case description of patient K 
B3.1.1 Background information 
K. is a 40 year old father of one child. He works as a chef. He suffers from fatigue, 
feelings of exhaustion, anhedonia, emotional instability and excessive guilt. His 
symptoms seem to be caused by an accumulation of stressors over the last few years 
(high workload, illness of his mother, job change of partner and worrying about his 
daughter), in combination with a habit of making high demands on himself and a need 
to always be strong. This is the third time he is experiencing these symptoms. There 
seems to be an overload of stress for some time now, which has now led to the 
development of a depressive disorder.  
 
B3.1.2 Treatment course  
K. completed 11 online sessions (repeated online session 3) and had 5 face-to-face 
sessions with his therapist. At the beginning of treatment K. scores 17 on the QIDS, 
which is considered severe. The treatment was successful, after 15 weeks of treatment 
the depression was in remission (QIDS score 7, severity mild). Most used therapist 
behaviors were Affirming (relative frequency 24.7), Informing (relative frequency 19.7) 
and Encouraging (relative frequency 18,3).  
 
 








1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Online sessions Quotes from feedback messages Codes  
Online session 2  
‘Clarifying your 
symptoms’ 
Feeling guilty, is that something you always do 
(to a greater or lesser extent)? Or do you suffer 
from it now, during your depression? (In any 
case, it is also one of the symptoms of 
depression, but it can also be something that you 
do anyway, and then it is probably a long-
standing thought pattern.  
asking questions to clarify, 
psychoeducation  
Online session 3  
‘Motivation and 
setting goals’ 
We have just discussed that you will repeat this 
session again. You will briefly describe the day, 
so that you can get concrete goals for the coming 
period. What do you want to achieve with the 
therapy? Make that concrete and think about 
one (or more) steps that you can take. We just 
discussed that it might be wise, for example, that 
you give your child more responsibility. You do 
not have to do everything for her. Children are 
allowed to do tasks, that is also part of parenting.  
summarizing f2f, asking 
‘thought’ questions, giving 
suggestions, normalizing  
Online session 10 
‘Looking at the 
future’ 
 
You have achieved good results with the 
therapy. You can enjoy time with your child and 
friends again and you realize how this happened 
by structurally taking too much hay on your 
fork. You now know how it feels to be rested. 
You have gained many insights by critically 
examining your own thoughts. Keep challenging 
your thoughts, so that your new thoughts / rules 
of life will become increasingly credible. Your 
score on QIDS = 7, so still mild complaints (0-5 
= no depressive symptoms). This means that you 
experience a lot of improvement, the symptoms 
you have are still light and I expect if you 
persevere, that you can maintain the 
improvement 
summarizing online, 
inciting future behavior, 




B3.2 Case description of patient A 
B3.2.1 Background information 
A. is 25 years old and experiences problems with her work. Her symptoms have been 
there for two to three years now. She has a negative self-image and shows a significant 
amount of avoidance behavior. She sometimes thinks of suicide, but says she doesn’t 
want to die. Her family lives in Turkey.  
Table 1. Quotes and therapist behavior codes of online sessions of patient K. 
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B3.2.2 Treatment course  
A. completed 8 online sessions (repeated online session 5) and had 5 face-to-face 
sessions with her therapist. At the beginning of treatment she scores 18 on the QIDS, 
which is considered severe. After 17 weeks of treatment A. is still experiencing severe 
symptoms of depression and she scores 21 on the QIDS. Despite this, she indicates at 
the end of treatment that she has gained a lot of insight from the treatment. Apart 
from the online sessions, she also received guidance from a self-help book about a 
negative self-image. After treatment she wants to continue to use the online thought-
schemes. Most used therapist behaviors were Informing (relative frequency 31.6), 





Online sessions Quotes from feedback messages Codes 
Online session 2  
‘Clarifying your 
symptoms’ 
Very nice that you managed to go through the first 
session and that you succeeded in completing the 
exercise. Good to hear that you have experienced it as 
helpful to put everything in order. Good that you filled 
in the questionnaires! We will discuss them later. I see 
that you also kept the diary for one day. It is important 
to do this consistently so that we get an idea of what 
the link is between your activities and the symptoms 
you have. 
praising past behavior, 
informing about the 
monitoring, diary, urging 
Online session 5  
‘Pleasure and 
fulfilment’ 
I see that thinking of enjoyable activities goes well, but 
that you find it difficult to implement them. We have 
already discussed this in the face to face sessions 
several times. It's good that you've tried it. You say that 
you want to do the session again. Shall we agree that 
you will do it one more time and then actually carry 
out the intended activity? Try to think of something 
validating/interpreting, 
summarizing f2f, 
praising past behavior, 
giving suggestions, 








1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Figure 2.  QIDS scores of patient A.  
Table 2. Quotes and therapist behavior codes of online sessions of patient A. 
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that is easy to carry out and that cannot go wrong. 
Whatever happens, allow yourself this activity. Maybe 
you can also think of a way to reward yourself when 
you succeed? 
Online session 6 
‘Structure and 
planning’ 
You indicated earlier that you benefited from previous 
structures and planning for work. So it is worth to try 
to incorporate this in your private activities as much as 
possible as well. Try to make a planning for each day 
by using the steps: Step 1: Plan your every-day 
activities, Step 2: Plan your must-activities, Step 3: Plan 
your enjoyable activities. Good luck with the next 
module about the thought-scheme! 
summarizing f2f, 





B3.3 Case description of patient M 
B3.3.1 Background information 
M. is 25 years old. His depressive symptoms are associated with emotional neglect by 
his parents. M. is very driven and ambitious, in combination with a vulnerable and 
low self-esteem. He supports his parents wherever he can, especially financially, but 
doesn’t get recognition for this. M. also suffers from concentration and reading 
problems following an accident.  
 
B3.3.2 Treatment course  
M. completed 4 online sessions and had 8 face-to-face sessions with his therapist. At 
the beginning of treatment he scores 19 on the QIDS, which is considered severe. At 
the last known QIDS he scores 11. M. indicates that the therapy has helped him to get 
more insight into the dynamics within de family. He feels less responsible for his 
parents. His mood has improved. His self-image and knowledge about his needs 
remain diffuse. Most used therapist behaviors were Encouraging (relative frequency 










Online sessions Quotes from feedback messages Codes 
Online session 2  
‘Clarifying your 
symptoms’ 
I see you've been working well on the 
assignment. What was it like to write about your 
depressive symptoms? It is indeed difficult if you 
are not in a good mood to do things. And that if 
you manage to do things, that this will have a 
positive influence on your mood. 




Online session 3  
‘Motivation and 
setting goals’ 
Thank you for completing the assignments. Well 
done. You write that is the first step is very 
difficult, since you want to be less busy, but that 
means more free time and peace and that turns 
into thinking and worrying. But is this then a 
good reason not to take a rest? What could you 
do about the rumination?  
praising past behavior, 
summarizing online, 
confronting, asking 
‘thought’ questions  
Online session 4 
‘How active are you?’ 
Good that you have found a way to deal with this 
exercise. Has it helped to get better insight 
between the relationship of activity and mood? 
You can find more helpful questions in the 
assignment. Good luck.  
praising past behavior, 
asking questions to 
clarify, informing about 










1 2 3 4
Figure 3.  QIDS scores of patient M. 
Table 3. Quotes and therapist behavior codes of online sessions of patient M. 
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Appendix C (Chapter 6) 
C1 Content of the sessions in the blended CBT protocol 
Diagnosis 
Session 
(modality) Content and exercises 
Panic disorder 1 (f2f) Introduction, psychoeducation 
2 (online) Treatment rationale, treatment motivation and expectation, 
worry diary 
3 (f2f)  Explanation of exposure, instructions regarding interoceptive 
exposure, panic diary 
4 (online) Interoceptive exposure exercises, exposure diary 
5 (f2f) Explanation of interoceptive exposure and exposure in vivo, 
exposure exercise, exposure diary 
6 (online) Identifying automatic thoughts, challenging unhelpful thoughts, 
exposure diary 
7 (f2f) Explanation of behavioural experiments, treatment evaluation, 
exposure diary 
8 (online) Identifying cognitive distortions, behavioural experiment, 
exposure diary 
9 (f2f) Behavioural experiment, exposure diary 
10 (online) Exposure exercises, behavioural experiments 
11 (f2f) Exposure exercises, behavioural experiments 
12 (online) Exposure exercises, behavioural experiments 
13 (f2f) Exposure exercises, behavioural experiments 
14 (online) Explanation of relapse prevention, relapse prevention plan 
15 (f2f) Relapse prevention plan, recapitulation, treatment evaluation 
Social anxiety 
disorder 
1 (f2f) Introduction, psychoeducation 
2 (online) Treatment rationale, treatment motivation and expectation, 
worry diary  
3 (f2f) Explanation of selective attention, explanation and instructions 
regarding exposure, social anxiety diary 
4 (online) Identifying automatic thoughts, challenging unhelpful thoughts, 
social anxiety diary 
5 (f2f) Identifying automatic thoughts, challenging unhelpful thoughts, 
social anxiety diary 
6 (online) Identifying cognitive distortions, social anxiety diary 
Appendices   |   211 
 
 
7 (f2f) Explanation of behavioural experiments, treatment evaluation 
8 (online) Behavioural experiments, social anxiety diary 
9 (f2f) Behavioural experiments, social anxiety diary 
10 (online) Behavioural experiments, social anxiety diary 
11 (f2f) Behavioural experiments, social anxiety diary 
12 (online) Behavioural experiments, social anxiety diary 
13 (f2f) Behavioural experiments, social anxiety diary 
14 (online) Explanation of relapse prevention, relapse prevention plan 






Introduction, psychoeducation  
 
2 (online) Treatment rationale, treatment motivation and expectation, 
worry diary  
3 (f2f) Explanation and instructions regarding exposure, challenging 
unhelpful thoughts, explanation of metacognitions 
4 (online) Exploring metacognitions, worry exposure exercises 
5 (f2f) Exploring uncontrollability of worrying 
6 (online) Worry experiment regarding uncontrollability 
7 (f2f) Exploring the danger of worrying, treatment evaluation  
8 (online) Worry experiment regarding danger of worrying 
9 (f2f) Exploring positive beliefs about worrying  
10 (online) Worry experiment regarding positive beliefs 
11 (f2f) Explanation of selective attention  
12 (online) 
 








Explanation of relapse prevention, relapse prevention plan 
 
15 (f2f) Relapse prevention plan, recapitulation, treatment evaluation 
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C2 Checklist for fidelity to blended treatment protocol 
C2.1  Face-to-face sessions 
For face-to-face protocol components, a score of 2 indicates full adherence, 1 partial 
adherence, and 0 non-adherence. 
 
Protocol 
component  Checklist  Examples from transcripts 
Psychoeducation  
 
Adherence: therapist gives a clear 
explanation of the blended format 
and logs into the online platform 
with the patient 
Session 1 (panic disorder, PD) 
Therapist: This treatment will last 15 
weeks and face-to-face sessions will 
alternate with online sessions.  
... 
Therapist: Let’s take a look at the online 
platform. 
Patient: Okay. 
Therapist: It’s really easy, so you’ll be 
fine. Here you see the sessions and your 
progress, so you know where to start when 
you log in again. Now we’ll have a look at 
the introduction session together.  
Patient: Yes, I can see that in Tasks.  
Therapist: That’s right, you can see the 
introduction sessions there. And here you 
see what the content of the session is.  
Patient: I see. 
 Partial adherence: therapist does 
not give a clear explanation of the 
blended format or does not log into 
the online platform with patient 
 
 Non-adherence: therapist does not 
give a clear explanation of the 
blended format and does not log 








Adherence: content of homework 
and exercises in the previous online 
session is discussed 
Session 5 (PD) 
Therapist: I gave you some feedback on 
the online session. You had made a list of 
exposure activities and described your 
catastrophic thought. You described what 
happens when you get into your car very 
clearly. You think: “Oh no, I will stop at 
the next petrol station.”  
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Patient: That’s right. 
Therapist: I think those are reactions to 
your catastrophic thought. It’s not that 
thought that makes you feel anxious and 
that makes you want to stop driving the 
car. Because ... what might happen if you 
keep driving? What’s the most 
catastrophic thing that could happen? 
 Partial adherence: reference is 
made to the online sessions, but 
content of homework and exercises 
is not discussed  
Session 3 (PD) 
Therapist: First I want to briefly discuss 
the online session. How did that go? 
Patient: I recognised some things, some 
of these exercises I’ve done before. And um 
... I found it difficult to describe my own 
situation.  
Therapist: Yes. 
Patient: That’s still difficult for me. The 
rest of it was clear. When you start 
working on it, you start thinking about 
your situation. That’s good, I think.... 
Therapist: I read it and gave you 
feedback. How did you feel about that? 
Patient: I found it supportive.  
Therapist: Good. 
 Non-adherence: homework and 
exercises in the previous online 





Adherence: homework for the 
upcoming online session is 
discussed and an appointment for 
providing feedback is made 
Session 3 (PD) 
Therapist: This week you’ll keep your 
panic diary; you can do that online. That 
means you describe every panic attack in 
your diary. For example, if you have 
trouble breathing again and that makes 
you feel anxious.  
... 
Therapist: I’ll send you feedback on the 
online session next Monday, in the 
morning. Is that okay? 
Patient: Yes.  
 Partial adherence: homework for 
the upcoming online session is not 
discussed or no appointment for 
providing feedback on the online 
sessions is made 
Session 5 (PD) 
Therapist: We’ll see each other again on 
Wednesday in two weeks’ time.  
Patient: Yes, that means I can do the 
exposure activity at least five times.  
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Therapist: That’s good, you can practise 
a lot.  
 
 An appointment for the next f2f 
session is made, but not one for 
providing feedback on the online session. 
 Non-adherence: homework for the 
upcoming online sessions is not 
discussed and no appointment for 
providing feedback on the online 
sessions is made 
 
 
C2.2 Online Sessions 
For online protocol components, a score of 1 indicates presence of the component, and 
0 indicates non-presence. 
 
Protocol 






• I see that you worked very hard! 
• Good job! 
• Well done! 
Normalising and 
empathising 
• I can imagine that made you sad and anxious. 
• I understand that it feels like a disappointment. 
• I can imagine that is not easy. 
• Simply put, people feel anxiety in their bodies 
sometimes, and especially people who are 
recovering from an anxiety disorder will regularly 
feel restless and anxious. That can’t be prevented. 
• Be aware that you don’t have to understand and be 
able to perform things perfectly at once. I’ve never 
met anyone who could (myself included), so it’s 
completely fine if you want to reassure yourself or 
need more time. 
• The goal was not (yet) to sit on your bike without 
fear (or fearful sensations). Because indeed, as you 
write, it takes time to get used to it, also for your 
body and your mind. 
Confirming by 
summarising 
• The most important part of the treatment is indeed 
to investigate your thoughts. 
Guiding treatment 
progress 
• You can log your panic attacks in the panic diary. 
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• This week’s homework is that you will perform three 
activities from your exposure list. 
• Once you’ve completed an exercise, it’s good to log 
that in the exposure diary. 
CBT-specific 
feedback 
Explaining CBT theory 
(including exposure) 
 
• Often you start by feeling something in your body: 
your heart starts beating faster, you start 
hyperventilating, and then you start feeling light-
headed. Because you feel light-headed, you start 
thinking something bad could happen, for example 
fainting or having a heart attack. Then the 
reasoning becomes: If my heart beats faster, I will 
start hyperventilating, I’ll become light-headed, and 
then I’ll faint or have a heart attack. 
• The fear of fear became stronger, which made you 
end up in the panic cycle: anxiety  catastrophic 
thoughts about anxiety  anxiety increases  
catastrophic thoughts become stronger  anxiety 
increases etc. 
• With an alternative thought we mean a thought 
that is more realistic than a catastrophic thought – 
keeping calming thoughts in mind. You can use 
those as well, but then they are more like helpful 
thoughts. 
• A more realistic thought is a combination of your 
catastrophic thought and common sense: If I start 
feeling dizzy, and start having palpitations, that 
means I’m starting to have a hyperventilation or 
panic attack, and not that I’ll get into an accident. 
Even though I think I’m losing control, this doesn’t 
mean it will actually happen (the chance of me 
having or causing an accident is smaller than I 
think). 
Guiding patients through 
CBT assignments 
(including exposure), for 
example by asking 




• Is it correct that the believability of the catastrophic 
thought becomes weaker once the experiment has 
ended? So do you believe less strongly that you are 
becoming unwell? 
• I think that, based on what you told me earlier, 
perhaps we could think of other exercises. It’s not so 
much about all the things you’re afraid of doing, but 
about things you do differently because of your fear. 
That could be always making sure there is someone 
nearby that could help you. You can see that in the 
way you formulate your answers to the exercises: it 
is especially difficult to do things on your own. 
• The moment that you flee after all, or start 
measuring before the tension has gone down – that 
is no longer exposure, and it won’t work either. 
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Moreover, the anxiety will just increase. One 
solution, I think, is to think of achievable steps and 
of using things that can aid you, in such a way that 
you can follow through. 
• In the evaluation of your experiment you write that 
you tend to overestimate negative outcomes, so 
that situations can be scary beforehand. What can 
you do to reduce this fear? What exercises from the 
treatment can you use to do this? 
• Of course, it could happen that someone does get 
angry when you don’t know something or say 
something wrong. How would you feel about that? 






 • We’ll see each other on Thursday 26th November at 
13:00, see you then! 
 Examples from feedback messages non-adherent to 
instructions 
 • We already discussed this session during our face-
to-face session. 
• I will open the next session for you. 
• We will discuss the assignments when we see each 
other again. 
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C3 Examples of adherence to blended instructions 




Box 2a. Example of adherence to blended instructions in f2f session, protocol 




Therapist: This treatment will last 15 weeks and face-to-face sessions will alternate 
with online sessions.  
(…) 
Therapist: Let’s take a look at the online platform. 
Patient: Okay. 
Therapist: It’s really easy, so you’ll be fine. Here you see the sessions and your 
progress, so you know where to start when you log on again. Now we’ll have a look 
at the introduction session together.  
Patient: Yes, I can see that in Tasks.  
Therapist: That’s right, you can see the introduction sessions there. And here you 
see what the content of the session is.  
Patient: I see. 
 
Therapist: I gave you some feedback in the online session. You had made a list of 
exposure activities and described your catastrophic thought. You described what 
happens when you get into your car very clearly. You think: “Oh no, I will stop at the 
next petrol station.”  
Patient: That’s right. 
Therapist: I think those are reactions to your catastrophic thought. It’s not that 
thought that makes you feel anxious and that makes you want to stop driving the 
car. Because ... what might happen if you keep on driving? What’s the most 
catastrophic thing that could happen? 
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Box 2b. Example of partial adherence to blended instructions in f2f session, 
protocol component Discussing Previous Online Session  
 
 
Box 3. Example of adherence to blended instructions in f2f session, protocol 











Therapist: First I want to briefly discuss the online session. How did that go? 
Patient: I recognised some things, some of these exercises I’ve done before. And 
um... I found it difficult to describe my own situation.  
Therapist: Yes. 
Patient: That’s still difficult for me. The rest of it was clear. When you start working 
on it, you start thinking about your situation. That’s good, I think.... 
Therapist: I read it and I gave you feedback. How did you feel about that?  
Patient: I found it supportive.  
Therapist: Good. 
 
Therapist: This week you’ll keep your panic diary, you can do that online. That 
means you describe every panic attack in your diary. For example, if you have trouble 
breathing again and that makes you feel anxious.  
(…) 
Therapist: I’ll send you feedback on the online session next Monday in the morning. 
Is that okay? 
Patient: Yes.  
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Your answers in the exercises are very clear, nice! (Generic therapeutic feedback) 
In the first exercise you described the panic attack clearly, and you notice that it 
helps to formulate alternative thoughts such as: Thousands of people take the bus, 
I used to do that as well, and that is normal behaviour. What you’re telling yourself 
is that it is not a dangerous situation, and that the sensations of fear are essentially 
unnecessary. Henceforth you’ll see that the catastrophic thought “I am fainting” 
goes down from a believability of 80% to 25%, and that the alternative thought 
becomes more believable, and that because of this you will feel less anxious. (CBT-
specific feedback) 
Very good that you practised the “head shaking”. Just as you indicate at the end: 
this is an uncomfortable feeling. But the question is whether that also means that 
you are going to faint/die. You notice that the catastrophic thought goes down from 
a believability of 85% to 20%. It is not necessary to be anxious about those 
sensations.  
Concerning the exposure list, it may be useful to look at an activity that you could 
perform daily. That would make it easier to practise (or more often) and to lower 
the threshold. That is important, because for the next face-to-face session you will 
perform three activities from your exposure list. Don’t forget to keep track of those 
activities in your exposure diary. (Generic therapeutic feedback + CBT-specific 
feedback) 
We’ll discuss how that went on Monday next week. Good luck and see you then! 
(Scheduling appointment for f2f session) 
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Thank you for doing the exercises. Things are looking good! I will once again give you 
some tips for each exercise: (Generic therapeutic feedback) 
(4.1 Describe a panic attack). I see that you’re getting better at describing that. Under 
the heading Thoughts, I’d like to know whether you have any more thoughts that 
arise. To bring automatic thoughts to the surface you can try to replay the event like 
a short movie and to ask yourself: what am I thinking now? Because what? And then? 
About the catastrophic thought: does that thought describe the essence of your 
feelings? I ask this because you indicate that you are scared, angry and sad. What is 
the essence of your anxiety? For example: the thoughts never go away, and then.... 
For the alternative thought: nice, and a positive description! What effect does that 
thought have on you? Would the feeling or behaviour be different to when you think 
the catastrophic thought? (CBT-specific feedback) 
(4.2 Interoceptive exposure) Well done, you already did 2 exercises! I also see that the 
believability of the catastrophic thought was strongly reduced after the exercise. So 
it’s not necessary to be afraid of physical sensations. (CBT-specific feedback) 
(4.3 Exposure list) Great that you already managed to fill in 10 activities. It’s 
important that the activities give you the opportunity to investigate the catastrophic 
thought, for example, “The thoughts never end”. If an activity is accompanied by a 
different catastrophic thought, then it’s good to describe it as well (if possible in the 
diary). (CBT-specific feedback) 
It’s important to hold on to the alternative thought, and how you would react and 
feel, in the back of your mind. That way you can really challenge the thoughts. 
Example: Hyperventilating 1 minute – 
Catastrophic thought: I’m going to faint. Feeling: fear. Behaviour: sitting down and 
breathing calmly. 
Alternative thought: I have all these physical sensations, but do not faint. Feeling: 
fear. Behaviour: continuing and enduring the hyperventilation (Generic 
therapeutic feedback) 
For the next face-to-face session, you will perform three activities from your exposure 
list. Don’t forget to keep track of those activities in your exposure diary. (Scheduling 
appointment for f2f session) 
 We will discuss how things went on the 18th of May. Good luck and see you then! 
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Box 5a. Example of feedback message on a repeated session 
 
 
Box 5b. Example of feedback message on a repeated session 
 
 
Box 5c. Example of feedback message on a repeated session 
 
  
I gave you feedback on the online session during the last f2f session. You can now proceed 
to the next online session.  
We completed this session together, because you needed some help with it.  
 
 
Thanks for completing this session, you can now proceed to the next session.  
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