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Abstract. The Gaussian Free Field (GFF) in the continuum appears to be the natural
generalisation of Brownian motion, when one replaces time by a multidimensional con-
tinuous parameter. While Brownian motion can be viewed as the most natural random
real-valued function defined on R+ with B(0) = 0, the GFF in a domain D of Rd can
roughly speaking be viewed as the most natural random real-valued generalised function
Γ defined on D, and with Γ = 0 on ∂D. The goal of these lecture notes is to describe some
aspects of the continuum GFF and of its discrete counterpart defined on lattices, with
the aim of providing a gentle self-contained introduction to some recent developments on
this topic, such as the relation between the continuum GFF, Brownian loop-soups and the
Conformal Loop Ensembles CLE4.
This is an updated and expanded version of the notes written by the first author for
graduate courses at ETH Zu¨rich. It has benefited from the comments and corrections of
a number of students. The exercises that are interspersed in the first half of these notes
mostly originate from the exercise sheets prepared by the second author for this course in
2018.
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Overview
Let us start with a very very sketchy and necessarily incomplete historical overview in
order to try to explain the scope of these lecture notes.
One simple way to think of the Gaussian Free Field (GFF) is that it is the most natural
and tractable model for a random function defined on either a discrete graph (each vertex
of the graph is assigned a random real-valued height, and the distribution favours configu-
rations where neighbouring vertices have similar heights) or on a subdomain of Rd. We will
refer to these two cases as the discrete GFF and the continuum GFF respectively.
The Gaussian free field, in both its discrete and continuum versions, has been one of
the main building blocks in mathematical physics at least since the early 1970s. Many
of its important features were pointed out and used in a number of seminal works by
Symanzik, Nelson, Brydges, Fro¨hlich, Spencer, Simon and many others. Often these works
were connected with questions originating from Quantum Field Theory – see for instance
[42, 57, 16, 8] or [15] and the references therein. In the theoretical physics community, a
number of later developments (such as Conformal Field Theory – CFT, Liouville Quantum
Gravity – LQG) in the 1980s, used the continuum GFF as an essential building block,
together with a number of other new fundamental ideas, in order to describe aspects of
random systems in two dimensions.
While the discrete GFF is indeed a random function defined on the vertices of a graph,
the continuum GFF is a somewhat more complicated object when d ≥ 2. Indeed, it is not
a random continuous function – it is only a random generalised function. The height of the
GFF at a given point is not well-defined, but the “mean height” of a realisation of the GFF
on some given bounded open set is a well-defined Gaussian random variable. The fact that
the continuum GFF is not proper function is not a problem in CFT or LQG, as in these
theories the focus is put on correlation functions (leading to results on critical exponents
for example) and these turn out to be well-defined. On the other hand, it makes it seem
almost impossible to detect random geometric structures (i.e. random fractal objects) in a
sample of the GFF.
Just before the turn of the century, Oded Schramm [49] constructed Schramm-Loewner
Evolutions (SLE): a family of random curves in the plane providing a direct mathemati-
cal approach to the random geometric objects (random interfaces, random domains) that
appear in these two-dimensional statistical physics questions. This was quite a novel per-
spective. In fact, in order to connect SLE with random fields, it is natural to consider
the “entire” collection of interfaces that are present in the system (not only the particular
interface described by one SLE). This gives rise to the Conformal Loop Ensembles (CLE)
introduced and studied in [53, 55], that can be defined using appropriate generalisations
of SLE.
Another important SLE-related development initiated in [51] – see also [12, 38] – is
that one particular SLE (the SLE4) and one particular CLE (the CLE4) can be directly
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related to the continuum GFF, and interpreted as “level-lines” of this random generalised
function. This led many authors to revisit some of the basic features of the GFF, such as its
Markov property, leading to a novel and alternative understanding of the continuum GFF
in two dimensions.
A central role in some developments around SLE and CLE is played by the so-called
Brownian loop-soup introduced in [30]. This is a random gas of non-interacting Brownian
loops defined in a domain D. The law of the Brownian loop-soup is described by its positive
intensity c; a loop-soup with intensity 2c is then the union of two independent loop-soups
with intensity c. It is also possible to define a discrete analogue of these gases of Brownian
loops: a so called random walk loop-soup. Both in the discrete and the continuum setting
(when d = 2) the loop-soup with intensity c = 1 turns out to be directly connected to the
GFF, while the loop-soup with intensity c = 2 is directly related to uniform spanning trees
(for instance via Wilson’s algorithm). It also turns out – [55] – that letting c vary between 0
and 1 one can construct many CLEs directly as the collection of outer boundaries of clusters
of Brownian loops in a loop-soup.
Some of the striking properties of the random walk loop-soup with c = 1 (the one that
is related to CLE4 and the GFF) correspond to combinatorial type identities that were,
for instance, instrumental in the pioneering works of Brydges, Fro¨hlich and Spencer [8].
Again, one main difference in more recent developments is to use these gases of loops to
construct random geometric objects such as clusters of loops, and not just to compute
relevant interesting quantities.
The goal of these lecture notes is not to go through all the aforementioned items. It
is rather to provide a self-contained introduction to the Gaussian Free Field and its main
properties, with an emphasis on more geometrical aspects (i.e., on some random geometric
sets that can be coupled to the GFF):
• We will start with a gentle introduction to the discrete GFF; we will discuss its
various resampling properties and decompositions. We will then study its spatial
Markov property and the closely related concept of local sets. We will also discuss
features of its partition function, with a special role played by the determinant of
the Laplacian, and its direct relation to random walk loop-soups. There will be
one little detour via the GFF and loop-soups on cable-graphs, as recently worked
out by Titus Lupu, and another via Wilson’s algorithm to construct a uniform
spanning tree.
• We will then move on to the continuum GFF. We will start by explaining what
sort of random object (i.e, generalised function) it actually is, and how to make
sense of various properties that generalise those of the discrete GFF. This can be
somewhat tricky due to the fact that the continuum GFF is not defined pointwise.
In Chapter 4, we will spend some time describing the Markov property and the
important concept of local sets for the continuum GFF.
• In the subsequent chapter, we will focus on the continuum GFF in two dimensions,
and describe some of its special features, such as its relation to SLE4 and CLE4.
In particular, we will describe the main ideas that lead to the construction of the
GFF via a family of nested CLE4 loops: providing a topographic description of
the field. In this chapter, we will try to provide most main ideas for the proofs,
but will not go through all of the technical details (and this chapter should not be
viewed as an introduction to SLE).
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• In the final chapter, we very superficially browse without proofs through some
further related topics, such as the Liouville Quantum Gravity area measure and
its relation to SLE, the GFF with Neumann boundary conditions or the scaling
limit of the uniform spanning tree in two dimensions.
We stress that this is not a comprehensive survey of all the questions related to the GFF
– many important GFF-related questions (such as the question of which discrete models –
other than the discrete GFF – have been shown to give rise to the continuum GFF in the
scaling limit, or the recent developments related to constructive Conformal Field theory)
will not be discussed or addressed.
Some pointers to papers that discuss the results that we do present in the notes are
given at the end of each chapter, but our bibliography is not meant to be a full list of all
the relevant material present in the literature either.

CHAPTER 0
Warm-up
0.1. Conditioned random walks
Let us first recall some features of random walks and Brownian motions (more specifi-
cally, Brownian bridges) that will guide us as we try to construct the Gaussian Free Field.
Reminder 0.1. Recall that when (B(t))t∈[0,1] is a one-dimensional Brownian motion,
then the process (βt := Bt− tB1)t∈[0,1] is called a Brownian bridge. Basic considerations on
covariance functions and Gaussian processes show that the process β is a centred Gaussian
process that is independent of the random variable B1, so that its law can be interpreted
as the law of Brownian motion “conditioned to be equal to 0 at time 1”. The covariance
structure of β is E(βtβs) = t(1− s) when 0 ≤ t ≤ s ≤ 1.
One-dimensional Brownian motion is known to be the scaling limit of a rather large
class of random walks with independent and identically distributed increments (as soon as
the laws of the individual steps of the walks have expectation 0 and variance 1). Similarly,
the Brownian bridge is known to be the scaling limit of a rather large class of random walks,
when they are conditioned to be back at 0 after a large number of steps. For instance:
(1) Choose a path (S(0), . . . , S(N)) with N steps, when N is even, with values in Z,
uniformly from the set SN of walks such that
S(0) = S(N) = 0 and |S(j)− S(j − 1)| = 1 for all 1 ≤ j ≤ N.
Then the law of (S[Nt]/
√
N)t∈[0,1] is known to converge weakly (for the topology
of the sup-norm on the space of real-valued right-continuous functions on [0, 1]) to
the law of the Brownian bridge (here and in the sequel [u] denotes the integer part
of the real number u). Note that SN has N !/((N/2)!)2 elements, as one only needs
to choose the times of the N/2 upwards steps.
Figure 0.1. Linear interpolation of (S(0), S(1), · · · , S(N)), with N = 16.
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(2) Take a symmetric density function h(x) on R such that
∫
xh(x)dx = 0 and∫
x2h(x) = 1, and consider the random vector (S(1), . . . , S(N − 1)) with density
(with respect to Lebesgue measure on RN−1) proportional to
N∏
j=1
h(γj − γj−1)
at (γ1, . . . , γN−1) (with the convention γ0 = γN = 0). Then again, one can show
that the law of (S[Nt]/
√
N)t∈[0,1] converges (in the same sense as above, which
implies in particular the weak convergence of the finite-dimensional distributions)
to the law of the Brownian bridge.
The proofs of these facts are not very difficult, but they do not fall into the scope of the
present lectures. The results do illustrate however that Brownian bridges (and constant
multiples of the Brownian bridge) are indeed natural universal objects describing the fluc-
tuations of a random function f on [0, 1], constrained to satisfy f(0) = f(1) = 1.
Figure 0.2. A Brownian bridge from zero to zero.
Remark 0.2. It is worth noticing that for each given N , the laws of conditioned random
walks of the type (1) or (2) can be viewed as the unique stationary measures of simple Markov
chains on the space of “admissible” paths. For instance, in case (1) and when N ≥ 4, the
natural dynamics on the space SN can be described as follows. When we are given a path γ
in SN , the Markovian algorithm to produce a new path γ′ is:
(a) Choose a point J uniformly at random in {1, . . . , N − 1}. The new path γ′ will then
be equal to γ except possibly at time J .
(b) If γ(J − 1) = γ(J + 1), define γ′ to be equal to γ except at time J , and set
γ′(J) = γ(J − 1)− (γ(J)− γ(J − 1)).
If γ(J−1) 6= γ(J+1) (which means that |γ(J+1)−γ(J−1)| = 2), then keep γ unchanged,
i.e., set γ′ = γ.
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It is then a simple exercise to check that this Markov chain is irreducible, aperiodic and
that the uniform measure on SN is reversible (indeed, if the probability to jump from γ to γ′
when γ′ 6= γ in one step is positive, then it is equal to 1/(N−1), and equal to the probability
to jump from γ′ to γ). Hence the law of the conditioned random walk in case (1) is equal
to the unique stationary law of this Markov chain.
In fact, an even more natural alternative to (b) is to toss a fair coin in the case where
γ(J − 1) = γ(J + 1) in order to decide whether γ′(J) − γ′(J − 1) is equal to +1 or −1.
Again, the uniform measure on SN is the unique stationary measure for this dynamic.
Figure 0.3. Two example steps in the Markov chain. The top figures
illustrate the first possibility described in (b), and the bottom figures the
second. The vertex selected in step (a) is marked with a dot.
Exercise 0.3. Describe a similar natural irreducible Markov chain on the state space
of functions from {1, . . . , N − 1} into R, such that the law described in (2) is an invariant
stationary measure for this chain.
There is one special case of type (2) conditioned walks that is worth highlighting. This
is when one takes h to be the Gaussian distribution function with variance 1 i.e., h(x) =
exp(−x2/2)/√2pi. Then (S(1), . . . , S(N−1)) is a centred Gaussian vector, and its covariance
function is easily shown to be given by
E[S(j)S(j′)] = j(N − j′)/N
when 1 ≤ j ≤ j′ < N . In particular,
E[(S(j)/
√
N)× (S(j′)/
√
N)] = (j/N)× (1− (j′/N)).
Note that in fact, if β = (βt, t ∈ [0, 1]) is itself a Brownian bridge, then the vector
(
√
Nβ(1/N), . . . ,
√
Nβ((N − 1)/N)) is distributed exactly like (S(1), . . . , S(N − 1)). In
this case, the convergence in distribution of the conditioned walk to the Brownian bridge
is then a direct consequence of this observation and of the almost sure continuity of the
Brownian bridge.
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0.2. Concrete examples in the discrete square.
What is the corresponding object describing fluctuations, when instead of considering a
one-dimensional string, one looks at some tambourine skin? In other words, what happens
in the previous cases when one replaces the one-dimensional time-segment [0, 1] by a two-
dimensional set D (that plays the role of the shape of the tambourine), and tries to look at
random functions from D into R?
Let us start with discrete models, defined on grid approximations of D. To be specific,
let us consider N ≥ 2 and define Λ¯N := {0, . . . , N}2 to be the closed N ×N discrete square.
We let ΛN := {1, . . . , N−1}2 be the inside of the square and ∂N := Λ¯N \ΛN be its boundary.
We denote by EN the set of (unoriented) edges that join two neighbouring points (i.e., at
distance 1) in Λ¯N . Let us consider the family of functions f from the discrete square Λ¯N
into R, with the constraint that f is equal to zero on ∂N . Here are some concrete ways to
choose such a function f at random:
(1) Choose f uniformly among the finite set of all integer-valued functions f such that
(a) f = 0 on the boundary of the square, and (b) for any x in {1, . . . , N − 1}2 and
any y neighbouring x (i.e. in Λ¯N and at distance 1 from x), f(x)−f(y) ∈ {−1, 0, 1}.
This is somehow the analogue of the discrete random walk (1) from Section 0.1,
when it is also allowed to stay constant (it is useful to use this variant here in order
to avoid parity constraints due to the boundary conditions).
(2) One can also consider the following continuous analogue: choose a function uni-
formly (i.e., with respect to the Lebesgue measure on RΛN ) in the set of all real-
valued functions f such that for any x in {1, . . . , N−1}2 and any y neighbouring x,
|f(x)− f(y)| ≤ 1 (with the convention that f = 0 on the boundary of the square).
This is the analogue of a discrete random walk bridge, where the steps of the walk
are chosen uniformly in [−1, 1].
(3) More generally: when h is the density function of a symmetric L2 random variable
with zero mean, one can choose f in such a way that the random vector (f(x))x∈ΛN
has density (with respect to Lebesgue measure on R(N−1)2) proportional to∏
e∈EN
h(|∇γ(e)|)
at (γx)x∈ΛN , where here and in the sequel, |∇γ(e)| denotes the absolute value of
the difference between the two values of γ at the two extremities of the edge e. We
use this for vectors (γx)x and functions (f(x))x interchangeably (with the obvious
interpretation).
One way to think about it is that each edge e ∈ EN consists of a little spring (so that the
tambourine skin is actually made of a little trampoline web of springs). Each point x in ΛN
(in the horizontal plane) is allowed to move vertically (in some third direction perpendicular
to Λ¯N ) to the position (x, γ(x)) in three-dimensional space, while the boundary points
x ∈ ∂N are stuck to height 0. The spring on the edge e puts some constraints on the
height-difference between the two extremities of e, and in particular tends to prevent this
difference from being very large.
Just as in the previous one-dimensional case, each of these measures can be viewed as
the stationary measure of some rather simple Markov chain on the state space of functions
from ΛN into R, where at each step of the chain, one resamples the value (height) of the
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Figure 0.4. An illustration when N = 3 and d = 2.
function at at most one site, according to the conditional distribution of that height given
those of its neighbours.
Then, by analogy with the previous one-dimensional case, one would like to argue that
all of these models, when N → ∞ and when appropriately rescaled, do converge to the
same random object, that is some sort of random function from [0, 1]2 into R. For instance,
one can first transform any of these discrete random functions fN on Λ¯N into a function
defined on [0, 1]2 simply by rescaling (and making the function constant on each square):
fˆN (x1, x2) := fN ([Nx1], [Nx2]).
Then, the hope is that for some good choice of sequence N , the law of N fˆN will converge
to that of some “universal random function” f from [0, 1]2 to R.
As we will see very soon, the story turns out to be a little more subtle due to the actual
nature of this universal random function f , but the conjecture is roughly that this should
be correct. Loosely speaking:
Conjecture 0.4. For each of the aforementioned models (1)-(3) of Section 0.2, one
can find a sequence N (actually we will see that in this two-dimensional case N should be
constant) such that in some appropriate sense, N fˆN converges in distribution to a universal
non-trivial random generalised function.
This is actually still a conjecture for most of the examples mentioned above! There exist
a couple of cases where this is known to be true (for instance when h is the exponential of a
uniformly concave function), but for case (1), this is (to our knowledge) an open problem.
In these lectures, we will actually not discuss these universality questions at all. Rather,
we will first focus on the special Gaussian subcase of example (3), for which one can:
• say a lot in the discrete case, which already gives rise to combinatorially very rich
mathematical objects;
• show very easily that (when suitably rescaled), the discrete models converge in
distribution as N →∞ to their counterparts in the continuum.
This particular example is that of the discrete Gaussian Free Field (we will use the
acronym GFF for Gaussian Free Field throughout these notes). This is the case where the
function h(u) is the distribution function of a Gaussian random variable i.e., exp(−u2/2σ2)
for some choice of σ2. So, the discrete GFF is the probability measure on RΛN with density
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at (γx)x∈ΛN a constant multiple of
exp(−
∑
e∈EN
|∇γ(e)|2/(2σ2))
with the convention that γ = 0 on ∂N .
In this case, the obtained random function fN is a centred Gaussian vector. Hence, its
law is fully described via its covariance function, and if one controls this covariance function
well in the limit when N → ∞, one will obtain convergence to some Gaussian object in
the continuum space (with covariances given by limit of the covariances). Hence, we can
determine what the continuous object that we are looking for should be.
The structure of the lectures will be the following. In the next two chapters, we will
define and study some features of this discrete Gaussian free field, focusing especially on
those that will have a natural analogue in the continuum. We will then discuss the definition
of the continuum GFF in an arbitrary number of dimensions and describe some of its
properties. Finally, we will restrict to the case of two dimensions, and survey some of the
special results that hold in this setting.
CHAPTER 1
The discrete GFF
1.1. Definition
1.1.1. Notation. Before defining the discrete GFF, let us first introduce some notation
that we will use throughout these notes. We suppose that d ≥ 1.
When f is a function from Zd into R, we define f(x) to be the average value of f at the
(2d) neighbours of x. In other words,
f(x) =
1
2d
∑
y:y∼x
f(y),
where here and in the sequel,
∑
y:y∼x means that we sum over the 2d neighbours of x in Zd.
Definition 1.1 (Discrete Laplacian – careful, this is not the standard definition).
We define the discrete Laplacian ∆f of f to be the function
∆f(x) := f(x)− f(x).
Remark 1.2. We would like to emphasise that throughout these lecture notes, we are
going to use Definition 1.1 of ∆ to be our discrete Laplacian. This is not the standard
definition that one finds in most textbooks, where the discrete Laplacian is often defined as∑
y:y∼x(f(y)− f(x)) (so it differs by the multiplicative factor 2d).
When D is a subset of Zd, we define its (discrete) boundary
∂D := {x ∈ Zd : d(x,D) = 1} and D := D ∪ ∂D.
We will denote by F(D) the set of functions from Zd into R that are equal to 0 outside
of D. When D is finite and has n elements, then F(D) is of course a real vector space of
dimension n.
When F is a function from D¯ into R (which is not defined outside of D ∪ ∂D) then we
can still define F (x) and ∆F (x) for all x ∈ D just as before.
We define the set ED¯ to be the set of edges of Zd such that at least one end-point
of the edge is in D. For each F ∈ F(D) and each unoriented edge e ∈ ED¯, we define
|∇F (e)| := |F (x)−F (y)| as before, where x and y are the two endpoints of e. Note that to
decide about the sign of ∇F , we would need to consider oriented edges, but that |∇F (e)|
and its square do not depend on the orientation of e. Similarly, when F1 and F2 are in
F(D), we can define unambiguously the product ∇F1(e)×∇F2(e). Finally, when D is finite
we define
ED(F ) :=
∑
e∈ED¯
|∇F (e)|2.
This quantity (or half of this quantity) is often referred to as the Dirichlet energy of the
function F .
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Figure 1.1. A domain D ⊂ Z2, formed by taking all z ∈ Z2 that lie inside
a domain Ω ⊂ R2 (the boundary of Ω is represented by the dotted line).
Solid discs represent points of D, and open discs points of ∂D. Each edge
in ED¯ is depicted as a “spring”.
1.1.2. Definition via the density function.
Definition 1.3 (Discrete GFF via its density function). The discrete GFF in D with
Dirichlet boundary conditions (also sometimes referred to as zero boundary conditions) on
∂D is the centred Gaussian vector (Γ(x))x∈D whose density function on RD at (γx)x∈D is
a constant multiple of
exp(−1
2
× ED(γ)
2d
) = exp(−1
2
× 1
2d
∑
e∈ED¯
|∇γ(e)|2)
with the convention that γ = 0 on ∂D.
Remark 1.4. We use the notation (γx)x∈D rather than (γ(x))x∈D to distinguish it as
a fixed vector. The quantity |∇γ(e)| when e has endpoints {x, y} is equal to |γx − γy|.
Note that by definition (γx)x∈D 7→ ED(γ) is a bilinear form, and it is also positive definite
(indeed if ED(γ) is 0, it means that |∇γ(e)| = 0 on all edges, so that γ is identically 0).
Thus, the exponential above is indeed a multiple of the density function of some Gaussian
vector on RD, and this definition makes sense.
Remark 1.5. We could also introduce a positive parameter σ to the model, in order to
heuristically describe the “stiffness” of springs associated with the edges in ED¯. This would
lead us to consider the random field with density function instead given by a multiple of
exp(−1
2
× ED(γ)
2dσ2
).
The random process (Γ(σ)(x))x∈D obtained in this way is clearly equal in distribution to
(σΓ(x))x∈D.
Recall that the law of a centred Gaussian vector is completely determined by its covari-
ance function. It will turn out that the covariance function of the Gaussian Free Field is
very nice, and we will come back to this later.
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1.1.3. Resampling procedure and consequences. Suppose that x is a given point
in D. What is the conditional distribution of Γ(x) given (Γ(y))y∈D\{x}? An inspection of the
density function of Γ shows that the conditional distribution of Γ(x) given (Γ(y))y∈D\{x} =
(h(y))y∈D\{x} has a density at (γx)x∈D that is proportional to
exp
(− 1
2× (2d)
∑
y:y∼x
|γx − h(y)|2
)
.
Expanding this sum over y, we get that this is equal to
exp(−1
2
(γx − h(x))2)
times some normalising function that depends only on h. In other words, this conditional
law is that of the Gaussian distribution N (h(x), 1).
A first feature worth stressing (which is due to the interaction via nearest-neighbours
only) is that this conditional distribution depends only on the values h(y) at the neighbours
y of x. A second feature is that in fact, the conditional law of Γ(x) − h(x) is a standard
normal Gaussian (for all choices of h(x)). This means that, for all x, Γ(x) − Γ(x) is a
standard Gaussian random variable that is independent of (Γ(y))y∈D\{x}. This fact has a
number of important consequences.
A first consequence is that it indicates what the natural Markov chain (on the space
of functions) is, for which the law of the GFF is stationary. For this chain, the Markovian
step can be described as follows: if we are given a function h in F(D), then we choose a
point x ∈ D uniformly at random, and replace the value of h(x) by h(x) +N where N is a
standard Gaussian random variable.
A second consequence is that it allows us to derive immediately some interesting prop-
erties of the covariance function of Γ. For all x and y in D, let us denote this covariance
function by
Σ(x, y) = Σx(y) := E[Γ(x)Γ(y)].
In this way, one can view for each given x, y 7→ Σx(y) as a function in F(D).
Then, when x 6= y are both in D,
Σx(y) = E[Γ(x)Γ(y)]+E[Γ(x)(Γ(y)−Γ(y))] = E[Γ(x)Γ(y)] = 1
2d
∑
z:z∼y
E[Γ(x)Γ(z)] = Σx(y).
Similarly,
Σx(x) = E[Γ(x)Γ(x)] = E[Γ(x)Γ(x)] + E[(Γ(x)− Γ(x))Γ(x)]
= (2d)−1
∑
z:z∼x
E[Γ(z)Γ(x)] + E[(Γ(x)− Γ(x))2] + E[(Γ(x)− Γ(x))Γ(x)]
= Σx(x) + 1 + 0.
In other words, the function Σx satisfies
∆Σx(y) = −1{y=x}
for all y in D. Note that (for each given x) this provides as many linear equations as there
are entries for Σx(·) (both sets have the cardinality of D). As we will see in a moment,
these equations are clearly linearly independent, so that these relations fully determine Σx.
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1.1.4. The discrete Green’s function. The previous analysis leads us naturally to
quickly review and browse through some basic definitions and properties related to the
discrete Laplacian and the discrete Green’s function.
The discrete Laplacian. Recall that for all F ∈ F(D), we defined for x ∈ D,
∆F (x) :=
1
2d
∑
y:y∼x
(F (y)− F (x)) = F¯ (x)− F (x)
By convention, we will denote by ∆DF the function that is equal to ∆F in D and is equal
to 0 outside of D (mind that here we do not care about the value of ∆F outside of D, in
particular on ∂D). Again, we stress that this is not the most standard definition of the
discrete Laplacian (our definition is 1/(2d) times the usual one).
Clearly, we can then view ∆D as a linear operator from F(D) into itself. It is easy to
check that ∆D is injective using the maximum principle: if ∆DF = 0, then choose x0 ∈ D
so that F (x0) = maxx∈D F (x), and because ∆DF (x0) = 0, this implies that the value of
F on all the neighbours of x0 are all equal to F (x0). But then, this also holds for all
neighbours of neighbours of x0. Eventually, since D is finite, this means that we will find
a boundary point y for which F (y) = F (x0). Since F = 0 on the boundary, it follows that
maxx∈D F (x) = F (x0) = 0. Applying the same reasoning to −F , we conclude that F = 0
in D.
Hence, ∆D is a bijective linear map from the vector space F(D) into itself. One can
therefore define its linear inverse map: for any choice of function u : D → R, there exists
exactly one function F ∈ F(D) such that ∆DF (x) = u(x) for all x ∈ D.
If we apply this to the previous analysis, it shows that indeed, y 7→ Σx(y) is the unique
function in F(D) such that its Laplacian ∆D in D is the function y 7→ −1{y=x}. As we will
see in a moment, this function has a name...
The Green’s function. Let (Xn)n≥0 be a simple random walk in Zd, with law denoted
by Px when it is started at x. Let τ = τD := inf{n ≥ 0 : Xn /∈ D} be its first exit time from
D.
Definition 1.6 (Green’s function). We define the Green’s function GD in D to be the
function defined on D ×D by
GD(x, y) := Ex
[τ−1∑
k=0
1{Xk=y}
]
.
By convention, we will set GD(x, y) = 0 as soon as one of the two points x or y is not in
D. It is sometimes convenient to reformulate this definition in a more symmetric way that
highlights that GD(x, y) = GD(y, x):
GD(x, y) = Ex
[∑
k≥0
1{Xk=y,k<τ}
]
=
∑
k≥0
Px(Xk = y, k < τ)
=
∑
k≥0
#{paths x→ y in k steps within D} ×
[ 1
2d
]k
and this last expression is clearly symmetric in x and y (the number of paths from x to y
with k steps in D is equal to the number of paths from y to x with k steps in D).
Let us now explain why the following result holds.
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Proposition 1.7. The Green’s function GD is the inverse of −∆D, and it is equal to
Σ.
Proof. We will use a slightly convoluted, but hopefully instructive, strategy to prove
this (see the remark below for a more direct approach). The idea is that the Markov
property of the simple random walk immediately enables us to determine the Laplacian of
the function gD,x(·) = GD(·, x) in D (note that gD,x ∈ F(D), as gD,x is equal to zero outside
of D). Indeed, we have that for all y 6= x in D, ∆DgD,x(y) = 0, simply because
GD(y, x) = Ey
[∑
k≥1
1{Xk=x,k<τ}
]
=
∑
z:z∼y
1
2d
GD(z, x),
where we have used the Markov property at time 1 in the first identity. Also, the very same
observation (but noting that at time 0, the random walk starting at x is at x) shows that
∆DgD,x(x) = −1. Hence, gD,x is a function in F(D) satisfying
∆DgD,x(y) = −1{x=y}
for all y in D. Since ∆D is a bijection of F(D) onto itself, the function gD,x is in fact the
unique function in FD with this property. We therefore conclude that for all x and y in D,
Σ(x, y) = GD(x, y).

Remark 1.8. For the record, let us also mention that there is a two-line proof of the fact
that GD is the inverse of −∆D, that does not rely on any of our previous considerations.
Note that the matrix PD := I + ∆D is the transition matrix of the simple random walk on
Zd, when restricted to D, since PD(x, y) corresponds to the probability to jump from x to y.
Let us label the n points of D by {x1, . . . , xn}, so that we can view (and we will use this type
of notation on numerous occasions in these notes) the functions GD, −∆D and Σ defined
on D ×D as n× n matrices. Then, it is clear that for all k ≥ 0,
Px[Xk = y, k < τ ] = (PD)
k(x, y),
where (PD)
k is the k-th power of the matrix PD. Hence,
GD(x, y) =
∑
k≥0
(PD)
k(x, y)
from which it follows that GD is equal to the inverse of (I − PD), that is, −∆D.
This provides the following equivalent definition of the discrete Gaussian Free Field:
Definition 1.9 (Discrete GFF via the covariance function). The discrete Gaussian
Free Field in D with Dirichlet boundary conditions on ∂D is the centred Gaussian process
(Γ(x))x∈D with covariance function GD(x, y) on D ×D.
Remark 1.10. We see that, as opposed to the first definition, this second equivalent
definition actually also works when D is infinite, so long as GD is well-defined. That is,
as long as the random walk in D, killed when it reaches ∂D, is transient. In other words,
the definition can also be used for any infinite subset of Zd when d ≥ 3 (because the simple
random walk on Zd is transient), or for any infinite subset D 6= Zd when d = 1, 2.
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Remark 1.11. The two definitions are equivalent. It is a matter of taste whether one
prefers to use the more hands-on (and maybe more intuitive) approach via density func-
tions or the slightly more general setting of Gaussian processes, when one wants to derive
properties of the GFF.
1.2. Informal comments about the possible scaling limit
In this section, we use the above definition of the discrete Gaussian free field to formulate
some heuristics about how a “continuum Gaussian free field” on a subset of Rd could be
defined. This section is non-rigorous, and can be viewed as an appendix to the warm-up
chapter. It serves only as an appetiser to the actual study of the continuum GFF later on.
Suppose that Ω is some open subset of Rd for d ≥ 1. The idea is to approximate
the continuum process (Γ(x))x∈Ω that we would want to define, using the GFF on a fine
grid approximation of Ω. For each positive δ, one can for instance define D˜δ = δZd ∩ Ω
and Dδ = δ
−1D˜δ = Zd ∩ (δ−1Ω) so that D˜δ is a subset of the fine grid δZd, which is a
good approximation to Ω, and Dδ is its (1/δ) blow-up: a subset of Zd. We can therefore
define the GFF Γδ on Dδ as in the previous section, and a GFF Γ˜δ on D˜δ by setting
Γ˜δ(x) = Γδ(xδ
−1). In other words, Γ˜δ is a GFF on the grid approximation D˜δ of Ω in δZd,
normalised in such a way that the variance of the difference between Γ˜δ(x) and the mean
value of its 2d neighbours in D˜δ is equal to 1 for all x ∈ D˜δ.
We can extend this random function Γ˜δ to all of Rd by (for instance) choosing Γ˜(y) =
Γ˜(x) for all y = (y1, . . . , yd) ∈ [x1, x1 + δ)× . . .× [xd, xd + δ) when x ∈ δZd.
Now the philosophy is the following: when a centred Gaussian process converges in law
(which is exactly when all its finite-dimensional distributions converge), then the limiting
law is bound to be a centred Gaussian process as well, and the covariances of the limit are
the limits of the covariances.
Exercise 1.12. Let V be a finite set and let (Γn(x))x∈V be a centred Gaussian process for
every n ∈ N with E[Γn(x)Γn(y)] =: Σn(x, y). Suppose that for every x, y ∈ V , Σn(x, y) →
Σ(x, y) for some positive definite bilinear form Σ : V × V → R. Show that Γn converges in
distribution to Γ: the centred Gaussian process (Γ(x))x∈V with covariance matrix Σ
So, it is natural to look at what happens to the covariance function of Γ˜δ as δ → 0. Let
us collect here some observations and facts, leaving out any detailed proof:
(1) When x 6= y in Ω, then it turns out that as δ → 0,
GDδ(xδ
−1, yδ−1) ∼ δd−2GΩ(x, y),
where GΩ(x, y) is some positive function of x and y (called the continuum Green’s
function, but we will not discuss this here). The main point to note is that this
quantity converges when d = 2, but tends to 0 when d > 2. A simple way to
understand the formula above is to note that the mean number of steps spent by
the random walk before exiting a compact portion of Ω is of the order of δ−2 (this
2 comes from the central limit theorem renormalisation). On the other hand, in
expectation, this time is spread rather regularly among all points y (when y is not
too close to x), and the number of such points y is of the order of δ−d. Hence, we
should not be surprised by the coefficient δd−2.
(2) As a consequence, when d = 2, we see that the covariances converge to something
non-trivial without any rescaling. In other words, one would like to simply take
1.3. VARIATIONS ON THE MARKOV PROPERTY 17
the limit of (Γ˜δ(x))x∈Ω to define the continuum GFF in Ω. We already see that
such a limit is unlikely to be a continuous function (which will be why we refer to
it as the “continuum Gaussian free field” – this name coming from the fact that
it is defined in the continuum), because the variance of the difference between the
values of Γ˜δ at two points that are δ apart in Ω will be of order 1, and in particular
will not go to 0. In fact, E[(Γ˜δ(x))2] will grow like log(δ) as δ → 0: see Exercise
1.23 for an example.
(3) When d ≥ 3, things are even worse! In order to get a limit for the covariance func-
tion, point (1) implies that we need to rescale Γ˜δ and to look instead at δ
1−d/2Γ˜δ.
This time, it means that the variance between the value of δ1−d/2Γ˜δ at a point x
and its mean-value among the 2d neighbours of x in D˜δ is not only going to stay
positive as δ → 0, but will actually blow up. Hence, the stiffness of the springs in
our intuitive picture is going to vanish quickly as δ → 0. It therefore seems that in
the limit, any obtained process must be unbounded everywhere, and equal to ±∞
simultaneously at each point of Ω!
(4) We finally observe that for x ∈ Ω the variance of δ1−d/2Γ˜δ(x) tends to infinity
as δ → 0 (when d = 2, this follows from recurrence of random walk in Z2). So,
any limiting process cannot possibly be defined as a random function, as it would
then be a centred Gaussian with infinite variance. We could try to fix this by
renormalising Γ˜δ by some constant (δ), so that the variance of (δ)Γ˜δ(x) converges
to something finite, and the process has a proper Gaussian limit. However, the
covariance function of the limit would then be 0 on {(x, y) ∈ D × D, x 6= y},
so that the limiting process would consist of a collection of independent Gaussian
random variables (one for each point in the domain D). This is clearly not the
interesting process that we are looking for!
As we shall see, in a later chapter, the proper way to define the Gaussian free field in
the continuum will be to view it as a random generalised function rather than as a normal
(point-wise defined) function.
In the remainder of this chapter and in the next chapter, we will actually continue to
focus on aspects of the discrete GFF. These will turn out to have natural counterparts for
the continuum GFF later on.
1.3. Variations on the Markov property
Now we would like to ask: is there an analogue of the Markov property for the simple
random walk that extends to the setting of the discrete GFF? In this section we will use
the more hands-on definition of the GFF via density functions, as it provides a little more
insight. However the Gaussian process setting is also very well suited to elegantly derive
some of the Markovian properties that we discuss here.
We remark at this point that in the previous sections we did define the discrete GFF in
any finite subset of Zd (i.e., we did not assume this set to be connected).
1.3.1. The GFF with non-zero boundary conditions. In view of our intuitive
description of the GFF, it is natural to generalise our definition to the case of non-zero
boundary conditions. More precisely, suppose that f is some given real-valued function
defined on ∂D. Then, the definition of the GFF via its density function can be extended as
follows:
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Figure 1.2. A simulation of Γ˜δ on a square.
Definition 1.13 (Discrete GFF with non-zero boundary conditions, via its density
function). The discrete GFF in D with boundary condition f on ∂D is the Gaussian vector
(Γ(x))x∈D whose density function on RD at (γx)x∈D is a constant multiple of
exp(−1
2
× ED(γ)
2d
),
with the convention that γ = f on ∂D. Note that the values of f on ∂D are implicitly used
in the expression of ED(γ) via the terms |∇γ(e)| for those edges e ∈ ED¯ having one endpoint
in ∂D.
In other words, instead of fixing the height of Γ on ∂D to be 0, we now fix it to be f .
Then Γ is still a Gaussian process, but it is not necessarily centred
Let us now make a few simple comments. A first, obvious, observation is that when f
is constant and equal to c on ∂D, then if (Γ(x))x∈D is a GFF with boundary condition f ,
(Γ(x)− c)x∈D is a GFF with Dirichlet boundary conditions. A second immediate observa-
tion, that can be deduced directly from the expression of the density function for Γ is the
following: suppose that (Γ(x))x∈D is a GFF in D with boundary condition f on ∂D and
that O is some given subset of D. Then, the conditional law of (Γ(x))x∈O given (Γ(x))x/∈O
will be a GFF in O with boundary conditions given by the (random) function fO on ∂O
that is equal to the observed values of Γ on ∂O. We can rephrase this in a form that will
be reminiscent of the simple Markov property of random walks, except that one replaces
the time-set [0, t] by the subset O of D:
Proposition 1.14 (Markov property, version 1). The conditional law of (Γ(x))x∈O
given that (Γ(x))x/∈O is equal to (f(x))x/∈O is that of a GFF in O with boundary condition
f |∂O.
From this we see why it is so natural to consider the GFF with non-zero boundary
conditions.
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Figure 1.3. The left-hand side is an example of D ⊂ Z2 and O ⊂ D, where
the vertices of D \ O are marked with a cross, and the vertices of O are
marked with a disc. The edges of Z2 joining two points in D are represented
by solid lines, and the edges with one endpoint in D and one endpoint in
∂D are represented by dotted lines. The right-hand side illustrates O, where
here solid lines are edges joining two vertices in O and dotted lines are edges
with one endpoint in O and one endpoint in ∂O. The Markov property says
that if Γ is a GFF on the left graph, and we are given the values of Γ “on
the crosses”, then Γ restricted to the right graph has the law of a GFF in
that graph with non-zero boundary conditions.
Reminder 1.15. Let us also recall the following very elementary fact: when F1 and F2
are two real-valued functions defined on Zd and with finite support, then if we define
(F1, F2) =
1
2
× 1
2d
×
∑
x∈Zd
∑
y∈Zd,y∼x
(F1(y)− F1(x))(F2(y)− F2(x))
we have
(F1, F2) =
1
2d
×
∑
x∈Zd
∑
y:y∼x
[−F1(x)(F2(y)− F2(x))]
= −
∑
x∈Zd
F1(x)∆F2(x) = −
∑
x∈Zd
F2(x)∆F1(x),
where we have deduced the last equality by symmetry.
In particular if for some B ⊂ D, F1 is equal to 0 outside of B and F2 is harmonic in B
(meaning that ∆F2(x) = 0 for all x ∈ B), then the product F1(x)∆F2(x) is zero everywhere,
so that (F1, F2) = 0 and
(1) (F1, F1) + (F2, F2) = (F1 + F2, F1 + F2).
We will also use the following definition: when f is a real-valued function defined on
∂D, we define the harmonic extension F of f to D to be the unique function defined in
D ∪ ∂D such that F = f on ∂D and ∆F = 0 in D.
Proposition 1.16. If (Γ(x))x∈D is a GFF with Dirichlet boundary conditions in D, and
if F is the harmonic extension to D of some given function f on ∂D, then (Γ(x)+F (x))x∈D
is a GFF in D with boundary condition f on ∂D.
Equivalently, one can of course restate this as:
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Proposition 1.17 (Markov property, version 2). If (Γ(x))x∈D is a GFF in D with
boundary conditions f on ∂D, and if F is the harmonic extension to D of f , then (Γ(x)−
F (x))x∈D is a GFF in D with Dirichlet boundary conditions.
Hence, the Gaussian vector (Γ(x))x∈D is characterised by its expectation (F (x))x∈D and
its covariance function Σ(x, y) = GD(x, y). The effect of the non-zero boundary conditions
is only to tilt the expectation of the GFF, but it does not change its covariance structure.
Proof of Proposition 1.17. The proof is an immediate consequence of the equation
(1). Let us consider a GFF Γ in D with Dirichlet boundary conditions, and let F be the
harmonic extension of f to D. Then if we define Γ˜ = F +Γ, by a simple change of variables,
Γ˜ will have a density at (γx)x∈D which is a multiple of
exp(−(γ − F, γ − F )),
with the convention that γ = f on ∂D. This (given that F is deterministic, and using (1))
is a multiple of
exp(−(γ, γ)) = exp(−1
2
× ED(γ)
2d
)
(using the same convention on γ), so that Γ is indeed a GFF in D with boundary conditions
f on ∂D. 
Let us now introduce some notation that we will be using quite a lot. Suppose that Γ
is a GFF in a finite subset D of Zd with boundary conditions given by some real-valued
function f on ∂D. Suppose that B is some finite subset of D. We define O = O(B) := D\B
and then define the following two new processes:
Definition 1.18. (The processes ΓB and Γ
B)
• (ΓB(x))x∈D is the process that is equal to Γ in B and in O(B), it is defined to be
the harmonic extension to O of the values of Γ on ∂O. So the process ΓB can be
constructed in a deterministic way given f and the values of Γ on B.
• The process (ΓB(x))x∈D is then defined to be equal to Γ− ΓB. Clearly, ΓB(x) = 0
as soon as x /∈ O, and ΓB + ΓB = Γ.
Combining our previous observations readily implies the following alternative statement
of the Markov property:
Proposition 1.19 (Markov property, version 3). The processes ΓB and Γ
B are inde-
pendent, and ΓB is a GFF in O = D \B with Dirichlet boundary conditions.
One main feature in the statement above is the independence of ΓB from ΓB, i.e., that
fact that ΓB does not depend on the values of Γ in B. Another equivalent way to reformulate
this result is therefore that conditionally on (Γ(x))x∈B, the conditional law of (Γ(x))x∈D\B
is that of a GFF in D \B with boundary conditions given by the values of Γ on ∂(D \B).
Note that the special case where D\B is a singleton point {x} is exactly the resampling
property of the GFF that we mentioned earlier: the conditional law of the GFF at x given
its values at all other points is equal to a Gaussian random variable with variance 1 and
mean given by the mean value of the GFF at the neighbours of x.
Remark 1.20. Since ΓB and Γ
B are independent, and since we know that the covariance
functions of Γ and ΓB are GD and GO respectively, we get that
GD(x, y) = E[Γ(x)Γ(y)] = E[ΓB(x)ΓB(y)] + E[Γ
B(x)ΓB(y)] = E[ΓB(x)ΓB(y)] +GO(x, y),
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so that the covariance function of ΓB is
E[ΓB(x)ΓB(y)] = GD(x, y)−GO(x, y)
for all x, y in D.
1.3.2. Deterministic and algorithmic discoveries of the GFF. Suppose that Γ
is a GFF in D with Dirichlet boundary conditions. We are going to iteratively apply the
Markov property described in the previous section in order to discover the values of the
GFF in D one by one. More precisely, suppose that D = {x1, . . . , xn}, and for each j,
define Bj = {x1, . . . , xj} and Oj = {xj+1, . . . , xn}. The discovery then proceeds as follows:
• We first discover Γ(x1). This is a centred Gaussian random variable with vari-
ance GD(x1, x1). We can therefore write it as N1 ×
√
GD(x1, x1) where N1 is a
centred Gaussian variable with variance 1. Note that ΓB1 is a GFF in O1 that is
independent of Γ(x1).
• We then discover ΓB1(x2). Given that we already know Γ(x1) and therefore the
function ΓB1 , we can then recover Γ(x2) = Γ
B1(x2) + ΓB1(x2). Since Γ
B1(x2) is
a centred Gaussian random variable with variance GO1(x2, x2), we can write it as
N2×
√
GO1(x2, x2). The Markov property ensures that N2 and N1 are independent.
Note that at this point we know Γ(x1) and Γ(x2), and can therefore determine the
whole function ΓB2 .
• We then discover ΓB2(x3), which allows us to recover Γ(x3) = ΓB2(x3) + ΓB2(x3),
and continue iteratively.
In this way, we discover n independent identically distributed centred Gaussian random
variables N1, . . . , Nn, and these n variables fully describe the GFF Γ.
Exercise 1.21. Conclude that we can write
Γ(·) =
n∑
j=1
Nj ×
√
GOj−1(xj , xj)× vj(·)
for some functions (vj)1≤j≤n. Describe explicitly the form of these functions.
In this way, we have constructed the n-dimensional Gaussian vector Γ as a linear combi-
nation of n independent Gaussian variables (which we can of course always do for Gaussian
vectors – there is nothing special happening here, see Exercise 1.22 below). Notice that if
we had chosen another exploration order for D, then we would have obtained a different
decomposition of Γ (in fact, corresponding to a different choice of orthonormal basis for
the bilinear form (·, ·) from Reminder 1.15) . So, in a way, the iterative discovery of the
GFF that we just described corresponds to the usual way to find an orthogonal basis for a
positive definite bilinear form.
In fact, there is an interesting probabilistic variant that is worth highlighting here. It
is actually possible to use some other kind of algorithm in the above exploration, that
will make us discover the points of D in a random order. We will not give an abstract
definition here of what such algorithmic discoveries are, but we will rather illustrate it with
concrete examples. For instance, suppose that as before x1, . . . , xn is some deterministic
labelling of the n points of D. We could instead discover the GFF at these n points in
an order x˜1, . . . , x˜n described as follows. After having discovered Γ(x1), we know that the
conditional law of ΓB1 is that of a GFF in O1 (and that this process is in fact independent of
Γ(x1)). So, if we would then like to discover the GFF Γ
B1 , we could actually use information
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that was revealed when we discovered Γ(x1) to decide on an ordering of the points in O1.
For example, we could choose the point x˜2, depending on the sign of Γ(x1): for instance,
by deciding that x˜2 is x2 if Γ(x1) is positive, and that x˜2 = x3 otherwise. We could then
choose x˜3 to be x4 if Γ(x1) + Γ(x˜2) ∈ [0, 1] and x˜3 = x5 otherwise, and so on. Moreover,
we are clearly allowed to use additional randomness (that is not generated by Γ) in our
exploration mechanism. For instance, we could have chosen x˜1 uniformly at random in D.
In all such explorations, a simple iteration argument shows that for all j < n, if we define
the random sets
B˜j := {x˜1, . . . , x˜j} and O˜j = D \ B˜j ,
then the conditional law of Γ restricted to O˜j , given B˜j and the values of Γ on B˜j , is the
law of a GFF in O˜j with boundary conditions given by the values of Γ on ∂O˜j .
Finally we observe that for each j, the set B˜j can take only finitely many (or countably
many if D is infinite) values. Hence the previous statement can be rephrased as follows: for
any given finite B with j elements, the GFF ΓB is independent of the filtration generated
by the event {B = {x˜1, . . . , x˜j}} and ΓB.
Exercise 1.22. Suppose that V is a finite dimensional real vector space equipped with
a positive definite inner product (·, ·). Let µ be the law of a random variable, whose density
with respect to Lebesgue measure dv on V is proportional to e−(v,v)/2. Show that for any
deterministic orthonormal basis (f1, · · · , fn) of V with respect to (·, ·), if (α1, · · · , αn) are
i.i.d N (0, 1) random variables, then
(2)
n∑
i=1
αifi
has law µ. Show that µ is the unique law such that if X ∼ µ then (X, v) ∼ N (0, (v, v)) for
any fixed v ∈ V .
Exercise 1.23. Consider the subset ΛN = [1, N −1]× [1, N −1] of Z2 for N ∈ N. Show
that for suitable (m1,m2) ∈ N2
ψm1,m2(x1, x2) = sin(
pi
N
x1m1) sin(
pi
N
x2m2)
is an eigenvector of ∆ΛN , and determine its eigenvalue. Use this to write an expression for
a Gaussian free field in ΛN with Dirichlet boundary conditions, as a sum of the form (2),
where the fi’s are multiples of an appropriate collection of the ψm1,m2’s. For a challenge:
use this to show that GDN ((N/2, N/2), (N/2, N/2))  logN as N →∞.
Exercise 1.24 (The classical infinite dimensional example: Brownian motion.). Con-
sider the space L2[0, 1] of square integrable functions from [0, 1] to R equipped with the usual
inner product (f, g) =
∫
f(x)g(x) dx. Suppose that (fi; i ≥ 1) are an orthonormal basis of
L2([0, 1]) and that we have an infinite sequence (αi; i ≥ 1) of independent N (0, 1) random
variables defined on some probability space (Ω,F , P ). Show that
W (n)(·) =
n∑
i=1
αi(I[0,·], fi)
converges (as an element of L2[0, 1]) in L2(P ) to a random variable W (·) and that W is a
centred Gaussian process with E[W (s)W (t)] = s ∧ t for every s, t ∈ [0, 1]. In other words,
W is a Brownian motion on [0, 1] and we have the decomposition W (·) = ∑∞i=1 αi(I[0,·], fi).
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1.3.3. Local sets of the GFF. Inspired by the previous examples of algorithmic
discoveries of a GFF, we are now going to introduce a more abstract class of random
subsets of D that are coupled with the GFF, and for which one can generalise the simple
Markov property. In other words, we will define a class of random sets that are the GFF
analogue of stopping times for random walks.
Suppose that D is a finite fixed subset of Zd and that Γ is a GFF in D. We will use
the notation B for deterministic subsets of D, and continue to write ΓB and Γ
B as before.
Recall that the simple Markov property of the GFF states that for any deterministic B, ΓB
is a GFF in D \B that is independent of ΓB.
Definition 1.25 (Local sets). When a random set A ⊂ D is defined on the same
probability space as a discrete GFF Γ on D, we say that the coupling (A,Γ) is local if
for all fixed B ⊂ D, the GFF ΓB in D \ B is independent of the σ-field generated by
(ΓB, {A = B}).
Note that this is a property of the joint distribution of (A,Γ). Sometimes, this property
is referred to by saying that “A is a local set of the free field Γ” but we would like to stress
that this definition does not imply that A is a deterministic function of Γ; the σ-algebra on
which the coupling is defined can be larger than σ(Γ). For instance, if A is a random set
that is independent of Γ, then the coupling (A,Γ) is clearly local.
A simple criteria implying that a random set is local is the following.
Proposition 1.26. If for all fixed B ⊂ D, the event {A = B} is measurable with respect
to the field generated by ΓB, then A is local.
Proof. Indeed, if the criteria is satisfied, then the σ-field generated by (ΓB, {A = B})
is just the σ-field generated by ΓB, which is independent of that generated by Γ
B by the
simple Markov property. 
Here are two instructive examples that we can keep in mind for later on:
(1) Let D = {1, 2, . . . , n} ⊂ Z, so that the GFF with Dirichlet boundary conditions on
D can be viewed as a Gaussian random walk conditioned to be back at the origin
at time n + 1. Suppose that x ∈ {1, . . . , n} is chosen uniformly at random and
independently of Γ. Then, let
y+ := max{y ≥ x : Γ(z)× Γ(x) > 0 ∀x ≤ z ≤ y};
y− := min{y ≤ x : Γ(z)× Γ(x) > 0 ∀y ≤ z ≤ x}.
Roughly speaking, the set A = [y− − 1, y+ + 1] can be interpreted as an excursion
of Γ above or below 0. It is then a simple exercise to check that A is a local set
(using a mild variation of the criteria above).
(2) We can do exactly the same when D ⊂ Zd for d > 1: First choose x at random
independently of Γ, and let E be the connected component containing x of the set
of points y in D such that Γ(y)Γ(x) > 0. Then A := E ∩ D will be a local set
of Γ (note that, on the other hand, E ∩D is not a local set, unless the connected
components of D are singletons).
Let us also remark that if (A,Γ) is a local coupling, then for any B ⊂ B′ (since one
can decompose ΓB further into ΓB = (ΓB)B
′\B + (ΓB)B′\B so that (ΓB)B
′\B = ΓB′), the
GFF ΓB
′
is independent of (ΓB′ , 1A=B). In particular, the GFF Γ
B′ is independent of the
σ-field generated by ΓB′ and the event {A ⊂ B′}. We will use this fact in the proof of the
following lemma:
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Lemma 1.27. Suppose that (A1,Γ) and (A2,Γ) are two local couplings (with the same
GFF and on the same probability space) such that conditionally on Γ, the sets A1 and A2
are independent. Then, (A1 ∪A2,Γ) is a local coupling.
It is worthwhile stressing the fact that the conditional independence assumption cannot
be dispensed with. Consider for instance the case where d = 1, D = {−1, 0, 1} and where ξ
is a random variable independent of Γ with P (ξ = 1) = P (ξ = −1) = 1/2. Then we define
A1 = {ξ} and A2 = {ξ×sgn(Γ(0))}. Clearly, A1 is independent of Γ, and A2 is independent
of Γ, so that (A1,Γ) and (A2,Γ) are both local couplings. Yet, (A1 ∪ A2,Γ) is not a local
coupling (because Γ(0) is positive as soon as A1 ∪A2 has only one element).
Proof. Let U and V denote measurable sets of RD. Then, writing B = B1 ∪ B2 for
any B1 and B2 (again omitting reference to D in the following to simplify notation),
P
[
ΓB ∈ U, ΓB ∈ V , A1 = B1, A2 = B2
]
= E
[
P (ΓB ∈ U, ΓB ∈ V , A1 = B1, A2 = B2 | Γ)
]
= E
[
1{ΓB∈U,ΓB∈V }P (A1 = B1, A2 = B2 | Γ)
]
= E
[
1{ΓB∈U,ΓB∈V }P (A1 = B1 | Γ)P (A2 = B2 | Γ)
]
where the last line follows from the assumption of conditional independence. However we
know that ΓB is independent of (ΓB, 1A1=B1) (since B1 ⊂ B), from which it follows that
P (A1 = B1 | Γ) = P (A1 = B1 | ΓB)
is a measurable function of ΓB, and that the same is true for P (A2 = B2 | Γ). Hence, since
ΓB and Γ
B are independent, we have
P
[
ΓB ∈ U, ΓB ∈ V , A1 = B1, A2 = B2
]
= P (ΓB ∈ U)× P
[
ΓB ∈ V , A1 = B1, A2 = B2
]
If we now fix B and sum over all B1 and B2 such that B1 ∪B2 = B, we conclude that
P
[
ΓB ∈ U, ΓB ∈ V , A1 ∪A2 = B
]
= P (ΓB ∈ U)× P
[
ΓB ∈ V , A1 ∪A2 = B
]
.
This is sufficient to deduce that ΓB is independent of the σ-algebra generated by ΓB and
by the event {A1 ∪A2 = B} (because this σ-algebra is generated by the family of events of
the type {ΓB ∈ V,A1 ∪A2 = B} which is a family that is stable under finite intersections).
Hence, (A1 ∪A2,Γ) is a local coupling. 
Remark 1.28. The following simple example shows that not all local sets can be dis-
covered in an algorithmic way. Consider D = {1, 3, 5} ⊂ Z. The GFF in D therefore
consists of three independent centred Gaussian random variables Γ(1),Γ(3) and Γ(5) with
variance 1. We denote their respective signs by σ(1), σ(3) and σ(5). We will use some
extra randomness to choose our random set A:
• When σ(1) = σ(3) = σ(5), we choose A = {1, 3, 5}.
• When σ(i1) = σ(i2) 6= σ(i3) for {i1, i2, i3} = {1, 3, 5}, we choose A = {i1, i3} with
probability 1/2 and A = {i2, i3} with probability 1/2.
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It is easy to see that A is indeed a local set: the only case to check in Definition 1.25
is when B is a two-point set, and then given that A = B and given ΓB, we see that
the conditional distribution of the sign of the third point must be symmetric, so that the
conditional distribution of the GFF at this point (= ΓB) is still a centred Gaussian with
variance 1 . It is also clear that A must have at least two elements, and that with probability
3/4, it consists of two elements at which the GFF has opposite signs. On the other hand,
for any set obtained by an algorithmic exploration as in Section 1.3.2 (with at least two
elements), the probability that the second revealed value of the GFF has the same sign as
the first one is always 1/2. Thus A cannot possibly be obtained in such a way.
We remark, however, that this example of a “non-algorithmic” local set is not really
something inherently related to the GFF (since it is actually based on a percolation type
model with i.i.d. inputs).
1.4. Determinant of the Laplacian
We are now going to give various equivalent definitions of an important quantity: the
determinant of the Laplacian. Recall that when D ⊂ Zd is finite with n elements, we can
view the Laplacian as a bijective a linear operator from F(D) into itself. We will denote this
operator by ∆D, as before. If we write D = {x1, . . . , xn}, one can represent −∆D as an n×n
symmetric matrix (−∆D(xi, xj))i,j≤n, with only 1’s on the diagonal, and off-diagonal terms
equal to 0 or −1/(2d). One can therefore define its determinant, which is a non-zero real
number. Note the sum of the values of −∆D on a line (corresponding to the vertex x) can
be either 0 (if all the neighbours of x are in D) or positive (if at least one neighbour of x is in
∂D). We can also note that the matrix −(2d)∆D is integer-valued, so that (2d)n det(−∆D)
is necessarily an integer (we will see in the next chapter that this integer is actually the
number of spanning trees that one can draw in D with wired boundary conditions on ∂D).
The Green’s function GD is a symmetric function defined on D × D, so that it can
be also written as a square symmetric matrix (GD(xi, xj))i,j≤n. This matrix is the inverse
matrix of −∆D, because for all x and y in D,∑
z∈D
∆D(x, z)GD(z, y) = (∆DΣy)(x) = −1{x=y}.
Hence, we have in particular that the determinants of −∆D and GD are not equal to 0 and
satisfy
detGD = 1/ det(−∆D).
The matrix GD is that of a positive definite bilinear form because for all λ1, . . . , λn,∑
i,j
λiλjGD(xi, xj) = E[(
∑
i
λiΓ(xi))
2] ≥ 0,
(i.e., because GD is a covariance function). This means that its determinant is necessarily
positive, and so the determinant of −∆D is therefore positive as well. Of course, one could
have seen this from properties of the matrix ∆D directly.
Now let us recall some simple facts about Gaussian vectors.
Reminder 1.29. The classical relationship between the density and the covariance func-
tion of a centred Gaussian vector is as follows.
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• When X is a centred Gaussian vector (X1, . . . , Xn) with non-degenerate covariance
matrix Σ = (Σi,j)i,j≤n, then its density on Rn can be written as
1
(2pi)n/2
√
det Σ
exp
−12 ×∑
i,j
γiγjΣ
−1
i,j
 dγ1 . . . dγn,
where Σ−1 is the inverse matrix of Σ.
• Conversely, when X is a centred Gaussian vector (X1, . . . , Xn) with density of the
form
C exp(−1
2
×
∑
i,j
γiγj(−∆i,j))dγ1 . . . dγn,
where (γj) 7→ −
∑
i,j≤n ∆i,jγiγj is a positive definite bilinear form, then the co-
variance matrix of X is Σ := −∆−1, and the coefficient C satisfies
C =
1
(2pi)n/2
√
det Σ
=
√
det(−∆)
(2pi)n/2
.
Applying this to our GFF set-up could have provided us a more direct (but maybe less
instructive than the resampling route we chose) way to see that the covariance function of
the GFF is given by the Green’s function.
Now, we see that when D has n elements, the density of the GFF in D is exactly√
det(−∆D)
(2pi)n/2
exp
{
− ED(γ)
2× (2d)
}
dγ1 . . . dγn,
which provides the first following intuitive interpretation for the quantity det(−∆D): it
somehow measures how “constrained” the springs are by the condition that they are chained
together, compared to if they were independent and identically distributed. Another inter-
pretation is the following:
Proposition 1.30. The quantity
√
det(−∆D)/(2pi)n/2 is the density of the GFF dis-
tribution at the point (0, . . . , 0).
In other words, the quantity
√
detGD describes how costly it is to ask the GFF to be
very small everywhere:
lim
→0
−nP
[
∀i ≤ n, |Γ(xi)| ≤ 
√
pi/2
]
= 1/
√
detGD.
Let us now combine this with the explicit decomposition of the GFF inD = {x1, . . . , xn},
where one first discovers Γ(x1) and is then left to discover the GFF in D \ {x1} etc. On the
one hand, since Γ(x1) is a centred Gaussian random variable with variance GD(x1, x1), we
know that as → 0,
P
[
|Γ(x1)| ≤ 
√
pi/2
]
∼ /
√
GD(x1, x1).
On the other hand, since Γ{x1} is independent of Γ(x1) (together with the fact that Γ =
Γ{x1} + Γ
{x1} and that the density of Γ(x1) is smooth), we readily see that as → 0,
P
[
∀i ∈ {2, . . . , n}, |Γ(xi)| ≤ 
√
pi/2
∣∣ |Γ(x1)| ≤ √pi/2] ∼ n−1/√detGD\{x1}.
Hence, we can conclude that
detGD = GD(x1, x1)× detGD\{x1},
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and it then follows by induction that:
Proposition 1.31.
detGD =
n∏
j=1
GD\{x1,...,xj−1}(xj , xj).
In particular, we observe that the product on the right-hand side does not depend on
the ordering {x1, x2, . . . , xn} that we gave to the points of D. This fact will be useful in
our description of Wilson’s algorithm in the next chapter.
Remark 1.32. It is easy to check by other simple means that this product does not
depend on the order of the {xj}. For instance, by proving the simple identity
GB(x, x)GB\{x}(x′, x′) = GB(x′, x′)GB\{x′}(x, x)
for all finite sets B, and all x and x′ in B (this can be viewed as a general property of a
Markov chain on a state-space with three elements).
Let us now explain how the previous considerations allow us to provide an expression
for the Laplace transform of (the square of) a GFF in terms of determinants. Suppose that
Γ is a GFF with Dirichlet boundary conditions in D = {x1, . . . , xn} ⊂ Zd as before, and
for all k := (k(x1)), . . . , k(xn)) ∈ (R+)n, let Ik be the diagonal matrix with Ii,i = k(xi) for
each i.
Proposition 1.33 (Laplace transform of the square of the GFF). Suppose that Γ is a
GFF in D with Dirichlet boundary conditions. Then, for all k ∈ (R+)n,
E[exp(−1
2
n∑
j=1
k(xj)Γ(xj)
2)] =
√
det(−∆D)
det(−∆D + Ik) .
Proof. This is a straightforward consequence of the previous considerations: the ma-
trix −∆D is positive definite so that −U := −∆D + Ik is positive definite as well (recall
that the diagonal terms of Ik are all non-negative). Moreover, we have
E[exp(−1
2
n∑
j=1
k(xj)Γ(xj)
2)]
=
√
det(−∆D)
(2pi)n/2
×
∫
Rn
exp(−1
2
n∑
j=1
k(xj)γ
2
j )× exp(−(
∑
i,j
γiγj
2
(−∆D)(xi, xj)))dγ1 . . . dγn
=
√
det(−∆D)
(2pi)n/2
×
∫
Rn
exp(−(
∑
i,j
γiγj
2
(−Ui,j)))dγ1 . . . dγn
=
√
det(−∆D)
det(−∆D + Ik) .

1.5. GFF on other graphs
1.5.1. The massive Gaussian Free Field. Let us first describe one particular gen-
eralisation of the GFF in D ⊂ Zd that will be useful in the next chapter. A more general
set-up (including this particular case) will be presented in Section 1.5.2.
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Just as before, we are given a finite subset D of Zd, and we define the energy ED
of a function in F(D) in the same way. We are now also given a non-negative function
k = (k(x))x∈D on D. Given k and D, we define the following:
Definition 1.34 (Massive GFF). The massive GFF in D (with Dirichlet boundary
condition and mass function k) is the centred Gaussian random vector (Γ(x))x∈D with
density at the point (γx)x∈D that is proportional to
exp
[
−1
2
×
(ED(γ)
2d
+
∑
x∈D
k(x)γ2x
)]
with the convention that γ = 0 on ∂D.
Heuristically at each site x, one adds a little “vertical” spring with “intensity” k(x) that
tries to pull the height of the GFF back to 0. Note that the proportionality constant in
front of this density must be equal to
√
det(−∆D + Ik)/(2pi)n/2 (see Proposition 1.33). Of
course if k ≡ 0, then the massive GFF is the same as the standard, massless version that
we have discussed so far.
In this set up it is natural to consider instead of the Laplacian ∆D, the operator U =
UD,k on F(D) defined by
[UF ](x) = ∆DF (x)− k(x)F (x).
It then follows from Proposition 1.33 that the covariance function Σ of the massive GFF is
given by the inverse matrix of −U = −∆D + Ik.
An alternative way to see this is through the following resampling property (that may
be checked by simply inspecting the density function of the massive GFF Γ): for any x ∈ D,
the conditional law of Γ(x) given (Γ(y))y 6=x is a Gaussian with mean Γ(x)/(1 + k(x)) and
variance 1/(1 +k(x)). Just as in the case where k = 0, one can then use this to characterise
the covariance function Σ of this massive field by the fact that for all x, y in D,
(3) UΣx(y) = −1y=x,
where Σx(·) = Σ(x, ·). This shows that (−U)× Σ is the identity matrix.
We now explain how, just as for the (non-massive) Green’s function, the function Σ(x, y)
can be interpreted in terms of certain random walks. These are the discrete-time and
continuous-time random walks (Xn)n≥0 and (Yt)t≥0 with “killing rate given by k”. As we
will see, the relation will be neater for the continuous-time walk: a feature that will also
show up when we will discuss the relation with the GFF itself.
To define the walks with killing, we create an additional “cemetery” state ∂, and then
X and Y are the discrete (resp. continuous) time Markov chains on Zd ∪ {∂} described as
follows.
• For X: at each time step, if X is at x, it will jump to ∂ with probability k(x)/(1 +
k(x)) (and then stay there forever). Otherwise it will choose one of the 2d neigh-
bours of x with equal probability and proceed from there.
• For Y : on each edge e of the graph, bells ring at a rate 1/(2d) (i.e., the gaps
between each ring are independent exponential random variables with mean 2d)
and at each site x, a special bell rings at rate k(x). Then, when Y is at a site x,
it stays there until the first time at which either the bell of an adjacent edge rings
(and then Y jumps along that edge and proceeds from there), or the special bell
at x rings (and then Y jumps to the cemetery state ∂ and stays there forever).
So, the time spent by Y before jumping away from x is an exponential variable
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with mean 1/(1 + k(x)). Moreover, if τn denotes the n-th jumping time of Y , then
the discrete chain (Xn := Yτn) is distributed as the walk X described above, when
both are stopped at their respective hitting times of ∂.
We define τ and σ to be the respective first times at which X and Y are not in D (i.e.
at which they either go to the cemetery state ∂ or to a point in ∂D). Then, we can define
the massive Green’s functions as follows.
Definition 1.35 (Massive Green’s functions). The massive Green’s function GD,k,discrete
for the discrete-time random walk X, is the function on D ×D defined by
GD,k,discrete(x, y) := Ex
[τ−1∑
j=0
1{Xj=y}
]
.
The massive Green’s function GD,k for the continuous-time random walk Y is the function
on D ×D defined by
GD,k(x, y) := Ex
[∫ σ
0
1{Ys=y}ds
]
.
Of course,
GD,k(x, y) =
1
1 + k(y)
GD,k,discrete(x, y),
which implies in particular that
(
n∏
j=1
(1 + k(xj))) detGD,k = detGD,k,discrete.
Either directly (as in Remark 1.8) or using the Markov property (exactly as in the non-
massive case), one sees that (−UD,k)×GD,k = Id so that
Σ = GD,k.
This description of the covariance function also allows us to generalise the definition of
the massive GFF to infinite D. For instance, we can use it when D is Zd (even for d = 1, 2),
as long as k is not identically 0 (the case where D is Zd and k ≡ m > 0 is sometimes simply
referred to the GFF with mass m in the literature).
1.5.2. GFF on electric networks. For simplicity, we have focused so far on GFFs on
subsets of Zd. However, the GFF can be naturally generalised to a broader class of weighted
graphs that are often referred to as “electric networks”. Let us now describe them.
Let V be a finite or countable set of vertices. We equip this vertex set with a function
c that assigns to each pair {x, y} of distinct vertices a conductance cx,y = cy,x in [0,∞)
(by convention cx,x = 0 for all x). We furthermore assume that for all x ∈ V , the quantity
λx :=
∑
y:y∼x cy,x is finite. This pair (V, c) defines what is sometimes called an electric
network. By convention, we say that in this electric network, there is an edge between x
and y when cx,y > 0. This then defines an edge-set E. We will assume in the following that
the graph (V,E) is connected.
On such electric networks, it is natural to define a discrete-time random walk (Xn)n≥0 in
such a way that when it is at x, it chooses to visit a point y at the next step with probability
cx,y/λx. It is also natural to consider the corresponding continuous-time Markov chain Y ,
that when at x, jumps along an edge e at rate ce. This means that for Y , the rate of
jumping away from x is λx (i.e., the waiting time at x before jumping is an exponential
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random variable with mean 1/λx). With this set-up, the measure that assigns the mass λx
to each site x is then a reversible invariant measure for X (although it is not necessarily
finite if V is infinite), and the measure that assigns mass 1 to each point of V is a reversible
invariant measure for Y .
One example of such an electric network is V = Zd, with cx,y equal to 1/(2d) when x
and y are neighbouring points, and cx,y = 0 otherwise. In this case λx = 1 for every x ∈ Zd.
All of the quantities that we will define in the coming paragraphs will implicitly depend
on the function c, even if we omit this dependence in the notations. We suppose that D is
a finite subset of V . For a vector (γx)x∈D, one can then define
ξD(γ) :=
∑
e∈E
(ce × (∇γ(e))2)
(with ce = cx,y when e joins x and y), and with the convention that γy = 0 for all y ∈ V \D.
Definition 1.36 (GFF on electric networks). Assume that V \ D is non-empty. We
say that (Γ(x))x∈D is a Gaussian Free Field in D (for the network (V, c)) with Dirichlet
boundary conditions on V \D if its density is proportional to e−ξD(γ)/2 at (γx)x∈V (again
with the condition that γ = 0 on V \D).
Remark 1.37. In order to define this GFF in D, it is actually sufficient that λx < ∞
for all x ∈ D (it does not need to be finite for x ∈ V \D); this comment is of course only
relevant when V is infinite.
Then the covariance function Σ of the centred Gaussian process (Γ(x))x∈D can be de-
scribed via another variant of the Green’s function. To define this, consider the discrete-time
and continuous-time random walks X and Y described above, write τ for the first time that
X reaches V \D, and write σ for the first time that Y reaches V \D. Then, defining the
continuous-time Green’s function by
(4) GD,c(x, y) :=
1
λy
Ex
[τ−1∑
n=0
1{Xn=y}
]
= Ex
[∫ σ
0
1{Ys=y}ds
]
(in this notation, we omit the implicit dependence of GD,c on the larger graph V ) we can
prove -see Exercise 1.38 below- that Σ = GD,c.
This last point again makes it possible to extend the definition of such a GFF to the
case where D is infinite, provided that the corresponding Green’s function GD,c is finite.
Note finally that the massive Green’s function discussed in Section 1.5.1 is just a par-
ticular case of this more general set-up, where V = Zd ∪{∂} (we add the cemetery point to
our graph), cx,∂ = k(x) and cx,y = 1/(2d) when x and y are in Zd.
Exercise 1.38. Define the operator ∆D,c on functions f : D → R by
∆D,cf(x) =
∑
y:y∼x
cx,y(f(y)− f(x))
with the convention that f = 0 outside of D. Let (Γ(x))x∈D be a GFF in D as in Definition
1.36.
(1) Show the following resampling property: for any x ∈ D, the conditional law of Γ(x)
given (Γ(y))y 6=x is a Gaussian with mean (
∑
y:y∼x cx,yΓ(y))/λx and variance 1/λx.
Deduce that ∑
y:y∼x
cx,y(Γ(x)− Γ(y))
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is a centred Gaussian with variance λx, independent of (Γ(y))y 6=x.
(2) Use this to prove that if Σ(x, y) := E[Γ(x)Γ(y)] is the covariance function of Γ,
then for Σx(·) := Σ(x, ·) we have ∆D,cΣx(y) = 1{y=x}.
(3) Setting gx(y) = GD,c(x, y) for x, y ∈ D show that ∆D,cgx(y) = −1{y=x}. De-
duce that (Γ(x))x∈D is the unique centred Gaussian process indexed by D, with
covariance function E[Γ(x)Γ(y)] = GD,c(x, y).

CHAPTER 2
Loop-soups and the discrete GFF
2.1. Uniform spanning trees and Wilson’s algorithm
We have already mentioned during our analysis of the determinant of the Laplacian
that it was closely related to enumerations of spanning trees. The goal of this section is to
describe this relation.
Suppose that D is a finite connected graph, with vertex set V and edge-set E (here we
will allow the case of “multiple edges”: where several edges of E join the same pair of points
in V).
Definition 2.1 (Spanning trees, uniform spanning trees). A spanning tree in D is a
subset T of E, such that the graph (V, T ) is a tree (it does not contain a cycle that uses
edges only once), and is connected (“spanning”). A uniform spanning tree (UST) in D is
a random tree T that is chosen uniformly among all spanning trees of D.
2.1.1. In subsets of Zd. In this section, we will study uniform spanning trees in
particular graphs Dˆ that are defined as follows. Let us work in the same setting as in the
previous chapter (D is a finite subset of Zd with n points, ∂D is the set of points that are
at distance 1 from D, and E = ED¯ denotes the set of all edges of Zd that have at least one
extremity in D). We define x0 to be an abstract point obtained by the formal contraction
of all the points in ∂D. We can then define Dˆ to be the graph with vertex set D ∪ {x0}
and with edge set Eˆ induced by E (we keep the edges that join two points of D, and an
edge from x ∈ D to y ∈ ∂D becomes an edge from x to x0). Note that it is possible for x
and x0 to be joined by more than one edge in Eˆ. We will denote by ϕ the bijection taking
edges in E to their corresponding edges in Eˆ.
When T is a spanning tree of Dˆ, it can also be identified with the graph consisting of
the vertices D ∪ ∂D and edges of ϕ−1(T ). This graph is now not necessarily connected any
more (because there are no edges directly joining the various points of ∂D) but the set of
edges ϕ−1(T ) is often referred to as a spanning tree of D with wired boundary conditions.
If T is a UST in Dˆ, we therefore say that ϕ−1(T ) is a UST in D with wired boundary
conditions.
Understanding uniform spanning trees in Dˆ is of course related to counting the number
of spanning trees of Dˆ. We are now going to describe an explicit procedure (known as
Wilson’s algorithm) that constructs a random spanning tree T of Dˆ, and we will show
(even though this is far from obvious at first) that the law of this tree is actually uniform
among all spanning trees. A by-product of the proof will be the following fact (recall that
n is the number of points in D):
Proposition 2.2. The number of spanning trees in Dˆ is equal to (2d)n det(−∆D).
Note that 2d∆D is an integer-valued matrix, so it is not surprising that (2d)
n det(−∆D)
is an integer.
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Figure 2.1. A subset D ⊂ Z2 (left) and a spanning tree in Dˆ (right)
Before describing Wilson’s algorithm, we need to explain the notion of loop-erasure of
a path, and the definition of loop-erased random walk.
• Let us first clarify a little terminology issue that will be relevant throughout this
chapter. We will often consider nearest-neighbour paths (or loops) in a graph. By
this we will, loosely speaking, refer to a finite collection of points Z = (Z0, . . . , Zm)
in the graph such that for each j ∈ {1, . . . ,m}, Zj and Zj−1 are neighbours in the
graph (and for loops, we will also require that Z0 = Zm). The quantity m will
denote the length of the path. However, we will always implicitly assume that
the knowledge of such a path also includes the information about which edges
e1, . . . , em were used in the m steps, so that in reality, a path Z should be viewed
as a collection (Z0, e1, Z1, . . . , em, Zm) where for each j ∈ {1, . . . ,m}, ej is an edge
joining Zj−1 and Zj . This can be important when one enumerates paths because
it could happen, for instance, that there are several edges joining Zj−1 and Zj , and
this would mean that (Z0, . . . , Zm) corresponds to several different possible paths.
In the concrete setting of spanning trees in Dˆ as above, recall that interior points
may be joined to {x0} via multiple edges. This is a situation where we should keep
the preceding comment in mind.
• We will now introduce the notion of loop-erasure of a path. For any path Z =
(z0, . . . , zm) ∈ (Zd)m+1, we define the loop-erasure
L(Z) = (L0, · · · , Lσ)(Z)
of Z iteratively as follows: we let L0 = z0, and then for each j ≥ 0, we define
rj = max{r ≤ m : zr = Lj} and Lj+1 = z1+rj inductively, until reaching σ :=
min{j : Lj = zm}. In other words, we have erased the loops of Z in chronological
order. The number of steps σ of L depends on Z; for instance, when zm = z0, then
σ = 0. Again, the loop-erased path “keeps track” of the edges used by Z that have
not been erased. The edge from Lj to Lj+1 is the edge from Zrj to Zrj+1 in Z.
• Suppose that Z = (Zr, r ≤ τ) is a simple random walk started from x1 ∈ D and
stopped at its first exit time τ of D. Let L(Z) be its loop-erasure. This is now a
nearest-neighbour path joining x1 to a boundary point of D. Observe that for each
such simple nearest neighbour path y = {y0, . . . , ys} from x1 to x ∈ ∂D, when we
decompose the probability that L = y according to all possible Z’s with L = y, we
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have
P (L = y)
= (2d)−s
s−1∏
i=0
∑
ki≥0
(2d)−ki#{paths yi−1 → yi−1 with ki steps in D \ {y0, · · · , yi−2}}
= (2d)−sGD(y0, y0)GD\{y0}(y1, y1) . . . GD\{y0,...,ys−2}(ys−1, ys−1).
In words: the term (2d)−s term corresponds to the jumps of the walk that are still
present on the loop-erasure, and the other terms in the product correspond (for
each given j) to the contributions of all possible paths that the random walk may
perform between rj + 1 and rj+1.
Now that we know how to define the loop-erased random walk from a point to the
boundary of a domain, we are ready to describe Wilson’s algorithm to construct a random
“tree” in D with wired boundary conditions:
(1) We order the n points of D as x1, . . . , xn.
(2) We take a simple random walk (Zr)r∈N started from x1 and stopped at its first exit
of D. We consider its loop-erasure X(1) := L(Z); here X(1) consists of the sites
visited by this loop-erasure together with the edges along which the loop-erasure
jumps.
(3) Iteratively, for each k ∈ {2, . . . , n}, we construct X(k) as follows. If xk ∈ X(k−1),
then we set X(k) = X(k−1). On the other hand, if xk /∈ X(k−1), then we take a
simple random walk started from xk and stopped at its first exit of D\X(k−1) and
set X(k) to be the union/concatenation of its loop-erasure with X(k−1).
In this way, ϕ(X(n)) is a tree in Dˆ, and it contains all points of D. We have therefore
defined a random spanning tree T of Dˆ.
Proposition 2.3 (Wilson). The law of this tree T is that of a uniform spanning tree
of Dˆ.
Proof. If we are given a possible outcome T for the tree X(n), then we re-label the
points of D as follows. We denote by y1, . . . , ys−1 the simple path (“branch”) in the tree
going from x1 to ∂D (where ys−1 is the last point in D in this path). Then, we define ys
to be the next xj in D that is not in this already labelled set, and define ys, . . . , ys′−1 to be
the branch in T that joins xj to ∂D∪{y1, . . . , ys−1}. We proceed iteratively. This provides
us with an ordering of the vertices of D that is determined by the tree T .
Inductively, using the previously calculated probability for a single branch, we see that
the probability of this given tree T being exactly the one constructed by Wilson’s algorithm
is
P [T = T ] = (2d)−n
n∏
j=1
GD\{y1,...,yj−1}(yj , yj).
However, we have seen in the previous chapter that this quantity is equal to (2d)−n detGD =
((2d)n det(−∆D))−1 and does not depend on the order of the points y1, . . . , yn. It follows
readily that the probability above does not depend on T (hence, the algorithm samples a
uniformly chosen spanning tree) and that this probability is (2d)−n detGD. This implies
both Proposition 2.3 and Proposition 2.2. 
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As a warm-up to the considerations of Section 2.3 note that this proof shows, in par-
ticular, that the probability of erasing no loop at all while performing Wilson’s algorithm
is equal to 1/ detGD, independently of the tree that one constructs. Indeed for any tree
T , given that T = T , the probability that it was constructed without erasing any loops is
equal to (2d)−n/((2d)−n detGD) = 1/ detGD.
The following remark will also be very useful:
Remark 2.4. When one performs Wilson’s algorithm as above, let us denote by λ the
(long, concatenated) loop from x1 to x1 that one erases when performing the algorithm. It
is distributed like (Z0, . . . , Zρ), where Z is a simple random walk started from x1 and ρ
denotes the last time at which it visits x1 before hitting x0 for the first time. The previous
considerations then show that
P (λ = (z0, . . . , zr)) = (2d)
−r/GD(x1, x1)
for each possible loop (z0, . . . , zr). By using the Markov property at the j(λ) ≥ 0 successive
return times to x1 by Z, it is easy to see that the total number j of returns to x1 by λ
is geometric. The expectation of j + 1, which is the mean number of visits of x1 by the
walk is GD(x1, x1). We see that conditionally on j, these j excursions are independent and
identically distributed (they each follow the law of a random walk started from x1 up to its
first return to x1, conditioned to return to x1 before hitting x0). In particular, we see that
reshuffling uniformly at random the order of these j excursions, or reshuffling uniformly at
random the order of the last j−1 excursions (keeping the first one fixed), or resampling the
excursions themselves, will not change the law of λ.
2.1.2. Some generalisations. Let us now briefly mention uniform and weighted span-
ning trees in general finite graphs. The following remarks generalise our previous statements.
(1) The massive case. Before turning to the general cases, let us first explain in the
same set-up as Section 2.1.1 (with D ⊂ Zd) what sort of trees Wilson’s algorithm
constructs when we replace the simple random walks with “massive” ones. In this
case, one adds the cemetery point ∂ to Zd, and joins each xj in D to ∂ via an
edge with non-negative conductance k(xj). When we define Dˆ, the vertex x0 then
corresponds to all sites outside D (including ∂). We call Eˆ∂ the set of edges of Dˆ
that correspond to an edge from D to ∂.
We can then perform Wilson’s algorithm “rooted at x0” just as before, except
that we now use the massive random walk on Dˆ: when the walk is at xi ∈ D, then
it jumps to the cemetery point ∂ with probability k(xi)/(1 + k(xi)) and otherwise,
it chooses uniformly one of the 2d neighbours of xi. Then, for any given spanning
tree T of Dˆ, we readily obtain that
P [T = T ] = (
∏
e∈T
ce)×
n∏
j=1
GD\{y1,...,yj−1},k(yj , yj) = (
∏
e∈T
ce)× detGD,k,
where ce = k(xi) if the edge e ∈ Eˆ∂ corresponds to the edge from xi to ∂, and
ce = 1/(2d) otherwise (here GD,k corresponds to the massive Green’s function
from Definition 1.35). The law of this random spanning tree T of Dˆ constructed
by Wilson’s algorithm is often referred to as a weighted spanning tree.
(2) In general graphs. Consider D = (V, E) a finite connected graph. In order to be
consistent with our previous study, we will assume that it has n+ 1 vertices that
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are labelled as x0, x1, . . . , xn. We denote by di the number of neighbours of xi in D
and we remark that (as opposed to the previous case), di can vary from one point
to another.
We can then consider simple random walks on D and use them in order to
construct a spanning tree T of D via Wilson’s algorithm “rooted at {x0}”. We
have:
Proposition 2.5 (Wilson’s algorithm, general case). The law of the random
tree T constructed by Wilson’s algorithm is that of a UST in D.
The proof is essentially identical to that of Proposition 2.3 and left to the
reader.
(3) Weighted spanning trees in general graphs. Suppose we are also given a conduc-
tance function on E ; that is, for each edge e ∈ E , we associate a positive conduc-
tance ce. Then:
Definition 2.6 (Weighted spanning trees). A c-weighted spanning tree in D
is a random spanning tree T , chosen in such a way that for any spanning tree T ,
P [T = T ] = wc(T )
Zc
where
wc(T ) :=
∏
e∈T
ce and Zc :=
∑
T
wc(T ).
So, a c-weighted spanning tree when c is constant on E is just a uniform span-
ning tree.
In order to be consistent with our previous study, we will again assume that D
has n+1 vertices that are labelled as x0, x1, . . . , xn, and we denote the conductance
of an edge between xi and xj by ci,j . We let D = {x1, . . . , xn}.
We can now define a random walk on D using these conductances: when the
walk is at xi it jumps to xj with probability ci,j/λi, where λi :=
∑
k 6=i ci,k (we
assume that ci,i = 0). Then we can use this new random walk in order to construct
a spanning tree T of D via Wilson’s algorithm. Using almost exactly the same
ideas, one can prove that:
Proposition 2.7 (Wilson’s algorithm, electric networks). The law of the ran-
dom tree T constructed by Wilson’s algorithm is that of a c-weighted spanning tree,
and
P [T = T ] = wc(T )× detGD,c,
where GD,c is the Green’s function defined in Chapter I, Section 1.5.2
Exercise 2.8. Prove Propositions 2.5 and 2.7 using the same strategy used to
prove Proposition 2.3.
Remark 2.9. Actually, the most general natural framework in which Wilson’s
algorithm can be made to work is that of Markov chains. The random trees that
one constructs are then oriented towards the chosen root. However, in the present
notes, we will not treat this case (even if the generalisation is actually fairly im-
mediate).
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2.2. The occupation time fields in Wilson’s algorithm
We now come back to the setting of the UST in D = {x1, . . . , xn} ⊂ Zd with wired
boundary conditions. Let us start this section with the following list of observations:
• When one performs a simple random walk starting from x1 and stopped upon
hitting ∂D, then by the strong Markov property, the number N of returns that it
makes to x1 is clearly a geometric random variable. We also know that E[N +1] =
GD(x1, x1). So, if we denote by u = u(x1, D) the probability that the walk does
not return to x1 at all, we have that P (N = j) = (1− u)ju and that GD(x1, x1) =
E[N + 1] = 1/u.
• If instead of the discrete-time simple random walk, we consider the continuous-
time random walk that jumps with rate 1/(2d) along each edge, then we see that
the total time W (x1) spent by this continuous-time random walk at x1 before
exiting D will be the sum of N + 1 independent identically distributed exponential
random variables with mean 1, where N is defined as before. But the sum of such a
geometric number (plus one) of exponential random variables is also exponentially
distributed, and we can conclude that W (x1) is distributed as an exponential
random variable with mean GD(x1, x1).
Motivated by this previous comment, we now also introduce a continuous-time analogue
of Wilson’s algorithm. This algorithm is constructed in the same way as its discrete-time
counterpart, except that one replaces the discrete-time simple random walks by continuous-
time simple random walks with exponential waiting times of mean 1/(2d). In this version
of the algorithm, when a random walk hits the set of already discovered vertices, we instan-
taneously start the next random walk branch.
Definition 2.10 (Occupation time fields). Let us consider Wilson’s algorithm con-
structing a UST of Dˆ, in discrete or continuous time. For all x ∈ D, we then define V (x)
(respectively, W (x)) to be the cumulative time spent at x by all the discrete-time (resp.
continuous-time) random walks during the algorithm [by convention, for the discrete-time
version, there is no time spent at the final vertex in each random walk “branch” (this vertex
could be in D if it is part of some previously discovered branch)]. The fields V := (V (x))x∈D
and W := (W (x))x∈D are called the (discrete-time and continuous-time) occupation time
fields in Wilson’s algorithm.
For a given x, by definition, the random variable V (x) is a positive integer, while W (x)
is a positive real number. We have already seen that N = V (x1) − 1 is distributed like a
geometric random variable with mean GD(x1, x1) − 1, and that W (x1) is distributed like
an exponential random variable with mean GD(x1, x1). We will provide here a much more
detailed description of the law of the fields W and V .
Note first that, by definition, there is an immediate relation between the law of V and
the law of W . If (ξi,j)j≤n,i≥1 are i.i.d. exponential random variables with mean 1 that are
independent of V , then the process W˜ defined by
W˜ (xj) =
V (xj)∑
i=1
ξi,j
for i ≤ n is distributed like W . In particular, this implies that the Laplace transform
of W can be determined easily from the Laplace transform of V and vice versa: for all
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non-negative functions k on D,
E[exp(−
n∑
j=1
k(xj)W (xj))] = E[
n∏
j=1
(1 + k(xj))
−V (xj)].
Indeed,
E[exp(−
n∑
j=1
k(xj)W (xj))]
= E[exp(−
n∑
j=1
V (xj)∑
i=1
k(xj)ξi,j)] = E
[
E
[ n∏
j=1
exp(−
V (xj)∑
i=1
k(xj)ξi,j)
∣∣V ]]
= E
[ n∏
j=1
E[exp(−k(xj)ξ1,j)]V (xj)
]
= E
[ n∏
j=1
(1 + k(xj))
−V (xj)
]
.
Now, these Laplace transforms turn out to have a nice compact expression in terms of
determinants:
Proposition 2.11 (Laplace transforms of V and W ). For all non-negative functions k
on D,
E
[ n∏
j=1
(1 + k(xj))
−V (xj)
]
= E
[
exp(−
n∑
j=1
k(xj)W (xj))
]
=
det(−∆D)
det(−∆D + Ik) ,
where as before, I denotes the diagonal matrix I(xi, xj) = k(xi)1i=j.
Remark 2.12. This shows that the fields W and V do not depend on the ordering of the
n points {x1, . . . , xn} that one chose when performing Wilson’s algorithm. It does however
not show yet (this will be derived in the next section) that W and V are actually independent
of the constructed spanning tree T .
A further observation is that in the special case where k(xj) = 0 for all j ≥ 2, when one
develops det(−∆D + Ik) with respect to the first line of the matrix, one obtains that
det(−∆D + Ik) = det(−∆D) + k(x1) det(−∆D\{x1}).
From here it follows that
det(−∆D)
det(−∆D + Ik) =
1
1 + k(x1)(detGD/ detGD\{x1})
=
1
1 + k(x1)GD(x1, x1)
.
This is as expected: it is consistent with the fact that W (x1) is distributed like an exponential
variable with mean GD(x1, x1). However (and this is much less obvious directly) the same
argument shows that W (xj) is an exponential random variable with mean GD(xj , xj) for
j 6= 1.
Proof of Proposition 2.11. The idea will be to couple two versions of Wilson’s
algorithm, constructing two different spanning trees: the UST T in the graph Dˆ as described
above, and the corresponding weighted massive spanning tree T ′ as described in Section
2.1.2 for mass function k. We choose to work here with the continuous-time random walk,
but the proof would also work for the discrete time version. The continuous-time Wilson’s
algorithm in the massive case is defined just as in the discrete, but replacing the discrete-
time random walk with killing rate k by the continuous-time version: see Section 1.5.1.
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We suppose that we construct the continuous-time walk using Poissonian bells on each
edge: when the walk is at x at a given time t, it waits there until the bell of an adjacent
edge rings (and it then jumps along that edge). In our realisation of Wilson’s algorithm,
we construct the branches of the spanning tree “one after the other” (and we use the bells
associated to the correct time intervals to define the branches).
In this way, we can naturally couple a realisation of the algorithms for both the non-
massive and massive cases: the latter can hear the bells that ring on the additional edges in
Eˆ∂ , while the former cannot. Note that by definition, in the latter case, when the walk is at
x and hears the bell on the additional edge e′ ∈ Eˆ∂ from x to x0, then it jumps along that
edge. Since x0 is the root point, this means that this edge e
′ ends up being in the spanning
tree T ′. In other words, if during the entire Wilson’s algorithm used to construct T , one
did not mishear any bells on the additional edges in Eˆ∂ , then T = T ′, and this happens if
and only if T ′ ∩ Eˆ∂ = ∅. So, we can conclude that
E[exp(−
n∑
j=1
k(xj)W (xj))] = P [T ′ ∩ Eˆ∂ = ∅];
the left-hand side being the probability that n independent exponential random variables
with means (1/k(x1), . . . , 1/k(xn)) are greater than (W (x1), . . . ,W (xn)) respectively. The
term on the right-hand side can be directly calculated using the law of T ′: the weight of
each spanning tree T ′ containing no edge from the set Eˆ∂ is just (2d)−n. Since the number
of such spanning trees is (2d)n/det(GD), we get that the term on the right-hand side is
equal to
(detGD)
−1 × detGD,k = det(−∆D)
det(−∆D + Ik) .

Observe that this proposition fully describes the law of the processes V and W via their
Laplace transforms. Also recall Proposition 1.33, which calculated the Laplace transform
of half the square of a GFF in D to be equal to the square root of the same quantity.
By comparison we immediately obtain the following relationship between these occupation
time fields and the GFF:
Corollary 2.13. If Γ1 and Γ2 are two independent GFFs in D with Dirichlet boundary
conditions, then the field (Γ1)
2/2 + (Γ2)
2/2 is distributed like W .
In the next two sections we will discuss the occupation time fields of some different
(but closely related) objects, known as loop-soups. In this case we will be able to obtain a
connection similar to the above, but concerning the square of a single GFF.
Remark 2.14. In view of the loop-soup story that we will describe in the next sections,
it is more natural to replace the discrete-time occupation field V with the field V˜ := V − 1.
We can for instance note that V ≥ 1 anyway, because each site will be visited at least once
during Wilson’s algorithm. Then, instead of looking at ∆D − Ik, we should in fact consider
the operator −∆D,k, which is the Laplace operator associated to the random walk with killing
(recall Chapter I, Section 1.5). One can obtain ∆D,k from ∆D−Ik by dividing the terms on
each line i by 1 + k(xi). This means that −∆D,k has 1’s on the diagonal and some terms of
the form 1/(2d(1+k(xi))) on the off-diagonal (when k is not constant, it is not a symmetric
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matrix any more). The formula in Proposition 2.11 can then be rewritten as
E
[ n∏
j=1
(1 + k(xj))
−V˜ (xj)
]
= (
n∏
j=1
(1 + k(xj)))× det(−∆D)
det(−∆D + Ik) =
det(−∆D)
det(−∆D,k) .
2.3. Discrete-time loop-soups and their occupation times
2.3.1. Some basic classical definitions and facts. It is worth first recalling here
some basic properties of geometric random variables. Related ideas will be useful when
trying to decompose the set of loops that have been erased in Wilson’s algorithm into
“independent and identically distributed pieces”. For instance, one can keep in mind that
in Wilson’s algorithm started at x1, the number of returns to x1 before reaching x0 is
distributed like a geometric random variable. So, intuitively speaking, the long erased loop
from x1 to x1 will consist of the concatenation of a geometric number of “independent
excursions” away from x1.
Reminder 2.15 (Infinite divisibility of geometric random variables). Suppose that K
is a geometric random variable with distribution P [K = k] = (1 − q)qk for k ∈ N (for
some given q ∈ (0, 1) that will be fixed in this reminder). Then it is a classical fact that
there exists a probability distribution on N, such that the sum of two independent random
variables with this law has the same law as K.
Let us explain this in a more general setting. First, when a is a fixed positive integer,
the sum Ka of a independent copies of K satisfies
(5) P [Ka = k] =
a(a+ 1) . . . (a+ k − 1)
k!
qk(1− q)a (k ≥ 1); P [Ka = 0] = (1− q)a
(which can be seen by simply enumerating the number of possible choices for non-negative
j1, . . . , ja such that j1 + . . .+ ja = k). It also follows, since
1
(1− q)a =
∑
k≥0
[a(a+ 1) . . . (a+ k − 1)
k!
× qk
]
,
that (5) defines the law of the random variable Ka when a takes non-integer positive values.
This distribution is known as the negative binomial distribution, and its Laplace transform
is given by
E[exp(−λKa)] =
[ 1− q
1− qe−λ
]a
= E[exp(−λK1)]a
for all positive real λ. In particular, for any positive a′ and a′′, if K ′ and K ′′ are two
independent random variables with the same laws as Ka′ and Ka′′ respectively, then K
′+K ′′
has the same law as Ka′+a′′. As a consequence, one can decompose a geometric random
variable K1 into the sum of m independent identically distributed random variables (each
with law K1/m) for any integer m ≥ 1. The example discussed at the beginning of this
remark, and to be kept in mind, is simply the case m = 2:
K1
(d)
= K ′1/2 +K
′′
1/2,
where K ′1/2 and K
′′
1/2 are independent copies of K1/2.
The following observation may enlighten some of the combinatorics that will pop up in
the next sections.
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Remark 2.16. First notice (by considering its Laplace transform) that as a → 0+,
the law of Ka converges to the Dirac mass at 0. On the other hand, if one considers the
conditional law of Ka given {Ka > 0}, then it is straightforward to check that this converges
to the probability distribution p˜i on N such that p˜i(k) := qk/(uk) for all integers k ≥ 1 and
p˜i(0) = 0; u := log(1/(1− q)).
Writing K1 as a sum of m independent copies of K1/m, we therefore have that as
m → ∞ each of these copies will be non-zero with probability roughly (u/m), and the ones
that are non-zero will have distribution given roughly by p˜i. Keeping in mind the Poisson
approximation of the binomial distribution and letting m → ∞, we can deduce that K1
may be decomposed as the sum of R ∼ Poi(u) independent random variables, each with
distribution p˜i. For instance, we obtain that
P [K1 = k] =
∑
r≥0
[ure−u
r!
∑
(j1,...,jr)∈Sk,r
p˜i(j1) . . . p˜i(jr)
]
,
where Sk,r denotes the set of positive (j1, . . . , jr) such that j1 + · · · + jr = k. Now, the
probability on the left-hand side above is equal to qk(1− q), so by expanding the right-hand
side, we obtain the following combinatorial identity: for each integer k ≥ 1,
(6)
∑
r≤k
∑
(j1,...,jr)∈Sk,r
1
r!j1 . . . jr
= 1.
Note that there are also much more direct ways to check (6): one can for example look at
the zk term in the power series expansion of
1
1− z = exp
[− log(1− z)] = exp[∑
j≥1
(zj/j)
]
=
∑
r≥0
[∑
j≥1(z
j/j)
]r
r!
.
This classical identity is also related to the decomposition into cycles of uniformly chosen
random permutations of a set with k elements (this type of interpretation will show up when
we consider “resampling properties” of loop-soups, see Section 2.5).
Exercise 2.17 (Addition and splitting properties of Poisson random variables.). In
this exercise we write Poi(λ) for the Poisson distribution with parameter λ. That is, if
X ∼ Poi(λ), we have P(X = n) = e−λλn/n! for all integers n ≥ 0.
(i) Suppose that (Pk; k ≥ 1) is a sequence of independent random variables with Pk ∼
Poi(λk) for each k, and λ :=
∑
k≥1 λk <∞. Show that
∑
k Pk ∼ Poi(λ).
(ii) Let M ∼ Poi(λ) and (Yj ; j ≥ 1) be a sequence of i.i.d. integer-valued random
variables with P(Y1 = k) = pk for k ≥ 1. Show that Pk :=
∑M
j=1 1{Yj=k} defines a sequence
of independent random variables, with Pk ∼ Poi(λpk) for each k.
Reminder 2.18 (Basics on Poisson point processes). Suppose that µ is a σ-finite mea-
sure on some measurable space M. A Poisson point process with intensity µ can be loosely
speaking thought of as a random cloud of points in M that somehow appear independently
with “intensity” provided by µ. Formally, it can be viewed as a random measure N that
assigns to each measurable A in M the (integer) number of points N(A) := N(1A) of the
point process in A. The law of the process (N(A))A is characterised by the fact that for
each A such that µ(A) < ∞, the variable N(A) is a Poisson random variable with mean
µ(A), together with the fact that for any disjoint measurable sets A1, . . . , An, the variables
(N(A1), . . . , N(An)) are independent.
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In the special case where the space M is finite or countable (which we will be mostly
dealing with), then for each l ∈ M we can define the number N(l) := N(1l) of points
in the point process that are equal to l. The random variables (N(l))l∈M are then simply
independent Poisson random variable with respective means µ({l}).
Exercise 2.19. Suppose that µ is a finite measure on M with total mass λ. Show that
for a suitable choice of distribution for M and Y1, letting (Yj ; j ≥ 1) be an i.i.d sequence,
the process N defined by
N(A) :=
M∑
j=1
1{Yj∈A}
for all measurable A is a Poisson point process with intensity µ. How can you extend this
construction to general σ-finite µ?
Let us collect some useful features of Poisson point processes in the following exercises:
Exercise 2.20. Show that if N and N ′ are independent Poisson point processes with
intensity µ and µ′ on M, then N +N ′ is a Poisson point process with intensity µ+ µ′.
This implies that Poisson point processes are infinitely divisible. For instance, if N is a
Poisson point process with intensity µ, then it can be realised as the sum of two independent
Poisson point processes with intensity µ/2.
Exercise 2.21. Suppose that F is a non-negative measurable function on M such that∫
Fdµ < ∞, and consider the random variable N(F ) that corresponds to the sum of the
values of F at all the points in a point process of intensity µ. Show that the Laplace
transform of N(F ) is given by
E[exp(−λN(F ))] = exp(−
∫
M
µ(dx)(1− e−λF (x))).
Hint: first use the expression for the Laplace transform of a Poisson random variable
to deal with the case when F takes only finitely many values.
Finally, we note that when M is finite or countable, N is a Poisson point process of
intensity µ, and when A is a measurable set such that µ(A) is finite, then conditionally on
N we can uniformly choose an order of the N(A) elements of the process in A among all
possible N(A)! choices. In this way we obtain a finite ordered random family U1, . . . , UN(A)
and we see that
P [U1 = u1, . . . , Un = un|N(A) = n] = µ(u1) · · ·µ(un)
µ(A)n
and
(7) P [U1 = u1, . . . , Un = un, N(A) = n] =
µ(u1) · · ·µ(un)
n!
e−µ(A).
2.3.2. Discrete-time loop-soups. Our goal is now to show that the family of loops
erased during Wilson’s algorithm is closely related to a Poisson point process of loops in D.
We will call this process a loop-soup. Again in this section we work with D ⊂ Zd and the
standard (discrete-time) version of Wilson’s algorithm.
Let us first provide some new basic definitions.
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Definition 2.22 (Rooted and unrooted loops). We say that l = (l0, . . . , lm) with m >
1 is a rooted loop in D if it is a nearest-neighbour sequence (in D) such that l0 = lm.
An unrooted loop L is an equivalence class of rooted loops under circular relabelling, i.e.
(l1, . . . , lm, l0) and (l0, · · · , lm) are equal as unrooted loops.
The length m of a rooted loop l will be denoted by |l| (this is the number of “steps” in
the loop). When l0 = x, we say that the loop l is rooted at x. For all y ∈ D, we denote by
jl(y) := #{i ∈ {1, . . . , |l|}, li = y}
the number of visits of y by the rooted loop l. Note that if the loop is rooted at x and
only returns to x at the very end, then jl(x) is equal to 1 and not 2. We also denote by |L|
and jL(y) the corresponding quantities for unrooted loops. Again, keep in mind that the
knowledge of l (or L) also contains the information about the edges used in the loop (even
though in the present case where D ⊂ Zd, there is always only one possible edge joining
any two points).
When l and l′ are two rooted loops that are rooted at the same point, then we can
define the rooted loop l l′ of length |l|+ |l′| to be the concatenation of l with l′ (the first |l|
steps are those of l and the final |l′| steps are those of l′). When l is a rooted loop, we also
define its multiplicity J(l) to be the maximal integer J such that l can be written as the
concatenation of J identical rooted loops. It is easy to check that if l and l′ are in the same
equivalence class of unrooted loops, then J(l) = J(l′) – we call this value the multiplicity
J(L(l)) of the unrooted loop L(l).
Definition 2.23 (Rooted loop measure). For each x ∈ D, the rooted loop measure µxD
in D rooted at x, is the measure on rooted loops from x to x in D that assigns a mass
(2d)−|l|/jl(x) to each rooted loop l.
Definition 2.24 (Unrooted loop measure). The unrooted loop measure µD in D is the
measure that assign a mass (2d)−|L|/J(L) to each unrooted loop L in D.
For instance, an unrooted loop of the type x, y, x, y, x, y, x, y, x where x and y are neigh-
bours will have mass (2d)−8/4. It is a simple exercise to see that the total mass of µD on
the set MD of all finite loops in D is finite. If the reader would already like some concrete
motivation for the precise nature of these definitions, see Lemma 2.26.
Figure 2.2. Two loops rooted at y (the right hand loop follows the same
path twice). Left: jl(y) = 2, J(l) = 1; Right: jl(y) = 2, J(l) = 2.
We can also define the infinite measures µ and µx on unrooted and rooted loops in Zd
correspondingly (without the constraint that the loops remain in the finite set D).
Let us now consider the set MD,x of unrooted loops in D that visit the point x. There
is a close relationship between the restriction of µD to MD,x and µxD. Indeed:
• The measure (µD)|MD,x is the image measure of µxD under the map l 7→ L(l).
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• In the other direction, for each L ∈MD,x, one can choose a root for L by picking
uniformly one of the times that it visits x (among the jL(x) possible choices). Then
the image of (µD)|MD,x after performing this operation is exactly µxD.
When jl(x) = 1, then it is clear that µ
x
D(l) = (2d)
−|l| = µD(L(l)), so that in this case,
the relations above are clear. When jl(x) = J(L(l)) × k (i.e., l is the concatenation of
J independent copies of the same rooted loop that visits x exactly k times), then there
will be k rooted loops (rooted at x) in the same equivalence class L(l) of l, and indeed
µD(L(l)) = (2d)
−|l|/J(L(l)) = k(2d)−|l|/jl(x) = kµxD(l). On the other hand, when one
chooses to randomly root the unrooted loop L in the manner described above, the probability
of ending up with the rooted loop l is 1/k. This shows the second statement.
Definition 2.25 (Discrete loop-soups). When α > 0, a discrete loop-soup with intensity
α in D is a Poisson point process of unrooted loops in D with intensity αµD.
A loop-soup with intensity α can be thought of as a random finite collection L of
unrooted loops (Λi)i∈I in D, with cardinality given by a Poisson random variable of mean
αµ(MD). Note that if D′ ⊂ D, then µD restricted to the set of loops that stay within D′ is
exactly µD′ . It follows that if one considers the subset of all loops of L that stay within D′,
one gets exactly a sample of a loop-soup in D′. This is often referred to as the restriction
property of loop-soups.
By definition, we note that when L and L′ are two independent loop-soups in D with
respective intensities α and α′, then the union of these two loop-soups is a loop-soup with
intensity α+α′. This will be important later on, but in the remainder of the present section
we will mostly focus on the case where α = 1 (this is the one that is directly related to
Wilson’s algorithm). So, for the rest of this section, L will denote a loop-soup with intensity
1 in D.
To each unrooted loop L in the loop-soup L, and each x ∈ D that is visited by this
loop, we can associate a rooted loop lx that starts and ends at x as before, by choosing the
starting point uniformly (and independently) at random from one of the jL(x) visits of the
loop to x.
Let us now fix a point x ∈ D, and focus only on the collection Lx of loops in L that do
go through the point x. This is a Poisson point process with intensity given by the measure
µD restricted to the set of loops MD,x. So, the cardinality of Lx is a Poisson random
variable with parameter µD(MD,x).
Lemma 2.26. One has exp(−µD(MD,x)) = 1/GD(x, x).
Note that this quantity is also equal to the probability that Lx is empty.
Proof. Let us define U to be the sum of (2d)−|l|, over all rooted loops from x to x in
D that visit x only once. The quantity U2 is therefore the sum of (2d)−|l| over all possible
(rooted) loops that visit x exactly twice, and similarly for higher powers of U . Hence the
definition of µD shows that
µD(MD,x) =
∑
j≥1
(U j/j) = − ln(1− U).
On the other hand, we know from the definition of GD(x, x) (recall that we can express it
as the sum over k ≥ 0 of (2d)−k times the number of paths of length k from x to x in D)
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that
GD(x, x) = 1 +
∑
j≥1
U j = 1/(1− U),
which proves the lemma. 
We can therefore deduce the following fact:
Corollary 2.27. The probability that the loop-soup L is empty is equal to 1/ detGD.
Proof. The loop-soup is empty if and only if all the of the following occur:
• There is no loop in L that goes through x1.
• There is no loop in L that stays in D \ {x1} and goes through x2.
• . . .
• There is no loop in L that stays in D \ {x1, . . . , xn−1} and goes through xn.
These n events are independent (because the corresponding sets of loops are disjoint) and
their probabilities are given by the previous lemma. We can conclude using the product
formula for detGD. 
Remark 2.28. Note that the same proof shows that the probability that a loop-soup of
intensity α is empty is equal to 1/(detGD)
α.
Let us now turn back to the collection Lx. Again for each unrooted loop Λi in Lx, we
choose uniformly and independently at random one of the jΛ(x) times that it visited x, and
set λxi to be the corresponding rooted loop. In this way we obtain a Poisson point process
of rooted loops (all rooted at x), with intensity measure µxD.
Denote by N the number of unrooted loops in Lx that visit x. They correspond (via the
previous construction) to N loops that are rooted at x, and we can also choose uniformly
at random (among all N ! choices) an order for these rooted loops. This defines an ordered
collection of N rooted loops which we call λ1, . . . , λN . Finally, we can concatenate all these
loops in the order we have chosen to form one single long rooted loop λ from x to x in D
(when N = 0, we just say that λ is the empty loop).
Lemma 2.29. For each given rooted loop l from x to x in D with |l| ≥ 1 steps, P [λ =
l] = (2d)−|l|/GD(x, x).
Proof. Recall that N is a Poisson random variable with mean µD(MD,x). Also, by
(7), we know that for all l1, . . . , lr with concatenation l, it holds that
P [λ1 = l
1, . . . , λN = l
N , N = r] = (2d)−|l| × 1
j1 . . . jr
× 1
r!GD(x, x)
,
where the sequence j1, . . . ,jr denotes the number of visits of x by l
1, . . . , lr respectively.
Finally, for each given l that visits x exactly k = jl(x) times, each choice of j
1, . . . , jr ≥ 1
with j1 + . . . + jr = k corresponds to exactly one decomposition of l into a concatenation
of r rooted loops. Combining these observations, we obtain that
P [λ = l] =
(2d)−|l|
GD(x, x)
∑
r≥1
∑
(j1,...,jr)∈Sk,r
1
r!j1 . . . jr
,
and we can conclude by noting that (6) holds for each fixed k ≥ 1. 
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Hence, if we now return to our description of Wilson’s algorithm (rooted at x0, in the
case where D = {x1, · · · , xn}, x1 = x) we see that the loop λ constructed above (allowing λ
to have zero length with probability 1/GD(x, x)) is distributed in exactly the same way, by
Remark 2.4, as the long loop from x to x that we erase before the last visit of the random
walk to x.
Similarly, applying exactly the same reasoning to all steps of Wilson’s algorithm (noting
that the loop-soup restricted to those loops that do not go through x1 is exactly a loop-soup
in D \ {x1} and so on), we get the following result:
Proposition 2.30. Sample an unrooted loop-soup (with intensity 1) and an independent
UST T . Then, one can reconstruct a whole “movie” of Wilson’s algorithm in D, with root
x0 and ordering D = {x1, · · · , xn} as follows.
Recall the notation (y1, · · · , ys−1) for the (loop-erased) path X(1) in T from x1 to x0.
We construct the random walk with loops along X(1) in the following manner:
• Consider the N1 loops in the loop-soup that go through y1. Choose a root for each
of them. independently and uniformly at random among the times they spend at y1,
and also choose an ordering of these N1 rooted loops uniformly at random. Then,
concatenate (i.e. trace one after the other) these loops into a single loop from y1
to y1.
• Jump from y1 to y2.
• Consider the N2 loops in the loop-soup that go through y2 but not through y1 and
repeat the previous operation.
• Proceed until reaching the root x0.
Then, we trace the other branches in an iterative fashion.
Another way to describe this result is to start from Wilson’s algorithm, and to read off
the rooted loops λi from yi to yi in D \ {y1, . . . , yi−1} that are traced. Then, for each i
independently, if λi returns k times to yi, we choose to split this rooted loop into r smaller
loops with j1, . . . , jr returns to yi respectively, with a probability equal to 1/(r!j1 . . . jr). In
this way we obtain a point process of rooted loops in D, which clearly also induces a point
process of unrooted loops in D. Moreover, due to Proposition 2.30 we have the following
key proposition.
Proposition 2.31. The obtained point process of unrooted loops is independent of the
UST T that is constructed by Wilson’s algorithm, and its law is that of a loop-soup in D.
2.3.3. Occupation times of these loop-soups. Now, let us define V = (V(x))x∈D
to be the occupation time field of a loop-soup L with intensity 1 in D. That is, for any
x ∈ D, we set V(x) to be the total number of visits to x by all loops in L. This is an
integer-valued field, and as opposed to the field V in Wilson’s algorithm, it can take the
value 0 (it is possible that the loop-soup is empty – while for the field V we had to visit
each point at least once). Actually, Proposition 2.30 implies the following:
Corollary 2.32. The law of (V(x))x∈D is identical to that of (V˜ (x))x∈D := (V (x) −
1)x∈D.
This already uncovers the following feature: the occupation time fields V and V˜ = V −1
in Wilson’s algorithm are infinitely divisible. Indeed, for each integer k ≥ 1, we can consider
k independent realisations of the discrete loop-soup with intensity 1/k and their respective
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occupation time fields V1,1/k, . . . ,Vk,1/k. Then, since V1,1/k + · · ·+ Vk,1/k is the occupation
time field of a discrete loop-soup with intensity 1, we get that it is distributed like (V˜ (x))x∈D.
Furthermore, since we have determined the Laplace transform of the field V˜ , we can
deduce that of the occupation-time fields Vα:
Corollary 2.33. When α > 0, and when Vα is the occupation-time field of a loop-soup
with intensity αµD, then
E
[ n∏
j=1
(1 + k(xj))
−Vα(xj)
]
=
[ det(−∆D)
det(−∆D,k)
]α
=
[
(
n∏
j=1
(1 + k(xj)))
det(−∆D)
det(−∆D + Ik)
]α
.
Proof. For each given non-negative k, the quantity on the left-hand side is a non-
increasing function ϕ(α) of α on R+, and the infinite divisibility of loop-soup shows that
ϕ(α)ϕ(α′) = ϕ(α+ α′). This implies that ϕ(α) = ϕ(1)α, and we can conclude. 
2.4. Continuous-time loop-soups and their occupation times
We begin this section with two classical results, that can be viewed as the continuous
limit of the infinite divisibility of geometric distributions, Reminder 2.15 (recall that an
exponential random variable can be viewed as an appropriately defined limit of geometric
random variables).
Reminder 2.34 (The sum of two squared Gaussians is an exponential random variable).
It is straightforward to check that when Z and Z ′ are two independent centred Gaussian
random variables with variance 1, then the law of ((Z)2 +(Z ′)2)/2 is exponential with mean
1 (for example, by using the polar coordinate change of variables formula). Equivalently,
this tells us that an exponential random variable of mean 1 can be decomposed as a sum of
two independent identically distributed random variables Y1/2 and Y
′
1/2, each having the law
of Z2/2.
Actually, the previous fact can be considerably extended:
Exercise 2.35 (Infinite divisibility of the exponential). Consider a Poisson point pro-
cess N1 with intensity pi(dt) := e
−tdt/t in R+. Note that there will be an infinite number
of points in this point process, but they will accumulate near 0 (the total mass pi(R+) is
infinite, but pi([,∞)) <∞ for all  > 0).
(1) Using Exercise 2.21, show that the sum of the points Y1 in N1 is an exponential
random variable with parameter 1.
(2) For α > 0 let Nα be a Poisson point process with intensity αpi. Compute the
Laplace transform of the sum of the points Yα in this process.
(3) Deduce that the exponential distribution is infinitely divisible, and determine the
law of each component when it is written as a sum of n i.i.d. random variables.
Remark 2.36. In a way, the relation between (continuous-time) loop soups, both in the
discrete and in the cable-graph setting that we will discuss later in these lectures, can be
viewed as natural generalisations of this infinite divisibility property. Above, we represented
both the square of a Gaussian random variable, and an exponential random variable (which
can be viewed as the sum of squares of two independent Gaussian random variables), as
sums of a Poissonian collection of smaller quantities. We will similarly decompose the
square of the GFF (or alternatively the sum of two independent squares of the GFF) into
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a sum of a Poissonian collection of fields (which will be the occupation times of continuous
loops).
We already defined the discrete loop-soup that appears in Wilson’s algorithm, and we
have noted the relation between the occupation time fields V and V. Our goal is now to
look at the continuous-time counterpart of the loop-soup. This will lead us to discover an
important relationship with the GFF: see Proposition 2.39.
Clearly, when one has an unrooted discrete loop L in D, one can associate an unrooted
continuous-time loop by sampling independent waiting times ξ1, . . . , ξ|L| for each of the |L|
steps of the loop. In this way, one obtains some continuous-time unrooted loop, with total
time-length ξ1 + . . .+ ξ|L|.
Extending this, if we sample a discrete loop-soup with intensity α, we can (independently
for each loop in the soup) sample independent exponential waiting times with mean 1 for
each of the steps of the discrete loops. This yields a continuous-time loop-soup. Note that
this loop-soup has the property that each loop visits at least two sites of D (we need at
least two sites to have a step).
Given such a continuous-time loop-soup, we can go on to define its cumulative occupa-
tion time field, and we denote this by Wˆα (we reserve the notation Wα for another related
object that we will define in a few lines). We note that the law of Wˆα is related to the law
of Vα just as W was related to V : for all non-negative functions k on D,
E
[ n∏
j=1
(1 + k(xj))
−Vα(xj)
]
= E
[
exp(−
n∑
j=1
k(xj)Wˆα(xj))
]
.
In view of the various items that we presented so far, it is now very natural, for each
α > 0, to define a random field Yα = (Yα(x))x∈D consisting of independent identically
distributed random variables with the law of Yα for each x, and then to define the random
field Wα := Wˆα + Yα, where Yα and Wˆα are independent. Indeed, our description of the
erased loops in Wilson’s algorithm shows that the occupation time W (in the continuous-
time algorithm) is distributed exactly as W1. For general α the motivation will also soon
become clear.
When α = 1, Yα is defined by a collection of independent and identically distributed
exponential random variables with mean 1: one for each x in D. By the above discussion,
there is also a concrete way to define Yα when α = 1/2. If Z is a normalised Gaussian ran-
dom variable, then we can just sample independent identically distributed random variables
with the law of Z2/2 for each x ∈ D.
This is actually very natural in the loop-soup framework as well, as Wα corresponds to
the occupation time field of a slightly different continuous-time loop-soup, including loops
that visit only one point (they have a finite real life-time, but stay put at that point). This
is defined by adding for each x ∈ D, to the continuous-time loop-soup with intensity α that
we described above, an independent Poisson point process of loops that visit only x. Such
loops are described by their positive time-length, and the intensity of this time-length (in
the Poisson point process that we add at each x) should be given by αpi.
Definition 2.37 (Continuous-time loop-measures and loop-soups). In the sequel, we
will refer to this Poisson point process of continuous-time loops with intensity α (including
the Poisson point process of loops visiting only one point) as the continuous-time loop-soup
(in D) with intensity α. Its intensity measure (on the space on continuous-time unrooted
loops) will be denoted by ανD.
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The definition of these loop-soups and their occupation-time fields are motivated by the
following considerations:
• The occupation-time fields Wα are infinitely divisible. For instance, Wα has the
same distribution as the sum of two independent copies of Wα/2. Just as in the
discrete case, we can note that this implies, for each given non-negative function
k, that the function
ϕ : α 7→ E
[
exp(−
n∑
j=1
k(xj)Wα(xj))
]
is decreasing (if k 6= 0) and satisfies ϕ(α+α′) = ϕ(α)ϕ(α′). As before, this implies
that ϕ(α) = ϕ(1)α.
• The occupation-time fieldW1 is distributed exactly like the continuous occupation-
time field W in Wilson’s algorithm, so that for all non-negative k1, . . . , kn,
ϕ(1) = E
[
exp(−
n∑
j=1
kjW1(xj))
]
= E
[
exp(−
n∑
j=1
kjW (xj))
]
=
det(−∆D)
det(−∆D + Ik) ,
by Proposition 2.11.
The above two points imply:
Proposition 2.38. For all α ≥ 0 and any non-negative function k on D:
E
[
exp(−
n∑
j=1
k(xj)Wα(xj))
]
=
( det(−∆D)
det(−∆D + Ik)
)α
.
Comparing this proposition for α = 1/2 with the formula (Proposition 1.33) for the
Laplace transform of the GFF in D, we finally obtain:
Proposition 2.39 (How to construct the square of a discrete GFF via a Poisson
cloud of continuous-time loops in D). The field (W1/2(x))x∈D is distributed like the process
(Γ2(x)/2)x∈D, where Γ is a GFF in D.
Of course, this naturally raises the question of how one can construct the GFF itself
out of a loop-soup, or how to describe the conditional law of the GFF given its square. The
first question will be the motivation for the next section and the study of the GFF on cable
systems, but we can already make a few comments related to the second question in order
to illustrate the type of issue that arises.
Remark 2.40 (The sign of the GFF as an Ising model). The only extra information
one would need in order to recover (Γ(x))x∈D from (Γ(x)2)x∈D, is of course the sign σ(x)
of Γ(x) at every point x ∈ D. The process (σ(x))x∈D takes its values in {−1, 1}D. In order
to illustrate the nature of this question, it is worthwhile to make the following comment.
Given that all relevant joint distributions have smooth densities, it is easy to make sense
of the conditional distribution of Γ, given that (Γ(x)2)x∈D = (γ(x)2)x∈D for some non-
negative function (γ(x))x∈D. Recall that the density of Γ at (s(x)γ(x))x∈D can be written
as a multiple of
exp
[
− 1
2(2d)
∑
e=(xe,ye)
(1{s(xe)=s(ye)}(γ(xe)− γ(ye))2 + 1{s(xe)6=s(ye)}(γ(xe) + γ(ye))2)
]
.
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Therefore, it follows that the conditional law of σ given (Γ(x)2)x∈D = (γ(x)2)x∈D has density
of the type
P [σ = s|(Γ(x)2)x∈D = (γ(x)2)x∈D] = 1
Z(γ)
exp
[
−
∑
e
J(γ, e)1{s(xe)6=s(ye)}
]
,
where J(γ, e) = γ(xe)γ(ye)/d. This is nothing else than an Ising model on D with possibly
inhomogeneous weights Je on different edges e. In the special case where γ is constant,
this is just the usual Ising model with inverse temperature γ2/d in D. Hence, determining
the conditional distribution of Γ given its square is in fact an (inhomogeneous) Ising model
question.
Exercise 2.41 (The square of the GFF does not satisfy the Markov property). Consider
a square D = {a, b, c, d} = a + {0, e1, e1 + e2, e2} ⊂ Z2, and let Γ be a discrete Gaussian
free field on D with zero boundary conditions. We are going to compare the conditional
distribution of Γ2(a) given (Γ2(b),Γ2(c),Γ2(d)) = (1, 0, 1) and given (Γ2(b),Γ2(c),Γ2(d)) =
(1, x, 1) for some large x.
(1) What is the conditional law of Γ(a) given (Γ(b),Γ(c),Γ(d))?
(2) Determine the conditional law of (Γ(b),Γ(d)) given (Γ2(b),Γ2(c),Γ2(d)) = (1, x, 1)
for x ≥ 0 (equivalently, the conditional probability that Γ(b) and Γ(d) have the
same sign). What can you say when x→∞?
(3) Using (i) and (ii), determine the conditional law of Γ2(a) given
(Γ2(b),Γ2(c),Γ2(d)) = (1, x, 1).
Does this depend on x?
Exercise 2.42 (Wilson’s algorithm in one dimension and decomposition of (reflected)
Brownian motion). For n ∈ N let Dn be the graph defined by taking the subgraph {0, 1, . . . , n}
of Z together with an edge from the site n to itself (so that the simple random walk on this
graph has probability 1/2 to stay at n when it is at n, and probability 1/2 to jump to n− 1).
(1) Describe Wilson’s algorithm (in continuous time) rooted at 0 and starting at the
vertex n? What is the law of the associated path (with and without the erased
loops)?
(2) Describe how to form a collection of unrooted loops from the above erased loops,
that has the law of a Poisson point process (Hint: although this setting is slightly
different to that considered already in these lecture notes, you can check that the
same arguments hold without modification, because the jump probabilities are 1/2
everywhere).
(3) Relate the law of a certain functional of this Poisson point process to the law of
the time taken for a (continuous-time) random walk started at n and reflected at
n to reach 0.
(4) Prove that the time to hit 1, for a reflected Brownian motion started from 0 on
[0, 1], has infinitely divisible law.
Remark: It is possible to relate the previous considerations to the Poisson point process
of excursions above its future minimum of reflected random walk (or reflected Brownian
motion) stopped at its first hitting time of some positive level.
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2.5. Resampling and Markovian properties of unoriented loop-soups
In the previous section we saw that the loop-soups L1 and L1/2 were quite special, as
they could be related to two nice probabilistic objects. Namely, L1 is related to uniform
spanning trees (and Wilson’s algorithm), and L1/2 to the Gaussian Free Field (via its
square).
In the present section, we will discuss some properties of the loop-soups themselves,
that are reminiscent of the resampling and Markovian properties of the Gaussian free field.
They also highlight that the relationship between L1/2 and the GFF arises from simple yet
deep properties of this particular loop-soup. As we shall see, the features we are interested
in are best expressed and understood when one considers the loops in L1/2 to be unoriented.
In this setting, the loop-soup L1/2 has a unique special feature among all (Lα;α > 0).
It is worth stressing that if we were to stick to oriented loops as in the previous sections,
then we could derive very similar features for the loop-soup L1 (and these special properties
give rise to the relationship with Wilson’s algorithm) but we will not discuss this in detail
here.
2.5.1. Unoriented loops and loop-soups. In the previous sections, all our loops
(rooted and unrooted) were oriented: the loops xyztx and xtzyx winding in different orien-
tations around the same square were different (although both had µD mass 1/(2d)
4). Up to
this point, it was important for us to consider oriented loops, in order to make sense of the
concatenation of loops, and since loops in Wilson’s algorithm are naturally oriented with
respect to the time they appear. However, as we will explain in the present section, it is
somehow more natural to consider unoriented loops when one is studying the relation with
the discrete GFF.
Suppose that l = (l0, e1, l1 . . . em, lm = l0) is a rooted loop as defined before. We can
then define its time-reversal r(l) := (lm, em, lm−1, . . . , l1, e1, l0). When the rooted loops l
and l′ are in the same equivalence class L(l) = L(l′) of unrooted loops, then r(l) and r(l′)
are clearly also in the same equivalence class of unrooted loops, and we call this class r(L).
We can then define a further equivalence relation, now on unrooted loops, that identifies
L1 and L2 whenever L1 = r(L2).
The unrooted unoriented loop U(L) = U(L(l)) is the equivalence class of L under this
relation. Let us denote δ(L) = δ(U) the cardinality of {L, r(L)}, so this quantity is 1 if
r(L) = L, and is 2 if r(L) 6= L.
Definition 2.43 (Unoriented loop measure). The measure κD on unoriented unrooted
loops in D is the measure assigning mass (δ(U)/2)× ((2d)−|U |/J(U)) to each unrooted loop
U of length m in D.
So, when J(U) = 1 and δ(U) = 2, we see that κD(U) = (2d)
−|U | (this will be typically
the case for very long loops in a very large domain D).
We can note that κD is by definition the image measure of µD/2 under the map L 7→
U(L). Conversely, if one starts from an unrooted unoriented loop U , one can choose an
orientation at random, in order to define an oriented unrooted loop L. The image measure
of κD under this operation will give rise to the measure µD/2, because
µD(L)/2 = κD(U)/δ(U).
Definition 2.44 (Unoriented loop-soup). An unoriented loop-soup in D with intensity
c > 0 is a Poisson point process of unoriented unrooted loops with intensity cκD.
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By the above comments, when one samples a soup of (unrooted) oriented loops according
to the loop measure αµD, and one forgets about the orientation of the loops, then one gets
a soup of unrooted unoriented loops with intensity 2ακD. Conversely, starting from a soup
of unrooted unoriented loops with intensity cκD, one can define a soup of oriented loops
of intensity cµD/2 by choosing the orientation of each loop at random. In order to avoid
confusions, we use the letters α to denote the intensity of soups of oriented loops (i.e. with
intensity measure αµD) and c to denote the intensity of soups of unoriented loops (i.e. with
intensity measure cκD). The natural relation between c and α is therefore c = 2α and
α = c/2.
In view of the previous sections, we can say that the soup of oriented loops with intensity
α = 1 is very closely related to Wilson’s algorithm and that the soup of oriented loops with
intensity α = 1/2 is very closely related to the GFF. However, this relation to the GFF
goes via the occupation time field, which can be just as well defined using the unoriented
version of the loop-soup (the occupation time of an oriented loop does not depend on its
orientation). So, we can say that the soup of unoriented loops with intensity c = 1 is very
closely related to the square of the Gaussian Free Field.
We are now going to highlight some properties of this soup of unoriented loops with
intensity c = 1. Most of these properties have counterparts for the oriented loop-soup with
intensity µD (i.e., for α = 1). However, since our prime motivation here is to discuss the
relation to the GFF, we choose to focus solely on the case of unoriented loops with intensity
κD.
To set up notation, suppose that we are given such a loop-soup. Then for each un-
oriented loop U , we can consider the number N(U) of occurrences of U in the loop-soup.
By definition, these numbers N(U) will be independent Poisson random variables with
respective means κD(U).
2.5.2. The law of the loop-soup given its occupation time measure on edges.
Exercise 2.45 (Warm-up to the resampling property of the loop soups.). Suppose that
D ⊂ Z2 consists of the site x0 and of the union S1 ∪ S2, where S1 is the unit square with
bottom right hand corner x0 and S2 is the unit square with top left hand corner x0.
(1) Consider a (discrete-time) oriented loop-soup of intensity α in D, and the possible
loop-soup configurations that give rise to exactly one jump along each of the eight
edges of D, in such a way that these jumps go clockwise around S1 and around S2.
How many such loop-soup configurations are there? For each of them, determine
the ratio of their probability with the probability that the loop-soup is empty. What is
special when α = 1? Can one interpret this in terms of “resampling the connections
at x0”?
(2) Now consider (oriented) loop-soup configurations that give rise to exactly one jump
along each of the eight edges of D, but with no constraint on their orientation.
Determine the number K of such loop-soup configurations? For each of them,
determine the ratio of their probability with the probability that the loop-soup is
empty. If for each loop in the loop-soup, one forgets about its orientation, one gets
a configuration of unoriented loops. Determine the number K ′ of unoriented loops
there are that correspond to the previous K configurations of oriented loops. Com-
pare the probabilities of these K ′ configurations. What is special when α = 1/2?
Can one interpret this in terms of “resampling the connections of the unoriented
loop-soup at x0” in that case?
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In the previous sections, we studied the occupation time measure V of a discrete-time
oriented loop-soup with intensity α = 1, which was defined on the sites of D. For each
point in D, we counted how often this point has been visited by the loops in the loop-
soup. However, the loop configuration also includes (extra) information about the number
of jumps along each edge between two points in D. For instance, if D consists of a little
square with four vertices abcd and if we know that the occupation time measure at each of
the four points is 1, then we do not know whether the loop-soup consists of two loops (aba
and cdc, or ada and bcb) or of one loop (abcda). Conversely, if for each edge e we know the
total number of jumps along that edge, then we can deduce the occupation time at each
site by summing the number of jumps along each edge adjacent to this site (and for all
this, one does not need to know the orientation of the loop). Hence, as soon as D contains
a “cycle”, we see that the occupation-time measure on edges contains more information
about the loop-soup than the occupation-time measure on sites.
It turns out to be more convenient and natural to consider the trace of loops on edges
rather than on sites, when one discusses resampling and Markovian properties of the loop-
soups, or Markovian properties of their occupation time measures.
In the remainder of this section, we will focus on a soup of unoriented unrooted loops in
D with intensity κD, and we will use in an essential way here that c = 1. Such a soup defines
an integer-valued occupation time field (T (e))e∈E on the set of edges E = ED (the set of
edges with both end-points in D) – mind that from now on in this chapter, the notation
T will be used solely for this field (we will not discuss spanning trees in the remainder of
this chapter). When x ∈ D, we denote by E(x) the set of edges in ED that are adjacent
to x (i.e., one of their endpoints is x). Note that by definition, the occupation time field
(S(x))x∈D on sites is related to the field (T (e))e∈E by
S(x) =
1
2
∑
e∈E(x)
T (e)
for all x ∈ D, so that the field T contains at least as much information as S. (Typically,
T actually contains strictly more information than S: one can think for instance of a
configuration in a square D where each site has been visited once; then the occupation
times of the four edges of the square could be 1, 1, 1, 1 or 2, 0, 2, 0 or 0, 2, 0, 2). Recall
that the occupation time measure S corresponds to the occupation time measure V1/2 of
a loop-soup with intensity α = 1/2, and that we have described its law via its Laplace
transform:
E
[ n∏
j=1
(1 + k(xj))
−S(xj)
]
=
[ det(−∆D)
det(−∆D,k)
]1/2
.
for all non-negative functions k.
We are going to address the following two questions:
• Can we describe the law of the field (T (e))e∈E?
• What is the conditional law of the loop-soup, when one conditions it on its occu-
pation time measure T on the edges? That is, what can we say about the actual
collection of loops?
Let us begin with the first question. When t = (te)e∈E is a collection of integers defined
on E, we define s = (s(x))x∈D to be the corresponding quantity on sites: s(x) is half of the
sum of t(e) over the edges e ∈ E(x). A first remark is that the law of T will be supported
on the set A of (“admissible”) occupation measures t, such that s(x) is an integer for each
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x. In other words, the sum of all t(e) over E(x) has to be even for each x. On the other
hand, it is easy to see that for each t ∈ A, the probability that T = t will be positive. For
such t we define the total occupation time
|t| :=
∑
e
t(e).
For every even integer 2u, we also set P(2u) = (2u)!/(2uu!) = (2u−1)×(2u−3) . . . 3×1
to be the number of possible ways of decomposing {1, . . . , 2u} into pairs (with the convention
P(0) = 1).
Proposition 2.46 (Law of the occupation time field). For all t ∈ A,
P [T = t] =
1√
detGD
× (2d)−|t| ×
[∏
x
P(2s(x))
]
×
∏
e
1
t(e)!
.
We will prove this result together with the answer to the second question, that we now
turn to. The following exercise serves as a warm up to these considerations.
Exercise 2.47 (A renewal-type property (on edges) of the loop soups). Suppose that for
some subset E′ ⊂ ED we condition on the event {T (e) = 0 ∀e ∈ E′}. Using the definition
of the loop soup as a Poisson point process of loops, describe the conditional law of the soup
given this event.
For x a given site, let Cx denote the connected component containing x of the graph
defined by D and by the set of edges e such that T (e) 6= 0. Show that conditionally on
Cx = C, the law of T
D restricted to the set of edges ED\C is the law of TD\C .
We note that the missing information (when one knows T ) in order to determine the
loop-soup, is how to connect all these jumps along edges to each other in order to create
loops. The intuitive way to think about it is as follows:
• the occupation time measure on edges provides for each edge e, an integer number
of straight pipes;
• in order to recover a loop-soup, one has at each site x, to decide which adjacent
pipes will be paired and connected to each other. So, one has to choose a pairing
of the (even) number
∑
e∈E(x) T (e) of pipes.
The answer to the second question is then the following.
Proposition 2.48 (Resampling the connections at sites). The conditional law of the
loop-soup given T can be described as follows: at each site x, choose (independently for each
x) a pairing of the 2S(x) adjacent pipes uniformly among all choices.
One striking feature of this proposition is that the choice of connections at different
sites is made independently. This indicates that in some sense, the interesting “long-range”
interaction properties of a loop-soup are already encapsulated by T .
Let us prove these two propositions together.
Proof. In order to prove these two facts, the following trick can be useful in order
to avoid getting sidetracked into unnecessary combinatorial considerations. Instead of con-
sidering subgraphs of Zd, we will consider the graph that is obtained when each edge of
Zd appears K times (i.e. there are K identical copies of each edge). We can note that
this change will not affect the definition of the random walk, of the Green’s function, of
the Laplacian or of the GFF. It also changes almost nothing about the loop-soup in D,
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except that if we want to keep track of the occupation times on edges, things will be a little
different. Typically, when K is very large for a given D, the loop-soup will tend to avoid
using edges twice. More precisely, as K →∞, the probability that a loop-soup in D (with
these K-multiple edges) uses any edge twice goes to 0.
Let U denote a configuration of the loop-soup that gives rise to the occupation-time
measure t on edges, and that uses no edge twice. By (3) of Reminder 2.18, the probability
of this configuration U is simply proportional to (2dK)−|t|. In order to determine the
probability that we obtain T = t (for the original loop-soup on Zd) it therefore suffices
to enumerate the number of loop-soup configurations that give rise to t, multiply this by
(2dK)−|t|, renormalise to obtain a probability measure, and to finally let K →∞.
In order to perform this enumeration, we can first deal with the number of possibilities
for each edge. One needs to choose t(e) edges among the K available ones, which gives rise
to K!/(t(e)!(K − t(e))!) possibilities, and this quantity behaves like Kt(e)/t(e)! as K →∞.
Then, once we know which edges are used, we need to pair them at each site in order
to create the loop-soup configuration. Clearly, there are P(2s(x)) choices at each site.
Proceeding as described above, we therefore see that P [T = t] must be proportional to
(2d)−|t| ×∏x P(2s(x)) ×∏e(1/t(e)!). But we know by Remark 2.28 that the probability
that the loop-soup is empty (i.e., that t is identically 0) is equal to 1/
√
detGD, which
determines the renormalisation factor and concludes the proof of Proposition 2.46.
This argument also immediately provides the resampling property at sites (Proposition
2.48). 
2.5.3. Bridges and Markov property. In order to describe the Markov property of
loop-soups and their occupation times, we need to make the following slight extensions and
modifications to our set-up. Consider a finite subset D of Zd as before, and let E = ED
again denote the set of edges of Zd that have two endpoints in D. We will also now consider
a subset E1 of E, and consider the discrete-time random walk in D that is killed at the first
time σ that it “attempts” to jump along an edge that is not in E1. We can then define the
corresponding Green’s function GE1(x, y), defined for x, y with E(x)∩E1 6= ∅, E(y)∩E1 6= ∅,
by
GE1(x, y) := Ex
[σ−1∑
j=0
1{Xj=y}
]
,
and the corresponding Laplacian on (D,E1) (which is just obtained from ∆D by replacing
instances of 1/(2d) that correspond to edges in E \E1 by zeroes). We say that a path from
x to y stays in (D,E1) (or simply, in E1) if it only uses edges in E1.
Consider two points x and y in D. We say that a bridge b from x to y in E1 is a finite
nearest-neighbour path in (D,E1) (as always, keeping track of the edges used) that starts
at x and finishes at y. We write |b| for the length (number of jumps) of b, and a bridge
from x to x is allowed to have zero length. By definition, GE1(x, y) is then the sum over all
bridges from x to y in E1 of (2d)
−|b|.
We can therefore define a probability measure on bridges from x to y in E1, that assigns
a probability (2d)−|b|/GE1(x, y) to each bridge b.
Definition 2.49 (Unordered unoriented bridges). Suppose that Z = (z1, . . . , z2N ) are
2N points in D. An unordered unoriented Z-bridge in E1 is a pairing t of {1, . . . , 2N} (this
is a permutation (t11, t
2
1) . . . (t
1
N , t
2
N ) of {1, · · · , 2N}, where the transpositions are ordered
2.6. A QUICK SURVEY OF THE GFF AND LOOP-SOUPS ON CABLE GRAPHS 57
according to some lexicographic rule), together with a collection of N unoriented bridges
joining the N pairs (zt1k
, zt2k
)k≤N in E1.
Definition 2.50 (Bridge measure). Suppose that Z admits a pairing t of {1, . . . , 2N}
such that GE1(zt1k
, zt2k
) 6= 0 for all k ≤ N .
Then we define the measure BE1Z on unoriented unordered Z-bridges as follows:
(1) we first sample a pairing τ in such a way that the probability of a given pairing t
is proportional to
∏N
k=1GE1(zt1k
, zt2k
);
(2) given that τ = t, we then sample N independent (unoriented) bridges in D, from
the measure described just before Definition 2.49, joining the two points of each of
the N pairs (zt1k
, zt2k
).
The definition basically means that we sample a Z-bridge in such a way that the prob-
ability of observing a given Z-bridge, whose N sub-bridges have lengths summing to K, is
just proportional to (2d)−K .
We are now ready to describe the Markov property of loop-soups. Suppose that we
consider an unoriented unrooted loop-soup in D, and that E1 and E2 form a partition of
the set of edges that join two points of D. Our goal is now to study the conditional law of
the loop-soup in E1 given “its trace” on E2. For this, we write η for the collection of all
portions of loops or of entire loops in the loop-soup that use edges in E2. This consists of
(counting all of these with their multiplicity):
• The unoriented loops that use only edges of E2.
• Unoriented bridges in E2 that are subsets of loops in the loop-soup, and that are
maximal in the sense that they are contained in no longer bridge in E2 in that
loop. In other words, these are the collection of all excursions in E2 of the loops
in the loop-soup.
Each of these N unoriented bridges has two endpoints. We denote by X these 2N endpoints
of η. We finally define β to be the N “missing pieces” that are needed to complete these
N unoriented bridges in order to form the loops of the loop-soup. When one conditions on
X , then these missing pieces do form an unordered unoriented X -bridge in E1.
By adapting the previous “multiplicity of edges K tending to infinity” idea, it is a simple
exercise (that we leave to the reader) to prove the following fact:
Proposition 2.51. The conditional distribution of β given η is exactly the unordered
unoriented bridge measure BE1X .
It is worthwhile to highlight that this conditional law depends on η only via the knowl-
edge of X . So, conditionally on these 2N endpoints, η and β are independent. Note however
that the role of E1 and of E2 are not totally symmetric in this set-up For our definition, η
cannot have bridges of length 0, while β is allowed to have bridges of zero length.
2.6. A quick survey of the GFF and loop-soups on cable graphs
In this section we survey, in a narrative and heuristic way without full proofs, aspects
of the conditional law of the GFF given its square. This will enable us to not only define
the square of the GFF from a loop-soup (as in the previous sections), but also how to define
the GFF itself out of a (somewhat more complete) loop-soup.
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2.6.1. The cable-graph GFF. The important new object is the so-called cable graph
associated to a subset D ⊂ Zd. This graph C is defined to be the union of D with all open
edges (viewed as open intervals in Rd) that are adjacent to the sites of D. The points of
∂D are called the boundary points of the cable graph and will also be denoted by ∂C. In
view of our picture of the discrete GFF as being built of a collection of Gaussian springs,
it is very natural to define the cable graph GFF as a random continuous function on C (or
actually on C := C ∪ ∂C) using the following procedure.
Definition 2.52 (Cable graph GFF). First sample a discrete GFF Γ in D. Then,
conditionally on (Γ(x))x∈D, sample an independent Brownian bridge Γe on each edge e =
(xy) of C, conditioned to satisfy Γe(x) = Γ(x) and Γe(y) = Γ(y), with the convention that
Γ(y) = 0 for y ∈ ∂D. The obtained process Γ defined on C (equal to the discrete GFF Γ on
sites and to Γe on edges) defines the cable-graph GFF on C.
In other words, instead of interpolating the discrete GFF Γ linearly on the edges (which
also seems like a reasonable way to extend Γ to the cable graph) we interpolate Γ via
Brownian bridges. This is fairly natural, as one can then view the obtained function as the
generalisation of one-dimensional Brownian motion, but when time is replaced by the whole
cable graph C.
In the above construction, it is easy to see that the obtained cable-graph GFF Γ is a
continuous centred Gaussian process on C. Its law can therefore be described using only its
covariance function KC(x, y) defined on C ×C. By definition, this covariance function will
coincide with GD when x and y are both sites of D. Furthermore, our definition also shows
that for each x, the function y 7→ KC(x, y) is actually harmonic (and therefore linear!) on
each edge-portion that does not contain x.
The first observation which makes the cable-graph GFF so useful is the following. If one
samples a cable-graph GFF, one can define its zero-set Z to be the (closed) set of points x
in C such that Γ(x) = 0. Then, one can define the “excursions of Γ” to be the connected
components of C \ Z. Since Γ is a continuous function on the cable graph, its sign must
be constant on each excursion. Suppose now that one observes only the function |Γ| (or
equivalently the square of the function Γ). Then, one knows the set Z (which is also the
zero-set of |Γ|). The knowledge of the sign of the GFF on each excursion is the only missing
information that would allow Γ to be recovered.
Now, the following fact is intuitively clear:
Proposition 2.53 (Law of Γ given Γ2 on the cable-graph). Conditionally on the zero-set
Z, the law of the signs of Γ on each of the excursions is given by a collection of independent
fair coin tosses.
Let us outline an elementary way to derive this fact. The idea is to verify that if we
switch the sign of a single excursion of Γ, say containing a given point x, then the law of Γ
remains unchanged.
• Donsker’s invariance principle (based on the central limit theorem and a simple
tightness argument) shows that suitably rescaled random walks on Z converge to
one-dimensional Brownian motion. Similarly (using a “local central limit theorem”
on each of the edges of the cable-graph) it is possible to show that the following
processes will converge to the cable-graph GFF. For n ≥ 0, divide each edge of
the cable graph into 2n intervals of length 1/2n. Consider the set of continuous
functions on the cable graph that are equal to 0 on ∂D, and that are differentiable
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with derivative equal to +1 or −1 on each of these length (1/2n)-intervals. For
each n, let fn be a random function sampled from the uniform measure on this
set of functions: then, in the space of continuous functions on C ∪ ∂D endowed
with the sup-norm, these fn converge weakly as n → ∞ to the cable-graph GFF.
For convenience, by Skorokhod’s representation theorem, we can couple all the fn
together with a realisation of the cable-graph GFF Γ, so that sup |fn − Γ| → 0
almost surely.
• Furthermore, if we define the mapping f 7→ ∂D ∪ Z(f) that associates to a con-
tinuous function on the cable-graph its zero-set (viewed as an element of the set of
compact subsets of C endowed with the Hausdorff distance) then with probability
one, the cable-graph GFF Γ is a continuity point of this map. This can be seen
by considering sample path properties of one-dimensional Brownian bridges - for
instance, using that any zero of such a bridge is almost surely an accumulation
point of intervals where it is positive and an accumulation point of intervals where
it is negative - and applying this remark to the restriction of the GFF on each edge
of the cable-graph.
• Finally, for each given x and each continuous function f on the cable-graph, we
define Sx(f) to be the function obtained from f by just swapping the sign of the
excursion of f that contains x. Clearly, for all given n and all given x, the law of
Sx(fn) is the same as the law of fn. Furthermore, the fact that Γ is a continuity
point for the zero-set mapping readily implies that Sx(fn)→ Sx(Γ) almost surely
as n→∞. Hence, we conclude that Sx(Γ) and Γ do have the same distribution.
Exercise 2.54. Turn the above outline into an actual proof.
Remark 2.55. Note that we have now seen how to construct a cable graph GFF out of a
discrete GFF (by adding Brownian bridges), and how to construct a cable graph GFF (and
therefore a discrete GFF) out of the square of a cable graph GFF. However, this does not
quite provide a recipe for how to construct a discrete GFF out of the square of a discrete
GFF. In the next section, we will show how to directly construct the square of a cable-graph
GFF via other means (namely, using a Brownian loop-soup), from which one can then
construct a discrete GFF.
Exercise 2.56. 1) Extend the definition of the cable graph and of the cable graph GFF
to the case where the boundary points of C are not necessarily points of Zd but can lie
anywhere on the edges of Zd.
2) Extend the definition of local sets to the case of the GFF on cable graphs.
3) Show that for a given point x, the excursion of the cable-graph GFF that contains x
is a local set.
2.6.2. Brownian loop-soup on the cable graph. Just as in the case of the discrete
graphs, it turns out that there is a direct way to construct the square of a GFF on the
cable-graphs using loop-soups.
Indeed, the covariance function KC of the GFF on the cable graph does correspond
to an actual Green’s function that can be interpreted in terms of Brownian motion on
the cable-graph C. It is easy to define such a Brownian motion, which is heuristically the
trajectory of a particle moving at random on C (mind that this Brownian motion is different
from the GFF: it is parametrised by time and takes values in C). When this cable graph
Brownian motion moves on an edge, it locally behaves like Brownian motion on that edge
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(i.e. like a one-dimensional Brownian motion), and each time it reaches a site x ∈ D it
chooses uniformly at random along which of the 2d adjacent edges to move along next.
Once this Brownian motion is defined, we can choose to stop/kill it as soon as it reaches
∂D. Then, if it is started at x ∈ C (at time 0) the law of its position at time t has a density
pcablet (x, y) with respect to one-dimensional Lebesgue measure on the cable graph. One can
then define its Green’s function GcableD (x, y) =
∫∞
0 p
cable
t (x, y)dt and it turns out that KC is
a constant multiple of GD.
If we divide each edges of the cable-graph into 2n pieces as before, and consider the
random walk that at each step jumps to one of the neighbours at distance 1//2n of the actual
position, then it is easy to check that (when suitably rescaled), this random walk converges
to this cable-graph Brownian motion as n → ∞. Actually, if we use the continuous-time
random walks with suitably chosen exponential waiting times, then one can derive a simple
Skorokhod-embedding type coupling between this random walk and the Brownian motion
(which in turn, can actually be used to derive all the following results on cable-graphs from
results on discrete graphs – the motivated reader can do this as an instructive exercise!).
Furthermore:
- One can define the analogue of the random walk loop-soup, using the above de-
scribed Brownian motion on C rather than random walks on D. This cable graph
loop-soup will be a Poissonian cloud of (unrooted) Brownian loops on C.
- In a cable-graph loop-soup, there will almost surely be only finitely many loops
of diameter greater than  for all , but infinitely many loops of diameter smaller
than . An important observation is that if one is given a point x ∈ C \ ∂D, then
the mass of the set of loops that pass through x is infinite, so that x will almost
surely belong to infinitely many loops in the cable-graph loop-soup. Nevertheless,
there will still exist exceptional random points in C that belong to no loop of the
cable-graph loop-soup: we denote this set of points by Z.
- Each loop lj in the loop-soup defines an associated occupation time measure den-
sity, which is a continuous function on the cable graph that measures “how much
time” (or rather “time-density”) it spent at each point. More precisely, this is a
random continuous function ωj(·) on C, such that for all connected sets I ⊂ C
the time spent by lj in I is given by
∫
I ωj(x)dx, where dx is Lebesgue measure
on the cable graph. This is the cable graph version of the local time process for a
one-dimensional Brownian motion.
- One can then define the cumulative occupation time of the loop-soup to be the
function
F (x) :=
∑
j
ωj(x); x ∈ C.
Not (so) surprisingly, the relation between the discrete loop-soup and the square of the
GFF generalises nicely:
Theorem 2.57 (From the cable graph loop-soup to square of the GFF). The law of
the process F is exactly that of a constant times the square of a GFF on the cable graph C
(with boundary set ∂D).
It is worth stressing that there is no longer any contribution of “stationary” loops here,
as opposed to the discrete GFF case. In particular, one obtains a construction of the square
of the GFF in D directly from the cable-graph loop-soup. More precisely, the relation with
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discrete loop-soups in continuous time (as in Chapter 2, Section 2.4) can be described as
follows:
- The loops in the discrete (continuous-time) loop-soup in D that visit more than
one site of D correspond exactly to the loops of the cable-graph loop-soup in C
that visit more than one site of D.
- The Poisson point process of “stationary” discrete loops visiting only one point in
D, that was used to construct Y1/2 in Section 2.4 of Chapter 2, correspond exactly
to the loops in the cable-graph loop soup that visit only one point of D.
Mind that in the cable-graph GFF, there are also loops (whose corresponding trajecto-
ries are contained strictly inside one edge) that visit no point of D. These clearly do not
contribute to the occupation time density F at sites x of D.
In the construction of the square of the GFF via the loop-soup (Theorem 2.57), one can
actually interpret the zero-set Z of the GFF (or of its square) in terms of the loop-soup.
Indeed:
Proposition 2.58. Almost surely, the set Z of points at which Γ2 = 0 is exactly the set
Z of exceptional points on the cable-graph that belong to no cable-graph loop in the loop-soup.
In other words, the excursions of Γ are exactly the cable-graph loop-soup clusters.
To prove this, one can use the following two features:
- If B is a one-dimensional Brownian motion, then for all time t, the local time of B
at time t is strictly positive in the interior of its range B[0, t]. In other words (this follows
for instance from the standard Ray-Knight theorems for one-dimensional Brownian motion,
[44]). It follows that if one considers one Brownian loop on a cable-graph, the local time
will be strictly positive for all points that lie at the “interior” of its range. In particular,
only finitely many points in the range of the Brownian loop will have a local time equal to
0 (the “boundary points” of the range).
- If one is given any (fixed) point on the cable graph, then almost surely, there will
exist infinitely many Brownian loops in the loop-soup that will “cover” this point and have
a positive local time at it. In particular, if we apply this iteratively (when discovering for
instance the loops in the loop-soup one after the other in decreasing size), we see that almost
surely, for all the loops in the loop-soup, the boundary points of that loop are “covered” by
infinitely many smaller loops in the loop-soup.
Combining these two facts, we see that if the cumulated local time at a point of the
cable-graph is equal to 0, it cannot be in the range of a Brownian loop in the loop-soup
(if it was in the range of one of the loops, it would have to be at one of its finitely many
“boundary points”, but then the other loops in the loop-soup would actually cover it), so
that Z ⊂ Z.
Wrapping up, we conclude that we can construct the cable-graph GFF (and therefore
the GFF on D) starting from a cable-graph loop-soup as follows:
Corollary 2.59 (Lupu’s coupling: From the cable-graph loop-soup to the GFF). Con-
sider a cable-graph loop-soup, and define its occupation-time density F as before. Then, for
each excursion Ej of F , toss an independent fair coin to determine j ∈ {±1}. When
x ∈ Ej, define (x) := j. Then the process ((x)
√
F (x))x∈C is a constant multiple of a
cable-graph GFF.
This type of result turns out to be very useful when one wants to understand features
of the continuum GFF. In some sense, the cable-graph GFF provides an interpolation
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between the discrete GFF and the continuum GFF, that has the advantage (compared to
both the discrete GFF and the continuum GFF) of being a continuous function. This means
that it possesses additional properties, related to the reflection principle of one-dimensional
Brownian motion, that make it very nice to work with.
In order to illustrate the relation between loop-soups and the GFF on cable-graphs, it
can be useful to revisit the definition of a square Bessel processes. This is directly related
to the case where the underlying cable-graph is the positive half-line.
Exercise 2.60. For d a positive integer, we define the law of the square Bessel process
X(d) of dimension d, SQBd, to be that of |Wt|2, where W is a d-dimensional Brownian
motion started from the origin. What is the law of |Wt|2 when d = 2 for a given positive t?
Can you see how to decompose SQBd as a sum of d independent processes?
In fact, although this is not totally obvious (one can use the so-called Yamada-Watanabe
theorem, see [44]), the definition of SQBd can be extended to any positive real d as a solution
to the stochastic differential equation (and this coincides with the definition for d ∈ Z+):
dX
(d)
t = 2
√
X
(d)
t dBt + d× dt, X(d)0 = 0.
Show that this process is infinitely divisible – for instance, the sum of two independent copies
of X(d) has the same law as X(2d).
Remark 2.61. Pushing the previous exercise further, one can show SQB1 can be defined
via a Poisson point process of SQB0+ excursions, that correspond exactly to the occupation
times of a Poisson point process of Brownian loops in R+. Interested readers can then revisit
the literature on Ray-Knight theorems (see for instance [44] and the references therein) with
this perspective.
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CHAPTER 3
The continuum GFF
We now turn to the continuum world, and we start our study of the continuum GFF.
We will not rely on any of the results that we have derived in the discrete setting, but we
will be guided by some of the features and intuitions that we have gathered so far.
In this chapter, we will define and study the continuum GFF in open subsets of Rd,
d ≥ 2. Recall from the warm-up chapter that for open subsets I of R (i.e., when d = 1),
the GFF is nothing else than a collection of independent Brownian bridges in each of the
connected components of I, which are well-known objects. Our goal here is to describe
the analogue of the Brownian bridge when the parameter-space is higher dimensional. As
we progress with this and obtain various results, the reader may find it interesting to
draw analogies with (a) the corresponding properties of Brownian bridges and (b) the
corresponding properties of the discrete GFF.
Throughout of this chapter, D will denote an open subset of Rd, d ≥ 2, satisfying the
following properties:
• if d = 2, then D 6= R2 (together with the condition below, this will ensure that the
Green’s function in D is finite);
• if ∂D 6= ∅, then all boundary points z ∈ ∂D are regular, meaning that for B a
d-dimensional Brownian motion started from z, we have inf{t > 0, Bt /∈ D} = 0
almost surely. This is a classical condition for existence of solutions to the Dirichlet
problem in D and is not very restrictive; for instance, it will be satisfied by any
domain D with a smooth boundary (it does however rule out domains D such as
Rd \ {0} for d ≥ 2).
Sometimes, we will add further conditions on D, such as requiring it to be bounded or
connected.
3.1. Definition of the continuum GFF
3.1.1. Warm-up and heuristics. The object that we would like to define should be
some sort of random function, or process, (Γ(x))x∈D. The process Γ should be a centred
Gaussian process, and should correspond to the (appropriately normalised) limit of the
discrete GFF on a lattice approximation Dδ ⊂ δZd to D. Recall that the covariance
function of the discrete GFF on Dδ (as in (Chapter 1, Section 1.2) the discrete GFF on Dδ
is defined by rescaling the discrete GFF on δ−1Dδ ⊂ Zd) is the discrete Green’s function
on Dδ. The only way to take δ → 0 in order to get a limiting process with some non-trivial
correlation structure appears to be (as indicated in our warm-up chapter) to first normalise
the discrete GFF in such a way that the discrete Green’s functions converge to a non-trivial
function in D. This limiting covariance function should still be harmonic away from the
diagonal and positive, which essentially characterises it as the continuum Green’s function
GD in D.
65
66 3. THE CONTINUUM GFF
So, given that the weak limit of Gaussian processes is a Gaussian process, it looks
like we are trying to define a centred Gaussian process (Γ(x))x∈D with covariance function
E[Γ(x)Γ(y)] = GD(x, y). As we have already pointed out in the warm-up chapter, this does
not appear to be possible, due to the fact that GD(x, x) = ∞. Formally, this would mean
that Γ(x) is a Gaussian with infinite variance for every x. Note however that there are ways
to heuristically interpret Gaussian random variables with infinite variance; for instance, as
formal sums of infinitely many independent Gaussian variables with variance 1.
In a different direction, if we suppose that D is bounded, and Γ has covariance structure
as described in the previous paragraph, we could formally consider the “integral” IΓ(1) of
Γ(x) over D. Then, by Fubini, we would have
E[IΓ(1)
2] =
∫
D×D
dxdy E[Γ(x)Γ(y)] =
∫
D×D
dxdy GD(x, y).
Now, as we will see in a moment, even if GD(x, y) explodes as y → x, it is easy to see
that for each given x,
∫
DGD(x, y)dy is finite (one can write this in terms of the expected
exit time of D by a Brownian motion started from x). Thus the formal variance of IΓ(1) is
actually finite. So even if for each given x, Γ(x) does not make sense as a Gaussian random
variable, it seems that IΓ(1) should be a Gaussian random variable with finite variance.
More generally, for any given continuous test function f with compact support in D, it
turns out that the integral
GD(f, f) :=
∫
D×D
dxdyf(x)f(y)GD(x, y)
is absolutely convergent. This in turn indicates that one should be able to define a quantity
IΓ(f), that is a centred Gaussian random variable with variance given by GD(f, f), and can
be formally interpreted as
∫
D f(x)Γ(x)dx.
Finally, if f1 and f2 are two continuous functions with compact support in D, then the
same argument indicates (formally) that
E[IΓ(f1)IΓ(f2)] =
∫
D×D
dxdyf1(x)f2(y)GD(x, y) =: GD(f1, f2) <∞.
In summary, it seems that it should be possible to define a family of random variables
IΓ(f) (indexed by the family of continuous functions f with compact support in D) as a
centred Gaussian process with covariance function E[IΓ(f1)IΓ(f2)] = GD(f1, f2).
This formal heuristic conclusion will be the starting point of our definition of the con-
tinuum GFF. We will essentially define the GFF to be this Gaussian process IΓ (with the
specified covariance structure). In fact, we will just use the notation Γ(f) instead of IΓ(f).
In other words, while the value of the continuum GFF at given points will not make sense,
quantities that one can interpret as “mean” values of the GFF on bounded open domains
U (i.e., Γ(IU )) will be well-defined Gaussian random variables.
3.1.2. Basics on stochastic processes. We now quickly survey some basic results
on stochastic processes and measure theory.
• A random real-valued process indexed by some set A is just a collection of random
variables (Xa)a∈A defined on the same probability space. The law of the process
is a measure on RA (endowed with the product σ-field) and is characterised by
its finite-dimensional distributions (i.e., the law of the finite-dimensional vector
(X(a1), . . . , X(an)) for each a1, . . . , an ∈ A).
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• Conversely, if one is given a family of finite-dimensional distributions that is com-
patible (taking the marginal distribution of one of these distributions gives the
correct corresponding finite dimensional distribution), then it is possible (this is
Kolmogorov’s extension theorem) to construct a probability space and process
(Xa, a ∈ A) on this probability space which has the given finite-dimensional dis-
tributions.
• When all finite-dimensional distributions are those of (centred) Gaussian vectors,
we say that the process is a centred Gaussian process. In other words, a stochastic
process (Xa)a∈A is a centred Gaussian process if and only if for any n, for any
a1, . . . , an in A and any real constants λ1, . . . , λn, the random variable λ1Xa1 +
· · ·+λnXan is a centred Gaussian random variable. The law of a centred Gaussian
process (Xa)a∈A is fully described by its covariance function Σ(a, a′) := E[XaXa′ ]
defined on A×A.
• Combining the previous items shows that when A is a given set and Σ is a real-
valued symmetric function defined on A× A such that for all n, for all a1, . . . , an
in A and all λ1, . . . , λn in R,∑
i,j≤n
λiλjΣ(ai, aj) ≥ 0,
then it is possible to construct a probability space and a process (Xa)a∈A on
this probability space, such that X is a centred Gaussian process with covariance
function Σ.
Note that in the above setting, it is generally not possible a priori to “simultaneously
observe” more than a countable collection of the variables Xa. This is by definition of the
product σ-field. So, a stochastic process does not define a measurable random function from
A into R.
In order to make sense of certain concepts, for example, appropriate analogues of stop-
ping times, it is useful to work with well-chosen realisations of a given stochastic process.
That is, to work with processes having the prescribed finite-dimensional marginals, plus
some additional features, such as being regular on a set of full probability. Brownian mo-
tion is of course a prominent example: one usually defines it as a centred Gaussian process
indexed by some interval, and then works with a realisation that is actually a continuous
function with probability one. More generally (for example, when working with the contin-
uum GFF), it may be possible to construct a version of the process such that a 7→ Xa on
some given subset of A is continuous on a set of full probability.
We will see examples of this, in the context of the GFF, in section 3.3.5 of this chapter.
3.1.3. Basics on the continuum Green’s function. In order not to disrupt the flow
of the presentation here, we quickly state without proofs some properties of the continuum
Green’s function. We will then provide a somewhat self-contained presentation, including
proofs of these facts, in the next section.
Suppose that D ⊂ Rd satisfies the conditions that we stated at the beginning of this
chapter, and that it is connected.
Let y ∈ D. Then it is easy to see that, up to a multiplicative constant, there exists only
one positive harmonic function H˜y in D \ {y} such that H˜y(x) tends to 0 as x → ∂D or
x→∞. For this function not to be identically zero, it has to tend to infinity when x→ y,
and the way it does so depends on the dimension: when d = 2 it will explode like a constant
times log(1/|x − y|); and when d > 2 it will explode like a constant times |x − y|2−d. So
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for example, when d ≥ 3 and D = Rd, the function H˜y is in fact equal to a constant times
|x− y|2−d. The Green’s function GD(x, y) is then defined to be this function H˜y(x), where
the multiplicative constant is chosen in an appropriate way (in fact it is chosen to be equal
to a−1d , where ad is the (d−1)-dimensional Lebesgue measure of the unit (d−1)-dimensional
sphere in Rd).
This function then turns out to have all the properties that one would expect from the
continuum analogue of the discrete Green’s function. In particular (we will provide more
details in the next section):
(1) it is a symmetric function, i.e., GD(x, y) = GD(y, x);
(2) it can be interpreted as an integral operator that turns out to be the inverse of
−∆ (or rather of a multiple of −∆), for ∆ the continuum Laplacian;
(3) it can be interpreted in terms of expected occupation times by Brownian motion
stopped when exiting D.
We define M+D to be the set of finite measures that are supported in D, and such that∫
D×D
GD(x, y)dµ(x)dµ(y) <∞.
We also defineMD to be the vector space of signed measures µ+−µ−, where µ+ and µ− are
inM+D. We will omit the subscript D and simply write {M,M+}, unless we are discussing
various domains simultaneously.
One class Mc of measures µ ∈ M is given by the set of measures of the form f(x)dx,
when f is continuous with compact support in D (and dx denotes the Lebesgue measure).
It is easy to check that such measures do lie inM, simply by considering the rate at which
GD(x, y) explodes as |x− y| → 0.
3.1.4. Definition. We are now ready to define the continuum GFF. As in the discrete
case, there are several possible ways to do this. We choose here to first define it as a
random process. This will be quite useful, for instance, when we consider local sets in the
next chapter.
Definition 3.1 (Continuum GFF). We say that the process (Γ(µ))µ∈M is a Gaussian
Free Field in D if it is a centred Gaussian process with covariance function
Σ(µ, ν) :=
∫
D×D
GD(x, y)dµ(x)dν(y).
In order to check that this definition makes sense, it suffices to check that this function
Σ(µ, ν) is indeed a well-defined covariance function, i.e., that for any µ1, . . . , µn in M and
any real λ1, . . . , λn, ∑
i,j≤n
λiλjΣ(µi, µj) ≥ 0.
Note that the left-hand side is equal to Σ(µ, µ) for µ = λ1µ1 + . . .+λnµn, and the fact that
this quantity is non-negative will follow from elementary features of the Green’s function
(see (10) in the next section). So, the GFF in D does indeed exist.
When f is a measurable function in D such that∫
D×D
|f(x)f(y)|GD(x, y)dxdy <∞,
then µf = f(x)dx lies inM, and we will often write Γ(f) as a shorthand notation for Γ(µf ).
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We can immediately note that for all λ ∈ R and all µ and ν in M, one has
Γ(λµ) = λΓ(µ) and Γ(µ+ ν) = Γ(µ) + Γ(ν) almost surely
(by simply noticing that in both cases the second moment of the differences between left
and right-hand sides vanish). It readily follows that the law of the GFF is characterised by
this linearity relation and the fact that for each given µ in M, Γ(µ) is a centred Gaussian
random variable with variance Σ(µ, µ).
Let us stress once again that when dealing with processes with uncountable index sets
(such as M) one has to pay close attention to the positioning of “for all µ ∈ M” or “for
each given µ ∈ M” in statements such as the above. As an illustration, we would like to
mention straight away that for general random measures µ ∈ M (coupled to the GFF),
Γ(µ) is not necessarily a well-defined random variable (i.e. it is not necessarily measurable),
and may not make any sense at all. This contrasts with Brownian motion, where Bt can
be defined for all t simultaneously, because one can choose it to be a continuous function).
So, the GFF cannot be viewed as a random function from M into R: this would mean
that one is able to define Γ(µ) for all µ ∈ M “simultaneously”, which turns out not to be
possible. On the other hand, we will be able to define it simultaneously for all µ in certain
nice subsets of M.
3.1.5. Other boundary conditions. Suppose now that D that H is a given harmonic
function in D. As opposed to the discrete case where harmonic functions were necessarily
bounded in the neighbourhood of the boundary points, and (in the case where D is bounded)
are the harmonic extensions of their finite values on ∂D, in this continuum case, the function
H may be unbounded near ∂D (this will typically happen when we will discuss the Markov
property of the continuum GFF). However, the harmonic function is fully determined by its
value on any neighbourhood of ∂D, so that one can (at least informally) think of it as the
harmonic extension of “its trace on ∂D”. In other words, we can view the information of
a “boundary conditions” as the same information as the knowledge of the entire harmonic
function. This (and of course the corresponding features of the discrete GFF) does lead to
the following definition:
Definition 3.2 (GFF with non-constant boundary conditions). We say that Γˆ is a
GFF in D with boundary conditions given by H if Γˆ = H + Γ, where Γ is a Dirichlet GFF
in D.
The equation Γˆ = H + Γ should be understood in the sense that
Γˆ(µ) =
∫
H(x)µ(dx) + Γ(µ).
If H is unbounded in the neighbourhood of ∂D, one can restrict the definition to the set
of measures µ in M with compact support in D to be on the safe side (in order to be sure
that
∫
H(x)µ(dx) is well-defined).
Remark 3.3. We will briefly discuss other type of boundary conditions (Neumann, or
periodic) in Chapter 6.
3.2. A closer look at the continuum Green’s function
In order to help readers who are not so familiar with potential theory, let us now quickly
review a few properties of the Green’s function in a d-dimensional domain D (satisfying the
conditions described at the beginning of this chapter). Of course, the Green’s function can
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be defined and studied in many different ways, and the following approach is just one of
many possibilities. We will mostly try to highlight ideas, and therefore leave out some of
the classical details as exercises.
For presentation purposes only, we will assume in addition to the usual hypotheses, that
D is a bounded and connected domain of Rd.
However, it is easy to adapt all the results in this section to unbounded and/or non-
connected domains (except those related to the eigenfunction decomposition of the Lapla-
cian, see Remark 3.9). We will briefly comment on this later (see point (vii) at the end of
this section). Of course D = Rd for d ≥ 3 (where GD is defined to be a−1d |x− y|2−d) is an
important example of a domain that satisfies the usual hypotheses but is not bounded.
Some basic terminology first. We will say that a function f is harmonic on an open
subset O of Rd if it is continuous and if for any closed ball B(z, ) := {x ∈ Rd : |x− z| < }
contained in O, the mean value f

(z) of f on the boundary ∂B(z, ) is equal to f(z).
Exercise 3.4. Show that the above definition of harmonicity is equivalent to the fact
that f is smooth with ∆f = 0 in O.
We will denote by P x (and Ex) the probability measure (and the corresponding expec-
tation) under which B is a d-dimensional Brownian motion started from x. For any open
set O, we write τO for the exit time of O by B, and simply write τ for τD.
For each fixed y ∈ D, the Green’s function x 7→ GD(x, y) is going to be a positive
harmonic function in D \ {y} that vanishes on ∂D. As we shall see, this in fact already
characterises the function up to a multiplicative constant (when D is unbounded, one would
have to add the condition that the function tends to 0 as x→∞ in D).
Let us now go about constructing such a function. It is easy to check that for any
y ∈ R2, the function x 7→ log(1/|x − y|) is harmonic in R2 \ {y}, and that for any y ∈ Rd
with d > 2, the function x 7→ |x−y|2−d is harmonic in Rd\{y}. We use the general notation
Hy for this function divided by the (d− 1)-dimensional measure ad of the boundary of the
d-dimensional unit ball. For instance, when d = 2, we have
Hy(x) :=
1
2pi
× log 1|x− y| ,
and when d = 3,
Hy(x) :=
1
4pi
× 1|x− y| .
The choice of normalisation (dividing by ad) will ensure that the Laplacian of −Hy can be
viewed as the Dirac mass at y (and consequently that GD will be the inverse of −∆: see
Lemma 3.8).
However, the function x 7→ Hy(x) is not yet the correct choice for the Green’s function,
because it does not vanish on ∂D. Nonetheless, we can simply subtract from Hy the
harmonic function in D with the same boundary values as Hy on ∂D. More precisely, we
can define for each x, y ∈ D,
hy,D(x) := E
x[Hy(Bτ )],
which is the unique solution to the Dirichlet problem in D with boundary conditions Hy on
∂D. This function is continuous on D and equal to Hy on ∂D, by the assumption that ∂D
is regular.
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Exercise 3.5. Suppose that f is a continuous function with compact support in D. Show
that the function x 7→ ∫D f(y)hy,D(x)dy is bounded and continuous on D, and harmonic in
D.
Then we define the Green’s function as follows.
Definition 3.6 (Green’s function). For x 6= y in D, we set
GD(x, y) := Hy(x)− hy,D(x).
Alternatively, the Green’s function can be characterised in the following manner.
Lemma 3.7. For each given y in D, the function x 7→ GD(x, y) is the unique continuous
function defined on D \ {y} such that: (i) it is equal to 0 on ∂D, (ii) it is harmonic in
D \ {y}, and (iii) the function x 7→ GD(x, y)−Hy(x) remains bounded in a neighbourhood
of y.
Proof. The function x 7→ GD(x, y) clearly satisfies these three conditions, and if g(x)
is another function satisfying these conditions, then F (x) := g(x)−GD(x, y) is harmonic on
D \ {y}, bounded on D and vanishes on ∂D. It is easy to see that such a function must be
identically 0 (for example, one can show that F (Bt) is a martingale when B is a Brownian
motion started from x ∈ D, and then apply the optional stopping theorem at time τD). 
Just as in the discrete case, one can interpret GD as the inverse of −∆, when we define
the continuum Laplacian ∆ of a twice differentiable function f by
∆f(x) =
d∑
j=1
∂2f
∂x2j
(x)
in the standard way. Before explaining this, let us make a very brief side-remark. On
discrete regular lattices such as Zd, we chose to define the discrete Laplacian of a function
f to be f − f , where f(x) was the mean-value of f on the neighbours of x. However,
we cautioned that this was not really the standard definition of the discrete Laplacian; in
the literature it is often instead defined by the operator f 7→ 2d(f − f). The connection
between the discrete Laplacian and the continuum Laplacian ∆ goes as follows: consider
the difference f
 − f where f (x) is the average of f on ∂B(x, ) as before. Then it follows
from Taylor’s expansion of f that
f

(x)− f(x) = 
2
2d
∆f(x) + o(2).
as → 0. That is, it is actually ∆f(x)/(2d) that describes the behaviour of (f (x)− f(x))
as → 0.
Let us now move on to the connection between GD and −∆.
Lemma 3.8 (The Green’s function is the inverse of −∆). When f is a continuous
function with compact support in D, we define
F (x) =
∫
D
f(y)GD(x, y)dy =: GD(f)(x).
Then F is continuous on D, smooth in D, vanishes on ∂D and satisfies −∆F = f .
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Proof. Given Exercise 3.5, it remains only to check that x 7→ ∫D f(y)Hy(x)dy is
continuous on D and that its Laplacian is equal to −f . We leave this as a further exercise
for the reader. 
Note that this also shows the inequality
(8)
∫
D×D
f(x)GD(x, y)f(y)dxdy = −
∫
D
F (x)∆F (x)dx =
∫
D
|∇F (x)|2dx ≥ 0
for any such function f . Also, for any two such functions f1 and f2∫
D×D
f1(x)GD(x, y)f2(y)dxdy =
∫
D
(∇F1(x) · ∇F2(x))dx,
which provides one way, among many, to see that GD(x, y) = GD(y, x).
Remark 3.9 (Dirichlet Laplacian eigenfunction decomposition). Recall that when D is
bounded, it is possible to find an orthonormal basis (ϕj)j≥1 of L2(D) consisting of eigen-
functions of −∆ that vanish on ∂D (these are sometimes referred to as the eigenfunctions
of the Dirichlet Laplacian). We denote by (λj)j≥1 the corresponding eigenvalues (that are
all positive), so −∆ϕj = λjϕj. The existence of such a basis actually follows immediately
from the fact that when ϕ is an eigenfunction of the Laplacian, the space of functions that
are orthogonal to ϕ (with respect to the L2 inner product) is stable under −∆.
Decomposing according to this orthonormal basis, one can define fj =
∫
D f(x)ϕj(x)dx
for any f ∈ L2, and then one has f(·) = ∑j≥1 fjϕj(·), where the infinite sum is viewed as
a limit in L2. One also has, by Weyl’s law, control on the asymptotic behaviour as λ→∞
of the number of eigenvalues λj that are smaller than λ (we will come back to this later).
Given that GD can be viewed as the inverse of −∆, we can therefore also use this basis
of eigenfunctions to describe GD. Indeed, for all x and y in D, one has
(9) GD(x, y) =
∑
j≥1
1
λj
ϕj(x)ϕj(y),
where the sum on the right-hand side is a convergent series in L2(D ×D). Then, one has∫
D
ϕi(x)GD(x, y)dx =
∑
j≥1
λ−1j ϕj(y)
∫
D
ϕi(x)ϕj(x)dx = λ
−1
j ϕj(y),
so that ϕj can be viewed as an eigenfunction of the operator f 7→ GD(f), with associated
eigenvalue 1/λj.
We see that the two natural Hilbert spaces to consider here are on the one hand the
Sobolev space of functions f(·) = ∑λ−1j fjϕj(·) with ∑ f2j < ∞ (which is also the clo-
sure of the set of smooth functions that vanish on the boundary, with respect to the norm∫ |∇f(x)|2dx) and on the other hand the space L2(D). Then, −∆ is a bijection from the
former onto the latter, and its inverse GD is a bijection from the latter onto the former.
Recall that the value of the discrete Green’s function at (x, y) had a natural interpreta-
tion in terms of the expected number of visits to y by simple random walk started at x. The
continuum counterpart of this interpretation will relate the continuum Green’s function to
expected occupation times of Brownian motion. Before stating this, let us again take a few
lines to clarify how normalisations differ between the discrete and continuum cases (i.e., in
the end, an extra factor of 2 will appear in the continuum setting):
3.2. A CLOSER LOOK AT THE CONTINUUM GREEN’S FUNCTION 73
Since the co-ordinates of a d-dimensional Brownian motion (Bt)t≥0 started from the
origin are d independent standard one-dimensional Brownian motions, we have E[‖Bt‖2] =
d × t. Moreover, using the classical fact that ‖Bt‖2 − d × t is actually a martingale and
that the exit time τ of B(0, ) by B is almost surely finite, one can deduce via the optional
stopping theorem that E[τ] = 
2/d. Note that this 1/d term does not appear for a simple
random walk Xn on a lattice that spends time 1 between each jump: this is because only
one co-ordinate moves at each time for Xn, so we simply have E(‖Xn‖) = n. On the other
hand, we noticed just a few paragraphs above that the continuum Laplacian ∆ really comes
with an additional factor of 2d compared to our definition of the discrete Laplacian. The
outcome of these two differences will that (compared to the discrete case) there will be
an factor of 2 appearing in the relationship between the continuum Green’s function and
occupation times of Brownian motion.
Let us now actually derive this relationship. When f is smooth with compact support
in D, we define the function
J(x) = Jf (x) :=
1
2
Ex
[∫ τ
0
f(Bt)dt
]
.
It is easy to see that this function is continuous and that it vanishes on ∂D. Furthermore,
by the strong Markov property we have
J

(x)− J(x) = −1
2
Ex
[∫ τ
0
f(Bt)dt
]
,
and by the previous estimates this behaves like −f(x) × 2/(2d) as  → 0. On the other
hand, it is not difficult to check that J is smooth, so that J

(z)− (J)(z) ∼ 2∆(J)(z)/(2d)
as → 0. We can therefore conclude that
∆J = −f,
and by applying the maximum principle to J −GD(f), that we must have J = GD(f).
By dominated convergence, approximating a bounded, measurable function by smooth
functions), the same result will hold true for the following class of functions f :
Lemma 3.10 (Green’s function as an expected occupation time of Brownian motion).
For all bounded, measurable functions f with compact support in D,∫
D
f(y)GD(x, y)dy =
1
2
Ex
[∫ τ
0
f(Bt)dt
]
.
In particular, when f the indicator function of an open subset A of D, we obtain that
1
2
Ex
[∫ τ
0
1{Bt∈A}dt
]
=
∫
A
GD(x, y)dy.
Let us stress the normalising factor 2 appearing here (that does not appear in the discrete
setting). In some sense, the more natural operator associated to Brownian motion in the
continuum is ∆/2 (rather than ∆, which is the inverse of GD).
Remark 3.11. It is also possible and not very difficult to see that for each t, the law of
Bmin(t,τ) has a density pD,t(x, y) in D that is jointly continuous for (t, x, y) ∈ (0,∞)×D×D.
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By Fubini, we then see that for any bounded measurable f :
Ex
[∫ τ
0
f(Bt)dt
]
=
∫ ∞
0
Ex[f(Bt)1{t<τ}]dt
=
∫ ∞
0
∫
D
pD,t(x, y)f(y)dydt =
∫
D
(
∫ ∞
0
pD,t(x, y)dt)f(y)dy.
This gives us another useful expression
GD(x, y) =
1
2
∫ ∞
0
pD,t(x, y)dt
for the Green’s function.
We can then relate this to the discussion about the eigenfunction decomposition of −∆
when D is bounded. Indeed, pt(x, y) turns out to solve the heat equation, and it can be
written (for t > 0) as
pt(x, y) =
1
2
∑
j
e−λjtϕj(x)ϕj(y).
This is then consistent with the expression (9), GD(x, y) =
∑
j λ
−1
j ϕj(x)ϕj(y), that we saw
previously.
Let us conclude this subsection with some final remarks on the Green’s function.
(i) Suppose that d = 2 and D ⊂ R2 is a domain satisfying our usual conditions. Then
it is a rather simple exercise to check that discrete Green’s functions in suitable fine-mesh
approximations to D converge to the continuous Green’s function GD as the mesh-size goes
to 0. One approach to this is to note that the appropriate discrete random walks converge
to Brownian motion in a strong sense, and to then use (minding the two factors of 2 that
appear) the description of the Green’s functions as occupation time densities.
(ii) Let d ≥ 2 again be general, and suppose that O is an open subset of D such that
all boundary points of O are regular. Define for any x 6= y in D,
HD,O(x, y) = GD(x, y)−GO(x, y)
Note that this function is equal to GD(x, y) as soon as either x or y are not in O, and that
it can be extended continuously to the points {(x, x) : x ∈ O} (by part (iii) of Lemma 3.7).
Moreover, when x ∈ O, the function y 7→ HD,O(x, y) is harmonic in O \ {x} and continuous
at x, so therefore also harmonic at x. Hence y 7→ HD,O(x, y) is the (unique) harmonic
extension in O of the function that is equal to GD(x, y) for all y ∈ ∂O.
We further remark that for A ⊂ O, one has∫
A
HD,O(x, y)dy = E
x
[∫ τ
τ ′
1{Bt∈A}dt
]
where τ ′ is the exit time of O by B, so that one can interpret the quantity HD,O(x, y) as the
density of the cumulative occupation time in a neighbourhood of y, for a Brownian motion
started from x and restricted to those times between τ ′ and τ .
(iii) With the same notation as in (ii), when x ∈ O we define νx,∂O to be the law of Bτ ′ .
This measure is often called the harmonic measure on ∂O (seen from x) and is an element
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of MD for any x. To see this, observe that for all z ∈ ∂O the function z′ 7→ GD(z, z′) is
harmonic in O, from which it follows that∫
∂O
dνx,∂O(z
′)GD(z, z′) = GD(x, z),
and so νx,∂O ∈MD (because ∂O is at positive distance from x).
A similar argument shows that for all x 6= y ∈ O,
HD,O(x, y) = GD(x, y)−GO(x, y) =
∫
dνx,∂O(dz)dνy,∂O(dz
′)(GD(z, z′)−GO(z, z′))
=
∫
dνx,∂O(dz)dνy,∂O(dz
′)GD(z, z′).
(iv) Now let us comment on the positive definiteness of GD. We note (and leave as
a simple exercise to check) that if µ ∈ M, and if for all  > 0, one defines µ to be the
convolution of µ with a well-chosen smooth, positive test function supported on the disc
of radius  around the origin (for example, if ϕ is a smooth positive function supported in
the unit ball of Rd and with
∫
Rd ϕ(x)dx = 1, then we could consider µ
 = µ ∗ ϕ where
ϕ(x) = 1
d
ϕ( x
d
)), then by dominated convergence one can conclude that∫
D×D
GD(x, y)dµ
(x)dµ(y)→
∫
D×D
GD(x, y)dµ(x)dµ(y).
In particular, in view of (8) - recall that this held for continuous functions, we see that
(10)
∫
D×D
GD(x, y)dµ(x)dµ(y) ≥ 0
and similarly ∫
D
GD(x, y)(dµ
(x)− dµ(x))(dµ(y)− dµ(y))→ 0
as → 0. Recall that (10) is what ensures that the covariance structure of the GFF is licit.
(v) We note that if Dn is an increasing sequence of open sets such that ∪Dn = D, then
for all x 6= y in D (by applying dominated convergence and using that τDn → τ almost
surely for a Brownian motion started at x) we have
GDn(x, y)→ GD(x, y)
as n → ∞. For instance, and we shall be using the following notation throughout this
section, this will hold if we define An to be the union of all closed 2
−n-dyadic hypercubes
Snj1,··· ,jd := [j12
−n, (j1 + 1)2−n]× ...× [jd2−n, (jd + 1)2−n] , (j1, · · · , jd) ∈ Zd
that intersect the complement of D, and then set Dn := D \An.
(vi) Moreover, the same result as (iv) holds if for every n we subdivide D into dyadic
hypercubes of the type Snj1,··· ,jd , and define the measure µn =
∑
j1,··· ,jd µ(S
n
j1,...,jd
)λj1,··· ,jd ,
for λj1,··· ,jd the uniform (i.e. multiple of Lebesgue) probability measure on S
n
j1,··· ,jd . Then,
as before, it is easy to check that∫
D
GD(x, y)(dµn(x)− dµ(x))(dµn(y)− dµ(y))→ 0
as n→∞.
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(vii) As mentioned at the beginning of this section, the definition of Green’s func-
tions and the derivation of most their properties do not actually require the additional
assumptions of connectedness or boundedness on D. For non-connected domains D, the
definition is trivial: one decomposes D into its connected components (Di)i∈I , and sets
GD(x, y) = GDi(x, y) when x and y are in the same connected component Di; GD(x, y) = 0
otherwise.
For unbounded connected domains D (with the condition that D 6= R2 if d = 2, and
that the boundary of D is regular), all results can be easily extended, except the ones that
involve the spectrum of the Laplacian. One just has to be a little careful, and slightly
modify some of the statements. For instance, one needs to add an extra condition on the
behaviour at infinity when characterising the function x 7→ GD(x, y) as the only harmonic
function in D with certain properties (as in Lemma 3.7).
Recall that if D = Rd for d ≥ 3, then the Green’s function is given by
GRd(x, y) =
1
ad|x− y|d−2 .
(viii) The Green’s functions have a simple scaling property: when λ > 0 we can relate
the Green’s function in D with the Green’s function in λD for any D, by
GλD(λx, λy) = λ
2−dGD(x, y).
Note that d = 2 plays a special role here.
(ix) Given the above, let us now restrict to the case d = 2. Take D ( R2 and consider
a conformal transformation Φ from D to Φ(D). Then the characterisation of GD(x, ·) as
the unique harmonic function in D \ {x} with prescribed boundary conditions immediately
implies that
GΦ(D)(Φ(x),Φ(y)) = GD(x, y)
for all x 6= y in D. Thus, one can obtain expressions for GD with D arbitrary if we know
the Green’s function in some reference domain.
One can for instance recall or check that
GU(0, y) =
1
2pi
log
1
|y|
for the unit disc U ⊂ C = R2, and that the Green’s function in the upper half-plane
H = {z : =(z) > 0} ⊂ C is given by
GH(x, y) =
1
2pi
(
log
1
|x− y| − log
1
|x− y|
)
.
Suppose finally that D ⊂ R2 is simply connected, and that Φ is the unique conformal
transformation of the unit disc onto D with Φ(0) = x and Φ′(0) ∈ R+. This derivative Φ′(0)
is sometimes called the conformal radius of D at x. Then, using the explicit expression for
GU, we get that as x→ y,
GD(x, y) =
1
2pi
log
1
|x− y| +
1
2pi
log Φ′(0) + o(1).
More generally, when d > 2, the coefficient of the constant term in the Laurent expansion
of GD(x, y) as x→ y provides some information about how “close” y is to the boundary of
D.
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3.3. First comments on the regularity of the GFF
After having collected all these basic facts about the Green’s function, we can proceed
to study the GFF as introduced in Definition 3.1. In this section, and the rest of the
chapter, we continue to assume that D is a bounded and connected domain of Rd with
regular boundary (and D 6= R2 when d = 2).
3.3.1. Approximation via mean values on dyadic hypercubes. One standard
way to construct a stochastic process (Xa)a∈A indexed by a large set A is to first define
the random variables Xa′ for all a
′ in a countable subset of A, and then for each individual
a ∈ A, to define Xa as a limit of some sequence Xan , where an is a well-chosen sequence in
the countable set.
In the present case, one natural countable “dense” subset of M to consider is the set
of measures µnj1,··· ,jd that are the uniform distributions on the dyadic hypercubes S
n
j1,··· ,jd
contained in D.
Suppose that one knows the countable collection of random variables (Γ(µnj1,··· ,jd)). Then
using Remark (vi) of the previous section, we know that given any µ ∈ M it is possible to
find a sequence µn of linear combinations of the µ
n
j1,··· ,jd ’s so that Γ(µn) converges in L
2 to
Γ(µ) (and therefore choosing some appropriate deterministic subsequence, converges almost
surely). Hence, the knowledge of all these (Γ(µnj1,··· ,jd))’s enables one to recover each Γ(µ)
individually (i.e., for each µ ∈M, one can almost surely recover Γ(µ)).
In the sequel, an important role will be played by the σ-field FA generated by all the
random variables Γ(µ), where µ ranges over elements of M that are supported in some
compact set A.
3.3.2. The GFF as a random Fourier series, the GFF as a random generalised
function. Recall in the case where D is bounded (see Remark 3.9) the existence of an
orthonormal basis (ϕj)j≥1 of L2(D) that consists of the eigenfunctions of −∆ that vanish
of the boundary of D. We denote the associated eigenvalues by (λj)j≥1.
Weyl’s law tells us that the number N(λ) of eigenvalues smaller than λ satisfies
lim
λ→∞
N(λ)
λd/2
= cdvol(D)
for some finite dimension-dependent constant cd.
Also recall that (if Σ denotes the covariance of the GFF in D, as in Definition 3.1)
one has Σ(ϕi, ϕj) = λ
−1
i 1i=j . This means that (Nj :=
√
λj Γ(ϕj))j≥1 is a sequence of
independent standard Gaussian random variables.
Conversely, one can actually start from such a family of i.i.d. centred normal variables
(Nj)j≥1 and (re)construct the GFF. For instance, for any given L2 function f with compact
support in D, we can decompose f using the orthonormal basis (ϕj)j as f(·) =
∑
j≥1 fjϕj(·),
where fj :=
∫
D f(x)ϕj(x) dx and the sum is converging in L
2. Then, we can simply define
(11) Γ(f) :=
∑
j≥1
Nj√
λj
fj
(this sum converges in L2 as λj →∞ and
∑
j f
2
j <∞).
In fact, for any fixed µ ∈ M, if we set µj :=
∫
D ϕj(x)dµ(x) then the defining property
of M implies that ∑j≥1 λ−1j µ2j <∞. Thus we can set Γ(µ) := ∑j≥1 λ−1/2j µjNj , where the
sum also converges in L2. The obtained process (Γ(µ))µ∈M is easily seen to be a GFF.
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Conversely, we can note that if we start with a GFF Γ, we can also recover the variables
Nj = Γ(ϕj)/
√
λj .
We may wonder whether it is actually possible to use this description of the GFF to
define (Γ(f))f∈S for all f in some class S of smooth functions simultaneously. Recall that
we formally interpret Γ(f) as “
∫
f(x)Γ(x) dx”. Then the above expressions suggest that
(formally),
Γ(f) =
∑
j≥1
[ Nj√
λj
∫
D
f(x)ϕj(x)dx
]
=
∫
D
f(x)
[∑
j≥1
Nj√
λj
ϕj(x)
]
dx
so that one could try to say, in some appropriate space of generalised functions, that
(12) Γ(·) =
∑
j≥1
Nj√
λj
ϕj(·).
To make sense of this, let us take some s > d/2 − 1 and consider the set of functions
f ∈ L2(D) that satisfy
‖f‖2Hs :=
∑
j≥1
λsjf
2
j <∞
(note that the set Hs of such functions equipped with the corresponding inner product is a
Hilbert space). Defining Γ(f) by (11) as above, we see, using Cauchy–Schwarz that
∑
j≥1
| fj√
λj
Nj | ≤
[∑
j≥1
λsjf
2
j
]1/2 × [∑
j≥1
N 2j
λ1+sj
]1/2
.
Moreover, by Weyl’s law we know that
∑
j≥1 λ
−β
j is finite as soon as β > d/2. We can
therefore deduce that almost surely
C(s) :=
∑
j≥1
N 2j
λ1+sj
<∞,
because ∑
j≥1
E[N 2j ]
|λ1+sj |
=
∑
j≥1
1
λ1+sj
<∞.
Hence, we can control the absolute convergence of the sum in (11) for all f ∈ Hs simultane-
ously. In other words, we can almost surely define Γ(f) for all f ∈ Hs at once. Furthermore,
we see that for all f, g in Hs,∣∣Γ(f)− Γ(g)∣∣ = ∣∣Γ(f − g)∣∣ ≤∑
j≥1
∣∣∣fj − gj√
λj
Nj
∣∣∣ ≤ C(s)1/2 × ‖f − g‖Hs
(with the obvious definition for gj). This shows that Γ can be viewed as a random generalised
function, when acting on the space Hs of test functions, and the map f 7→ Γ(f) is then
continuous on Hs. In fact, this exactly says that Γ can be viewed as a random element of
a Sobolev space of negative exponent.
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3.3.3. The Cameron-Martin space of the GFF. The above description of the GFF
as a random Fourier series provides a particularly nice framework for discussing absolute
continuity relations, and describing the Cameron-Martin space (which is a general concept
for Gaussian processes) in the particular case of the GFF. More specifically, we will describe
here the class of deterministic functions that one can add to the GFF, such that the sum of
the GFF with that function remains absolutely continuous with respect to the GFF itself.
Let us recall the following elementary fact: when X is a standard Gaussian and a is
some positive constant, then the Radon-Nikodym derivative of the law of X−a with respect
to the law of X, at the point x, is just exp(ax− a2/2). This can be seen by simply writing
down the ratio of densities of the two laws. Also recall that if (ai)i≥1 satisfies
∑
i≥1 a
2
i <∞
and (Ni)i≥1 is a sequence of independent standard Gaussians, then by standard results on
series of independent random variables, the series
∑n
i=1 aiNi converges almost surely, and
the limit is a Gaussian random variable with variance
∑
i a
2
i .
From these two ingredients, one can easily deduce the following classical fact:
Lemma 3.12 (Cameron-Martin space). Suppose that (Ni)i≥1 is a sequence of indepen-
dent standard Gaussian variables and that (ai)i≥1 is a deterministic sequence of real numbers
with
∑
i a
2
i <∞. Then the law of the process (Ni + ai)i≥1 is absolutely continuous with the
law of (Ni)i≥1 if and only if
∑
i a
2
i < ∞. Furthermore, the Radon-Nikodym derivative of
the former law with respect to the latter, at the point (xi)i≥1 in the support of the law of
(Ni)i≥1, is given by exp(
∑
i(aixi)−
∑
i(a
2
i /2)) (where the sum
∑
i(aixi) is defined to be the
limit as n→∞ of ∑ni=1 aixi).
Remark 3.13. When one decomposes Brownian motion (Bt, t ∈ [0, 1]) (or rather its
generalised derivative) using an orthonormal basis of L2([0, 1]), then this lemma allows one
to describe the space of continuous functions f for which the law of (Bt + f(t), t ∈ [0, 1]) is
absolutely continuous with respect to that (Bt, t ∈ [0, 1]). This is the Cameron-Martin space
of Brownian motion, and consists of the set of functions that can be written as integrals of
L2 functions.
Let us now turn to the particular case of the GFF. Consider a bounded domain D, an
orthonormal basis (ϕi)i≥1 of L2(D), and Γ a GFF in D. We denote by N1,N2, · · · the se-
quence of i.i.d. standard Gaussians (Nj = Γ(ϕj)/
√
λj) that corresponds to the orthonormal
decomposition of Γ described in the previous subsection.
Let us now define the space F of functions f inD that can be written as f(·) = ∑i fiϕi(·)
for some (fi)i≥1 with
∑
i λif
2
i <∞. This space of functions is a certain Sobolev space, often
denoted by H10(D), which is the set of functions in D with finite Dirichlet energy and zero
boundary values (more precisely, zero “trace”) on ∂D. Indeed, the quantity
∑
i λif
2
i is the
L2 scalar product of f with −∆f , which (because f has zero boundary conditions) is the
same as the integral over D of |∇f |2.
Translating Lemma 3.12 into the language of the GFF (simply writing ai =
√
λifi and
xi =
√
λigi) , we get that:
Lemma 3.14 (Cameron-Martin space of the GFF). The law of Γ+f is absolutely contin-
uous with respect to the law of Γ (as stochastic processes indexed byM) if and only if f ∈ F .
Furthermore, the Radon-Nikodym derivative between these two laws at the generalised func-
tion g =
∑
i giϕi(·) (in the support of the law of Γ) is equal to exp(
∑
i(λigifi)−
∑
i λif
2
i /2))
(where
∑
i(λigifi) := limn→∞
∑n
i=1(λigifi)).
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Let us now briefly describe some consequences of this result, that will turn out to be
very useful later on. Suppose that D is a bounded two-dimensional domain with a smooth
boundary, and that L is a finite union of smooth loops within D and smooth curves that
remain within D except at their endpoints. Suppose that h0 is some Lipschitz function
on L, that tends to 0 at the finitely many intersection points of L and ∂U. Then one can
define the harmonic extension h of h0 to D; the value of h at x is simply the expected value
of h0(BT )1{BT∈L} when B is a Brownian motion started from x and T its exit time from
D \ L.
Corollary 3.15. The function h is in the Cameron-Martin space of the GFF (with
Dirichlet boundary conditions in D).
Remark 3.16. It is possible to relax the conditions on h0 quite a bit, but this result will
be sufficient for our later purposes.
Sketch. Suppose that x ∈ D \ L, and let r := d(x, ∂(D \ L)). We want to evaluate
|h(y)−h(x)| when y → x (in order to bound |∇h|). For this, we consider y to be very close
to x and we can use the mirror coupling between two Brownian motions {B,B′} started
from x and y. Write S for the time at which the first of them reaches the circle of radius r/2
around the midpoint between x and y. The probability that these two Brownian motions
do not couple before time S is bounded by a constant times |y − x|/r. On the event E
where they do not couple, we let them run in parallel (instead of being mirror-coupled)
after time S. It is then a simple exercise (using the smoothness of the boundary) to see
that conditionally on E, |h(BS) − h(B′S)| is bounded by a constant times r log(1/r). We
can therefore conclude that |∇h(x)| is bounded by a constant times log(1/r), which in turn
implies that the integral of |∇h|2 is finite and that h is indeed in the Cameron-Martin space
of the GFF. 
3.3.4. Circular/Spherical averages. Suppose that z0 is fixed and that r0 is smaller
than d(z0, ∂D). We use the notation λz0,r for the uniform, i.e., multiple of Lebesgue,
probability measure on the boundary of B(z0, r). Then we define, for all r ≤ r0, the
average (often referred to as the circle average when d = 2, for obvious reasons)
γ(z0, r) = Γ(λz0,r),
which makes sense since λz0,r ∈M (see the discussion in Section 3.2). Suppose that µ ∈M
is another probability measure in D that is supported in D \ B¯(z0, r0). Then, we observe
that for r ≤ r0, by the harmonicity properties of the Green’s function,
E[γ(z0, r)Γ(µ)] =
∫
dµ(x)GD(x, y)dλz0,r(dy) =
∫
dµ(x)GD(x, z0),
and consequently
E[(γ(z0, r)− γ(z0, r0))Γ(µ)] = 0.
Hence, the process (r 7→ γ(z0, r)− γ(z0, r0))r∈(0,r0] is independent of any Γ(µ) with µ ∈M
supported outside of B¯(z0, r0).
Similarly, we obtain that for all r < r′ ≤ r0,
E[(γ(z0, r)− γ(z0, r′))2] =
∫
dλz0,r(x)GD(x, z0)−
∫
dλz0,r′(x)GD(x, z0)
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which can be shown (using the Markov property) to be equal to∫
dλz0,r(x)GB(z0,r′)(x, z0).
This then shows that
(13) E[(γ(z0, r)− γ(z0, r′))2] =
{
log(r′/r) d = 2
(r)2−d − (r′)2−d d > 2.
It follows (recall that two Gaussian random variables are independent if and only if they
have covariance zero) that the process
(bz0,r0(u), u ≥ 0) :=
{
(γ(z0, r0e
−u)− γ(z0, r0), u ≥ 0) d = 2
(γ(z0, (u+ r
2−d
0 )
1/(2−d))− γ(z0, r0), u ≥ 0) d > 2
has the same finite dimensional distributions as a one-dimensional Brownian motion, and
is independent of the σ-field generated by {Γ(µ) : supp(µ) ∩B(z0, r0) = ∅}. In particular:
Proposition 3.17 (Spherical averages as independent Brownian motions). If we are
given a countable collection of disjoint open balls B(zj , rj)j≥1 in D, then the processes
(bzj ,rj )j≥1 are independent Brownian motions.
Remark 3.18. Since for any given z0, bz0,r0(u) has the same finite dimensional dis-
tributions as a one-dimensional Brownian motion, one easily deduces that bz0,r0(u)/u → 0
almost surely as u→∞. However, this does not rule out the existence of exceptional points
z0 such that this limit is actually something non-zero. For instance, one can ask whether for
given α > 0, there exist exceptional points where this limit is equal to α. In fact, it follows
from a simple first moment argument that such points do not exist when α is greater than√
2d. A more refined analysis shows that they do exist when α ≤ √2d, and furthermore,
the Hausdorff dimension of the set of exceptional points is strictly positive if and only if
α <
√
2d. These points are often referred to as α-thick points of the field.
3.3.5. Kolmogorov’s criterion and a first application. One classical tool to con-
struct “continuous modifications” of a stochastic process (Xa)a∈A is Kolmogorov’s criterion.
Suppose that A is a subset of Rd and that the law of the process X = (Xa, a ∈ A) is such
that there exists a even integer 2N and positive constants δ and C so that for all a, a′ ∈ A,
(14) E
[
(X(a)−X(a′))2N
]
≤ C|a− a′|d+δ.
Then Kolmogorov’s criterion guarantees the existence of a modification X ′ of X such that
a 7→ X ′(a) is continuous on A on some set of probability one (there is a little subtlety
here: the event that {a 7→ X(a)} is continuous is not measurable, but one can construct a
measurable set with probability one that is contained in it). By a modification X ′, we mean
another process defined on the same probability space, such that for any given a ∈ A, one
has Xa = X
′
a almost surely (note the order of “for any given a” and “almost surely” here).
This idea of the proof of this is as follows. One first defines X ′ to be equal almost surely
to X on a countable dense subset of A, and then shows using the Borel-Cantelli lemma
that this process can be extended into a continuous function a 7→ X(a) on A. Finally, one
checks that for any given a ∈ A, Xa = X ′a almost surely.
In the special setting of Gaussian process, we can make use of the following trivial fact.
When X is a centred Gaussian random variable with variance σ2 then (for some universal
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constants cN ), one has E(X
2N ) = cNσ
2N . From this it follows immediately (applying
Kolmogorov’s usual criterion with N chosen so that N ×  > d) that:
Lemma 3.19 (Kolmogorov’s criterion, Gaussian case). If (Xa, a ∈ A) is a Gaussian
process indexed by A ⊂ Rd, and there exists positive  and C such that for all a, a′ ∈ A,
E
[
(X(a)−X(a′))2
]
≤ C|a− a′|,
then there exists a modification of X such that on a set of probability one, the map a 7→ X(a)
is continuous on A.
One can of course apply this criterion to show existence of a modification of Brownian
motion that is almost surely continuous since Brownian motion satisfies the inequality with
C = 1 and  = 1.
One example of how to apply this criterion for the GFF goes as follows: we have already
seen that setting γ(z, r) = Γ(λz,r), when r < r
′ < d(z0, ∂D), the quantity E[(γ(z0, r) −
γ(z0, r
′))2] is given by (13). Moreover, similar considerations show that when d(z, z′) <
r0 and d(z, ∂D) > r0, d(z
′, ∂D) > r0, E[(γ(z, r) − γ(z′, r))2] is bounded by a constant
(depending on r0) times |z − z′|.
Hence, we get that for any given r0, there exists a constant C(r0, D) such that
E[(γ(z, r)− γ(z′, r′))2] ≤ C(r0, D)× (|z − z′|+ |r − r′|)
for all r, r′ > r0 and z, z′ in D with d(z, z′) ≤ r0/2, d(z, ∂D) > r0. Applying Lemma 3.19
in this setting, one can therefore deduce that there exists a version of γ(z, r) such that
(z, r) 7→ γ(z, r) is continuous on the set of (z, r) such that d(z, ∂D) > r0 > r. Since this is
true for all rational r0, one can readily conclude the following.
Proposition 3.20 (Spherical averages as a bi-continuous function). There exists a
version of the process (z, r) 7→ γ(z, r) that is continuous on {(z, r) ∈ D × (0,∞), r <
d(z, ∂D)}.
This shows, for instance, that it is possible to construct a modification of the process Γ
such that, almost surely, all the bz,r are (simultaneously) continuous Brownian motions.
Finally, if γ(z, r) denotes the value of Γ(µ) with µ equal to Lebesgue measure on the
ball B(z, r), then it is possible to define a version of this process that is jointly continuous
in z and r. This time r = 0 is allowed, because the Lebesgue measure has vanishing total
mass as r → 0, and this readily implies that if we set γ(z, 0) = 0 then the process will
still be continuous. Note that r 7→ γ(z, r) is in fact differentiable and that its derivative is
related to the spherical averages.
3.3.6. Translation/scale/conformal invariance of the GFF. When d = 2, the
GFF inherits a conformal invariance property from the conformal invariance of the Green’s
function. More precisely, suppose that D and D˜ are two conformally equivalent domains in
the plane (i.e. there exists an angle-preserving bijection Φ from D onto D˜). Then, we have
seen that GD(x, y) = GD˜(Φ(x),Φ(y)). Hence, if the GFF were an actual function, then the
law of this function would be conformally invariant. In reality, it is conformally invariant
“as a generalised function”, which means that for any µ ∈ M, ΓD(µ) is distributed like
Γ˜D˜(µ˜) (where this Γ˜D˜ is a GFF in D˜), for µ˜ the push-forward measure defined by
µ˜(Φ(A)) :=
∫
A
µ(dx)|Φ′(x)|2.
3.4. RELATION WITH BROWNIAN LOOP-SOUPS (A NON-RIGOROUS WARM-UP) 83
In other words, if Γ is a GFF in D and if we define for each µ˜ in MD˜ the random variable
Γ˜(µ˜) = ΓD(µ), µ(A) :=
∫
Φ(A)
µ˜(dy)|(Φ−1)′(y)|2,
then Γ˜ is a GFF in D˜. In the sequel, we will simply refer to this GFF Γ˜ as the image of Γ
under the conformal map Φ, and denote it by Γ ◦ Φ−1.
In a similar fashion, when d > 2, since for any connected D, r > 0 and x, y in D we have
GrD(rx, ry) = r
2−dGD(x, y), it follows that rd/2−1ΓrD is equal in law to ΓD. Moreover,
for any a ∈ Rd, it is clear that GD+a(x + a, y + a) = GD(x, y), and so ΓD+a is equal in
distribution to ΓD. Observe here that d = 2 plays a special role: it is the only dimension
in which the Gaussian free field is scale invariant.
3.4. Relation with Brownian loop-soups (a non-rigorous warm-up)
In view of the relation between the discrete GFF and loop-soups, it is natural to wonder
if some analogous results might hold in the continuum setting. The answer is that (at least
in dimension 2) most of these results do indeed hold, and there are actually some rather
nice additional features (for instance, due to the role played by conformal invariance). In
the present section, we will survey (without proper proofs) some results in this direction,
in order to provide some motivation and guiding principles for the next chapters.
3.4.1. The Brownian loop-soup. It is rather easy to guess how the definitions of
discrete loop-soups and cable-graph loop-soups should be extended to the continuum. In this
case, the loops will be described by closed trajectories of d-dimensional Brownian motion.
Let us define it step by step.
• Recall that one can define a one-dimensional Brownian bridge of time length T
β = (βt, t ∈ [0, T ])
from 0 to 0, to be the process βt = Bt − (tBT /T ), where B is a one-dimensional
Brownian motion (there are actually several equivalent definitions, for example
using Fourier decomposition, or “conditioning” Brownian motion to be at 0 at
time T ).
• Similarly, if one uses the same definition but replaces B by a d-dimensional Brow-
nian motion, then β is a d-dimensional Brownian loop from 0 to 0 of time-length
T . Its d coordinates are then d independent one-dimensional Brownian bridges.
Let us denote the law of this d-dimensional Brownian loop by P0→0,T .
• The density at the origin (with respect to the Lebesgue measure) for BT is given
by (2piT )−d/2. This makes it natural, in view of the definition of the discrete loop-
soup and of the Green’s function, to define a Brownian loop-measure rooted at the
origin by
µ0→0 :=
∫ ∞
0
dt
(2pit)d/2
P0→0,t.
• We would now like to define an unrooted Brownian loop-measure, which should
be invariant under translations of Rd. To do so, we first note that an unrooted
Brownian loop of time-length T will (heuristically) have T times more possible
starting points than an unrooted Brownian loop of time-length 1. This suggests
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that it is better to start with the modified rooted measure on Brownian loops
defined by
µ˜0→0 :=
∫ ∞
0
dt
t× (2pit)d/2P0→0,t.
We can then define µ˜x→x to be the image of µ˜0→0 by z 7→ z + x (so that µ˜x→x is
a measure on Brownian loops from x to x), and set
µ˜ :=
∫
Rd
dxµ˜x→x.
Finally, we define the unrooted Brownian loop-measure µ to be measure induced
by µ˜ on the set of equivalence classes of unrooted loops (i.e., when one erases the
information about where the root x was on the loop).
Definition 3.21 (Brownian loop-measure). This measure µ defines the Brownian loop-
measure in Rd. For any open subset D of Rd, we define µD to be the restriction of µ to the
set of loops that remain entirely in D.
Note that these are measures on oriented (unrooted) loops. It is then easy to check the
following properties:
(1) if one starts with the unrooted loop measure µ, and for each loop, chooses its root
uniformly at random on the loop, then one obtains the measure µ˜;
(2) the measure µ is invariant under translations γ 7→ γ+x and under multiplications
γ(·) 7→ λγ(·/λ2);
(3) the measure µ is “locally finite.” For instance, the µ-mass of the set of loops
intersecting the cube [0, 1]d, with time-length between 1 and 4 (say), is finite.
If we now consider the measure µD, for D a bounded domain, we see that for all  > 0
the µD-mass of the set of loops of diameter greater than  is finite. This mass goes to ∞,
asymptotically as → 0, like a constant times −d. Equivalently, the µD-mass of the set of
loops of time-length greater than u behaves asymptotically like a (different) constant times
u−d/2.
Definition 3.22 (Brownian loop-soup). For α > 0, we define the oriented Brownian
loop-soup with intensity α in D to be a Poisson point process of unrooted oriented Brownian
loops, with intensity αµD.
Given that random walks converge to Brownian motion, it should not be surprising that
in some appropriate sense, the Brownian loop-measure and the Brownian loop-soup can be
viewed as limits of random walk loop-measures and random walk loop-soups on fine-mesh
approximations of D (or on its cable-graph).
Remark 3.23. It is possible to show that the resampling properties and the Markov-type
properties of the loop-soups all have analogues for these Brownian loop-soups. In particular,
this will happen for the soup of oriented Brownian loops with intensity α = 1. It is also
possible to use the soup of oriented loops corresponding to α = 1 to understand the “scaling
limit” of Wilson’s algorithm (we will briefly discuss this in Chapter 6, Section 6.4).
One can also define the measure κD to be the image on the set of unoriented Brownian
loops of µD, and construct for each c > 0, the unoriented loop-soup with intensity c to be
a Poisson point process with intensity cκD. Then, the unoriented loop-soup with intensity
c = 1 will be the one with the special resampling property. This will also be the one that
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is going to be discussed in the next section, as it can be related to the GFF via occupation
times.
3.4.2. Loop-soup occupation time and square of the GFF. Suppose that one
samples a Brownian loop-soup of positive intensity α in a bounded domain D. Let us first
make some back-of-the-envelope a priori estimates.
- The number of loops in the loop-soup with time-length between 2−n and 2−n+1 will
be a Poisson random variable with mean of order 2nd/2 as n→∞.
- Hence the cumulated time-length Tn of all such loops (i.e., the sum of their individual
time-lengths) will have expectation of order 2n(d/2−1) and variance of order 2n(d/2−2).
- The sum over n ≥ 0 of these variances therefore converges if and only if d < 4. On
the other hand, the sum of the expectations diverges as soon as d ≥ 2.
This leads to the following feature of the loop-soups when d = 2 or d = 3: Consider
an oriented Brownian loop-soup Lα with intensity α in D (or equivalently, an unoriented
Brownian loop-soup with intensity c = 2α as they will define the same occupation times).
Then:
Proposition 3.24 (Renormalised occupation time measure). For each open set O ⊂ D,
let us define Tn(O) to be the total time spent in O by all loops in the loop-soup with time-
length at least 2−n. Then the sequence Tn(O)− E[Tn(O)] converges in L2, as n→∞, to a
finite random variable T∞(O).
It should be stressed that T∞(O) has zero expectation and can therefore take negative
values - so it is not really an occupation time! Intuitively, Tn(O) blows up as n → ∞
because of the very large number of very small loops. On the other hand, there is some law
of large numbers behaviour occurring, which means that Tn(O) actually stays quite close
to its expectation at first order. This is why the variance of Tn(O) remains finite.
Motivated by the discrete result relating the square of the discrete GFF to the random
walk loop-soup with α = 1/2, we now discuss how one can try to define the square of the
continuum GFF Γ. This is of course non-trivial, because Γ is not a proper function, so one
cannot a priori take its square. Let us briefly and heuristically explain one way to proceed.
One natural option is to use the decomposition of Γ on an L2-basis (ϕn)n≥1 of eigenfunctions
of the Laplacian, and to view Γ (as in Section 3.3.2) as the limit when N →∞ of∑
1≤n≤N
Nn√
λn
ϕn(·),
where (Nn)n≥1 is a sequence of independent identically distributed standard Gaussian ran-
dom variables. With this in mind it is tempting to investigate the behaviour as N →∞ of
the function
ΛN (x) :=
( ∑
1≤n≤N
Nn√
λn
ϕn(x)
)2
.
For instance, one can look at the integral (ΛN , 1) :=
∫
D ΛN (x)dx of ΛN with respect to
the Lebesgue measure on D. Expanding the square, and using the fact that (ϕn)n≥1 is an
orthonormal basis of L2(D), we get
(ΛN , 1) =
(
2
∑
1≤n<m≤N
NnNm√
λnλm
∫
D
ϕn(x)ϕm(x)dx
)
+
∑
1≤n≤N
N 2n
λn
∫
D
ϕ2n(x)dx =
∑
1≤n≤N
N 2n
λn
.
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Hence, we see using Weyl’s law (this implies that λn behaves like a constant times n
2/d)
that:
• on the one hand E[(ΛN , 1)] =
∑
1≤n≤N (1/λn) goes to infinity as N → ∞ when
d ≥ 2;
• on the other hand, the variance
E[((ΛN , 1)− E[(ΛN , 1)])2] =
∑
1≤n≤N
1
λ2n
E[(N 2n − 1)2] =
∑
1≤n≤N
2
λ2n
actually converges as N →∞, when d = 2 or d = 3.
We can therefore interpret the limit in L2 of
∑
1≤n≤N (N 2n − 1)/λn as the integral over D of
the “renormalised square” of the GFF Γ. We will denote this limit as (Λ, 1) (even though at
this point, we have not shown that it corresponds to the integral of a generalised function
Λ.
A first statement that relates this squared GFF to loop-soup occupation times goes as
follows:
Proposition 3.25. The law of (Λ, 1) is identical to that of a constant multiple of the
renormalised occupation time T∞(D) of a Brownian loop-soup of intensity α = 1/2.
This result can be upgraded into a stronger statement relating the two processes T∞(O)
and (Λ, 1O) indexed by the collection of open subsets O of D. But in order to state this
properly, one first needs to make sense of the latter random variables. For that, one can
heuristically use the decomposition Γ = ΓA+ Γ
A that will be described in the next chapter.
for A = D \O, and the fact that ΓA and ΓA have zero mean and are independent, so that
can expand the sum of hA and Γ
A. In other words, the “square of Γ” integrated on O (that
we denote by (Λ, 1O) would be the square of Γ
A (as defined above) plus the integral of
the square of hA(x)
2 − E[hA(x)2] over O, plus twice ΓA(hA). Again, this process has zero
expectation, so it is not necessarily positive – it is not really a square!
It turns out that the relationship between occupation times of discrete loop-soups and
the square of the discrete GFF has a natural continuum counterpart:
Theorem 3.26 (Renormalised loop soup occupation time and square of the GFF). For
d = 2 and d = 3, the two processes (Λ(1O))O∈O and (T∞(O))O∈O have the same law.
3.4.3. The excursion decomposition of the continuum 2D GFF. We have just
seen that when d = 2 and d = 3, there is still a natural coupling between a Brownian
loop soup and the (renormalised) square of the GFF. One may next wonder if there is a
relation between the GFF itself and the Brownian loop-soup. In view of the discrete GFF
results (and the fact that the signs of the GFF on the cable graphs can be chosen to be
independently for each cluster), it seem natural to guess that the sign of the GFF will be
chosen independently for each cluster of Brownian loops. The goal of this section is to briefly
survey without proof some recent results in this direction, restricted to the two-dimensional
case. Even though the statements will probably be surprising (and perhaps confusing) on
a first reading, we hope that having them in mind already will help to guide the intuition
in the next chapters.
Recall the construction given earlier, of a GFF starting from a cable graph loop-soup
in the discrete setting. One alternative way to describe this can be summarised as follows.
When one samples a cable-graph loop-soup for c = 1, one obtains a partition of the set of
vertices of the graph into clusters (we can call them Ci). One can also associate to each
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cluster Ci a non-negative function αi with support exactly Ci, and a sign i ∈ {−1, 1}, in
such a way that:
(a) The GFF is equal to
∑
i iαi(·).
(b) Conditionally on the collection (Ci, αi), the signs i are chosen to be independent
with P [i = 1] = P [i = −1] = 1/2.
It turns out that when d = 2, a similar result can be shown to hold for the continuum
GFF. Let us describe this without proof (some of the results that we are going to state in
the coming paragraphs would require very long proofs, that build among other things on
ideas we will present in the next chapters!).
Let us take D to be the unit disk in the plane, and sample an intensity c = 1 Brownian
loop-soup in D. It is useful to keep in mind that for every fixed x ∈ D, one can almost
surely find infinitely many (small) Brownian loops in the loop-soup that do surround x
(and disconnect it from ∂D), but it turns out that there are also some random exceptional
points that are surrounded by no Brownian loop in the loop-soup. One can partition the
set of loops in this loop-soup into clusters: any two Brownian loops l and l′ in the loop-
soup will be in the same cluster as soon as one can find a finite chain of Brownian loops
l0 = l, . . . , lm = l
′ in the loop-soup such that lj ∩ lj−1 6= ∅ for all j < m. It turns out that
(again, we warn the reader that none of these statements is easy to prove...):
(1) Almost surely, there exist infinitely many clusters of loops. This is actually not
obvious – indeed one can show that as soon as c is greater than 1, all loops are
in the same cluster! Let us call the family of clusters (Ci)i∈I . It will actually be
convenient to define the Ci to be closures of the unions of all Brownian loops in
the same cluster, so that each Ci is a compact set.
(2) The sets Ci are almost surely all disjoint (this is not obvious because one defined
each Ci as the closure of the union of Brownian loops) and they are all almost
surely at positive distance from ∂D.
(3) Actually, when one looks at the geometry of each of the Ci, one can observe that
the boundary consists of the union of countably many disjoint simple loops. In
particular (as this will be relevant later), the outer boundary of each Ci is a simple
loop.
(4) Note that each Ci contains the union of countably many Brownian loops, so that
it will be a rather “fat” random object (in particular, its Hausdorff dimension is
going to be equal to 2).
(5) To each Ci, it is possible to associate in a measurable (deterministic) way a measure
αi supported on Ci, so that if one introduces a family of random variables (i)i∈I
with P [i = 1] = P [i = −1] = 1/2 that are conditionally independent given the
(Ci), then the field
∑
i iαi(·) is a GFF. Here, the sum over i should be viewed in
L2. One way to phrase this statement in more detail, is that for any given order
i1, i2, . . . of the clusters, then for each finite family of smooth functions (f1, . . . , fk),
the random variable
(
n∑
j=1
ijαij (f1), . . . ,
n∑
j=1
ijαij (fk))
converges in L2 to a limit (Γ(f1), . . . ,Γ(fk)), where Γ is a GFF.
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In this decomposition, the sets Ci and the signs i are in fact deterministic
functions of the GFF Γ. So, one can interpret the formal identity
Γ =
∑
i
iαi
as an “excursion decomposition” of the continuum GFF.
In this list of results, we can already observe one feature that appears a little surprising,
because it indicates (in a way) that something stronger happens in the continuum setting
than in the discrete. Here, the measures αi are deterministic functions of the clusters Ci
– while in the discrete setting, the knowledge of the clusters was clearly not sufficient to
recover the actual random functions αi.
We are now going to describe another striking feature of this relation between the two-
dimensional GFF and the Brownian loop-soup. Let us do this in very loose terms. Suppose
that one discovers a loop-soup cluster from the outside. For instance, one can define the
outermost cluster Ci0 that disconnects the origin from the unit circle. This outermost cluster
has an outer boundary which is a simple loop ηi around the origin. The fact that we chose
the “outermost cluster” indicates that it is possible to somehow algorithmically discover
the loop ηi0 “from the outside”. Now, here is the question which will turn out to have a
surprising answer: Conditionally on ηi0, what is the conditional law of the restriction of Γ
to Oi0? The answer in the analogous question in the case of the cable system GFF would
be something like a GFF in Oi0 conditioned by the event that all the points of ηi0 belong
to the same cluster. But in this two-dimensional continuum case, it turns out that this
complicated conditioned GFF is very easy to describe. The answer to the previous question
is the following: the conditional law is that of a GFF in Oi0 with boundary conditions 2i0λ
for some universal constant λ. Intuitively, the i0 would correspond to the coin tossing that
decides about the sign of the GFF on the cluster Ci0 .
This suggests that the complement of Oi0 would be some sort of local set for the con-
tinuum GFF, where the harmonic function associated to it would be the constant function
2i0λ. To understand this, it is therefore useful to understand how to make sense of the
Markov property and of local sets for the continuum GFF, which will be the topic of the
next chapter.
Furthermore, while the GFF would have boundary condition 2i0λ on the inside of
the loop ηi0 , it is not difficult to work out that, conditionally on ηi0 , the law of the loop-
soup in the complement of Oi0 is just a loop-soup in the domain D \ Oi0 conditioned to
have no cluster that surrounds Oi0 , which is an event of positive probability. Hence, this
suggests that one the “outside” of the loop, the GFF Γ looks like a GFF with zero boundary
conditions. In other words, ηi0 is a little bit like a cliff – with 0 boundary conditions on one
side, and 2i0λ on the other side. The chapter on the Schramm-Loewner Evolution SLE4
will make sense of these cliff-lines.
Bibliographical comments
The content of the first three sections of this chapter is rather classical. For thick
points of the GFF, we refer to [19]. The results presented (mostly without proof) in the
final section are more recent. The Brownian loop-soup was introduced in [30], the relation
between the square of the GFF and the loop-soup occupation time is due to Le Jan [33],
and the excursion decomposition of the continuum GFF is due to Aru, Lupu and Sepu´lveda
(see [2, 3] and the references therein – it also builds on the corresponding results on cable
BIBLIOGRAPHICAL COMMENTS 89
systems and on SLE-type considerations). The cliff-lines of the GFF will be discussed and
commented on in Chapter 5 (see the bibliographical comments there).

CHAPTER 4
The Markov property and local sets in the continuum
In this chapter, we will discuss in rather abstract terms what the analogue of local sets
are for the continuum GFF.
4.1. The Markov property
The goal of this section is to describe the continuum analogue of the Markov property
for the discrete GFF. There are as usual several ways to tackle this, and we will present
one route, which is possibly not the most elegant one!
Let us fix some compact subset A of D, such that the boundary of O := D \A is regular
as well. Let Γ denote a continuum GFF in D. Our goal, inspired by the corresponding
results in the discrete case, is to decompose Γ into the sum of two independent processes
ΓA and Γ
A, i.e., Γ(µ) = ΓA(µ) + Γ
A(µ) for all µ ∈MD, where:
• the process ΓA is a continuum GFF in O = D\A (with zero boundary conditions);
• the field ΓA should be thought of as “equal to Γ in A” and to be defined in O as
the harmonic extension hA of the “values of Γ on ∂O”.
We note that, just as in the discrete case, the decomposition Γ = ΓA + Γ
A together with
the first bullet point implies that ΓA must be a centred Gaussian process indexed by MD,
with covariance kernel given by HD,O = GD − GO. Explicitly, for all µ and µ′ in MD, it
must be that
E[ΓA(µ)ΓA(µ
′)] =
∫
D×D
dµ(x)dµ′(x′)(GD(x, x′)−GO(x, x′)).
Let us first comment on why it is possible to make sense of the harmonic function hA
described above, even though Γ is not defined pointwise (so it is a priori not so clear what
this harmonic extension should mean). Consider the example where O is a ball in Rd,
centred at z0 and of radius r0. In this case, when one is given a continuous function g on
∂O, the unique harmonic function in O with boundary value g is equal at z0 to the average
value of g on the sphere ∂O. This suggests that it is natural to set hA(z0) := Γ(λz0,r0)
(which is indeed a well-defined random variable: see Section 3.3.4).
More generally, for each z ∈ O, recall that ν(z, ∂O) denotes the law of the first point
on ∂O that a Brownian motion started from z hits. We can then set
(15) hA(z) := Γ(νz,∂O)
(recall that we know by (iii) of Section 3.2 that νz,∂O ∈MD). By (iii) of Section 3.2 again,
we then know that
E[hA(z)hA(z
′)] = HD,O(z, z′)
as expected. Note that this definition immediately implies that (hA(z))z∈O is a centred
Gaussian process.
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One would now like to say that hA can actually be realised as a harmonic function.
Naturally, the first step is to show that νz,∂O and νz′,∂O are close when z and z
′ are close.
For this, one uses the usual “mirror coupling” between two Brownian motions starting from
z and z′: until the paths meet, the increments of one are the reflection of the increments
of the other in the hyperplane bisecting [z, z′], and after this time they coincide. It can be
shown that for given  > 0 there exists a constant C() <∞ such that under this coupling,
the probability that the Brownian motions do not coincide before hitting the boundary
is less than C()|z − z′|, uniformly in z, z′ with d(z, ∂O), d(z′, ∂O) ≥ . Hence the total
variation of the measure νz,∂O − νz′,∂O is bounded by C()|z − z′| for all such z, z′. From
this, it follows that if the process hA is defined as in (15), then
(16) E[(hA(z)− hA(z′))2] =
∫
∂O
(GD(z, y)−GD(z′, y))(νz,∂O − νz′,∂O)(dy)
is less than or equal to C ′()|z−z′|, where C ′() = 2C()×GRd(0, ). Applying Kolmogorov’s
criterion then readily shows that:
Lemma 4.1 (Defining the harmonic extension). There exists a continuous version of the
process (hA(z))z∈O, and this continuous version is a harmonic function in O.
For the last part of the statement, one only needs to verify that this continuous version
satisfies the mean-value property in O, i.e. that for all z ∈ O and all r < d(z, ∂O), the
mean-value of hA on the sphere S(z, r) of radius r around z is equal to hA(z). Indeed, we
have already mentioned that a continuous function satisfying the mean value property is
actually smooth with vanishing Laplacian. However, the mean-value property of hA follows
directly from the fact that νz,∂O is the mean-value of νz′,∂O with z
′ ranging over S(z, r): a
consequence of the strong Markov property of Brownian motion. So, hA is (on a set of full
probability) indeed a harmonic function.
On the other hand, it is important to note that when ∂O ⊂ D is a deterministic set,
then the harmonic function hA will not be bounded in any neighbourhood of ∂O. It will
typically start oscillating pretty wildly: this corresponds to the fact that Γ is not defined
pointwise on ∂O.
The next step in our quest for the Markov property is to define the random variable
ΓA(µ) for µ ∈M. The first idea (keeping in mind the Markov decomposition of the discrete
GFF) would be to define it as
Γ(µ1A) +
∫
O
hA(x)µ(dx).
However, care is required, because it is not clear whether the integral of hA is well-defined
in the usual sense. As we have already mentioned, the function hA will not be bounded
near ∂A and indeed, in general, it might happen that
∫ |hA|µ(dx) = ∞ for some measure
µ. One way around this is to instead define another measure νµ,∂O which is the integral
with respect to µ(dx)1O of νx,∂O, and to then define
ΓA(µ) := Γ(µ1A) + Γ(νµ,∂O),
(which seems a good alternative to Γ(µ1A) +
∫
O hA(x)µ(dx) given that hA(z) = Γ(νz,∂O)).
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To justify this definition, we need to explain why νµ,∂O ∈ MD. For this, first assume
that µ is non-negative, and note (using (iii) of Section 3.2 again) that∫
∂O×∂O
νµ,∂O(z)νµ,∂O(z
′)GD(z, z′)
=
∫
O×O
µ(dx)µ(dx′) [
∫
∂O×∂O
νx,∂O(z)νx′,∂O(z
′)GD(z, z′)]
=
∫
O×O
µ(dx)µ(dx′)HD,O(x, x′) ≤
∫
D×D
µ(dx)µ(dx′)GD(x, x′) <∞.
The justification for general µ ∈M follows by splitting µ into positive and negative parts.
Since µ1A and νµ,∂O are deterministic measures (i.e., deterministic functions of µ), it
follows that the process ΓA (equal to Γ(µ1A) + Γ(νµ,∂O) for each A) is a centred Gaussian
process. By (iii) of Section 3.2, one easily checks that
E[ΓA(µ)ΓA(µ
′)] =
∫
D×D
(GD(x, y)−GO(x, y))µ(dx)µ′(dy)
as expected. Hence, ΓA fulfils the properties that we are looking for: it is nothing else than
Γ when restricted to measures supported on A, and when restricted to measures µ with
compact support in O, it is exactly the integral
∫
hA(z)dµ(z).
Note also that by definition, ΓA(µ) is equal to Γ(µ¯) for µ¯ = µ1A + νµ,∂O, which is a
measure supported in A. Therefore, the process ΓA is FA measurable (recall that FA is
the σ-field generated by all the Γ(µ) for µ ∈ M supported in A). Conversely, it is clear
that FA ⊂ σ(ΓA) (because Γ(µ) = ΓA(µ) for any measure µ supported in A). Hence, FA is
exactly the σ-field generated by the process ΓA.
Finally, we define, as in the discrete case,
ΓA := Γ− ΓA.
Again using the harmonicity properties of the Green’s function, we see that the processes
ΓA and ΓA are independent. Indeed, first note that Γ
A vanishes on all measures supported
in A. Then, observe that for all ν supported in A and all µ supported in O, we have
E[Γ(ν)ΓA(µ)] =
∫
A×O
dν(x)dνµ,∂O(y)GD(x, y) =
∫
A×O
dν(x)dµ(y)GD(x, y) = E[Γ(ν)Γ(µ)].
This implies the independence between Γ(ν) and ΓA(µ), and therefore between ΓA(µ) and
FA = σ(ΓA).
The covariance function of ΓA is thus given by the difference between that of Γ and that
of ΓA, so that for any µ ∈M,
E[ΓA(µ)2] =
∫∫
dµ(x)dµ(y)GO(x, y).
In other words, the process ΓA is a GFF in O.
Remark 4.2. One can reformulate the decomposition of ΓA+Γ
A in terms of conditional
expectations. We have just proved that for any µ ∈M,
ΓA(µ) = E[Γ(µ)|FA]
almost surely.
Let us summarise the above discussion with the following proposition.
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Proposition 4.3 (Markov property of the continuum GFF). Let D and A satisfy the
assumptions stated at the beginning of this section, and Γ be a GFF in D. Then defining
ΓA(µ) = Γ(µ1A) + Γ(νµ,∂O); Γ
A(µ) = Γ(µ)− ΓA(µ)
for all µ ∈M as above, one has that:
• ΓA and ΓA are independent Gaussian processes;
• ΓA has the law of a Gaussian free field in O;
• there exists a version of ΓA such that ΓA|O is almost surely equal to a harmonic
function hA in O.
Remark 4.4. Suppose now that A and A′ are two compact subsets of D such that
A ⊂ A′, and such that both D \A and D \A′ have a regular boundary. Then it is a simple
exercise, that we safely leave to the reader, to show that (almost surely)
ΓA
′
= (ΓA)A
′
and ΓA′ = ΓA + (Γ
A)A′ .
In other words, Γ can be decomposed into the sum of the three independent Gaussian pro-
cesses:
Γ = ΓA + (Γ
A)A′ + Γ
A′ .
4.2. Local sets of the continuum GFF
4.2.1. Warm-up. We are now ready to define local couplings of random sets to the
continuum GFF (or in short, local sets of the GFF). Our random sets will be random
compact subsets of D, and we endow this space of compact sets with the usual Hausdorff
metric. As in the discrete case, these will be random sets for which a strong version of the
Markov property of the GFF can be made sense of.
Definition 4.5 (Strong Markov property). Suppose that A ⊂ D is a random compact
set such that D \A has a regular boundary. A is said to satisfy the strong Markov property
for the GFF Γ if there exists a pair (ΓA,Γ
A) of processes such that:
• the GFF Γ is the sum of ΓA and ΓA;
• the process (ΓA(µ))µ∈M is linear in with respect to µ, and there exists a function
hA in the complement of A that is harmonic with probability one, and such that
for any ν ∈ M the equality ΓA(ν) = ν(hA) holds on the event that the support of
ν is contained in D \A;
• conditionally on (A,ΓA), the law of the process ΓA is a GFF in D \A.
Remark 4.6. There is no difficulty in making sense of the last statement in this defi-
nition: the conditional law of ΓA given (A,ΓA) here is described explicitly in terms of the
random compact set A (in a way that depends in a measurable way on A via the Green’s
function in D \A). Also note that the conditional law of ΓA given (A,ΓA) is a function of
A only, so that conditionally on A, the fields ΓA and Γ
A are independent.
Remark 4.7. Note that if A satisfies the strong Markov property for Γ, then all the
information about the joint distribution of (A,ΓA,Γ
A,Γ) is encapsulated in the joint distri-
bution of (A,ΓA) (because we know the conditional distribution of Γ
A given (A,ΓA)).
In the next paragraph, we will define (via approximation) what we will call local sets of
the GFF Γ, and then show that a set is local if and only if it satisfies the strong Markov
property as in Definition 4.5. Having the equivalence between these two notions is useful.
For instance, proving that the union of two conditionally independent local sets is a local
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set (recall Lemma 1.27) is easier with the approximation approach. On the other hand, is
often easier to use the strong Markov property in order to actually show that a set is local.
As a motivation for this section on local sets, and also as a warm-up for the coming
chapters, we would like to stress that it is actually possible to define local sets (at least
when d = 2) such that the harmonic function hA is identically zero. The boundaries of such
local sets are somewhat special, because seen from O = D \ A, Γ is somehow “equal to 0”
on ∂O (if one keeps in mind the heuristic interpretation of hA as the harmonic extension of
the values of Γ on ∂O).
4.2.2. Definition via dyadic approximations. We are going to define local sets
in two stages: first we will define a notion of local sets that concerns random unions of
2−n-dyadic cubes, and then we will define (by approximation) the general notion of local
sets.
We will use the following terminology in the present section: a set of the type [i12
−n, (i1+
1)2−n]× · · · × [id2−n, (id + 1)2−n] in Rd for i1, . . . , id ∈ Z will be called a 2−n closed dyadic
cube. Deterministic finite unions of closed dyadic cubes will be denoted by small letters a,
b etc., and we will be able to apply the results of the previous section (construction of Γa
etc.) to those. Capital letters, e.g. A, will be used to denote random closed subsets of the
unit cube.
Definition 4.8 (Dyadic local sets). Suppose that D is as in the previous section, so
that one can define a GFF Γ in D, and that n ≥ 1 is fixed. We say that the random compact
set A ⊂ Rd (defined on the same probability space as the GFF Γ) is a 2−n-dyadic local set
if:
• it is the intersection of D with a random finite union of closed 2−n-dyadic cubes
(it can therefore take only countably many values);
• for any deterministic finite union a of closed 2−n-dyadic cubes, the GFF Γa (in
D \ a) is independent of σ(Fa, {A = a}) = σ(Γa, {A = a}).
This definition is of course reminiscent of the definition of local sets for the discrete
GFF. Mind that (as in the discrete setting), this is a property of the joint distribution of
(A,Γ).
Given that any random set A that is a finite union of 2−n-dyadic cubes can take only
countably many values, we can define without any problem
(17) ΓA :=
∑
a
1{A=a}Γa, ΓA :=
∑
a
1{A=a}Γa, hA :=
∑
a
1{A=a}ha.
and note that with probability one, hA is in fact a random harmonic function in the random
set D \ A. Furthermore, if A is a 2−n-dyadic local set, then conditionally on the random
set A (and on ΓA), Γ
A is a GFF in D \A.
Remark 4.9. Conversely, if A is a random union of 2−n-dyadic cubes that satisfies the
strong Markov property (with associated processes Γ˜A, Γ˜
A) then it follows from the definition
that A is a 2−n-dyadic local set of Γ. Moreover, Γ˜A, Γ˜A must be equal to ΓA,ΓA defined
by (17) (indeed, on the event {A = a} one must have Γ˜A(µ) = Γ˜A(µ1a) + Γ˜A(µ1D\a) =
Γ˜A(µ1a) + Γ˜A(νµ,∂(D\a)) = Γ(µ1a) + Γ(νµ,∂(D\a)) = Γa(µ)).
In other words, a random union of 2−n-dyadic cubes is a local set if and only it satisfies
the strong Markov property, and the decomposition (ΓA,Γ
A) in the strong Markov property
is uniquely defined by (17).
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One can also define the σ-field FA to be the σ-field generated by all events U such that
U ∩{A = a} ∈ Fa for all a (where Fa is as defined as before, since a is deterministic) – this
is very natural, given how one defines the stopped σ-algebra for Brownian motion. In other
words, this is the set of events that can be decomposed as ∪a({A = a} ∩ Ua) with Ua ∈ Fa
for each a. It is then immediate that ΓA(µ) =
∑
a 1{A=a}Γa(µ) is FA measurable, and that
ΓA(µ) = E(Γ(µ)|FA) almost surely.
Exactly as in the discrete, one can easily prove that:
(1) if A is a random union of 2−n dyadic sets that is independent of Γ, then it is a
2−n-dyadic local set (of course these are not particularly interesting examples);
(2) the definition of dyadic local sets is unchanged if we replace σ(Fa, {A = a}) by
σ(Fa, {A ⊂ a}) in the last line of the definition. To see this, simply use the fact
that {A ⊂ a} = ∪a′⊂a{A = a′} and recall that for a′ ⊂ a, one can decompose Γa′
into the sum of the two independent processes Γa and (Γa
′
)a.
We now define general local couplings. For any compact subset A ⊂ D, we define its
2−n-dyadic approximation An to be the intersection of D with the union of all closed 2−n
dyadic cubes that intersect A. We then letOn = D\An. Note that the sets An are decreasing
with ∩An = A, and that the sets On are therefore increasing with ∪On = O = D \A.
Definition 4.10 (Local sets). Let A be a random compact set A defined on the same
probability space as a GFF Γ, and such that D \A has a regular boundary. We say that A
is locally coupled to Γ (or equivalently that it is a local set of the GFF Γ) if for every n ≥ 1,
the set An is a 2
−n-dyadic local set of Γ.
Of course, a rather unexciting class of of local sets are given by the random compact
sets with regular boundary that are independent of Γ.
4.2.3. Equivalence between the two notions. The goal of this section is to derive
the following fact:
Proposition 4.11. A is a local set for Γ if and only if it satisfies the strong Markov
property for Γ.
Proof. Let us first assume that A is a local set for Γ, and go about constructing ΓA
(hence also ΓA := Γ − ΓA). Notice that if one knows A, then one knows all the Am for
m ≥ 1, and conversely, if one knows all the Am for all m larger than some given n, then
one also knows A = ∩m≥nAm. Hence, the σ-field generated by A and the σ-field generated
by (Am,m ≥ n) coincide for all n.
We now define for each n, the σ-field
Gn = σ(A,ΓAn) = σ(An, An+1, An+2, . . . ,ΓAn).
Note that if one knows that An = a, An+1 = a
′ and Γa, then one also knows Γa′ . Therefore
we can equivalently write
Gn = σ(An, An+1, Am+2, . . . ,ΓAn ,ΓAn+1 , . . .),
and see that Gn+1 ⊂ Gn is decreasing. In fact, the decomposition Γa = Γa′ + (Γa′)a shows
that
ΓAn+1(µ) = E(ΓAn(µ)|Gn+1)
for any µ ∈M, or in other words, that for any n ≥ 1,
ΓAn(µ) = E(Γ(µ)|Gn).
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This implies that (ΓAn(µ), n ≥ 0) is an inverse martingale for the inverse filtration (Gn)n≥0.
Note that the random variable Γ(µ) is Gaussian, and consequently lies in Lp for any 1 ≤
p < ∞. The inverse martingale therefore converges almost surely and in Lp (for any such
p) to E[ΓA1(µ)|G∞], where G∞ := ∩nGn. We now define ΓA to be this limit:
ΓA(µ) := E[ΓA1(µ)|G∞] for all µ ∈M,
and also denote FA := G∞. Finally, we define ΓA(µ) := Γ(µ) − ΓA(µ), which is therefore
also the limit as n→∞ (almost surely and in any Lp) of ΓAn(µ) = Γ(µ)− ΓAn(µ).
There is now a bit of work to be done to argue that ΓA restricted to the complement
of A corresponds to a harmonic function hA. Here is one way to proceed. For any z ∈ D
and r < d(z, ∂D), we first define for each n the average γn(z, r) of ΓAn on the sphere of
radius r around z. Note that when the the closure of the ball B(z, r) is a subset of On, this
spherical average is equal to hAn(z) almost surely (because we know that hAn exists and is
almost surely harmonic).
We have just seen (taking µ to be uniform measure on ∂B(z, r)) that for fixed (z, r),
γn(z, r) converges almost surely and in any L
p to the spherical average γ∞(z, r) of ΓA.
Hence, for any fixed (z, r), if the define the event Er(z) that the closure of the ball B(z, r)
is in D \ A, the sequence 1Er(z)hAn(z) converges almost surely, and in any Lp. We then
define hA(z) := 1{z /∈A} limn→∞ hAn(z) (where the limit is therefore both an almost sure
limit and a limit in any Lp). Observe that ΓA(ν) = ν(hA) almost surely on the event that
the support of ν is contained in D \A, since ΓA(ν) = limn→∞ ΓAn(ν) = limn→∞ ν(hAn) on
this event.
Let us now argue that this process z 7→ hA(z) can be modified into a continuous and
harmonic function on D \ A. We know that for all z, z′ that are at distance at least, say,
2r from the boundary of D (using the L6 convergence of γn(z, r) to γ∞(z, r) and then the
conditional Jensen inequality) that
E
[
(γ∞(z, r)− γ∞(z′, r))6
]
= lim
n→∞E
[
(γn(z, r)− γn(z′, r))6
]
= lim
n→∞E
[
E[γ(z, r)− γ(z′, r)|Gn]6
]
≤ E
[
(γ(z, r)− γ(z′, r))6
]
≤ C(r)|z − z′|3.
From this we deduce using Kolmogorov’s criterion (the general case (14); here we do not
have that γ∞ is Gaussian, which is why we use 6th rather than 2nd moments), that there
exists (for each given r) a continuous modification γ˜∞ of z 7→ γ∞(z, r). For all given z ∈ D
and r > 0, one has hA(z) = γ˜∞(z, r) almost surely on the event where d(z,A) > 2r. Since
this is true for all arbitrarily small rational r, we deduce that there exists a version of
z 7→ hA(z) that is continuous on D \A.
We now need to show that this function hA is necessarily harmonic on D \A. One way
to see this is as follows. The goal is to check that for a given z ∈ D and r > 0, almost
surely on the event E(z, r) where z ∈ O and 3r < d(z, ∂O) (so that d(z′, ∂O) > 2r for all
z′ ∈ B¯(z, r)), hA(z) is equal to the mean value of hA on the sphere ∂B(z, r). Since we know
from the definition that
hA(z) = γ∞(z, r) = lim
n→∞ γn(z, r) = limn→∞
∫
dλz,r(y)hAn(y)
almost surely on this event, it is sufficient to have that
(18) 1E(z,r)
∫
dλz,r(y)hAn(y)→ 1E(z,r)
∫
dλz,r(y)hA(y)
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in probability. On the one hand, we have seen that almost surely with respect to the product
probability measure P ⊗ λz,r, 1E(z,r)hAn(y) → 1E(z,r)hA(y). But we also have the a priori
bound,
E[1E(z,r)
∫
dλz,r(y)(hAn(y))
2] ≤ E[
∫
dλz,r(y)(γ(y, r)
2)] ≤
∫
dλz,r(y)E[Γ(λy,r)
2]
which is finite. Hence, since a sequence of random variables that is bounded in L2 and that
converges almost surely also converges in L1, we can conclude that the convergence (18)
holds in L1, and therefore also in probability.
Let us now argue that the conditional law of ΓA given (A,ΓA) is that of a GFF in
O. This follows from the fact that process ΓA is the almost sure limit of ΓAn as n → ∞,
where conditionally on the event {An = a}, ΓAn is a GFF in D \An that is independent of
Gn ⊇ G∞ ⊇ σ(A,ΓA). To see the independence between ΓAn and Am for m ≥ n, note that
conditionally on {Am = a˜}, ΓAm is independent of Am and ΓAn = Γa = (Γa˜)a is measurable
with respect to ΓAm . Hence, the local set A satisfies the strong Markov property.
Finally, it remains to show the converse statement, namely that if A satisfies the strong
Markov property, then An is a 2
−n-dyadic local set for each n ≥ 1. For this, we use that
conditionally on (ΓA, A), Γ
A has the law of a GFF in O = D \ A, and that for each n, the
set An is a deterministic function of A. This means that conditionally on (ΓA, A), Γ
A can
be further decomposed as
(ΓA)An + (ΓA)An ,
using the usual Markov property (and the corresponding notation) for the GFF ΓA. Then,
we see that conditionally on (ΓA, A) and (Γ
A)An , the process (Γ
A)An is a GFF in On, and
that ΓA+(Γ
A)An when restricted to On is a harmonic function (as the sum of two harmonic
functions). Remark 4.9 then implies that An is a 2
−n dyadic local set. 
Remark 4.12. The above proof along with Remark 4.9 implies that the strong Markov
decomposition in Definition 4.5 is actually unique.
Let us note the following immediate facts.
• Suppose that A is a local set that is coupled with a GFF Γ. If we observe A and
Γ, then (since ΓA is a limit of the ΓAn) we know everything about the process ΓA,
and therefore also about the harmonic function hA.
• If A and B are two local sets, and z is some fixed point in O, let OA(z) and OB(z)
denote the connected components of O \A and O \B (if they exist) containing z.
Then, almost surely on the event that {OA(z) = OB(z)}, one has hA(z) = hB(z)
(again just using the definition of hA(z) as a limit of hAn(z)).
4.2.4. Unions of conditionally independent local sets. Let us now explain how
to derive the following continuum counterpart of Lemma 1.27 for the discrete GFF.
Proposition 4.13 (Unions of local sets). If A and A′ are both locally coupled to the
GFF Γ, and if they are conditionally independent given Γ, then A∪A′ is also locally coupled
to Γ.
Remark 4.14. The proof of this result turns out to be rather easy using the definition
of local sets via dyadic approximation. It would have been more of a challenge to derive this
directly using the “strong Markov property” characterisation of local sets.
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Proof. Let us first show the result when A and A′ are two dyadic local sets; this part
of the proof is almost a copy-and-paste of the proof in the discrete case.
Let b be a finite, deterministic union of 2−n-dyadic cubes. For any given measures
µ1, . . . , µm, ν1, . . . , νm′ and open sets U1, . . . , Um and V1, . . . , Vm′ in R, we define the σ(Γb)
and σ(Γb) measurable events
U b = {∀j ≤ m, Γb(µj) ∈ Uj} and Vb = {∀j ≤ m′, Γb(νj) ∈ Vj}.
Note that the set of events U b (with µ, ν, U, V varying) is stable under finite intersections
and generates σ(Γb), and that the family of events Vb is stable under finite intersections and
generates σ(Γb). Since it is clear that A∪A′ is a finite union of 2−n dyadic cubes, to prove
the lemma it is sufficient to show that
(19) P
[
U b, Vb, A ∪A′ = b
]
= P (U b)× P
[
Vb, A ∪A′ = b
]
.
Note that for any a ⊂ b the family of events Vb, Vb ∩ {A = a} is stable under finite
intersections and generates σ(Γb, {A = a}) and a similar statement holds replacing A by
A′. Then, for all a and a′, with a ∪ a′ = b, we have that
P
[
U b, Vb, A = a, A
′ = a′
]
= E
[
P (U b, Vb, A = a, A
′ = a′ | Γ)
]
= E
[
1Ub,VbP (A = a, A
′ = a′ | Γ)
]
= E
[
1Ub1VbP (A = a | Γ)P (A′ = a′ | Γ)
]
.
However we know that Γb is independent of σ(Γb,1{A=a}) (since a ⊂ b), from which it
follows that
P (A = a | Γ) = P (A = a | Γb)
is measurable with respect to σ(Γb), and that the same is true for P (A
′ = a′ | Γ). Hence,
since Γb and Γ
b are independent, it follows that
P
[
U b, Vb, A = a, A
′ = a′
]
= P [U b]× E
[
1VbP (A = a | Γ)P (A′ = a′ | Γ)
]
= P [U b]× P
[
Vb, A = a, A
′ = a′
]
Summing over all a and a′ such that a ∪ a′ = b we can deduce (19), and therefore that
A ∪A′ is a 2−n-dyadic local set.
Suppose now that A and A′ are general local sets and that n ≥ 1. We have just proved
(because An and A
′
n are 2
−n-dyadic local sets that are conditionally independent given Γ)
that An ∪ A′n is also a 2−n-dyadic local set. Since (A ∪ A′)n = An ∪ A′n by definition, we
therefore have that (A ∪A′)n is a 2−n-dyadic local set, and this concludes the proof. 
Remark 4.15. Let A,A′ be as in Proposition 4.13. The above proof, together with the
same reasoning as in the penultimate paragraph of the proof of Proposition 4.11, shows that
even conditionally on (A,A′,ΓA∪A′) - rather than just conditionally on (A ∪ A′,ΓA∪A′) -
ΓA∪A′ is a GFF in D \ {A ∪A′}.
Note that in the previous proposition, we did not describe the harmonic function hA∪A′
in terms of hA and hA′ . This is a trickier issue than it appears at first glance. Intuitively,
one would like to say that the “boundary conditions” of hA∪A′ are just given by those of
hA on ∂A, and by those of hA′ on ∂A
′, but putting this on a rigorous footing is delicate.
We will do this in a special case, when d = 2, in Section 4.2.6.
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4.2.5. Thin local sets. In this section we describe a particularly useful class of local
sets.
Definition 4.16 (Thin local sets). The local set A is said to be thin, if for all bounded
functions f with compact support in D, ΓAn(f1An) converges to 0 in probability as n→∞.
This means in particular that for all such f ,
ΓA(f) = lim
n→∞ΓAn(f1On)
in probability. But it is easy to see that conditionally on A,
ΓA(f1On)− ΓAn(f1On) = −ΓA(f1On) + ΓAn(f1On) = (ΓA)An(f1On)→ 0
in probability as n→∞. In particular, this shows that
ΓA(f) = lim
n→∞ΓA(f1On) = limn→∞
∫
On
hA(x)f(x)dx,
which is a function of A and hA. Hence, all ΓA(f) (and therefore the whole process ΓA)
can be recovered from the knowledge of (A, hA). So, for thin local sets, ΓA carries no more
information than hA.
Note that a deterministic compact set of zero Lebesgue measure is always a thin local
set. One may wonder whether a local set is thin as soon as it has zero Lebesgue measure.
As we shall mention later in these lecture notes, this turns out not to be the case: there
exists local sets A that are not thin, but have Lebesgue measure zero almost surely. The
goal of the next few paragraphs is to describe simple criteria ensuring that a local set is
thin.
We start with the following criterion when d = 2:
Proposition 4.17 (Small local sets are thin (d = 2 case)). Suppose that D ⊂ R2 is
bounded, and that A is a local set of a GFF Γ in D. Define |An| to be the Euclidean area
of An (which is 4
−n times the number of closed 2−n-dyadic squares that A intersects). If
there exists a sequence nk →∞ such that almost surely, |Ank | = o(1/nk), then the local set
A in thin.
Proof. Let S denote any closed 2−n-dyadic square contained in D. We can bound
E[Γ(f1S)
2] (via the double integral of GD(x, y)) and see that there exists C such that for
any n, and for any S,
E[ΓAn(f1S)
2] ≤ E[Γ(1S)2] ≤ C2‖f‖2∞n4−2n.
But, using the fact that ΓAn(f1S) is a Gaussian random variable, we get the tail estimate
P
[
|ΓAn(f1S)2| > C‖f‖∞M
√
n4−n
]
≤ exp(−M2/2)
for all large enough M . Summing this over all O(4n) of the 2−n-dyadic squares in D, we
see that for each n, the probability that there exists one or more such squares S for which
|Γ(f1S)| > CM
√
n4−n is bounded by 4n exp(−M2/2). If we choose M = M(n) = x√n,
then for some fixed large enough x, this bound decays exponentially in n. Hence by Borel–
Cantelli, we know that almost surely, for all large enough n, for all the 2−n dyadic squares
S,
|ΓAn(f1S)| ≤ Cxn4−n.
We then conclude using the fact that Ank is almost surely the union of o(4
nk/nk) such
squares. 
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The following corollary provides a condition that is easier to check in practice.
Corollary 4.18. If A is a local set such that E[|An|] = o(1/n), then it is a thin local
set.
Proof. We can find nk →∞ such that E[|Ank |] ≤ 1/(k2nk), and by the Borel-Cantelli
lemma, we see that the previous criterion is satisfied for this choice of the sequence nk. 
It can also be useful to define thin local sets when D ⊂ R2 is not bounded. In this case,
we can just use conformal invariance. For instance, we will say that a local set A in the
upper half-plane is a thin local set if its image under the map z 7→ (z − i)/(z + i) is a thin
local set in the unit disk.
Later on we shall be interested in some very particular thin local sets of the GFF, for
which hA is actually a function of A. This property is satisfied, for instance, by some local
sets defined by SLE-type curves in two dimensions.
Remark 4.19. In Chapter 5 we will discuss one special thin local set of the GFF,
for which the harmonic function hA can only take the values a and −a (where a is a fixed
constant). This means in particular that hA is constant in each of the connected components
of D\A. Moreover, for each fixed z with the property that z /∈ A almost surely, one has that
P [hA(z) = a] = P [hA(z) = −a] = 1/2. Indeed, this follows by considering the expectation
of the spherical average Γ(λz,) at radius  around z, and letting → 0.
In fact, we can further note that when  is very small, the difference between the vari-
ances of the two Gaussian random variables Γ(λz,) and Γ
A(λz,) is equal to the limit as
y → z of GD(z, y) − GD\A(z, y). If we denote this quantity by C(z,A,D), and note that
Γ(λz,)−ΓA(λz,) is bounded and converges almost surely to hA(z) as → 0, it follows read-
ily that C(z,A,D) has the law of the exit time from [−a, a] by a standard one-dimensional
Brownian motion. In the two-dimensional case this means that the expected value of the
difference between the log-conformal radius of D and of D \ A at z is equal to 2pia2. (This
difference is exactly equal to 2piC(z,A,D) by definition of GD and of the log conformal
radius – see Chapter 3.)
Finally, let us state the corresponding criterion for a local set to be thin, when one
considers a GFF in dimension d ≥ 3:
Proposition 4.20 (Small sets are thin (d ≥ 3)). Suppose that D ⊂ R3 is bounded and
that A is a local set of a GFF Γ in D. Define |An| to be the d-dimensional Lebesgue measure
of An (which is 2
−nd times the number of closed 2−n-dyadic cubes that A intersects). If
almost surely, |An| = o(4−n), then the local set A is thin.
The proof is almost identical to the case d = 2 and left to the reader. It says in particular
that if the Minkovski dimension of a local set A is smaller than d− 2, then it is a thin local
set.
4.2.6. Some further features of local sets in two dimensions. We are now going
to derive some further results for local sets and unions of (conditionally) independent local
sets. We choose to describe only the results that will be actually used later on in these
notes, and do not strive for the most general statements. So, even though parts of this
section would also work in some d-dimensional domains, we will restrict ourselves to the
two-dimensional setting. The main goal here is to derive Proposition 4.23 below, that
describes the harmonic function hA∪A′ of Proposition 4.13 in certain special cases.
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(1) Let us first consider the case when D is a connected open subset of the unit disc
U, such that D contains a neighbourhood (in U) of some point on ∂U (in particular ∂D
contains some open arc of the unit circle). Of course, one particular case is when D = U.
Suppose that o is a deterministic open subset of D and let a be the closure of D \ o. For
each  > 0, we define the following sets: ∂ will denote the part of ∂o∩∂U that is at distance
greater than  from a∪ (U \D); u will denote the subset of points in o that are at distance
smaller than /4 from ∂; and finally, v will denote the union u ∪ ∂.
Let Γ be a zero boundary Gaussian free field in D. Recall that ha is the harmonic
function in o defined by ha(z) = Γ(νz,∂o). Our first observation is the following:
Lemma 4.21. Almost surely, the function ha can be extended by continuity to be equal
to 0 on ∪>0∂.
In other words, for all  > 0, the function ha(z) almost surely tends to 0, uniformly as
the distance between z and ∂ tends to 0.
Proof. Let us fix an arbitrary positive . It is sufficient to check that if we define ha
to be equal to 0 on ∂, then there exists a version of ha that is continuous on v (because we
already know continuity in o). We will show this using the version of Kolmogorov’s criterion
for Gaussian processes, Lemma 3.19, simply using the explicit expression for E[(ha(z) −
ha(z
′))2].
Recall from (16), by harmonicity of the Green’s function, that
E[(ha(z)− ha(z′))2] =
∫
∂o
(νz,∂o(dy)− νz′,∂o(dy))(GD(z, y)−GD(z′, y))
for all z, z′ in o (recall that GD(z, y) = 0 as soon as z or y are on ∂U). Note in particular
that this identity is still valid when z and/or z′ are on ∂U. We therefore have the bound
E[(ha(z)− ha(z′))2] ≤ (p(z, o) + p(z′, o))× sup
y∈a
|GD(z, y)−GD(z′, y)|
where p(z, o) denotes the probability that a Brownian motion starting at z exits o strictly
before exiting U.
When z ∈ u, this probability p(z, o) can be bounded by the probability that a Brownian
motion starting from z reaches the circle of radius /2 around z before hitting some given
line (tangent to ∂U) that is at distance d(z, ∂U) from z (recall that this distance is smaller
than /4 by definition of u). This easily implies that p(z, o) is bounded above by a universal
constant times d(z, ∂U)/.
Let us now show that for some constant C() depending only on ,
(20) |GD(z, y)−GD(z′, y)| ≤ C()|z − z′|/d(z, ∂U)
whenever z, z′ ∈ u and y ∈ a (so that y is at distance at least /2 from z and z′). To
see this, recall the mirror coupling of two Brownian motions started from z and z′ (see the
paragraph preceding (16)), and denote such a coupling by (B1, B2). Then by harmonicity of
the Green’s function, one can rewrite the difference GD(z, y)−GD(z′, y) as the expectation
E[GD(B
1
τ , y)−GD(B2τ , y)], where τ is the first time that either B1 or B2 leaves the ball of
radius d(z, ∂U) around its starting point. Observe that, on the event that the two Brownian
motions couple before time τ , the quantity in the expectation is 0. Moreover, one can show
that the probability of this not occurring is bounded above by |z − z′|/d(z, ∂U). Finally,
to deal with this complementary event, we can note that GD(z
′′, y) ≤ GU(z′′, y) and that
GU(z
′′, y) is bounded by some absolute constant whenever |y − z′′| ≥ /2. This yields (20).
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Combining these estimates, we obtain that
E[(ha(z)− ha(z′))2] ≤ C ′()|z − z′|
for all z, z′ in v (the case where z and/or z′ is on ∂ is also easily treated), for some constant
C ′() depending only on . Since ha is a Gaussian process, we can then conclude using the
continuity criterion for Gaussian processes: Lemma 3.19. 
(2) We now consider a variant of the above where a is replaced by a local set A of the
GFF Γ in D (with the same conditions on D as before). We define O := D \A, and for each
 > 0, we now define ∂ = {z ∈ ∂U, d(z,A ∪ (U \D)) > }, we let U be the set of points
in O that lie at distance smaller than /4 of ∂, and set V := U ∪ ∂. We also assume that
O is almost surely connected. Then, we have the following generalisation of the previous
lemma for local sets:
Lemma 4.22. Almost surely, the harmonic function hA can be extended by continuity
to be equal to 0 on ∪>0∂.
In other words, for all  > 0, the function hA(z) almost surely tends (uniformly) to 0 as
the distance between z and ∂ tends to 0.
Proof. We fix  and choose m with 2−m < /8. First, we note that Lemma 4.21
applied to each of the finitely many possible options for Am shows that for each m, the
dyadic local set Am does satisfy the conclusions of Lemma 4.22. This means that for each
m, we get the existence of an almost surely continuous extension of hAm to V.
The idea is now to construct the Markovian decomposition (ΓAm ,Γ
Am) (and in particu-
lar the function hAm) in two steps. First we discover A and ΓA; we know that conditionally
on (A,ΓA), Γ
A = Γ − ΓA is a GFF in the complement O of A, that is also independent
of Am (since Am is a deterministic function of A). This means that we can decompose
ΓA = (ΓA)Am + (Γ
A)Am on the set Am, and for this decomposition, the conclusion of
Lemma 4.21 does still hold. In particular, writing hAAm for the restriction of (Γ
A)Am to the
complement of Am, we have that h
A
Am
extends continuously to V. Note that on the event
that O does not contain a neighbourhood of any point in ∂U, the conclusion of this lemma
is trivial.
Moreover, by uniqueness of the Markov decomposition, it must be that ΓAm = ΓA +
(ΓA)Am and so one can almost surely write hAm = hA+h
A
Am
. In other words, when restricted
to the complement of Am (which in particular contains U), we have hA = hAm−hAAm . Since
hAm and h
A
Am
can almost surely be extended by continuity to V, this shows that hA can
almost surely be extended by continuity as well. 
(3) We now finally turn our attention to the description of hA∪A′ when A and A′ are two
conditionally independent local sets. The previous results allow us to derive the following
useful fact.
Proposition 4.23. Consider a GFF in the unit disk U. Suppose that A and A′ are two
conditionally independent local sets of Γ, such that all connected components of O = U \A
and O′ = U \A′ are simply connected. We know from Proposition 4.13 that A′′ := A∪A′ is
a local set of Γ. Then the harmonic function hA∪A′ = hA′′ defined on O′′ := U \A′′ almost
surely satisfies that for all  > 0,
• (hA′′ − hA)(z) goes uniformly to 0 when z → ∂O′′ with d(z,A′) > .
• (hA′′ − hA′)(z) goes uniformly to 0 when z → ∂O′′ with d(z,A) > .
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Remark 4.24. Note that on the event where the two local sets A and A′ are disjoint,
then these two conditions do fully characterise hA′′. Indeed, if h was another harmonic
function in O′′ that satisfied these conditions, then h(z) − hA′′(z) would tend uniformly to
0 as z → ∂O′′, which in turn would imply by the maximum principle that h = hA′′. This
will be very useful later on.
Proof. Since A and A′ play symmetric roles, it suffices to prove the statement about
hA′′ − hA. The rough strategy will be to show that the closure of A′ \ A is in fact a local
set for the GFF ΓA, and to then apply Lemma 4.22 and conformal invariance to conclude.
However, we will circumvent the question of making sense of local sets in random domains,
by using conformal invariance.
We first note that for any  > 0, there almost surely exist only finitely many connected
components of O′′ that contain a ball of radius /2. Therefore, it suffices to show the
uniform convergence for any single connected component of O′′. For given z0 ∈ U, write
O′′(z0) for the connected component of O′′ (when it exists) that contains z0. Rephrasing
the previous statement, it is sufficient to show that for any given z0 ∈ U, almost surely, the
function 1{z0∈O′′}(hA′′(z)−hA(z)) goes uniformly to 0 when z → ∂O′′ with d(z,A′) >  and
z ∈ O′′(z0).
Let us now fix z0 ∈ U. We denote by O(z0) the connected component of O = U \ A
that contains z0. We will assume that the probability of O(z0) being non-empty is positive
(otherwise, the statement is obvious). When O(z0) 6= ∅, let us define the conformal map
Φ = ΦA,z0 from O(z0) onto the unit disk such that Φ(z0) = 0 and Φ
′(z0) ∈ R+. The fact
that A is a local set shows that conditionally on the event O(z0) 6= ∅, the image under
Φ of the field ΓA (as described in Section 3.3.6), restricted to O(z0), is a GFF in U that
is (conditionally) independent of (A,ΓA). We will denote this GFF by Γ˜. By possibly
extending the probability space, we can also define Γ˜ to be a GFF that is conditionally
independent of A and Γ on the event that O(z0) = ∅. Finally, we define O˜ to be the set
Φ(O′ ∩ O(z0)) on the event where z0 ∈ O, and when z0 /∈ O, we just set O˜ := ∅. We write
A˜ for closure of U \ O˜.
So, now we have a GFF Γ˜ defined on the unit disk, and a random subset A˜ of the unit
disc. The next step, which is the key to the proof is to show that A˜ is actually a local set
of Γ˜, and that on the event where O˜ is not empty, hA˜ = (hA′′ − hA) ◦ Φ−1 in O˜.
The proposition will then follow because:
• we can apply Lemma 4.22 to the local set of Γ˜ given by the complement of the
connected component of O˜ containing 0;
• by Ko¨ebe’s quarter theorem (for instance), we almost surely have that d(z, ∂U)→ 0
with z ∈ O˜ if and only if d(Φ−1(z), ∂O(z0)) tends to 0 with Φ−1(z) ∈ O′.
Let us now finally show that A˜ is indeed a local set of Γ˜ by giving its Markovian
decomposition. First note that when restricted to O(z0), the field Γ − ΓA is the harmonic
function hA, and that when restricted to O
′′, the field Γ−ΓA′′ is the harmonic function hA′′ .
Hence, when restricted to O′′, the field ΓA′′ − ΓA is the harmonic function hA − hA′′ . By
taking the image under Φ, we then get that when restricted to O˜, the field Γ˜− (ΓA′′ ◦Φ−1)
is the harmonic function H := (hA′′ − hA) ◦ Φ−1.
We can recall from Remark 4.15 that conditionally on (A,A′,ΓA′′), the GFF ΓA
′′
is a
GFF in the random set O′′. Since Φ is measurable with respect to A, we get that on the
event where O′′ is not empty, the field ΓA′′ ◦ Φ−1 is a GFF in the random set O˜ that is
(conditionally) independent of (A,A′) and ΓA′′ .
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We therefore get the Markovian decomposition of Γ˜ into the sum of a GFF in O˜ with
a field that coincides with the harmonic function H in O˜, so that A˜ is a local set of Γ˜ with
hA˜ = H. 
Bibliographical comments
The definition and main regularity properties of the continuum GFF are rather classical
facts. The spatial Markov property of the GFF was of course also pointed out early on (see
e.g., [42, 47]). The very closely related notion of local sets of the GFF was coined by
Schramm and Sheffield [51] for the two-dimensional GFF (in relation to SLE curves), and
then extensively used in the work of Miller and Sheffield (see e.g. [38]). See [5] for some
features of thin local sets.

CHAPTER 5
Topography of the continuum Gaussian Free Field
5.1. Warm-up and overview
We will now focus on the Gaussian Free Field in two dimensions: more specifically,
we will work with the GFF in a simply connected domain D 6= R2. As we have already
mentioned, conformal invariance shows that the particular choice of D does not really
matter; so, let us discuss the case where D is the unit disc U.
In the sequel, ∂+ and ∂− will denote the top and bottom half-circles of the unit circle
respectively, that join −1 to 1. We denote by h+0 the bounded harmonic function in U that
extends continuously to ∂+ and to ∂−, and is equal to 1 on ∂+ and to 0 on ∂−. That is,
h+0 (z) is the probability that a Brownian motion started from z exits U through ∂+.
A special role will be played in this chapter by the GFF in U with boundary conditions
given by the harmonic function 2λh+0 , that we will often just describe as the GFF with
boundary conditions 2λ on ∂+ and 0 on ∂− (where λ is some positive constant). Recall that
this GFF is just the sum of 2λh+0 and a GFF with Dirichlet boundary conditions in U.
We are going to describe a particular random continuous curve γ from −1 to 1 in U,
that is simple (i.e., non self-intersecting) and does not intersect ∂U \ {−1, 1}. Such a curve
divides U into the two connected components of U \ γ that we denote by U+ and U− (U+
being the one which has i on its boundary). We denote by h+∞(z) the function 1{z∈U+}.
∂+
∂−
U+
U−
−1 1
i
γ
−i
Figure 5.1. The domains U+ and U−
Conditionally on γ, we then consider two independent GFFs Γ+ and Γ− (with zero
boundary conditions) in U+ and U− respectively. We also define Γ++ to be the sum of
Γ+ with the constant function 2λ in U+ (so Γ++ is a GFF in U+ with constant boundary
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conditions 2λ). Finally, we define a process Γ˜, indexed by the set S of smooth functions f
with compact support in U, by:
Γ˜(f) := Γ++(f1U+) + Γ
−(f1U−),
where (here and throughout this chapter) λ is some well-chosen (positive) constant. In other
words, Γ˜ restricted to U+ is a GFF in U+ with 2λ-boundary conditions, and Γ˜ restricted
to U− is a GFF in U− with zero boundary conditions. One main result of this chapter is
the following:
Theorem 5.1. There exists a constant λ > 0 and a simple random curve γ from −1
to 1 in U, called the Schramm-Loewner Evolution SLE4, such that the process Γ˜ described
above has the law of a GFF in U with boundary conditions 2λ on ∂+ and 0 on ∂−.
We can note that this theorem implies that the curve γ is a local set of this GFF Γ˜
(mind that Γ˜ and the Dirichlet GFF Γ˜−2λh+0 generate the same σ-fields – so we just define
local sets for Γ˜ to be the local sets of Γ˜− 2λh+0 ).
There is only one value of λ for which this will work. The quantity 2λ is called the
natural height-gap of the two-dimensional GFF (see discussion below).
Because the random curve γ given by this theorem turns out to satisfy the criterion
(Proposition 4.17) about how the areas of its neighbourhoods decay, it will be a thin local
set of the GFF as discussed in the previous chapter.
Remark 5.2. In fact, we will see that the curve γ in Theorem 5.1 is a deterministic
function of the GFF Γ. The proof of this fact will require additional (non-trivial) consider-
ations and will be dealt with in a subsequent section.
One way to think of Theorem 5.1 (and the fact that γ is a deterministic function of Γ)
is to view γ as a natural “cliff-line” of the field Γ˜, or equivalently of the field Γˆ := Γ˜ − λ.
One starts with Γˆ, which is a GFF with boundary conditions λ on ∂+ and −λ on ∂−. Then,
Theorem 5.1 says that Γˆ possesses a “cliff-line” γ from −1 to 1 in U, such that the GFF has
boundary conditions +λ on the top side of γ and −λ on the bottom side of γ (and therefore
the boundary condition of Γˆ when restricted to U+ is +λ on the whole of ∂U+, and the
boundary condition of Γˆ when restricted to U− is −λ on the whole of ∂U−).
−1 1γ −1 1γ
+λ
+λ
−λ
−λ
+2λ
+2λ
0
0
Γ˜ Γˆ
Figure 5.2. Constructing Γ˜ and Γˆ
This suggests that it may be possible, given Γˆ, to explore γ progressively from −1 to
1 (similarly to how, given a continuous function on U with boundary conditions −λ on ∂−
5.2. DETERMINISTIC LOEWNER CHAINS BACKGROUND 109
and +λ on ∂+, one could explore the line from −1 to 1 on which it takes the value 0). If
one were to stop such an exploration at a time t, then one would expect that the boundary
condition of Γˆ on the boundary of Ut := U \ γ[0, t] would be +λ on the top side of γ[0, t],
and −λ on the bottom side of γ[0, t]. So, if one applied the conformal transformation φt
mapping Ut onto U with φt(γt) = −1, φt(1) = 1 and φ′t(1) = 1, then the image of the
restriction of Γˆ to Ut under φt should be distributed like Γˆ itself (it should be a GFF with
boundary conditions +λ on ∂+ and −λ on ∂−). This remark will actually lie at the root of
the definition of γ. Indeed, it indicates that γ can be constructed as an iteration of random
conformal maps (the law of φ2t will be distributed like the composition of two independent
copies of φt).
More precisely, the random curve γ that we are going to construct will have the following
property. For each time t and z ∈ Ut, if we define the harmonic measure h+t (z) of ∂+ ∪
(γ[0, t])+ in Ut at z, where (γ[0, t])+ denotes the “top side” of γ[0, t], then:
• for each z ∈ U, the process (h+t (z), t ≥ 0) will be a martingale with respect to the
filtration (Ft = σ(γ[0, t]))t≥0.
In fact, we can say exactly what the law of γ has to be, if we want it to satisfy this property.
Namely, it has to be a so-called SLE4 curve from −1 to 1 in U:
• the law of an SLE4 curve from −1 to 1 in U is, up to time-change, the unique law
on random curves with this martingale property.
When we set γ to be an SLE4, the fact that this process is a martingale will actually
enable us to derive Theorem 5.1.
Remark 5.3 (Level-lines). This cliff-line γ is often also referred to as a level-line of the
continuum GFF. So for instance, in the case that we have just discussed (−λ on one side of
the curve and +λ on the other side), it would be 0-level line of Γˆ. The reason for this comes
from the following interesting feature: Suppose that one considers an approximation of U
by a triangular lattice with width δ, and that one considers a discrete GFF Γˆδ on this graph
with boundary conditions +λ and −λ on the two discrete approximations of ∂+ and ∂−.
Then, the lower boundary of the cluster of sites where the GFF is positive and that contains
∂+ coincides with the upper boundary of the cluster of sites where the GFF is negative,
and that contains ∂− – it is a simple curve γδ drawn on the hexagonal lattice (dual to the
triangular lattice) such that the discrete GFF is positive on its neighbouring sites one of its
side and negative on its neighbours on the other side (so in this discrete case, it can really
be viewed as a “level line”). It turns out (this is a highly non-trivial result by Schramm and
Sheffield that we will not discuss here) that as δ → 0, the joint law of (Γˆδ, γδ) converges to
the joint law of (Γˆ, γ) that we have just described. So, in this sense, γ can be viewed as a
level-line itself (as scaling limit of level lines).
5.2. Deterministic Loewner chains background
We quickly review without proofs some basic facts about deterministic Loewner chains
and simple curves in the upper half-plane. Notation-wise, we will always use U and H to
denote the open unit disc and the open upper half-plane in the complex plane i.e. H =
{x + iy ∈ C , y ≥ 0}. =(z) (resp. <(z)) will denote the imaginary (resp. real) part of a
complex number z. The Loewner chain set-up is easier to first describe in the upper half-
plane (although Theorem 5.1 involves an SLE4 in U, this can be obtained from an SLE4
defined in H by conformal mapping).
110 5. TOPOGRAPHY OF THE CONTINUUM GAUSSIAN FREE FIELD
• Suppose that (γ(u), u ∈ [0, τ)) is a continuous (deterministic) simple curve in H
such that γ(0) = 0 and γ(0, τ) ⊂ H. Then, for each u < τ , by Riemann’s mapping
theorem, one can uniquely define the two conformal transformations g˜u and f˜u
from H \ γ(0, u] into H, that are chosen to satisfy
f˜u(γ(u)) = 0, and as z →∞ : f˜u(z) ∼ z; g˜u(z) = z + o(1).
Both of these functions have a Laurent series expansion near ∞ with real-valued
coefficients. That is,
f˜u(z) = z − W˜u + a˜(u)z−1 + o(|z|−1) as |z| → ∞
for some W˜u ∈ R (and one then has g˜u(z) = f˜u(z)+W˜u and g˜u(γ(u)) = W˜u). Note
that this defines real-valued functions a˜ and W˜ from γ.
It is easy to see that the mapping u 7→ a˜(u)/2 is an increasing continuous
function (that converges to some σ ∈ (0,∞] as u → τ−). We can therefore
define the reparametrised continuous curve η : [0, σ)→ H such that for all u < τ ,
η(a˜(u)/2) = γ(u). From now on we work with f, g and W defined by fa˜(u)/2 := f˜u,
ga˜(u)/2 := g˜u and Wa˜(u)/2 := W˜u, so that for all u < τ the maps gu and fu are
conformal transformations from H \ η(0, u] onto H, and
fu(η(u)) = 0 gu(η(u)) = Wu
fu(z) = z −Wu + 2uz−1 + o(|z|−1) as z →∞; gu = fu +Wu.
In summary, after performing a deterministic simple time-change, we have
obtained a path (η(t), t ∈ [0, σ)) such that for all t in [0, σ), one has ft(z) +Wt =
gt(z) = z+ 2t/z+ o(1/z) as z →∞. Note that if |=(η(t))| is unbounded in t, then
one necessarily has σ =∞.
• Loewner’s equation provides a recipe to recover η from the function t 7→ Wt =
gt(η(t)) (which in particular shows that the curve η is fully determined by W ).
Indeed, for all t ≥ 0, when z ∈ H \ η(0, t], it turns out that
(21) ∂tgt(z) = 2/(gt(z)−Wt).
In particular, this enables one (via the “reverse flow”), for each y ∈ H and each
T ≥ 0, to construct g−1T (y) as the value at time T of the function y(·) with y(0) = y
and ∂ty(t) = −2/(y(t)−W (T − t)). Then, one can recover η(0, T ] as H \ g−1T (H).
Let us emphasise that for each simple curve η, there exists a continuous function
W from which one can recover η uniquely using this procedure, but that if we are
given an arbitrary continuous W , it may happen that it does not correspond to a
continuous curve η.
• Let us summarise a few trivial properties of the Loewner flow. If we fix z ∈ H
and define Zt = Xt + iYt := ft(z) and θt := arg(ft(z)) ∈ (0, pi), then (as long as
z /∈ η[0, t]),
Yt − Y0 =
∫ t
0
=(2/Zs)ds, Xt = Yt/ tan(θt), Wt = −Xt +X0 +
∫ t
0
<(2/Zs)ds.
Hence, we see that W can obtained from X and Y by a simple transformation
starting from θ and involving only addition or compositions with smooth functions.
In particular, if we happen to know that (θt) is a semi-martingale with respect to
some filtration (and that η is also adapted to this filtration, so X and Y are too),
5.3. SLE4, HARMONIC MEASURE MARTINGALES AND COUPLING WITH THE GFF 111
then it follows immediately that (Wt)t is also a semi-martingale with respect to
the same filtration.
• At each time t, the domain Ht := H \ η(0, t] is simply connected. Clearly, Ht is
decreasing with t, so that the functions t 7→ GHt(x, y) are non-increasing. Recall
that the Green’s function in H is given by
GH(x, y) =
1
2pi
log
|x− y¯|
|x− y| =
1
2pi
<(log(x− y¯)− log(x− y)),
and so by conformal invariance, we get
GH\η(0,t](x, y) = GH(ft(x), ft(y)) = GH(gt(x), gt(y)).
For any x ∈ H, the function t 7→ gt(x) is smooth up until the possibly finite time
at which η hits x. Differentiating the previous expression with respect to t shows
immediately that (for x, y ∈ Ht),
∂tGH\η(0,t](x, y) = −
1
2pi
It(x)It(y),
where here and in the sequel, It(x) = =(−2/ft(x)).
This shows in particular that for all smooth test functions ϕ (continuous with
compact support),
(22)
∫∫
ϕ(x)ϕ(y)(GH(x, y)−GH∞(x, y))dxdy =
∫ ∞
0
∫∫
It(x)It(y)ϕ(x)ϕ(y)dtdxdy.
Note that the right-hand sided is therefore bounded by
∫∫
ϕ(x)ϕ(y)GH(x, y)dxdy,
uniformly in the curve η.
5.3. SLE4, harmonic measure martingales and coupling with the GFF
Here we will not give a detailed construction of SLE4, only a brief summary of some of
its features. Let us state without proof the following result about SLE that is essentially
due to Rohde and Schramm:
Proposition 5.4. For all κ ≤ 4, there exists a random continuous simple curve η
such that its corresponding driving function (Wt)t≥0 is a one-dimensional Brownian motion
running at speed
√
κ (so βt := Wt/
√
κ is a standard Brownian motion). Furthermore,
=(η(t)) is unbounded and |η(t)| → ∞ as t→∞ almost surely.
Finally, if one considers the image η˜ of the η via the map z 7→ (z − i)/(z + i) from H
onto U, then the expected area of the  neighbourhood of η˜ is bounded by a power of  as
→ 0.
Remark 5.5. In fact, if φ is a conformal map from H to itself that fixes 0 and ∞ (i.e.
a scaling map), then it follows from the scale invariance of Brownian motion that the image
of an SLEκ under φ again has the law of an SLEκ. This gives us a way to define SLEκ in
any simply-connected domain D between two marked boundary points unambiguously: we
let it be the curve whose law is obtained by taking the image of an SLEκ in H, under a
conformal transform that sends H to D, and maps 0 (resp. ∞) to the chosen starting (resp.
ending) point on ∂D.
Note that the statements of Proposition 5.4 are non-trivial. The final point essentially
says that the Hausdorff dimensions of η˜ and of η are strictly smaller than 2: this will ensure
that when we take γ to be an SLE4 in Theorem 5.1, it will indeed be a thin local set of the
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GFF. In fact, it can be proved that the Hausdorff dimension of an SLEκ curve with κ ≤ 4
is almost surely equal to 1 + (κ/8).
Another equivalent way to state this proposition is the following. Start with a one-
dimensional Brownian motion β, and define Wt =
√
κ×βt. For each z ∈ H, let gt(z) be the
solution to Loewner’s equation (21), started from g0(z) = z and defined up to time
T (t) := inf{t ≥ 0, inf
s∈[0,t)
|gs(z)−Ws| = 0}.
Then, denoting
Kt := {0} ∪ {z ∈ H, T (z) ≤ t},
there almost surely exists a continuous simple curve η such that for all t, Kt = η(0, t], and
gt is the unique conformal map from H \ Kt to H that is normalised to satisfy gt(z) =
z + 2t/z + o(1) as |z| → ∞. In other words, starting from the Brownian motion β, one has
a concrete recipe to construct the curve η, by solving Loewner’s equation. The non-trivial
part of the proposition is to prove that the set Kt defined above is described by a random
simple curve when κ ≤ 4 (this actually fails to be true when κ > 4).
Applying Proposition 5.4, we see that if η is an SLEκ and ft = gt−Wt is the associated
Loewner flow, then for each z ∈ H one has that f0(z) = z and
dft(z) = −
√
κdβt +
2
ft(z)
dt
as long as ft(z) does not hit 0. The only point z for which ft(z) hits 0 at time t is z = η(t).
In particular, for every point z that is not on the curve η, ft(z) is defined for all time.
For each z ∈ Ht, we let θt(z) ∈ (0, pi) be the argument of ft(z) as before. This is clearly
a continuous function of t (as long as ft(z) stays away from 0) and applying Itoˆ’s formula,
we get that
(23) dθt(z) = =(d log(ft(z))) = =(−
√
κ/ft(z))dβt + (2− κ/2)=(1/ft(z)2)dt.
The fact that the drift term disappears at κ = 4 is one of the things that makes this value
very special. Let us highlight this simple fact as a proposition:
Proposition 5.6 (The nice SLE4 martingales). When η is a SLE4, then for all fixed
z ∈ H, (θt(z), t ≥ 0) is a continuous martingale with respect to the filtration (σ(η[0, t]))t≥0
(note that since η and W encapsulate “the same” information when run up to any given
time (η can be recovered from W via Loewner’s equation and W from η since Wt = gt(η(t))
for all t) the filtrations generated by η and W coincide).
Note that for every given (deterministic) z ∈ H, η almost surely does not hit z. This
means that the martingale θt(z) is almost surely defined for all time, and stays in (0, pi)
(this explains why it is actually a martingale, and not only a local martingale). Of course,
there do exist random exceptional points that end up being on the curve, and for which the
corresponding θt is only defined up to a finite time.
From now on, we will assume that κ = 4 and that η is an SLE4. Then, for each given
deterministic z, t 7→ θt(z) is a martingale, and as t → ∞ it converges to θ∞(z). Note that
θ∞(z) is either 0 or pi depending on whether η passes to the left of z or to the right of z.
We see for instance (viewing θt as a time-changed Brownian motion, see below) that the
quantity
∫∞
0 It(z)
2dt can be interpreted (recall that It(z) := =(−2/ft(z))) as the time at
which a Brownian motion starting from θ0(z) exits the interval (0, pi).
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Remark 5.7. Here we record the following classical fact: if β is a standard Brownian
motion and H = (Ht) is a continuous process adapted to the filtration of β, then the process
Mt =
∫ t
0 Hsdβs is a local martingale that can be interpreted as a time-changed Brownian
motion. Indeed, if one sets Ut =
∫ t
0 H
2
sds for all t, defines τ to be the inverse of U and
takes Gu = Fτ(u), then Bu := Mτ(u) is a Brownian motion with respect to the filtration Gu
(possibly stopped at the stopping time U∞ if this quantity is finite).
We will use this result in the particular case where there exists a deterministic U0 such
that U∞ < U0 almost surely. In this case, if we condition on (Bt; t < U∞) and then add
to BU∞ = M∞ a (conditionally) independent random Gaussian variable with mean 0 and
variance V := U0−U∞, we obtain (via the strong Markov property) a random variable that
is distributed like a Brownian motion at time U0 i.e. a Gaussian random variable with mean
0 and variance U0.
We will use this line of reasoning very shortly in the proof of Proposition 5.8.
Our goal is to construct a coupling of η with a GFF in H, so that η will be a local set
of the GFF (we will then apply a conformal map from H to U to obtain Theorem 5.1). As
the Hausdorff dimension of η is almost surely strictly smaller than 2, η will necessarily be
a thin local set, and so the law of the coupling will be totally described by the associated
harmonic function defined in H \ η. In fact, the harmonic function will turn out to be given
by
(24) h(z) =
1√
2pi
(θ∞(z)− θ0(z)),
This will be a very special example of a local set, because the harmonic function is actually
deterministic given η (in fact it is not at all clear a priori that such local sets should even
exist).
Note that if η is an SLE4 curve, then H \ η consists of two open simply connected
domains H− and H+ that lie respectively to the left and to the right of η. Therefore, one
can first sample η and second (conditionally on η) sample two independent (zero boundary
condition) GFFs Γ− and Γ+ in the domains H− and H+. Finally, one can add the harmonic
function h described above, and ask if the resulting field Γ has the law of a GFF. The answer
is that it does, and we summarise this in the following proposition.
Proposition 5.8 (The whole curve is a local set). This construction provides a local
coupling of an SLE4 η and a GFF Γ with zero boundary conditions. In this coupling, η is
a thin local set of Γ and the associated harmonic function is the function h of (24).
Proof. Let Γ¯ = Γ+ +Γ− where Γ± are as described in the paragraph above. We would
like to show that Γ := Γ¯ +h has the law of a (zero boundary condition) GFF in H. In order
to prove this, it suffices to show that for any fixed function ϕ on H, that is continuous with
compact support, the random variable Γ¯(ϕ) +
∫
ϕ(z)h(z)dz is a Gaussian random variable
with mean 0 and variance
U0 :=
∫∫
GH(x, y)ϕ(x)ϕ(y)dxdy
(indeed, this determines the characteristic function of the random vector (Γ(ϕ1), . . . ,Γ(ϕk))
for any finite family ϕ1, . . . , ϕk, and therefore the finite-dimensional distributions of Γ).
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By definition, the conditional distribution of Γ¯(ϕ) given η is a centred normal with
variance
V :=
∫∫
GH\η(x, y)ϕ(x)ϕ(y)dxdy.
Let us now define
Mt :=
1√
2pi
∫
ϕ(z)θt(z)dz.
By (stochastic) Fubini, we get that
Mt =
∫ t
0
Hsdβs, where Hs :=
1√
2pi
∫
ϕ(z)Is(z)dz,
and hence one can view M∞ as a Brownian motion B, stopped at the time U∞ :=
∫∞
0 H
2
sds.
Integrating this with respect to ϕ(x)ϕ(y)dxdydt over H×H× [0,∞), and then applying
(22), we obtain that
U0 − V =
∫∫
(GH(x, y)−GH\η(x, y))ϕ(x)ϕ(y)dxdy =
∫ ∞
0
H2sds = U∞.
By Remark 5.7, this concludes the proof. 
Proposition 5.9 (The SLE trace until a fixed finite time t is also a local set). Suppose
that one couples an SLE4 η with a GFF Γ as in Proposition 5.8. Then, for any fixed t, the
curve η[0, t] is also a thin local set with respect to the same GFF Γ. The harmonic function
associated to η[0, t] is
ht(z) =
1√
2pi
(θt(z)− θ0(z)).
This result shows that η, viewed as a growing curve, is in fact a “continuously increasing
family of local sets”. Heuristically, it is a continuum counterpart of the iterative procedures
considered in Chapter 3, for discovering local sets of the discrete GFF by “uncovering” its
values at sites one by one.
In order to prove this proposition, we need the following property, that follows imme-
diately from the Markov property of Brownian motion. Suppose that t > 0 is fixed, and
let us sample η[0, t]. Then, the random path ηt := (ft(η(t + s)), s ≥ 0) is an SLE4 that is
independent of η[0, t].
0
∞
0
∞
ft
η[0, t]
ηt
Figure 5.3. The function θ0 is the harmonic function in H that is equal to
pi on R− and 0 on R−. θt is the harmonic function in H \ η[0, t] that is equal
to pi on R− and on the left-hand side of η[0, t], and equal to 0 on R+ and on
the right-hand side of η[0, t]. A consequence of Proposition 5.9 is that if one
samples η[0, t], and then defines Γ to be the sum of a GFF in H \ η[0, t] plus
the function ht = (2pi)
−1/2(θt − θ0), then Γ has the law of a GFF in H.
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In particular, we can apply Proposition 5.8 to the random path ηt. This allows us to
prove Proposition 5.9 as follows.
Proof of Proposition 5.9. Observe that by conformal invariance of the GFF, we
can construct the coupling (η,Γ) of Proposition 5.8 by:
• first sampling η[0, t];
• conditionally on η[0, t], sampling ηt in H;
• defining a field in H by sampling independent GFFs on either side of ηt and adding
to them the function h;
• finally setting Γ to be the image of this field in H under f−1t (and η = η[0, t] ∪
f−1t (ηt)).
The observation that ηt is an SLE4 in H that is independent of η[0, t], together with Propo-
sition 5.8 applied to ηt, means that conditionally on η[0, t]:
• Γ is exactly a GFF + ht in the complement of η[0, t], that is independent of η[0, t].
This proves Proposition 5.9. 
Theorem 5.1 also follows from this, with λ =
√
pi/8, after mapping everything to the
unit disc and using conformal invariance of both the GFF and SLE4 (recall that we define
SLE4 from −1 to 1 in U as the conformal image of SLE4 in H, Remark 5.5). Indeed, for
this value of λ the harmonic function h of the proposition (see (24)) is the function that is
equal to 2λ on the left of the curve and 0 on the right of the curve, minus the harmonic
function equal to 2λ on the negative real line and 0 on the positive real line.
Remark 5.10. Finally, let us notice that if we replace h by −h in Proposition 5.8, then
by symmetry this defines another local coupling between SLE4 and the GFF. This works
because the obtained field is then distributed like −1 times a GFF, which of course just has
the law of a GFF.
5.4. SLE4 is a deterministic function of the GFF
We now explain the following important property of the above-described coupling of
SLE4 and the GFF, as promised in Remark 5.2.
Proposition 5.11 (SLE4 is determined by the GFF). In the coupling between SLE4
and the GFF described by Theorem 5.1, the SLE4 is a deterministic function of the field.
As a by-product of the proof, one also obtains the following non-trivial property of
SLE4:
Proposition 5.12 (SLE4 reversibility). The law of η is reversible in the following sense:
up to time-reparametrisation, an SLE4 from −1 to 1 in U is distributed like the time reversal
of an SLE4 from 1 to −1 in U.
Let us first summarise the outline of the proof (of Proposition 5.11). We denote by r
a conformal map from U to itself, that maps −1 to 1 and 1 to −1. We define on the same
probability space a triple (η, ηˆ,Γ), such that η is an SLE4 from −1 to 1 in U, ηˆ is an SLE4
from 1 to −1 in U, Γ is a GFF in U, and:
• the joint law of (η,Γ) is that of the coupling between SLE4 and the GFF in Theorem
5.1 (if Γ˜ is as in the theorem then we take Γ = Γ˜− 2λh+0 the associated Dirichlet
GFF);
116 5. TOPOGRAPHY OF THE CONTINUUM GAUSSIAN FREE FIELD
• the joint law of (ηˆ,Γ) is such that (r(ηˆ),−r(Γ)) is coupled as in Theorem 5.1 (this
corresponds to the coupling described in Remark 5.10);
• conditionally on Γ, the two curves η and ηˆ are independent.
Since in the coupling of Theorem 5.1, η and Γ are both random variables taking values
in Polish spaces, the regular conditional distribution η given Γ exists. In particular, the
coupling described above is well-defined.
The following lemma will imply the proposition:
Lemma 5.13. For such a triple (η, ηˆ,Γ), the trace of η is almost surely equal to the trace
of ηˆ.
Indeed, if the lemma is true, then the trace of η is conditionally independent of itself
given Γ (because by assumption it is conditionally independent of the trace of ηˆ). It is
therefore a deterministic measurable function of Γ. Furthermore, it is clear that η is (up to
time reparametrisation) the time-reversal of ηˆ (since they are two simple curves with the
same trace, and one goes from −1 to 1 while the other goes from 1 to −1). This implies
that the time-reversal of an SLE4 is indeed an SLE4 (Proposition 5.12).
Let us now explain our previous remark that SLE4 (in H) is actually characterised by
the fact that the processes (θt(z) = arg(ft(z)), t ≥ 0) for z ∈ H are martingales. This will
be our main tool for the proof of Lemma 5.13.
Suppose that (γu, u < τ) = (γ(u), u < τ) is a random simple curve in H (with γ(0) = 0
and γ(0, τ) ⊂ H)) that is adapted with respect to some filtration (Fu) = (Fu)u≥0, and
such that τ is a possibly infinite (Fu)-stopping time. Define for each z ∈ H, the conformal
transformation f˜u from H\γ(0, u) onto H with f˜u(γu) = 0 and f˜u(z) ∼ z as z →∞. Define
ϕu(z) to be the argument of f˜u(z). We will also assume that as u→ τ−, either d(γu,R)→ 0
or =(f˜u(z)) is unbounded.
Lemma 5.14. Under these conditions, if ϕu(z) is a martingale in the filtration (Fu) for
each z ∈ U , then γ is distributed like a time-changed SLE4 from 0 to infinity in H. It follows
in particular that as u→ τ−, |γ(u)| → ∞.
Proof of Lemma 5.14. The goal is to show that a certain Loewner chain is an SLE4,
i.e., that its driving function W is distributed like a Brownian motion with speed 4. The
assumptions of the lemma will tell us that certain explicit functions are local martingales
with respect to the filtration generated by the curve (or equivalently by W ), and using Itoˆ
calculus, one can then deduce that both Wt and (W
2
t − 4t) are local martingales. This is
enough to deduce that Wt/4 is a Brownian motion. We remark that this type of argument is
now quite standard, and has been used in many other instances to identify the scaling limit
of some lattice model interface in terms of an SLE curve. The argument goes as follows:
• First, time-change γ into η as in Section 1, and for all t ≥ 0, set Gt = Fu(t) where
u(t) is the inverse of v 7→ a˜(v)/2. Since u(t) is a stopping time for (Fu), it follows
that for each fixed z, θt := ϕu(t) is a martingale (stopped at the stopping time
σ(τ)) for the filtration (Gt).
• Then, the previous considerations imply that (Wt) (stopped at σ) is a semi-
martingale with respect to the filtration (Gt). This semi-martingale can be de-
composed into its local martingale term Mt and its finite variation term Vt. Using
the fact that θt = =(log ft(z)) (where ft = f˜u(t)), we can apply Itoˆ’s formula for
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semi-martingales, from which it follows that
dθt = =(−dMt/ft(z)) + =(−1/ft(z))dVt + (2dt− d〈M〉t/2)=(1/ft(z)2)dt.
As the finite variation part of this semi-martingale is zero, it follows that for each
fixed z, for all t ≥ 0,∫ t
0
=(1/fs(z))dVs + =(1/f2s (z))(2ds− d〈M〉s/2) = 0
almost surely. By looking at (1/n) times this quantity when z = in and letting
n → ∞ (using the fact that almost surely, fs(in)/in converges uniformly to 1 in
the time-interval [0, t] as n → ∞), we see that Vt = 0. By continuity of V with
respect to t, we get that V = 0 at all times. Hence, we know that for any given z
and all t ≥ 0, ∫ t
0
=(1/f2s (z))(2ds− d〈M〉s/2) = 0.
Moreover, almost surely for each t, one can find an n large enough such that
=(1/f2s (n + i)) remains positive on s ∈ [0, t], and therefore conclude that 〈M〉s −
4s = 0 almost surely on [0, t]. By continuity with respect to t, it finally follows
that Wt/2 behaves like a Brownian motion up to time σ.
• Hence, we may conclude that the path η is a SLE4 up to the time σ. But our
conditions on the behaviour of γ near time τ then imply that σ =∞.

We can now finally prove Lemma 5.13.
Proof of Lemma 5.13. We know that almost surely, both η and ηˆ are simple curves.
It will therefore be sufficient to prove that for any given s ≥ 0, the point ηˆ(s) on ηˆ is also
almost surely on η. Then it follows that on a set of full probability this holds simultaneously
for a countable dense set of times s, and therefore for all times by continuity.
We will prove the claim for fixed s by showing that conditionally on ηˆ(0, s], the path
η up to the time T at which it hits ηˆ[0, s], is distributed like an SLE4 from −1 to ηˆ(s) in
U \ ηˆ(s). In particular, η does indeed hit ηˆ(s).
In order to prove this statement, it suffices the check that the characterisation of SLE4
(in terms of martingales, Lemma 5.14) holds.
So let us fix s ≥ 0, define T as above and let ηT (t) := η(min(t, T )). Define for each
t > 0, the σ-field Ft = σ(ηT [0, t], ηˆ[0, s]). We know that η[0, t]∪ηˆ[0, s] is a local set of Γ, as it
is a union of conditionally independent local sets. Let us denote by ht,s the corresponding
harmonic function (so that ht := ht,0 is the harmonic function associated to η[0, t] and
hˆs := h0,s is the harmonic function associated to ηˆ[0, s]). In fact, by Proposition 4.23, we
actually know what ht,s is as long as t < T : it is equal to the harmonic function with
boundary values provided by those of hˆs and ht respectively on the two sides of ηˆ and η
(and equal to 0 on ∂U).
It follows from this that conditionally on ηˆ[0, s], if we apply a conformal map ψs from
U\ ηˆ[0, s] to H sending −1 to 0 and ηˆ(s) to infinity, then ψs(η(t))t≤T satisfies the hypotheses
of Lemma 5.14.
Indeed, for z ∈ U\ ηˆ[0, s], t 7→ hmin(t,T ),s(z) is a martingale with respect to the filtration
(Ft). One can see this, for instance, using that if z is at distance greater than  from
ηˆ[0, s] and T is the first time that d(z, η[0, t]) ≤ , then ht,s(z)1{t<T} is just the conditional
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−1 1
η[0, t]
ηˆ[0, s]
0
ψs
ψs(η[0, t])
Figure 5.4. The curve η in the complement of ηˆ[0, s]
expectation E[Γ(λz,)|Ft]1{t<T}. Moreover, if ft is the conformal map from H \ ψs(η[0, t])
to H with ft(ψs(η(t))) = 0 and ft(z) ∼ z as |z| → ∞, then
√
2piht,s(z)+arg(z) = arg(ft(z)).
Hence, the curve (η(t))t∈[0,T ) is an SLE4 in U \ ηˆ[0, s], which concludes the proof of
Lemma 5.13. 
5.5. Variants of this coupling result
5.5.1. Other boundary conditions. Let us now explain how the fact that the SLE4
is a deterministic function of the GFF (as discussed in the previous section), combined
with absolute continuity considerations (as discussed in Chapter 3), makes it possible to
define level-lines for GFFs with some other boundary conditions and derive some of their
properties. The goal of this section is to explain the specific statements that will be used
in the next sections, and we will therefore not strive for generality.
We will first reformulate the results of the previous section in a very slightly different
way. Suppose that Γˆ is a GFF in U with boundary conditions λ and −λ on ∂+ and ∂− ⊂ ∂U
respectively. Suppose that O is some open subset of D that contains a neighbourhood of −1
in U (i.e., the distance between U \O and −1 is positive). Then, our previous proofs imply
that there exists a unique random simple curve (ηt)t≤σ (up to time-reparametrisation) that
joins −1 to ησ ∈ ∂O, and is such that for all t, when t < σ, the conditional law of Γˆ in
U \ η[0, t] given η[0, t] is that of a GFF with boundary conditions +λ (resp. −λ) on the
upper semi-circle and on the left-hand side of η (resp. on the lower semi-circle and on the
right-hand side of η).
The existence statement is clear, and to see the uniqueness, one can first complete any
such curve after time σ by coupling an SLE4 from ησ to 1 with the conditional law of the
field in U \ η[0, σ] as in Theorem 5.1, and then applying our previous uniqueness result.
This shows in particular that the law of (ηt)t≤σ must be that of an SLE4 up to its exit time
of O, and that the curve η is a deterministic function of Γˆ. Recall that SLE4 almost surely
does not hit ∂U \ {−1, 1}, so in particular, we have that η(σ) /∈ ∂U \ {1}.
We next note that the Markov property of the GFF shows that Γˆ can be decomposed
by first discovering ΓˆO and then Γˆ
O (the latter process being defined to be a GFF with
Dirichlet boundary conditions in D \ O). On the other hand, the Markov property and
the fact that η[0, σ] is a local set that is contained in O ensures that ΓˆO is a GFF in the
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complement of O, that is independent of η[0, σ]. This implies that η[0, σ] is actually a
deterministic function F of ΓˆO.
Let us now consider a given harmonic function h∗ in U. We now denote the GFF with
boundary conditions given by h∗ by Γ∗. We make the assumption that O is an open subset
of U that contains a neighbourhood of −1 in U and such that the law of (Γ∗)O is absolutely
continuous with respect to the law of ΓˆO. This makes it possible to define the random curve
η∗ := F ((Γ∗)O). Combining the previous statement with the absolute continuity result then
readily shows that η∗ is the unique random curve (up to time-reparametrisation) joining
−1 to (some other point of) ∂O, such that for each t ≥ 0, when t < σ, the conditional law
of Γ∗ in the complement of η∗[0, t] is a GFF with boundary conditions given by those of h∗
on ∂U and by ±λ on the two sides of η. In other words, the boundary conditions are given
by the harmonic function h∗t , such that h∗t − h∗ goes to 0 on ∂U, remains bounded in the
neighbourhood of η[0, t], and tends to ±λ on the two sides of the curve.
By definition, the law of ηˆ is then absolutely continuous with respect to that of η, from
which we get that ηˆ(σ) 6∈ ∂U \ {1} almost surely.
−1 1
h∗ = λ
h∗ = λ
h∗ = −λ
O
λ −λ η∗
Γ∗
Figure 5.5. Suppose that h∗ is a harmonic function in U, having boundary
values equal to ±λ on the indicated regions of ∂U. O ⊂ U is the open set
bounded by the two dashed lines in the figure and ∂U. By Corollary 3.15
a GFF Γ∗ in U with boundary values given by h∗ is absolutely continuous,
when restricted to O, with respect to ΓˆO¯. The above discussion then gives
the existence and uniqueness of the curve η∗, which run up to any time less
than σ is a local set of Γ∗ with boundary values as marked on the figure
(equal to h∗ on ∂U). In particular η∗ does not exit O through ∂U.
5.5.2. A global characterisation. We now provide a slightly stronger statement
than Proposition 5.11 about the uniqueness of the coupling of SLE4 with the GFF. One
motivation for explaining this here is that this proof strategy can be adapted to explain
properties of an important coupling between the GFF and CLE4, that we will mention in
the next section.
Proposition 5.15 (Coupling characterisation via the whole curve). Consider a GFF
Γˆ in U with boundary conditions λ and −λ on ∂+ and ∂− respectively. Then there exists a
unique random simple curve η joining −1 to 1 in U with the property that conditionally on
the entire curve η, Γˆ restricted to the two connected components of U\η are two independent
GFFs with respective boundary conditions λ and −λ.
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In other words, it is sufficient to know that the entire curve is a local set with the
prescribed harmonic function (i.e., one does not need to know that each η[0, t] is a local set)
to conclude that it is the SLE4 “level line”.
Outline of the proof. We already know the existence of such a curve η – the SLE4
that was described in the previous sections. It therefore remains to show the uniqueness
statement. So, suppose that η˜ is another such curve.
We are going to look at the continuously growing family of local sets K#t := η˜ ∪ η[0, t]
(since η is a deterministic function of Γˆ, we know that the two local sets η˜ and η[0, t] are
conditionally independent given Γˆ so that K#t is a local set of Γˆ, but we could actually have
otherwise chosen η˜ to be conditionally independent of η given Γˆ, and not relied on this fact).
We let h˜, ht and h
#
t denote the corresponding harmonic functions (in the complements of
η˜, in the complement of η[0, t] and in the complement of K#t ).
If the probability that η 6⊂ η˜ is not zero, then for some deterministic rational time t0,
the probability that η(t0) /∈ η˜ and η(t0) lies on the boundary of a connected component of
U \ K#t0 that also has 1 as a boundary point, is positive. By symmetry, it will suffice to
consider the case where η(t0) lies on the “top side” of η˜ (and to show that this leads to a
contradiction).
We will now work with a fixed t0, condition on η˜ and η[0, t0], and define U to be the
connected component of U \K#t0 containing 1. Since η is a simple curve from −1 to 1 in U,
there are only two possibilities: either it will exit U at a point of η˜ \ η[0, t0] after time t0,
or it will go all the way to 1 without hitting η˜ again.
−1 1η˜
η[0, t0]
Uλ
λ
λ
−λ
λ λ
Figure 5.6. The component U is coloured argy The harmonic function h#t0
is equal to ±λ where indicated on the figure (we do not know about its
behaviour at the intersection points of η and η˜).
Let us consider the harmonic function h#t0 restricted to U . We do not know exactly what
the boundary values of h#t0 are near the points where η and η˜ intersect, but as a consequence
of Proposition 4.23, we know that on the part of η˜ that is at positive distance from η, it
behaves like h˜ i.e., the boundary condition is +λ. Hence, the boundary condition is in fact
+λ in the neighbourhood of all points of ∂U that lie at positive distance of η[0, t0], including
the target point 1.
Then, using the final statement in the previous section (mapping U back onto U),
together with Corollary 3.15, we conclude that η can exit U only through a point of η[0, t0].
This contradicts the fact that η is a simple curve. 
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5.6. CLE4 and the GFF
In the previous sections, we have explained how it is possible to find “level-lines” of a
GFF with well-chosen boundary conditions. These are random curves along which the GFF
will be equal to 0 on one side, and to 2λ on the other side (or ±λ on the two sides if one
subtracts λ from the GFF). One may wonder if it is also possible to find such lines in the
case of a GFF with zero boundary conditions. Due to the fact that the boundary conditions
of the GFF are 0, one can guess that all these curves should actually be closed loops.
In this case, for reasons that will become clearer later, it is actually a good idea to
simultaneously look for level-lines where the GFF is 0 on one side and −2λ on the other
side (λ =
√
pi/8).
A variation of the coupling construction of SLE4 with the GFF that we described in the
previous chapter actually makes it possible to derive the following result.
Theorem 5.16 (CLE4). It is possible to construct a thin local set of a GFF Γ with
Dirichlet boundary conditions, such that hA takes its values in {−2λ, 2λ}.
The set A (or the collection loops that form the outer boundaries of the Oj) is called a
CLE4 (conformal loop ensemble with parameter 4). The way in which this random fractal
set is constructed uses a variant of SLE4. More precisely, one chooses a boundary point x0
(say, −1 on ∂U), and for each x ∈ U, one defines the law of a random path ηx from x0 to x,
that is described by some variant of SLE4. For each x, one can define a particular stopping
time τx on ηx, at which ηx creates a particular loop lx around x. The law of ηx has the
following two important properties:
- it is conformally invariant, in the sense that if φ is a Mo¨bius transformation of the
unit disk with φ(x) = x′ and φ(x0) = x0, then the law of φ(ηx) is the law of ηx′ ,
and the image of the stopping time τx is τx′ ;
- It is also target-invariant, in the sense that it is possible for x 6= x′ to couple ηx
and ηx′ in such a way that ηx and ηx′ coincide until the first time at which η
disconnects x from x′ in U. Furthermore, in this coupling if x′ is surrounded by
lx, then lx′ = lx.
This makes it possible to choose a countable dense collection of points (xn)n≥1 in U, and
to couple all the ηxn , so that the union of these curves create a so-called CLE4 exploration
tree. The union of all the interiors of the lxn is then the complement of A, and the domain
encircled by a loop lxn will correspond to a connected component of the complement of
A. The corresponding function hA will end up being equal to 2λ or −2λ in that domain,
depending on whether the loop lxn has been traced clockwise or anti-clockwise by the
exploration tree. So, we see that the outer boundaries of the connected components of
U \ A consist of SLE4-type loops (in particular, their Hausdorff dimension is equal to that
of SLE4, namely 3/2).
To check that this local set is thin, one can directly see from the construction of ηx that
the probability that it creates a loop lx before reaching distance  from x will decay at least
like a power of  as → 0.
Remark 5.17. Remark 4.19 actually implies that for each given z, the decrease in log
conformal radius from U to U \ A with respect to z is distributed like the hitting time of√
2pi × 2λ = pi by a one-dimensional Brownian motion (which is one way to justify the
power-law decay).
Remark 5.18. It is possible to derive further properties of this random set A:
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- The conformal invariance of ηx can be used to see that the law of A is invariant under
any given Mo¨bius transformation of the unit disc.
- The Hausdorff dimension of A turns out to be almost surely equal to 15/8. Note that
this value is strictly larger than the Hausdorff dimension 3/2 of the loops.
The next important feature of CLE4 is that:
Proposition 5.19 (CLE4 and its labels are determined by the GFF). This set A is the
unique thin local set of a GFF with Dirichlet boundary conditions in the unit disc such that
hA ∈ {−2λ, 2λ}. This implies in particular that A and hA are deterministic functions of
the GFF.
To show this proposition, one uses a similar strategy as the one that we outlined for
Proposition 5.13. Suppose that A˜ and hA˜ do satisfy the conditions of the proposition for a
GFF Λ. Consider (possibly extending the probability space) a CLE4 that is coupled with
Λ as in Theorem 5.16, such that A and A˜ are conditionally independent given Λ. Recall
that A is constructed via a branching tree of SLE4-type processes.
For each given z, we define O(z) and O˜(z) the connected components of U\A and U\ A˜
that contain z. The key lemma is the following:
Lemma 5.20. For each z, with probability one, O(z) ⊂ O˜(z) or O˜(z) ⊂ O(z).
Let us first explain how this lemma can be proven: If O(z) 6⊂ O˜(z), then the branch ηz
enters O˜(z) before creating the CLE4 loop around z. But then a similar argument to that
used in the proof of Proposition 5.13 shows that the path ηz can not exit the domain O˜(z)
before completing the loop around z. This then implies that O(z) ⊂ O˜(z).
To conclude this section, let us explain how to deduce the proposition from the lemma.
The lemma implies that Aˆ := A ∪ A˜ is a thin local set which also has the property that
the harmonic function hAˆ takes its values in {−2λ, 2λ}. Remark 4.19 and Remark 5.17
then in turn imply that (for a given dense set of points z in U), the law of the decrease of
the log-conformal radius of Oˆ(z) at z (compared to that of D) is described in terms of the
hitting time of {−2pi, 2pi} by a one-dimensional Brownian motion, in exactly the same way
as that of O(z). In other words, the log-conformal radius of O(z) and of Oˆ(z) have the same
law. But if Oˆ(z) ⊂ O(z) almost surely, it means that O(z) = Oˆ(z). The same argument
(applied to the log-conformal radius of O˜(z)) shows that O˜(z) = Oˆ(z) almost surely. This
in turn finally implies that Aˆ = A˜ = A almost surely.
Finally, this local set has the following striking feature:
Proposition 5.21. Conditionally on A, the values 2jλ of hA in the connected compo-
nents of U \ A are obtained by independent identically distributed with P [j = 1] = P [j =
−1] = 1/2.
One way to explain this fact will come from another construction and interpretation of
CLE4 via Brownian loop-soups (see Section 5.8).
5.7. Constructing a GFF as a nested CLE4
Given that the two-dimensional GFF is conformally invariant, Theorem 5.16 has a
counterpart in any bounded simply connected domain U . One chooses a conformal map ψ
from U onto U , and defines a CLE4 in U to be the conformal image of a CLE4 in U under
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ψ. Given such a CLE4 A in U , one can define just as in U, independent GFF’s ΓjU in each
connected component of the complement of A. By putting these together with a collection
of independent fair coin tosses in each component, one constructs a GFF in U .
Suppose that one now starts with a CLE4 in the unit disc U, and has coin tosses j and
the GFFs Γj as in Theorem 5.16. In order to construct each of the Γj , one can actually use
the same procedure: first sample an independent CLE4 Aj in each of the Oj , plus more coin
tosses, and then sample independent GFFs in the connected components of each Oj \ Aj .
In this way we get a decomposition of Γ as Γ = h2 + Γ2, where:
• h2 is a function that is constant in each of the connected components of U \ A2;
A2 := ∪jAj , and takes values in {−4λ, 0, 4λ};
• Γ2 consists of independent GFFs in each of the connected components of U \A2.
Iterating this procedure, we get that for each k ≥ 2, one can define a local set Ak of Γ
such that Ak−1 ⊂ Ak, and such that Γ = hk + Γk, where hk is constant in each connected
component of U \Ak with values in {−2kλ, (−2k+ 4)λ, . . . , 2kλ}, and where Γk consists of
independent GFFs in each of these connected components. Theorem 5.16 actually shows
(by induction) that all the sets Ak are in fact deterministic functions of the GFF Γ in this
construction.
For a given x ∈ U, it is not difficult to see that the diameter of the connected component
of U \ Ak that contains x almost surely tends to 0 as k → ∞. By dominated convergence,
one can then deduce that for any bounded measurable function f , E[Γk(f)
2]→ 0 as k →∞.
Since Γ(f) =
∫
U f(x)hk(x)dx+ Γk(f), one concludes that:
Proposition 5.22. For each bounded measurable function f , Γ(f) is the limit in prob-
ability of
∫
U\Ak hk(x)f(x)dx as k →∞.
Hence, we can recover the GFF Γ from the knowledge of its “topographic” map (provided
by the nested CLE4), together with the coin tosses associated to each of the loops.
Remark 5.23. In this set-up, the value of the GFF at a point z heuristically appears
as the limit of the simple random walk (with step-size 2λ) hk(z), which is of course not a
well-defined random variable in the k →∞ limit (this is similar to the fact that Γ(z) can be
viewed as the limit of circle averages as their radii tend to 0). However, we can see that for
z 6= z′, the correlation between hk(z) and hk(z′) will come from the loops that surround both
z in z′. In particular, one sees that that expected number of nested CLE4 loops that surround
both z and z′ will be equal to GD(z, z′)/(2λ)2 – which sheds some simple interpretation on
the covariance structure of the Gaussian generalised function Γ.
5.8. Brownian loop-soup and CLE4 – the three couplings are the same
One may wonder if the previous CLE4 is not related in some way to the Brownian
loop-soup that can be coupled to the GFF as explained in Section 3.4.2. This indeed turns
out to be the case. When one considers a Brownian loop-soup (with c = 1) in the unit disk,
one can define (as in the discrete GFF) the loop-soup clusters. More precisely, one says
that two Brownian loops γ and γ′ in the loop-soup are in the same cluster if there exists a
finite chain of loops γ0, . . . , γk in the loop-soup such that γ0 = γ, γk = γ
′, and γi ∩ γi+1 6= ∅
for i = 0, . . . , n− 1.
One says that a cluster is an outermost cluster if it is surrounded (i.e. disconnected from
∂U) by no other cluster, and we denote by (Lj)j∈J the collection of all outer boundaries of
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the outermost clusters. In fact, these happen to themselves be simple disjoint loops. We
have the following:
Theorem 5.24 (CLE4 via Brownian loop-soup clusters). The collection of loops (Lj)j∈J
is distributed exactly like the loops of a CLE4.
Furthermore, the three couplings (GFF-CLE, CLE-loop soup, loop soup-GFF) can be
made to coincide. Intuitively speaking, this corresponds to the fact that for every j, j is
the sign of the GFF on the loop-soup cluster that ∂Oj is the outer boundary of. More
precisely, we have the following.
Theorem 5.25 (The three couplings commute). It is possible to couple a CLE4, a GFF
Γ and a Brownian loop-soup in such a way that:
- The CLE4 and the GFF are coupled as in Theorem 5.16;
- The CLE4 and the Brownian loop-soup are coupled as in Theorem 5.24;
- The square of the GFF Γ and the Brownian loop-soup are coupled as in Theorem 3.26.
One way to heuristically understand all of this goes as follows. If one starts with the
Brownian loop-soup, one can define its loop-soup clusters (Ki)i∈I . The (renormalised)
square of the Gaussian free field can then be constructed via the (renormalised) occupation
time density of the loop-soup. The GFF itself can then still be obtained by tossing some
independent fair coins (i)i∈I to decide the “sign” of the GFF on each cluster Ki (of course,
all this is just heuristic and the actual statements are more subtle). Then, one can look at
the outermost clusters (Ki)i∈Io and at their outer boundaries (γi)i∈Io . These boundaries
form a CLE4.
Now, when one zooms in on a portion of some γi for i ∈ Io, because it is the outer
boundary of some loop-soup cluster, we see an asymmetry: no Brownian loop “touches” γi
from the outside (which corresponds to the fact that the GFF has boundary values 0 when
seen from the outside), but a number of Brownian loops do touch γj from the inside, and
they therefore contribute to the values of the square of the GFF on the “interior side” of
γi. What this theorem says, is that the effect of these “inside-touching loops” is to create a
deterministic shift of exactly ±2λ for the boundary conditions of the GFF (where the sign
is given by i).
5.9. Some related couplings
We have just described natural couplings between the GFF, CLEκ for κ = 4 and Brow-
nian loop-soups with intensity c = 1. There are extensions of these couplings to other values
of κ and c.
• [Imaginary Geometry: Coupling the GFF with other SLEκ] The coupling of SLE4
with the GFF, where the former is viewed as a “level-line” of the latter, can be
extended into a coupling of any SLEκ with the GFF. In these couplings, the SLEκ
will also be a local set of the GFF. However, the boundary conditions of the GFF
on the two sides of the SLEκ will not just be constant and equal to ±λ, but will
involve an additional (unbounded) “twist” term.
• [CLEκ as clusters of Brownian loops] The construction of CLE4 as clusters of Brow-
nian loops in a loop-soup with intensity c = 1 can be generalised as follows. If one
considers a Brownian loop-soup of intensity c < 1, then the collection of outermost
cluster boundaries defined in the very same way turn out to be a Conformal Loop
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Ensemble CLEκ where c ∈ (0, 1] and κ ∈ (8/3, 4] are related by the formula
(25) c =
(6− κ)(3κ− 8)
2κ
.
The boundaries of the loop-soup clusters (in a loop-soup of intensity c) are therefore
SLEκ-type loops for this value κ(c). Note that the derivation of this result in [55]
is not simpler for c = 1 than for the other values of c.
• [SLE duality] There is always a natural coupling between SLEκ type curves for
κ < 4 (these are almost surely simple curves) and SLEκ′ type curves for κ
′ =
16/κ > 4 (these are non-simple curves) because the former can be viewed as “outer
boundaries” of the latter. One instance of this will arise in our discussion of the
UST scaling limit.
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CHAPTER 6
Quick review of further related results
In this chapter, we review without proofs (but trying to provide some general ideas)
some results that are related to items described so far in these notes. We will focus here
mainly on the two-dimensional case.
6.1. Liouville quantum gravity
We are now going to describe one important instance where the two-dimensional con-
tinuum GFF is instrumental. Suppose that one wants to find a natural (and hopefully
also physically relevant) way to define a random area measure in a domain D. For in-
stance, something that could be interpreted as a canonical perturbation of the Euclidean
area measure.
In earlier chapters, we explained how the continuum GFF (loosely speaking) describes
some kind of canonical random fluctuation away from a constant function on the disk. It
therefore makes sense to take the GFF as a basic building block for our measures. Moreover,
in view of the Markov property, it is actually very natural to try and define random measures
with densities given by constant multiples of “exponentials” of the GFF. Of course, it is
not clear a priori what this should mean, because the continuum GFF is not a proper
function. So, one must proceed with caution. (As we shall see, due to the roughness of the
GFF, these constant multiples will in some sense have to be 0 – it is the usual feature of
randomness where infinities cancel out and their differences/ratios give rise to interesting
random objects).
One way to go about this is the following. The aim is to give a rigorous meaning to
measures having Radon-Nikodym derivatives, with respect to the Lebesgue measure, equal
to constant multiples of exp(γΓ), for Γ a GFF and γ > 0 a real parameter. We can think
of γ as controlling how wild a fluctuation away from Lebesgue measure we would like to
construct. Let us assume that Γ is a GFF on the unit disk, i.e. D = U. The strategy is
then to:
• choose some natural approximation Γn of Γ, where Γn is a proper function for
every n;
• define a measure µn for every n, whose density with respect to the Lebesgue mea-
sure is proportional to exp(γΓn(x));
• show that as n→∞, the measures µn converge to some non-trivial random mea-
sure µ in the unit disk;
• finally check that this limit µ is independent of the specific choice of approximations
Γn being used (among a wide class of natural possible choices).
Remark 6.1 (Area measures vs. distances). When one has an area measure with con-
tinuous positive density f with respect to the Lebesgue measure in a domain D, then it
immediately defines a metric d in D. Namely, the distance d(x, y) can be set equal to the
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minimum of the integral of f over all smooth paths (parametrised by arc-length) from x to
y.
This raises the question of whether the measures we discuss here can actually be used,
in some analogous way, to define a (physically relevant) random metric in D. At first
glance this appears to be very difficult, because the measures in question – like the GFF –
are extremely rough. However, it has been shown in a recent series of papers that such a
definition is possible.
Let us describe heuristically one way in which this strategy can be implemented. Recall
first that when (βu)u≥0 is a one-dimensional Brownian motion, then (for any γ 6= 0), the
process exp(γβu − γ2u/2) is a positive martingale started from 1, that tends almost surely
to 0 as u→∞ (and is therefore not uniformly integrable).
As we have seen in Chapter 3, Section 3.3.4, one natural way to approximate the two-
dimensional GFF by proper functions is via its circle averages. Let us denote the average
of Γ on the circle of radius r around z by A(z, r) (here we do not use the letter γ, as it is
already used for other purposes in this section). We also let a(z, r) = E[A(z, r)2], so that
A(z, r) can be viewed as Brownian motion at time a(z, r) (recall that a(z, r0e
−u) grows
linearly in u when u ≥ 0 and r0 < d(z, ∂U)).
This makes it natural to consider for each r, the measure µr in U with density
M(z, r) := exp(γA(z, r)− γ
2
2
a(z, r))
with respect to the uniform measure dz/pi. We would like to see what happens to µr as
r → 0.
As we have just explained, for each fixed z, the density M(z, r) tends almost surely to 0
as r → 0, while E[M(z, r)] = 1. We can now instead study the limiting behaviour of µr(U).
By Fubini,
E[µr(U)] =
∫
U
E[M(z, r)]
dz
pi
= 1,
but it could still be that µr(U) → 0. Let us now explain, heuristically, what is going on
here.
- For a fixed z, the exponential martingale M(z, e−u) is not uniformly integrable and
the main contribution to E[M(z, e−u)] for large u will come from an event Eu that has
probability going to 0 as u→∞. This means that it is not “seen” by any sample path when
u→∞ (explaining, roughly, the fact that M(z, r)→ 0 almost surely while E[M(z, r)] = 1).
We can also note that the larger γ is, the smaller the probability of this exceptional event
Eu becomes.
- However, when we are looking at µr(U), we are looking at the mean value of M(z, r)
over z in U. In this set-up, one therefore has “more chances” to capture some excep-
tional large values for M(z, r), that will (via a simple averaging out effect) turn µr(U) into
a uniformly integrable family. So, µr(U) could still converge to a random variable with
expectation 1. Whether this is the case or not will depend how large γ is.
Remark 6.2. One useful analogy to have in mind here is with branching Brownian
motion, or the branching random walk. Let us briefly review aspects of this classical theory:
Suppose that one takes a regular k-ary tree, and considers a set of i.i.d. standard Gaussian
random variables (Nu) indexed by the nodes u = (u1, . . . , un) ∈ {1, . . . , k}n of the tree.
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Define the random walk indexed by the tree to be
Su =
n∑
j=1
Nu1,...,uj .
If one follows Su along each given infinite branch of the tree, then S is a simple random walk
with Gaussian increments, and the corresponding exponential martingale goes to 0 almost
surely. However, if one defines Mn to be k
−n times the sum of exp(γSu − γ2n/2) over all
the kn n-th generation nodes of the tree, then depending on k and γ, the situation will be
different.
Indeed, it is easy to find a constant C = C(k) so that the maximum of Su over all n-th
generation nodes of the tree will almost surely grow slower than C × n (for example, one
can use Markov’s inequality to see that the probability of this maximum being greater than
C×n for fixed n is less than exp(n(log k+ 1/2−C))). This implies in particular that when
γ is very large, Mn will still go to 0 almost surely. On the other hand, when γ is very small,
an elementary calculation for jointly Gaussian random variables gives that Mn is uniformly
bounded in L2. Therefore the limit - which exists because Mn is a martingale - cannot be 0
almost surely (in fact, a zero-one argument allows one to conclude that it is actually strictly
positive almost surely). Slightly more delicate arguments provide an explicit critical value
of γ, depending on k, that separates these two regimes.
The connection with GFF circle averages, and the corresponding approximate LQG mea-
sures µr, comes through the following observation. For z, w distinct, the circle average pro-
cesses A(z, r) and A(w, r) will look quite similar up to r of the order of |z−w|, and after that
time they will evolve essentially independently. We also note that there is a nested CLE4
approach to approximating the LQG measures - to be discussed in Remark 6.6 - which is
related even more closely to the above discussion.
It should therefore be no surprise that the following result holds:
Proposition 6.3. Let γ > 0. As n → ∞, almost surely, the measure µ2−n converges
weakly to a limiting measure µ. This measure µ is almost surely equal to 0 when γ ≥ 2,
and when γ < 2, it is almost surely a finite measure in U with positive total mass, such that
E[µ(U)] = 1.
This measure µ (when γ < 2) is often referred to in the literature as a Liouville quantum
gravity area measure. It turns out that the same conclusion as in Proposition 6.3 can be
reached if one uses convolutions of the GFF with smooth approximations to the identity
in place of circle averages. Furthermore, one has the desired property that the limiting
measures obtained in this way agree, regardless of the specific convolution that one chose.
They also agree with the measures obtained via other natural approximation schemes (for
instance, taking partial sums in the Fourier decomposition of the GFF – see equation (12)).
Remark 6.4. There is a very close relation between Proposition 6.3 with the notion of
thick points of the GFF that was discussed in Remark 3.18. Indeed, it roughly speaking turns
out (and this is not very difficult to prove using an argument based on Girsanov Theorem)
that the measure µ will be supported on the set of γ-thick points of the GFF Γ. This explains,
at least heuristically, why the measures µ are non-trivial only when γ < 2, which is the range
for which the set of such thick points has strictly positive Hausdorff dimension. The value
γ = 2 is a borderline case, that needs to be treated a little differently (and we will not expand
on this here)
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We can remark that the conformal invariance property of the GFF gives rise to a similar
feature for these LQG measures. Suppose that f : U → U is a conformal transformation,
Γ is a GFF in U and denote Q := 2/γ + γ/2. It then follows readily from the construction
using circle averages, and considering how circles transform under conformal maps, that the
image under f of the γ-measure associated to Γ is the γ-measure for the field given by the
image of Γ under f minus the function Q log |f ′(z)| on U. Note that although we have so
far only defined these LQG measures for Gaussian free fields, there is no problem extending
the definition to a field given by a GFF plus a function that is continuous away from the
boundary. The result is the following:
Lemma 6.5 (Change of coordinates). Suppose that Γ is a GFF on a domain D ⊂ C and
f : U→ D is a conformal map, so that Γ ◦ f (viewed as a generalised function) is a GFF in
U. Let µ be the LQG measure associated with Γ◦f+Q log |f ′|. Then we can unambiguously
define the LQG measure associated with Γ to be the image of µ under f . Note that this
definition is independent of the choice of function f .
Remark 6.6 (Construction via CLE4). There exists another natural way to construct
these same LQG area measures µ, arising from the construction of the GFF using CLE4
(see the previous chapter). Indeed this construction gives rise to some natural filtrations,
that make it possible to view the approximating measures as martingales.
Recall that if we consider a nested CLE4 (together with i.i.d. fair coins tosses for each
loop) in the unit disc, and define the function hn (with values in {−2nλ, . . . , 2nλ}) in the
interior of the n-th level CLE loops as at the end of the previous chapter, then if one adds to
hn a field Γn that corresponds to a collection of independent zero boundary condition GFFs
in the interior of each nth level loop, then the obtained field is a zero-boundary GFF. This
implies that as n→∞, the function hn converges (in probability) to a zero-boundary GFF.
It will be useful to define for each n ≥ 0 and z ∈ U, the quantity Cn(z) such that that
exp(−Cn(z)) is the conformal radius seen from z of the interior of the n-th level loop that
contains z. (The quantity exp(−C0(z)) is then the conformal radius of U seen from z.)
The main underlying feature that allows one to construct the CLE4/GFF coupling, is
that when one considers the exploration tree (i.e., all the curves ηx) stopped when it con-
structs the CLE4 loops, then one has a natural filtration for which the values of the condi-
tional expectation of the field (i.e., of the harmonic functions) at all the points are continuous
martingales (with respect to the same filtration). In this set-up, the value h1(z)−h0(z) (and
iteratively each hn+1(z) − hn(z)) is interpreted as the value of a Brownian motion at the
first time at which it exits (−2λ, 2λ), and this time is exactly C1(z) − C0(z) (respectively
Cn+1(z)− Cn(z)).
This makes it natural to consider the measures µn with density
exp(γhn(z)− γ
2
2
(Cn(z)− C0(z))
with respect to the Lebesgue measure on U. Now, almost by construction, for every open
set O, the sequence µn(O) will actually be a positive martingale with respect to the filtration
(Fn)n≥0, where Fn is the σ-field generated by all nested CLE4 loops up to level n and the
functions h1, . . . , hn. It therefore follows immediately that µn almost surely converges to a
limiting measure µ on U. The question is then to decide when µ is almost surely trivial. In
this set-up, it turns out to be quite easy to see directly via Girsanov-type arguments that the
measure µ is non-trivial if and only if γ < 2 (it actually turns out that when γ < 2, µn(O)
will be bounded in Lp for some p(γ) > 1, but this value p(γ) will tend to 1 as γ → 2). It
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is then possible to check that (for γ < 2), the limiting measure µ does agree almost surely
with the measure constructed using the circle averages.
6.2. GFF with Neumann boundary conditions and on compact surfaces
There are other important and natural versions of the GFF than the GFF “with Dirichlet
boundary conditions” that we have focused on so far in these notes. The following two
variants (in their continuum versions) actually appear to be particularly relevant in relation
to LQG measures.
6.2.1. GFF on compact surfaces. For convenience of exposition, we will describe
this in some detail in the case of discrete and continuum tori. Let us start with the discrete
case. For some dimension d ≥ 2 and some given positive integers w1, . . . , wd, we consider
the discrete torus T := Zd/(w1Z, . . . , wdZ). In other words, we identify all points of the
type (n1 + a1w1, . . . , nd + adwd) with (n1, . . . , nd) (when (a1, . . . , ad) ∈ Zd)). This is now a
graph with #T = w1 × · · · ×wd sites and d×#T edges. Each of these sites has exactly 2d
neighbours, but as opposed to the finite graphs that we considered in Chapter 1, there are
no boundary sites.
For each function γ defined on (the sites of) T , we can still define its Dirichlet energy
ET (γ), which we set to be the sum of |∇γ(e)|2 over all edges e of the graph. We note that
adding the same constant everywhere to any function γ does not change its Dirichlet energy.
This makes it natural to define the GFF on T as a random function defined up to
additive constants. In other words, we consider the quotient space obtained from the set of
functions RT on T , when one identifies any γ and γ′ such that γ′−γ is a constant function.
The space F of such equivalence classes of functions is therefore a (#T − 1)-dimensional
space, and it is possible to unambiguously define the Dirichlet energy ET (γ) of any γ in
F . There are several natural ways to choose one element in each equivalence class γ of
functions. These include: (a) picking the function γ0 := γ0(γ) that takes the value 0 at
some given point x0 ∈ T , and (b)picking the function γ1 such that
∑
x∈T γ1(T ) = 0.
The GFF on T is then a random function in F with density given by a multiple of
exp(−ET (γ)/(2× 2d)) in this (#T − 1)-dimensional space. If we choose the representative
of γ via (a), then we get a proper random function with density given by its Dirichlet energy,
in the space of functions defined on T which take the value 0 at x0. In other words, we are
in almost the same set-up as for the definition of the Dirichlet GFF, but now x0 plays the
role of the boundary point.
One can easily generalise to this compact setting most of the results that we described
for the Dirichlet GFF. Let us mention a few of the little tweaks that are needed to make
things work smoothly.
- The main issue to be dealt with is that the Green’s function on T is infinite, because
the random walk on D is recurrent. However, if we focus on the representative
of the GFF that takes the value 0 at a given point x0, then this proper function
will then be a centred Gaussian vector on T \ {x0} with covariance given by the
Green’s function on T \ {x0} (corresponding to the random walk on T killed when
it reaches x0). We note that the determinant of the Laplacian corresponding to
this Green’s function does actually not depend on the choice of x0, by transitivity
of the graph T .
- One can also define the random walk loop-soup on T in discrete and continuous
times (and the corresponding cable-graph Brownian motion), but given that the
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random walk on T is recurrent, the mass of the large loops is infinite, so that there
will be infinitely many very long loops in this loop-soup (this mirrors exactly the
fact that the Green’s function on T is infinite). On the other hand, if we kill all
the loops that go through a given point x0, then one has a “usual” loop-soup in
T \ {x0} with only finitely many large loops.
- Since the GFF on T is defined “up to constants”, its square is obviously not well-
defined, but it is still possible to relate the square of the version of the GFF that
is equal to 0 at x0, to the occupation time of a loop-soup in T \ {x0}.
- There is no real difficulty in extending the notion of local sets for this GFF. In
the “strong Markov property” decomposition (see Definition 4.5 of Chapter 4) one
will instead have a zero boundary GFF in the complement of the local set, plus a
function (the “extension of the boundary values”) that is defined up to additive
constants too.
One useful and canonical way to think of the GFF on T is to take the “dual” perspective.
Define F0 to be the vector space of functions defined on T such that
∑
x f(x) = 0. One can
then view an element γ in F as a linear function that associates to each function f ∈ F0
the quantity γ¯(f0) :=
∑
x γ(x)f0(x) (the fact that f0 ∈ F0 shows that the choice of the
representative γ of γ does not matter). Then, we see that this process γ(f0) indexed by F0
is just a centred Gaussian process, with variance given by
E[γ(f0)
2] = E[
∑
x
(γ(x)f0(x))
2]
Let us now turn to the continuum case. We consider the torus T = Rd/(w1Z, . . . , wdZ)
where w1, . . . , wd are now any positive real numbers. Intuitively, the GFF in T will be a
random generalised function defined up to an additive constant. Given that we defined
the continuum Dirichlet GFF as a process indexed by a set of measures or functions, one
natural choice in the present setting is to define the continuum GFF on T to be a centred
Gaussian process (Γ(f))f∈FT . Here FT can be (for instance) the set of bounded measurable
functions such that
∫
T f(x)dx = 0, where dx denotes the Lebesgue measure on T .
One option to define its covariance function is to consider an orthonormal basis of L2(T )
made up of eigenfunctions of (minus) the Laplacian. Note that (as opposed to the case of the
Laplacian on a domain with boundary, and its eigenvectors with Dirichlet boundary condi-
tions), the constant function ϕ0 will be an eigenfunction with eigenvalue 0. In the particular
case of the torus, the eigenfunctions and eigenvectors are explicit. One can for instance take
eigenfunctions that are multiples of cos(2pi
∑d
1(mixi/wi)) and sin(2pi
∑d
1(nixi/wi)) to form
an orthonormal basis of L2(T ) (the corresponding eigenvalues are then 4pi(
∑
(mi/wi)
2) and
4pi(
∑
(ni/wi)
2) respectively). We can then order the eigenfunctions (ϕn) in some way (for
instance according to increasing eigenvalue λn), and formally define
Γ =
∑
n≥1
Nn√
λn
ϕn(·)
(mind that we omit n = 0 in the sum here). We can note that this corresponds to the choice
(b) of representative of the GFF in the discrete case, since the integral of Γ (as above) on
the torus is equal to 0.
6.2.2. Neumann GFF. Suppose now that D is some finite subset of Zd, and consider
a set of edges joining neighbouring points of D, in such a way that the obtained graph is
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connected. For the other edges of Zd that have at least one endpoint in D, we imagine
that we cut it in the middle, creating two half-edges. In this way, one creates a connected
cable-system, so that each point of D has 2d neighbouring edges or half-edges. On D, one
can then define a random walk, that at each step chooses one of the 2d possible directions.
If the direction is that of a full edge, the walk jump along that edge and lands on its other
end, which is a point of D. If this direction is a half-edge, and presents a dead-end, then
the walk bounces back from that wall, and just decides to stay put. So, for instance, if the
walk is at a site x that has only 2 full outgoing edges (and so 2d− 2 half edges), then it will
stay put with probability 1− (1/d).
One can now make sense of harmonic functions for this graph – those are the functions
h on D such that for each x ∈ D, if the walk X is at x at time 0, then the expected value
Ex[h(X1)] is equal to h(x). The corresponding operator (that associates to a function f
the function
(
x 7→ Ex[f(X1)]−f(x)
)
is a discrete analogue of the Laplacian with Neumann
boundary conditions.
The situation is now very similar to the case of random walks in tori; the random walk
is recurrent and the Green’s function is infinite. On the other hand, it is still possible to
define the Dirichlet energy of a function f on D as the sum of |∇f(e)|2 over all full edges e
in the graph.
The GFF can then, just as in the discrete torus, be defined in either of the following
ways: (a) as a random function on D such that the sum of its values is 0; (b) as a random
function on D that is equal to 0 at some given point; (c) as a linear form acting on the
space of functions on D with zero mean.
In the continuum, let us first consider the case where d ≥ 3. In that case, in order
to make sense of the GFF with Neumann boundary conditions, one needs some regularity
conditions on the boundary. One can for instance assume that ∂D is a C2 hyper surface,
so that one can define the normal vector to ∂D at each point of ∂D. In that case, it is well-
known that there exists an orthonormal basis (ψn)n≥0 of L2(D) consisting of eigenfunctions
of the Laplacian with the property that on ∂D, the normal derivative of ψn vanishes (we
choose the first eigenfunction ψ0 to be a constant function). Let us denote the corresponding
family of eigenvalues by µn. The Laplacian is then a bijection from the completion of the
space of C2 functions on D with vanishing normal derivatives (with respect to the Dirichlet
energy) into L2(D). Then, we can again simply define the Neumann GFF
Γ :=
∑
n≥1
Nn√
µn
ψn(·)
as a random generalised function with zero mean (or view it as one representative of a linear
form acting on the space of functions with zero mean).
In the two-dimensional case, things are simplified by conformal invariance. Indeed,
the previous definition of the Neumann GFF will be conformally invariant (in the same
sense as the Dirichlet GFF is conformally invariant), so when the domain D is conformally
equivalent to some domain D′ with a smooth boundary via a conformal map Φ, then one
can define the Neumann GFF in D as the image under Φ−1 of the GFF in D′. Using
Ko¨ebe’s uniformisation theorem, this allows for instance to define the GFF in any finitely
connected subset of the plane.
Remark 6.7. One can decompose a Neumann GFF as the sum of a Dirichlet GFF in
D with a random harmonic function (defined modulo additive constants) that intuitively
corresponds to the harmonic extension in D of the values of the Neumann GFF on ∂D.
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This shows in particular that (up to the additive constant issue) the Dirichlet GFF and the
Neumann GFF are absolutely continuous with respect to each other when looking at a piece
of D that is at positive distance from ∂D. In particular, one will be able to also associate
LQG-type area measures to Neumann GFFs.
Remark 6.8. One concrete example that is useful to have in mind is the case of the
Neumann GFF defined in the upper half-plane (even if it is unbounded, we can use conformal
invariance and first define it in U). Recall that the Dirichlet Green’s function in H is
G(x, y) =
1
2pi
(
log
1
|y − x| − log
1
|y − x|
)
.
A representative of the Neumann GFF can be obtained as the centred Gaussian generalised
function with covariance function obtained by simply changing the minus sign into a plus
in the previous expression:
G∗(x, y) =
1
2pi
(
log
1
|x− y| + log
1
|x− y|
)
.
In particular, we observe that in this case, when x is on the real line,
G∗(x, y) =
1
pi
log
1
|x− y|
blows up twice faster as y → x (compared to when =(x) > 0).
6.3. Quantum zipper and LQG
6.3.1. Slicing open an LQG surface along an independent SLE. In this section,
we will very briefly describe a further coupling between simple SLE curves and the GFF, that
is particularly relevant in the context of Liouville quantum gravity. Recall from Proposition
5.6 of the previous chapter that if one draws an SLE4 curve from 0 to ∞ in the upper half
plane H, and fixes some point z ∈ H, then the process arg(ft(z)) is a martingale for any
z (one can recall that ft is the conformal map from the slit domain H minus the curve up
to time t, that sends the tip of the curve to 0 and behaves like the identity at infinity).
This observation leads to a coupling between SLE4 and the GFF with Dirichlet boundary
conditions, in which the curve drawn up to any time is a local set of the field. As we hinted
at previously, if one looks at arg(ft(z)) plus a well-chosen multiple of arg(f
′
t(z)), then this
similarly produces a martingale for SLEκ with κ < 4. Again this leads to a coupling of
such an SLEκ with a Dirichlet GFF, in which the curve drawn up to any time is locally
coupled to the field. The difference is that now there is an extra “twist” term appearing in
the harmonic function.
Note that the argument function is the imaginary part of the complex logarithm. It
should therefore not be too surprising that the real part of the complex logarithm gives
rise to another martingale associated with a simple SLEκ curve. In fact, to observe this
martingale one must “grow” the SLEκ in a slightly different way (using the so-called reverse
Loewner flow under which new pieces of curve are iteratively “added at the root” rather
than at the tip – a little bit like when a plant grows from the bottom and “pushes up”
the already existing part further up). Although we will not go into any more detail on
this here, the consequence is another relationship, now between SLEκ and the Neumann
GFF. To prove this one can use a very similar argument to that in the proof of Proposition
5.6, modulo some minor tweaks concerning the use of the reverse Loewner flow and the
Neumann GFF.
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Proposition 6.9. [Quantum Zipper, I] Let Γ be a Neumann GFF in H (viewed as
a generalised function modulo additive constant) and let η be an independent SLEκ curve
from 0 to ∞, for some κ ∈ (0, 4). Fix t > 0 and write ft for the conformal map from
H \ η([0, t]) → H that sends η(t) to 0 and has ft(z) ∼ z as z → ∞. Finally define Γ˜ to be
equal to Γ plus the function (2/γ) log |z|, where γ = √κ > 0. Then the random generalised
function Γ˜t modulo additive constant described by Γ˜t := Γ˜◦f−1t +Q log |(f−1t )| has the same
law as Γ˜, when Q = 2/γ + γ/2.
Remark 6.10. There exists a version of this result for κ = 4, and actually also for
κ > 4 as well – but the LQG measures need to be properly defined (in the κ > 4, one uses
the LQG measure with γ2 = 16/κ, and some new features have to be understood due to the
fact that the SLE is no longer a simple curve.)
The appearance of the term Q log |(f−1t )| and the addition of the log singularity to the
GFF at the origin may seem slightly odd here, but this should hopefully make a bit more
sense in light the next section. We can already note that the way in which Γ˜ is defined out
of Γ is very much similar to the change of variables property of LQG measures (Lemma
6.5).
Note that in the coupling of Proposition 5.6 between an SLE4 curve and a Dirichlet
GFF, the curve is very much not independent of the field (indeed, we know that the SLE
is determined by the field)! In the above proposition, the SLEκ curve is by definition
independent of the underlying Neumann GFF Γ that one starts with. However, as we will
briefly explain in the next section, it is very much not independent of the obtained fields
Γ˜ ◦ f−1t +Q log |(f−1t )|.
Remark 6.11. One way to rephrase Proposition 6.9 goes as follows: Consider P to be
the joint law of Γ˜0 and an independent SLEκ. Define Ft(Γ, η) := (Γ˜t, ft(η[t,∞))). Then,
the law P is invariant under the flow (Ft)t≥0. In the “quantum zipper” terminology coined
in [54], this corresponds to “zipping down” the Neumann GFF along an SLE curve.
6.3.2. LQG boundary length and conformal welding. We now briefly discuss
how to revert the previously described procedure and to understand the reverse of the flow
Ft. A key-role will be played here by the so-called LQG boundary length measure for
Neumann-GFFs.
Consider first the case of a Neumann GFF Γ in the upper half-plane. We want to
associate to it a measure on the real line which could be interpreted as having a density
proportional to exp((γ/2)Γ(x)) with respect to the Lebesgue measure (the reason for the
use of γ/2 rather than γ here will become clear in a moment – it is related to the factor
2 mentioned in Remark 6.8), and it is an easy exercise to check that the ideas used to
define the area measure can be adapted quite directly. One can, for instance, approximate
the field by semi-circle averages centred at boundary points and then take a limit of the
natural “approximate” boundary length measures. There is also an analogue of the CLE4
construction of the bulk LQG measures, but we will not get into this here. One noticeable
difference is that because the Neumann GFF is intrinsically really only defined up to an
additive constant, LQG boundary length measures are in turn only really defined up to
a multiplicative constant (although this can of course be fixed in some way). We can
also notice that it is also possible to then define the boundary length measure associated to
fields such as Γ˜0 in the previous section obtained by adding some (rather) nice deterministic
functions to Γ.
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Again it is the case that the LQG boundary measures can be nicely defined when γ < 2.
Moreover, for fixed γ < 2 they will satisfy the same very same conformal covariance property
as the area measures. To start with, if Γ is a Neumann GFF defined in the upper half-plane
and f is a Mo¨bius transformation of the half-plane onto itself, then if Γˆ = Γ◦f+Q log |f ′(z)|,
the γ-boundary length measure for Γˆ is exactly the image under f−1 of the γ-boundary LQG
measure for Γ.
This behaviour under conformal maps allows for the definition of some LQG boundary
length measures on much less well behaved domain boundaries. Suppose for instance that
f is a conformal map from some simply connected domain D onto H. Suppose that Γ is a
Neumann GFF in H, and define the field Γˆ using the same formula as above (note that if
the boundary of D is not smooth, then it can happen that log |f ′t | is unbounded). One can
the just define the γ-LQG boundary measure on ∂D to be the image of the LQG boundary
measure of Γ under f−1.
In the context of Proposition 6.9 above, this raises the following question. Suppose we
have a GFF (Neumann or Dirichlet) in the upper half plane and draw an independent SLEκ
curve η on top of it. Then it is possible to define, via the discussion above and using the
conformal map ft, the γ-LQG boundary length according to Γ˜0 on the boundary of H\η[0, t]
(where the left-hand side of η([0, t]) and the right-hand side of η([0, t]) are treated as two
different boundary parts), or equivalently of the field Γ˜t on the real line.
Proposition 6.12. In this set-up, the boundary length measures of the images of the
left-hand side and of the right-hand side of η[0, t] under ft for the field Γ˜t do coincide.
Remark 6.13. The field Γ˜ is defined up to an additive constant, so the boundary length
is defined up to a multiplicative constant – and saying that two boundary lengths “are equal”
is indeed something that does not depend on this multiplicative constant,
Remark 6.14. In other words, for each t ≥ 0, the boundary length measure of the left-
hand side of η[0, t] and of the right-hand side of η[0, t] for the field Γ˜0 viewed in the domain
D \ η[0, t] (and defined via conformal invariance as described above) do coincide. It is then
easy to see that actually, this holds also when viewed in D \ η[0, t′] for t′ > 0.
This proposition is then the key to explain how to describe the “zipping up” flow F−1t :
One observes the field Γ˜t in the upper half-plane, and the boundary length measure it
defines on R. In the way in which Γ˜t was defined, we see that η has the property that if
f+t (ηs) and f
−
t (ηs) denote the images of the left-side and right-side boundary point ηs of
H \ η[0, t] for s < t, then the boundary length of [f−t (ηs), 0] and of [0, f+t (ηs)] are the same
(for Γ˜t). The key property is that this feature in fact almost surely determines the curve
η. In other words, an SLEκ curve for κ < 4 is obtained by “welding together” positive and
negative real line segments according to their LQG boundary length measure. This is the
starting point of a vast and far-reaching theory.
6.4. The scaling limit of Wilson’s algorithm in 2D
Since we have described Wilson’s algorithm and its relation to loop-soups and to the
square of the GFF in the discrete setting, it is natural to say a few words about their
continuum counterparts, even though this story is not so directly related to the GFF. Most
results in this section will be given without proofs.
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6.4.1. A first remark in the discrete case. Suppose that we are dealing with the
UST with wired boundary conditions in some subset of D, as described in Section 1 of
Chapter 2. Let us just focus on the first branch constructed in Wilson’s algorithm. One
starts a random walk Z from a given point x1 that is stopped at its exit time τ of D, and
then defines its loop-erasure L(Z) and the new domain D \ L(Z).
- The exit point Zτ of D by Z is chosen according to the so-called discrete harmonic
measure of ∂D seen from x1. If one finishes off Wilson’s algorithm and defines a UST T ,
then this point Zτ will be the one where the branch of the UST T starting from x1 will join
∂D. Hence, we see that conditionally on Zτ = z, the conditional law of T is the uniform
measure among all spanning trees (with wired boundary conditions) such that the branch
that starts at x1 joins ∂D at z – we call this law U(D,x1, z).
- If we now condition on Zτ = z and Zτ−1 = z′, then it is clear (just because conditioning
a uniform measure to be on a smaller set gives the uniform measure on the smaller set),
that the conditional law of the remaining part of T is described by U(D \ {z′}, x1, z′).
- However, under this conditional law, the branch from x1 to z
′ can be obtained via
Wilson’s algorithm, as the loop-erasure of a random walk Z ′ from x1 conditioned to exit
D \ {z′} through z′.
All this shows that the time-reversal W of L(Z0, . . . , Zτ ) = (L0 = x1, . . . , Lσ = z)
has a nice “Markovian-type” property. More precisely, if we call W(D, z, x1) the law of
W = (W0 = z,W1 = Lσ−1, . . . ,Wσ = x1) when Z is chosen according to the law of the
random walk conditioned on {Zτ = y}, then we have the following.
Lemma 6.15 (Domain Markov property of time-reversed LERW). Suppose that W =
(W0, . . . ,Wσ) is chosen according toW(D, z, x1). Then, the conditional law of (W1, . . . ,Wσ)
given W1 = z
′ is given by W(D \ {z′}, z′, x1).
This makes it natural to consider the conditional laws U(D,x1, z) and W(D,x1, z) and
to progressively grow the LERW L backwards, from its endpoint back to x1.
6.4.2. Radial Loewner chains. When trying to understand the scaling limit two-
dimensional LERW, it appears very natural in view of Lemma 6.15 to use the framework of
radial Loewner chains. We now very briefly recall the definition and a few features of these
objects.
- Suppose that γ is a simple continuous curve that joins 1 to the origin in the unit disc
U (so apart from its starting point, the entire curve lies in the open unit disc). At each
given time t, one can define the unique conformal transformation gt from Ut := U \ γ[0, t]
onto U, that is normalised at the origin by specifying that gt(0) = 0 and g′t(0) ∈ R+.
It is easy to check that |g′t(0)| increases continuously from 1 to infinity, so that it is
possible to choose (and this choice is unique) the parametrisation of the path γ : [0,∞)→
U ∪ {1} such that |g′t(0)| = exp(t) for all t.
We then define ξt := gt(γt) on the unit circle to be the driving function of the curve γ.
The key point is that two different curves will necessarily have different driving functions.
It is indeed possible to show that the functions gt satisfy the radial Loewner equation
∂tgt(z) = gt(z)
gt(z) + ξt
gt(z)− ξt
for all z ∈ U \ γ[0, t], which makes it possible to recover γ from ξ.
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In view of Lemma 6.15, and the above considerations, it is natural to consider the case
where the driving function is a Brownian motion on the unit circle. One then has the radial
analogue of the first part of Proposition 5.4.
Proposition 6.16 (Definition of radial SLEκ). When κ ∈ [0, 4] is fixed and B denotes
a one-dimensional Brownian motion, then the function ξt = exp(iBκt) almost surely corre-
sponds via the radial Loewner equation to a continuous simple curve γ from 1 to 0 in the
unit disc. This random curve is called radial SLEκ.
When D is a simply connected domain and Φ is a conformal map from D onto U with
x = Φ−1(0), we say that the image of a radial SLEκ (as defined above) under Φ−1 is an SLEκ
from Φ−1(1) to x (here Φ−1(1) is defined as a “prime-end” in case Φ−1 is not one-to-one –
we hope it will be clear in the next subsection what this will mean in the relevant context).
6.4.3. Scaling limit of LERW. In view of Lemma 6.15, and the fact that in two
dimensions the LERW is obtained from the random walk which has a conformally invariant
scaling limit (Brownian motion), it is natural to expect that any scaling limit of LERW
should satisfy some continuum version of the domain Markov property and some conformal
invariance features. This leads one directly to guess that the scaling limit in distribution of
LERW should be one of the radial SLE curves. This turns out to be correct.
Suppose that D is a bounded simply connected domain. We assume that ∂D is a
continuous curve, in the sense that any conformal mapping Φ from U onto D extends
continuously into a mapping from U onto ∂D (mind that this mapping is not necessarily
one-to-one from ∂U onto ∂D – we for instance authorise the domain D = U \ [0, 1] where
the point 1 would have two preimages.
We fix an interior point x of D and a boundary point z (together with a choice of
Φ−1(z) ∈ ∂U if necessary). Then, for each δ, we choose (in some way) a lattice approxima-
tion Dδ of D on δZ2, so that Dδ ⊂ D. For each δ, we choose xδ ∈ Dδ and zδ to be points
that are very close to x and z: the point zδ being a boundary point of Dδ, and the image
under Φ of zδ begin close to Φ(z)).
We can now define for each δ, the law of the loop-erasure of a random walk from xδ to
the boundary of Dδ, conditioned to hit this boundary at zδ. Then, by interpolating it with
linear segments of length δ, we obtain a continuous function on the cable-system of Dδ, and
finally, can consider its time-reversal. This time-reversal γδ is a continuous curve from zδ
to xδ for every δ.
Theorem 6.17. When δ → 0, the law of γδ, viewed as a random compact subset of D,
does converge weakly towards the law of a radial SLE2 from z to x in D.
It is possible to upgrade this convergence to stronger topologies. Actually, the proof in
[29] gives convergence in the sup-norm when both are parametrised by log-conformal radius
seen from x.
6.4.4. UST scaling limits. We now list some further results about the scaling limit
of the entire UST and of Wilson’s algorithm:
(1) [Scaling limit of LERW and erased loops] In the previous framework, we have
focused solely on the scaling limit of the LERW. In Wilson’s algorithm, the collec-
tion of erased loops when performing the LERW correspond exactly to the loops
in a random walk loop-soup that the LERW hits. Using the fact that the discrete
random walk loop-soup converges to the Brownian loop-soup in the scaling limit
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(together with some a priori estimates on the time-lengths of the small random
walk loops encountered by the LERW), it is actually possible to derive the following
result. This can be viewed as the scaling limit of the first step in Wilson’s algo-
rithm (for a UST with wired boundary conditions) and can be stated as follows.
Suppose that D is a bounded simply connected domain in the plane with x ∈ D.
Choose z ∈ ∂D according to the harmonic measure viewed from x (i.e. distributed
like the exit point from D by a Brownian motion started from x). Then define a
radial SLE2 γ from z to x, that we “time-reverse” i.e., we look at it as a curve
from x to z. Consider further an independent Brownian loop-soup (of oriented
Brownian loops) with intensity α = 1 in D. Then, it is not difficult to check that
almost surely for every loop that γ hits on its way from x to z, the point on that
loop that γ hits for the first time is a simple point of this loop. Furthermore, the
sum of the time-lengths of the Brownian loops encountered by γ is almost surely
finite. This makes it possible to define the function B obtained by concatenating
the Brownian loops encountered by γ in the order in which they are met by γ.
Then:
Proposition 6.18 (SLE2+Brownian loops=BM). The obtained path is a con-
tinuous path from x to ∂D that is distributed exactly like a Brownian motion started
from x until its first hitting time of ∂D.
In this way, one can indeed interpret γ as a loop-erasure of this Brownian
motion. However, it is worth noticing that this does not answer the following
(still) open question: In this coupling, is the SLE2 a deterministic function of the
Brownian motion?.
(2) [Scaling limit of the finite-dimensional subtrees] There are several ways to describe
the scaling limit of the entire UST. In view of Wilson’s algorithm, one natural way
is via the law of its “finite subtrees”. More precisely, for each finite collection of
points x1, . . . , xn, we can look at the “subtree” of the UST that connects these n
points and the boundary. In the discrete case, this would correspond to the tree
obtained by performing Wilson’s algorithm to successively discover the branches
of the tree that connect these n points to the boundary.
By iteratively using Theorem 6.17, one can describe the scaling limit of these
finite subtrees in terms of n successive radial SLE2 curves.
(3) [Scaling limit of the UST Peano curve] Another natural way to describe the entire
UST scaling limit at once is via the UST contour curve. Indeed, one can define the
discrete contour curve of the UST, as the space-filling loop that draws the “inside
contour” of the tree. It turns out that the scaling limit of this curve can be also
described in terms of SLE curves: it is a variant of SLE8. The information encap-
sulated by this space-filling loop turns out to be the same as the one provided by
the collection of all finite-trees (say starting from points with rational coordinates)
as described in the previous item.
(4) [Scaling limit of UST with other boundary conditions] It is natural to ask what
happens (for instance) in the scaling limit for a UST with free rather than wired
boundary conditions. Again, there are two ways to go about this. One can either
note that in the discrete case, the UST with free dual boundary conditions is the
dual of a UST with wired boundary conditions (on the dual graph). In particular,
the inside contour curve of the latter is the same as the outside contour of the
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former, so that one can just use the same SLE8 loop to describe its scaling limit.
If one would want to describe the law of the finite subtrees of the UST with free
boundary conditions, one possibility is to control the Radon-Nikodym derivative
of the law of the subtrees with respect to the ones with wired boundary conditions.
This can be done using considerations on Brownian loop-soups (but it is not totally
straightforward).
Remark 6.19. In Proposition 6.18, we see that the SLE2 is naturally coupled with an
independent Brownian loop-soup with intensity α = 1 (or equivalently with an independent
unoriented Brownian loop-soup with intensity c = 2) in the sense that the union of these
two independent objects can be used to define Brownian paths. This is a particular instance
of the so-called restriction property: when κ ∈ [0, 8/3), then SLEκ is naturally coupled with
an independent loop-soup with intensity
c(κ) =
(6− κ)(8− 3κ)
2κ
,
and the union of these two allow to construct “restriction measures”. This can be viewed
as the κ < 8/3 counterpart of the construction of CLEκ from Brownian loop-soups for
κ ∈ (8/3, 4], as mentioned in (25). In particular, one can notice that the formula relating
|c| and κ are the same.
Bibliographical comments
The LQG area measures are a particular case of Gaussian multiplicative chaos con-
structed from “log-correlated fields”, as pioneered in the work of Hoegh-Krohn and Kahane
[18, 20] or [45] for a survey), and beginning with ideas of Mandelbrot (which gave rise
to the name “Mandelbrot multiplicative cascades” as then later studied by Kahane and
Peyrie`re) – see also [1]. The motivation from physics to investigate such measures is some-
times encapsulated by the term “quantum gravity”, and the idea of using the exponential of
the GFF in this setting is closely associated to the work of Polyakov. The relation to SLE
and weldings (which is the perspective that we presented in Section 6.3) was initiated by
Sheffield [54] and then considerably developed by Duplantier, Sheffield and Miller [14, 13].
For the construction via nested CLE4, see [4] and the references therein (in particular the
unpublished preprint by Aidekon). For the branching Brownian motion, see [56] and the
references therein (in particular the seminal papers by Biggins). The fact that the LQG
area measure corresponds to a metric is the outcome of a recent series of papers (see [17, 10]
and the references therein).
There are two closely related and important lines of research that we did not discuss
here. One is to do with discrete approximations of the LQG area measures and metrics
via discrete planar maps (starting with the so-called Brownian map). The other is the
construction of measures from a conformal field theory approach, based on a fine analysis
of LQG correlation functions by David, Kupiainen, Rhode and Vargas. Both topics could
be the focus of entire books. We just point here to [31, 40] and [59] and the references
therein.
The convergence of LERW to radial SLE2 is the main result of [29], that builds on some
a priori estimates about LERW by Schramm [49]. Note also that a number of asymptotic
results (such as the precise asymptotics of the determinant of the discrete Laplacian) had
been derived by Kenyon [21, 22]. For results related to the scaling limits of USTs with free
boundary conditions, one can look at the appendix of [7]. Some references for the relation
BIBLIOGRAPHICAL COMMENTS 141
between Brownian motion, the erased loops and SLE2 are [28, 30, 48]. For the final remark
on restriction measures, see [28], or the survey [60].
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