We propose a new method for occlusion culling in the computation of a hologram based on the mutual conversion between lightrays and wavefront. Since the occlusion culling is performed with light-ray information, conventional rendering techniques such as ray-tracing or image-based rendering can be employed. On the other hand, the wavefront is derived for the calculation of light propagation, the hologram of 3-D objects can be obtained in high accuracy. In the numerical experiment, we demonstrate that our approach can reproduce a high-resolution image for deep 3-D scene with correct occlusion effect between plural objects.
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Introduction
For high-quality 3-D display, holography is a superior medium since it can reproduce all the depth cues of human vision. For the electronic display of holography, the hologram pattern is calculated using the technique of computer generated hologram (CGH). In most of the current CGH calculation algorithms, the target objects are constructed by a number of point or polygon light source, and then physical phenomena of wavefront propagation from these light sources to the hologram plane is simulated [1] [2] [3] [4] [5] . Thanks to the progress of high-speed computing, it becomes possible to define huge number of light sources in high-density on the object surface, allowing to render smooth surfaces. However, it is still not easy to deal with some important physical phenomena for reconstructing photorealistic 3-D images, such as shading, occlusions, transparency, texture mapping and light reflectance property, etc. Especially, two kinds of occlusions must be considered; self-occlusion in which some surfaces are hidden by other surfaces of the same object, and mutual-occlusion between different objects. They are the crucial issues in CGH computation to represent a correct depth cues for observers. In [4] , the exact occlusion culling method, in which the wavefront coming from background is obstructed by surface object in high accuracy, was proposed. Correct occlusion effect could be achieved while the computational cost would be extremely high in sequential light propagation process, especially for the complicated object scene or largesized hologram. For the fast calculation, geometrical projections are used in light-ray based approaches [6] [7] [8] [9] [10] , which yield the loss of accuracy [11] [12] [13] . These conventional approaches are briefly summarized in the next section. It has not been still established the approach that realize high-resolution and high accuracy when simulating the occlusion effect in a deep 3-D scene with a simple algorithm.
In this paper, we propose a new method for mutual-occlusion processing based on the conversion between the light-ray information and the wavefront. In the proposed method, the light-ray domain is used for occlusion processing, and the light propagation is calculated in wavefront domain, this approach can realize an occlusion effect with higher accuracy with a simple algorithm.
The conversion from light-rays to wavefront was employed in our previous work [14] , in which a virtual ray-sampling (RS) plane located near the object was used for the CGH computation. Light-ray information emitted from a target object is sampled spatially and angularly at RS points on the RS plane as a set of projection images, and is transformed into a complex amplitude distribution by Fourier transform of projection images. This transformation can be considered as a conversion from light-ray information into the wavefront. The CGH pattern is thus obtained by calculating the wavefront propagation from RS plane to the hologram. In this approach, the wavefront of a target object can be generated from simply a set of projection images, and also self-occlusion culling of a target object can be directly achieved in rendering the projection images by traditional computer graphic (CG) technique. Therefore, the method proposed in this paper is focused on the mutual-occlusion. In the mutual-occlusion, it can be assumed that plural objects are located at different depths, and front objects occlude background. The numerical simulation and the optical experiment demonstrated that the proposed method correctly processes the mutual-occlusion where the conventional methods suffer to consist with the accuracy of occlusion effect and the calculation cost.
Previous works of occlusion effect for CGH calculation
To simulate the physical phenomena of 3-D scene with occlusions, ideally it is necessary to consider the light interaction with an object surface by solving the wave equation. Since it needs a huge calculation cost, some approximations of physical phenomena is necessary to reduce the computational complexity. The initial approximation is to disregard the backscattering light, which is normally applied in the wave propagation theory. Another approximation that has been often employed in the conventional techniques is the use of mask generated by a geometrical projection of front object. In [15] , a method for occlusion culling was presented in horizontal parallax only (HPO) hologram computation based on this concept. The objects are constructed of a collection of point sources, and the region of fringe pattern on the hologram from each source is defined by a data structure RunExtent with considering the occlusion culling by foreground object surfaces. Since a mask is applied on the hologram surface instead of the object surface, the artifact due to the diffraction may appear at the edge of front object, when an object is located distant from the hologram plane. In addition, it is required to generate the mask for each point source, and the data structures will become complicated and it cannot avoid severe increase of computational cost especially in fullparallax hologram and a large amount of point sources for higher resolution 3-D scene. The methods presented in [16] [17] [18] , can be interpreted as the full-parallax versions of the use of mask generated by a geometrical projection, as well as more efficient computation techniques. While the 3D scene is constructed by point cloud, the occlusion culling as judgment of the nearest object point is achieved in ray domain by using z buffering and bundle of ray shot from every hologram sample performed with graphics processing units (GPUs). These methods work well for the images reconstructed near the hologram plane, but the artifact due to the diffraction becomes serious when reconstructing deep 3D scene.
Matsushima revealed exact occlusion culling method [4] . In [4] , target object is composed of polygon light sources, and self-occlusion process is executed by masking of the propagated wavefront from back polygons by fore polygons. The light propagation and masking process of tilted polygons to the hologram plane is carried out by rotational transformation in Fourier domain. Self-occlusion effect can be achieved with high accuracy even a complex object, however, sequential process of light propagation from back polygon to foreground requires us unrealistic calculation cost, especially for a 3-D scene existing plural objects. For synthesizing large-sized CGH with mutual-occlusion effect, Matsushima et al. also proposed a silhouette masking approach in which the wavefront from the background is interrupted by a mask of the foreground object's orthographic silhouette [5] . Since mutual-occlusion process is achieved by low computational cost, synthesizing large-sized CGH over 4 billion of pixels of plural objects were demonstrated. However the mutual-occlusion errors are observed from oblique direction, since a silhouette mask is orthographically projected in this approach.
Light-ray based approaches or the techniques called holographic stereogram (HS) for CGH computation are also effective for occlusion culling [6] [7] [8] [9] [10] 16] ; geometrical self and mutual-occlusions can be achieved directly by using traditional computer graphic (CG) rendering techniques. Smithwick et al. proposed real time HS rendering in which CGHs are synthesized as a summation of overlapping amplitude modulated chirp gratings on the hologram [10] . Since there is no need to calculate the wave propagation in CGH synthesizing, they are handling to build a real time 3-D holographic display. Because occlusion process can be included in light-ray rendering process, it is possible to decrease the computational cost as compared with the wavefront-based approach. However, these approaches are based on lightray reproduction, distant objects from the plane where the rays are sampled should be blurred due to the light-ray sampling and light diffraction [11] [12] [13] . To remedy the degradation due to the light diffraction in HS based display, the optimum phase adding approach called phaseadded stereogram (PAS) and accurate and compensated phase added stereogram (ACPAS) has been proposed, in which the optimized phases improve the phase mismatch on the image surface [8, 9] . Occlusion culling can be achieved easily in these techniques in the same manner as light-ray based approaches. However they still suffer from the image degradation due to light-ray sampling and a deep 3-D scene cannot reconstruct in high-resolution.
To summarize this section, the conventional approaches for occlusion culling in computational holograms can be classified into following four categories: (1) masking the wavefront on the hologram plane using geometrical projection (ray-casting), (2) masking to wavefront by every polygon patch, (3) silhouette masking near each object, and (4) light-ray based computation of hologram (HS-based). For the display of deep 3D scene, however, the reconstructed image may degraded due to the diffraction effect in (1) and (3), and occlusion holes may appear when observing from oblique angles in (4). The method (2) requires huge increase of computation cost, and is only applicable to polygon-based rendering. It can be said as the approach allowing high-resolution image reconstruction for a deep 3-D scene by simple algorithm is still not established. In this paper, a new method for occlusion culling that is suitable for deep 3D scene reproduction without significant increase of calculation cost. In the simulation explained in section 5, therefore, we compared the proposed approach with the methods (1) (3) and (4) for the visual evaluation of reconstructed image quality.
The conversion between light-ray and wavefront
As the proposed method is based on the mutual conversion between ray (R) and wavefront (W), the methods of the forward and backward conversion are briefly reviewed before the principle of the proposed method for occlusion culling. R2W conversion is identical to the method presented in [14] , and W2R conversion is the inverse extension of it.
1 R2W conversion
The RS plane should be set near the target object to avoid image blur due to ray sampling and light diffraction [14] . Light-rays passing through (i, j) th RS point on the RS plane compose a projection image p ij [m, n] , where [m, n] are the indices that denote the direction of light rays and the center of projection is the given RS point. Whole light-ray information R passing through the RS plane can be expressed the class of projection images of all RS points as
where I and J are the total number of RS points in horizontal and vertical direction on the RS plane. Each projection image is multiplied by discrete random phase φ ij [m,n], then it is transformed by discrete Fourier transform into the complex amplitude distribution P ij [μ,ν] of a region centered at the same RS point. This process is based on the angular spectrum theory [19] . The conversion from R2W can be achieved by applying this process for all of projection images and tiling obtained complex amplitude distributions on the RS plane [see Fig. 1 ]. The discretized wavefront W on the RS plane is described as
where Δp denotes the pixel pitch of wavefront on the RS plane, K and L are total number of pixels in the wavefront. P ij is allotted as the complex amplitude distribution to the pixel of the obtained wavefront W[k, l], x i and y j are the coordinates of (i, j) th RS point.
2 W2R conversion
By following an inverse process of R2W conversion, i.e. applying an inverse Fourier transform of the wavefront in a small area around each RS point, wavefront W can be converted into a set of angular spectrums at each RS point. It corresponds to a light-ray information R on the RS plane. This process achieves W2R conversion., By keeping the sampling interval on the RS plane small enough compared with the resolution of human vision, the sampling in the conversion does not affect the reconstructed image. 
Mutual-occlusion processing between the plural objects
Proposed occlusion processing is achieved on the RS plane set near the interrupting object by using the conversion between the light-ray information and the wavefront described in previous section. From here, for simplicity, it is assumed that a target scene consists of two objects; background and interrupting object as shown in Fig. 2 . If there exist more interrupting objects, following algorithm can be applied to each object. CGH calculation flow diagram with occlusion process is shown in Fig. 3 . In the proposed approach, mutual-occlusion is dealt with by defining RS plane near the interrupting objects.
In the first step, the light-rays from the interrupting object on the RS plane #1 in Fig. 2 is derived. A set of projection images p ij of the interrupting object at each RS point are rendered by ray-based rendering software in advance, yielding a light-ray information R f of the interrupting object. Next, the wavefront propagation from the background object to the RS plane #1 is calculated by Fresnel transform to derive the wavefront W b of background at the RS plane. The wavefront from the background object can be derived from any type of conventional techniques of CGH calculation, such as the method using a set of point sources, polygon light sources, and angular spectra. As the third step, the wavefront W b from the background object is then converted into the light-ray information R b on the RS plane #1 by W2R conversion explained in Section 3. The fourth step of the algorithm is the substitution of [m, n] in which the occlusion is processed, as shown in the upper right box of Fig. 3 . After overwriting the rays at all RS points, combined light-ray information R o on the RS plane #1 is reconverted into the wavefront W o by R2W conversion, and whole wavefront on the RS plane #1 after occlusion culling is obtained. In other words, the occlusion culling at each RS point is achieved by just overwriting the rays of interrupting object in light-ray domain. Finally the light propagation from the RS plane to the CGH plane is calculated by Fresnel transform, and hologram pattern is encoded.
Since occlusion process is achieved in light-ray domain, correct occlusion culling for variable observing angle is realized easily by substituting light-rays on the RS plane. In contrast to the silhouette masking approach in [5] , the proposed approach does not cause error in occlusion when viewing from oblique directions. Comparing with the method presented by Underkoffler et al. [15] , the artifact due to diffraction at the occlusion mask is suppressed, because masking process is carried out near the interrupting object on the RS plane. This method realizes higher accuracy mutual-occlusions, with high-resolution image even for a deep 3-D scene. The calculation cost is increased for the conversion between R and W by using FFT and IFFT for a set of projection images. Because each RS plane and CGH plane are set in parallel, it is possible to implement efficient calculation for light propagation by using look up table, discrete Fresnel transform algorithm by using FFT, and/or Shifted Fresnel diffraction [20] . 
Experimental results and discussion

Comparison with conventional approaches
In the first experiment, we compared the occlusion results with conventional methods discussed in section 2 and the proposed method using simple objects. The compared approaches are listed as follows; The target scene consists of two objects; a checkered sphere as a background object and a triangle-patch as an interrupting object set at 300mm and 150mm from the CGH plane, respectively [see Fig. 4 ]. For all of methods, CGH calculations including FFT and discretized Fresnel diffraction were executed by using a PC with a CPU of Intel Westmere-EP (2.93GHz) processor, a shared memory of 24Gbytes. Rendering process to obtain ray information was executed by using open-source computer graphic software "blender" on GPU accelerator of NVIDIA Quadro K2000. The wavelength was assumed to be 532 nm in CGH calculation and reconstruction. The final CGH size was 16. 3 × 16. 3 mm with 8,192 × 8,192 pixels, the sampling pitch was 2.0 μm, the viewing angle θ v was 7.6 degree derived by θ v = sin −1 (λ/2*p), here λ is the wavelength and p is the sampling pitch.
The method (a) is implemented by R2W conversion on the hologram plane, where all the light-rays from both objects (1 and 2) are sampled on the hologram plane. Dense rays were rendered as 256 × 256 projection images with 32 × 32 pixels including both self and mutual occlusions culling directly, and then each image was converted into the wavefront by FFT in the same manner of R2W conversion introduced in subsection 3-1. Elementally hologram cell size was 64 μm on CGH plane, angular sampling pitch of rays was 7.6 degree/32 pixel = 0.23 degree.
The simulation of (b) is implemented using RS plane instead of using polygon patches or z-buffer. In this experiment, we set RS planes at 5mm front of both objects and the parameters of ray sampling was identical to the ray-based CGH case. The geometrical mask of foreground object was multiplied to the projection images of background object. Then executing R2W conversion and simulating the propagation into the CGH from both objects, finally multiplying them and CGH pattern was encoded. Even though the wavefront was generated by different way from the previous works, the influence of the occlusion in our simulation is equivalent to them, because the wavefront from nearest object generated the holographic fringe in both methods.
In the simulation of (c), the wavefront of each object was generated by using RS plane, then wavefront coming from background was interrupted by the orthographic silhouette mask on fore object's RS plane. The product was then propagated into the CGH plane and interference pattern was encoded.
Finally, in the proposed method (d), RS planes were set in the same manner with above two methods and the occlusion culling was carried out on the front RS plane by using the approach introduced in section 4. The generated wavefront after mutual-occlusion process was propagated to the CGH plane and hologram was encoded.
The purpose of this experiment is to demonstrate the difference of mutual occlusion effect by the listed methods. Thus to avoid other factors that is not related to occlusion culling, the wavefront was generated by using RS plane instead of point or polygon sources even in the methods (b) and (c).
The numerical reconstruction was simulated as following procedure; initially, wavefront propagation from CGH plane to the imaging lens was calculated by discrete Fresnel diffraction. The imaging lens mimicked a human eye, and was set at 200mm from the CGH plane. The pupil size of the lens was 7mm. Then, the wavefront inside the lens pupil was multiplied by lens phase function, and finally, the wavefront propagation from lens pupil to image plane was calculated. The reconstructed images focusing on 150mm with 0, ± 1.0 degree of observing angle and 300mm were simulated. To observe the image from off-axis position with ± 1.0 degree, we multiply the tilted phase delay on the hologram for horizontal axis. The simulation results are shown in Fig. 5 . According to the results of (a), ray-based CGH can produce correct occlusion effect while the objects distant from the CGH plane suffered severe degradation due to the diffraction effect and the ray-sampling. It is clear that ray-based displays cannot reconstruct the deep 3D scene at high resolution, even occlusion effect can be reflected correctly in the image. In the results of (b), the artifact due to the diffraction of obstruct mask appear around the edge of fore object. This is due to the fact that masking by geometrical projection cannot represent the diffraction of the wavefront from the background at the foreground object. Although the proposed method uses the mask generated by geometrical projection, such diffraction can be incorporated because the mask is applied near the interrupting object. The results of (c) and (d) by the orthographic silhouette masking approach and the proposed method look no difference between them since mismatch of the orthographic silhouette and observer's perspective view was quite small since the interrupting object was very thin. Therefore in next subsection, we compared these two methods for 3D scene with setting the complicated interrupting object.
2 Comparison of silhouette masking method and proposed method for the complicated occlusion scene
We compared the reconstructed images of proposed method with orthographic silhouette masking approach by a numerical simulation and an optical experiment. The target scene consists of two objects; a checkered panel as a background object and a latticework of dice as an interrupting object located at 150mm and 100mm from CGH plane, respectively. The calculation of CGH was carried out in the same manner as subsection 5. 1. The parameters of RS planes and CGH plane of both methods are shown in Table 1 . The calculation times by each method are described in 5. 3 and the numerical reconstruction was simulated in the same manner as 5. 1. According to these results, the proposed method can represent accurate occlusion effect even though the interrupting object has complex shape. In contrast, the conventional method causes the occlusion errors depends on the focusing distance and observing angle due to use the orthographic silhouette as occlusion mask (some parts of occlusion error are circled in (d)). In the optical reconstruction, background and interrupting objects were scaled up 2 times and double-sized holograms compared with the simulation were calculated by both methods. Each parameter of RS planes and CGH plane are shown in Table 2 . Calculated holograms were recorded on the holographic material (Geola. PFG 03-C) by our CGH printing system described in [14] , and reconstructed by plane wave of laser light (λ = 532nm).
Figures 7(a) and 7(b) show the optical reconstructed images observed from varying angles with focusing on the interrupting object. As with the simulation case, it is clear the proposed method represent high accuracy occlusion effect optically, whereas the silhouette masking method develops the errors around the edge of interrupting object. 
3 Comparison of the implementation time
In the first experiment, some common processes in the compared methods spent following calculation times;
1) The rendering of 256 × 256 projection images with 32 × 32 pixels 2.3 min 2) R2W/W2R conversion process as 256 × 256 times of FFTs/inverse FFTs 0.1 min.
3) The discrete Fresnel diffraction with 8,192 × 8,192 pixels including 3 times of FFTs 1.5 min The method (a) required one time of rendering step and R2W conversions, totally 1) + 2) = 2.4 min was spent for the CGH calculation.
The method (b) required two times of rendering and R2W conversion steps for the wavefront generation of two objects, two times of wave propagation from two objects into the CGH plane, additionally it spent 2.3 min for the rendering of the obstruct masks and multiplying them to object1's RS plane, total implementation time was 2 × {1) + 2) + 3)} + 2.3 = 10.1 min.
The method (c) required two times of 1), 2) and 3) as like previous method, and 0.5 min was spent for rendering the silhouette mask and multiplying step on the wavefront, total time was 2 × {1) + 2) + 3)} + 0.5 = 8.3 min.
Finally the proposed method required two times of 1), 2) and 3) with extra 0.6 min for rendering binary ray mask as alpha-channel in rendering process 1) of fore object, additionally for the occlusion process, one time of both R2W and W2R conversion and 0.1 min for ray-overwriting process were needed, total implementation time was 2 × {1) + 2) + 3)} + 0.6 + 2 × 2) + 0.1 = 8.7 min.
In numerical simulation of the second experiment, the resolution of CGH was same with the first experiment as 8,192 × 8,192 pixels. Because the complicated object was set as the interrupting object, rendering time for object1 increased to 11.4 min for silhouette masking method and 12.6 min with binary ray mask for the proposed method. Other processes spent almost same times with the first experiment, the total implementation time was 1) + 11.4 + 2 × {2) + 3)} + 0.5 = 17.4 min by silhouette masking method and 1) + 12.6 + 2×{2) + 3)} + 2×2) + 0.1 = 18.4 min by proposed method.
For the optical reconstruction, since the CGHs and both objects were scaled up 2 times as 16,384 × 16,384 pixels, therefore rendering process, R2W/W2R conversion and masking processes spent simply almost 4 times, the process of wave propagation needed 4 × 4 = 16 times (since complex amplitude distributions of RS planes and CGH plane were segmented 2 × 2 with 8,192 × 8,192 pixels/segmentation) compared with the above simulation case. Offaxis wave propagations between segmented regions were achieved by shifted Fresnel diffraction [20] . Therefore the total implementation times were 4 × {1) + 11.4 + 2 × 2) + 0.5} + 16 × {2 × 3)} = 105.6 min by silhouette masking method and 4×{1) + 12.6 + 2×2) + 2*2) + 0.1} + 16×{2×3)}= 109.6 min by the proposed method.
According to above comparison of implementation time, we can say that the proposed method can achieve high accuracy of mutual-occlusion effect by limited extra calculation cost including R2W/W2R conversion by FFTs and ray overwriting process. Since these additional occlusion processes are independent with each ray sampling point, it is possible to decrease further the calculation cost by applying parallel processing.
About the generation of wavefront of the object, if we consider the case when different method is used for wavefront generation, such as point-source-based or polygon-based approach, it is not easy to straightforwardly compare the execution times of wavefront generation and ray-based rendering. In the case of "the venus" hologram in [5] , the generation of wavefront (excluding wave propagation) required 7.6 hours for rendering 718 polygons where the resolution of hologram was 65,536 × 65,536 pixels. In the case of our experiment the 3D model was composed of about 15,000 polygons and the CGH resolution was 16,384 × 16,384 pixels. The ray-based rendering step in the proposed method is equivalent to the techniques of HS-based hologram calculation [6] [7] [8] [9] [10] . The HS-based methods for hologram calculation have been introduced to decrease the computational cost. Therefore, we can say that ray-based rendering requires less amount of calculation cost than point-source-based or polygon-based methods.
Conclusion
We proposed a new method for occlusion culling in CGH calculation based on the conversion between light-rays and wavefront. Because occlusion masking is carried out in light-ray domain, simple processing enables full-masking considering the direction of each light-ray. This is similar to the geometrical methods such as [15] [16] [17] [18] , but the mask is applied near the interrupting object such that the diffraction by the interrupting object can be taken into account. It is the novelty of this paper. On the other hand, the wave propagation is computed in wavefront domain, mutual-occlusion culling can be implemented with high accuracy. In numerical simulation, we showed that our method could reproduce the image with correct occlusion culling for deep 3-D scene, while the conventional method produces occlusion errors. As a future work, the algorithm should be optimized to decrease the computational cost.
