Abstract. This article sketches a modification of the constructions of ANR homology manifolds pioneered by Bryant, Ferry, Mio and Weinberger. The original constructions were limited to dimensions 6 and greater while the version described here seems to work in dimension 4. If so it is not only the lowest expected dimension for exotic homology manifolds, but also gives new results for manifolds. In particular the 4-dimensional surgery conjecture for arbitrary fundamental groups is a consequence. This is a sketch for experts and is missing a lot of detail. Consequently it should be considered a "conjecture with hints" rather than a theorem.
Cautions. We repeat the caution given in the abstract that the development here is missing a lot of detail. We have tried to sketch key ingredients well enough to enable experts to use the techniques in related problems, and to be able to fill in details here. However correctness cannot be established without detail so these are "conjectures with hints" rather than theorems until details are provided. These conjectures should be considered open if the author has not provided detail by the end of 2005.
Curiously, much of the "new" material here has been known to the author for over 30 years. The homotopy approach to constructing Poincaré spaces was developed and announced in 1972 [Q1] . Much of the "infrastructure" for this has been replaced by Ranicki's work on chain complexes. The paper [Q2] was supposed to provide the key cell-removing lemma for this but was wrong, see Hutt [H] . The replacement given here as 3.6 is simpler and based on a generalized Whitney trick developed with Hatcher in 1974, [HQ] . Finally the subdivision trick used for ǫ contractible skeleta in 5.2 was discovered in the early 1970s but previously used only as a source of cautionary examples.
Homology surgery
This section gives the main conclusion and the deduction of the manifold theorem from it. The Ranicki total obstruction is defined in [R1, R2, RW] and will be described in Section 3. For now we recall that the obstruction group is the third term in the long exact sequence determined by the assembly map:
Theorem. Suppose (X, Y ) is a simple Poincaré pair, Y is an ANR homology manifold, and the dimension of X is n ≥ 4. Then the Ranicki "algebraic" total obstruction in S
where L L L is the surgery spectrum associated to the trivial group.
Corollary. Suppose (X, Y ) is as in 1.1 but with Y a topological manifold. Then the Ranicki manifold obstruction vanishes if and only if there is a simple equivalence M → X with M a topological manifold and ∂M → Y a homeomorphism.
The topological manifold obstruction is obtained by a small modification of the homology manifold obstruction. The spectrum L L L has π 0 L L L ≃ Z. DefineL L L to be the component of the basepoint, then the manifold obstruction group is defined as in 1.2 but with the assembly restricted to H n (X, Y ;L L L). If X is connected and Y is empty then H n (X, Y ; L L L) = H n (X, Y ;L L L) ⊕ Z, with the Z corresponding to the resolution obstruction [Q6] . If Y is nonempty then the two groups are the same. Now suppose (X, Y ) has dimension ≥ 4 and vanishing manifold obstruction, as given in 1.3. According to 1.1 there is M → X inducing homeomorphism on the boundary, and M a homology manifold with trivial resolution obstruction. The resolution theorem then provides N → M a cell-like map, homeomorphism on the boundary, with N a topological manifold. The resolution theorem in dimensions 5 and higher is in [Q5, Q6] . Resolutions in dimension 4 are deduced from this and a controlled version of Freedman's disk embedding theorem in [Q4] .
The inverse limit
The Bryant-Ferry-Mio-Weinberger construction of homology manifolds uses an inverse limit as follows. First ǫ i > 0 so that Σǫ i < ∞. Next suppose there are spaces and maps
(1) X −1 is a point, X i is a compact metric n-complex, and for i ≥ −1 (2) X i+1 is an ǫ i Poincaré complex over X i , with homology manifold boundary; and (3) X i+2 → X i+1 is a homeomorphism on boundaries and an ǫ i homotopy equivalence over X i .
An appropriate inverse limit then gives an ANR homology manifoldX so that for i ≥ 0 the mapX → X i is a homeomorphism on the boundary and a homotopy equivalence with some control in X i−1 , see [BFMW1] . The main point is that since X i+1 is ǫ i Poincaré over X i it follows thatX is ǫ Poincaré over itself for all ǫ > 0. This is equivalent to being a homology manifold. The various control terms used here (ǫ Poincaré, ǫ homotopy equivalence etc.) are defined in [Q3] , [BFMW1] and by now many other places. The inverse system X i is constructed by induction. X −1 = pt is specified. X 0 is the simple Poincaré space given in the statement of the theorem: ordinary duality is the same as controlled duality over a point. Subsequent stages use an obstruction theory. Roughly speaking, given X i+1 ǫ Poincaré over X i , there is an obstruction to finding X i+2 ǫ equivalent to X i+1 over X i and also δ Poincaré over X i+1 . The Ranicki total obstruction is the first of these: the obstruction to finding X 1 controlled Poincaré over X 0 , see 5.8. The hypotheses of the theorem therefore give the first three terms in the system. The 4-dimensional manifold result can be obtained from this much of the construction. Pulling the topological bundle data back to the controlled Poincaré space X 1 gives a controlled surgery problem with locally trivial fundamental group and vanishing controlled obstruction. The controlled embedding theorem of [Q4] then can be used to do the surgery to obtain the desired manifold.
Returning to the inverse system, the construction can be managed so that after the third term all further obstructions vanish. Very crudely this is because the obstruction is homotopy invariant and X i+1 → X i is a homotopy equivalence for i ≥ 0. The actual argument is quite delicate and in particular depends on a difficult stability theorem for controlled surgery obstructions. This ingredient was missing from [BFMW1] and supplied almost ten years later [PQR, F, PY] . The stability theorem needed here is slightly different but still included in [PQR, PY] . Other ingredients are a controlled algebraic "surgery below the middle dimension" result (5.2) and a way to make maps locally 1-connected (6.1). The overall plan is still the same as in [BFMW] , and we will not reproduce the complicated choices of ǫ and δ needed to make it work.
Poincaré resolutions of normal spaces
This section shows how to construct Poincaré spaces by "surgery" on normal spaces. This is where the high/low boundary computation is made, and it also fi-nally provides proofs for the announcement [Q1] . Controlled versions are considered in the next section.
Normal spaces.
A normal space is a finite complex with the normal structure of a Poincaré space, namely
(1) a S k−1 fibration ν : N → X, and (2) a map ρ : S n+k → T N , the Thom space of the bundle.
In this case the Thom isomorphism applied to the fundamental class of S n+k gives a "fundamental class" [X] ∈ H n (X). Cap product with this gives a "duality map"
coefficients understood) which generally is not an isomorphism. Poincaré spaces have canonical normal structures so we can characterize Poincaré spaces as normal spaces whose duality maps are isomorphism. More precisely a simple Poincaré space is a normal finite CW complex so that the chain map underlying the duality map is a simple equivalence of finitely generated free based
A normal pair is (X, Y ) with a fibration N and map S n+k → T N/T (N |Y ). This induces a canonical normal structure of one lower dimension on Y .
Chain boundaries.
Here we review Ranicki's construction of Poincaré boundaries for chain complexes. This is used to define surgery obstructions and pass from topology to algebra. The most delicate parts of the construction take place in chain complexes.
Suppose C * is a chain complex with a chain map C n− * → C * . A motivating example is the cellular chains C * (X) of a normal space, with duality map given by product with the fundamental class [X] . Let K denote the fiber (desuspension of the cofiber) of the duality, so there is a homotopy exact sequence
Ranicki's result is that K → C n− * has the structure of a Poincaré pair. To see this note there is also a homotopy exact sequence
Compare the first sequence to the dual of the second, with a dimension shift:
If the duality map is symmetric in the sense that the right square homotopy commutes then there is an induced (dashed) left vertical chain map, and this is a chain equivalence by the five lemma. This is the Poincaré structure on the boundary. A little more thought reveals the structure on the pair.
Note that a symmetry hypothesis is needed to construct the Poincaré boundary, but the boundary may not be symmetric. A second-order symmetry on the duality map implies first-order symmetry of the boundary. To get a context closed under this construction requires an "infinitely symmetric" duality map. Ranicki shows there are two ways to do this: symmetric complexes have symmetries of all higher orders and are chain analogues of general manifolds. Quadratic complexes have lower-order symmetries and are analogues of framed manifolds. The boundary construction on symmetric complexes gives symmetric Poincaré pairs, on quadratic complexes it gives quadratic Poincaré pairs. Finally there is a chain version of normal spaces in [R1 §2] . These are symmetric complexes with enough extra data to give a quadratic structure on the boundary.
We summarize the conclusions of this discussion. Suppose X is a normal space with fundamental class [X] ∈ H n (X), then cap product defines a chain-level duality map (C n− * (X)) * / / C * (X) . This admits the structure of a normal symmetric chain complex in the sense of [R1 §2 ]. This in turn implies a symmetric Poincaré chain pair structure on K → (C n− * (X))
* that has the original symmetric structure on C * (X) as the relative object, and the boundary has a canonical refinement to a quadratic Poincaré complex.
There are relative version of this construction. If (X, Y ) is a normal pair with Y Poincaré, then the quadratic boundary is a structure on the desuspension K of the duality map
is then a Poincaré pair: the construction in effect adds a boundary component disjoint from Y . If Y is not Poincaré then the construction gives a Poincaré chain triad :
where K Y is a Poincaré complex of dimension n − 2, both the left vertical and top arrows are Poincaré pairs of dimension n − 1, and the union of these along K Y mapping into C n− * (X) is a Poincaré pair of dimension n. Note that by definition a normal complex or normal space is (simple) Poincaré if and only if the quadratic boundary is (simple) contractible. A less direct fact is that a normal complex is normally bordant to a Poincaré complex if and only if the quadratic boundary is quadratic Poincaré bordant to a contractible complex. The chain version is given in 3.3. A refined version for complexes is given in 3.4, and the space version is in 3.5.
Resolutions of normal complexes.
A resolution of a normal complex (or space) is a normal map from a Poincaré complex (or space). The mapping cylinder of such a map is a normal bordism to a Poincaré space, so if one exists then the class of the quadratic boundary in L s n−1 (Z[π]) must be trivial. The objective here is a converse: a trivialization determines a resolution. The space version is given in 3.5.
Suppose C is a normal complex with quadratic boundary K, and L → K is a Poincaré pair (i.e. a nullcobordism of K). Denote by P the pushout of the maps of K to E and C n− * . Extending this forward gives a diagram with (homotopy) exact rows and columns:
We claim this P → C * is the desired resolution. Diagram (3.3A) shows that the pushout of the maps P → C and P → E/K is
The dual of diagram (3.3B) is again a pushout. Duality maps for K, E, C give a map of this dual diagram to the one defining P (upper left corner of (3.3A)). The induced map of pushouts gives a compatible duality map for P , and shows it is Poincaré. Note that reversing this construction gives the nullcobordism E if the resolution is given.
Highly connected resolutions.
]-connected. Considering the middle row of diagram (3.3A) shows this is equivalent to the n-dimensional nullcobordism E being [
] − 1-connected. The "algebraic surgery" theorem of Ranicki [R1 §4 ] asserts that a quadratic Poincaré complex is bordant (rel boundary) to a [
] − 1-connected one. This can be done using the relative boundary construction described in 3.2, and we give a sketch to refer to when discussing the controlled version.
Think of a nullcobordism E of a quadratic Poincaré n − 1 complex K as being a description of K as the boundary of a quadratic complex, so there is a pullback sequence
] skeleton and fill in the following diagram using quotients and duals:
Here C is the fiber of the lower right horizontal map. Assuming the quadratic structures can be properly arranged then according to 3.2 this gives a Poincaré triad. In other wordsĈ is another nullcobordism of K, and D n− * is a bordism between it and the original E. Finally note that since D is a [
The next result is that highly connected algebraic resolutions can be replicated topologically.
Theorem (Poincaré resolutions)
. Suppose X is a normal space of dimension ≥ 4 and E is a highly connected nullbordism of its quadratic boundary. Then there is a normal map P → X an isomorphism on π 1 and with C * (X, P ) ≃ E. P is Poincaré and P → X is [
The fact that P is Poincaré and P → X is highly connected follows from the chain version in 3.4. There is a relative version for normal pairs (X, Y ) with Y already Poincaré, giving a resolution with the same boundary.
The following is the basic topological result used to find Z, and replaces the failed attempt in [Q2] . Hypotheses are explained in notes following the statement.
Theorem. Suppose
(1) X is a finite CW complex of dimension n and fundamental group π;
with vanishing relative homology above dimension r + k; and (5) r > 2 and s ≤ n ≤ 2r − 2.
Then there is Z → X, a factorization of the map in (3) as
and a factorization of the chain map of (4) as
with the second chain map a simple equivalence.
3.7 Notes on 3.6.
(1) Hypothesis (3) determines the complex D except in the lowest dimension, r. The role of D is thus to specify Z in this dimension, where in fact all the subtle things happen. (2) The key dimension restriction is r > 2 in (5). This avoids fundamental group problems, though in fact the arguments break down in many ways for r = 2. (3) The restriction n ≤ 2r − 2 in (5) is a stable range condition. It is good enough for resolutions of even dimensional normal complexes but not quite enough for odd dimensions where n = 2r − 1. In this dimension a secondary obstruction is encountered that we will comment on during the proof but not formulate in general. In the normal space case this also vanishes because it can be identified as the self-intersection form on the middle dimensional group of the highly connected nullbordism. (4) There is a uniqueness, and more generally a lifting property, for complexes of dimension 2r − 3. Roughly if Y → X in an appropriate sense factors through the data of 3.6 then it factors through Z → X. This is used in the relative version of resolution where one begins with (X, Y ) with Y Poincaré, and then wants to lift Y to get a Poincaré pair (Z, Y ). Again for odd dimensional X a secondary invariant is needed for the first case outside the given dimension range.
3.8 Proof of 3.6. For purposes of induction we generalize the statement a bit.
(1) Y → X is a map of n-complexes that is n − r + 1-connected, and at least 2-connected; (2) D is a chain complex as before;
with vanishing relative homology as before, above r + k; and (5) r > 2 and s ≤ n ≤ 2r − 2, as before.
The conclusion is that there is Z → Y , a factorization of W as before, and a factorization of the chain map through a simple chain equivalence
This statement reduces to the case where D is concentrated in one dimension, as follows. Let D ≤t denote the r-skeleton of D (groups in dimension t and below). Replace D by D/D ≤t in the hypotheses, then we have a problem with shorter chain complex. If this has a solution Z r → Y then this defines a new problem with Z r → X and chain complex D ≤r , again with shorter complex. A solution to this second sub-problem gives a solution to the original problem. If we know problems with complexes concentrated in one dimension (s − r = 1) can be solved then we can use this reduction procedure to prove the general case by induction on s − r.
The next step is to arrange a nice CW structure. This is not fully necessary but it clarifies the argument. First note that the chain map of relative chains in (4) is equivalent to a chain map
Lemma A. There is a CW structure on Y and a based subcomplex E ⊂ C * (Y ) of the cellular chains so that
(1) C * (Y )/E = D, and the suspension of the quotient is homotopic to the chain
is a basis-preserving isomorphism on cellular chains above dimension r + k.
Proof. A simple mapping cone construction gives a chain complex equivalent to C * Y with a subcomplex E satisfying (1). There is an induced chain map C * (W ) → S k E⊕C * (X) that has vanishing relative homology above dimension r, by hypothesis 3.6(4). But this means we can manipulate E to get the map to be the identity in these dimensions. This gives the right chain complex. A theorem of Wall [W] shows there is a CW structure realizing this complex.
Wall's theorem is proved using the relative Hurewicz theorem to relate chains and cells. The same argument gives the following geometric refinement of conclusion (2). We use X ≤t to denote the t-skeleton of a CW complex.
is a cell whose class in the cellular chains is in the subcomplex E. Then the suspended cell
is homotopic to the image of the corresponding cell in (W ≤t+k , W ≤t+k−1 ).
We can now summarize the rest of the proof. The cells corresponding to generators in E are supposed to provide the complex Z. However they do not form a CW subcomplex: geometrically the attaching maps may hit the cells corresponding to generators in D. The plan is to move them off D. The main point is that the obstructions to doing this are in the stable range, and W gives a way to do it stably.
We set up the next step. Using the first reduction we may assume D is concentrated in dimension r. Also assume there is a nice cell structure as in Lemma A. Let ∆ × D r denote the r-cells of Y corresponding to generators of D (∆ is a discrete indexing set).
Disjointness hypothesis. The "disjointness hypothesis" for t ≥ r is (1) the non-D cells of Y of dimension less than or equal to t are disjoint from the interiors of the cells ∆ × D r , and
This is true for t = r. We proceed by induction upward on t: assume the disjointness hypothesis is true for t − 1 and move the t-cells to obtain it for t. The disjointness hypothesis for t = n is the conclusion of the theorem.
Assume the disjointness hypothesis holds for t − 1. Let Θ index the t-cells of Y , and let θ : Θ × S t−1 → Y ≤t−1 denote the attaching map. According to the disjointness hypothesis no cells of Y ≤t−1 are attached to the interiors of ∆ × D r so the centers have disk neighborhoods. Make θ transverse to the center points of ∆ × D r . The inverse image is a framed manifold P of dimension t − r − 1 that fits in a diagram
The framed bordism class of P in this diagram is the primary obstruction to moving θ off the disks, see [HQ] . We now stabilize. Write
The inverse image of the centers of the cells ∆×D r ×D k by the attaching maps of the t+k cells is exactly P ×{0} ⊂ S r−1 ×D k . Recall that by by the addendum to Lemma A the attaching maps of these t + kcells is homotopic in Y ≤t−1 × S k ∪ X × pt to the image of the attaching maps of the t + k-cells of W . However the disjointness hypothesis requires that the skeleton W ≤t+k−1 maps into the complement of the ∆ cells. This gives a homotopy of the attaching map of the stable Θ cells to be disjoint from the ∆ cells. Making the homotopy transverse to the centers gives a framed manifold Q with ∂Q = P in a diagram
Q has dimension t − r and Y ≤t−1 → Y ≤t × S k ∪ X × pt is n − r + 1-connected so we can pull Q back to fit in diagram (B) (up to homotopy, and extending the given maps on ∂Q). According to [HQ] this and the dimension restriction t ≤ 2r − 2 are enough to give a homotopy of θ off the ∆ cells. The dimension restriction follows from hypothesis 3.6(5) since t ≤ n. We expand on this after completing the proof.
The argument to this point gives a homotopy of the attaching map θ off the ∆ cells. Using this to move the Θ cells gives a new Y that satisfies condition (1) of the disjointness hypothesis for t. The last step is to change the map of W to satisfy condition (2).
Recall that the bordism Q used to construct the homotopy of θ came from a homotopy of the stabilization to attaching maps of cells of W . The unstable homotopy realizes exactly the same bordism. Thinking carefully about the construction shows this means the stabilization of the unstable homotopy can be identified with a part of the stable homotopy that achieves the disjointness. The consequence is that the remainder of the stable homotopy gives a homotopy of the stabilization of the new θ, to the attaching maps of the W cells, in the complement of the ∆ cells. This can also be done without thinking carefully. Get a homotopy from the attaching maps of the cells in W by composing the homotopy to the stabilization of the original θ with the stabilization of the homotopy of θ. The inverse image of the ∆ cells in this homotopy is the union of two copies of Q along P . P × I gives a canonical null bordism of this. This null bordism can be used to construct a homotopy of the homotopy, rel ends, to a homotopy disjoint from the ∆ cells.
The result is a homotopy of the images of attaching maps of the W t + k-cells to the stabilization of the new θ maps, and this homotopy stays in the complement of the ∆ cells. The union of this homotopy and the stabilization of the t-cells of Y give maps of the t + k-cells into Y × S k ∪ X × pt disjoint from the ∆ r-cells. These extend to a homotopy of W to a map satisfying condition (2) of the disjointness hypothesis.
This completes the proof of Theorem 3.6. We expand on the dimension restriction 3.6(5), its use in [HQ] to construct a homotopy, and the secondary invariant defined when it fails. The restriction implies first that 2(t − r) < t − 1, so Q → Θ × S t−1 can be approximated by an embedding extending the embedding of P . Second it implies that t−r +1 < r so the homotopy Q × I → Y ≤t−1 can be made disjoint from the centers of the r-cells. This requires explanation: ∂Q is the inverse image of the centers, and the homotopy ends with Q × {1} mapping to the centers. But a framing condition specifies how to move these off the centers, so the disjointness argument is applied to a slightly smaller copy of Q × I with ∂Q × I ∪ Q × {1} already disjoint and held fixed. Now suppose t = 2r − 1, the first case the dimension restriction does not apply. This means Q → Θ × S t−1 will generically have point self-intersections. These can actually be eliminated: the significance of Q is that it has boundary P , and we can assume there are no closed components. In this case point self-intersections of the image of Q can be pushed across the boundary. But this causes a problem with the homotopy. Recall that P is the inverse image of the centers of the ∆ cells so if Q is embedded then the interior of Q is disjoint from the centers. This is the beginning of the homotopy, so after the adjustment near the boundary we get Q × I → Y ≤t−1 with the whole boundary mapping disjointly from the centers of the ∆ r-cells. The inverse images of the centers gives an oriented 0-manifold essentially well-defined due to the disjoint-boundary condition. After taking homotopy data into account this gives for each Θ t-cell a bilinear form on the chain group D r . This is the secondary obstruction.
In the application to normal spaces the dimension restriction fails for r the lowest nonzero dimension in the case t = n, and n = 2r − 1. The quadratic boundary K is 2r − 2-dimensional and the lowest group in a highly-connected bordism is in the middle dimension. The secondary obstruction arises in working with the attaching map of the top cell of X, so it should be reasonable that the obstruction bilinear form is the middle-dimensional intersection form of K, restricted to boundaries of chains in (E, K). However the form vanishes on these boundaries. This is why 3.5 is true in odd dimensions, even though the dimension restriction 3.6(5) is not satisfied.
3.9 Topological hypotheses for 3.5. In this section we show how to get the data needed to apply 3.6 to prove 3.5.
The role of the map W → X × S k in 3.6(3) is to geometrically encode the duality map C n− * (X) → C * (X). We give a quick construction of a stable-homotopy approximation, then a more careful construction of the real thing.
The basic data for a normal space is a spherical fibration N → X and a spherical reduction of its Thom space, S → T N . (We omit dimensions here). The SpanierWhitehead dual of T N has chains that can be identified, via duality and the Thom isomorphism, with C * (X). The dual of the spherical reduction gives a map to a sphere: DT N → S. Multiplying by the projection to X gives DT N → S ∧ X + and this realizes the duality map on chains, though only with Z coefficients since the fundamental group gets lost.
Here is the careful version. N → X is a S r fibration, and the spherical reduction is (D n+r+1 , S n+r ) → (T N, pt). The Thom space is the union of the mapping cylinders X ← N → pt. Making the reduction transverse to N gives a closed codimension-0 submanifold R ⊂ D n+r+1 and a map (R, ∂R) → (cyl(N → X), N ). Next let U be a regular neighborhood of an embedding of X into D n+r+k+2 , for k > n + r. Approximate N by a CWN complex of dimension n + r (this can be done arbitrarily closely) and choose an embeddingN ⊂ ∂U so restriction of the neighborhood projectionN ⊂ U → X closely approximates the fibration N → X. Let V be a regular neighborhood ofN in ∂U . The complement ∂U − intV is the space W .
The pair (U, V ) is an approximation to (cyl(N → X), N ) so (R, ∂R) maps to it. Since k is large the complement of U is highly connected, and this map extends to (D n+r+1 , S n+r ) → (D n+r+k+2 , S n+r+k+1 ) so that the complement of R maps to the complement of U . Further this can be approximated by an embedding. By construction this embedding intersects ∂U inside V , so W = ∂U − intV lies in its complement. On the other hand since k is large this disk embedding is isotopic to the standard one, so its complement is homotopy equivalent to S k . This defines a map W → S k . Cross with the restriction of the neighborhood projection U → X to get W → X × S k . In dimensions up to n the map W → X ×S k looks like the identity map X → X, and on chains in high dimensions it looks like the k-fold suspension of the duality map C n− * X → C * X. In particular the relative chains C * (X × S k , W ) have the chain homotopy type of the k + 1-fold suspension of the quadratic boundary of X. If K → D is a highly connected bordism then it has trivial relative homology above the lowest nonvanishing dimension of D. Therefore W → X × S k and (1)- (4) of Theorem 3.6.
3.10 Numerical hypotheses for 3.5. Here we consider the dimension hypotheses of 3.6(5) applied to Poincaré resolutions. This is where 4 is seen to be a "high" dimension. The consideration divides into even and odd dimensions; we do 4 and 5 to be specific. Suppose X is a 4-dimensional normal space. The quadratic boundary is a 3-dimensional Poincaré complex, so has nontrivial chains in dimensions 0, 1, 2 and 3. A highly connected nullbordism has groups in dimensions 2 and 3, so the suspension has groups in dimensions 3 and 4. Thus r = 3 and s = 4. We see that r > 2, and s = n = 2r − 2 = 4. The dimension restrictions of 3.6 are therefore satisfied. Now suppose X is 5-dimensional. The quadratic boundary is 4-dimensional so has groups in 0, . . . 4. The suspension of a highly connected nullbordism has groups in 3, 4 and 5. Thus r = 3 and s = n = 5. r > 2 is satisfied, but 2r − 2 = 4 so 5 is just outside the range of 3.6(5). As explained at the end of the proof of 3.6 this means a secondary obstruction is encountered on the top cell of X. This can be identified with the self-intersection form on the middle-dimensional group of the bordism, so it vanishes and the conclusion of the theorem still holds.
Controlled Poincaré resolutions
The main result in this section is the controlled version of the resolution theorem 3.5. This shows that the construction of controlled Poincaré spaces in the inverse system of §2 reduces almost entirely to the algebraic problem of finding good nullbordisms of controlled quadratic boundaries.
For controlled versions of Ranicki's chain theory see Yamasaki [Y], AndersonMunkholm [AM] , and Pedersen-Quinn-Ranicki [PQR] .
Controlled quadratic boundaries.
The property of being a normal space is "local" in the sense that an open set rel frontier inherits a normal structure. As a consequence the normal structure on chains can be defined on cellular chains of a fine triangulation, as an ǫ controlled normal complex over X itself. The quadratic boundary is then an ǫ quadratic n − 1-complex over X. This can be done for any ǫ. Composing with a map X → B gives controlled quadratic complexes over B. We discuss the formulation as obstructions later; here we are concerned with geometric consequences of triviality. )-connected normal map and the relative chains C * (X, P ) are ǫ equivalent to SE over B.
Theorem (Controlled Poincaré resolution). Suppose a compact finite dimensional metric ANR
All we will say about the proof of this is that the proofs of 3.5 and 3.6 are designed to extend to this setting, for instance in the use of chain complexes rather than homology. The extension should be straightforward given the background available in [Q3, Q5, Q6] and other places. A few key points: First the map W → X × S k constructed in 3.9 is controlled over X, and the stable cells provide a model for the controlled normal structure. Second, the mechanism for moving cells in 3.6 uses a Whitney-trick type procedure that changes things only near a submanifold that is almost an inverse image of points.
Highly connected bordisms and the Ranicki invariant
When applying the controlled resolution theorem some of the hypotheses can be arranged by general principles (particularly stability theorems) and careful choices of ǫ, δ. Some have to be done explicitly. One of these is the highly connected hypothesis 4.2(4), and we show how to get that in this section. A consequence is that vanishing of Ranicki's total obstruction of a Poincaré space is equivalent to existence of a homotopy equivalent controlled Poincaré space.
The objective.
To explain the construction we begin with a vague discussion.
In the construction of the inverse system in §2 we are given an ǫ Poincaré space, say X, and want to show that it is ǫ equivalent to a δ Poincaré space for much smaller δ. At scale δ all we know about X is that it is a normal space, with associated quadratic boundary. However the fact that X is ǫ Poincaré implies that the quadratic boundary is ǫ contractible. We plan to modify X using a δ nullbordism of the quadratic boundary. To avoid changing the ǫ homotopy type this nullbordism should also be ǫ contractible. The obstruction to the construction therefore concerns bordism classes of ǫ contractible δ quadratic complexes. This much can be handled by general principles. To apply the resolution theorem we also need the bordism to be highly connected, and this is done by modifying a general cobordism.
5.2 Proposition. Suppose X → B is a map of metric spaces and ǫ > δ are such that radius < kδ over X implies radius < kǫ over B for 1 ≤ k ≤ n, and X → B is (ǫ, 1)-connected over B. Suppose also that K → E is an n-dimensional δ Poincaré quadratic pair over X, and K, E are ǫ contractible over B. Then there is an nδ quadratic bordism of E rel K to E so that (1) E and the bordism are nǫ contractible over B, and
Section 3.4 shows how to obtain a highly connected bordism using the chain boundary construction and a skeleton of E/K. The boundary construction has a controlled version so to prove 5.2 it is sufficient to find appropriate skeleta.
5.3 Lemma. Suppose X → B, ǫ > δ as in 5.3, C is a δ chain complex over X that is ǫ contractible over B, and k is an integer. Then there is a kδ chain equivalence C → C and a based subcomplex D ⊂ C so that
If we add to the conclusions of 5.3: (4) If C i = 0 for i ≤ j, some j < k, then C i = 0 in the same range. then we get a statement that can be proved by induction on k from the special cases where C i = 0 for k ≤ k − 1. This special case reduces (as we show in 5.5) to a sort of splitting result:
5.4 Lemma. Suppose X → B, ǫ, δ are as above, and suppose c : C 1 → C 0 is a δ morphism of geometric modules over X and s : C 0 → C 1 an ǫ morphism over B with cs ǫ homotopic to the identity over B. Then there are modules D, E and a δ morphism D ⊕ E → C 1 ⊕ E over X so that the composition
Proof of 5.4. Since X → V is (ǫ, 1)-connected the morphism s over B lifts to a morphism (also called s) in X. This morphism is a linear combination of paths beginning at points in the basis of C 0 and ending at points in C 1 . These paths have radius < ǫ measured in B. The plan is to subdivide them into segments of radius < δ in X.
Introduce the notation θ t : I → X for t ∈ T for the paths in the morphism s. There are finitely many of them so there is n so that θ t restricted to a segment of length < 1 n has radius < δ in X. Define geometric modules E i for 0 ≤ i ≤ n with basis {θ t (
This is a geometric isomorphism with radius < δ that on the module level is the shift that takes the basis element θ t ( i n ) to the basis element θ t ( i+1 n ). Next recall that each endpoint θ t (1) is a basis element of C 1 , and define r : E n → C 1 to be the sum of paths of length 0 between these basis elements. Finally there is a morphism s : C 0 → E 0 : recall s is a linear combination of paths θ t . Defineŝ to be the linear combination with the same coefficients, of paths of length 0 from basis elements of C 0 to corresponding elements θ t (0). Now define a morphism
by: C 0 goes to E 0 byŝ, for i < n E i goes to E i ⊕ E i+1 by the identity minus the shift, and E n goes to C 1 ⊕ E n by −r plus the identity. Explicitly this has the identity in the upper left corner, cr for other entries in the first row,ŝ for other entries in the first column, and apart from this row and column hasŝcr in all places above the diagonal and 1 +ŝcr in all places on and below the diagonal. To see this is an inverse recall that s = rŝ and sc = id.
5.5 Proof of 5.3 from 5.4. The situation is that we have a δ complex · · · → C k+1 → C k → C k−1 → 0 that is ǫ contractible, and we want to split it at k. The contractibility implies there is an ǫ morphism s : C k−1 → C k with ∂s ǫ equivalent to the identity. Applying 5.4 gives modules D, E and some morphisms. The first step is to replace C * with the δ equivalent complex · · · → C k+1 → C k ⊕E → C k−1 ⊕E → 0. With this new complex we have a module D (the previous D ⊕ E renamed) with
Consider the complex
C * includes as a subcomplex, and this inclusion is a δ homotopy equivalence. On the other hand this also has ∂g : D → C 0 as a subcomplex, and this satisfies the conditions of 5.3 to be an ǫ-contractible k-skeleton. This proves 5.3 in the special case that C vanishes below dimension k − 1. As explained above this case implies the general case by induction on the number of nonvanishing dimensions below k.
5.6 The Ranicki total obstruction. Suppose X is an n-dimensional Poincaré space and ǫ > 0. Finely subdivided cellular chains have the structure of an ǫ normal chain complex. The quadratic boundary construction [R2] associates to this an ǫ quadratic n − 1-complex. Relaxing the ǫ control gives Z[π 1 X] complexes. The uncontrolled quadratic boundary is contractible since X is Poincaré over Z[π 1 X]. The equivalence class of this object is the obstruction.
5.7 Lemma, [PQR, R1, R2, RW] . The inverse limit of equivalence classes of equivalence classes of Z[π 1 X]-contractible ǫ quadratic n − 1 complexes over X is the fiber of the assembly map S s n−1 (X). The assembly map in question is
This element is defined slightly differently in [R1] . There X is made transverse to a dual cone decomposition of a fine triangulation of itself, giving a decomposition into a "chain" of normal n-ads. Then the chain construction is applied to these to get a "chain" of quadratic Poincaré n-ads. Such chains can be seen directly to represent elements in H lf n−1 (X; L L L). Here we are rearranging these ingredients slightly: we use controlled complexes as "chains", and a transversality construction is used in the proof that this also gives homology [PQR] .
5.8 Proposition. Suppose X is a compact n-dimensional Poincaré space with vanishing Ranicki obstruction and n ≥ 4. Then for any ǫ > 0 there is a degree 1 normal map X 1 → X with X 1 ǫ Poincaré over X.
There is a converse using the stability theorem: if there is an ǫ controlled Poincaré space the ǫ term in the inverse system defining the invariant is trivial. But for sufficiently small ǫ this implies the inverse limit element is trivial.
Proof of 5.8. According to 4.2 there is δ so that if there is a highly connected δ nullbordism of the quadratic boundary of the chains of X as a normal complex, then there is an ǫ Poincaré resolution. According to 5.2 there is a γ > 0 so that if there is a γ nullbordism of the quadratic boundary then there is a highly connected δ nullbordism. Finally the vanishing of the inverse limit obstruction means that for arbitrary γ > 0 there is a γ nullbordism.
Local 1-connectedness and the inverse system
Here we describe the remaining ingredients needed to continue the inverse system of §2 beyond X 1 . The main new one is a way to arrange things to be locally 1-connected.
The situation is X i → X i−1 → X i−2 with X i ǫ i Poincaré and relatively (ǫ, n 2 )-connected over X i−1 and X i → X i−1 an ǫ i−1 equivalence over X i−2 . We want to find X i+1 satisfying similar conditions. We defer to [BFMW1] for the full story of how to choose all the ǫ, δ to get this to work. X i+1 is obtained from the controlled resolution theorem 4.2, but for this we need for some very small δ:
(1) X i → X i−1 is (δ, 1)-connected over X i−1 ; and (2) there is a highly connected δ nullbordism of the quadratic boundary of the chains of X i . The ingredients for (2) are now available. First by 5.2 an arbitrary γ nullbordism for appropriate smaller γ gives a highly connected δ bordism. Existence of an unrestricted bordism would follow from vanishing of the Ranicki invariant in S s n−1 (X i ). However this is homotopy invariant, and X i → X i−1 is a homotopy equivalence, so it is sufficient to see that the Ranicki invariant of X i−1 is trivial. This is implied by the existence of the Poincaré resolution X i → X i−1 and the stability theorem for the obstructions. In the full context of the theorem this vanishing is given as a hypothesis.
Condition (1) is arranged using the following:
(1) X → X is an ǫ + δ homotopy equivalence over B, and
In [BFMW1] the analogous step uses a modification of a result of Bestvina [B] : if M → N is a relatively 2-connected map of manifolds of dimension ≥ 5 then it is homotopic to a UV1 map. Lemma 6.1 is quite a bit less sophisticated: the domain is allowed to change up to controlled homotopy, and the conclusion is for small but fixed δ rather than some δ → 0 limit. The advantages here are that the spaces need not be manifolds, and the dimension restriction is unnecessary. We sketch the construction.
Beware that in the notation used here there is a difference between connectedness and relative connectedness of a map. Roughly a map is n-connected if it induces isomorphism on π i , i ≤ n while it is relatively n-connected if the relative groups π i (X, Y ) vanish for i ≤ n. n-connectedness lies between relatively n-connected and relatively n + 1-connected. Note also that relative n-connectedness corresponds to n − 1-connectedness of the homotopy fiber of the map.
Relative 2-connectedness means: if there is a diagram
with (L, K) a relative 2-complex then there is r : L → X extending the map on K, and so that the composition L → X → Y is ǫ homotopic to the original map.
To begin the construction of X we apply the relative 2-connectedness condition to universal choices for K, L. Approximate X, Y by CW complexes with cells of diameter < δ, and the map by a cellular map. By attaching a very thin mapping cylinder of X → Y to Y we may assume X → Y is an inclusion. Next let K ⊂ X be the 1-skeleton of X, L ⊂ Y the 2-skeleton of Y . According to the connectedness hypothesis there is a lift r : L → X. Define X 1 to be the relative mapping cylinder of r on (L, K). Explicitly this is X ∪ K × I with {0} × K identified with its r image in X and (t, k) with k ∈ K, t ∈ I identified with k ∈ X. The connectedness hypothesis further provides a homotopy of the composition of r back into Y with the original inclusion. This homotopy gives a map on the mapping cylinder, so X 1 → Y extending X → Y . Finally note that since the homotopy has radius ≤ ǫ in B, the mapping cylinder deformation retraction of X 1 to X is an ǫ homotopy equivalence over B.
The map X 1 → Y has a δ lifting property for 2-complexes: if L → Y is a 2-complex then there is a δ homotopy into the 2-skeleton, and this lifts to the copy of the 2-skeleton in X 1 . There is a partial relative version: if there is a diagram like 6.2, but with L mapping into X then there is a relative lift. We may assume that the δ homotopy of K into the 2-skeleton of Y extends a homotopy of K into the 1-skeleton of X. Since X 1 is a relative mapping cylinder relative to the 1-skeleton of X the standard lift of L to X 1 does not change L. However in general the relative part of the lifting property will fail for parts of L mapping into X 1 − X.
The second step in the construction repairs the failure of the relative lifting property and therefore gives relative δ 2-connectedness. Subdivide the cells in X 1 but not in X so they have diameter ≤ δ in Y . Let J denote the relative 1-skeleton. This is a 1-subcomplex with vertices ∂J ⊂ X so J union the 1-skeleton of X is the 1-skeleton of X 1 . Define θ : J × I → X 1 using the ǫ deformation retraction of X 1 to X. Note θ 1 (J ) ⊂ X and θ is constant on ∂J since ∂J ⊂ X. Define τ : J × I → X 1 to be the standard lift into X 1 of the composition of θ with the map to Y . Define X 2 = X 1 ∪ J × ∆ 2 with the following identifications:
(1) the edge J × ∂ 0 ∆ 2 = J × I is identified to its image in X 1 under θ;
(2) the edge J × ∂ 1 ∆ 2 is identified to its image under τ ; and (3) ∂J × ∆ 2 is identified with ∂J .
Note identifications (1) and (2) agree on the common vertex of ∆ 2 because θ 1 = τ 1 . Identification (3) makes sense because θ and τ are constant on ∂J .
The map X 2 → Y is defined using the linear projection ∆ 2 → I that takes ∂ 2 ∆ 2 to {0}, using the fact that θ and τ have the same images in Y . There is an ǫ deformation retraction of X 2 to X 1 by collapse through the free edges J × ∂ 2 ∆ 2 . Finally we verify that X 2 has the δ homotopy property for 1-complexes, and therefore is relatively δ 2-connected. Suppose K → X 2 is a 1-complex. By δ homotopy push it into the 1-skeleton. The part of K in X is equal to the standard lift of the composition to Y , so the constant homotopy gives a homotopy between them. The part not in X lies in J ×∆ 2 . The standard lift of its projection is obtained by projection to the ∂ 1 edge of ∆ 2 . The linear homotopy to this projection gives a homotopy of radius 0 in Y .
This completes the proof of Lemma 6.1, and the sketch of the theorems.
