Supplemental Methods

Statistical potentials
Four energy functions are employed, including our TSP along with native contact energy (NCE), a metric for the similarity to the input reference structure, a hydrogen bond potential (HB) (1) , the repulsive portion of the C  -level statistical potential (2) (called rDOPE-C  ) that is designed to prevent steric clashes, and a neighbor-independent torsional statistical potential TSP1. Each substage employs a slightly different combination of energy functions (E) as follows ,
,
The NCE energy is defined as ,
where d ij and d ij 0 are the distances between the α carbons of residues i and j for the current conformation and for the reference conformation (e.g., the initial model), respectively. N is the total number of residues, and the adjustable parameter υ controls the relative weights of contributions from local and non-local separations. The and are the crystallographic temperature B factors for the C α carbons of residue i and j, while is the average B factor for all C α carbons.
To optimize the backbone hydrogen bonds, a modified form of the geometry-dependent hydrogen bond potential of Kortemme et al. (1) is used. The DOPE-C β statistical potential is a distance dependent potential which has been derived from high-resolution PDB structures. Here, only the repulsive terms in DOPE-C β are retained to mimic a soft-sphere potential and prevent steric clashes. The attractive terms from DOPE-C β are unnecessary as the NCE term maintains the backbone close to the starting structure.
Structure refinement against the electron density.
Our real space refinement is performed with respect to the weighted 2mFo-DFc maps in one asymmetric unit. The program Phenix (3) is used to calculate the 2mFo-DFc maps in CNS file format, choosing the starting structure and reflections as the inputs. These maps are then converted to the Situs file format using the program Situs 2.5 (4), and the maps are then converted to a 3-D potential in NAMD in the DX file format using a grid spacing of 1 Å. If present, the electron density of any ligands is removed (including the DNA in the DNA-binding protein). The electron densities are retained for all explicit bound water molecules in the crystal structures. Secondary structures are maintained by constraining the backbone hydrogen bonds and dihedrals angles to the initial values of the first stage backbone-refined model. Peptide bonds are restrained to their pre-existing cis or trans configurations. All chiral centers are also restrained to their
original handedness. The file preparations are performed using the program VMD 1.8.8a1 (5) .
The protein structures (without ligands) plus their explicit bound water molecules are energy minimized for 20,000 steps within a uniform solvent having a dielectric constant of 80, along with an extra energy term dependent on the overlap between the electron density and the model (6) . Explicit water molecules are not moved during minimization. We modified the Charmm force field parameters to maintain the backbone bond lengths and angles closer to their ideal values by using two-to five-fold stronger force constants and slightly shifted mean positions. The relative weighting for the MDFF energy function is adjusted to optimize two competing metrics, ideal bond lengths and angles versus agreement with the density. Better agreement with the electron density improves the crystallographic R factors. During the initial stages of model building, maintaining an ideal bond lengths and angles may be more important than the detailed fit to the electron density because subsequent adjustments improves the fit to the density.
Disulfide brides are ignored in Stage 1. In Stage 2, they are handled according to standard molecular dynamics protocol, which puts in an explicit disulfide bond term (and can recover a bridge broken in Stage 1, if it existed in the input structure).
Calculation of crystallographic metrics.
Both manual intervention and TOP are real space refinements to the electron densities, usually using the 2mFo-DFc map; except that the former is a (tedious) residue-by-residue method, while the latter is a fully automated global procedure incorporating knowledge-based restraints. Moreover, manual refinement can be applied after the TOP procedure for further structural improvements. This extra step is not performed here because our goal is to assess the automated process although one example is provided to illustrate the possible improvement to a TOP-refined structure.
The R-work, R-free, and map correlation indices for the starting and ending structures are calculated using the program Phenix 1.7 (3). For each diffraction data set, 5% of the total observed reflections are randomly chosen and set aside for calculating the R-free for crossvalidation. Phenix is applied to determine the bulk solvent correction and the temperature (B) factor refinement including individual atomic displacement parameters (ADP) and TLS, starting from randomized B values to remove bias (allowing Phenix to recalculate the B values). The TLS groups are assigned either by chain ID or by Phenix default (for 2E74.pdb). No positional refinements are involved. The same Phenix protocol is used to calculate the Rwork, R-free, and map correlation indices for TOP's two stages, using the same initially assigned reflections.
Comparison to other methods
We compare TOP to the Phenix program implementing the "discard_psi_phi=false" option which keeps the dihedral angles restrained according to the CCP4 monomer library definitions. As a representative application, we chose a 1001 aa  protein at 2.85 Å resolution currently undergoing refinement. The TOP & Phenix algorithms, respectively, increase the number of  angles in the preferred region (according to COOT) from 76% → 87% & 81%; the average TSP score improves from 3.59 → 1.13 & 3.53, while the number of hydrogen bonds increases from 354 → 398 & 351 (Table S4) . Only the TOP algorithm generates a map with distinct  and PPII basins, as is observed in high resolution structures (Fig. S6 ).
The CNS program is capable of constraining a given  pair to stay near a user-specified value during its refinement procedure. Because a priori knowledge of the proper angles across the entire sequence is unfeasible (except in cases of molecular replacement where the model in question has previously been refined at high resolution), CNS's capabilities are not comparable to those of the TOP procedure.
The Coot program offers a real space refinement feature with torsional restraint option based on secondary structure. However, we find that it leads to locally distorted structures in regions with poor electron density and it is intended for segments shorter than 20 aa. To test Coots' regularize/real space refinement capability, we apply it to two regions of a 3.4 Å resolution protein at an early stage of refinement and obtain the following results. A 44 aa curved helix is refined/regularized in three separate segments due to the length limit. With "Use torsion restraints" and "alpha-helix restraints" options, the helix becomes straight and fails to fit into the electron density. For real space refinement against low-resolution map with poor side chain density such as in our starting model, Coot forces atoms of long side chains into the main chain densities, or even into densities of neighbor secondary structures. When Coot is applied to a second region, a 22 aa anti-parallel sheet-loop-sheet, the resulting densities in the 9 aa connecting loop are poor. Side chains atoms are completely misplaced after real space refinement and overlap with the main chain atoms, as observed with the curved helix. Consequently, the main chain hydrogen bonds are destroyed.
In the Program O, the Lego_loop tool allows the user to pick endpoints of a loop and scroll through possible options "rented" from a library of fragments from high-resolution structures. This procedure differs from our method in that it is manual, local, and relies on the existence of suitable fragments. Some regions of the protein may be amenable to this tool but not the entire protein.
Although the 'Backrub move" (7) appears similar to our double crank move, it is in fact entirely different, e.g., it does not involve  moves taken from a library of values in nonredundant high-resolution PDB structures. Rather, it focuses on rigid body motions about two C-C atoms in two residues separated by 1-11 amino acids with a specific side chain compensation (e.g., see Figure 1 in (7)). Backbone hydrogen bonds are defined when the amide nitrogen and carbonyl oxygen are within 3.5 Å and the angle between the N-H and O=C bond vectors exceeds 145°. 3 The values in parentheses are the R and R-free values calculated where the more stringent maps generated after excluding the free reflections are used in the real space refinement stage of TOP. 4 As defined by the program COOT (8). Figure S1 . TOP selects native-like angles. Starting from a low resolution crystal structure of HIV reverse transcriptase (3HVT), the first, backbone-only refinement, stage of TOP selects angles that on average are closer to those observed in a medium resolution crystal structure, as illustrated with RamaMaps. Figure S6 . The Ramachandran map of a 1001 aa  protein is noticeably improved after application of TOP as compared to that generated by Phenix using the discard_phi_psi option=false or true options (see Table S4 ).
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