We present a local C 1 spline interpolation scheme based on circular Bernstein-BÃ ezier polynomials. The complexity of the spline can be signiÿcantly reduced by removing knots from the spline without perturbing the spline more than a given tolerance. We give the details of our approach and include some numerical examples.
Introduction
Bernstein-BÃ ezier polynomials are useful tools for constructing splines and parametric curves, and they play an important role in ÿtting functions to data and in approximating complicated functions. Alfeld et al. [1] introduced the theory of circular Bernstein-BÃ ezier (CBB) polynomials which parallels the theory of the classical Bernstein-BÃ ezier polynomials. These circular polynomials are useful because they can provide insight into current research in representing sphere-like surfaces.
The CBB polynomials can be used to construct a local spline interpolation scheme similar to the shape-preserving interpolation schemes based on C 1 quadratic splines developed in [6, 8, 3] . A local interpolation method is often preferred over a global method because of computational e ciency. Local interpolation methods are useful components of knot removal strategies for splines (See [9, 4] for examples of knot removal algorithms). When a knot is removed from a locally constructed spline function, the change in the spline is contained within a small neighborhood of the removed knot. This allows for e cient data-reduction strategies such as the one outlined in this paper. In particular, we describe an algorithm that approximates a given function or data set by a CBB spline of degree 2 using a small number of knots, and hence, a small number of circular polynomial pieces.
Circular Bernstein--BÃ ezier polynomials
We begin by making several deÿnitions. Given t 1 ; t 2 such that 0 ¡ t 2 − t 1 ¡ and an integer d ¿ 0, the circular Bernstein basis polynomials of degree d are
; i = 0; : : : ; d; t 1 6 t 6 t 2 :
We call
a CBB polynomial of degree d. These polynomials were ÿrst studied in [1] , where it was shown that the polynomials {B
form a basis for the space of trigonometric polynomials of degree d. The authors also presented a deCasteljau algorithm for e ciently evaluating the polynomials, a subdivision algorithm, a degree-raising formula, and other properties naturally associated with polynomials of this type. To date, these polynomials have not been used in a local spline interpolation scheme. In this paper we give the details of such a scheme and also explain how the complexity of the spline can be signiÿcantly reduced without perturbing the spline more than a given tolerance.
Motivation for choice of basis functions
We will ÿrst discuss the shape-preserving quadratic polynomial splines mentioned in the introduction. In [8] , the following problem was presented: Problem 3.1. Let t 1 ¡ t 2 , and suppose z 1 , z 2 , s 1 , s 2 are given real numbers. Find a function s ∈ C 1 [t 1 ; t 2 ] such that s(t i ) = z i and s (t i ) = s i , i = 1; 2.
It was shown in [8] that this problem can be solved using a quadratic polynomial if and only if (
In response to this result, it was also shown in [8] that Problem 1 can always be solved using a quadratic spline with one knot:
Lemma 3.2 (Schumaker, 1983) . For every t 1 ¡ ¡ t 2 , there exists a unique quadratic spline s with a (simple) knot at solving Problem 3.1. In particular we can write
with
The choice of ∈ (t 1 ; t 2 ) in Lemma 3.2 is arbitrary, but the author establishes an algorithm for which choices of in prescribed intervals produces a spline that preserves the shape of the data or function (in particular, monotonicity and convexity). In [3] the authors present two algorithms similar to the one found in [8] and provide error bounds.
We revisit Problem 1 using CBB polynomials and present this related result:
Proof. Let
The conditions p(t 1 ) = z 1 and p(t 2 ) = z 2 force A = z 1 and C = z 2 , respectively. Considering the conditions p (t i ) = s i , i = 1; 2 leads to
Both equations can be solved for B, with B = s 1 sin(t 2 − t 1 ) + 2z 1 cos(t 2 − t 1 ) 2 and
The desired condition follows when the two right-hand sides above are set equal and the resulting equation is simpliÿed.
The circular Bernstein--BÃ ezier spline element
The results from the preceding section provide motivation to develop a local spline interpolation scheme based on CBB polynomials of degree 2. The building block of this method is the spline element described in the following theorem where we follow the approach of Lemma 3.2.
Theorem 4.1. Let [t 1 ; t 2 ] be a ÿxed interval, and lett lie in its interior. Suppose z i and s i are given for i = 1; 2. Then there exists a C 1 CBB spline of degree 2, with one knot att such that p(t i ) = z i and p (t i ) = s i for i = 1; 2.
where
The formulae for the coe cients are produced when the desired interpolation conditions are enforced.
Computing an initial spline
Suppose we are given data {(t i ; z i )} n i=1 resulting from an experiment or from a known function. The interpolation theorem stated above can be applied iteratively to produce an initial CBB-spline s (0) of degree 2 that interpolates the data {(t i ; z i )} n i=1 . Most often the slope values s i required by the theorem are not readily available, but they can be approximated by one of several established methods. We choose to approximate the slopes s i in the following way. Let 1 6 i 6 n − 1 and let i = (z i+1 − z i )=(t i+1 − t i ). For i = 2; : : : ; n − 1 let
Slopes at the endpoints are computed using
The nonzero values for the interior slopes are calculated using the harmonic mean of i−1 and i . This procedure for assigning slopes can be found in [3, 6] . (See [6, 9] for the approximation and shape-preserving properties of the C 1 quadratic splines using these slope assignments.) The harmonic mean was also used to assign slopes in [2] .
Once the initial spline has been computed, there is no reason to distinguish between the knots at the t's and thet's, the inserted knots. Therefore, all information for the spline can be stored and referenced conveniently.
Removing knots from the spline
We follow the knot removal approach outlined in [9] , which produces a sequence of spline approximations s (k) . As the initial spline s (0) is computed, a weight is assigned to each pair of interior adjacent knots indicating how much the spline will change if those knots are removed and a single knot is inserted as required by Theorem 4.1. The pair of knots with the lowest weight is removed and a new spline s (1) results. Because the spline is locally deÿned, the coe cients for only two polynomial pieces need to be recalculated to produce s (1) . This process can be repeated iteratively to remove knots from the spline while keeping the new knot-reduced spline s (k) within a given tolerance of the original. The algorithm terminates when it is not possible to remove additional knots without exceeding the tolerance. In the sequence of approximations, changes made in each spline are local, yielding a computationally e cient algorithm. (1) for j = 1; : : : ; N − k − 2, compute weights w
, where s j , k = k + 1, and return to step (1).
Discussion
This algorithm can be found in [9] . The { An important feature of this algorithm is that the slopes from the knots of the initial spline s (0) are used whenever those knots appear in the subsequent spline approximations s (k) of the knot removal algorithm. Although it is possible to recalculate these slopes using the formulae in Section 5, these recalculated slopes do not represent the shape and behavior of the initial spline as well as the original slopes of s (0) do. Finally, in the examples provided in the next section, we use the discrete uniform norm to calculate the weights. These are computed by ÿnding the maximum value over a ÿne mesh of equally spaced points.
Examples
The algorithm described in this paper was implemented in Mathematica. For the following examples we give graphs for tol = 0:1. For the other values of the tolerance the graphs of the initial splines and the knot reduced splines are indistinguishable.
Example 7.1. The function sin 5x=x was sampled on a set of 301 equally spaced points on the interval [0; 5] to produce a data set of the form {(t i ; z i )}. An initial C 1 CBB-spline of degree 2, s (0) , was constructed. Table 1 shows the number of remaining interior knots for several runs of the knot removal algorithm using varying values for the tolerance. Fig. 1 shows the initial spline s
together with the spline corresponding with tolerance 0.1. In this case we were able to remove all but 15 interior knots.
Example 7.2. The function √ x was sampled on a set of 101 equally spaced points on the interval [0; 5] to produce a data set of the form {(t i ; z i )}. An initial C 1 CBB-spline of degree 2, s (0) , was constructed. Table 2 shows the number of remaining interior knots for several runs of the knot removal algorithm using varying values for the tolerance. Fig. 2 shows the initial spline s (0) together with the spline corresponding with tolerance 0.1. In this example we were able to remove all but 12 interior knots. 
Remarks
Remark 8.1. The spline approximation algorithm outlined in this paper appears to preserve the shape properties of the original function very well. Initial attempts to develop and implement a shape-preserving component in our algorithm were unsuccessful. It could be more e cient to use a di erent set of trigonometric basis functions with known shape-preserving properties (see [5, 7] and references therein).
Remark 8.2. CBB polynomials of higher degree could be used to devise locally constructed approximating splines similar to the one presented here. For comparison purposes we used the following result to build a CBB polynomial spline of degree 3.
Theorem 8.3. Let [t 1 ; t 2 ] be a ÿxed interval, and lett lie in its interior. Suppose z i ; s i , and w i are given for i = 1; 2. Then there exists a C 1 CBB spline of degree 3, with one knot att such that p(t i ) = z i , p (t i ) = s i , and p (t i ) = w i for i = 1; 2.
Proof. Let where =t − t 1 and ÿ = t 2 −t:
The algorithm based on degree 3 polynomials provided an initial ÿt comparable to the algorithm provided in this paper for degree 2. However, fewer knots were removed from the degree 3 splines when the knot removal algorithm was applied to the examples in Section 7.
