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Abstract 
 
In this work, we propose a novel, generic and systematic approach of modelling and controlling 
the assets in a microgrid under multiple stochastic loads. The proposed model inherently 
accounts for multiple and diverse energy carriers, handles multiple random loads with time 
dependant importance and supports the use of both load forecasting tools and demand side 
response strategies. The main modelling concept is based on a state space representation that 
transforms the power network into a hybrid dynamical system and the implemented energy 
management strategy into the evolution operator. The model integrates structural, temporal and 
logical features of smart grid systems in order to identify and construct multiple different 
energy management strategies which can then be compared with respect to their ability to best 
serve the considered demands. The proposed modelling approach is used to derive 20 energy 
management strategies considering both demand side response and forecasting, using data from 
a real hybrid energy system (built in Greece) which combines renewable sources with electrical 
energy and hydrogen storage. The obtained results are analysed through a multi-criteria 
assessment method and compared with a standard energy management strategy, previously 
proposed and tested in a similar system. The comparison shows that the use of a novel energy 
management strategy with demand side response enables 28%, 68% and 50% reduction in the 
use of the back-up, fossil-based generator, the electrolyser and the fuel cell, while maintaining 
the battery state of charge within a desired operational range over a period of one year. 
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Nomenclature 
Acronyms 
DSR Demand side response 
EMS Energy management strategies 
MILP Mixed integer linear programming  
MPC  Model predictive control 
Symbols 
ai,j  Weighting coefficient 
BAT  Battery 
DSL  Diesel generator 
EL  Electrolyser 
FC Fuel cell 
Flow Set of flows 
FT Fuel tank for hydrogen 
 
j
m n
F t  Flow of j from node m to node n 
G Set of EMS 
L Logical operator 
H2O Water 
H2 Hydrogen 
OF Objective function 
PV  Photovoltaic panels 
 Pow Electrical power 
 
k
L
P t  Loads  
 
k
R
P t  Probabilities 
j
i
P  Amount of energy or matter that may be converted by the i
th unit 
C o n v
R s  Set of converters 
A c c
R s  Set of accumulators 
S State space 
 
l
S O A cc t  State of accumulator l 
s State of microgrid 
G
js t  
Standard deviation of OF 
*
,i jx  
Scaled OF 
 i t  State of converter i 
 
A vl
i
t  Boolean variable that determines the availability of using converter i 
 
R e

q
i
t  Boolean variable that determines the requirement of using converter i 
 
G en
i
t  Generic condition for converter i 
 
L D
i
t  Boolean variable that determines the probability of having high load 
G
j
 Mean value of OF 
l
S O A c c
i
  Boolean variable that quantifies a statement for converter i based on 
accumulator l  
Φ Evolution operator 
1. Introduction and research hypothesis 
 
1.1 Microgrids and distributed generation 
Microgrids that employ hybrid energy storage systems have received significant attention in 
recent years as a means of exploiting distributed renewable energy sources. They often 
incorporate multiple types of equipment to transform different types of energy sources into 
power (e.g. Photovoltaics, Wind generators etc.), while commonly considered storage options 
include batteries or hydrogen infrastructure, to name but a few (Olatomiwa et al., 2016;  Frank,  
et al., 2018; Orosz, 2018 et al., 2018; Drgoňa et al., 2018). Storage is very important in order 
to enable highly intermittent energy sources to be seen by the grid as dependable power flows. 
However, together with different energy transformation options they result in the need to 
combine equipment of heterogeneous technical and temporal operating characteristics. This 
causes significant complexities pertaining to the selection of the appropriate energy 
transformation or storage option, of the amount of energy to be transformed or stored and of 
the appropriate time instant to initiate or terminate the operation of the corresponding 
equipment (Giaouris et al., 2015). Furthermore, such systems are often required to serve 
multiple different loads which are driven by variable and often difficult-to-predict demands 
(Silvente et al., 2015).  
To address these challenges, published research includes a wide collection of works on energy 
management of the power generation (Korkas et al., 2016; Marzband et al., 2013), storage 
(Vivas et al., 2018; Olatomiwa et al., 2016), energy routing (Baker et al., 2015; Mishra et al., 
2014) and demand sides of such systems (Khan et al., 2016). Decisions regarding the 
equipment and energy carrier to use, the instant of their initiation and the duration of their 
operation are implemented through Energy Management Strategies (EMS). The employed 
EMS either result from optimization approaches (Khan et al., 2016) or from a predetermined 
but non-trivial set of options (Vivas et al., 2018; Olatomiwa et al., 2016).  
1.2 Derivation of energy management strategies 
Optimization approaches (Korkas et al., 2015) employ generic models which are able to capture 
a wide range of connectivity and temporal interactions among different systems and optimize 
their design (e.g. capacity) or operating characteristics using specific criteria. For example, the 
works of Parisio et al. (2014) and of Arnold et al. (2009) employ generic models for non-linear 
model predictive control of a hybrid system. Chen et al. (2014) employ a generic transhipment 
model in a Mixed Integer Linear Programming (MILP) formulation for the optimum design of 
hybrid systems. Silvente et al. (2014, 2015a) employ a generic representation model for 
simultaneously planning energy supply and demand in a rolling horizon optimization 
framework implemented as a MILP. The work is further extended by Silvente et al. (2015b) to 
improve the temporal representation so that they can account for both discrete- and continuous-
in-time decisions. Zhang et al. (2018) propose the optimization of a multi-microgrid system 
under uncertainty in a bi-level, non-linear optimization formulation. The solution approach 
employs a sub-problem optimization step, addressing the continuous variables, while for each 
optimum solution a master problem is solved for the discrete variables. Marzband et al. (2014) 
address performance optimization and scheduling of microgrids using a stochastic optimization 
algorithm with variation in the load consumption model. These are a few indicative works of 
generic models used in optimization formulations, whereas an inclusive review is presented in 
Khan et al. (2016). Such models are clearly very useful as they can identify efficient EMS from 
numerous options considering economic and operating criteria, while they can also be 
implemented for short-term decision making in the course of the system operation. However, 
they also include shortcomings due to the combinatorial complexity and the highly non-linear 
and often non-convex mathematical models that require increased computational effort in order 
to reach optimum solutions. Similar issues are highlighted in both Vivas et al. (2018) and 
Parisio et al. (2014) who indicate that constraints and options are often omitted, especially in 
cases of on-line decision making, to facilitate computations.  
On the other hand, predetermined EMS are mainly developed based on engineering 
understanding of the system operation and requirements; they incorporate practical constraints 
to ensure both efficient and reliable system operation. They have been used widely for optimum 
design of hybrid systems (e.g. Giannakoudis et al., 2010; Papadopoulos et al., 2012) and are 
chosen particularly in cases of real-time decision-making during system operation (Vivas et 
al., 2018) as they have no detrimental effects on computations. It is worth noting that among 
the approximately100 publications recently reviewed by Olatomiwa et al. (2016) there are only 
4 that investigate two different EMS (Ipsakis et al., 2009; Comodi et al., 2015; Tribioli et al., 
2016; Zaibi et al., 2016) and 4 more that investigate three different EMS (Dursun and Kilic, 
2012; Castañeda et al., 2013; Behzadi and Niasati, 2015; Upadhyay and Sharma, 2016). The 
rest of the publications consider only 1 EMS. Giaouris et al. (2013) have been the only authors 
to investigate the impact of 20 different EMS on the performance of up to 3 interconnected 
microgrids containing different power generation and storage options. They showed that the 
selection of an appropriate and non-obvious EMS out of a rich pool of options enables 
significant operational improvements. In the case of the investigated hybrid systems it reduced 
the usage of the fuel cell and the electrolyzer hence enabling extension of their operational 
lifetime and less frequent maintenance, while the use of externally generated electricity to 
satisfy the load was also minimized. Unlike previous works which derived a small number of 
EMS from mainly case-specific models, Giaouris et al. (2013) developed a generic model 
which allowed the easy representation and extraction of multiple EMS. The model was later 
implemented in a model predictive control (MPC) framework for adaptive, short-term selection 
and implementation of the most efficient EMS during system operation (Giaouris et al., 2015) 
and for adaptive on-line derivation and implementation of new and efficient EMS arising from 
an initial set of very few predefined options (Giaouris et al., 2016). It has to be noted that these 
works were based on a similar methodology but it was not sufficiently generalizable in order 
to take into account all the assets in any hybrid energy system, we did not consider multiple 
stochastic loads, DSR and usage of forecasting tools.  
Regardless of the approach used to identify efficient EMS, the consideration of multiple 
different loads with variable profiles is very important too. Unless such characteristics are 
accounted for during the EMS identification, the resulting EMS will not be able to serve them 
efficiently. The use of multiple loads has been recently addressed with optimization algorithms 
for planning under uncertainty in Silvente et al. (2017), which also provided a review of recent 
developments in cases of microgrid management considering multiple loads. Cagnano et al. 
(2018) solved a constrained dynamic optimization problem to determine the optimum control 
actions in isolated microgrid systems, considering multiple pre-specified load profiles. While 
these models are very useful for planning and design, the previously reported challenges are 
amplified when it comes to real-time decision making, due to the added complexity of 
uncertainty. On the other hand, Yi et al. (2017) consider multiple loads in the context of 1 EMS 
whereas Fendri and Chaabene (2016) as well as Koohi-Kamali and Rahim (2016) also consider 
multiple loads with a prioritization scheme, again in the context of 1 EMS. These recent works 
(complete reviews available by Vivas et al. (2018) and Olatomiwa et al. (2016)) indicating the 
lack of investigation of multiple different EMS in the presence of multiple loads or the 
consideration of stochasticity in multiple loads.   
 
 
 1.3 Research Hypotheses and Objectives 
It is clear from the aforementioned analysis that for complex microgrids that utilise multivector 
energy systems with several assets that must serve multiple goals, it is necessary to be able to: 
 Employ multiple EMS 
 Apply DSR  
 Use forecasting tools  
Based on this statement the research hypotheses that will be tested in this paper are: 
1) A generic modelling tool, that combines the assets of the microgrid and at the same 
time can be used to easily create and investigate multiple EMS including DSR and 
forecasting.  
2) This modelling procedure can easily be generalised to any microgrid.  
3) Using multiple EMS combined with DSR and forecasting tools in hybrid energy 
systems greatly enhances their performance and efficiency, it increases their lifetime, 
reduces the usage of fossil fuel, and in general utilise better the assets in the energy 
system.  
4) The usage of DSR and forecasting tools greatly improves the response of hybrid energy 
systems with multiple stochastic loads. 
 
Unlike all previous approaches to the investigation of more than one EMS, which are based on 
empirical consideration of a small number of different options for specific systems, our generic 
model can be used to consider numerous different EMS, DSR and forecasting realizations 
simultaneously. This is made possible as our model integrates structural, temporal and logical 
features in order to identify and construct multiple different EMS which can then be compared 
with respect to their ability to best serve the considered demands. Probability distributions are 
used to determine potential, time-dependent, future load demands, which are accounted for 
inherently by the proposed model. Furthermore, the model can be combined with optimization 
algorithms for real-time decision making and short- or long-term planning of microgrid 
operation. Finally, by selecting specific profiles for the power generation/consumption or 
stored energy (in any form) the system can be controlled such that it behaves as a virtual power 
plant (Zamani et al. 2016;  Xiong et al., 2018;  Cervantes et al., 2018) and hence can offer 
several ancillary services to the main power grid.  
 
 
2 Proposed methodology based on graph theory and state space models.  
2.1 General concept 
Any hybrid energy system can be considered to be a set of power sources (which can be 
renewable energy sources (RES)), loads, storage equipment and other devices that facilitate the 
exchange of energy and/or matter. Representing a microgrid as a directed graph is a well-
known approach, see Giaouris et al. (2013), and it has been shown to greatly simplify the 
analysis, study, design and ultimately the optimum operation of hybrid energy systems. In that 
respect each device is represented by a node and the interconnection between the devices by 
an arrow (an edge) that shows the flow of energy/matter between 2 nodes.  
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Figure 1: Hybrid energy system taken as a case study, a) Schematic Diagram, b) Directed Graph 
 
We start by illustrating some major concepts of our model through the system of Figure 1. We 
then generalize these concepts in the next sections within a representation which can be applied 
in any hybrid energy system with multiple energy carriers. The system of Figure 1 consists of 
PV (photovoltaic panels), a BAT (battery), a FC (fuel cell), an EL (electrolyser), a FT (fuel tank 
for hydrogen), a WT (water tank) and a DSL (diesel generator) which is used as a back-up 
option. The microgrid feeds a series of local loads (and not just one constant load); each one 
has different power rating, different probability of being activated at any specific instant and 
different importance (some loads may not be allowed to be switched off during demand side 
response (DSR)). Furthermore (and as will be shown later) the comprehensive modelling 
approach in this paper, allows the EMS to use forecasting tools as well as a dynamic DSR 
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approach. It is also possible to have a grid connected microgrid and in that case the main power 
grid can be seen as another load and/or energy source. In this case, by imposing specific profiles 
on the behaviour of the overall hybrid energy system, we can force it to behave like a virtual 
power plant and hence offer several services to the main grid like enhanced frequency response.  
The proposed methodology is shown in Fig. 2.  Each device in the graph (Point 11) can be seen 
as a converter that converts one form of energy/matter into another, or as an accumulator that 
stores energy/matter. Hence, we can split the assets of the hybrid system into 2 sets, the set of 
the converters 
C o n v
R s and the set of the accumulators 
A c c
R s . For the system considered in this 
work these sets contain the following components  , ,
A cc
R s B A T F T W T  and
 , , , , ,
C o n v
k
R s P V D S L E L F C L D k  .  
As it has been mentioned above, the connection between two nodes is a flow of either energy 
(for example electrical energy in the connection of FC to BAT) or matter (for example hydrogen 
in the connection of FT to FC). The different types of flow define a set called Flow with 
 , 2 , 2F lo w P o w H H O . In this set Pow is electrical power, H2 is hydrogen and H2O is water 
stored in the water tank. For this case study an edge is possible to exist only between an 
accumulator and a converter (and vice-versa), i.e. the connection between two different 
accumulators is not considered as it can be represented by another accumulator.  
Hence, our directed graph consists of the following sets (Point 2): 
 Set of accumulators:  , ,
A cc
R s B A T F T W T  
 Set of converters :  , , , , ,
C o n v
k
R s P V D S L E L F C L D k   
 Set of flows:  , 2 , 2F lo w P o w H H O  
                                                 
1 These Points refer to Fig. 2 
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Figure 2: State space representation of a graph; numbers indicate points referenced in the text. 
2.2 State space representation of a graph 
Based on a similar concept to dynamical systems we can see the previous graph (and hence the 
microgrid) as a dynamical system (Point 3). To define any dynamical system we need to have: 
a) the set of its possible states (state space - S) and b) an evolution operator (φ) that will 
determine which specific state the system will have at a particular instant. In this respect the 
state s (Point 4) at a specific instant of a graph (i.e. of the microgrid) is given by the states of 
the nodes and edges defined as follows: 
 For the edges a state (Point 5) must describe its existence, and the type/amount of flow that 
it contains. This is represented by variable  
j
m n
F t  with j F lo w  and m, n two adjacent 
nodes. When the edge does not exist  
j
m n
F t
 
is zero.  
 For accumulators the state (Point 6) is the normalized2 amount of stored matter or energy, 
represented by variable    0,1 ,
l A cc
S O A cc t l R s   
 For the converters the state (Point 7) is their status (i.e. if they are activated or not) 
represented by variable    0 ,1 ,  
C o n v
i
t i R s  
Therefore the states sS of the graph are:
 
      , , , , , , ,
j l A cc C o n v A cc C o n v
m n i
s F t S O A cc t t l R s i R s m n R s R s j F lo w

       (1) 
Note that all these states are coupled together (as in typical dynamical systems) because the 
states of the edges (  
j
m n
F t ) depend on the states of the converters (  i t ), the states of the 
converters depend on the states of the accumulators (  
l
S O A cc t ) and the states of the 
accumulators depend on the state of the edges (  
j
m n
F t ). Also, the number of the state 
variables will be a lot smaller than is shown in (1) as for example it is not possible (in our 
system) to have the combination:    0 , 0
P o w
B A T E L E L
F t t

  . Also, note that this is also a hybrid 
state space model as it contains continuous (  
B A T
S O A cc t ) and discrete variables (  E L t ). 
 
2.3 Evolution operator 
The next step that is required, is to define the evolution operator φ (Point 8) such that given 
the state s in the state space S at an instant t0 we can determine the state at the moment t as 
    0,s t t s t   where  : S S . 
Effectively for our analysis this evolution operator is the energy management method that is 
used to control the microgrid and the principle of operation of the accumulators. As with 
dynamical systems we need a separate evolution operator for each state variable i.e. for our 
graph we need an evolution operator for each s S .  
 
2.3.1 Evolution operator for edges and accumulators 
For an accumulator l with a state variable SOAccl the evolution operator (Point 9) is effectively 
an integrator and it depends on its capacity Cl and the flows  
j
m n
F t  that are directed towards 
and away from the accumulator: 
   
   
1 2
1 2
1 , ,
 
 

    
 
C o n v C o n v
j j
k l l k
k R s k R sl l A cc
l
F t F t
S O A cc t S O A cc t l R s j F lo w
C
 (2) 
                                                 
2 Similarly to the definition of the state of charge. 
The evolution operator of an edge  
j
m n
F t
 
(Point 10) is defined as follows: 
     , , ,    
j j
m n i i
F t t P i m n j F lo w  (3) 
where 
j
i
P  is the amount of energy or matter per unit of time that may be converted by the ith 
unit and 
i
  is the state of the corresponding converter i. Variables
j
i
P  can be uncontrollable 
(like the flow of energy from the PVs) or defined by the energy management method and/or 
by the designer of the grid (for example the flow of energy from the FC).  
2.3.2 Evolution operator for converters 
The evolution operator for the converters (i.e. the variables εi) (Point 11) can be a complicated 
function that depends on the energy management method3. But in general we can state that it 
depends on four factors that can be represented by binary variables: 
1.  
A vl
i
t  which represents the availability of material or energy that will be converted (Point 
12). 
2.  
R e

q
i
t
 
which represents the demand for material or energy in a conversion (Point 13). 
3.  
G en
i
t  which represents other potentially desired condition(s) (e.g. like do not operate the 
FC when the DSL is activated) that are not associated with the above (Point 14).  
4.  
L D
i
t  which represents the probability of having a specific load demand (Point 15). 
The availability or demand of material or energy to perform a conversion depends on the state 
of the accumulators. This is quantified through a binary variable ρ that is 1 when there is 
availability or demand and 0 otherwise: 
   
   R e R e
 
 




l
A cc
l
A cc
A v l A v l S O A c c
i i
l R s
q q S O A c c
i i
l R s
t L
t L
 (4) 
where LAvl and LReq are logical operators that are applied on the variables ρ which in turn 
quantify the requirement and the availability of/from the accumulator l.  
The general condition can depend on a node or an edge but in most cases it depends on the 
state of other converters and therefore it can be defined as follows: 
    

 c
C o n v
c
iG e n G e n
i i
i R s
t L  (5) 
where again LGen is a logical operator.  
Finally, the definition of the variables  
L D
i
t  are shown in section 4 as they are used to 
completely replace the evolution operators for each device.  
 
2.3.3 Examples of  
j
m n
F t

,  
l
S O A cc t ,  
A vl
i
t ,  
R e

q
i
t ,  
G en
i
t  
To facilitate the aforementioned analysis let’s see the following devices/signals: 
 Flows to and from the FT:    
2 2
,
H H
E L F T F T F C
F t F t
 
 
 Evolution operator of FT:    
   
2 2
1
H H
E L F T F T F CF T F T
F T
F t F t
S O A c c t S O A c c t
C
 

    
 Evolution operator of EL:          
R eA vl q G en L D
E L E L E L E L E L
t t t t t         
                                                 
3 For example it can be the control laws of a model predictive controller. 
o Availability condition:      
B A T W T
A vl S O A cc S O A cc
E L E L E L
t t t      
      
B A T B A T
S O A c c B A T S O A c c
E L E L
t S O A c c t s tr t    
      
W T W T
S O A c c W T S O A c c
E L E L
t S O A c c t s tr t    
o Required condition:    
F T
A v l S O A cc
E L E L
t t    
      
F T F T
S O A c c F T S O A c c
E L E L
t S O A c c t s tr t    
o General condition:   1
A vl
E L
t    
In the Appendix we present all the equations for the devices shown in Fig. 1.  
It should be noted here that the evolution operator can be used in order to apply Model 
Predictive Control (MPC) strategies (Kneiske et al., 2018) by using forecasting tools and by 
setting goals and calculating the optimum path in order to achieve these goals. For example, in 
Giaouris et al., (2016) a goal was set in the values of the state of charge during the prediction 
horizon and then an optimum path was decided that must be followed in the state space during 
the control horizon. However, this work considered only a single, pre-determined load profile. 
On the other hand, an MPC scheme which uses only continuous variables, e.g. for controlling 
the fuel cell (Ziogou et al., 2018) can be extended, to include the integer variables and used to 
calculate the desired behavior for the evolution operator.  Furthermore, the inequalities 
presented could be used as a basis for the formulation of a MILP problem and combined with 
a receding horizon concept to form a rolling horizon optimization problem which is at the core 
of the MPC methodology. Finally, as it is clear from the aforementioned analysis, one of the 
strongest attributes of the proposed method is that it can easily be used in any real application 
that employs control schemes which use logical and relational operators without requiring 
heavy computations. The key factor, is to express the EMS as logical statements, to quantify 
them using relational operators and then apply logical operators to them.  
 
3.  Stochastic Loads, and Active Asset Control  
In most cases, the main requirement of hybrid energy systems is to satisfy the load(s) (or at 
least the most important ones), to avoid requesting energy from the main grid (if the system is 
grid-connected) and to minimize the usage of external electricity supply, which often comes 
from non-renewable sources. While this is a typical way of operating the system,  there are 
applications emerging where the hybrid energy system must behave like a virtual power plant 
(for example to export/import specific amount of power or to have specific amount of energy 
stored) or there are cases that specific loading and power generation conditions may require 
the EMS system to be significantly modified. For example, in cases where a forecasting tool 
predicts that a high demand will occur later in the day and that action must be taken earlier in 
order to prepare for that requirement. This is particularly important when several and random 
loads are being combined with intermittent RES. In this work we examine cases of multiple 
loads with various power ratings, different probability of being activated (being determined 
either from some form of load forecasting or from historic data) and time dependent importance 
(defined by the user/application). Hence the EMS must cope with cases where prediction tools 
or virtual power plant requirements request the activation/deactivation of specific assets. The 
method presented here approaches such requirements by using variables  
L D
i
t  in a versatile 
and flexible approach. As an example, in this work we need to activate devices that generate 
energy while at the same time deactivate assets that consume energy when there is a high 
probability of having a high load demand almost regardless of the available energy in the 
battery.  
More specifically we calculate/determine the probability of a specific combination of loads4 
being activated. To do that we calculate all possible combinations (or at least for the loads of 
interest) and we find the probabilities for all these combinations. So if we assume that we have 
k loads (of interest) then we must find the probabilities of 2k combinations. We will denote 
these probabilities as  
k
R
P t  and the corresponding loads  
k
L
P t .  
As an example, in this work, assume that in our system we have 3 loads  1 2 3, ,L D L D L D and 
at a specific instant t each one has a probability  1 2 3, ,P r P r P r  of being activated and to 
consume  1 2 3, ,P l P l P l  kW. Also for each load we assign a variable  1 2 3, ,Im Im Im that 
denotes its importance, which is between 0 and 1. In this scenario at instant t we can have the 
following events with their corresponding probabilities, Table 1. 
Table 1: Load probabilities 
Event,  
      1 2 3, ,L D t L D t L D t  
Power Consumption, 
kW,  
k
L
P t  
Probability,  
k
R
P t  
 
(1,1,1)      1 2 3P l t P l t P l t        1 2 3P r t P r t P r t   
(1,1,0)    1 2P l t P l t        1 2 31P r t P r t P r t    
(1,0,1)    1 3P l t P l t        1 2 31P r t P r t P r t    
(1,0,0)  1P l t         1 2 31 1P r t P r t P r t     
(0,1,1)    2 3P l t P l t        1 2 31 P r t P r t P r t    
(0,1,0)  2P l t         1 2 31 1P r t P r t P r t     
(0,0,1)  3P l t         1 2 31 1P r t P r t P r t     
(0,0,0) 0          1 2 31 1 1P r t P r t P r t      
 
Hence, by checking if any combination of loads  
k
L
P t  is higher than a predefined threshold 
(denoted as  
L D
i
s tr t ) and has a probability  
k
R
P t  higher than  
P ro b
i
s tr t we can completely 
alter the EMS and activate assets that generate energy (in this work the FC) and stop devices 
that consume energy (in this work the EL), Fig. 3.  
 
Calculate or determine 
probabilities of specific loads
Do we have a high probability 
for a high load?
No
Run the normal EMS
Yes
Activate converters that charge 
the battery and deactivate 
converters that consume energy
 
Figure 3: Graph of a hybrid energy system taken as a case study   
                                                 
4 For example if we have 2 loads with probability of being activated 30% and 60% by consuming 10kW and 20kW 
respectively, then the probability of having a load of 30kW is 18%, while the probability of having 0kW is 28%. 
Mathematically this is represented by defining  
L D
i
t  as: 
             , , , , ,P L
L P P L
L D L DL D L D L D L D P ro b L D L D
i i E L E L E L i R i E L i L i
t L R P t s tr t R P t s tr t        (6) 
where ,P LL D L D
i i
R R  are relational logical operators. 
Therefore the final evolution operator for the device i is found using a logical operator Li: 
          
R e
, , ,
A vl q G en L D
i i i i i i
t L t t t t      (7) 
 
4. Demand Side Response 
In the system of Figure 1, the FC and the BAT will supply energy to the system but it is possible 
to have a case where the energy deficit is such that the battery is being depleted and the 
SOAccBAT drops below a specific threshold that could cause accelerated degradation of the   
battery. Then the only option is to activate the DSL or to import energy from the grid if this is 
possible. But apart from this being undesirable due to environmental reasons there will still be 
a case where the load is so high that even with the DSL being activated, the SOAccBAT continues 
to drop or that the grid is already under a heavy demand and it is operating at its limits. In this 
case we have to see if it is possible to apply some form of demand side response (DSR) and 
force specific loads to be deactivated.  In order to include DSR in the proposed methodology 
we see a load like a converter and hence an expression similar to (7) can also be used here:  
         
R eA vl q G en L D
L D L D L D L D L D
t t t t t         (8) 
So in this work, if the SOAccBAT drops below a specific value and before the DSL is activated, 
DSR will check if specific loads can be nulled through  
i
L D
L D
t . More specifically, as before 
the DSR will check if there is a possibility of having a high load combination. Then we identify 
the loads that are in the unacceptable combinations and we check their importance. If their 
importance is below a predetermined threshold then this load is forced to be deactivated. Once 
this happens the importance of that load becomes 1 so that it will not be deactivated again at 
the next sample. If a load was not forced to be deactivated, we reduce its importance by 10%. 
This approach is considered for the application presented in this work. Different approaches 
may also be used for other applications and they can all be implemented using the proposed 
model. Obviously, the importance of the load can also be defined by the user in order to make 
sure that specific loads are never nulled.  
Hence, the DSR can be summarised by the following points: 
 Is the state of charge of the battery below a specific threshold? 
 If yes, then what is the probability of specific loads being activated? 
 Are there any combinations with high probability of a high overall load? 
 If yes, then check their importance. If they are not important loads stop them from being 
activated.  
 (In this work) Make the importance of the loads that were stopped from being activated 
1 (i.e. make sure that they will not be deactivated at the next sample), and reduce the 
importance of the loads that were not deactivated by 10%. 
A complete flow chart of the proposed methodology is shown in Fig. 4. 
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Figure 4: Block diagram of the proposed methodology that includes modelling of EMS, active asset 
control and DSR 
 
 
 
 
 
 
5. Implementation  
5.1 Energy management strategies  
In section 2 the proposed method was described and in sections 3 and 4  how to use the DSR 
tools was demonstrated as well as when and how  to alter the EMS when there is a probability 
of a high  demand (for example by a demand forecasting tool). In this section the suggested 
methodology is used to compare several EMS, study the system’s operation and as a result 
propose optimum control strategies. In order to be able to directly compare the novelty of the 
method presented in this paper, the initial 5 EMS presented in Giaouris et al. (2013) are used 
as a basis for comparing various EMS. These EMS, are discussed here briefly, but their 
mathematical representation is non-trivial and similar to the representation shown in the 
Appendix: 
 EMS1: Standard energy management method that will activate the FC to protect the BAT 
and the EL when there is an energy surplus.  
 EMS2: The hysteresis zone(s) are neutralised depending on the time of the year, for 
example there is no hysteresis zone for the FC during the summer. 
 EMS3: The length of the hysteresis zone cannot force the operation of an asset (like the 
FC) for more than 3 hours. 
 EMS4: The operation of specific assets depends on the time of the year (for example the 
FC is not activated during the summer regardless of the state of charge of the BAT). 
 EMS5: The activation of assets does not only depend on the stored energy but also on the 
energy surplus/deficit.  
In this work the EMS are evaluated in cases where we don’t account for DSR or Forecasting 
(EMS1 to EMS5), where we only account for DSR (EMS6 to EMS10) or Forecasting (EMS11 
to EMS15) and where we account for both DSR and Forecasting (EMS16 to EMS20). This 
generates 20 different combinations which result in different operating realizations of the 
system under investigation. 
 
5.2 Multi-criteria assessment  
Let the 20 EMS combination be part of a set   [1, 2 0 ]iG E M S i   .While an obvious goal is 
to ensure that the system is able to operate autonomously and without the use of the DSL, there 
are other operating requirements which need to be satisfied simultaneously as they affect the 
overall system operation with equal or lower importance to the use of the DSL. Such 
requirements include the activation of the FC and the EL which needs to be as low as possible 
in order to prolong the operation of these assets and avoid frequent maintenance. At the same 
time, it is necessary to maintain the system operation as much as possible within 
B A T
S O A cc  
limits of 31-90% and avoid as much as possible operation in 
B A T
S O A cc zones of 20-30% and 
91-100% which damage the operation of the battery. Such requirements can be interpreted as 
Objective Functions in a set: 
  
 
2 0 3 0 % 3 1 9 0 % 9 1 1 0 0 %
, , , , ,
a c t a c t a c t B A T B A T B A T
O F D S L F C E L S O A cc S O A cc S O A cc
  
   
 
which can be considered in an optimization problem formulation. For set G reported above, set 
OF may be considered in n a multi-criteria assessment problem formulated as follows:  
 
3 1 9 0 %
2 0 3 0 % 9 1 1 0 0 %
m a x
m in , , , ,
B A T
G
a c t a c t a c t
G B A T B A T
S O A c c
D S L F C E L S O A c c S O A c c

 
 
 
 
 
 
 (9) 
where subscript “act” refers to the number of times that the corresponding converter is activated 
within the desired time period and terms 2 0 3 0 % 3 1 9 0 % 9 1 1 0 0 %, ,
B A T B A T B A T
S O A c c S O A c c S O A c c
    refer to the 
number of time instants the system operates within these 
B A T
S O A cc  limits. The solution of the 
above problem using multi-objective optimization principles results in a set of Pareto-optimum 
or non-dominated EMS from the ones available in G (Erfani and Utyuzhnikov, 2011). Every 
EMS in the set of optimum solutions is such that it is not possible to improve the value of one 
of the corresponding objective functions of (9) without deterioration in at least one of the other 
objectives. This is a very useful feature as it allows us to identify trade-offs among different 
objectives. For example, results may indicate the limit of DSL activations in order to ensure 
that the minimum number of FC activations is obtained and the most appropriate EMS to 
achieve this.  
While the above formulation will generate a sufficiently inclusive Pareto front of desired EMS, 
our aim in this work is to generate more comprehensive insights regarding the trade-offs 
between different OF. We therefore transform (9) into an aggregate index, in order to then 
generate Pareto fronts between the index and OF and find how the overall performance (i.e. in 
all OF considered simultaneously) of each EMS is affected by changes in each OF separately. 
We therefore propose an aggregate index J which merges the OF under a unified criterion 
which satisfies the selection goals described in (9) (i.e. the simultaneous minimization and 
maximization of the corresponding OF), as follows:  
 
*
, ,m in i i j i j
i G
j O F
J a x


   (10) 
where 
*
,i jx represents the considered scaled OF j from set OF for each EMS i, and ai,j represents 
a weighting coefficient that is positive for OF that need to be minimized and negative for those 
to be maximized. Based on (10), the selection of EMS of the highest desired performance 
translates to the minimization of index Ji. Scaling is implemented through the following 
standardization method: 
 
,*
,
G
i j j
i j G
j
x
x
s t

  (11) 
where ,i jx  represents the original value of the OF, 
G
j and 
G
js t
represent the mean and standard 
deviation of the considered OF, calculated over the entire set of EMS G.  
 
Note that if it is necessary to prioritize specific OF (e.g. there is prior knowledge that specific 
OF are more important than others as EMS performance indicators) then it is possible to give 
different weights to properties though coefficient ai,j.  The multi-criteria selection problem 
solved then includes the identification of the Pareto optimum EMS by generation of a Pareto 
front per OF j O F , considering the index J for all i G  against each one of the OF represented 
through their values ,i jx . This results in 6 plots of J against each OF, enabling the identification 
of the impact that each OF has on the index and revealing trade-offs among the different EMS 
in the Pareto fronts.  
 
The nominal parameters of the system are given in Giaouris et al. (2013), with the changes 
shown in Table II. 
 
 
Table II: Operating parameters 
Rated power of EL 7kW 
Rated power of FC 3kW 
Rated power of DSL 3kW 
Capacity of WT 48 hours of EL autonomy 
Capacity of FT 48 hours of FC autonomy 
Capacity of BAT ~1 days of complete load autonomy 
High load alarm for forecasting 2.5kW 
Probability of high load alarm for forecasting 30% 
High load alarm for DSR 1.5kW 
Probability of high load alarm for DSR 20% 
Load 1 1.8kW 
Load 2 1kW 
Load 3 1.2kW 
Probability of load 1 
 
   
1
0 .9 6 , 7 1 7 1 9
P r
0 .5
t
t
O th e r w is e
   
 

 
Probability of load 2 
 
 
 2
0 .7 , 1 2 ,1 5
P r 0 .6 , 1 6 ,1 8
0 .5 ,
t
t t
O th e r w is e
 

 


 
Probability of load 3 Random with a mean value at 0.7 and radius 
0.1 
Initial importance of 3 loads Random  
Sample time 1h 
Period of study 1 year 
 
6. Results 
Now, it is possible to thoroughly examine the behaviour of the system under 20 different EMS. 
These EMS were easy to generate using the proposed method to model the microgrid and its 
operation. Through the analysis that follows, it becomes clear that using a more systematic 
approach to study hybrid energy systems and by enabling a deeper understanding of how these 
systems operate, greatly enhances the performance of them operationally in both autonomous 
and grid-connected mode.  
 
6.1 General operation 
In this section we show the main response of the system under the direction of the first EMS 
for various sizes of the accumulators in order to see their effect on the overall performance. 
This analysis serves as the basis for the more inclusive study in section 6.2. In order to use 
meaningful sizes for the accumulators we will define them based on hours of autonomy. The 
following scenarios were investigated: 
1. Battery size (BAT): 30h, Water Tank size  (WT): 48h, Hydrogen Tank size (FT): 48h 
2. Battery size (BAT): 60h, Water Tank size (WT): 96h, Hydrogen Tank size (FT): 96h 
3. Battery size (BAT): 288h, Water Tank size (WT): 480h, Hydrogen Tank size (FT): 
480h. 
In Figure 5 we see the response of the three accumulators for the first set of parameters, which 
are also used in Table II. In this case with a small hydrogen tank the DSL was activated 342 
times, and 143 times a load was prevented from being activated. In scenario 2 (Fig. 6), where 
the sizes of the accumulators are doubled, the DSL was activated 216 times and 120 times a 
load was stopped from being activated. This is expected due to the increased size of the battery 
that gives more space for the electrical energy to be stored but also for the increased size of the 
FT which allows us to use the EL more and hence produce more Hydrogen. By further 
increasing the size of the accumulators to unrealistic values (scenario 3) it was observed that 
the DSL was never activated. Again this explained by the fact that the increased size allows us 
to store more energy and then use it during the winter months. Having said that, the most useful 
result from this analysis is the importance of each accumulator as for example if the WT is 
empty (see Fig. 5) and the hydrogen is depleted, even if there is a surplus of energy the EL 
cannot be used in order to produce energy. Another interesting result (but not realistic) is that, 
if all accumulators are completely full, the FC and the EL will never be activated. In the next 
section, we will better analyse the system’s response under 20 different EMS by keeping the 
original size of the accumulators.  
  
 
Figure 5: Response of the SOAccBAT, SOAccFT and SOAccWT, under the first set of variables.  
time, h time, h 
time, h 
  
Figure 6: Response of the SOAccBAT, SOAccFT and SOAccWT, under the second set of variables.  
 
6.2 Analysis of EMS operation 
Using the proposed systematic approach to study the system shown in Fig. 1, it was possible 
to generate 20 different EMS. The results of the simulations for the different EMS are shown 
in Table III. The term DSR in brackets indicates that only DSR has been used without 
forecasting. The term FOR indicates that only forecasting was considered, without DSR. 
 
Table III: Operation characteristics for the 20 EMS based on operating parameters given in 
Table II 
 
DSLact FCact ELact 
SOACCBAT 
20-30 % 31-90% 91-100% 
EMS1 421 75 164 838 5522 2401 
EMS2 353 75 164 630 5784 2347 
EMS3 385 75 164 734 5639 2388 
EMS4 336 38 54 581 5601 2579 
EMS5 350 75 164 661 5742 2358 
EMS6 (DSR) 379 75 164 798 5574 2389 
EMS7 (DSR) 318 75 164 620 5790 2351 
EMS8 (DSR) 344 75 164 696 5678 2387 
EMS9 (DSR) 304 38 54 556 5627 2578 
EMS10 (DSR) 318 75 164 635 5758 2368 
EMS11 (FOR) 401 89 164 723 5645 2393 
EMS12 (FOR) 380 122 163 651 5704 2406 
time, h time, h 
time, h 
EMS13 (FOR) 399 87 162 705 5658 2398 
EMS14 (FOR) 361 79 165 610 5583 2568 
EMS15 (FOR, 
DSR) 
372 108 167 634 5709 2418 
EMS16 (FOR, 
DSR) 
356 127 165 689 5677 2395 
EMS17 (FOR, 
DSR) 
352 137 165 643 5712 2406 
EMS18 (FOR, 
DSR) 
374 86 164 686 5672 2403 
EMS19 (FOR, 
DSR) 
331 79 165 590 5602 2569 
EMS20 (FOR, 
DSR) 
342 107 165 626 5716 2419 
 
The generated Pareto fronts are illustrated in Figure 7. They are determined by considering the 
minimization of 
a ct
D S L  and maximization of 3 1 9 0 %
B A T
S O A c c
  as the most important objectives to 
be satisfied, while the rest of the objectives are considered with lower importance. This is 
implemented by setting 
3 1 9 0 %
, , 0 .4
a c t B A T
i D S L i S O A cc
a a

   and 
 
3 1 9 0 %
, 0 .0 5 ,
i j a c t B A T
a j D S L S O A cc

   . These conditions were chosen as the most important 
ones, but obviously in other applications these may change.  The activation of the DSL needs 
to be avoided as it requires the usage of fossil fuels.  Operation in the zone 30%-90% is 
desirable as outside this range we over/under charge the battery. It appears that EMS7 and 
EMS9 generate the best trade-offs in almost all Pareto fronts, while EMS2 also appears in one 
case. This is the case, because the DSR stopped the activation of several loads and hence 
reduced the usage of the DSL. Furthermore, as we have seen EMS7 and EMS9 reduce the 
usage of the FC and hence Hydrogen can be saved for the winter. Note that EMS7 and EMS9 
consider DSR only, without forecasting. The EMS with DSR outperforms the EMS alone, or 
EMS with forecasting, as shown by the Pareto fronts. 
 
 
Figure 7: Generated Pareto fronts for the 20 EMS.  
 
In addition to the cases shown in Figure 7, we also investigated a case where all OF have the 
same weights (i.e. it is equally important to satisfy them all). The Pareto diagrams are omitted 
for brevity, but the results showed that EMS7 and EMS9 are the only ones appearing in the 
Pareto fronts. In this case, EMS9 appears in all the Pareto fronts, but EMS7 appears only in the 
Pareto fronts of J vs. 3 1 9 0 %
B A T
S O A c c
  and 9 1 1 0 0 %
B A T
S O A cc
 , because the usage of the FC was reduced 
during the summer and hence hydrogen was saved for the winter months.  
 
6. Discussion - Comparison 
In the previous sections a systematic methodology of modelling and control of multivector 
energy systems has been presented and tested through numerical simulations on a real isolated 
microgrid with multiple stochastic loads. The first EMS that was tested is similar to Castañeda 
et al. (2013) and it was shown that taking into account multiple energy carriers can improve 
the overall response of the system. Then more EMS were tested under various conditions and 
it was shown that they can reduce the usage of the DSL and hence offer a greater level of 
autonomy to the system. This clearly shows that the first two hypotheses of this work are true, 
i.e. for multivector energy systems with multiple assets, we are able to develop multiple EMS 
(hypotheses 1 and 2) which can improve the overall efficiency of the system. Then using the 
aforementioned systematic methodology and by employing DSR and forecasting tools the 
overall system’s performance was further enhanced by making sure that the usage of the DSL 
was reduced even further. For example, comparing EMS1 with EMS9 (DSR) enabled 28%, 
68% and 50% reduction in the use of the fossil-based generator, the electrolyser and the fuel 
cell, while maintaining the battery state of charge within a desired operational range over a 
period of one year. Furthermore, EMS19 (FOR, DSR) enabled 27% and 30% reduction in the 
use of the fossil-based generator and in operation in the undesirable 2 0 3 0 %
B A T
S O A c c
  range, while 
maintaining the use of the fuel cell and electrolyzer similar to EMS1 and increasing operation 
in the 3 1 9 0 %
B A T
S O A c c
  and 9 1 1 0 0 %
B A T
S O A cc
  ranges by less than 6%.  
This confirmed our 3rd and 4th hypotheses, i.e. that DSR and the usage of forecasting tools can 
improve the robustness of the hybrid energy system. Having said that, one important and useful 
conclusion that was derived in section 5 is that the size of the hydrogen tank is an extremely 
important factor as by being very conservative and using the FC frequently, can result in a 
situation where the FT is empty towards the end of the year and hence rendering the FC 
unusable when it is most acutely needed.  
 
7. Conclusions and Future Work 
In this paper we present a generic method to model multivector energy systems and the energy 
management method that is used to control the various assets in the system. The method is 
based on state space control theory and it models the microgrid as a directed graph, the states 
of the edges and nodes (separated into accumulators and converters) describe the state of the 
graph (and hence of the microgrid) and the energy management method the evolution operator 
that maps one state of the graph into another. Using this systematic approach we can easily 
describe any hybrid energy system and get a good insight into how it operates. That allowed 
us to create and test 20 energy management strategies and to use demand side response tools 
as well as the ability to change the energy management method when there is a probability of 
having a high load. It has been shown that the suggested approach can be used to model a 
multivector energy system and the insight that it gives us into how the assets operate in the 
system, enable the use of several energy management methods in order to optimise the 
microgrid’ s operation. In conclusion, the proposed modelling methodology allowed the usage 
of multiple EMS that greatly enhanced the system’s performance and reduced the usage of the 
DSL while at the same time ensured that the state of charge of the battery remained within 
acceptable operating limits, for example while in EMS1 the DSL was used 421h in one year in 
EMS5 this dropped to 350h and by using forecasting tools and DSR in EMS19 the usage of the 
DSL was reduced to 339h. On the other hand, in EMS9 the EL was activated for 39h while in 
EMS12 for 122h allowing the generation of more hydrogen that can be used during the winter 
in order to avoid the usage of the DSL and hence achieve a greater degree of autonomy.  
As it has been presented in section 2, future work will include the application of the proposed 
method under a formal MPC framework that will include the determination of the optimum 
control action based on the evolution operator and then updated based on an optimisation 
routine.  
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Which means that the FC will be activated when a) the Battery is not charged, there is space in 
the WT and there is hydrogen in the FT or b) there is space in the WT and there is hydrogen in 
the FT and there is a high probability for a high load. 
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Which means that the EL will be activated when the Battery is charged, there is space in the 
FT, there is water in the WT and there is not high probability for a high load 
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