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In a recent publication [N. Kocic´ et al., Nano Lett. 15, 4406 (2015)], it was shown that gating of
molecular levels in the field of an oscillating tip of an atomic force microscope can enable a periodic
charging of individual molecules synchronized to the tip’s oscillatory motion. Here we discuss further
implications of such measurements, namely, how the force difference associated with the single-
electron charging manifests itself in atomic force microscopy images and how it can be detected
as a function of tip-sample distance. Moreover, we discuss how the critical voltage for the charge-
state transition depends on distance and how that relates to the local contact potential difference.
These measurements allow also for an estimate of the absolute tip-sample distance. Published by AIP
Publishing. [http://dx.doi.org/10.1063/1.4975607]
I. GENERAL INTRODUCTION
Experiments in the field of molecular electronics1–8 are
mostly concerned with contacting a single molecule to two
leads and running a current across it—possibly, even with
an additional electrode for gating. Very often such experi-
ments are conducted in a so-called break-junction setup,9–20
as also reported in several articles of this special issue. Scan-
ning tunneling microscopy (STM) also provides the possi-
bility to contact single molecules and to characterize the
current flow across the junction.21–27 Both approaches have
their own advantages, for example, gating can be achieved
much easier in a break-junction setup,16–20 whereas STM
offers the atomic-scale characterization of the junction prior
to contacting.24–27
However, also experiments that do not involve a contact-
ing of molecules to leads can provide insight into molecu-
lar electronics. STM permits injecting charge carriers very
locally in the weak coupling limit, namely, in the tunneling
regime.28–35
Atomic force microscopy (AFM) in combined STM/AFM
setups complements STM experiments by providing informa-
tion of the molecular geometry—independent from the con-
ductance.36,37 In recent years, this has been applied to gain
insight into the geometry changes associated with toggling
single-molecule switches.38–40 However, this is not the only
way in which AFM can contribute to the understanding in
molecular electronics, as it can also be used to detect charging
processes. The AFM-derived technique of Kelvin probe force
spectroscopy41 can be used to map out the electrostatic poten-
tial in front of a surface.42–48 In the case of single molecules,
it can be used to map out their quadrupole moment,49 the
charge distribution inside molecules,50 or the polarity of
bonds.51
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Such charge mapping has been shown to be sensitive
enough to detect charging of individual atoms by a single
electron.52 Applied to molecules, the hopping of individ-
ual electrons from one molecule to a neighboring one53 and
the consecutive charging of an entire island can be directly
followed.54
But not only can static charging be observed, in frequency-
modulation (FM) AFM the charging can also be coupled to the
oscillatory motion of the tip as follows.
In FM-AFM, the cantilever oscillates at its resonance fre-
quency. If a fixed bias voltage is applied across the junction,
this oscillatory motion of the tip leads to an oscillating electric
field in the junction. For select sample systems, this oscillation
can lead to a change of the charge distribution in the junction,
which in turn has a feedback to the cantilever’s oscillation and
hence resulting in a detectable signal.55,56 As charge transport
in individual molecules is at the heart of molecular electronics,
such FM-AFM signal can indeed provide useful insight into
the electronic properties of the junction.
The above described scheme was first developed and
demonstrated for quantum dot systems,57–62 and it was shown
that even excited state properties can be extracted63,64—which
provides a very exciting perspective also for molecular elec-
tronics. Later this scheme was applied also to the charging
processes of single molecules.65,66 Interestingly, this is not
limited to molecules on the sample side of the junction, but
also charging processes of single molecules attached to the
tip can be readily detected. This enables the use of a suitably
functionalized tip as a sensitive probe to map out the potential
in front of the surface.67
After introducing the methods in Sec. II, previous re-
sults66 will be recapped in Section III. In the remainder, new
aspects of this work will be presented. First, in Section IV,
we will discuss the difference in contrast in FM-AFM of the
molecule between being charged and neutral. From integrat-
ing the frequency-shift signal over distance, one can obtain
the force change that is due to the charging process.66 In
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Section V, we will evaluate these force differences as a func-
tion of tip-sample distance. Similarly, the distance dependence
of the threshold voltage Vth required for charging will be
analyzed in Section VI.
II. METHODS
The experiments were carried out with a home-built com-
bined STM/AFM operated in ultra-high vacuum at a base
temperature of 5.2 K. The AFM is based on a qPlus tun-
ing fork design (resonance frequency f0 ≈ 28 kHz, stiffness
k0 ≈ 1.8× 103 N/m, and quality-factor Q≈ 104),68 operated in
frequency-modulation mode. The apex of the tip was func-
tionalized with a CO molecule36 for the data presented in
Sections III–V, and correspondingly, in Figs. 1–3. In contrast,
a metal tip was used to acquire the spectroscopic data pre-
sented in Section VI and Fig. 4. AFM images were recorded
by measuring the frequency shift while scanning in a constant-
height mode. All spectra were acquired atop of the center of
the molecules. The bias voltage V is applied to the sample.
III. SUMMING UP PREVIOUS WORK
In Ref. 66, it was reported that 1,6,7,12-tetraazaperylene
(TAPE)69 molecules at the edges of self-assembled islands
grown on Ag(111) can be deliberately switched in their charge
state with the electric field from a scanning-probe tip. The self-
assembled islands formed at room temperature have a peri-
odic structure, in which each molecule is rotated by roughly
Θ = 80◦ with respect to its four neighbors. Along the edges of
the islands the molecules alternate in their orientation such that
every other molecule exposes its α, α′-diimine side to the out-
side. These molecules, labeled as Q-type, exhibit a distinctly
larger apparent height in STM images than all other molecules,
labeled as A-type, as can be seen in Fig. 1(a). For negative bias
voltages below a certain threshold value Vth, Q-type molecules
change their appearance to being identical to A-type. For bias
voltages close to the threshold value, rings were observed
in the dI/dV and AFM images, which change their diame-
ter with applied voltage (see Fig. 1(b)). From these and other
characteristic observations being analogous to several previ-
ous works,70–75 it could be concluded that the molecules are
charged in the field of the scanning-probe junction. It was
concluded further that without applied bias a localized state
of the molecule was close enough to the substrate’s Fermi
level, such that at a given threshold electric field the localized
state can be shifted across the Fermi level of the substrate,
which will change the (average) occupation of the state and
hence the charge state. Hence, the observations suggest that
Q-type molecules are neutral at zero bias voltage and become
negatively charged at large negative bias voltages, whereas
A-type molecules are permanently negatively charged. As we
cannot assign the absolute charge state but only detect the tran-
sitions, Q-type molecules might be already singly charged at
zero bias voltage and become doubly charged at large negative
bias voltages. In this case, all A-type molecules would have
to be permanently doubly charged. We therefore regard this
latter scenario as less likely.
FIG. 1. (a) Constant-current STM image of an island edge recorded at
I = 9 pA, V = 0.2 V with a CO tip. At the bottom, the structure model
of the molecular island is overlaid. (b) The frequency shift signal of the same
area as in (a) recorded at constant-height (oscillation amplitude A = 0.95 Å,
V = −1 V, ∆z = 1.3 Å, where ∆z = 0 refers to the vertical position above
the center of the molecule in the interior of the island with the STM set-point
parameters: I = 9 pA, V = −1 V). Ring-like contours, observed only above
Q molecules, are due to charging of these. For lower (more negative) sam-
ple bias voltages, their diameter increases. Note that the image was acquired
at quite large tip-sample distances, such that no intramolecular features are
observable. ((c) and (d)) Schematic energy diagrams of the model explain-
ing the charging: at zero sample bias voltage (c), one of the molecular levels
is slightly above the Fermi energy of the substrate, namely, at an energy  ,
such that at a threshold value for the sample bias Vth (d), the level is shifted
downward by  in energy such that it crosses the Fermi level of the substrate
resulting in a charging of the molecule. ((a) and (b)) Scale bar 1 nm.
It was further reported that close to the threshold volt-
age Vth for a charge state transition, periodic switching of
the charge is directly driven by the cantilever motion in FM-
AFM. This coupling leads to appreciable signatures in the
measured frequency shift.76 In this regime, the integrated fre-
quency shift yields the tip-sample force that is due to a single
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FIG. 2. (a) Constant-height AFM image of a molecular island edge. Imaging
parameters: A = 0.5 Å, V = 0 V, ∆z = −1.75 Å. ∆z = 0 refers to the vertical
position above the Ag(111) surface with the tunneling set point parameters of
I = 1.2 pA, V = 0.1 V. Scale bar 1 nm. ((b) and (c)) Zoom-ins of different
areas from the image in (a) as indicated. (d) The difference image obtained
by subtracting image (b) from image (c) allows the effects of one additional
charge to be visualized. The relative position of the two subtracted images
was adjusted such that contributions above A-type molecules were close to
zero. The images in (a), (b), and (c) have the same ∆ f grayscale.
additional electron. Further, the signature of the dynamic
charging response provides information on the electronic
coupling of the molecule to the substrate.
Surprisingly, a localized state very close to the substrate’s
Fermi level that was expected to be present could not be
detected directly in differential conductance spectroscopy.
Instead, such spectroscopy shows steps located symmetrically
around zero bias indicating inelastic excitations, which is not
yet understood and beyond the scope of the present work.
IV. CONTRAST CHANGE UPON CHARGING
A. Experimental findings
Fig. 2(a) shows an FM-AFM image of molecules at an
edge of a self-assembled island at zero bias voltage. At zero
voltage, A- and Q-type molecules are in different charge states.
Not only do they appear differently in STM images but also
is their difference clearly visible in AFM images. Both types
of molecules show a very similar contrast, it simply seems
as if the Q-type molecules appear brighter, that is, with less
negative frequency shift. In a previous STM work, different
types of adsorbed phthalocyanine molecules were shown to
exhibit charge bistability.77 In that case, the charge states were
both stable within few tenths of a volt of applied bias voltages
around zero, allowing to image the very same molecule in both
charge states and to extract contrast changes. In the present
case, this is not possible since the charge state switching shows
no hysteretic behavior, and hence, for a given molecule at a
given voltage there is only one charge state observed. How-
ever, the highly regular arrangement in the self-assembled
monolayer island still enables the extraction of a difference
image as follows. As discussed previously, only every other
molecule in the rim of the island is Q-type, while all oth-
ers are A-type. Other than that, all molecules are placed in a
highly regular way, thanks to self-assembly. This allows us to
generate two cutouts of the larger image, each showing four
molecules, but only one of them containing a Q-type molecule,
see Figs. 2(b) and 2(c). These can be overlaid, with the iden-
tical three molecules acting as alignment markers, and then
subtracted from each other. The result, henceforth referred to
as difference image, is displayed in Fig. 2(d). It shows a rel-
atively homogeneous contrast over the molecule that differs
in its charge state (top right in Fig. 2(d)) and no pronounced
intra-molecular features.
B. Discussion
In AFM, several different forces may contribute to the
signal. In the current context, electrostatic, van-der-Waals, and
Pauli repulsion forces will be the relevant ones. Whereas the
former two are quite long-range in nature and will therefore
contribute also at larger distances, the fact that we do observe
FIG. 3. (a) Frequency shift ∆ f (z) versus distance curves at different sample bias voltages as indicated. For more negative sample bias voltages, the position
of the charging feature shifts to larger distances ∆z. ∆z = 0 refers to the vertical position above the Ag(111) surface with the STM set-point parameters of
I = 1.2 pA, V = 0.1 V. Oscillation amplitude A = 0.3 Å. (b) ∆f ∗(z) response to the charging process obtained by subtracting a polynomial fit to the background
signal (shown in red in (a) for three different spectra) from each measured curve in (a). The spectra are vertically offset by 0.5 Hz for clarity. (c) The additional
force resulting from the additional elementary charge as a function of the charging dip minima. The positions were extracted numerically by fitting each dip with
a Gaussian function.
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FIG. 4. Extracted threshold voltages Vth for charging (left) as a function of tip height ∆z at positive and negative bias voltages. The values were extracted from
the observed dips in frequency shift spectra recorded for different ∆z above the center of the Q-type molecule. Such a ∆ f (V ) spectrum is exemplary shown to
the right for ∆z = −1.75 Å. From the latter, one can also extract the CPD by fitting a Kelvin parabola, which in this particular case results in a value of 0.22 eV
for the CPD (dashed horizontal line). ∆z = 0 corresponds to a STM set-point parameter above the Ag surface of V = 0.6 V, I = 1.4 pA for tip #1, and V = 0.6
V, I = 1.9 pA for tip #2, respectively.
intra-molecular contrast in Fig. 2(a) indicates that Pauli repul-
sion is relevant at the given tip-sample distances. Upon charg-
ing, it can be expected that all three of the above-mentioned
forces will change as a result of the extra electron interact-
ing with the AFM tip. We expect that the relative change to
the electrostatic force will be quite large as the net charge
of the molecule changes dramatically. In contrast, the rela-
tive change to the other two force components is expected to
be rather weak, as for the latter all electrons of the molecule
will contribute and the change associated with a single extra
electron will hence be minor.
But not only can the extra electron directly affect the tip-
molecule interaction, it may also result in slight relaxations
within the molecule and of the molecule with respect to the
substrate. For example, a charged molecule may interact more
strongly with the substrate, such that a reduced adsorption
height can be expected. Such relaxations would also contribute
to the AFM signal indirectly. In this case, we would expect
mostly the Pauli repulsion to be affected, as this is particularly
short ranged, and hence, small geometric changes will have
a large impact on Pauli repulsion. At first glance, one might
assume that an overall vertical shift of the entire molecule
would give rise to a homogeneous contrast change over the
entire molecule. This, however, would not be the case. It was
shown that the intramolecular resolution is due to Pauli repul-
sion.36,37 Consequently, even a small vertical displacement of
the entire molecule would greatly intensify the intramolecular
contrast instead of adding to the homogeneous background.
Hence, if any molecular relaxations dominate the contrast, we
would predominantly expect a difference image that shows
strong features of the molecular geometric structure. As the
contrast in Fig. 2(d) is relatively homogeneous we conclude
that such contribution is apparently small. There is a small
contribution of sub-molecular contrast; however, also over
the A-type molecules a weak sub-molecular contrast can be
observed, probably resulting from the non-prefect overlaps of
the subtracted frames at different lateral positions. Different
bending of the CO molecule at the functionalized tip may also
contribute to the remaining sub-molecular contrast differences.
We tentatively assign the contrast change shown in
Fig. 2(d) as being dominated by the electrostatic interaction
between the extra electron and the tip. Interestingly, this con-
trast while being homogeneous over the entire molecule under
consideration drops quite abruptly where the molecule ends.
This seems to indicate that the extra electron is delocalized
over the entire molecule, giving rise to an AFM signal over
the molecule but not next to it. Finally, the contrast change
shows a linear gradient from inside to outside the molecular
island. This may be due to a contribution that is not completely
uniform and may be explained by the two α, α′-diimine groups
facing a different environment—one is adjacent to the hydro-
gens of a neighboring molecule, the other is exposed to the
bare silver terrace.
V. FORCE CHANGES UPON CHARGING
A. Experimental findings
As is discussed in Ref. 66, it is possible to extract the
change in force associated with the charging process as fol-
lows. In frequency change ∆ f versus distance z spectra, the
charging is observed as a distinct dip on the overall background
signal that is typical of ∆ f (z) spectra in the attractive regime,
as is shown in Fig. 3(a). The overall background signal can be
fitted in the whole range except the feature by a polynomial
of eighth order, such that the fit function and hence the back-
ground signal can be subtracted. The resulting curve, shown
in Fig. 3(b), is just a flat line with noise plus the character-
istic dip due to the charging event. Integration over the dip
in ∆ f (z) after background subtraction yields the force change
associated with charging as
∆Fcharging = −2k0f0
∫
dip
(∆ f (z) − ∆ f ◦(z))dz,
where f ◦(z) is the fitted background signal of ∆ f (z), k0 the
stiffness of the cantilever, and f0 its unperturbed resonance fre-
quency. Although this force difference is only a few piconew-
tons, the charging can be readily detected. Whereas this force
was already mentioned in Ref. 66, here we show that how this
force evolves with tip-sample distance z. This is done by tak-
ing a series of ∆ f (z) spectra at different voltages (Fig. 3(a)), in
which the charging will occur at different tip-sample distances
because of the different voltages applied. Following the eval-
uation described above for each of the curves yields the force
differences ∆Fcharging as a function of distance. As in scanning
probe experiments, the absolute tip-sample distance is usu-
ally unknown, it is plotted against distance changes ∆z with
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respect to a given set-point. The resulting data are shown in
Fig. 3(c).
B. Discussion
When considering the results, it is important to note that
each data point in Fig. 3(c) inevitably corresponds to a different
applied voltage. The physical picture behind the charge state
switching suggests that the charging always occurs at a certain
threshold electric field that establishes the relation between
threshold voltage Vth and distance (see also further below).
This implies that all data points in Fig. 3(c) correspond to
the same electric field in the junction. A considerable fraction
of the electrostatic interaction of the tip with a charge in the
junction (fixed to the sample side) will arise simply from the
force of the extra charge in the electric field that is due to
the presence of the tip.78,79 If we assume the field to be the
same for all data points, this contribution shall be constant
with distance z.
Additional contributions may arise, for example, from the
interaction of the charge with its image charge in the tip (that is,
the tip’s screening). This force contribution will not depend on
the applied bias voltage and fall off with increasing distance.
The trend in Fig. 3(c) seems to support the above pic-
ture. Although the error bars are too large to extract any
detailed dependencies, there is a contribution that decreases
with increasing distance, but there seems to be also a constant
distribution of about 1.5 pN, to which the signal asymptotically
levels off. In this picture, the latter will be the interaction of the
extra electron with the electric field of the tip. In conjunction
to a future, more detailed theoretical analysis, this may pro-
vide valuable insight into the forces acting in AFM junctions
resulting from uncompensated charges.
VI. THRESHOLD VOLTAGE FOR CHARGING
A. Experimental findings
As already discussed, the threshold voltage for charg-
ing Vth depends on the tip-sample distance. Whereas in Ref.
66 only at negative bias voltage a single charging event was
reported, one can observe also a similar charging phenomenon
at large positive bias voltages. Fig. 4 (right panel) shows a typ-
ical ∆ f (V ) spectrum, recorded at a fixed tip-sample distance
z. Whereas the overall parabolic shape of the curve is gov-
erned by electrostatics,44,52,57 two dips, one each at positive
and negative bias, indicate a charging event. Similar ∆ f (V )
spectra were recorded at a set of different distances z, and the
dip positions were extracted as a function of tip displacement
∆z. In Fig. 4 (left panel), the bias voltages, at which charging
was observed, are plotted against∆z for two different tip apices
in blue and green, respectively. Each data set for one particular
charging event and one of the tips can be well fitted by a line.
Each two lines, corresponding to different charging processes
but the same tip apex, cross at ∆z ≈ −11 Å and small positive
bias voltage.
B. Discussion
The model for charging as discussed in Refs. 29, 65–67,
70, 74, and 80 suggests that the electric field in the junction
shifts an electronic level of the molecule across the Fermi level,
such that its occupation changes. In light of this, it is not obvi-
ous, why two charging events can be observed. Maybe the two
charging events correspond to the very same molecular orbital,
but two different charging possibilities, separated by the
Coulomb charging energy U. Hence, in this scenario, an elec-
tron would be either added or removed from the same orbital at
negative and positive bias voltages, respectively. The Coulomb
charging energy U for a molecule directly adsorbed on a metal
surface is greatly reduced due to screening and therefore may
well be of the required magnitude. However, this would require
the Q-type molecules to be already singly charged at zero bias
and to become doubly charged at large negative bias voltages.
We refrain from making such an assignment. We just note that
two or more charging levels have been observed for molecules
before.65,67
Irrespective of the nature of the two levels that are being
shifted across the Fermi level, we can investigate whether the
observed distance dependence fits to a simple model accord-
ing to the picture behind the charging. As the fraction of
the total bias voltage that drops between molecule and sub-
strate is relatively small, the electronic level responsible for
charging has to be close to the Fermi level also without any
field in the junction. May this level for zero field be at an
energy  with respect to the Fermi level of the surface. As
one observes two charging events for opposite polarity, we
have to assume two levels being close to the Fermi level at
energies 1 and 2. In a simple plate capacitor model, the frac-
tion of the total bias voltage that drops between molecule and
substrate is simply given by the ratio of molecule-substrate
distance dms divided by the total tip-substrate distance dts.
Although at the atomic scale for adsorption of a molecule
directly on the metal substrate the molecule-substrate distance
dms is not a very well defined quantity, one may view this
as an effective molecule-substrate distance dms that accounts
for the possibility of an electric field to shift the molecular
levels.
One has to keep in mind that for a non-zero contact poten-
tial difference (CPD) between tip and sample, even at zero bias
voltage there is a finite electric field across the junction (see
Fig. 5(a)). Only at compensated CPD, that is, at V = VCPD
the electric field vanishes. Although this is very well known
from Kelvin probe force spectroscopy, it is usually less obvious
in pure STM experiments. Hence, the shift of the molecular
levels equals ∆E = e(V − VCPD)dms/dts, where e denotes the
elementary charge. In the case of a charging event, this energy
shift equals to −1,2 such that the levels are aligned with the
Fermi level of the substrate. Solving the above equation with
respect to the bias voltage V , which then becomes the threshold
voltage Vth, we obtain
Vth = VCPD − 1,2dts
e dms
. (1)
Interestingly, this provides indeed a linear dependence of the
threshold voltage with the tip-substrate distance dts, which in
a more depictive description can be understood as follows.
The charging condition is associated with a certain electric
field in the junction. In the simple plate capacitor model, the
potential drop has to increase linearly with distance to keep the
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FIG. 5. (a) Illustration of the potential drop in the junction without bias volt-
age resulting from a finite contact potential difference (CPD), which results
from a difference of the work function of the tip Φt and sample Φs. (b) Illus-
tration of the linear relationship of threshold voltage and distance as a result
of the constant electric field required for charging the molecule. For different
tip-substrate distances, here exemplified as d1,2,3, the quantity (V −VCPD) has
to be proportional to the distance (see dashed blue line) to keep a constant
field that is required for charging the molecule.
electric field and thereby ∆E constant, giving rise to the linear
scaling of Vth with tip-substrate spacing dts (see Fig. 5(b)). This
fits very well to the observed behavior. Moreover, the above
equation suggests an interesting implication for the crossing
point of the line fits in Fig. 4: irrespective of the particular
values of 1,2, all lines will cross at dts = 0 and VCPD. Hence,
the determination of the crossing points from observations as
displayed in Fig. 4 should yield valuable information, namely,
the local contact potential difference and the absolute tip-to-
substrate distance by providing dts = 0 at the crossing point of
the line fits. Note that the latter quantity is usually unknown in
scanning probe experiments, such that having another way to
estimate this quantity may be useful. The data in Fig. 4 suggest
that the tip-to-substrate distance dts is ≈11 Å for the set-point
parameters of 1.4 pA and 1.9 pA at 0.6 V, respectively. The
local contact potential difference for the two tip apices has
positive values of ≈0.3 and ≈0.7 eV, respectively. This value
can be directly compared to the one measured with Kelvin
probe spectroscopy. For one of the two tip apices, the Kelvin
parabola is plotted in Fig. 4. The extracted value of CPD of
0.22 eV fits very well to the above value of ≈0.3 eV for this
particular tip.
As the crossing point of the two line fits is quite far from
the range, in which data points are available, the question of
the confidence range of the fit arises. To this end, we extracted
the error margins for each of the two line fits exemplary for
the dataset, for which more data points were available. From
this, we calculated the error margins of the crossing point, cor-
responding to a standard deviation of 0.06 eV of the extracted
CPD value and 0.3 Å for the tip-substrate separation.
Another more fundamental question arises with respect to
the validity of the plate capacitor model. The plate capacitor
model can be justified by the tip radius being typically at least
an order of magnitude larger than the tip-sample spacing. In the
following, we would like to discuss that in some more detail.
First, one has to consider, where in the junction the potential
matters for the shift of the energetic position of the particular
state that is to be shifted across the Fermi level. According to
first order perturbation theory (for non-degenerate states), this
shift is given by ∆E = 〈Ψ0 |∆V (~r)|Ψ0〉, where Ψ0 is the unper-
turbed state that is being shifted in energy and∆V is the change
in potential resulting from the presence of the tip. This indi-
cates that the potential drop only at the position of the molecule
matters; an almost trivial but still important piece of informa-
tion. This observation clarifies, what VCPD in Equation (1)
exactly refers to, namely, this is the bias voltage, at which
the potential at the position of the molecule’s state remains
the same as without the tip being present. Kelvin probe spec-
troscopy is known to be subject to spatial averaging.46,81 In
other words, in Kelvin probe spectroscopy the CPD of different
tip and sample regions matters. In contrast, the determination
of the CPD from local charging events as reported here is
apparently more local and hence less sensitive to spatial aver-
aging. This might be particularly interesting, if the charging
occurs at the tip instead of the sample side as was reported
recently.67
Next we reconsider the scaling of ∆E with bias volt-
age and distance. Irrespective of the shape of the junction
and the detailed spatial dependence of the potential, it is rea-
sonable to assume that the change in potential ∆V (~r) scales
linearly with V −VCPD79 in good approximation. As long as
VCPD itself does not depend on tip-substrate distance dts, we
thus obtain that ∆E = αe(V −VCPD) with a lever arm α that is
an unknown function of dts. With this, the threshold voltage
reads
Vth = VCPD − 1,2
e α(dts) . (2)
As discussed above, in the simple plate capacitor model, the
potential drop has to increase linearly with distance to keep
the electric field and thereby ∆E constant and thereby match
the charging condition. This gives rise to the linear scaling of
Vth with tip-substrate spacing dts. This simple relationship is
definitely questionable for a three-dimensional junction devi-
ating strongly from a plate capacitor. However, considering
that only the potential at the position of the molecule matters
and for tip-sample spacings of several Ångstro¨ms and tip cur-
vatures of tens of nanometers, the plate capacitor model might
be a good approximation. We note that also other effects may
give rise to non-linear behaviour. For example, relaxations of
the molecule arising from the bias voltage would give rise to
such a nonlinear scaling.
Most importantly, irrespective of all these considerations,
it is simply an experimental observation that the data shown
in Fig. 4 do exhibit a linear z dependence. So even if the lin-
ear behavior would break down for shorter distances, one may
still consider whether the crossing point of the line fits provides
valuable information. Equation (2) reveals that irrespective of
the functional dependence of α(dts) the threshold voltages for
different charging events will cross at Vth = VCPD, so the
extraction of the contact potential difference from this anal-
ysis seems independent from the dimensionality of the model.
In addition, we argue that—as long as the experimental data
do show a linear behavior—dts extracted from fitting the data
provides the effective distance over which the junction poten-
tial drops. For metallic tips, we expect that this will correspond
closely to the geometrical distance, whereas for functionalized
tips there will be deviations. Future numerical simulations of
the potential drop in the junction, for example, by means of
density functional theory, could establish such a relationship
more firmly.
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VII. CONCLUSION
Here, we discussed three aspects of the charging of
molecules in the junction of a FM-AFM. We visualized the dif-
ference in AFM images upon charging of the molecules from
a suitable subtraction of images. The contrast reveals that the
extra electron is delocalized over the entire molecule and sug-
gests that the main contribution to the difference image stems
from electrostatic interaction. The changes of force associated
with the charging were quantified as a function of distance
and were found to only weakly decay with increasing dis-
tance. Finally, we investigated the distance dependence of the
threshold voltage required for charging. The analysis based on
a very simple model suggests that these dependencies allow
an estimation of the local contact potential difference as well
as the tip-sample spacing.
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