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Nichtlineare elektromagnetische Wellen
in relativistischen Plasmen
Kurzfassung
Moderne Lasersysteme erreichen heute vielfach eine Intensität von über 1018
W/cm2. In diesem Bereich ist eine relativistische Beschreibung der Laser-
Plasma-Wechselwirkung von entscheidender Bedeutung. Eine grundlegende
Frage ist, wie ein ultraintensiver Laserstrahl überhaupt in einem Plasma sta-
bil über große Distanzen propagieren kann. Hervorragende Kandidaten für eine
stabile Propagation sind stationäre relativistische elektromagnetische und elek-
trostatische Wellen. Im Gegensatz zum nichtrelativistischen Fall sind dabei die
elektromagnetischen und elektrostatischen Moden durch den relativistischen
Gammafaktor, die Dichtemodulation und die nichtlineare v  B-Kraft stark
gekoppelt.
In der vorliegenden Arbeit wird die Ausbreitung elektromagnetischer und elek-
trostatischer stationärer Wellen in einem Plasma bei relativistischen Intensi-
täten analytisch und numerisch untersucht. Den theoretischen Rahmen bildet
das Akhiezer-Polovin-Modell. Obwohl das Modell bereits Ende der 50er Jahre
aufgestellt wurde, sind nur in einigen Spezialfällen, wie z.B. zirkularer Polari-
sation oder periodischer Wellen, analytische Lösungen bekannt. Das Ziel dieser
Arbeit ist eine möglichst vollständige analytische Beschreibung der Lösungen
des Akhiezer-Polovin-Modells. Hauptsächlich wird der physikalisch interessan-
te Fall linearer Polarisation betrachtet. Außerdem treten im Allgemeinen statt
den periodischen Wellen quasiperiodische Wellen auf. Bei quasiperiodischen
Wellen wird die elektromagnetische Welle von einer zusätzlichen elektrostati-
schen Schwingung überlagert. Physikalisch wird eine solche Schwingung na-
hezu unvermeidbar durch den Lichtdruck eines Laserstrahls angeregt. Durch
die nichtlineare Kopplung ergibt sich eine ausgeprägte Modulation der Fre-
quenz und Amplitude. Zentrale Ergebnisse der vorliegenden Arbeit sind die
Verallgemeinerung der periodischen Wellen auf quasiperiodische Wellen, die
Bestimmung der zugehörigen Dispersionsrelationen und die Klassifizierung der
Lösungstypen in Abhängigkeit von der Plasmadichte.
Bei kleinen Plasmadichten wird mit einem erweiterten Zwei-Zeitskalen-Ansatz
eine analytische Lösung hergeleitet, die die Modulation der Frequenz und Am-
plitude vollständig konsistent beschreibt. Die periodischen Lösungen sind in
der Lösung als Spezialfall enthalten. Bei ihnen ist die Teilchentrajektorie wie
im Vakuum achtförmig. Des Weiteren wird eine für beliebige stationäre Wel-
len anwendbare Methode zur Bestimmung der Dispersionsrelation angegeben.
Im Mittelpunkt steht dabei die Herleitung des relativistischen Korrekturfak-
tors zur Plasmafrequenz. Dieser wird durch eine elektrostatische Schwingung
entscheidend modifiziert.
Bei großen Plasmadichten sind die Wellen im Allgemeinen sehr kompliziert
und es gibt eine große Anzahl von Lösungstypen. Im periodischen Fall werden
neben den achtförmigen Trajektorien auch neuartige kreisförmige Teilchenbah-
nen untersucht. Bei einer Abweichung von der periodischen Lösung verhalten
sich die kreisförmigen Lösungen und die achtförmigen Lösungen gänzlich un-
terschiedlich. In diesem Zusammenhang wird ein völlig neuartiger effektiver
Mechanismus nichtlinearer Modenkonversion diskutiert, der sich grundlegend
von allen bekannten Arten der Modenkonversion unterscheidet. Die Gesamtheit
der möglichen Lösungstypen wird mithilfe von Poincaré-Schnitten klassifiziert.
Dabei ergeben sich zwei Klassen von quasiperiodischen Lösungen, die durch
eine Separatrix voneinander getrennt sind. Zusätzlich wird auch der Fall einer
mittleren Plasmadichte betrachtet. Dort kommt es zu einem Symmetriebruch
bei dem sich die Lösungstypen ändern.
Abschließend werden die Ergebnisse des Akhiezer-Polovin-Modells mit einer
relativistischen PIC(Particle-In-Cell)-Simulation verglichen, die auch kineti-
sche Effekte umfasst. Die Stabilität der stationären Wellen wird untersucht.
Zusätzlich werden auch nichtstationäre Wellen betrachtet und mit den statio-
nären Wellen verglichen. Dabei wird gezeigt, dass für eine stabile Propagation
die nichtlineare Modenkopplung der elektromagnetischen und elektrostatischen
stationären Wellen entscheidend ist.
Nonlinear electromagnetic waves
in relativistic plasma
Abstract
Nowadays, modern laser systems reach intensities of more than 1018 W/cm2.
In this intensity regime, a relativistic description of laser-plasma interaction
is crucial. A fundamental question is how an ultraintensive laser beam can
propagate in a stable manner over large distances in a plasma. Excellent can-
didates for a stable propagation are stationary relativistic electromagnetic and
electrostatic waves. In contrast to the nonrelativistic case the electromagnetic
and electrostatic modes are strongly coupled by the relativistic gamma factor,
the density modulation and the nonlinear v B-force.
In the present work the propagation of electromagnetic and electrostatic sta-
tionary waves in plasmas is investigated analytically and numerically at rela-
tivistic intensities. The theoretical framework is the Akhiezer-Polovin model.
Although the model was already introduced in the late 50s, analytical soluti-
ons are known only in some special cases, e.g. for circular polarization or for
periodic waves. The goal of this work is an analytical description and classi-
fication of the solutions of the Akhiezer-Polovin model. Mainly the physically
interesting case of linear polarization is considered. Furthermore, as a genera-
lization of periodic waves, quasiperiodic waves are investigated. In the case of
quasiperiodic waves the electromagnetic wave is superimposed by an addition-
al electrostatic oscillation. Such an oscillation is almost inevitably excited by
the light pressure of the laser beam. The resulting nonlinear coupling yields a
strong modulation of frequency and amplitude. Important results of the present
work are the generalization of the periodic waves to quasiperiodic waves, the
determination of the corresponding dispersion relations and the classification
of the solutions depending on the plasma density.
In the case of small plasma densities an analytical solution is derived with an
extended two-time-scale method. The solution completely accounts for frequen-
cy and amplitude modulation. The periodic solutions, for which the particle
trajectories resemble the famous vacuum figure-eight, are included as a special
case. A general method for the derivation of the dispersion relation for arbitra-
ry stationary waves is introduced. With this method the relativistic correction
factor to the plasma frequency is derived and it is shown that the factor is
substantially modified by the presence of an electrostatic wave.
For large plasma densities, the waves are generally very complicated and there
is a large variety of solutions. In the periodic case, in addition to the eight
like trajectories also novel circular particle orbits are investigated. A devia-
tion from the periodic solution yields for circular and eight like trajectories a
completely different behaviour. A novel effective mechanism of nonlinear mode
conversion is discussed, which is basically different from other schemes of mode
conversion. All possible solutions are classified using Poincaré sections. In this
representation quasiperiodic solutions can be divided into two classes which
are separated by a separatrix. Furthermore, also the case of a medium plasma
density is considered. There a symmetry breaking occurs and the solutions
change.
Finally, the results of the Akhiezer-Polovin model are compared with a re-
lativistic PIC(Particle-In-Cell) simulation which also includes kinetic effects.
The stability of the stationary waves is investigated. In addition, also non-
stationary waves are considered and compared with the stationary waves. It
is shown that for a stable propagation the nonlinear mode coupling of the
electromagnetic and electrostatic stationary waves is crucial.
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Kapitel 1
Einleitung
1.1 Relativistische Laser-Plasma-Physik
Durch die Entwicklung moderner Hochleistungslaser werden heutzutage rou-
tinemäßig Intensitäten erreicht, bei denen Elektronen auf Geschwindigkeiten
nahe der Lichtgeschwindigkeit beschleunigt werden. Entscheidend dafür war
die Entwicklung der Chirped Pulse Amplification (CPA) durch Mourou et al.
[1, 2]. Mit ihr stieg die erreichbare Intensität innerhalb von 15 Jahren von 1015
W/cm2 auf 1023 W/cm2. Dies entspricht einer Steigerung der Leistung vom
Gigawatt in den Petawatt Bereich. Zum Vergleich sei erwähnt, dass der durch-
schnittliche Leistungsbedarf der gesamten Weltbevölkerung im Jahr 2009 nur
etwa 15 TW betrug [3]. Diese gigantische Leistung kann nur dadurch aufge-
bracht werden, dass die Laserpulse extrem kurz sind. So bewegt sich bei den
weit verbreiteten ultrakurzen Femtosekunden-Pulsen die Strahlenergie im mJ
bis J Bereich. Bei den großen Anlagen (NIF in Livermore, USA und LMJ bei
Bordeaux, Frankreich) wird durch den Einsatz von Nanosekunden-Pulsen mit
ca. 200 Strahlen von etwa 10 kJ eine Gesamtenergie von mehreren MJ ange-
strebt. Letztere wird für die Trägheitsfusion mit Lasern (Inertial Confinement
Fusion (ICF)) benötigt [4].
Mit der breiten Verfügbarkeit ultrahochintensiver Laserintensitäten rückt auch
das Interesse an einem tieferen Verständnis der relativistischen Laser-Materie-
Wechselwirkung immer mehr in den Fokus der Forschung. Dies gilt umso mehr,
da etliche neuartige Effekte auftreten, die keine Erklärung im Rahmen der
linearen Optik finden [5–7].
Bereits für eine vergleichsweise kleine Intensität tritt z.B. Ionisation auf, ob-
wohl die Photonenenergie }! kleiner als die atomare Übergangsenergie ist. Die
Ursache dafür ist, dass bereits ab einer Intensität von 3.51016W/cm2 die La-
serfeldstärke größer als die atomare Feldstärke wird. Die atomare Feldstärke ist
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dabei durch das Coulomb-Feld auf der ersten Bohrschen Bahn eines Wasser-
stoffatoms definiert und beträgt etwa Ea = e=a2B  5.11011 V/m. Gleichzeitig
ist die Photonendichte I=(c}!), bei einer angenommenen Wellenlänge von 1
m, mit 61024/cm3 sehr hoch. In Abhängigkeit von dem Keldysh-Parameter
[8] kommt es deshalb zu Tunnelionisation oder Multiphotonenionisation. Die
individuelle Wechselwirkung des ausgelösten Elektrons mit dem Laserfeld und
dem Ionenrumpf führt zu dem charakteristischen Elektronenenergiespektrum
der Above-Threshold-Ionisation (ATI) sowie zu einer Erzeugung höherer Har-
monischer und ultrakurzer Attosekunden Pulse [9–13].
Bei noch höheren Intensitäten wird ein Elektron durch das elektromagnetische
Feld des Lasers innerhalb einer Wellenlänge so stark beschleunigt, dass die
aufgenommene Energie vergleichbar mit der Ruheenergie wird. Ein Kriterium
dafür ist, dass die dimensionslose Laseramplitude a = eA=mc2 größer als eins
wird. Damit ergibt sich als relativistische Intensitätsschwelle 1.21018 W/cm2
(=m) 2. Zur Beschreibung der Elektronenbewegung ist dann eine relativi-
stische Theorie nötig, die neben der relativistischen Massenzunahme auch den
Lichtdruck berücksichtigt. Bei relativistischen Intensitäten ionisiert bereits die
vordere Pulsfront ein Medium fast vollständig, so dass der Hauptteil des Pulses
mit einem Plasma aus Ionen und freien Elektronen wechselwirkt.
Die Dispersionsrelation eines Plasmas ist im relativistischen Fall entscheidend
modifiziert. Dadurch kann sich eine elektromagnetische Welle auch in einem
überdichten Plasma ausbreiten (relativistische Transparenz). Der Hauptgrund
dafür ist die relativistische Massenzunahme des Elektrons, so dass der Massen-
term in der Plasmafrequenz durch einen intensitätsabhängigen Gammafaktor
korrigiert wird, !p =
p
4e2n0=(m). Die konkrete Form des Gammafaktors
hängt unter anderem von der Polarisation ab. Mit der Plasmafrequenz wer-
den auch der Brechungsindex, die Phasengeschwindigkeit und die Gruppenge-
schwindigkeit intensitätsabhängig. Dadurch kann es z.B. zu einer Selbstmodu-
lation der Phase und Amplitude [14] sowie zu einer Aufsteilung und Kompres-
sion eines Pulses kommen [15].
Ein besonders beeindruckender Effekt ist die Selbstfokussierung eines inten-
siven Laserstrahls, die oberhalb einer Leistung von 17 !2=!2p GW auftritt
[16–19]. Die Pulsfront wird dabei durch die intensitätsabhängige Phasenge-
schwindigkeit gekrümmt. Weiter führt der ponderomotorische Druck des La-
serpulses dazu, dass die Elektronen von der Achse verdrängt werden (electron
cavitation). Eng mit der Selbstfokussierung ist auch die Bildung von Plasma-
kanälen verknüpft [20, 21]. In einem Plasmakanal herrschen besonders hohe
Feldstärken. Dadurch können Elektronen in longitudinaler Richtung stark be-
schleunigt werden (Direct Laser Acceleration (DLA)) [22, 23]. Hierbei senden
sie Röntgen- und Gammastrahlung aus [24–26]. Auch wurde eine Produktion
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von Neutronen und Positronen [27–29] sowie eine durch Gammastrahlung in-
duzierte Kernspaltung beobachtet [30]. Die starken axialen Teilchenströme in
einem Kanal erzeugen ein bis zu 100 MG starkes quasistatisches azimutales
Magnetfeld. Durch Filamentierungs-Instabilitäten kann sich ein Plasmakanal
weiter aufspalten [31, 32]. In einigen Situationen ziehen sich die einzelnen Fi-
lamente magnetisch an und verschmelzen wieder zu einem Superkanal [33].
Laser-Plasma-Beschleunigung (LPA) [34–38] ist von großer Bedeutung, da
nach dem Lawson-Woodward-Theorem [39] eine Teilchenbeschleunigung durch
Laser im Vakuum nur sehr eingeschränkt möglich ist [40]. Neben der direk-
ten Teilchenbeschleunigung in Plasmakanälen können Elektronen auch durch
elektrostatische Felder im Nachlauf eines kurzen Laserpulses (Laser Wake-
field Acceleration (LWFA)) beschleunigt werden [41, 42]. Bei modernen Laser-
Plasma-Beschleunigern werden nahezu monochromatische Elektronenstrahlen
mit Energien bis zu 1 GeV und einer Ladung von über 100 pC erreicht. Mit
elektrostatischen Beschleunigungsfeldern im Bereich von 100 GV/m werden
die Feldstärken von klassischen Beschleunigern um einen Faktor tausend über-
troffen, so dass nur eine Beschleunigungsstrecke von wenigen cm benötigt wird.
Von besonderem Interesse ist dabei der hochgradig nichtlineare Bereich in dem
es zu einemWellenbrechen des Wakefields innerhalb einer Periode kommt. Dort
werden in einer Blase besonders effektiv Elektronen eingefangen und bei einer
sehr kleinen transversalen Divergenz nahezu monochromatisch beschleunigt
(blow-out regime, bubble regime) [43–46].
Neben der Beschleunigung von Elektronen kann auch eine Beschleunigung von
Ionen erreicht werden. Dabei ist zu beachten, dass die kinetische Energie der
Ionen in der elektromagnetischen Welle bei einer Intensität von 1018 W/cm2
höchstens wenige 100 eV beträgt. Eine effektive Beschleunigung von Ionen ist
jedoch indirekt in den Raumladungsfeldern der Elektronen möglich. So kann
durch die Bestrahlung einer dünnen Folie auf der Rückseite ein stark kolli-
mierter 500 MeV Ionenstrahl erzeugt werden (target normal sheet accelera-
tion) [47, 48]. Diese Technik könnte in Zukunft zu einem kompakten Ionenbe-
schleuniger führen, welcher weitreichende Anwendungen von der Ionenstrah-
lungstherapie in der Tumorbehandlung [49] bis zur schnellen Zündung in der
Trägheitsfusion (Fast Ignition (FI)) [50] hätte.
Von großer Bedeutung ist auch die Erzeugung höherer Harmonischer [51, 52].
So emittieren bereits einzelne Elektronen in einem relativistischen Laserpuls
durch nichtlineare Thomson-Streuung eine Vielzahl höherer Harmonischer [53].
Interessanterweise verhindert das kollektive Verhalten der Elektronen in einem
dünnen Plasma jedoch eine effektive Verstärkung des Prozesses [54, 55]. Ein
effektiver Mechanismus zur Erzeugung höherer Harmonischer ist hingegen die
Reflektion von intensiver Laserstrahlung an einer kritischen Oberfläche [56, 57].
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Dabei oszilliert die Oberfläche mit der doppelten Laserfrequenz und wirkt wie
ein relativistisch bewegter Spiegel.
Bei einer Weiterentwicklung der Technologie erscheinen zukünftig sogar Exa-
und Zettawatt Laser realisierbar zu sein [58]. Mit diesen wäre auch eine Unter-
suchung von superheißer Materie, nichtlinearer QED-Effekte sowie des Unruh-
Effekts möglich [59, 60]. Bei einer Intensität von der Größenordnung 1029
W/cm2 kommt es schließlich zum Durchschlag des Vakuums. Das elektrische
Feld wird dann größer als das Schwinger-Feld Es =1.21018 V/m, bei dem
die Arbeit, die das Laserfeld über eine Compton-Wellenlänge leistet, gleich
der Elektronenruhemasse ist, eEs}=(mc) = mc2. Dadurch werden Elektron-
Positron-Paare im Laserfeld erzeugt. Indirekt wurde eine Paarerzeugung be-
reits bei der Streuung eines intensiven Lasers an einem Elektronenstrahl nach-
gewiesen [61, 62].
1.2 Theoretische Beschreibung
Für eine Vielzahl der oben genannten Anwendungsbereiche ist eine Kennt-
nis der Propagationseigenschaften des Lasers im Plasma von entscheidender
Bedeutung. Zum einen werden im Rahmen von numerischen Untersuchungen
leistungsstarke Fluid-, Teilchen-, und Vlasov-Codes eingesetzt. Zum anderen
besteht auch ein großer Bedarf an analytischen Ergebnissen. Eine besonde-
re Herausforderung ist dabei die konsistente Behandlung der relativistischen
Nichtlinearitäten in der Laser-Plasma-Wechselwirkung und der Abweichung
von der lokalen Ladungsneutralität. Dadurch sind im relativistischen Fall die
elektrostatischen und elektromagnetischen Moden stark gekoppelt. Dies ist in
der klassischen nichtrelativistischen Plasmaphysik nicht der Fall. Dort pro-
pagieren die transversalen elektromagnetischen Wellen weitgehend unabhän-
gig von den longitudinalen elektrostatischen Wellen (auch Plasmawellen bzw.
Langmuir-Schwingungen genannt). In Anlehnung daran wird oft auch im rela-
tivistischen Fall eine der beiden Wellen als Treiber aufgefasst, der unabhängig
von der getriebenen Welle propagiert [55, 63, 64]. Eine selbstkonsistente Be-
schreibung, die bei sehr großen Intensitäten nötig wird, ist mit diesem Vorgehen
jedoch nicht möglich.
In der vorliegenden Arbeit wird die Propagation von stationären elektroma-
gnetischen und elektrostatischen Wellen untersucht. Dabei wird die volle rela-
tivistische Kopplung zwischen den Moden berücksichtigt. Bei den stationären
Wellen propagieren die elektrostatische und elektromagnetische Welle mit der
gleichen Phasengeschwindigkeit. Stationäre Wellen sind von großer Bedeutung,
da mit ihnen auch im relativistischen Fall eine stabile Propagation über große
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Strecken erreicht werden kann. Eine stabile Propagation ist z.B. für die Be-
schleunigung von Teilchen und die Trägheitsfusion mit Lasern entscheidend.
Gleichzeitig sind die stationären Wellen auch aus theoretischer Sicht sehr in-
teressant, da sie die direkte Verallgemeinerung der nichtrelativistischen unend-
lichlangen ebenen elektromagnetischen und elektrostatischen Wellen darstel-
len, die allen anderen Wellen zugrunde liegen. Eine Untersuchung und Klas-
sifizierung der stationären Wellen hilft zu verstehen, welche Wellenlösungen
überhaupt in einem relativistischen Plasma existieren können. Der theoreti-
sche Rahmen zur Beschreibung stationärer relativistischer Wellen wurde von
Akhiezer und Polovin bereits 1959, also vor der Realisierung des Lasers, aufge-
stellt [65]. Dabei zeigten sie, dass die gesamte Dynamik der Felder und Teilchen
auf ein nichtlineares Differentialgleichungssystem für zwei Freiheitsgrade (bei
linearer bzw. zirkularer Polarisation) reduziert werden kann. Weitere grundle-
gende Arbeiten von Lünow [66], Kaw und Dawson [67] sowie Max und Perkins
[68] folgten. Mit der Zugänglichkeit zu relativistischen Intensitäten entwickelte
sich das Modell von Akhiezer und Polovin zu einem der grundlegenden Mo-
delle der relativistischen Laser-Plasma-Physik. Darüber hinaus existieren Er-
weiterungen, mit denen auch eine stehende Welle [69, 70], ein magnetisiertes
Plasma [71–73], ein Elektronenstrahl [74], die Bewegung der Ionen [75–78] so-
wie ein Elektron-Positron-Plasma [79] beschrieben werden können. Außerdem
werden die Grundgleichungen zur Untersuchung astrophysikalischer Probleme,
wie die Ausbreitung elektromagnetischer Strahlung in der Nähe von Pulsaren,
verwendet [75, 77]. Eine vollständige analytische Behandlung erweist sich je-
doch bereits für das ursprüngliche Modell als äußerst schwierig. Meist werden
nur sehr spezielle Lösungen (periodische Lösungen oder zirkulare Polarisation)
betrachtet [80–88]. Eine Dispersionsrelation ist nur in Einzelfällen bekannt.
Die stationären Wellen sind zu unterscheiden von relativistischen Envelope-
Solitonen [69, 89–99]. Dabei handelt es sich um quasistationäre kurze Laser-
pulse, bei denen sich die Stationarität nur auf die Einhüllende bezieht. Solitäre
Strukturen entstehen z.B. im Bereich des Wakefields [100], von wo aus sie in
Richtung des Plasmarandes propagieren und als elektromagnetische Bursts
wahrgenommen werden können [101]. Relativistische Solitonen werden in der
Theorie meist als zirkular polarisiert angenommen. Im schwach relativistischen
Fall ergeben sich die Solitonen als spezielle Lösungen einer nichtlinearen Schrö-
dingergleichung [102, 103]. Diese ergibt sich durch eine Envelope-Näherung
für den Laserpuls und eine Entwicklung des Brechungsindexes nach Potenzen
der Feldstärke. Im vollständig relativistischen Fall ist oft nur eine numerische
Behandlung möglich. Wenn die Pulsgeschwindigkeit viel kleiner als die Licht-
geschwindigkeit ist, muss zusätzlich die Ionenbewegung berücksichtigt werden
(Post-Solitonen) [94, 95, 99]. In Abhängigkeit vom Verhalten im Unendlichen
wird zwischen hellen und dunklen Solitonen sowie Schockwellen unterschieden
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[104]. Für lineare Polarisation ist die Behandlung schwierig und es existieren
nur sehr wenige Arbeiten [105, 106].
1.3 Ziel der Arbeit
Das Ziel der vorliegenden Arbeit ist eine analytische und numerische Untersu-
chung von stationären Wellen in relativistischen Plasmen. Hauptsächlich wird
dabei der physikalisch interessante Fall linearer Polarisation betrachtet. Im
Rahmen des Akhiezer-Polovin-Modells werden sowohl kleine als auch große
Plasmadichten untersucht. Ein besonderes Augenmerk wird auf die nichtli-
neare Kopplung der elektromagnetischen und elektrostatischen Wellen gelegt.
Diese Kopplung ergibt neben den sehr speziellen periodischen Wellen auch die
allgemeineren quasiperiodischen Wellen. Quasiperiodische Wellen unterschei-
den sich von den periodischen Wellen dadurch, dass die elektromagnetische
Welle von einer zusätzlichen elektrostatischen Schwingung überlagert wird.
Physikalisch wird eine solche Schwingung unter anderem durch den Licht-
druck eines Laserstrahls angeregt. Die Behandlung von quasiperiodischen Wel-
len wird durch das Auftreten von einer Amplituden- und Frequenzmodulation
erschwert. Neben der analytischen Herleitung und Klassifizierung möglichst all-
gemeingültiger Lösungen besteht ein zweiter Schwerpunkt in der Bestimmung
von relativistischen Dispersionsrelationen.
Die Arbeit ist wie folgt gegliedert: In Kapitel 2 werden zunächst die Grundglei-
chungen des Akhiezer-Polovin-Modells hergeleitet und diskutiert. Die verschie-
denen äquivalenten Formulierungen werden zusammengefasst und die Vortei-
le einer einheitlichen Behandlung mit den Potentialen wird verdeutlicht. An-
schließend wird in Kapitel 3 der Fall einer kleinen Plasmadichte betrachtet.
Unter anderem wird mit einem erweiterten Zwei-Zeitskalen-Ansatz die elektro-
statische und die elektromagnetische Zeitskala in allen Ausdrücken getrennt.
Damit wird für die quasiperiodischen Wellen eine allgemeingültige analytische
Lösung hergeleitet, die die Frequenz- und Amplitudenmodulation vollständig
konsistent beschreibt. Die periodischen Lösungen sind in der allgemeinen Lö-
sung als Spezialfall enthalten. Des Weiteren wird eine für beliebige Lösungen
anwendbare Methode zur Bestimmung der Dispersionsrelation angegeben und
analytisch ausgewertet. Abschließend werden die analytischen Ergebnisse mit
numerischen Lösungen des Grundgleichungssystems verglichen.
Danach wird in Kapitel 4 der Fall einer großen Plasmadichte untersucht. Bei
großen Dichten sind die Wellen im Allgemeinen sehr kompliziert und es gibt
eine große Anzahl von Lösungstypen. Für periodische und quasiperiodische
Wellen wird eine Vielzahl von analytischen Ergebnissen hergeleitet. Dabei wird
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gezeigt, dass sich das Modulationsverhalten der quasiperiodischen Wellen ent-
scheidend von dem bei kleinen Dichten unterscheidet. In diesem Zusammen-
hang wird ein völlig neuartiger effektiver Mechanismus nichtlinearer Moden-
konversion diskutiert. Mithilfe von Poincaré-Schnitten wird die Gesamtheit der
möglichen Lösungstypen klassifiziert. Dabei wird auch der Fall einer mittleren
Plasmadichte betrachtet.
Zuletzt werden in Kapitel 5 die Lösungen des Akhiezer-Polovin-Modells un-
abhängig mit einer relativistischen PIC-Simulation verglichen. Die Stabilität
von stationären Wellen wird diskutiert. Zusätzlich werden auch nichtstationäre
Wellen betrachtet.
7

Kapitel 2
Physikalisches Modell
2.1 Stationäre ebene Wellen in relativistischen
Plasmen
Das grundlegende Modell zur Beschreibung von stationären ebenen Wellen in
der relativistischen Laser-Plasma-Physik ist das Akhiezer-Polovin-Modell [65].
Dabei handelt es sich um eine eindimensionale relativistische Behandlung von
elektromagnetischen und elektrostatischen Wellen in einem stoßfreien Plasma.
(Der Einfluss von Stößen ist im relativistischen Fall zu vernachlässigen und
wird in Anhang A.2 diskutiert.) Sowohl die Teilchenbewegungen als auch die
Entwicklung der elektromagnetischen Felder werden vollständig konsistent be-
rücksichtigt.
Das Modell beruht auf drei Grundannahmen. Erstens wird angenommen, dass
die Lösungen nur über die Phase
^ = !t  kx = !(t  x=vph) (2.1)
vom Ort und von der Zeit abhängen. Dabei sind die Frequenz !, die Wel-
lenzahl k und die Phasengeschwindigkeit vph = !=k konstant. In einem mit
vph bewegten Bezugssystem sind die Lösungen stationär. Die Annahme (2.1)
wird daher auch als quasistatische Näherung bezeichnet. Mit ihr lassen sich
aus den partiellen Differentialgleichungen gewöhnliche Differentialgleichungen
für die transversale und longitudinale Bewegung herleiten. Die Lösungen der
Grundgleichungen des Akhiezer-Polovin-Modells sind unendlich lange ebene
Wellenzüge, die sich in x-Richtung ausbreiten. Das Modell lässt sich aber auch
zur Beschreibung von endlichen Pulsen verwenden, solange die transversale
Größe des Pulses groß gegen c=!p ist und sich die Einhüllende des Pulses nur
quasistatisch ändert. Zweitens wird das Plasma als kalt angenommen, da in
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einem relativistischen Plasma oft die thermische Geschwindigkeit vernachläs-
sigbar klein gegen die gerichtete Geschwindigkeit ist. Drittens werden im Ge-
gensatz zu den relativistischen Elektronen die Ionen als ruhend angenommen.
Diese Annahme ist anwendbar, solange die Ionengeschwindigkeit gegen die
Elektronengeschwindigkeit vernachlässigbar ist. Dies ist aufgrund der großen
Massendifferenz selbst bei recht großen Intensitäten gut erfüllt. In diesem Ka-
pitel werden die Grundgleichungen des Akhiezer-Polovin-Modells hergeleitet.
2.2 Einführung dimensionsloser Größen
Im Folgenden werden, solange nicht anders angegeben, dimensionslose Grö-
ßen verwendet. Dazu werden die Lichtgeschwindigkeit c, die Elektronenmasse
m, die Elementarladung e und die Laserfrequenz ! als Normierungsgrößen
verwendet, so dass in den dimensionslosen Größen c = m = e = ! = 1
ist. Zusätzlich wird die Elektronendichte n auf die im Ruhesystem gemessene
Gleichgewichtselektronendichte n0 normiert. Der Zusammenhang zwischen den
dimensionslosen Größen und den dimensionsbehafteten Ausgangsgrößen (0) ist
dann
t = !t0; x =
!
c
x0; (2.2a)
q =
1
e
q0; n =
1
n0
n0; (2.2b)
' =
e
mc2
'0; E =
e
m!c
E0: (2.2c)
Dabei bezeichnet t die Zeit, x den Ort und q die Ladung. Für das Vektorpoten-
tial A (bzw. das magnetische Feld B) gilt der gleiche Zusammenhang wie für
das skalare Potential ' (bzw. das elektrische FeldE). In allen Gleichungen wird
für die dimensionsbehafteten Ausgangsgrößen das Gaußsche CGS-Einheiten-
system verwendet. Die Transformationen für alle weiteren Größen folgen direkt
aus den Zusammenhängen mit den Größen aus (2.2). Zum Beispiel gilt für die
Plasmafrequenz
!p =
!0p
!
mit !0p =
r
4e2n0
m
(2.3)
und für die Ladungsdichte  sowie die Stromdichte j folgt
 =
1
en0
0; j =
1
en0c
j 0: (2.4)
Für einen Laserpuls liegt eine relativistische Intensität vor, wenn für die Am-
plitude des Vektorpotentials A & 1 gilt.
Wo es für das Verständnis hilfreich ist, werden in einzelnen Gleichungen, wie
zum Beispiel Dispersionrelationen, die dimensionsbehafteten Ursprungsgrößen
verwendet. Entsprechende Gleichungen sind mit () gekennzeichnet.
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2.3 Relativistische Dispersionsrelation
Ein Ziel dieser Arbeit ist die Berechnung der Dispersionsrelation für elektro-
magnetische und gekoppelte elektromagnetische-elektrostatische Wellen. Dabei
ergeben sich relativistische Korrekturen zu der nichtrelativistischen Dispersi-
onsrelation,
c2k2 = !2   !2p (); (2.5)
bzw. dem dazu äquivalenten Ausdruck für die nichtrelativistische Phasenge-
schwindigkeit,
vph =
!
k
=
cq
1  !2p
!2
(): (2.6)
Im Folgenden werden alle relativistischen Korrekturen durch eine dimensions-
lose Größe  ausgedrückt, so dass
c2k2 = !2   !
2
p

() (2.7)
und
vph =
cq
1  !2p
!2
(): (2.8)
Mit dieser Definition entspricht  der relativistischen Korrektur der Plasma-
frequenz in der Dispersionsrelation und Phasengeschwindigkeit. Nur im Gül-
tigkeitsbereich der linearen Theorie ist  gleich eins. Für die betrachteten
nichtlinearen Wellen ist  selbst eine Funktion der Amplitude und der Plas-
mafrequenz. Zum Beispiel ist für periodische zirkular polarisierte Wellen 
gleich dem Gammafaktor  [65]. Allgemein ist aufgrund des Lorentztransfor-
mationsverhaltens der Dichte zu erwarten, dass die relativistische Korrektur
von der Größenordnung    ist. Der genaue Wert von  hängt stark von
der jeweiligen Wellenlösung ab und wird in dieser Arbeit für eine Vielzahl
von Wellen berechnet. Im Folgenden wird
q
!2p= als effektive Plasmafrequenz
bezeichnet.
Im Rahmen des Akhiezer-Polovin-Modells taucht  in der zu (2.7) und (2.8)
äquivalenten Form
 =
!2pv
2
ph
v2ph   1
(2.9)
als globaler Faktor in den Grunddifferentialgleichungen auf (Abschnitt 2.5,
Gleichung (2.32)). Da die gesamte Abhängigkeit von  als Skalierungsfaktor
für die Phase verwendet werden kann, sind die so skalierten Grundgleichungen
unabhängig von  (2.33 ff). Dieser Gesichtspunkt spielt eine entscheidende
Rolle bei der Berechnung von  und der Dispersionsrelation (Abschnitt 3.8).
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2.4 Flüssigkeitsmodell
Die Grundgleichungen zur Beschreibung des kalten, stoßfreien Plasmas sind die
relativistische Bewegungsgleichung, die Maxwell-Gleichungen und die daraus
folgende Kontinuitätsgleichung. Ausgedrückt durch die Potentiale lauten sie in
kovarianter Notation
d
d
p =   (@A   @A) p ; (2.10)
@@
A = !2pj
 + @@A
; (2.11)
@j
 = 0: (2.12)
Für die Potentiale, die Stromdichte und den Impuls gilt A = (';A), j =
(; j) und p = (;p), wobei  = 1=
p
1  v2 = p1 + p2. Weiter hat der
metrische Minkowski-Tensor die Form  = diag(1; 1; 1; 1) und es ist
@ = @=@x
 mit x = (t;x).
Die Ladungs- und Stromdichte werden im Rahmen eines Flüssigkeitsmodells
durch die entsprechenden Teilchendichten ersetzt. Für die Ladungsdichte gilt
 = qel (Zni   nel) =  (1  n); (2.13)
mit der Elektronenladung qel =  1 und der Elektronendichte nel. Die Vernach-
lässigung der Ionenbewegung gegenüber der Elektronenbewegung führt zu einer
konstanten Ionendichte, für die aufgrund der Normierung Zni = n0 = 1 gilt.
Unter der Annahme ruhender Ionen folgt für die Stromdichte
j = qel (Znivi   nelvel) =  nv: (2.14)
Aus der räumlichen Komponente der kovarianten Bewegungsgleichung (2.10)
ergibt sich mit d=d = d=dt
d
dt
p =  ( r'  @tA+ v  (rA)): (2.15)
Die drei Kraftterme entsprechen grob gesprochen einem elektrostatischen An-
teil, einem "direkten" elektromagnetischen Anteil und einem, durch die vB-
Kraft vermittelten, ponderomotorischen Anteil. In eindimensionaler Geometrie
kann die Gleichung weiter vereinfacht werden. Dazu wird ohne Einschränkung
der Allgemeinheit angenommen, dass alle Größen räumlich nur von der x-
Koordinate abhängen (A(x; t) = A(x; t), ...). Im Rahmen der Wellenausbrei-
tung wird die x-Richtung auch als longitudinale Richtung (k x) bezeichnet.
Mit diesem Ansatz ergibt sich in transversaler Richtung (?  y; z) aus Glei-
chung (2.15) unter Beachtung von
v  (rA) = ex(v  @xA)  vx@xA (2.16)
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und d=dt = @t + vx@x die Erhaltung des kanonischen Impulses,
d
dt
(p?  A?) = 0: (2.17)
Mit der Anfangsbedingung A = 0 für p = 0 folgt somit
p? = A?: (2.18)
Ferner ergibt sich in der eindimensionalen Geometrie aus der Coulomb-Eichung
(r  A = 0), dass @xAx = 0 ist. Somit kann ohne Beschränkung der Allge-
meinheit die x-Komponente des Vektorpotentials gleich null gesetzt werden,
Ax = 0. So ergibt sich in longitudinaler Richtung aus Gleichung (2.15)
d
dt
px = @x'  v?  @xA?: (2.19)
Mit  =
p
1 + p2x + A
2 und @x = v  @xp = vx@xpx + v?  @xA? vereinfacht
sich dies weiter zu
@tpx = @x('  ): (2.20)
Letzteres Ergebnis kann äquivalent auch aus der nullten Komponente der ko-
varianten Bewegungsgleichung (2.10), d=dt =  ( @x' @tA?) v, hergeleitet
werden.
2.5 Akhiezer-Polovin-Modell
Unter der Voraussetzung, dass alle Größen nur über die Phase ^ = t   x=vph
vom Ort und von der Zeit abhängen, vereinfachen sich im Folgenden die par-
tiellen zu gewöhnlichen Differentialgleichungen. Dazu werden alle Ableitungen
nach x und t durch Ableitungen nach der Phase ersetzt,
@t  ! d
d^
; (2.21a)
@x  !   1
vph
d
d^
; (2.21b)
d
dt
 ! (1  vx
vph
)
d
d^
: (2.21c)
Dadurch lassen sich Gleichung (2.20) und die Kontinuitätsgleichung (2.12) di-
rekt integrieren.
Ein zeitabhängiges longitudinales Vektorpotential Ax = Ax(t) entspricht der Ersetzung
px ! p0x  Ax und wird deshalb in px berücksichtigt.
In Anhang A.3.2 wird beschrieben, was bei einer anderen Wahl der Phase (^b = x vpht)
zu beachten ist.
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Aus Gleichung (2.20) erhält man mit der Anfangsbedingung ' = 1 für p = 0
   vphpx = ': (2.22)
Ersetzt man hier wiederum  =
p
1 + p2x + A
2 und löst nach px auf, so ergibt
sich sowohl px als auch  = '+ vphpx in Abhängigkeit von ' und A:
px =
1
v2ph   1
q
'2 + (v2ph   1)(1 + A2)  vph'

(2.23a)
=
vph
v2ph   1

1
F
  '

; (2.23b)
 =
1
v2ph   1

vph
q
'2 + (v2ph   1)(1 + A2)  '

(2.23c)
=
1
v2ph   1

v2ph
F
  '

; (2.23d)
wobei
F =
vphq
'2 + (v2ph   1)(1 + A2)
: (2.24)
Weiter ist
   px =
q
'2 + (v2ph   1)(1 + A2) + '

=(vph + 1); (2.25a)
   px=vph =
q
'2 + (v2ph   1)(1 + A2)=vph = 1=F; (2.25b)
vx =
px

= vph
(1 + A2)  '=F
'2 + v2ph(1 + A
2)
= vph
1  F'
v2ph   F'
: (2.25c)
Auch in der Kontinuitätsgleichung (2.12),
@t+r  j = @tn+r  (nv) = 0; (2.26)
können die partiellen Ableitungen gemäß (2.21) ersetzt werden. Die anschlie-
ßende Integration ergibt mit der Anfangsbedingung n = 1 für p = 0
n(vph   vx) = vph: (2.27)
Für die Dichte erhält man somit
n =
vph
vph   vx : (2.28)
Als Nächstes betrachten wir die Wellengleichung (2.11) für das 4er-Potential.
In Coulomb-Eichung und eindimensionaler Geometrie (oder allgemeiner durch
14
2.5 Akhiezer-Polovin-Modell KAPITEL 2 PHYSIKALISCHES MODELL
Einführung einer transversalen Stromdichte j?) reduzieren sich diese für die
verbleibenden Komponenten auf
A? = !2pj? =  !2pnv?;  = @2t  4; (2.29a)
4' =  !2p = !2p(n  1); 4 = @2x: (2.29b)
Mit der Erhaltung des transversalen kanonischen Impulses (2.18) und den Er-
setzungen (2.21) vereinfacht sich (2.29) weiter zu (A = A?)
(1  1
v2ph
)A00 =  !2p
n

A; (2.30a)
1
v2ph
'00 = !2p(n  1): (2.30b)
Ersetzt man nun in dem Ausdruck für die Dichte (2.28) mit (2.25) vx, so ergibt
sich
n  1 = 1
v2ph   1
(1  F') ; (2.31a)
n

= F =
vphq
'2 + (v2ph   1)(1 + A2)
: (2.31b)
Hiermit erhalten wir aus (2.30) schließlich das Grundgleichungssystem des
Akhiezer-Polovin-Modells für die Potentiale,
A00 + FA = 0; (2.32a)
'00 + (F'  1) = 0 (2.32b)
mit F =
vphq
'2 + (v2ph   1)(1 + A2)
und  =
!2pv
2
ph
v2ph   1
:
In dem Grundgleichungssystem kann man die Phase noch mit
p
 skalieren
(vgl. Abschnitt 2.3), so dass sich
A00 + FA = 0; (2.33a)
'00 + (F'  1) = 0 (2.33b)
mit  =
p
^
ergibt. Das Grundgleichungssystem ist jetzt vollständig unabhängig von .
Somit sind auch die Lösungen in Abhängigkeit von der skalierten Phase 
unabhängig von . Eine Bestimmung von  benötigt deshalb physikalische
Annahmen über die Abhängigkeit der Lösungen von der Laborphase ^, die
über die bloßen Gleichungen (2.33a-2.33b) hinausgehen (Abschnitt 3.8). Oh-
ne sie ist  nur ein freier Parameter, der für die mathematische Lösung der
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Grundgleichungen zunächst einmal nicht benötigt wird. Sobald jedoch Ab-
leitungen (z.B. Verwendung von vorgegebenen Anfangsbedingungen '0(0) und
A0(0)) oder Integrationen (z.B. Berechnung der Elektronentrajektorien aus den
Impulsen) ausgeführt werden sollen, ist die Kenntnis von  unabdingbar. Im
Folgenden beziehen sich die Ableitungssymbole immer auf Ableitungen nach
der skalierten Phase .
Das Gleichungssystem (2.33a) und (2.33b) beschreibt die volle relativistische
Kopplung von transversalen elektromagnetischen und longitudinalen elektro-
statischenWellen. Es handelt sich um ein gekoppeltes System von drei Differen-
tialgleichungen zweiter Ordnung (bei allgemeiner Polarisation). Die Gleichun-
gen sind hochgradig nichtlinear und müssen selbstkonsistent gelöst werden. Die
nichtlineare Kopplung über F ist eine Folge des relativistischen Gammafaktors
sowie der nichtlinearen Stromdichte (Dichtemodulation durch die Plasmawel-
le). Aus den Grundgleichungen ergibt sich sofort, dass nur für vph  1 gekoppel-
te elektromagnetische und elektrostatische Wellen mit A 6= 0 existieren (vgl.
Anhang A.4.4). Im Rahmen der vorliegenden Arbeit wird das Gleichungssys-
tem ausführlich untersucht und eine Vielzahl von Wellenlösungen betrachtet.
Das Gleichungssystem (2.33) ist äquivalent zu dem ursprünglichen Gleichungs-
system für die Impulse von Akhiezer und Polovin [65],
p00?+
2v2ph
vph   pxp? = 0; (2.34a)
(vphpx   )00+
!2pv
2
ph
vph   pxpx = 0: (2.34b)
Mit diesem Gleichungssystem untersuchten Akhiezer und Polovin 1956 erst-
mals relativistische Wellen in Plasmen. Dabei beschränkten sie sich haupt-
sächlich auf rein longitudinale relativistische Schwingungen und zirkular pola-
risierte Wellen.
Ein ebenfalls äquivalentes Gleichungssystem verwendet die Auslenkungen der
Elektronen in Abhängigkeit von der Eigenzeit  (d=d = d=dt),
 + 2vph = 
2px; (2.35a)
+ 2vph = 
2px; (2.35b)
+ !2p =  2py   2pz; (2.35c)
wobei 2 = !2pvph=(v2ph   1) = =vph und
 =
p
1 + px(0)2 + pz(0)2  
!2p
2
2 +
2vph
2
((0)2   2)  
2vph
2
2: (2.36)
Hier werden als unabhängige Größen die Lagrange-Koordinaten  = y   y0,
 = z   z0,  = x   x0 verwendet. Letztere sind dabei proportional zu den
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Feldern (2.38). In dieser Form lässt sich das System besonders anschaulich als
ein System gekoppelter relativistischer harmonischer Oszillatoren interpretie-
ren. Mit diesem Gleichungssystem wurden in [107] die periodischen Lösungen
ausführlich untersucht. Die Ergebnisse in Abhängigkeit von der Eigenzeit kön-
nen durch eine Rücktransformation auch in Abhängigkeit von der Laborphase
angegeben werden. Ähnliche Gleichungen wurden auch von Lünow [66] herge-
leitet, aber dort nur im Rahmen von eindimensionalen Plasmaschwingungen
( = 0) betrachtet.
Ein vollständig anderer Ansatz wurde von Winkles et al. [108] eingeführt und
von Clemmow [83] verwendet. Dabei wird ein bewegtes Bezugssystem ~S be-
trachtet, welches sich mit der Geschwindigkeit  1=vph (vph > 1) relativ zum
Laborsystem bewegt. Somit strömen in ~S die Ionen mit einer Geschwindigkeit
1=vph. Durch die Lorentz-Transformation sind in ~S alle Größen ortsunabhängig
und das Magnetfeld sowie die Dichtemodulationen verschwinden. Als einzige
Nichtlinearität bleibt der relativistische Gammafaktor,
d2
d~t2
~py+
!2p
~
~py = 0; (2.37a)
d2
d~t2
~px+
!2p
~
~px =  
!2p
vph
: (2.37b)
In einigen Fällen vereinfacht sich die Lösung durch diesen Ansatz erheblich
[71, 72, 80, 83–85]. Die Gleichungen sind jedoch unhandlich für den Fall einer
kleinen Plasmadichte, weil dann die Geschwindigkeit der Lorentztransformati-
on gegen die Lichtgeschwindigkeit strebt, vph ! 1.
Alle vorgestellten Grundgleichungssysteme sind zueinander äquivalent. Sie sind
alle nichtlinear und müssen selbstkonsistent gelöst werden. Die Ergebnisse las-
sen sich ineinander umrechnen. Welches Grundgleichungssystem am geeignet-
sten ist, hängt von dem zu betrachtenden Problem ab. Bei der Untersuchung
der quasiperiodischen Lösungen ist es am günstigsten, die Potentiale A und
' als unabhängige Größen zu verwenden. Der Grund dafür ist, dass dann in
der longitudinalen Variablen ' ein besonders großer Unterschied zwischen dem
schnell veränderlichen elektromagnetischen Anteil und dem langsam veränder-
lichen elektrostatischen Anteil liegt (Abbildung 3.5). Dadurch lassen sich die
beiden Zeitskalen besonders effektiv trennen. Bei der Verwendung der Auslen-
kung  oder des Impulses px als longitudinale Variable ist dies nicht so aus-
geprägt (Abbildung 3.6). Weil die Kopplung in den Grundgleichungen (2.33a)
und (2.33b) nur quadratisch vonA abhängt und Gleichung (2.33a) ungerade in
A ist, ist die Lösung unabhängig vom Vorzeichen vonA undA0. Ähnliche Glei-
chungen für die Potentiale wie (2.33) werden in [55, 63, 75, 79, 81, 87, 88, 109–
113] in den verschiedensten Zusammenhängen verwendet.
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2.6 Weitere Zusammenhänge und Invarianten
Aus den Potentialen A und ' können alle anderen Größen wie die Elektronen-
dichte n (2.31), die Teilchenenergie  (2.23c), die Impulse px (2.23a), py = Ay
und die Felder abgeleitet werden. Letztere ergeben sich aus den Potentialen
durch E =  r'   @tA und B = rA. Dadurch erhält man die folgenden
Zusammenhänge:
Ex = '
0p=vph = (2); Bx = 0; (2.38a)
Ey =  A0y
p
 = (2vph); By =  Ez=vph; (2.38b)
Ez =  A0z
p
 = (2vph); Bz = Ey=vph: (2.38c)
Für die Berechnung der Trajektorien kann auch
 =
Z
px d;  =
Z
py d; (2.39)
d =
1

dt =
1
   px=vph
dp

= F
dp

verwendet werden. Für die Auswertungen der Ableitungen bzw. Integrationen
wird  als Skalierungsfaktor benötigt. Da im Allgemeinen
p
   ist (vgl.
Abschnitt 2.3 und 3.8.5), sind die Auslenkungen (2.39) für beliebige Laseram-
plituden beschränkt.
Das Grundgleichungssystem (2.33) besitzt zwei Invarianten. Die erste ent-
spricht der Energieerhaltung. Um diese zu erhalten, multipliziert man Glei-
chung (2.33a) mit (v2ph   1)A0 und (2.33b) mit '0, addiert beide Ergebnisse
und benutzt (v2ph=F )0 = F (''0 + (v2ph   1)A A0). Die anschließende Integra-
tion ergibt
1
2
('02 + (v2ph   1)A02) + (
v2ph
F
  ') = konst: : (2.40)
Mit (v2ph   1) = v2ph=F   ' aus (2.23) ist dies äquivlent zu
1
2
(
1
v2ph   1
'02 +A02) +  = konst: : (2.41)
In dieser Form ist die Erhaltung der Gesamtenergie (Feld- und Teilchenenergie)
besonders gut sichtbar. Im Rahmen der Hamiltonmechanik entspricht (2.41)
der Hamilton-Funktion H (vgl. Abschnitt 3.11).
Die zweite Invariante ist vergleichbar mit der Drehimpulserhaltung eines me-
chanischen Systems. Ausgangspunkt ist Gleichung (2.33a). Multipliziert man
die Gleichung für A00y mit Az und die für A00z mit Ay und subtrahiert die Ergeb-
nisse, so ergibt eine Integration
A0yAz   A0zAy = konst: : (2.42)
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Kapitel 3
Kleine Plasmadichten
3.1 Vakuumlösung
Als Einführung wird an dieser Stelle zunächst das einfache, aber sehr anschau-
liche Modellsystem eines einzelnen Elektrons in einer äußeren elektromagne-
tischen Welle betrachtet. Das Verständnis der auftretenden Lösungen ist von
großer Bedeutung, da es dem Akhiezer-Polovin-Modell im Grenzfall einer ver-
schwindenden Plasmadichte entspricht (Vakuumlösung). Gleichzeitig ist es ei-
nes der wenigen Modelle in der relativistischen Laser-Plasma-Physik für das
eine vollständige analytische Lösung bekannt ist [53, 114–117].
In einer elliptisch polarisierten, ebenen Welle mit der Amplitude a0 und dem
Polarisationsparameter ,
A () = a0

0;  sin(^);
p
1  2 cos(^)

; (3.1)
ergibt sich für den Impuls des Elektrons
py =  a0 sin(^); (3.2a)
pz =
p
1  2a0 cos(^); (3.2b)
px =
1 + 1
2
A20   '20 + (12   2)A20 cos(2^)
2'0
: (3.2c)
Hierbei bestimmt der Parameter '0 über (3.2c) den longitudinalen Anfangsim-
puls des Elektrons. Fordert man hpxi = 0, d.h., das Elektron soll keinen mitt-
leren longitudinalen Impuls besitzen (mittleres Ruhesystem, keine zusätzliche
Driftbewegung), so ergibt sich '0 =
q
1 + 1
2
a20 und es ist
px =
1
2'0

1
2
  2

a20 cos(2^); (3.3)
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 = '0 + px = '0 +
1
2'0

1
2
  2

a20 cos(2^): (3.4)
Die Notation '0 wurde dabei so gewählt, dass Gleichung (3.4) der Gleichung
(2.22) im Akhiezer-Polovin-Modell mit vph = 1 und ' = '0 entspricht. Aus
(3.4) folgt weiter, dass hi = '0 =
q
1 + 1
2
a20.
Für zirkulare Polarisation  =  1p
2
(rechts- bzw. links-zirkulare Polarisation)
bewegt sich das Elektron im mittleren Ruhesystem auf einer Kreisbahn. Dies
ist eine Folge davon, dass v k B und deshalb die v  B-Kraft keinen Bei-
trag liefert. Aus diesem Grund wird in der Theorie of zirkulare Polarisation
betrachtet, obwohl sie in der Praxis eher selten verwendet wird.
Für jede andere Polarisation ist die v  B-Kraft ungleich null und führt in
x-Richtung zu einer Oszillation mit der doppelten Grundfrequenz. Für lineare
Polarisation mit  = 1 ist
px =   1
2'0
a20 cos(2^): (3.5)
Bei linearer Polarisation existiert also im relativistischen Fall, trotz einer anre-
genden transversalen Welle, keine rein transversale Lösung. Die entsprechenden
Teilchenbahnen sind vielmehr 8-förmig (Abbildung 3.1),
2(
a20
'20
  2) = 16 a
2
0
'20
2: (3.6)
Dabei bleiben die Auslenkungen selbst im ultrarelativistischen Grenzfall (a0 !
1) beschränkt ( ! p2,  ! 1
4
). Für einen anderen Anfangsimpuls px(0) 6=
  1
2'0
a20 kommt es zu einer zusätzlichen Driftbewegung. Diese führt dazu, dass
die 8-förmig Bahn auseinandergezogen wird (Abbildung 3.2).
Abbildung 3.1: Für lineare Polarisation ist die Teilchenbahn 8-förmig (Innere
Bahn hi = 1:06 bzw. A0 = 0:5 , äußere Bahn hi = A0 = 103).
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Abbildung 3.2: Im Vakuum führt ein zusätzlicher longitudinaler Anfangsimpuls
zu einer Driftbewegung (A0 = 0:5).
3.2 Periodische und quasiperiodische Lösungen
Beim Übergang von der relativistischen Bewegung eines einzelnen Elektrons
zu der kollektiven Bewegung von vielen Elektronen in einem relativistischen
Plasma, tritt neben dem relativistischen Gammafaktor und der nichtlinearen
v B-Kraft auch noch eine Dichtemodulation (2.28) auf, so dass das Plasma
lokal nicht mehr neutral ist. Durch die Vielzahl der nichtlinearen Kopplun-
gen kann man, wie bereits im Vakuum bei linearer Polarisation gesehen, keine
Entkopplung von transversalen und longitudinalen Moden erwarten. Die Wel-
lenlösungen des Akhiezer-Polovin-Modells haben deshalb im Allgemeinen eine
recht komplizierte Struktur.
Für kleine Plasmadichten können die Lösungen jedoch auf den Vakuumlö-
sungen aufgebaut werden. Die Verallgemeinerung der Lösungen ohne zusätz-
lichen longitudinalen Driftimpuls sind die rein periodischen Lösungen. Bei ih-
nen schwingt die longitudinale Komponente mit einem Vielfachen der Laser-
frequenz !. Für lineare Polarisation findet man dabei weiterhin geschlossene
achtförmige Teilchenbahnen [107, 118]. Die dabei auftretenden Korrekturen
können durch eine störungstheoretische Entwicklung systematisch untersucht
werden. Dabei treten neben höheren Harmonischen auch Korrekturen zu den
Amplituden der fundamentalen Frequenzen auf (siehe Abschnitt 3.7). Peri-
odische Lösungen existieren jedoch nur für geeignet gewählte Anfangsbedin-
gungen, so dass ein der elektromagnetischen Welle angepasster longitudinaler
Startimpuls vorliegt.
Bei einer nicht angepassten Anfangsbedingung wird eine zusätzliche elektro-
statische Schwingung angeregt (Abbildung 3.3). Im Vakuum entspricht dies
einer longitudinalen Driftbewegung. Im Plasma jedoch führt eine Drift gegen-
über dem ortsfesten Ionenhintergrund zu einer Ladungstrennung und dadurch
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Abbildung 3.3: Vergleich der Lösungen für verschiedene Anfangswerte des
skalaren Potentials. Im Allgemeinen ergeben sich quasiperiodische Lösungen (oben:
'(0) = 1:2; unten: '(0) = 10:0). Für die rein periodische Lösung muss die
Anfangsbedingung geeignet gewählt werden, um die Anregung einer
elektrostatischen Schwingung zu unterdrücken (mitte: '(0) = 3:6668; jeweils
A(0) =  5:0, vph = 1:005, d.h.,  = 0:1). Bei der rein periodischen Lösung ist die
Schwingung in ' auf diesem Maßstab nicht zu erkennen.
zu einer Plasmaschwingung. Physikalisch wird eine solche Schwingung durch
Resonanzabsorption aber auch durch den relativistischen Lichtdruck (pondero-
motorischer Druck) eines Laserstrahls angeregt. Die charakteristische Frequenz
der Plasmaschwingung ist die Plasmafrequenz !p. In dem System treten daher
nun zwei Zeitskalen auf: Die Periode der elektromagnetischen Welle und die
Plasmaperiode der elektrostatischen Schwingung. Beide sind im Allgemeinen
nicht kommensurabel. Die nichtlineare Überlagerung führt zu einer quasiperi-
odischen Lösung [119, 120]. Die resultierenden Trajektorien sind nicht geschlos-
sen (Abbildungen 3.4-3.6). Die acht-förmige Trajektorie wird auseinandergezo-
gen und kann nur noch an den Umkehrpunkten der longitudinalen Bewegung
beobachtet werden. Durch die nichtlineare Kopplung kommt es innerhalb einer
Plasmaschwingung zur Selbstmodulation der Frequenz und der Amplitude der
elektromagnetischen Welle. Da eine Kopplung zwischen einer elektromagneti-
schen und einer elektrostatischen Welle auch bei der Raman-Streuung in Plas-
men auftritt, können die quasiperiodischen Lösungen des Akhiezer-Polovin-
Modells in gewisser Weise auch als eine relativistische Verallgemeinerung der
Raman-Streuung interpretiert werden.
Ziel des folgenden Abschnitts ist die Trennung der langsamen und der schnell
veränderlichen Zeitskalen und eine Herleitung einer analytischen Lösung für
den quasiperiodischen Fall bei kleinen Plasmadichten. Dabei werden sowohl
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linear als auch zirkular polarisierte Wellen betrachtet. Die Lösungen werden
dabei zunächst in Abhängigkeit von der skalierten Phase  angegeben. Die
Abhängigkeit von der Laborphase ^ und die Bestimmung von  und der Di-
spersionsrelation wird in dem späteren Abschnitt 3.8 betrachtet.
Abbildung 3.4: Nicht geschlossene Trajektorie einer gekoppelten
elektromagnetischen und elektrostatischen Welle (quasiperiodische Lösung) für
kleine Plasmadichten. Die 8-förmige Trajektorie (sichtbar an den Umkehrpunkten)
wird durch die Plasmaschwingung auseinandergezogen und es kommt zu einer
Frequenz- und Amplitudenmodulation (A(0) = 0:0, A0(0) =  1:95, '(0) = 6:3,
'0(0) = 0:0, vph = 1:003, d.h.,  = 0:08;  = 3:65 vgl. Abschnitt 3.8.2).
Abbildung 3.5: Verlauf der Potentiale und der Elektronendichte in Abhängigkeit
von der skalierten Laborphase  (Anfangsbedingung wie in Abb. 3.4).
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Abbildung 3.6: Verlauf der Felder und des longitudinalen Impulses px
(Anfangsbedingung wie in Abb. 3.4).
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3.3 Zwei-Zeitskalen-Ansatz
Bei der Untersuchung der quasiperiodischen Lösungen beschränken wir uns
zunächst auf den Fall einer hinreichend kleinen Plasmadichte, so dass die Plas-
mafrequenz !p bedeutend kleiner als die Frequenz der elektromagnetischen
Welle ! ist. Dadurch sind die zwei Zeitskalen in dem System klar voneinan-
der getrennt und ein Zwei-Zeitskalen-Ansatz kann angewendet werden. Mit
diesem werden die quasiperiodischen Lösungen des Akhiezer-Polovin-Modells
(2.33) analytisch berechnet. Dabei werden die rein periodischen Lösungen als
ein Spezialfall der quasiperiodischen Lösungen berücksichtigt.
Für eine kleine Plasmadichte ist die Phasengeschwindigkeit nur ein wenig grö-
ßer als die Lichtgeschwindigkeit (vgl. 2.8),
v2ph = 1 + 
2: (3.7)
Die so eingeführte Größe  =
q
v2ph   1 ist ein geeigneter Kleinheitsparame-
ter für eine Störungsentwicklung. (Der Parameter  sollte dabei nicht mit der
Dielektrizitätszahl verwechselt werden.) Definiert man die Phasengeschwindig-
keit durch (2.8), so ist der Zusammenhang zwischen  und !p gegeben durch
 = !2p(1 + 
2)=2 bzw.
2 =
!2p

1  !2p

=
!2p

+O(!4p); (3.8)
so dass  in niedrigster Ordnung der effektiven Plasmafrequenz entspricht.
Durch die Einführung von  vereinfacht sich das Grundgleichungssystem (2.33)
zu
A00 + FA = 0; (3.9a)
'00 + (F'  1) = 0; (3.9b)
F =
s
1 + 2
'2 + 2(1 + A2)
: (3.9c)
Der Zwei-Zeitskalen-Ansatz beruht nun auf der Annahme, dass A und ' von
einer langsam veränderlichen Phase s =  und einer schnell veränderlichen
Phase f abhängen. Die erste beschreibt die Zeitabhängigkeit der elektrostati-
schen Schwingung und letztere die Zeitabhängigkeit der elektromagnetischen
Welle. Der Zusammenhang zwischen den beiden Phasen ist nichtlinear und
wird mit der unbekannten Funktion 
(s) > 0 angesetzt als
df(s)
ds
=
1


(s); 
(s) > 0; (3.10)
25
KAPITEL 3 KLEINE PLASMADICHTEN 3.3 Zwei-Zeitskalen-Ansatz
so dass
f(s) =
1

Z s
0

(s) ds: (3.11)
Diese Gleichungen stellen einen verallgemeinerten Ansatz mit zwei Zeitskalen
dar. Die Einführung von 
(s) erlaubt es f direkt als Phase in den Winkel-
funktionen der schnellen Schwingung zu verwenden (siehe Gleichung (3.21)
und gleichzeitig über 
(s) die Frequenzmodulation zu beschreiben. Mit der
Skalierung  =
p
^ gilt weiter s =
p
s^, f = f^ , 
 = 
^=
p
.
Die Ableitung nach der Phase  kann nun durch partielle Ableitungen nach f
und s ausgedrückt werden (die Indizes f und s bezeichnen im Folgenden die
Ableitung nach den Phasen f und s):
d
d
= 
d
ds
= 
@f + @s; (3.12a)
d2
d2
= 
2@ff +  (2
@fs + (@s
)@f ) + 
2@ss: (3.12b)
In den folgenden Abschnitten wird der Zwei-Zeitskalen-Ansatz für die beiden
Fälle linearer und zirkularer Polarisation angewendet. Dabei wird ein störungs-
theoretischer Ansatz verfolgt. Es wird angenommen, dass sich die Potentiale
für kleine Plasmadichten als Reihe in  darstellen lassen,
A(s; f) = A0(s; f) + A1(s; f) + 
2A2(s; f) + ::: ; (3.13a)
'(s; f) = '0(s; f) + '1(s; f) + 
2'2(s; f) + ::: : (3.13b)
Im Gegensatz zu Borovsky et al. [75, 81] wird jedoch auch 
 als Reihe in 
angesetzt,

(s) = 
0(s) + 
1(s) + 
2
2(s) + ::: : (3.14)
Dies vereinfacht die Elimination säkularer Terme in höheren Ordnungen erheb-
lich und ist eine wichtige Annahme, um eine konsistente Lösung zu erhalten.
Durch den Ansatz ergibt sich zum Beispiel für die zweite Ableitung des Vek-
torpotentials A00 in dem Gleichungssystem (3.9)
A00 = 
20A0 ff (3.15)
+


20A1 ff + 2
0
1A0 ff + 2
0A0 fs + 
0 sA0 f

+2


20A2 ff + 2
0
1A1 ff + (

2
1 + 2
0
2)A0 ff +A0 ss
+2
0A1 fs + 
0 sA1 f + 2
1A0 fs + 
1 sA0 f

+::: :
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Analoges ergibt sich für '00. Für F gilt weiter
F =
1
'0
  '1
'20
+ 2
1
2'30
('20   2'0'2 + '21   1  A20) + ::: : (3.16)
Werden diese Ausdrücke in die Grundgleichungen (2.33) eingesetzt, so ergibt
sich das zu lösende Gleichungssystem des Zwei-Zeitskalen-Ansatzes. Die Glei-
chungen ähneln denen, die sich bei der Untersuchung eines Elektron-Positron-
Plasmas [79] ergeben.
3.4 Lineare Polarisation
Ohne Einschränkung der Allgemeinheit betrachten wir bei linearer Polarisa-
tion den Fall Az = 0. Dies entspricht der Wahl  = 1 aus Abschnitt 3.1. Im
folgenden Abschnitt setzten wir A = Ay.
Das Gleichungssystem des Zwei-Zeitskalen-Ansatzes wird systematisch Ord-
nung für Ordnung in  gelöst und auftretende säkulare Terme werden elimi-
niert. Das allgemeine Vorgehen wird anhand der Ordnungen 0, 1 und 2 de-
monstriert.
3.4.1 Ordnung 0
In der niedrigsten Ordnung in  lautet die Gleichung für '

0(s)
2'0(s; f)ff = 0: (3.17)
Wegen 
20 6= 0 folgt unter der Annahme, dass '0 nicht linear mit f anwächst
'0(s; f) = '0(s): (3.18)
Das heißt, '0 hängt nicht von f ab. Dies entspricht dem Umstand, dass '0 nur
die langsame elektrostatische Schwingung beschreibt und ist in Übereinstim-
mung mit der Beobachtung, dass sich in ' die beiden Zeitskalen besonders gut
trennen lassen.
Mit diesem Ergebnis lautet die Gleichung für A0

0(s)
2A0(s; f)ff +
1
'0(s)
A0(s; f) = 0: (3.19)
Wählt man, wie oben erwähnt, die Transformation so, dass f die Phase von
A0 darstellt, so ergibt sich

0(s) =
s
1
'0(s)
(3.20)
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und
A0(s; f) =  a0(s) sin(f)  b0(s) cos(f): (3.21)
Im Folgenden verwenden wir die Anfangsbedingung
A = 0 für  = f = s = 0: (3.22)
Durch eine Verschiebung der Phase kann dies immer erreicht werden, solange
keine weiteren Bedingungen gestellt werden, d.h., A0(0), '(0) > 0 und '0(0)
sind beliebig (für '(0) < 0 kann durch eine weitere Verschiebung auf der
Zeitskala s immer '(0) > 0 erreicht werden). Ohne Beschränkung der Allge-
meinheit werden die Anfangsbedingungen schon vollständig in der Ordnung 0
berücksichtigt, das heißt, für f = s = 0 sind die Korrekturen durch die höheren
Ordnungen gleich null,
'n(0) =
(
'(0) n = 0
0 n > 0
; '0 s(0) =
(
's(0) n = 0
0 n > 0
; (3.23a)
bn(0) = 0; an(0) =
(
 Af (0) n = 0
0 n > 0
: (3.23b)
Der Index n kennzeichnet dabei wieder die Ordnung.
Zur Vereinfachung der folgenden Rechnung wird bereits b0(s) = 0 verwendet.
Diese folgt in der Ordnung 1 aus dem zu (3.27) analogen Ergebnis b0(s) =
h0'0(s)
1=4 (dabei ist h0 eine Integrationskonstante) mit der Anfangsbedingung
(3.23b) (siehe Anhang A.3.1).
3.4.2 Ordnung 1
Nach (3.18) gilt '0 f = 0. Damit lautet auch die Differentialgleichung für ' in
der Ordnung 1

0(s)
2'1(s; f)ff = 0: (3.24)
Analog zur Ordnung 0 ergibt sich deshalb
'1(s; f) = '1(s): (3.25)
Die Differentialgleichung für A1 reduziert sich mit dem Ergebnis für A0 zu
A1(s; f)ff + A1(s; f) (3.26a)
+

'1(s)
'0(s)
+ 2

1(s)

0(s)

a0(s) sin(f)| {z }
A0
(3.26b)
+
1

0(s)2
(2
0(s)a0(s)s + 
0(s)sa0(s)) cos(f)| {z }
A0 f
= 0: (3.26c)
28
3.4 Lineare Polarisation KAPITEL 3 KLEINE PLASMADICHTEN
Da es sich bei (3.26b) und (3.26c) um säkulare Terme handelt, müssen die Vor-
faktoren jeweils schon gleich null sein. Aus (3.26c) erhalten wir mit 
0(s)2 =
1='0(s)
a0(s) = g0'0(s)
1=4: (3.27)
Dabei ist g0 eine Integrationskonstante, die durch die Anfangsbedingung (3.23)
a0(0) =  Af (0) festgelegt wird.
Aus (3.26b) und (3.26a) ergibt sich
2

1(s)

0(s)
=  '1(s)
'0(s)
(3.28)
sowie
A1(s; f) =  a1(s) sin(f)  b1(s) cos(f): (3.29)
Die Elimination der säkularen Terme gelingt dabei nur so einfach, weil auch

(s) als Reihe in  angesetzt wurde, so dass der Term 
1(s) zur Elimination
verwendet werden kann.
Weil sich in der Ordnung 2
a1(s) =
1
4
g0'1(s)'0(s)
 3=4 + g1'0(s)1=4; (3.30a)
b1(s) =
1
4
h0'1(s)'0(s)
 3=4 + h1'0(s)1=4 (3.30b)
ergibt (Anhang A.3.1), erhält man aus der Anfangsbedingung (3.23) erneut
b1(s) = 0 für alle s.
Weil jedoch außerdem die Differentialgleichung für '1(s) (Ordnung 3, siehe
unten) nur von '1(s) und a1(s) abhängt, können mit den Anfangsbedingungen
'0(0) = '(0), '0 s(0) = 's(0) ohne Beschränkung der Allgemeinheit auch
'1(s), und damit auch alle anderen Größen der Ordnung 1, gleich null gesetzt
werden,
'1 = 0; A1 = 0; 
1 = 0: (3.31)
Somit verschwinden unter der Anfangsbedingung (3.23) alle Größen der Ord-
nung 1. Trotzdem ist das Vorgehen bei der Lösung von Gleichung (3.26) ty-
pisch für das allgemeine Vorgehen bei höheren Ordnungen: Durch die Elimina-
tionsbedingung für die säkularen Terme erhält man zwei zusätzliche Gleichun-
gen. So ist es in der Ordnung n möglich, neben dem schnell veränderlichen
Anteil von An(s; f) auch an 1(s) und 
n(s) zu bestimmen.
3.4.3 Ordnung 2
In der Ordnung 2 tritt in F mit dem cos(2f)-Term aus
A0(s; f)
2 =
a0(s)
2
2
(1  cos(2f)) (3.32)
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der entscheidende Term für die Harmonischenerzeugung in f in Erscheinung.
Die Differentialgleichung für ' lautet
'2(s; f)ff +
1
4
g20'0(s)
 1=2 cos(2f) (3.33a)
+
1

0(s)2

'0(s)ss +
1
2

1  '0(s) 2   1
2
g20'0(s)
 3=2

= 0:(3.33b)
Zur Lösung wird der schnell veränderliche und der langsam veränderliche An-
teil getrennt behandelt. Der schnell veränderliche Anteil (3.33a) ergibt
'2(s; f) =
1
16
g20'0(s)
 1=2 cos(2f) + '2R(s): (3.34)
Hierbei ist '2R(s) ein langsam veränderlicher Restterm, der die Anfangsbedin-
gungen
'2R(0) =   1
16
g20'(0)
 1=2; '2R s(0) =
1
32
g20'(0)
 3=2's(0) (3.35)
erfüllen muss. Die Bestimmungsgleichung für '2R(s) ergibt sich jedoch erst in
der Ordnung 4.
Aus dem langsam veränderlichen Anteil (3.33b) erhalten wir die Bestimmungs-
gleichung für '0(s),
'0(s)ss +
1
2

1  '0(s) 2   1
2
g20'0(s)
 3=2

= 0; (3.36)
wobei '0(s) nach (3.23) die Anfangsbedingungen
'0(0) = '(0); '0 s(0) = 's(0) (3.37)
erfüllen muss.
Gleichung (3.36) beschreibt die elektrostatische Schwingung in der niedrigsten
Ordnung. Die Ankopplung an die elektromagnetische Welle wird in dieser Ord-
nung durch den Term proportional zu g20 beschrieben. Gleichung (3.36) besitzt
das Integral
'0(s)
2
s +
 
'0(s) + '0(s)
 1 + g20'0(s)
 1=2| {z }
V ('0(s))
= konst: = E0 (3.38)
mit E0 = '0 s(0)2 + V ('0(0)). Dabei steht die letzte Gleichung in enger Ana-
logie zur klassischen Mechanik, wo sie der Energieerhaltung einer Bewegung
eines Massenpunktes im Potential V entspricht. Die Schwingungsperiode der
nichtlinearen Plasmaschwingung ist in der niedrigsten Ordnung
T =
I
ds =
I
d'0p
E0   V ('0)
: (3.39)
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Auch hier ist das Vorgehen zur Lösung von Gleichung (3.33) repräsentativ
für das allgemeine Vorgehen bei höheren Ordnungen: Die Lösung des schnell
veränderlichen Anteils der Gleichung für ' in der Ordnung n ergibt 'n(s; f) 
'nR(s), und die Lösung des langsam veränderlichen Anteils führt zu einer
Differentialgleichung für 'n 2 R(s).
Die Differentialgleichung für A in der Ordnung 2 lautet unter Berücksichtigung
der bisherigen Ergbnisse
A2(s; f)ff + A2(s; f)  3
32
g30'0(s)
 5=2 sin(3f) (3.40a)
+2
0(s)
2(s)A0(s; f)ff + A0(s; f)ss (3.40b)
+

1
2'0(s)3
('0(s)
2   2'0(s)'2(s)  1  3
4
g20'0(s)
1=2)

A0(s; f) = 0:
Der sin(3f)-Term entsteht dabei aus dem Produkt von A0(s; f) mit A0(s; f)2
beziehungsweise mit '2(s; f) aus F . Der zu sin(f) proportionale säkulare Term
(3.40b) muss wieder getrennt gleich null sein. Ein zu cos(f) proportionaler
Term (Bestimmungsgleichung für a1(s)) tritt nicht mehr auf, da bereits A1 = 0
und 
1 = 0 (3.31) benutzt wurden.
Die Lösung der Schwingungsgleichung (3.40a) ist gegeben durch
A2(s; f) =   3
256
g20'0(s)
 5=4 sin(3f)  a2(s) sin(f)  b2(s) cos(f): (3.41)
Erneut ergibt sich in der nächsten Ordnung, dass b2(s) = 0 ist. Damit lautet
die Anfangsbedingung a2(0) =   9256g20'0(s) 5=4.
Der zu sin(f) proportionale säkulare Term wurde durch die Annahme von
(3.31) schon stark vereinfacht. Setzt man ihn gleich null und verwendet (3.27),
A0(s; f)ss =

 3
4
'0(s)
 1'0(s)2s + '0(s)ss

1
4
'0(s)
 1=2A0(s; f); (3.42)
so ergibt sich ein Ausdruck für 
2(s),
2

2(s)

0(s)
=  '2R(s)
'0(s)
+
1
2
  1
2
'0(s)
 2 +
1
4
'0(s)ss   3
16
'0(s)
2
s
'0(s)
  11
32
g20'0(s)
 3=2
=  '2R(s)
'0(s)
+
9
16
  3
16
'0(s)
 2   3
16
E0'0(s)
 1   3
32
g20'0(s)
 3=2:
(3.43)
Im letzten Schritt wurde '0(s)ss unter Verwendung der Bewegungsgleichung
(3.36) und '0(s)s unter Verwendung des Integrals (3.38) ersetzt.
31
KAPITEL 3 KLEINE PLASMADICHTEN 3.4 Lineare Polarisation
3.4.4 Ordnung 3 und höhere Ordnungen
In der Ordnung 3 bekommt '(s; f) durch die Terme 2
0'2 s+
0 s'2 zusätz-
lich zu dem cos(2f)-Anteil aus (3.34) auch einen sin(2f)-Anteil (proportional
zu '0 s). In höheren Ordnungen treten in ' auch entsprechende Harmoni-
sche auf. Gleichzeitig erhält An(s; f) durch diese Mischung neben den sin(f)-
Termen auch cos(f)-Terme (und entsprechende Harmonische). Die zusätzlichen
Ausdrücke müssen auch in der Umsetzung der Anfangsbedingung berücksich-
tigt werden. Im Gegensatz zur Ordnung 1 ist die Ordnung 3 deshalb nicht
komplett gleich null.
Um die Bewegungsgleichung für die niedrigste nichttriviale Korrektur zu '0,
das heißt die Bewegungsgleichung für '2R(s), zu erhalten, muss die Störungs-
entwicklung mindestens bis zur Ordnung 4 durchgeführt werden. Das Vorge-
hen ist dabei analog zu dem der oben skizzierten Ordnungen. Da die einzelnen
Gleichungen mit zunehmender Ordnung immer unübersichtlicher sind, werden
im Folgenden nur die Ergebnisse angegeben und diskutiert.
In der Ordnung 3 ergibt sich
'1(s) = 0; (3.44a)
'3(s; f) =
3
64
g20
'0 s
'0
sin(2f) + '3R(s); (3.44b)
wobei sich '3R(s) = 0 erst aus der Ordnung 5 mit der Anfangsbedingung
'3R(0) = 0 und '3R s(0) = 0 ergibt. Weiter ist
a2(s) =
1
64
g0

3E0'
 3=4
0 + g
2
0'
 5=4
0 + 3'
 7=4
0

(3.45a)
+
1
4
g0'2R'
 3=4
0 + g2'
1=4
0 ;
2

3(s)

0(s)
=  '3R(s)
'0(s)
= 0; (3.45b)
A3(s; f) =
21
2048
g30
'0 s
'
7=4
0
cos(3f)  a3(s) sin(f)  b3(s) cos(f): (3.45c)
Das Ergebnis für a2(s) folgt aus der Differentialgleichung
2
0a2 s + 
0 sa2 + 2
2a0 s + 
2 sa0   3
128
g20
'0 s
'
5=2
0

0a0 = 0; (3.46)
welche sich aus dem säkularen cos(f)-Term ergibt. Für 
2 muss der Ausdruck
(3.43) eingesetzt werden. Die Integrationskonstante g2 ist anschließend aus
a2(0) =   9256g20'0(0) 5=4 zu bestimmen. Des Weiteren ist in dieser Ordnung
a3(0) = 0 (aus höherer Ordnung folgt wieder a3(s) = 0) und erstmals b3(0) =
21
2048
g30'0 s(0)='0(0)
7=4 6= 0.
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In der Ordnung 4 erhalten wir schließlich
'4(s; f) =
19
213
g40'
 2
0 cos(4f) (3.47)
+
1
8
g0

1
16
g0

3'
 1=2
0  
15
4
E0'
 3=2
0 +
49
16
g20'
 2
0 +
3
4
'
 5=2
0

  1
4
g0'2R'
 3=2
0 + g2'
 1=2
0

cos(2f) + '4R(s)
und die gesuchte Bewegungsgleichung für die niedrigste nichttriviale Korrektur
zu '0(s),
'2R(s)ss +
'2R
'30

1 +
3
8
g20'
1=2
0

  1
2
g0g2'
 3=2
0 (3.48)
  1
8

1 + g20'
 3=2
0 + 2'
 2
0 +
3
16
g20E0'
 5=2
0
  15
16
g40'
 3
0  
45
16
g20'
 7=2
0   3' 40

= 0:
Für A4 geben wir hier nur noch die höchste Harmonische an,
A4(s; f) =   85
217
g50'
 11=4
0 sin(5f) + ::: : (3.49)
3.5 Ergebnis bis zur Ordnung 4
Die bis zur Ordnung 4 vollständig konsistenten Ergebnisse mit der Anfangs-
bedingung
'0(0) = '(0) > 0; '0 s(0) = 's(0); (3.50a)
A0(0) = A(0) = 0; A0 f (0) = Af (0); (3.50b)
lassen sich wie folgt zusammenfassen:
'0(s; f) = '0(s) > 0; (3.51a)
'0(s)ss +
1
2

1  ' 20  
1
2
g20'
 3=2
0

= 0; (3.51b)
'0(s)
2
s +

'0 + '
 1
0 + g
2
0'
 1=2
0

| {z }
V ('0)
= konst: = E0; (3.51c)
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'1(s; f) = '1(s) = 0; (3.52a)
'2(s; f) =
1
16
g20'
 1=2
0 cos(2f) + '2R(s); (3.52b)
'2R(s)ss +
'2R
'30

1 +
3
8
g20'
1=2
0

  1
2
g0g2'
 3=2
0 (3.52c)
  1
8

1 + g20'
 3=2
0 + 2'
 2
0 +
3
16
g20E0'
 5=2
0
  15
16
g40'
 3
0  
45
16
g20'
 7=2
0   3' 40

= 0;
'3(s; f) =
3
64
g20
'0 s
'0
sin(2f) + '3R(s); ('3R(s) = 0); (3.52d)
'4(s; f) =
19
213
g40'
 2
0 cos(4f) (3.52e)
+
1
8
g0

1
16
g0
h
3'
 1=2
0  
15
4
E0'
 3=2
0 +
49
16
g20'
 2
0 +
3
4
'
 5=2
0
i
  1
4
g0'2R'
 3=2
0 + g2'
 1=2
0

cos(2f) + '4R(s);
A0(s; f) =  a0(s) sin(f); (3.53a)
a0(s) = g0'
1=4
0 ; (3.53b)
A1(s; f) = 0; (3.53c)
A2(s; f) =   3
256
g30'
 5=4
0 sin(3f)  a2(s) sin(f); (3.53d)
a2(s) =
1
64
g0

3E0'
 3=4
0 + g
2
0'
 5=4
0 + 3'
 7=4
0

(3.53e)
+
1
4
g0'2R'
 3=4
0 + g2'
1=4
0 ;
A3(s; f) =
21
2048
g30
'0 s
'
7=4
0
cos(3f)  b3(s) cos(f); (3.53f)
A4(s; f) =   85
217
g50'
 11=4
0 sin(5f) (3.53g)
 a43(s) sin(3f)  a41(s) sin(f);
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f(s) =
1

Z s
0

(s) ds; s = ; (3.54a)

0(s) =
r
1
'0
; (3.54b)
2

1(s)

0(s)
=  '1
'0
= 0; (3.54c)
2

2(s)

0
=  '2R
'0
+
9
16
  3
16
' 20  
3
16
E0'
 1
0  
3
32
g20'
 3=2
0 ; (3.54d)
2

3(s)

0(s)
=  '3R
'0
= 0: (3.54e)
Die Lösung (3.51)-(3.54) beschreibt die relativistischen Effekte der Frequenz-
modulation (zeitabhängige elektromagnetische Frequenz 
(s)) und Amplitu-
denmodulation (a(s)) mit großer Genauigkeit. In allen Ausdrücken sind die
elektrostatische und die elektromagnetische Zeitskala vollständig voneinander
getrennt. Zusätzlich umfasst die Lösung die Erzeugung höherer Harmonischer
in A sowie in ' und beinhaltet auch den Spezialfall der rein periodischen Lö-
sungen (siehe Abschnitt 3.7). Die Kopplung zwischen dem elektrostatischen
und dem elektromagnetischen Anteil wird durch die Kopplungskonstanten gi
ausgedrückt. Der Wert der einzelnen gi wird durch die Anfangsbedingungen
bestimmt (zum Beispiel ist g0 = A(0)='(0)). Mit gi = 0 entsprechen die Dif-
ferentialgleichungen für 'i genau den Differentialgleichungen, die man durch
Entwicklung der nichtlinearen Differentialgleichung für die rein elektrostati-
sche Schwingung erhält. Bereits diese Gleichungen sind nichtlinear (Anhang
A.4.2).
Durch die relativistischen Korrekturen und die Kopplung an die elektromagne-
tische Welle schwingt die elektrostatische Welle mit der (unskalierten) modifi-
zierten Plasmaschwingungsfrequenz 
^p = 
p
p
,

p =
2
T
; T =
I
'
ds =
I
d'0p
E0   V ('0)
+O(2); (3.55)
anstatt mit !p. Die modifizierte Plasmaschwingungsfrequenz 
^p unterschei-
det sich im Allgemeinen auch von der effektiven Plasmafrequenz !p=
p
 der
relativistischen Dispersionsrelation (2.3) (siehe Abschnitt 3.8).
Das Ergebnis erweitert das Ergebnis von Borovsky et al. [81] bzw. [75, 121]
um drei bzw. zwei Ordnungen in  [119, 120]. Außerdem unterscheiden sich die
Vorfaktoren der höheren Harmonischen von den nur näherungsweise bestimm-
ten Vorfaktoren in [121]. Die komplizierten Korrekturterme, die in [75, 121]
zur Elimination säkularer Terme verwendet werden (Anhang A.3.1), können
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durch den Ansatz von 
(s) als Reihe in  (Eq. 3.14) vermieden werden. Dies ist
der Schlüssel zur konsistenten Berechnung der höheren Ordnungen. Die Ent-
wicklung bis zur Ordnung 4 ist dabei nötig, um eine Bewegungsgleichung für
'2R(s) zu erhalten, welche die niedrigste nichttriviale Korrektur zur elektrosta-
tischen Schwingung '0(s) ist. Ein Vergleich mit den numerischen Ergebnissen
von '(s) zeigt, dass diese Korrektur absolut notwendig ist, um auch für grö-
ßere Zeiten eine gute Übereinstimmung zu erreichen. Ohne '2R(s) sind die
numerische und die analytische Lösung ' innerhalb weniger Plasmaperioden
außer Phase (Abbildung 3.16 in Abschnitt 3.10). Aus dem gleichen Grund ist
a2(s) notwendig, um das Verhalten von A richtig zu beschreiben (Abbildung
3.18 in 3.10). Um die ersten und dritten Harmonischen in A4 sowie die ersten
Harmonischen in A3 zu berechnen, müsste die Störungsentwicklung zu noch
höheren Ordnungen durchgeführt werden.
Aus der Lösung lassen sich alle weiteren wichtigen Größen, wie die Dichte n,
der longitudinale Impuls px und die Energie , ableiten (vgl. Abschnitt 2.6).
Für kleine Plasmadichten ist dabei
n  1 = 1
2
(1  F') (3.56)
=
1 + A20   '20
2'20
+2
1
8'40

8'20A0A2   8'0'2A20 + 2'20A20   8'0'2
 3A40   6A20 + '40 + 2'20   3

+3
1
'30

'0A0A3   '3A20   '3

+O(4)
=  1
2

1  ' 20  
1
2

  1
4
g20'
 3=2
0 cos(2f) +O(2);
px =
1
2
p
'2 + 2(1 + A2) 
p
1 + 2'

=
p
1 + 2
2

1
F
  '

(3.57)
=
1 + A20   '20
2'0
+2
1
8'30

8'20A0A2   4'0'2A20   4'30'2   4'0'2
 A40   2A20 + '40   1

+3
1
'20

2'0A0A3   '3A20   '3'20   '3

+O(4)
= '(n  1) +O(2);
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 =
1
2
p
1 + 2
p
'2 + 2(1 + A2)  '

=
1
2

1 + 2
F
  '

(3.58)
=
1 + A20 + '
2
0
2'0
+2
1
8'30

8'20A0A2   4'0'2A20 + 2'20A20 + 4'30'2   4'0'2
 A40   2A20   '40 + 2'20   1

+3
1
'20

2'0A0A3   '3A20 + '3'0   '3

+O(4)
= 'n+O(2):
Alternativ zu dem Ergebnis für  kann auch  = '+vphpx mit vph =
p
1 + 2 =
1 + 1=22   1=84 + ::: verwendet werden.
3.6 Diskussion der Selbstmodulation
Die Selbstmodulation lässt sich bei genauerer Betrachtung recht einfach phy-
sikalisch erklären. Die elektrostatische Schwingung bewirkt im Vergleich zum
rein periodischen Fall eine zusätzliche Dichtemodulation. Diese Dichtemodu-
lation führt wegen der Ankopplung als Frequenzterm bei der elektromagneti-
schen Welle,
A+ !2p
n

A = 0; (3.59)
zu einer Frequenzmodulation,

(s) = fs =
r
1
'0
+O(2) 
r
n

: (3.60)
Die Frequenzmodulation wiederum ergibt aufgrund der adiabatischen Invari-
anten I = E=
 / a2
 eines Oszillators mit der Energie E und einer langsam
zeitlich veränderlichen Frequenz 
 auch eine Amplitudenmodulation,
a2
 = a20
0 +O(2) = g20 +O(2): (3.61)
Das gesamte Modulationsverhalten ist nochmals in Abbildung 3.7 dargestellt.
Ein großer longitudinaler Impuls durch die elektrostatische Oszillation bewirkt
eine starke Dichtezunahme (Bunching). Dadurch wird die elektromagnetische
Frequenz erhöht und die Amplitude abgesenkt. Interessanterweise oszilliert die
Dichte im relativistischen Fall sehr stark. Erst der Gammafaktor bewirkt, dass
die effektive Dichte n=, die die Modulation festlegt, glatt ist.
Bei zirkularer Polarisation ist a2
 wegen des Fehlens der höheren Harmonischen sogar
eine exakte Invariante (3.109).
37
KAPITEL 3 KLEINE PLASMADICHTEN 3.6 Diskussion der Selbstmodulation
Abbildung 3.7: Selbstmodulation von Frequenz und Amplitude bei einer
gekoppelten elektromagnetischen und elektrostatischen Welle: Die elektrostatische
Oszillation bewirkt eine Dichtemodulation. Dadurch ergibt sich für die
elektromagnetische Welle eine Frequenzmodulation / n=, die aufgrund der
adiabatischen Invarianten E=
 / a2
 auch eine Amplitudenmodulation auslöst.
Die effektive Dichte n= ist im Gegensatz zu n glatt ( = 0:1, A(0) =  5:0,
'(0) = 10:0;  = 4:6).
Für andere Größen wie Ey, oder aber auch bei einer Abhängigkeit von der
Eigenzeit statt der Laborphase, ergibt sich zum Teil ein anderes Modulations-
verhalten:
Der Zusammenhang zwischen der Frequenz im Ruhesystem (Eigenzeitsystem)

RS und der Frequenz 
 und Wellenzahl K = 
=vph im Laborsystem ist

RS = (
 Kvx) = 


   px
vph

(3.62)
= 
'0 +O(2) = p'0 +O(2):
Eine Zunahme der Frequenz im Laborsystem (Abnahme von '0) führt also zu
einer Abnahme der Frequenz im Ruhesystem (Abbildung 3.9).
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Abbildung 3.8: Für Ey ist das Modulationsverhalten der Amplitude umgekehrt
zu dem von A (Anfangsbedingung wie in Abb. 3.7).
Abbildung 3.9: Oben: Die Potentiale in Abhängigkeit von der Eigenzeit 
(Ruhesystem des Elektrons). Wegen des nun auftretenden Dopplereffekts ergibt
sich das inverse Verhalten (zur Auftragung gegen die Laborzeit t). Unten: In
Abhängigkeit von der Eigenzeit ist der elektrostatische Anteil von  und 
symmetrischer als in Abhängigkeit von der Laborzeit, der elektromagnetische
Anteil ist jedoch dafür stark asymmetrisch (Anfangsbedingung wie in Abb. 3.7).
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Das Modulationsverhalten von Ey unterscheidet sich von dem des Vektorpoten-
tialsA und kann aus Ey / A0 oder aus der entsprechenden Differentialgleichung
(2.35) für  / Ey
 + 2 (vph   px)| {z }
vph
F
=vph

n
 = 0 (3.63)
abgeleitet werden. Eine große Dichte führt in Ey zu einer kleinen Eigenzeitfre-
quenz / =n (d.h. große Laborfrequenz) und einer großen Amplitude (für Ey
ist die Oszillatorgleichung die Eigenzeit-Differentialgleichung, so dass die adia-
batische Invariante das Produkt aus dem Amplitudenquadrat und der Eigen-
zeitfrequenz ist). Für Ey ist das Amplitudenmodulationsverhalten also genau
umgekehrt zu dem von A (Abbildung 3.8).
Die Amplituden- und Frequenzmodulation des vollständig relativistischen Ak-
hiezer-Polovin-Modells unterscheidet sich bedeutend von dem Verhalten, wel-
ches von Bardsley et al. [122] in einem vereinfachten relativistischen Modell-
system (lineare Rückstellkraft, kein Gammafaktor in der Dichte) beobachtet
wurde. Dort kommt es zu einer Abnahme der Frequenz im Laborsystem bei
großen Dichten (großen longitudinalen Impulsen). Die dort getroffenen Nähe-
rungen sind somit nicht anwendbar, um die relativistische Selbstmodulation
korrekt zu beschreiben (vgl. auch Anhang A.1).
In den Abschnitten 3.8.3 und 3.8.4 wird die Amplituden- und Frequenzmodu-
lation für den Fall einer kleinen bzw. sehr großen elektrostatischen Schwingung
noch genauer untersucht.
3.7 Vergleich mit der rein periodischen Lösung
In diesem Abschnitt wird die spezielle Unterklasse der rein periodischen Lö-
sungen aus den quasiperiodischen Lösungen hergeleitet. Bei rein periodischen
Lösungen treten keine Überlagerungen mit einer zusätzlichen elektrostatischen
Schwingung auf, so dass alle Größen nur von einer Phase (zum Beispiel der
schnell veränderlichen Phase f) abhängen. Um rein periodische Lösungen zu
erhalten, muss die Anfangsbedingung von ' an die Anfangsbedingung von A
(A(0) = 0, A0(0) 6= 0) angepasst werden [107]. Dies wird am besten in jeder
Ordnung getrennt umgesetzt. Dadurch ist jedoch die Anfangsbedingung nicht
mehr bereits in der niedrigsten Ordnung festgelegt.
In der niedrigsten Ordnung lautet die Bedingung für eine rein periodische
Lösung, dass '0(s) = '0 konstant sein muss. Dies bedeutet, es muss '0 ss
(und '0 s) gleich null sein. Somit ergibt sich g0 =
p
2('20   1)' 1=40 (sowie
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E0 = '0 + '
 1
0 + g
2
0'
 1=2
0 = 3'0   ' 10 ). Mit a0 = g0'1=40 folgt für die rein
periodischen Lösungen schließlich
'0 =
r
1 +
1
2
a20: (3.64)
In der nächsten Ordnung ergibt sich aus '2 ss = 0, dass g2 =  3=64(1+2' 20 )
ist. Für periodische Lösungen gilt allgemein hi = '0 (vgl. [107] mit ^ =
a0='0).
Die Ergebnisse für den rein periodischen Fall bis zur Ordnung 4 lauten:
'0(f) = '0 =
r
1 +
1
2
a20 > 0; (3.65a)
'1(f) = '1(s) = 0; (3.65b)
'2(f) =
1
16
a20'
 1
0 cos(2f); (3.65c)
'3(f) = 0; (3.65d)
'4(f) =
19
213
a40'
 3
0 cos(4f) 
23a20 + 96
211
a20'
 3
0 cos(2f); (3.65e)
A0(f) =  a0 sin(f); a0 = g0'1=40 ; g0 =
q
2('20   1)' 1=40 ; (3.66a)
A1(f) = 0; (3.66b)
A2(f) =   3
256
a30'
 2
0 sin(3f)  a2 sin(f); a2 =
1
16
a30'
 2
0 ; (3.66c)
A3(f) = 0; (3.66d)
A4(f) =   85
217
a50'
 4
0 sin(5f) +
3(149a20 + 384)
217
a30'
 4
0 sin(3f) (3.66e)
 a41 sin(f);

0 =
r
1
'0
; 
2 =   3
64
a20'
 5=2
0 ; f = 
: (3.67)
Dabei besitzt f diese einfach Form, weil 
 nicht mehr von der Phase  ab-
hängt. Die Ergebnisse erweitern die Ergebnisse aus [107, 118] nochmal um eine
zusätzliche Ordnung in !2p. Dort wurde bereits das allgemeine Skalierungsver-
halten der höchsten Harmonischen berechnet,
An(f)   a0

1
8
a0
'0
n
sin((n+ 1)f); (3.68a)
'n(f)  '0

1
8
a0
'0
n
cos(nf); mit n gerade: (3.68b)
Wegen dem exponentiellen Skalierungsverhalten ist die Erzeugung höherer
Harmonischer in dünnen, homogenen, stoßfreien Plasmen eher ineffizient [54,
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123–126]. Die höheren Harmonischen wurden unter verschiedensten Näherun-
gen auch von Sprangle [55, 112] und Mori [113] bzw. Zhmoginov und Fraiman
[87] untersucht. Dabei wurden jedoch stets die longitudinalen Anteile bzw. die
Korrekturen zu den fundamentalen Frequenzen vernachlässigt.
Gegenüber der quasiperiodischen Lösung wurde zusätzlich noch a43 aus ei-
ner höheren Ordnung berechnet. Einige Korrekturen zur Vakuumlösung sind
grafisch in Abbildung 3.10 dargestellt. Interessanterweise fließen bei der Be-
rechnung von px 0 =  a20=(4'0) cos(2f) nach (3.57) nur A0 und '0 ein, so dass
die Oszillation mit der doppelten Frequenz nicht aus '2 (3.65c) folgt. Letzteres
trägt erst zu px 2 bei [107].
Abbildung 3.10: Die periodische Teilchenbahn im Medium (rot gestrichelt) und
im Vakuum (schwarz) bei fester mittlerer Teilchenenergie '0 = hi = 1:06 (a) und
'0 = hi = 103 (b). In beiden Darstellungen wurde 2 sehr groß gewählt, um die
Korrekturen gut sichtbar zu machen.
Bei den höchsten Harmonischen einer jeden Ordnung ist die Übereinstimmung
zwischen dem rein periodischen Fall und dem oben behandelten allgemeinen
quasiperiodischen Fall besonders groß. Der Unterschied ist, dass sich '0 beim
quasiperiodischen Fall zusätzlich langsam mit der Zeit verändert, '0 = '0(s).
Die Erzeugung der Harmonischen im schnell veränderlichen Anteil erfolgt in
beiden Fällen nach dem gleichen Prinzip. Im Spektrum der quasiperiodischen
Lösung dominieren jedoch langsam veränderliche Beiträge, so dass die höhe-
ren Harmonischen in f nicht mehr eindeutig zu identifizieren sind. Stattdessen
treten im n-fachen Abstand der Plasmaschwingungsfrequenz 
p um die Grund-
frequenz Seitenbänder auf (Abbildung 3.11) (vgl. Raman-Streuung).
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Abbildung 3.11: Spektrum für den periodischen (oben) und quasiperiodischen
Fall (unten). Aufgetragen ist der relative Beitrag gegen die (normierte) Frequenz.
Im quasiperiodischen Fall sind die höheren Harmonischen des schnell
veränderlichen Anteils von dem langsam veränderlichen Beitrag überlagert (oben:
 = 0:1, A(0) =  5:0, '(0) = 3:6668, unten: '(0) = 10:0, vgl. Abbildung 3.3).
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3.8 Dispersionsrelation
Wie bereits nach den Grundgleichungen (2.33) diskutiert, sind die Lösungen
in Abhängigkeit von der skalierten Phase  unabhängig von . Bis jetzt wur-
de deshalb  als ein unabhängiger Parameter betrachtet. Eine Bestimmung
von  benötigt physikalische Annahmen über die Abhängigkeit der Lösungen
von der unskalierten Laborphase ^ = !t   kx = !(t   x=vph), die über die
reinen Grundgleichungen hinausgehen. Mit  wird nach (2.8) auch die Pha-
sengeschwindigkeit,
vph =
1q
1  !2p

= 1 +
1
2
!2p
0
+

30   42
80

!4p
20
+O(!6p); (3.69)
bzw. die Dispersionsrelation (2.7),
c2k2 = !2   !
2
p

= !2   !
2
p
0
+
2
0
!4p
20!
2
+O(!6p) (); (3.70)
festgelegt. Die Berechnung von  ist deshalb unabdingbar zur vollständigen
Beschreibung der Propagationseigenschaften der Wellenlösungen.
Mit der Phasengeschwindigkeit kann auch noch der Entwicklungsparameter 
in Abhängigkeit von !p angegeben werden,
 =
q
v2ph   1 =
!p

1=2
0
+
1
2

1  2
0

!3p

3=2
0
+O(!5p): (3.71)
3.8.1 Periodische Lösungen
Bei den rein periodischen Lösungen ist es natürlich,  durch die Forderung
nach 2-Periodizität in der Laborphase ^ zu bestimmen. Diese Forderung er-
gibt sich direkt aus der üblichen Definition der Wellenfrequenz ! und ist in
Übereinstimmung mit der linearen Optik, bei der beim Eindringen in ein inho-
mogenes Plasma die Frequenz konstant bleibt, während sich die Wellenlänge
aufgrund der dichteabhängigen Phasengeschwindigkeit ändert.
Mit dem analytischen Ergebnis für A in Abhängigkeit von der Phase f = 
 =


p
^ (3.66) lautet die Bedingung

^ = 

p
 = 1; (3.72)
so dass
0 =
1

20
= '0: (3.73)
44
3.8 Dispersionsrelation KAPITEL 3 KLEINE PLASMADICHTEN
Mit 
20 + 
02=2 = 0 ist außerdem
2 =
3
32
a20'
 1
0 : (3.74)
Wird die Entwicklung noch eine weitere Ordnung weitergeführt, so ergibt sich
4 =  3(41a
2
0 + 192)
213
a20'
 3
0 : (3.75)
Nach Anwendung der 2-Periodizitätsbedingung (3.72) ist f = ^.
Aus 0 und 2 ergibt sich für die Phasengeschwindigkeit [107]
vph = 1 +
1
2
!2p
'0
+
3
8

1  1
8
a20
'20

!4p
'20
+O(!6p) (3.76)
und für die Dispersionsrelation
c2k2 = !2   !
2
p
'0
+
3
32
a20
'20
!4p
'20!
2
+O(!6p) (): (3.77)
Wegen '0 =
q
1 + 1
2
a20 = hi ist der relativistische Korrekturfaktor der nied-
rigsten Ordnung, 0, gleich der mittleren Teilchenenergie. Im Vergleich zur
wohlbekannten Dispersionsrelation für zirkulare Polarisation ist also zu be-
achten, dass bei linearer Polarisation stets eine Mittelung über die elektro-
magnetische Zeitskala ausgeführt wird und nicht etwa der phasenabhängige,
ungemittelte Gammafaktor verwendet wird. In höheren Ordnungen ergeben
sich weitere Korrekturen (2, 4, ...). Diese sind im Vergleich zur zirkularen
Polarisation völlig neu.
Für stationäre Lösungen ist die Phasengeschwindigkeit der höheren Harmoni-
schen immer gleich der der fundamentalen Frequenzen. Für nichtstationäre Lö-
sungen (jenseits des Akhiezer-Polovin-Modells) können Entwicklungsgleichun-
gen ähnlich den Gleichungen (11a) und (11b) in [123] hergeleitet werden:
9(1  1
v2ph 3
) =
!2p
'0
  !
4
p
'20
3
32
a30
A3
' 20 cos(
3
vph 3
  3
vph
);
6
dA3
dt
=
!4p
'20
3
32
a30'
 2
0 sin(
3
vph 3
  3
vph
):
Die Gleichungen beschreiben die Zeitabhängigkeit der Amplitude der trans-
versalen dritten Harmonischen A3 als Funktion der Differenz der Phasenge-
schwindigkeit der dritten Harmonischen vph 3 und der fundamentalen Phasen-
geschwindigkeit vph. Die Gleichungen haben die stationäre Lösung vph 3 = vph
und
A3 =   3
256
a30'
 2
0
!2p
'0
; (3.78)
in Übereinstimmung mit dem Ergebnis (3.66c).
Die anders definierte Phasengeschwindigkeit aus [123] wurde umgerechnet (Anh. A.3.2).
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3.8.2 Quasiperiodische Lösungen
Bei den quasiperiodischen Lösungen ist die Forderung nach 2-Periodizität
in der Phasenabhängigkeit der elektromagnetischen Welle aufgrund der Zeit-
abhängigkeit der Frequenz 
 nicht anwendbar. Zur Bestimmung von  muss
deshalb bei den quasiperiodischen Lösungen eine allgemeinere Bedingung ge-
funden werden. Eine Möglichkeit ist dabei eine Betrachtung des Verhaltens
am Plasmarand. Am Rand des Plasmas (beziehungsweise im Vakuum) muss
die Lösung 2-periodisch sein. Der genaue Übergang der elektromagnetischen
Welle am Rand zu der gekoppelten elektrostatischen und elektromagnetischen
Welle mitten im Plasma ist im Detail nicht bekannt. In Übereinstimmung mit
PIC-Simulationen (Kapitel 5) kann man jedoch annehmen, dass im statio-
nären Fall die Frequenz nach einer zeitlichen Mittelung über eine Plasmape-
riode gleich der anregenden Laserfrequenz ist. Dadurch ist über große Zeiten
betrachtet die Frequenz konstant und die Gesamtzahl der Oszillationen bleibt
erhalten.
Die verallgemeinerte Forderung lautet somit, dass die über die Plasmaschwin-
gungen gemittelte unskalierte Frequenz h
^i = h
ip gleich der Laserfrequenz
ist (2-Periodizität bei Mittelung über die Plasmaperiode),
h
ip = 1
T
I
'

 ds
p
 = 1: (3.79)
Diese verallgemeinerte Herangehensweise erlaubt es erstmals, auch für quasipe-
riodische Lösungen die Dispersionsrelation zu berechnen und den Einfluss der
nichtlinearen Kopplung mit einer elektrostatischen Schwingung systematisch
zu untersuchen.
In der niedrigsten Ordnung des störungstheoretischen Ergebnisses (3.51)-(3.54)
ergibt der Ansatz mit ds = d'0=
p
E   V ('0)
h
i = 1
T
I
'

 ds =
1
T
I r
1
'0
d'0p
E0   V ('0)
+O(2): (3.80)
Dies bedeutet
0 =
0@ H d'0pE0 V ('0)H
d'0p
'0[E0 V ('0)]
1A2 ; (3.81)
wobei T (3.55) eingesetzt wurde. Aus dem Ergebnis höherer Ordnung (3.52c)
folgen weitere Korrekturen zu .
Im Folgenden wird die nichtlineare Kopplung der elektromagnetischen Welle
an eine zusätzliche elektrostatische Schwingung mit einer kleinen bzw. relati-
vistischen, sehr großen Schwingungsamplitude analytisch untersucht und die
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Dispersionsrelation für kleine Plasmadichten näherungsweise bestimmt. Dafür
wird die Schwingungsgleichung für '0 (3.51b),
'0(s)ss +
1
2

1  ' 20  
1
2
g20'
 3=2
0

= 0; (3.82)
für diese Fälle gelöst. Anschließend wird der allgemeine Fall einer Plasma-
schwingung mit beliebiger Amplitude betrachtet.
3.8.3 Kleine Plasmaschwingung
Zunächst wird der Fall betrachtet, in dem die elektromagnetische Welle mit
einer kleinen elektrostatischen Plasmaschwingung koppelt. Die Amplitude der
elektromagnetischen Welle ist dabei beliebig, entscheidend ist nur, dass die
Plasmaschwingung eine kleine Amplitude besitzt. Dann ist '0(s) = 'p+'r(s),
wobei der Anteil 'p = (1+a20=2)1=2 von der elektromagnetischen Welle stammt
und der periodischen Lösung entspricht (3.64).
Für die Anfangsbedingung '0(0) = 0 ergibt (3.51b) in linearer Ordnung in
'r(s)
'0() = 'p +B0 cos(
p); 
p =
1
2
s
3'2p + 1
'3p
: (3.83)
Hieraus folgt mit (3.53b), (3.54b) und 
EM = '
 1=2
p für die Amplituden- und
Frequenzmodulation der elektromagnetischen Welle
a0() = a0 +
1
4
g' 3=4p B0 cos(
p); (3.84a)

() = 
EM   1
2
' 3=2p B0 cos(
p); (3.84b)
f() = 
EM  (3'2p + 1) 1=2 1B0 sin(
p); (3.84c)
so dass in linearer Ordnung
A0() =  a0 sin(
EM) (3.85a)
 B+ sin((
EM + 
p)) B  sin((
EM   
p));
B =
1
2
a0B0

1
4
' 1p  (3'2p + 1) 1=2 1

(3.85b)
ist. Das Frequenzspektrum von A0 beinhaltet Seitenbänder bei 
EM  
p.
Dabei sind die Beiträge von 
EM + 
p kleiner als die von 
EM   
p. Das
Ergebnis (3.83)-(3.85) gilt, solange der Faktor / B0 1 nicht zu groß wird.
Für eine Anfangsbedingung mit '0(0) 6= 0 ergeben sich cos-Terme der gleichen
Struktur. Analog zu (3.84) kann auch die Auswirkung von 'p auf die höheren
Harmonischen in A und ' untersucht werden.
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Die Berechnung von 0 nach (3.79) ergibt
0 = 'p: (3.86)
Außerdem ist nach (3.58) wieder hi = 'p, wenn der Mittelwert über hin-
reichend große Zeiten ausgeführt wird. Dies erlaubt, die Dispersionsrelation
der Ordnung !2p noch genauso wie die der periodischen Lösungen (3.77) zu
schreiben,
c2k2 = !2   !
2
p
hi (): (3.87)
Die unskalierten Größen können über

^ = 

p
; ^ = =
p
; 
  = 
^ ^ (3.88)
berechnet werden, so dass 
^EM = 1. Da für kleine Dichten  = !p=
p
 ist,
ergibt sich für die Plasmaschwingungsfrequenz

^p =
p

p =
1
2
s
3'2p + 1
'3p
!p: (3.89)
Eine quasiperiodische Lösung einer elektromagnetischen Welle, die an eine klei-
ne elektrostatische Plasmaschwingung koppelt, ist in Abbildung 3.12 darge-
stellt. Die elektrostatische Welle oszilliert mit der Plasmaschwingungsfrequenz

^p (3.89). Diese Frequenz unterscheidet sich von der effektiven Plasmafre-
quenz  1=2!p = '
 1=2
p !p, welche in der Dispersionsrelation (3.87) auftritt.
Der Unterschied ergibt sich aus der konsistenten Behandlung der nichtlinearen
Kopplung und wurde in früheren Arbeiten nicht berücksichtigt.
Die Ergebnisse der Ordnung B0 für eine nichtrelativistische Plasmaschwingung
können leicht für eine schwach relativistische Plasmaschwingung verallgemei-
nert werden, indem Terme bis zur Ordnung B30 berücksichtigt werden. Dadurch
ergeben sich zusätzliche Korrekturen der Ordnung B20 zur Plasmaschwingungs-
frequenz sowie zur Dispersionsrelation. Mit 
p = 
^p^ lautet das Endergebnis
'0 = 'p +B0 cos(
^p^) (3.90a)
+
1
4
B20
1
2'p
5'2p + 3
3'2p + 1

3  cos(2
^p^)

+
7
64
B30
1
7'2p
45'4p + 53'
2
p + 14
9'4p + 6'
2
p + 1
cos(3
^p^);

^p =
1
2
s
3'2p + 1
'3p
!p (3.90b)
  3
16
B20
s
'3p
3'2p + 1
1
2'3p
5'4p + 7'
2
p + 4
3'4p + '
2
p
!p;
c2k2 = !2  

1  3
8
B20
2
'2p
'2p + 1
3'2p + 1

!2p
'p
+O(!4p) (): (3.90c)
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Abbildung 3.12: Nichtlineare Kopplung einer kleinen elektrostatischen
Plasmaschwingung mit einer elektromagnetischen Welle ( = 0:1, '(0) = 2:8 für
'p =  = 2:35, A0y(0) =  1:95). Das analytische Ergebnis für die Periode der
Plasmaschwingung ist T^ = 2=
^p = 70:8 und stimmt mit dem abgebildeten
numerischen Ergebnis gut überein. Durch die nichtlineare Kopplung unterscheidet
sich die Plasmaschwingungsfrequenz 
^p = 0:089 sowohl von der Plasmafrequenz
!p = 0:15 als auch von der effektiven Plasmafrequenz !p=
phi = 0:1. Für den
besseren Vergleich ist die Lösung gegen die unskalierte Phase aufgetragen.
In dieser Ordnung besitzt die Dispersionsrelation nicht mehr die Form der
periodischen Lösungen: Die effektive Plasmafrequenz der Dispersionsrelation
wird durch die Kopplung an die Plasmaschwingung verkleinert. Der Ausdruck
für '0 ist gegenüber einer ungekoppelten Plasmaschwingung (Gleichung (A.70)
in Anhang A.4.2) weiter modifiziert.
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Ist auch die elektromagnetische Welle nur schwach relativistisch, so ist 'p =
1 + a20=4 und das Ergebnis reduziert sich weiter auf:
'0 = 1 +B0 cos(
^p^) (3.91a)
+
1
4
B20(1 
5
16
a20)

3  cos(2
^p^)

+
7
64
B30 cos(3
^p^);

^p =

1  3
16
a20  
3
16
B20

!p; (3.91b)
hi = 1 + 1
4
a20 +
1
4
B20 ; (3.91c)
c2k2 = !2  

1  1
4
a20  
3
8
B20

!2p +O(!4p) (): (3.91d)
Das Ergebnis kann mit einer schwach relativistischen Näherung für beliebige
Dichten verglichen werden (Anhang A.1).
3.8.4 Relativistische Plasmaschwingung
In diesem Abschnitt wird nun der Fall betrachtet, dass die elektromagnetische
Welle an eine relativistische elektrostatische Schwingung koppelt. Dabei soll
die Amplitude der Plasmaschwingung groß gegen die elektromagnetische Am-
plitude sein, so dass die Rückwirkung der elektromagnetischen Welle auf die
Plasmaschwingung vernachlässigbar ist. Nichtsdestotrotz kann für eine ultra-
relativistische elektrostatische Schwingung auch die elektromagnetische Welle
relativistisch sein. Unter der Voraussetzung '2  1 und '7=2=A2  1 reduziert
sich die Schwingungsgleichung (3.51b) zu
'0(s)ss +
1
2
= 0: (3.92)
Dies entspricht der üblichen parabolischen Näherung einer relativistischen Plas-
maschwingung, die alternativ auch aus den Annahmen vx = 1 oder px = 
hergeleitet werden kann (siehe Anhang A.4.3). Unter der Anfangsbedingung
'0(0) = 0 ergibt sich in niedrigster Ordnung in  
'0 = '(0)  1
4
s2; s = ; (3.93)
wobei jsj < 2 '(0)1=2 ist. Die Lösung ist periodisch fortzusetzen mit der Peri-
ode 4 '(0)1=2 in s. Die Plasmaschwingungsfrequenz ist 
p = =2 '(0) 1=2. Sie
Wie in Anhang A.4.3 nach Gleichung (A.84) diskutiert, weicht die allgemeine relativi-
stische Lösung für das Potential ' in einem Bereich um die Nullstelle von (3.93) ab. Die
Größe des Bereichs ist aber von der Größenordnung  und kann deshalb für kleine Dichten
vernachlässigt werden.
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kann auch durch das mittlere Potential h'0i = 2=3 '(0) oder die mittlere Teil-
chenenergie hi = 1=2 h'0i (3.58) ausgedrückt werden. Eine Anfangsbedingung
'0(0) 6= 0 kann immer durch eine Verschiebung der Parabel in s berücksichtigt
werden.
Die Fourier-Reihe von (3.93) ist
'0 = '(0)  
2
12
+ cos(
p)  cos(2
p)
22
+
cos(3
p)
32
  ::: ; (3.94)
so dass im Frequenzspektrum eine große Anzahl von höheren Harmonischen
auftritt.
Die Auswirkung der Plasmawelle auf die elektromagnetische Welle wird wieder
durch die Gleichungen (3.53b) und (3.54b) beschrieben,
a0() = g

'(0)  1
4
s2
1=4
; (3.95a)

() =

'(0)  1
4
s2
 1=2
; (3.95b)
f() = 2 1 arcsin(
p=): (3.95c)
Wegen der Fourier-Reihe (3.94) besitzt das Spektrum von A0 mehrere Seiten-
bänder bei 
EM  n
p. Die Auswertung von (3.79) ergibt dieses Mal
0 =
4'(0)
2
=
12
2
hi; (3.96)
so dass
c2k2  !2   
2!2p
12hi (): (3.97)
Im Vergleich zum periodischen Fall ist die effektive Plasmafrequenz um den
Faktor
p
12= kleiner. Der Ausdruck der Ordnung !2p muss in diesem Fall so-
mit um über 20 Prozent gegenüber dem periodischen Ergebnis (3.76) korrigiert
werden. Außerdem entspricht jetzt die effektive Plasmafrequenz der Dispersi-
onsrelation der Plasmaschwingungsfrequenz

^p =
p

p =

2
'(0) 1=2!p =
p
12hi!p: (3.98)
Die Frequenz wird nicht durch den Einfluss der elektromagnetischen Welle,
sondern einzig durch die relativistische Nichtlinearität in der Plasmaschwin-
gung festgelegt.
Im Rahmen der parabolischen Näherung ist weiter 
^p = =(2max), so dass
sich für die longitudinale Schwingungsamplitude max = '(0)1=2=!p ergibt.
In Abbildung 3.13 ist die Kopplung einer elektromagnetischen Welle an eine
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Abbildung 3.13: Kopplung einer relativistischen elektrostatischen
Plasmaschwingung mit einer elektromagnetischen Welle ( = 0:1, '(0) = 20,
A0y(0) =  0:57). Die relativistische Plasmaschwingungsfrequenz

^p = !p=
phi = 0:1 weicht stark von der Plasmafrequenz !p = 0:28 ab. Die
Ergebnisse der relativistischen Näherung, z.B. T^ = 63:1 und max = 15:8, stimmen
gut mit den numerischen Resultaten überein. Für den besseren Vergleich ist die
Lösung gegen die unskalierte Phase aufgetragen.
relativistische Plasmaschwingung dargestellt. Obwohl die elektromagnetische
Amplitude ziemlich groß ist (Amax = 2:5 bei 'max = 20), ist die parabolische
Näherung für ' gut anwendbar (T^ = 63:1, max = 15:8,  = 8:1).
Für die elektrostatische Plasmaschwingung allein ist die parabolische Näherung
in analoger Weise für eine beliebige Plasmadichte gültig (Anhang A.4.3). Die
Trennung der Zeitskalen und die Beschreibung der elektromagnetischen Welle
durch (3.53b) und (3.54b) ist aber nur für kleine Dichten anwendbar. Darüber
hinaus wird in Abschnitt 4.3.1 eine ähnliche parabolische Näherung zur Be-
schreibung der periodischen fast-transversalen elektromagnetischen Welle bei
kritischen Plasmadichten verwendet [68].
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Abbildung 3.14: Verlauf des relativistischen Korrekturfaktors  in der
Dispersionsrelation, c2k2 = !2   !2p= (), in Abhängigkeit von der Amplitude
der Plasmaschwingung: Ausgehend von dem periodischen Fall (keine
Plasmaschwingung) über Plasmaschwingungen mit einer mittleren Amplitude wird
asymptotisch der Fall einer ultrarelativistischen Plasmaschwingung erreicht. Die
analytischen Ergebnisse  = hi und  = 12=2hi bilden die untere und obere
Grenze ( = 0:01, a0 = 1, d.h., A0y(0) =  0:9, 'p = 1:22).
3.8.5 Beliebige Plasmaschwingungen
Für eine Plasmaschwingung mit einer mittleren Amplitude sind die analyti-
schen Ergebnisse der letzten beiden Abschnitte nicht anwendbar. Trotzdem
kann  und die Dispersionsrelation numerisch über Gleichung (3.79) berech-
net werden. Eine systematische Untersuchung für kleine Plasmadichten zeigt,
dass  mit anwachsender Plasmaschwingungsamplitude von dem periodischen
Ergebnis hi (3.87) ausgehend monoton zunimmt. Schließlich wird für große
Plasmaschwingungen asymptotisch das ultrarelativistische Ergebnis 12=2hi
(3.97) erreicht. Der genaue Wert liegt immer zwischen diesen beiden Ergebnis-
sen. Die analytischen Ergebnisse können daher als eine allgemeingültige untere
und obere Grenze für  verwendet werden. Erstmals kann so der Wert des re-
lativistischen Korrekturfaktors  auf einen engen Bereich eingegrenzt werden.
Kommt der Beitrag zu  hauptsächlich von der elektromagnetischen Welle, so
liegt der Wert nahe bei der unteren Grenze. Kommt der Beitrag zu  jedoch
hauptsächlich von der Plasmaschwingung, so ergibt sich ein Wert nahe der
oberen Grenze. Physikalisch ist zu beachten, dass sowohl die transversale als
auch die longitudinale Bewegungen im mittleren Gammafaktor berücksichtigt
werden. Nur dadurch kann die komplizierte Kopplung an eine Plasmaschwin-
gung durch einen einzigen, recht einfachen Korrekturterm beschrieben werden.
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In Abbildung 3.14 ist der genaue Verlauf von  in Abhängigkeit von der Plas-
maschwingungsamplitude für den Fall a0 = 1 dargestellt.
3.9 Zirkulare Polarisation
Bis jetzt wurde der Zwei-Zeitskalen-Ansatz für lineare Polarisation angewandt.
In diesem Abschnitt wird nun der Fall zirkularer Polarisation betrachtet. Bei
zirkularer Polarisation sind die periodischen Lösungen rein transversal und es
treten, wie auch schon im Vakuum, keine höheren Harmonischen auf. Die vB-
Kraft und die Dichtemodulation verschwinden. Die wohlbekannte periodische
Lösung lautet
Ay(f) =   ap
2
sin(f); Az(f) =
ap
2
cos(f) (3.99)
mit
' =  =
r
1 +
a2
2
; n = 1: (3.100)
Die Forderung nach 2-Periodizität in ^ bedeutet  = '. Somit ist die Pha-
sengeschwindigkeit
vph =
1q
1  !2p
'
(3.101)
und die Dispersionsrelation
c2k2 = !2   !
2
p
'
(): (3.102)
Die periodische Lösung ist für eine beliebige Plasmadichte gültig.
Jedoch ergibt ein zusätzlicher longitudinaler Anfangsimpuls auch für zirkulare
Polarisation quasiperiodische Lösungen mit Amplituden- und Frequenzmodu-
lation, da auch hier die elektrostatische Welle mit der elektromagnetischen
Welle über den relativistischen Gammafaktor und der Dichtemodulation kop-
pelt (Abbildung 3.15). Diese Effekte sollen hier für kleine Plasmadichten un-
tersucht werden. Der Ansatz für eine langsam veränderliche Amplitude (und
für eine allgemein gehaltene Anfangsbedingung),
Ay(s; f)0 =  a(s)p
2
sin(f)  b(s)p
2
cos(f); (3.103a)
Az(s; f)0 =
a(s)p
2
cos(f)  b(s)p
2
sin(f); (3.103b)
zeigt, dass in dem elektromagnetischen Anteil weiterhin keine höheren Harmo-
nischen auftreten (A(s; f)2 = a(s)2=2+ b(s)2=2 enthält keine Harmonischen in
f). Dies vereinfacht die Behandlung erheblich.
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Abbildung 3.15: Auch bei zirkularer Polarisation kommt es im Allgemeinen zu
einer Amplituden- und Frequenzmodulation (oben: zirkulare Polarisation, unten:
lineare Polarisation unter den gleichen Anfangsbedingungen;  = 0:1, b(0) =  3:0,
'(0) = 6:0).
Im Folgenden betrachten wir ohne Einschränkung der Allgemeinheit wie bei
der periodischen Lösung (3.99) die Anfangsbedingung
Ay(0) =
b(0)p
2
= 0; Ay f (0) =
a(0)p
2
; (3.104a)
Az(0) =
a(0)p
2
; Az f (0) =
b(0)p
2
= 0; (3.104b)
so dass
Ay(s; f) =  a(s)p
2
sin(f); (3.105a)
Az(s; f) =
a(s)p
2
cos(f); (3.105b)
'(s; f) = '(s): (3.105c)
Weiter sind '(0) > 0 und 's(0) beliebig (siehe lineare Polarisation). Dadurch,
dass A(s; f)2 = a(s)2=2 ist, lässt sich das Gleichungssystem (3.9) bereits ohne
eine explizite Verwendung der Entwicklung in  vereinfachen,
F (s) =
s
1 + 2
'(s)2 + 2(1 + a(s)2=2)
; (3.106)
2'(s)ss + F (s)'(s) = ; (3.107a)
2a(s)ss + F (s)a(s) = 
(s)
2a(s); (3.107b)
2
(s)a(s)s + 
(s)sa(s) = 0: (3.107c)
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Die Trennung der zwei Zeitskalen (3.10),
df(s)
ds
=
1


(s) (3.108)
mit   1, wird hier jedoch bereits benötigt. Die zwei Gleichungen (3.107b)
und (3.107c) folgen aus der Differentialgleichung für Ay, da die auftretenden
säkularen cos(f)- und sin(f)-Anteile getrennt gleich null sein müssen. In der
Gleichung für ' ist wiederum der einzige Unterschied zur reinen elektrostati-
schen Oszillation die Ankopplung 1! 2? = 1 + a2=2.
Gleichung (3.107b) ist äquivalent zu (a(s)2
(s))s = 0, so dass
a(s)2
(s) = I = konst: : (3.109)
Damit reduziert sich das Gleichungssystem (3.107) auf die zwei Gleichungen
2'(s)ss + F (s)'(s) = 1; (3.110a)
2a(s)ss + F (s)a(s) =
I2
a(s)3
: (3.110b)
Zur weiteren analytischen Lösung des vereinfachten Gleichungssystems wird
wieder die Entwicklung in  (3.13) und (3.14) verwendet. Mit der Anfangsbe-
dingung
a0(0) = a(0) (3.111)
kann ohne Beschränkung der Allgemeinheit
a1 = '1 = 
1 = 0 (3.112)
gesetzt werden (sowie a3 = '3 = 
1 = 0). Das Ergebnis bis zur Ordnung 4
lautet schließlich:
'0(s) > 0; (3.113a)
'0(s)ss +
1
2

1  ' 20  
1
2
g20'
 3=2
0

= 0; (3.113b)
'0(s)
2
s +

'0 + '
 1
0 + g
2
0'
 1=2
0

= konst: = E0; (3.113c)
'1(s) = 0; (3.113d)
'2(s)ss +
'2
'30

1 +
3
8
g20'
1=2
0

  1
2
g0g2'
 3=2
0 (3.113e)
  1
8

1 + g20'
 3=2
0 + 2'
 2
0 +
3
16
g20E0'
 5=2
0
  C1g40' 30  
45
16
g20'
 7=2
0   3' 40

= 0;
'3(s) = 0; (3.113f)
'4(s) 6= 0; (3.113g)
Das gleiche Ergebnis ergibt sich auch aus der Invarianten (2.42). Die zweite Invariante
(2.40) ist 
2
2 ('
2
s +
2
2 a
2
s) + (
p
1 + 2
p
'2 + 2(1 + a2=2)  ')  
2a2=2 = konst: .
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a0(s) = g0'
1=4
0 ; (3.114a)
a1(s) = 0; (3.114b)
a2(s) =
1
64
g0

3E0'
 3=4
0 + C2g
2
0'
 5=4
0 + 3'
 7=4
0

(3.114c)
+
1
4
g0'2'
 3=4
0 + g2'
1=4
0 ;
a3(s) = 0; (3.114d)
a4(s) 6= 0; (3.114e)

0(s) =
r
1
'0
; (3.115a)
2

1(s)

0(s)
=  '1
'0
= 0; (3.115b)
2

2(s)

0
=  '2
'0
+
9
16
  3
16
' 20  
3
16
E0'
 1
0   C3g20' 3=20 ; (3.115c)
2

3(s)

0(s)
=  '3
'0
= 0: (3.115d)
Bei zirkularer Polarisation ist die Invariante I = g20 exakt. Die Integrations-
konstanten g0 und g2 werden wieder durch die Anfangsbedingung bestimmt.
Alle störungstheoretischen Korrekturen sind Ausdruck der Amplituden- und
Frequenzmodulation und treten bereits in der Lösung für lineare Polarisation
auf. Die einzigen Unterschiede zur linearen Polarisation (zusätzlich zu dem
Fehlen der höheren Harmonischen) betrifft die Koeffizienten C1 = 3=4, C2 = 0
und C3 = 0 (statt C1 = 15=16, C2 = 1 und C3 = 3=32).
Wegen der Analogie zur linearen Polarisation lassen sich die Ergebnisse der
vorigen Abschnitte zur Kopplung an eine Plasmaschwingung eins zu eins auch
bei zirkularer Polarisation anwenden. Die Dispersionsrelation
c2k2 = !2   !
2
p

()
unterscheidet sich bei Kopplung an eine Plasmaschwingung also auch bei zirku-
larer Polarisation von dem periodischen Ergebnis  = . Analog zur linearen
Polarisation sind die analytischen Ergebnisse der Grenzfälle 3.8.3 und 3.8.4
 = hi bzw.  = 12=2hi. Auch bei zirkularer Polarisation wird der allge-
meine Wert von  durch die beiden analytischen Werte auf ein enges Band
beschränkt.
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3.10 Vergleich mit numerischen Lösungen
Abschließend werden die analytischen Lösungen für kleine Plasmadichten noch
mit exakten numerischen Lösungen des Grundgleichungssystems (2.33) vergli-
chen. Dies erlaubt eine Beurteilung der Gültigkeit der störungstheoretischen
Resultate. Wegen der größeren Anzahl an relativistischen Effekten wird der
Fall linearer Polarisation betrachtet. Bei zirkularer Polarisation ergibt sich
eine genau so gute Übereinstimmung. Für die numerische Integration wird
ein Runge-Kutta-Verfahren 4ter Ordnung mit Schrittweitenkontrolle verwen-
det [127]. Dabei werden die zwei Differentialgleichungen zweiter Ordnung als
vier Differentialgleichungen erster Ordnung aufgefasst. Zur Validierung wurde
das Verfahren ausführlich an bekannten Funktionen getestet.
Wegen der einfacheren Implementierbarkeit werden für den Vergleich haupt-
sächlich die Anfangsbedingung Af (0) = 0 und 's(0) = 0 verwendet, so dass
A0(0) = '0(0) = 0. Die entsprechende analytische Lösung ist in Anhang A.3.1
angegeben und entspricht bis auf die Anfangsbedingung den Lösungen dieses
Kapitels. Die Übereinstimmung für die Anfangsbedingungen A(0) = 0 und
Af (0) 6= 0 beziehungsweise 's(0) 6= 0 ist von der selben Güte (vergleiche
Abbildung 3.20).
Es ist zu beachten, dass auch in den numerischen Lösungen  nur als Skalie-
rungsfaktor auftaucht. Eine numerische Lösung ist deshalb für ein beliebiges
 möglich. Eine unabhängige Überprüfung der Dispersionsrelation ist nicht
möglich. Für die numerische Rechnung wird , wenn nicht anders angegeben,
durch den physikalischen Ansatz (3.79) festgelegt.
Im Folgenden werden nur die quasiperiodischen Lösungen betrachtet. Ein aus-
führlicher Vergleich für periodische Lösungen wird in [107] durchgeführt. Dabei
wird eine exzellente Übereinstimmung zwischen den analytischen und numeri-
schen Lösungen gefunden. Ebenso wird genau erklärt wie die Einschränkung
auf periodische Lösungen numerisch umgesetzt werden kann.
Für die quasiperiodischen Lösungen betrachten wir zuerst das skalare Poten-
tial '. Abbildung 3.16 zeigt das Ergebnis '0 der Ordnung 0 und '0 + 2'2
der Ordnung 2 zusammen mit dem numerischen Resultat aufgetragen gegen
die skalierte Phase. Zusätzlich sind in der unteren Abbildung die Differenzen
zu dem numerischen Ergebnis dargestellt. Erkennbar ist, dass das analyische
Ergebnis der Ordnung 0 einen mit der Zeit anwachsenden Fehler enthält. Erst
die Korrektur der Ordnung 2 führt auch für große Zeiten zu einer sehr guten
Übereinstimmung mit dem numerischen Resultat. Der Unterschied zwischen
dem Ergebnis der Ordnung 2 und dem numerischen Ergebnis ist mit bloßem
Auge fast nicht mehr zu erkennen.
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Abbildung 3.16: Vergleich des Ergebnisses der Ordnung 0 (braun) und des
korrigierten Ergebnisses der Ordnung 2 (schwarz) mit dem numerischen Resultat
(grün gestrichelt) für das skalare Potential '. Zum besseren Vergleich ist in der
unteren Abbildung die Differenz der analytischen Ergebnisse zu dem numerischen
Ergebnis dargestellt ( = 0:2, A(0) =  5:0, '(0) = 10:0).
Abbildung 3.17: Vergleich der höheren Harmonischen in '. Für den besseren
Vergleich ist im Hintergrund das Vektorpotential dargestellt (Ordnung 0 (braun),
2 (schwarz) und numerisch (grün gestrichelt), Anfangsbedingung  = 0:3,
A(0) =  5:0, '(0) = 3:0).
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Der nächste Vergleich betrifft die schnell veränderlichen höheren Harmoni-
schen in '. Die höheren Harmonischen sind besonders gut bei einer kleineren
Amplitude der elektrostatischen Oszillation oder einer größeren Plasmadichte
erkennbar (Abbildung 3.17). Weil '0 keine Harmonischen enthält, ist auch hier
die Korrektur '2 unerlässlich. Die Übereinstimmung zwischen der Ordnung 2
und dem numerischen Ergebnis ist erneut sehr gut.
Abbildung 3.18: Vergleich des Ergebnisses für das Vektorpotential A. Zum
besseren Vergleich ist in der unteren Abbildung die Differenz der analytischen
Ergebnisse zu dem numerischen Ergebnis dargestellt ( = 0:2, A(0) =  5:0,
'(0) = 10:0).
Neben dem skalaren Potential werden auch die Ergebnisse für das Vektorpo-
tential überprüft. Dazu ist in Abbildung 3.18 das Ergebnis A0 der Ordnung
0 und das Ergebnis A0 + 2A2 der Ordnung 2 (einschließlich der Phasen-
korrektur 
2) zusammen mit dem numerischen Ergebnis aufgetragen. Ohne
die Phasenkorrektur 
2 geraten die Lösung der Ordnung 0 und die nume-
rische Lösung relativ schnell außer Phase. Durch die (Phasen-)Korrektur der
Ordnung 2 ergibt sich jedoch auch noch nach größeren Zeiten eine sehr gute
Übereinstimmung mit dem numerischen Resultat.
Für die Anwendung der analytischen Lösung muss der Gültigkeitsbereich der
Störungstheorie beachtet werden. Das bedeutet die Korrekturen der Ordnung
2 müssen klein sein gegen die Größen der Ordnung 0. Wie in Abbildung 3.19
dargestellt, ist die Bedingung nicht mehr erfüllt, wenn ' sehr klein oder ne-
gativ wird, denn dann ist die Korrektur 2'2 (braune Kurve) von der selben
Größenordnung wie '0. Ein kleiner Wert des skalaren Potentials bedeutet ge-
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mäß Gleichung (2.22),  vphpx = ', dass der longitudinale Impuls viel größer
als der transversale Impuls wird. Erstaunlicherweise ist selbst in solch einer
extremen Situation für nicht allzu große Zeiten eine gute Übereinstimmung
gegeben, da der Gültigkeitsbereich nur in einem kleinen Zeitintervall verlassen
wird. Die Übereinstimmung kann noch erhöht werden, wenn in dem Zeitinter-
vall nur die Lösung '0 ohne den dort unphysikalischen Korrekturterm verwen-
det wird (Vergleiche auch Anhang A.4.3). Insbesondere ist die Auswertung in
Abschnitt 3.8.4, wo nur '0 berücksichtigt wird, problemlos möglich.
Abbildung 3.19: Vergleich der Ergebnisse für '(0) = 1:2 (oben) und '(0) = 0:7
(unten) ( = 0:1, A(0) =  5:0). Für '(0) = 1:2 (oben) ist mit bloßem Auge der
Unterschied zwischen den analytischen Ergebnissen der Ordung 2 und den
numerischen Resultaten nicht zu erkennen. Für sehr kleine Werte von ' (unten) ist
in einem kleinen Zeitintervall 2'2 von der selben Größenordnung wie '0, so dass
die Störungstheorie ist dort nur noch eingeschränkt gültig ist (grün gestrichelt, blau
gestrichelt numerisch; schwarz, rot analytisch Ordnung 2, braun 2'2).
Der in diesem Abschnitt durchgeführte Vergleich zeigt eine sehr gute Überein-
stimmung zwischen den analytischen und numerischen Lösungen. Damit sind
die analytischen Lösungen ausgezeichnet geeignet, um Wellen im Akhiezer-
Polovin-Modells zu beschreiben. Es ist jedoch zu beachten, dass sich daraus
keine Aussage über die Gültigkeit des Akhiezer-Polovin-Modells sowie die Sta-
bilität der Lösungen ableiten lassen. Hier setzt Kapitel 5 an, wo die Lösungen
des Akhiezer-Polovin-Modells mit PIC-Simulationen verglichen werden.
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Abbildung 3.20: Vergleich der Ergebnisse für die allgemeinere Anfangsbedingung
 = 0:1, A(0) = 0:0, A0(0) =  1:73 6= 0, '(0) = 12:0 und '0(0) = 2:0 6= 0. Mit
bloßem Auge ist der Unterschied zwischen den analytischen Ergebnissen der
Ordung 2 und dem numerischen Resultaten nicht zu erkennen (grün gestrichelt,
blau gestrichelt numerisch; schwarz, rot analytisch).
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3.11 Poincaré-Schnitt
Für eine systematische Untersuchung der Lösungsschar bei einer festen Ge-
samtenergie und Phasengeschwindigkeit vph ist es hilfreich, von der Hamilton-
Funktion des Grundgleichungssystems auszugehen. Mit (2.40) und (2.41) er-
gibt sich
H =
1
v2ph   1

1
2
('02 + (v2ph   1)A02) + vph
q
'2 + (v2ph   1)(1 + A2)  '

=
1
2
(
1
v2ph   1
'02 + A02) + : (3.116)
Ein fester Wert von H entspricht einer festen Gesamtenergie. Die Gesamtener-
gie ist gleich der maximalen Teilchenenergie max und ist auch ein Maß für die
mittlere Teilchenenergie hi. Außerdem legt sie die maximale Amplitude des
Vektorpotentials fest,
Amax =
s
H2
(v2ph   1)2
  1: (3.117)
Diese wird erreicht, wenn ' = H=(v2ph   1), '0 = A0 = 0 ist und entspricht im
Allgemeinen einer quasiperiodischen Lösung. Die Hamiltonfunktion (3.116)
ist mit Hmin = v2ph   1 für vph > 1 positiv definit. Eine Linearisierung von H
führt zu der ungekoppelten Situtation der nichtrelativistischen Plasmaphysik.
Für vph < 1 gibt es ungebundene Lösungen. Diese Situation hat allerdings
nur im Fall einer reinen elektrostatischen Plasmaschwingung eine physikalische
Bedeutung im Rahmen des Wellenbrechens (vgl. Anhang A.4.4).
Um alle möglichen Lösungen bei einer festen Gesamtenergie H und Phasenge-
schwindigkeit vph in einer einzigen Abbildung darzustellen, können die vierdi-
mensionalen Phasenraumtrajektorien auf einem zweidimensionalen Poincaré-
Schnitt abgebildet werden [86, 88, 128]. Dazu wird bei jedem Nulldurchgang
von A, bei dem A0 > 0 ist, der Wert von '0 gegen ' aufgetragen. Im Poincaré-
Schnitt entsprechen Fixpunkte den periodischen Lösungen, die sich nach einer
gewissen Anzahl von Iterationen auf sich selbst abbilden. Quasiperiodische
Lösungen füllen hingegen asymptotisch eine kontinuierliche Kurve in der '-
'0-Ebene. Bei großen Dichten können die Kurven auch Inseln um höhere Fix-
punkte oder eine Separatrix bilden (vgl. Abschnitt 4.6.2).
Der maximale Wert von A0 wird erreicht bei
A0max =
vuut2 H
v2ph   1
  1
!
;
' = 1 und '0 = A = 0. Auch hier liegt im Allgemeinen eine quasiperiodische Lösung vor.
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Da eine analytische Lösung nur in einigen Grenzfällen möglich ist, war lange
Zeit unklar, ob das Akhiezer-Polovin-Modell auch chaotische Lösungen besitzt.
Bei chaotischen Lösungen ist das zeitliche Verhalten von A und ' gänzlich un-
vorhersehbar, so dass sich im Poincaré-Schnitt eine unendliche stochastische
Punktmenge ergibt. Bei einem Differentialgleichungssystem 1. Ordnung sind
die Mindestvoraussetzungen für das Auftreten von Chaos Nichtlinearität bei
mindestens drei dynamischen Variablen [129–131]. Die Grundgleichungen des
Akhiezer-Polovin-Modells sind äquivalent zu vier nichtlinearen Differentialglei-
chungen 1. Ordnung für vier dynamische Variablen, so dass die Mindestvoraus-
setzungen erfüllt sind. Analytisch wurde die Nichtintegrabilität der Hamilton-
funktion explizit von Grammaticos gezeigt [132]. Numerisch wurde erst in den
Arbeiten von Teychenné [73], Romeiras [133] und Bourdier [134, 135] mit einer
hohen Auflösung für einzelne Trajektorien chaotisches Verhalten beobachtet.
Dieses tritt jedoch nur sehr vereinzelt bei speziellen Anfangsbedingungen für
große Amplituden und Dichten auf (z.B. H = 248:824 und vph = 3:24 [135]).
Die Ergebnisse sind daher hauptsächlich für das Gebiet der nichtlinearen Dyna-
mik von Interesse. Dort ist die Hamiltonfunktion ein interessanter Sonderfall,
da in ihm ein Quadratwurzelpotential auftritt, welches sich anders verhält als
typische polynominale Potentiale.
Im Folgenden betrachten wir nun ausführlich einen numerischen Poincaré-
Schnitt für kleine Dichten. Dort ist die Struktur recht einfach (im Gegensatz zu
große Dichten, Abschnitte 4.5 und 4.6.2). In Abbildung 3.21 ist der Poincaré-
Schnitt der Lösungen für H = 5:37 und vph = 1:005 (d.h., Amax = 5:28
und  = 0:1) abgebildet. Ohne Einschränkung der Allgemeinheit wird stets
'0(0) = 0 gewählt. Die periodische Lösung mit A(0)   5 entspricht in dem
Poincaré-Schnitt dem zentralen elliptischen Fixpunkt. Bei ihr ist der Beitrag
von ' zu der Gesamtenergie H im Zeitmittel am kleinsten ('  '(0) = 3:67).
Für jA(0)j < 5, z.B. A(0) =  4, '(0) = 1:9, A0(0) = 0, tritt eine elektrostati-
sche Schwingung auf und die Lösungen sind im Allgemeinen quasiperiodisch.
Gleiches gilt auch für 5 < jA(0)j < 5:28. Die entsprechenden Trajektorien sind
kontinuierliche Kurven im Poincaré-Schnitt. Der Beitrag von ' zur Gesam-
tenergie wächst von A(0) =  5 zu A(0) = 0 (bei A0(0) = 0) stetig an. Der
umschlossene Bereich im Poincaré-Schnitt vergrößert sich dabei, bis schließlich
bei A! 0 der maximale Bereich umschlossen wird,
1
2
'02 + vph
q
'2 + (v2ph   1)  ' = (v2ph   1)H: (3.118)
Der gesamte Bereich befindet sich für vph ! 0 im positiven '-Bereich.
Neben der einfach periodischen Lösung treten noch weitere periodische Lösun-
gen auf, wenn die Plasmaschwingungsfrequenz und die mittlere elektromagne-
tische Frequenz zufällig kommensurabel sind. Die Teilchenbahnen sind dann
geschlossen. Die höchste Symmetrie ergibt sich, wenn die Periode der Lösung
64
3.11 Poincaré-Schnitt KAPITEL 3 KLEINE PLASMADICHTEN
Abbildung 3.21: Poincaré-Schnitt der Lösungen bei kleiner Plasmadichte für
H = 5:37 und vph = 1:005 (d.h.,  = 0:1). Ausgehend von der periodischen Lösung
mit A(0) =  5 (vgl. Abbildung 3.3 mitte) sind die quasiperiodischen Lösungen für
A(0) =  5:25; 4,  3,  2,  1 und  0:1 eingezeichnet. Weitere periodische
Lösungen treten auf, wenn die Plasmafrequenz und die Laserfrequenz zufällig
kommensurabel sind (z.B. gibt es für A(0) =  2:403 innerhalb einer Plasmaperiode
genau 11 elektromagnetische Schwingungen bzw. für A(0) =  3:83 innerhalb 3
Plasmaperioden genau 34 elektromagnetische Schwingungen).
genau eine Plasmaschwingungsperiode ist. Dies liegt zum Beispiel in Abbil-
dung 3.21 für A(0) =  2:403 vor, wo innerhalb einer Plasmaperiode genau 11
elektromagnetische Schwingungen durchgeführt werden. Weitere Symmetrien
treten auf, wenn die Lösung nach m Plasmaperioden periodisch ist. Dann wer-
den in m Plasmaperioden genau n elektromagnetische Schwingungen durch-
geführt. In dem Poincaré-Schnitt besteht eine solche Lösung aus n ringförmig
angeordneten, isolierten Fixpunkten. Für den nichtrelativistischen Fall, in dem

^ = 1 ist, gilt dann
T^
2
=
1

^p
=
n
m
; (3.119)
so dass sich mit 
^p  !p=
p
  !p aus (3.119) mit (2.3) die Resonanzbedin-
gung aus [80, 86] ergibt,
m
n

s
1  1
v2ph
: (3.120)
Im allgemeinen Fall mit Frequenzmodulation gilt (3.120) jedoch nicht und es
können für vorgegebenes H und vph zu einem m mehrere n auftreten. Zum
Beispiel findet man unter den Bedingungen von Abbildung 3.21 m = 8 sowohl
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bei A(0) = 0:295 mit n = 81 als auch bei A(0) = 4:1 mit n = 91 (in 3.21 nicht
abgebildet). Außer der n-fachen Symmetrie bei zufälliger Periodizität treten
bei kleinen Dichten im Poincaré-Schnitt keine weiteren Strukturen auf. Insbe-
sondere treten um die isolierten Fixpunkte keine Inseln auf. Da die zufällige
Periodizität in der allgemeinen Lösung enthalten ist, wird bei der analytischen
Lösung nicht besonders darauf eingegangen.
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Kapitel 4
Große Plasmadichten
4.1 Verhalten nahe der kritischen Dichte
Bis jetzt wurde das Akhiezer-Polovin-Modell für kleine Plasmadichten, das
heißt für Phasengeschwindigkeiten, die nur ein wenig größer sind als die Licht-
geschwindigkeit, betrachtet. In diesem Abschnitt werden nun die Lösungen
nahe der kritischen Plasmadichte untersucht. Die kritische Dichte wird defi-
niert als die Dichte, bis zu der elektromagnetische Wellen propagieren können.
Dazu wird wieder eine Entwicklung des Grundgleichungssystems (2.33) durch-
geführt. Bei der kritischen Dichte wird die Wellenlänge unendlich, so dass
vph !1 bzw. nach (3.7) auch !1 gilt. Damit bietet sich eine Entwicklung
in k = 1=vph bzw. in  = 1= an,
k =
1
vph
=
1p
1 + 2
=
p
1 + 2
=   3=2 +O(5); (4.1a)
 =
1

=
1q
v2ph   1
=
kp
1  k2 = k + k
3=2 +O(k5); (4.1b)
 =
!2pv
2
ph
v2ph   1
=
!2p(1 + 
2)
2
=
!2p
1  k2 = !
2
p(1 + 
2): (4.1c)
In dieser Arbeit wird  als Entwicklungsparameter gewählt.
Bei der kritischen Dichte ( = 0) sind die Lösungen rein elektrostatisch (B =
0). Die Laserfrequenz ist genau gleich der relativistischen, effektiven Plasma-
frequenz, so dass in dem System nur eine Schwingungsfrequenz auftritt. Für
 > 0 besitzen die Lösungen auch einen elektromagnetischen Anteil und neben
der effektiven Plasmafrequenz tritt noch die etwas größere elektromagnetische
Da der longitudinale Anteil auch mit der Laserfrequenz ! oszilliert, ist die Plasmaschwin-
gungsfrequenz 
^p bei der kritischen Dichte gleich der effektiven Plasmafrequenz !p=
p
 aus
der Dispersionsrelation.
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Laserfrequenz auf. Die elektromagnetischen Anteile koppeln wieder nichtline-
ar mit den elektrostatischen Anteilen. Die Lösung zeigt im Allgemeinen ein
nichtlineares Modulationsverhalten und ist wieder quasiperiodisch (Abbildung
4.1). Das Modulationsverhalten unterscheidet sich bei kritischen Dichten je-
doch grundsätzlich von dem Verhalten bei kleinen Dichten.
Bei großen Dichten tragen zwei unterschiedliche Prozesse zur Amplitudenmo-
dulation bei. Während für ! 0 zwei sehr unterschiedliche Frequenzen ! und
!p vorliegen, werden für  ! 0 zunächst zwei Schwingungen mit fast glei-
chen Frequenzen überlagert. Erst die Schwebungsfrequenz   stellt in dem
System eine kleine Frequenz dar. Ein Prozess ähnelt daher einem langsamen
Schwebungsverhalten und ergibt sich aus dem -Term in der Grunddifferenti-
algleichung (4.3). Doch bereits bei  = 0 kommt es durch die n=-Kopplung
in (4.3), unabhängig von dem Schwebungsverhalten, zu einer Amplitudenmo-
dulation. In geeigneten Variablen hat diese Kopplung in niedrigster Ordnung
die Form einer parametrischen Resonanz. Insgesamt wird nicht nur die Am-
plitude des Vektorpotentials, sondern auch die Amplitude des skalaren Poten-
tials stark moduliert. Im Gegensatz zu kleinen Dichten kommt es somit zu
einer Umwandlung zwischen den longitudinalen und transversalen Anteilen.
In einigen Fällen führt dieses Modulationsverhalten zu einer ausgeprägten re-
lativistischen Modenkonversion zwischen den transversalen und longitudinalen
Komponenten. (Abschnitt 4.4) [136]. Auffällig ist auch, dass für ! 0 neben
der Amplitudenmodulation offenbar, bis auf vereinzelte Phasensprünge um
, keine ausgeprägte Phasen- bzw. Frequenzmodulation auftritt (Abbildung
4.1). Dementsprechend kann I = E=
 / a2
 nicht mehr als eine adiabati-
sche Invariante aufgefasst werden. Außerdem tritt für  ! 0 im Gegensatz
zu  ! 0 (2.31) wegen Gleichung (4.5a) (s.u.) keine große Dichtemodulati-
on auf [136, 137]. Die Lösungen sind im Allgemeinen sehr kompliziert und es
gibt eine große Anzahl unterschiedlicher Lösungstypen. Ein allgemeingültiger
Zwei-Zeitskalen-Ansatz wie bei kleinen Plasmadichten ist nicht anwendbar. Im
Folgenden werden periodische Lösungen und einige besonders interessante qua-
siperiodische Lösungen genauer betrachtet. Dabei beschränken wir uns auf den
interessanten Fall linearer Polarisation. Ein besonderes Augenmerk wird dabei
auf das Verhalten von Lösungen gelegt, die sich zu Beginn nahe einer rein peri-
odischen Lösung befinden. Für diese Lösungen ist, zumindest für kleine Zeiten,
die analytische Lösung bekannt. Die gesamte Vielfalt der Lösungstypen wird
abschließend anhand von Poincaré-Schnitten diskutiert.
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Abbildung 4.1: Auch nahe der kritischen Dichte ergeben sich im Allgemeinen
quasiperiodische Lösungen. Dabei kommt es zu einer Amplitudenmodulation, aber
zu keiner ausgeprägten Frequenzmodulation (oben: '(0) = 0, '0(0) =  8:0,
A(0) =  4:0, A0(0) = 0; unten: '(0) =  8:0=, '0(0) = 0, A(0) =  8:0, A0(0) = 0;
jeweils lineare Polarisation bei  = 1= = 0:067, d.h., vph = 15).
4.2 Grundgleichungen
Geeignete Grundgleichungen für den Fall ! 0 ergeben sich durch die Erset-
zung von vph bzw.  durch
v2ph   1 =
1
2
; v2ph =
1 + 2
2
: (4.2)
Des Weiteren ist es nützlich, statt des Potentials ', das skalierte Potential
'^ = ' einzuführen, so dass '^ in niedrigster Ordnung dem longitudinalen
Impuls entspricht, '^ =  px +O().
Damit sind die Gleichungen (2.33), (2.41), (2.31) und (2.23) äquivalent zu
A00 +
s
1 + 2
'^2 + 1 + A2
A = A00 +
1 + 2
 + '^
A = 0; (4.3a)
'^00 +
s
1 + 2
'^2 + 1 + A2
'^   = '^00 + 1 + 
2
 + '^
'^   = 0; (4.3b)
1
2
('^02 +A02) +  = H = konst: ; (4.4)
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n  1 = 2   F'^ =   '^0p
'^20 + 1 + A
2
0
+O(2); (4.5a)
F =
n

=
s
1 + 2
1 + A2 + '^2
=
1 + 2
 + '^
; (4.5b)
 =
p
1 + 2
p
'^2 + 1 + A2   '^ (4.6a)
=
q
'^20 + 1 + A
2
0 + 
 
'^0'^1 +A0A1p
'^20 + 1 + A
2
0
  '^0
!
+O(2);
px = 
p
'^2 + 1 + A2  
p
1 + 2'^ (4.6b)
=  '^0 + 
q
'^20 + 1 + A
2
0   '^1

+O(2):
Die Indizes beziehen sich dabei nun auf Ordnungen in . Aus dem Zusammen-
hang (4.6a) lässt sich gemeinsam mit (4.3) und (4.4) eine Differentialgleichung
für  herleiten,
( + '^)2
00
= (1 + 2)('^2 + 1 + A2)00 (4.7)
= 2(1 + 2)('^02 + A02 + '^'^00 +AA00)
= 2(1 + 2)(2H   3 + 1 + 
2
 + '^
):
In der Ordung 0 wird die Zeitentwicklung von 2 durch eine ungekoppelte
Differentialgleichung beschrieben,
1
2
2
00
= 2H   3 + 1

+O(): (4.8)
Sie lässt sich einmal integrieren zu
1
8
2
02
= konst:+H2   3 +  +O(): (4.9)
Für die Fälle, in denen zwei deutlich voneinander getrennte Zeitskalen f (z.B.
schnelle Grundschwingung) und s (langsame Schwebung) auftreten, folgt aus
(4.8) der Zusammenhang
 = 0(f) +O(): (4.10)
Äquivalent zu (4.8) ist die folgende Differentialgleichung für ,
00 =  2konst: 3   1   2 +O()
mit dem Integral
1
2
02 = konst: 2 +H    +  1 +O():
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Abbildung 4.2: Auch wenn die Potentiale A und '^ eine große
Amplitudenmodulation aufweisen, ist die Energie  nahe der kritischen Dichte
kaum moduliert (Numerische Lösung des Grundgleichungssystems für  = 0:067,
A(0) =  10:0 ,'(0) =  10:0).
Das heißt,  hängt in niedrigster Ordnung nur von einer Zeitskala ab und zeigt
kein Schwebungs- bzw. Modulationsverhalten  s (Abbildung 4.2). Dies lässt
auch Rückschlüsse über das Modulationverhalten von A(s; f) und '^(s; f) zu.
Die Potentiale können nur so moduliert sein, dass
1 + A0(s; f)
2 + '^0(s; f)
2 = 0(f)
2 (4.11)
nicht moduliert ist. Dabei oszilliert 0(f) mit ungefähr der doppelten Frequenz
in f wie A0(s; f) und '^0(s; f).
Durch die Verwendung der Variablen  und '^ statt der Variablen A und '^
kann dieser Sachverhalt implizit berücksichtigt werden. In diesen Variablen
vereinfachen sich die Grundgleichungen (4.3) zu
( + '^)2
00
= 2(1 + 2)(2H   3 + 1 + 
2
 + '^
); (4.12a)
'^00 +
1 + 2
 + '^
'^   = 0: (4.12b)
Mit der Abkürzung q = ( + '^)2 ergibt sich weiter
q
00 = 2(1 + 2)(2H   3pq + 1 + 
2
p
q
+ 3'^); (4.13a)
'^00 +
1 + 2p
q
'^   = 0: (4.13b)
Trotz der Entkopplung der Differentialgleichung für q in der Ordnung 0 kön-
nen die Gleichungen im Allgemeinen nicht durch einen Zwei-Zeitskalen-Ansatz
gelöst werden. Zum einen sind für einige Lösungen die schnelle Zeitskala f und
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die Schwebungszeitskala s nicht deutlich voneinander getrennt. Zum anderen
hängen die meisten Größen aufgrund der Nichtlinearität in komplizierter Weise
sowohl von f als auch von s ab.
An Gleichung (4.13b) kann das Modulationsverhalten sehr anschaulich disku-
tiert werden. Bereits für  = 0 kann die n=-Kopplung   1=2q 0 in der Differen-
tialgleichung von '^0(s; f) zu einer Modulation führen. Da q 0(f) unabhängig
von '^0 ist, hat die n=-Kopplung in niedrigster Ordnung die Form einer pa-
rametrischen Resonanz. Die entsprechende Modulation ist recht schnell. Die
n=-Kopplung führt jedoch nur zu einer Modulation wenn A und '^ nicht in
Phase schwingen. Bei einer Anfangsbedingung für die A und '^ in Phase schwin-
gen, z.B. für A(0) 6= 0, A0(0) = 0, '^(0) 6= 0 und '^0(0) = 0, oszilliert q 0 mit
genau der doppelten Frequenz, so dass es zu keiner parametrischen Resonanz
kommt. Für eine solche Anfangsbedingung ergibt sich erst mit dem zusätzli-
chen -Term eine Modulation. Diese Modulation hat dann im Allgemeinen die
Form einer langsamen Schwebung, wobei die Schwebungsfrequenz   ist.
Für zirkulare Polarisation,
Ay(^) =  a(^)p
2
sin(^); Az(^) =
a(^)p
2
cos(^);
kann a(^) aus den Differentialgleichungen
A2 =
1
1 + 2
q   '^2   1;
A02 = 2H   2(pq   '^)  '^02
mit A2 = a2=2 und A02 = a2=2 + a02=2 berechnet werden. Man beachte dabei, dass die
periodische Lösung (3.99) auch für kritische Dichten gilt.
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4.3 Periodische Lösungen
Bei dem rein periodischen Fall wird die Modulation durch eine geschickte Wahl
der Anfangsbedingungen ganz unterdrückt. Für lineare Polarisation gibt es na-
he der kritischen Plasmadichte mehrere Klassen von rein periodischen Lösun-
gen [86, 137]. Eine Lösungsklasse umfasst fast-transversale achtförmige Lösun-
gen [65, 67, 68, 84] (Abbildung 4.3). Darüber hinaus existieren auch Lösungen
mit einer kreisförmigen Bahn [65, 71, 107] (Abbildung 4.4).
Abbildung 4.3: Trajektorie der periodischen achtförmigen Lösung für Amax = 150
und k   = 0:01. Im ultrarelativistischen Fall ist die transversale Amplitude auf
=2 beschränkt.
Abbildung 4.4: Trajektorie der periodischen kreisförmigen Lösung für
'(0) =  2:78, A0y(0) =  1:73 ( = 1= = 0:05 und a0 = 3).
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4.3.1 Fast-transversale achtförmige Lösungen
Die fast-transversale achtförmige Lösung ist die direkte Verallgemeinerung der
achtförmigen Lösungen für große Plasmadichten. Sie ergibt sich unter der An-
nahme, dass der transversale Anteil groß gegen den longitudinalen Anteil ist.
Numerische Untersuchungen zeigen, dass für jede Dichte und Amplitude eine
achtförmige Lösung existiert. Für  = 0 ist die Lösung rein transversal und ent-
spricht einer relativistischen Plasmaschwingung in y-Richtung. Für ein nicht
verschwindendes  ergibt die Kopplung einen kleinen longitudinalen Anteil der
mit der doppelten Frequenz oszilliert. Für die fast-transversale achtförmige Lö-
sung existiert selbst bei kleinem  keine für alle Amplituden gültige analytische
Lösung. Jedoch kann im schwach relativistischen und ultrarelativistischen Fall
eine analytische Lösungen hergeleitet werden.
Im schwach relativistischen Fall ergibt sich in niedrigster Ordnung in k bzw.
a0 unter der Anfangsbedingung A(0) = 0 [67, 107] (vgl. Anhang A.1)
A =  a0 sin(
)  1
64
a30 sin(3); 
 = 1 
3
16
a20; (4.15a)
'^ = (1 +
a20
4
+
1
12
a20 cos(2)): (4.15b)
Weiter ist  = 1+ 1
4
a20(1  cos(2)) sowie px =  13a20 cos(2). Die zugehörige
Dispersionrelation lautet
c2k2 = !2   (1  3
8
a20 +O(a202)) !2p +O(4) (): (4.16)
Wie schon bei den gekoppelten Wellen für kleine Dichten, (3.90c) und (3.97),
ist auch hier 0 6= hi.
Im ultrarelativistischen Fall ergibt sich nach [68] die fast-transversale achtför-
mige Lösung aus der Annahme A px  O(1), so dass F = ( px=vph) 1 !
jAj 1 und
A00 = 1: (4.17)
Aufgrund der elektrostatischen Natur nahe der kristischen Dichte besitzt die
Gleichung die gleiche Struktur wie eine ultrarelativistische longitudinale Plas-
maoszillation (Anhang A.4.3). Unter der Anfangsbedingung A(0) = 0 ergibt
sich für A die parabolische Näherung
A =  1
2
^2 + A0(0)^ =
A0(0)2
2
  
2

^  A
0(0)

2
(4.18)
zwischen 0  ^  T=2 = 2A0(0)=. Für T=2  ^  T erhält man die um-
gekehrte Parabel und darüber hinaus ist die Lösung mit der Periode T pe-
riodisch fortsetzbar. Hierbei ist Amax = jA(T=4)j = A0(0)2=2= und hi =
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hjAji = 2=3Amax. Die höheren Harmonischen des Frequenzspektrums können
durch eine Darstellung als Fourier-Reihe analog zu (3.94) und (A.85) unter-
sucht werden [113].
Unabhängig von dem Verhalten des skalaren Potentials ' ergibt sich aus der
2-Periodizitätsbedingung in ^, d.h. aus der Forderung 
 = 2=T = 1, dass
 = !2p=(1  k2) = 2A0(0)= = 8Amax=2 = 12 hi =2. Die Dispersionsrelation
lautet also
c2k2  !2   
2!2p
8Amax
= !2   
2!2p
12 hi (): (4.19)
Das Ergebnis unterscheidet sich von dem Ergebnis für kleine Dichten (acht-
förmige Lösung 3.77) durch den Faktor 2=12. Andererseits ergibt sich aber
ein ähnlicher Zusammenhang wie bei der Kopplung einer elektromagnetischen
Welle an eine ultrarelativistische Plasmaoszillation bei kleinen Dichten (3.97).
Sowohl bei (4.19) als auch bei (3.97) kommt der Beitrag zur Dispersion von ei-
nem elektrostatischen Anteil. Hier wird jedoch eine periodische Lösung behan-
delt und der elektrostatische Anteil ist hauptsächlich transversal, wohingegen
bei (3.97) eine quasiperiodische Lösung mit longitudinalem elektrostatischen
Anteil vorliegt.
Mit dem Ausdruck für  lassen sich die Ergebnisse weiter vereinfachen, z.B.
ist
Amax =

4
jA0(0)j: (4.20)
Im Gegensatz dazu ergibt sich bei kleinen Plasmadichten für die periodischen
achtförmigen Lösungen im ultrarelativistischen Grenzfall Amax = jA0(0)j = a0
(3.66).
Ähnlich wie in [68] kann die Rückwirkung der elektromagnetischen Welle auf
die longitundinale Komponente aus einer skalierten Gleichung für R = '=Amax
berechnet werden,
R00 + 
0@ vph=Amaxq
R2 + (v2ph   1)(1=A2max + A2=A2max)
R  1
Amax
1A = 0: (4.21)
Dabei ist sowohl R als auch vph=Amax  O(1). Das Einsetzen von A=Amax =
1   2 mit der skalierten Phase  =p=(2Amax)(^  A0(0)=) führt auf
d2
d 2
R + 2
 
Rp
k2R2 + 1=A2max + (1   2)2
  1
!
= 0; (4.22)
wobei Terme höherer Ordnung in 1=Amax und k vernachlässigt werden. Diese
Differentialgleichung kann einmal für  ! 0 (d.h. ^ ! T=4, also A nahe
dem Extremum) und einmal für  ! 1 (d.h. ^ ! T=2, also A nahe dem
Nulldurchgang) gelöst werden.
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Für  ! 0 ist (1   2) k und 1=Amax,
d2
d 2
R + 2

R
1   2   1

= 0; (4.23)
so dass sich die Lösung
Ra =  Rmax(1   2) + 2
3
 2   1
3
(1   2) ln(1   2);  ! 0 (4.24)
mit R( = 0) =  Rmax und R0( = 0) = 0 ergibt.
Für  ! 1 ist die vollständige Differentialgleichung zu betrachten, wobei nun
neben k und 1=Amax auch (1  2) klein ist. Gemäß singulärer Störungstheorie
[138] bietet sich hierfür ein Ansatz der Form  = (1   )= an,
d2
d2
R + 22
 
Rp
k2R2 + 1=A2max + 
22(2  )2   1
!
= 0: (4.25)
Mit der Skalierung 2 =
p
k2R2 + 1=A2max ergibt sich schließlich
Rb = R0 + R1(); (4.26)
= R0 + R0  R0 ln () + C1+O(2);
= R0 +R0(1   )  1
2
R0(1   ) ln

(1   )2
2

+C1(1   ) +O(1   2);
= R0 +R0(1   )  1
2
R0(1   ) ln

16(1   )2
4

;  ! 1;
wobei R( = 1) = R0.
Das Anpassen der Lösungen im gemeinsamen Geltungsbereich ergibt schließ-
lich
R0 =
2
3
;
Rmax =
1
6
ln

1
42

  C1
2
  1 (4.27)
=
1
6
ln

4
4

  1 = 1
6
ln

36
4k2 + 9=A2max

  1:
Für das Potential gilt somit ('0(0) = 0)
'(0) =
2
3
Amax =

6
jA0(0)j; (4.28a)
'max = Amax

1
6
ln

36
4k2 + 9=A2max

  1

: (4.28b)
Zum Beispiel kann Rb( = =) ! Ra( = 1   ) im Bereich einer intermediären
Variablen  = (1   )=, = ! 0 und  ! 0, gefordert werden.
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Für die Energie und den Impuls gelten in dieser Näherung die Zusammenhänge
 = jAj; (4.29a)
px = kjAj   k': (4.29b)
In Abbildung 4.5 wird die analytische ultrarelativistische Lösung mit der nume-
rischen Lösung verglichen. Die Extremalwerte von A und 'max bzw. px zeigen
eine sehr gute Übereinstimmung. Allerdings führt sogar die sehr kleine Ab-
weichung der analytischen von der exakt periodischen Anfangsbedingung für
kleine Zeiten zunächst zu schwacher Amplitudenmodulation und für große Zei-
ten schließlich zu Modenkonversion (hier nicht mehr abgebildet, vgl. Abschnitt
4.4).
Abbildung 4.5: Ultrarelativistische Lösung für Amax = 150 und k   = 0:01.
Weiter ist 'max = 118 und jpxjmax = 268 in guter Übereinstimmung mit dem
analytischen Ergebnis (gestrichelt). Die analytische Anfangsbedingung '(0) = 100
(oben) weicht jedoch leicht von der numerischen periodischen Anfangsbedingung
'(0) = 101:35 (unten) ab, so dass es zunächst zu schwacher Amplitudenmodulation
und für große Zeiten (außerhalb der Abbildung) zu Modenkonversion kommt (siehe
Abschnitt 4.4).
Die Teilchentrajektorie (Abbildung 4.3) ergibt sich aus
 =
Z
A
   kpxd 
Z
A
jAjd^ =  max + ^:::; T = 4max: (4.30)
Dies entspricht wieder der ultrarelativistischen Näherung vy = 1. Durch Ver-
gleich der Perioden ergibt sich die ultrarelativistische transversale Auslenkung
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an der kritischen Dichte zu max = =2  1:57. Dieser Wert ist interessan-
terweise größer als die maximale transversale Auslenkung bei kleinen Dichten
(
p
2  1:41).
4.3.2 Lösungen mit kreisförmigen Teilchenbahnen
Die Existenz von rein periodischen Lösungen mit kreisförmigen Teilchenbah-
nen wurde bereits in der Originalarbeit von Akhiezer und Polovin [65] kurz
erwähnt. Ausführlicher betrachtet wurden ähnliche Lösungen erstmals für den
Fall eines magnetisierten Plasmas [71]. Hier werden nun die Lösungen in Abwe-
senheit eines externen Magnetfeldes untersucht [107]. Bei der kritischen Dichte
beschreiben die Trajektorien in der durch die Polarisations- und Ausbreitungs-
richtung aufgespannten Ebenen einen Kreis. Die Lösungen sind weiterhin linear
polarisiert und sind nicht zu verwechseln mit zirkular polarisierten Lösungen,
obwohl die Grundgleichungen für  = 0 eine ähnliche Form haben. Im nicht-
relativistischen Fall sind die longitudinale und die transversale Komponenten
ungekoppelt und die Lösungen entsprechen nur zwei phasenverschobenen elek-
trostatischen Schwingungen. Im relativistischen Fall sind die Komponenten
bei  = 0 durch den Gammafaktor gekoppelt. Unterhalb der kritischen Dichte
wird durch die weiteren Kopplungsterme die kreisförmige Bahn verzerrt und
es treten elektromagnetische Anteile auf.
Um diese Effekte zu berücksichtigen, wird eine Entwicklung bis zur Ordnung
2 durchgeführt. Ausgedrückt durch die Potentiale lautet das Ergebnis
A = a0 sin(
) a
2
0(1 + a
2
0)
1=2
2(2a20 + 3)
sin(2
)
2A2R sin(
) 23a0(4a
2
0 + 3)(1 + a
2
0)
16(2a20 + 3)
2
sin(3
);
'^ =  a0 cos(
)  a
2
0(1 + a
2
0)
1=2
2(2a20 + 3)
cos(2
) + 
(7a20 + 6)(1 + a
2
0)
1=2
2(2a20 + 3)
 2

A2R   (4a
2
0 + 3)(15a
4
0 + 59a
2
0 + 48)
8a0(2a20 + 3)
2
  a0
2

cos(
)
 23a0(4a
2
0 + 3)(1 + a
2
0)
16(2a20 + 3)
2
cos(3
);

 = (1 + a20)
 1=4
+2

3(4a40 + 27a
2
0 + 48)(1 + a
2
0)
 1=4
32(2a20 + 3)
2
  a0(1 + a
2
0)
 5=4
2
A2R

;
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Fordern wir zusätzlich hi = (1+a20)1=2, d.h. der Mittelwert der Ordnung 2 soll
verschwinden, so ergibt sich A2R = 3(20a40+75a20+48)(1+a20)=(16a0(2a20+3)2)
und damit
A = a0 sin(
)  a
2
0 hi
2(2a20 + 3)
sin(2
) (4.32a)
23(20a
4
0 + 75a
2
0 + 48) hi2
16a0(2a20 + 3)
2
sin(
) 23a0(4a
2
0 + 3) hi2
16(2a20 + 3)
2
sin(3
);
'^ =  a0 cos(
)   a
2
0 hi
2(2a20 + 3)
cos(2
) + 
hi (7a20 + 6)
2(2a20 + 3)
(4.32b)
+2

60a60 + 277a
4
0 + 369a
2
0 + 144
16a0(2a20 + 3)
2
+
a0
2

cos(
)
 23a0(4a
2
0 + 3) hi2
16(2a20 + 3)
2
cos(3
);

 = hi 1=2

1  23(2a
4
0 + 6a
2
0 + 3)
4(2a20 + 3)
2

; hi = (1 + a20)1=2; (4.32c)
 = hi    a
3
0
2a20 + 3
cos(
)  2 (5a
2
0 + 6) hi
2(2a20 + 3)
cos(2
); (4.32d)
bzw.
px = a0 cos(
) + 
a20 hi
2(2a20 + 3)
(cos(2
)  3) +O(2); (4.33a)
q = hi2   6a0 hi
3
2a20 + 3
cos(
) +O(2): (4.33b)
Im Gegensatz zur achtförmigen Lösung beinhalten sowohl die transversalen
als auch die longitudinalen Komponenten jeweils ungerade und gerade höhere
Harmonische. In der niedrigsten Ordnung sind die Beiträge genau gleich groß
und skalieren wie
An(f)  n sin(n
) +O(n+2); (4.34a)
'n(f)  n cos(n
)O(n+2): (4.34b)
Zwei kreisförmige Lösungen sind in Abbildung 4.6 dargestellt. Neben der Ver-
zerrung der Teilchenbahnen ist ein weiterer Effekt eine konstante Verschie-
bung in transversaler Richtung von der Größenordnung . Diese Verschiebung
kann leicht durch die Lorentz-Kraft erklärt werden, denn  6= 0 bedeutet auch
B 6= 0. Der Vergleich der analytischen Lösung mit einer numerischen Lösung
zeigt eine sehr gute Übereinstimmung [107].
Aus 
 = ^ ergibt sich die Dispersionsrelation
!2p
hi = !
2   a
4
0 + 3a
2
0 +
9
2
(2a20 + 3)
2| {z }
! 12 (a0!0)
! 14 (a0!1)
c2k2 +O(k4) (): (4.35)
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Das Ergebnis unterscheidet sich von dem Ergebnis aus [107] durch eine andere
Definition der mittleren Energie.
Abbildung 4.6: Kreisförmige Teilchenbahnen bis zur Ordnung k0 (durchgezogen),
k1 (kurz gestrichelt) und k2 (lang gestrichelt) in einem schwach relativistischen
hi = 1:06 (a) und ultrarelativistischen Fall hi = 103 (b) (jeweils px(0) < 0). Die
Propagationsrichtung ist die -Richtung. Wieder wurde k sehr groß gewählt, um die
Korrekturen gut sichtbar zu machen. Die konstante Verschiebung in die negative
-Richtung ergibt sich aus der Lorentz-Kraft.
Auf den ersten Blick scheinen die kreisförmigen und die achtförmigen Lösungen
komplett voneinander unabhängig zu sein. Bei genauerer Betrachtung ergibt
sich aber bei mittleren Plasmadichten ein kontinuierlicher Übergang von den
kreisförmigen zu den achtförmigen Lösungen (s. Abschnitt 4.6.1).
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4.4 Quasiperiodische Lösungen
Bei der Untersuchung der quasiperiodischen Lösungen wird zunächst das Ver-
halten von schwach gestörten periodischen Lösungen betrachtet. Solche Lösun-
gen ergeben sich zum Beispiel bei einer Anfangsbedingung, die ein wenig von
der Anfangsbedingung einer rein periodischen Lösung abweicht [136]. Im zeit-
lichen Verlauf können schwach gestörte periodische Lösungen sich ähnlich wie
die periodischen Lösungen verhalten oder aber auch ein gänzlich unterschied-
liches Verhalten entwickeln. Auf eine Berechnung der Dispersionsrelation aus
(3.79) wird verzichtet.
4.4.1 Fast-transversale achtförmige Lösungen und Mo-
denkonversion
Eine numerische Untersuchung zeigt, dass eine rein periodische, fast-transver-
sale achtförmige Lösung bei großen Dichten nur bei einer sehr genauen Anpas-
sung der Anfangsbedingung auftritt. Für den Fall einer kleinen Abweichung
von der rein periodischen Lösung ändert sich das Lösungsverhalten im Laufe
der Zeit drastisch. Die zeitliche Entwicklung ist in Abbildung 4.7 dargestellt.
Für kleine Zeiten (0 <  < 200) zeigt die Lösung das typische periodische
Verhalten. Der transversale Anteil ist groß gegen den longitudinalen Anteil
und der longitudinale Anteil schwingt mit der doppelten Laserfrequenz (fast-
transversale achtförmige Bahn, rote Bahnkurve in Abbildung 4.8). Für größere
Zeiten (250 <  < 450) ändert sich dieses Verhalten. In dem longitudinalen
Anteil dominiert zunehmend die einfache Laserfrequenz. Gleichzeitig nimmt
die longitudinale Amplitude auf Kosten der transversalen Amplitude zu (nur
noch schwach achtförmige, verkippte Bahn, blaue Bahnkurve in Abbildung
4.8). Dabei beschreibt das elektrische Feld eine kontinuierliche Drehung von
der transversalen Richtung in die longitudinale Richtung. Schließlich (  520,
halbe Modulationsperiode Ts=2) ist der longitudinale Anteil groß gegen den
transversalen Anteil. Die ursprüngliche achtförmige Bahnkurve (transversale
Mode) ist in eine longitudinale Schleifenbahn (longitudinale Mode) umgewan-
delt worden (schwarze Bahnkurve in Abbildung 4.8). Wegen der Stationarität
der Lösung kehrt sich die Entwicklung anschließend wieder um. Dabei kommt
es zu einem Phasensprung um  in A. Die Bahnkurve bzw. die elektrische
Feldstärke dreht (im vorliegenden Fall) weiterhin gegen den Uhrzeigersinn. Für
(840 <  < 1240) ist die Teilchenbahn wieder fast-transversal und achtförmig.
Wie in Abbildung 4.9 dargestellt, tritt das Verhalten in einem recht großen
Parameterbereich auf. Die Modulationszeitskala Ts hängt dabei von zwei Pa-
rametern ab. Erstens ist Ts umso größer, je kleiner die Abweichung von der rein
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Abbildung 4.7: Bei einer kleinen Abweichung von der rein periodischen,
fast-transversalen Lösung zeigt der zeitliche Verlauf der Potentiale A und '^
zunächst das typische Verhalten (der kleine longitudinale Anteil schwingt mit der
doppelten Laserfrequenz). Für größere Zeiten kommt es zur Amplitudenmodulation
und der longitudinale Anteil wächst stark an. Das charakteristische Verhalten geht
dabei vollständig verloren (ein großer longitudinaler Anteil schwingt mit einfacher
Laserfrequenz). Bei einer angepassten Propagationslänge ergibt sich eine effektive
nichtlineare Modenkonversion zwischen transversalen und longitudinalen Wellen
( = 0:067, A(0) = 0:0, A0(0) =  3:3, '(0) = 4:65, d.h., px(0) =  0:24, '0(0) = 0:0;
Ts=2  520 ).
periodischen Lösung ist (Abbildung 4.9 oben). Sie hängt damit von der La-
seramplitude und der anfänglichen elektrostatischen Schwingung ab. Zweitens
ist Ts für kleine  und eine kleine Abweichung von der periodischen Anfangs-
bedingung etwa proportional zu 1=. Der entscheidende Modulationsmecha-
nismus ist das Schwebungsverhalten  . Dabei bewirkt der -Term in der
Differentialgleichung von '^ ein langsames Anwachsen der anfänglich kleinen
Störung. Die n=-Kopplung spielt nur eine untergeordnete Rolle.
Das hier beschriebene Verhalten ist besonders wegen der großen auftretenden
Modenkonversion interessant. Der zugrundeliegende Mechanismus ist vollstän-
dig neuartig und ist ein rein relativistischer Effekt (vgl. Anhang A.1), der nur
bei großen Dichten auftritt [136]. Er unterscheidet sich gänzlich von den be-
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Abbildung 4.8: Bei der Modenkonversion wird die zunächst fast-transversale
achtförmige Teilchenbahn (rot) kontinuierlich verkippt (blau) und anschließend zu
einer longitudinalen Schleifenbewegung (schwarz) ( = 0:067, A(0) = 0:0,
A0(0) =  3:3, '(0) = 4:65, d.h., px(0) =  0:24, '0(0) = 0:0; skalierte
Auslenkungen).
kannten Mechanismen, wie lineare Modenkonversion an der kritischen Dich-
te (Resonanzabsorption) [139], nichtlineare Modenkonversion durch Raman-
Streuung [18] oder Wakefieldanregung [38, 41, 42]. Für effektive Modenkon-
version kann die Propagationslänge so angepasst werden, dass sie genau einer
halben Modulationsperiode entspricht. Dadurch kann prinzipiell eine vollstän-
dige Konversion von der transversalen Welle in eine longitudinale Welle erreicht
werden. Eine effektive Modenkonversion ist von grundlegendem Interesse für
viele Anwendungen, wie Teilchenbeschleunigung und Trägheitsfusion mit La-
sern [140, 141].
In einer neuen Arbeit wurde von Saxena, Sen und Kaw [88] im schwach relativi-
stischen Fall mit einem Zwei-Zeitskalen-Ansatz eine analytische Lösung berech-
net. Dabei betrachten sie besonders den Fall Ts ! 1 (minimale Abweichung
von der periodischen Anfangsbedingung, Separatrix im Poincaré-Schnitt, vgl.
Abschnitt 4.5). Die Lösungen können dann auch als "superluminal electroma-
gnetic dark solitons", also als Solitonen, deren Phasengeschwindigkeit größer
ist als die Lichtgeschwindigkeit und bei denen die Amplitude des Vektorpoten-
tials im Unendlichen nicht verschwindet, sondern einen konstanten endlichen
Wert annimmt, interpretiert werden.
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Abbildung 4.9: Modenkonversion tritt in einem recht großen Bereich von
Anfangsbedingungen auf. Die Modulationszeitskala Ts hängt dabei von der Größe
der Abweichung von den periodischen Anfangsbedingungen ab und ist bei kleinen
Abweichungen proportional zu 1= (Achsen und Anfangsbedingungen wie in Abb.
4.7 und 4.8 bis auf '(0) = 4:0 (oben) bzw.  = 0:13 (unten), in beiden Fällen ist
Ts=2  220).
4.4.2 Lösungen mit kreisförmigen Teilchenbahnen
Für die rein periodischen Lösungen mit kreisförmigen Teilchenbahnen ergibt
sich ein ganz anderes Bild. Auch in diesem Fall ist eine exakt rein periodi-
sche Lösung nur bei einer genauen Anpassung der Anfangsbedingung mög-
lich. Bei einer kleinen Abweichung von der rein periodischen Lösung kommt es
jedoch nur zu einer kleinen Amplitudenmodulation (Abbildung 4.10). Dabei
wird bloß ein geringer Anteil der longitudinalen und der transversalen Schwin-
gungsamplitude innerhalb der Periode Ts  45 ineinander umgewandelt. Im
Gegensatz zu der fast-transversalen Lösung bleibt die Form der Lösung auch
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für große Zeiten erhalten. Die Teilchenbahn ist weiterhin kreisförmig (Abbil-
dung 4.11). Wegen der Amplitudenmodulation füllt die Bahn über große Zeiten
einen Kreisring aus. Da Tf  11, ist bei dieser Lösung Ts von der selben Grö-
ßenordnung wie Tf . Weiter ist Ts nahezu unabhängig von . Im Gegensatz
zu den achtförmigen Lösungen ist der entscheidende Modulationsmechanismus
die n=-Kopplung. Diese intrinsische Modenkopplung bewirkt, im Gegensatz
zu der Modulation durch den -Term, eine Stabilisierung der Lösung.
Abbildung 4.10: Bei einer kleinen Abweichung von der rein periodischen
kreisförmigen Bahn kommt es nur zu einer kleinen Amplitudenmodulation. Das
charakteristische Verhalten der Lösung bleibt auch für große Zeiten erhalten
( = 0:067, A(0) = 0:0, A0(0) =  1:77, d.h., a0 = 3:3, '(0) =  3:0=, '0(0) = 0:0).
Abbildung 4.11: Durch die Amplitudenmodulation füllen die kreisförmigen
Teilchenbahnen eine dünne Kreisscheibe aus ( = 0:067, A(0) = 0:0, A0(0) =  1:77,
'(0) =  3:0=, '0(0) = 0:0; skalierte Auslenkungen).
Die Lösungen, die leicht von den kreisförmigen, rein periodischen Lösungen
abweichen, lassen sich aufgrund ihrer permanenten Nähe zu den periodischen
Lösungen analytisch beschreiben. Addiert man zu den periodischen Lösungen
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(4.31) kleine Störungen AR, '^R und qR  , so ergeben sich aus (4.13) in
linearer Ordnung für '^R und qR die Differentialgleichungen
qR
00 +
3 hi2 + 1
hi3 qR = 0; (4.36a)
'^00R +
1
hi '^R +
a0
2 hi3qR cos(
1phi) = 0 (4.36b)
mit der Lösung
qR = b1 cos(2); (4.37a)
'^R = b1 (b+ cos(2 + 1) + b  cos(2   1)) : (4.37b)
Dabei wurden die Abkürzungen
b =
1
4a0
 
 1 2 hip
3a20 + 4
!
; (4.38a)
1 = 
1phi ; (4.38b)
2 = 
s
3a20 + 4
hi3 (4.38c)
eingeführt.
Aus dem Ergebnis für '^R und qR ergibt sich zusammen mit der rein periodi-
schen Ausgangslösung (4.31)
AR = b1
cos(2) + 2a0 cos(1)(b+ cos(2 + 1)) + b  cos(2   1)
 a0 sin(1)
= b1(  1
2a0
sin(1) cos(2) +
hi
a0
p
3a20 + 4
cos(1) sin(2))
= b1 (b+ sin(2 + 1)  b  sin(2   1)) : (4.39)
Die Potentiale erfüllen die Anfangsbedingung
'(0) =  a0 + 3 hi
3
2a30 + 3
  1
2a0
b1; '
0(0) = 0; (4.40a)
A0(0) = ( a0   a
2
0 hi
2a30 + 3
+
1
2a0
b1)=
p
hi; A(0) = 0: (4.40b)
Für b1 = 0 ergibt sich die rein periodische Lösung. Eine kleine Abweichung von
der Anfangsbedingung der rein periodischen Lösung lässt sich durch b1 6= 0
beschreiben. Die resultierende quasiperiodische Lösung wird durch (4.37) und
(4.39) bis zur linearen Ordnung in der Abweichung  b1 konsistent beschrie-
ben. Wenn 1 und 2 nicht kommensurabel sind, füllt die Trajektorie für große
Zeiten einen Kreisring aus, genau wie numerisch beobachtet.
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In Abbildung 4.12 wird die analytische Lösung mit der numerischen Lösung
verglichen. Mit b1 = 10:0 ist die Abweichung von der rein periodischen Lö-
sung relativ groß gewählt. Trotzdem stimmt die analytische Lösung mit der
numerischen Lösung sehr gut überein.
Abbildung 4.12: Vergleich der analytischen mit der numerischen Lösung bei einer
kleinen Abweichung von der rein periodischen kreisförmigen Lösung. Oben: Energie
 (blau numerisch; grün analytisch), unten: Potentiale ' und A (blau numerisch;
schwarz, rot analytisch). Bei den Potentialen ist in dieser Auftragung mit bloßem
Auge der Unterschied zwischen den Ergebnissen nicht zu erkennen ( = 0:067,
a0 = 3:3, b1 = 10:0; A0(0) =  1:77 , '(0) =  3:07=).
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4.5 Poincaré-Schnitt
Neben den quasiperiodischen Lösungen, die aus den leicht gestörten rein pe-
riodischen Lösungen entstehen, gibt es nahe der kritischen Dichte noch eine
Fülle von weiteren quasiperiodischen Lösungen. In diesem Abschnitt werden
die Lösungen anhand von einem Poincaré-Schnitt für verschiedene Teilchen-
bahnen diskutiert.
Abbildung 4.13: Poincaré-Schnitt der Lösungen nahe der kritischen Plasmadichte
für H = 6 und  = 0:01 (vph   = 100). Der kreisförmigen periodischen Lösung
entsprechen die beiden elliptischen Fixpunkte und der achtförmigen periodischen
Lösung der zentrale hyperbolische Fixpunkt. Die quasiperiodischen Lösungen lassen
sich nahe der kritischen Dichte in zwei Lösungsklassen einteilen, die durch eine
Separatrix im Poincaré-Schnitt getrennt sind.
Abbildung 4.13 zeigt den Poincaré-Schnitt der Lösungsschar für H = 6 und
 = 0:01 (d.h., vph   = 100, Amax = 5:92 und A0max = 3:163 vgl. Ab-
schnitt 3.11). Wieder wird ohne Einschränkung der Allgemeinheit '0(0) = 0
gewählt. Der achtförmigen periodischen Lösung entspricht der zentrale hyper-
bolische Fixpunkt (A0(0) = 3:162::: bei A(0) = 0; A0(0) unterscheidet sich
ein wenig von A0max, da A0max nur für  = 0 exakt bei der achtförmigen Lö-
sung vorliegt.). Der kreisförmigen periodischen Lösung entsprechen die beiden
elliptischen Fixpunkte bei '^ = 3:9. In der Nähe dieser Fixpunkte dominiert
die n=-Kopplung und führt zu einer schnellen Modulation. Dem rechten und
linken Fixpunkt entsprechen dabei zwei verschiedene Lösungen mit den An-
fangsbedingungen A0(0) = 1:95, A(0) = 0. Im ersten Fall (rechter Halbraum,
positives Vorzeichen) drehen sich die Kreisbahnen im Uhrzeigersinn, im zwei-
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ten Fall gegen den Uhrzeigersinn. Bei einer Abweichung von der kreisförmigen
Lösung ergeben sich quasiperiodische Lösungen mit geschlossenen Kurven um
den jeweiligen Fixpunkt. Je größer die Abweichung, umso größer wird die Kur-
ve (A0(0) = 2:2;2:5;2:8;3:05). Dabei entspricht eine Lösung mit einer
Abweichung zu größeren jA0(0)j > 1:95 jeweils einer äquivalenten Lösung bei
kleineren jA0(0)j < 1:95. Sind die Modulationsfrequenz und die Schwingungs-
frequenz zufällig kommensurabel, so ergeben sich statt den quasiperiodischen
Lösungen wieder periodische Lösungen mit isolierten Fixpunkten im Poincaré-
Schnitt. Zum Beispiel treten für A0(0) = 2:81 fünf und für A0(0) = 2:9 elf
Fixpunkte auf (die äquivalenten Lösungen ergeben sich für A0(0) = 0:899
bzw. A0(0) = 0:75). Die Teilchentrajektorien sind geschlossene Rosettenbah-
nen. Wieder treten um die isolierten Fixpunkte keine Inseln auf.
Abbildung 4.14: Trajektorien von quasiperiodischen Lösungen nahe der
kritischen Dichte. Lösungen der ersten Gruppe sind Rosettenbahnen mit einer
festen Drehrichtung (links). Bei Lösungen der zweiten Gruppe werden hingegen
enge Schleifen durchlaufen. Die Drehrichtung ändert sich und ein keilförmiger
Bereich wird ausgespart (rechts) (Anfangsbedingungen wie in Abbildung 4.1,
skalierte Auslenkungen).
Bei einer Abweichung von der achtförmigen periodischen Lösung ergibt sich
aufgrund des hyperbolen Charakters des Fixpunktes direkt eine stark modu-
lierte Lösung. Dabei kommt es zur Modenkonversion. Zum einen kann die
Abweichung dazu führen, dass sich eine Lösung vom Typ einer sehr stark
gestörten Kreisbahn ergibt (nicht geschlossene, enge Schleifenbahn für große
A0(0) bei A(0) = 0). In diesem Fall ist die Lösung jeweils auf einen Halbraum
beschränkt und besitzt eine feste Drehrichtung. Zum anderen kann die Abwei-
chung auch dazu führen, dass sich ein zweiter quasiperiodischer Lösungstyp
ergibt (abgebildet für A(0) = Amax; 5:45; 3:3; 0:1 bei A0(0) = 0). Diese Lösun-
gen bewegen sich auf dem äußeren Bereich des Poincaré-Schnitts, wobei zwei
mehr oder weniger ausgeprägte Nasen zu dem hyperbolischen zentralen Fix-
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punkt reinragen. Die Drehrichtung ändert sich nach einer Modulationsperiode,
so dass die Kurve für eine Anfangsbedingung in beiden Halbräumen verläuft.
Bei einer größeren Abweichung werden die Nasen kleiner. Dann liegt von vorn-
herein ein großer longitudinaler Anteil vor und die Modenkonversion ist nicht
mehr vollständig. Die Trajektorien sind enge Schleifen. Diese verdrehen sich
jedoch nur bis zu einem gewissen max, so dass ein keilförmiger Bereich in der
--Ebene ausgespart bleibt (Abbildungen 4.14 rechts).
Insgesamt können die quasiperiodischen Lösungen daher in zwei Gruppen ein-
geteilt werden. Jeweils eine typische Trajektorie ist in Abbildung 4.14 abgebil-
det. Die zwei unterschiedlichen Gruppen von quasiperiodischen Lösungen sind
im Poincaré-Schnitt durch eine Separatrix getrennt. Bei dem zweiten Lösungs-
typ sowie bei dem ersten Lösungstyp sehr nahe bei der Separatrix bestimmt
der -Term das Modulationsverhalten (langsame Schwebung). Bei einer An-
näherung an die Separatrix geht die Modulationsdauer gegen unendlich, so
dass asymptotisch die periodische achtförmige Lösung erreicht wird. Bei der
Annäherung verengen sich bei dem ersten Lösungstyp die Rosetten zu engen
Schleifen während beim zweiten Lösungstyp der ausgesparte keilförmige Be-
reich immer kleiner wird.
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4.6 Symmetriebruch bei mittleren Plasmadich-
ten
Bis jetzt wurde bei großen Dichten hauptsächlich das Verhalten bei fast kri-
tischen Plasmadichten untersucht. In diesem Abschnitt werden nun mittlere
Plasmadichten betrachtet. Bei mittleren Plasmadichten gibt es im relativi-
stischen Fall keinen geeigneten Kleinheitsparameter. Eine analytische Unter-
suchung gestaltet sich als äußerst schwierig. Meist wird eine zusätzliche ein-
schränkende Annahme getroffen, wie etwa eine Welle als treibende Welle auf-
zufassen (z.B. A =  a0 sin(^), [64]). Hier beschränken wir uns daher auf eine
numerische Untersuchung
4.6.1 Periodische Lösungen
Von besonderem Interesse ist das Verhalten der periodischen Lösungen in Ab-
hängigkeit von der Dichte, denn wie im letzten Abschnitt gezeigt, hängt das
Verhalten der quasiperiodischen Lösungen direkt davon ab. Eine systemati-
sche numerische Untersuchung zeigt, dass bei einer beliebigen Dichte zu jeder
Amplitude eine rein periodische achtförmige Lösung existiert. Dies gilt nicht
für die kreisförmigen Lösungen, schließlich existiert bei kleinen Dichten nur die
achtförmige Lösung als einzige periodische Lösung. Vielmehr zeigt eine syste-
matische Untersuchung, dass es ausgehend von großen Plasmadichten bei einer
mittleren Plasmadichte zu einem Symmetriebruch kommt, bei dem die kreis-
förmigen Lösungen in die achtförmigen Lösungen übergehen. Abbildung 4.15
zeigt die Teilchentrajektorien für einige Dichten in der Nähe der Übergangs-
dichte [107]. Dabei wird bei einem vorgegebenem longitudinalem Anfangsim-
puls ausgehend von einer kreisförmigen Lösung bei einer Änderung der Dichte
die nächstliegende periodische Lösung gesucht. Ausgehend von kleinen  wird
die kreisförmige Trajektorie zunächst mehr und mehr verformt ( = 0:41 und
0:44). Dabei vergrößert sich der transversale Anteil gegenüber dem longitudi-
nalen Anteil. Bei  = 0:45 bildet sich schließlich eine kleine Schleife aus. Nach
dem Symmetriebruch ( = 0:455) ist die Trajektorie eine verformte achtförmi-
ge Bahn. Nun existiert nur noch die achtförmige Lösung als einzige periodische
Lösung. Wie in Abbildung 4.16 dargestellt, spiegelt sich der Übergang auch in
der Dispersionsrelation wider.
Die Übergangsdichte ist im relativistischen Fall nahezu unabhängig von der
Amplitude und liegt stets bei trans:  0:455 (d.h., vph  2:4 bzw. k = 0:41).
Dadurch unterscheidet sich das Verhalten entscheidend von dem, das sich im
schwach relativistischen Fall ergibt (vgl. Anhang A.1). Dort existiert die kreis-
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förmige Lösung nur bei kleinem , so dass schließlich für a0 ! 0 nur noch die
triviale ungekoppelte Überlagerung bei  = 0 bleibt.
Abbildung 4.15: Übergang der verformten kreisförmigen Trajektorie in eine
achtförmige Trajektorie durch einen Symmetriebruch bei einer mittleren
Übergangsdichte ( = 0:41, 0:44, 0:45, 0:455, und  = 0:46 (von kreisförmig nach
achtförmig) für festes px(0) =  0:6).
Abbildung 4.16: Verhalten der Dispersionsrelation (in der Form !2p=hi als
Funktion von k) während des Übergangs (Für px(0) =  5:0, px(0) =  0:6 und
zirkulare Polarisation zum Vergleich).
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4.6.2 Poincaré-Schnitt
Das relativistische Übergangsverhalten hat auch einen direkten Einfluss auf die
Poincaré-Schnitte. Wie in Abschnitt 4.5 gezeigt, hängt etwa die Existenz von
zwei Gruppen von quasiperiodischen Lösungen entscheidend von der Existenz
der kreisförmigen Lösungen ab.
Die Abbildungen 4.17 und 4.18 zeigen jeweils den Poincaré-Schnitt der Lö-
sungsschar für H = 6 und  = 0:35 (vph = 3) bzw.  = 0:9 (vph = 1:5).
Im ersten Fall ist die Plasmadichte größer als die Übergangsdichte. Daher exi-
stieren die kreisförmigen Lösungen als elliptische Fixpunkte. Im Vergleich zu
 = 0:01 sind die beiden Fixpunkte relativ zum Durchmesser näher an den
hyperbolischen Fixpunkt der periodischen achtförmigen Lösung herangerückt.
Die beiden Hälften entsprechen wieder den beiden Vorzeichen von A0(0) (für
A(0) = 0). Die Symmetrie bezüglich ' = 0 ist allerdings aufgehoben. Der
Randbereich, auf der sich die zweite Gruppe der quasiperiodischen Lösungen
befindet, ist stark verbreitert. Zusätzlich treten in diesem Bereich neue ellip-
tische Fixpunkte auf (periodische Lösungstypen höherer Ordnung, vgl. Ab-
bildung 4.19 links). Um diese neuen elliptischen Fixpunkte sind inselförmig
quasiperiodische Lösungen angeordnet. Das Auftreten von neuen elliptischen
Fixpunkten höherer Ordnung ist typisch für mittlere Plasmadichten. Die ein-
zelnen Lösungstypen wechseln sich jedoch bei einer Variation der Plasmadichte
schnell ab. Dabei bilden sich neue elliptische Fixpunkte aus quasiperiodischen
Trajektorien, während andere verschwinden. Die dabei auftretenden periodi-
schen Trajektorien ähneln denen, die sich auch bei einer groben analytischen
Betrachtung ergeben [64].
Ausgehend von  = 0:35 wird nun das Verhalten der Hauptfixpunkte (periodi-
sche kreisförmige und achtförmige Lösungen) beim Überschreiten der Über-
gangsdichte betrachtet. Wird die Dichte kontinuierlich verkleinert, d.h.  wird
erhöht, so nähern sich die beiden elliptischen Fixpunkte weiter an. In nächster
Nähe zur Übergangsdichte wird aus dem zentralen hyperbolischen Fixpunkt
ein elliptischer Fixpunkt. Dabei verschwinden die beiden elliptischen Fixpunk-
te der kreisförmigen Lösung, so dass nur noch der neue zentrale elliptische
Fixpunkt der achtförmigen Lösung übrig bleibt. Dabei verschiebt sich der ge-
samte Poincaré-Schnitt kontinuierlich zu positiven '.
Unterhalb der Übergangsdichte ergibt sich ein Poincaré-Schnitt wie in Ab-
bildung 4.18. Der innere Bereich ähnelt dabei schon sehr dem bei kleinen
Plasmadichten (Abschnitt 3.11). Wie auch dort wird in den quasiperiodischen
Lösungen eine transversale Schwingung von einer longitudinalen Bewegung
überlagert. Der Hauptunterschied ist der äußere Bereich, wo noch elliptische
Fixpunkte höherer Ordnung auftreten (vgl. Abbildung 4.19 rechts).
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Abbildung 4.17: Poincaré-Schnitt der Lösungen bei einer mittleren Dichte
oberhalb der Übergangsdichte für H = 6 und  = 0:35 (vph = 3). Die kreisförmigen
Lösungen existieren weiterhin als elliptische Fixpunkte. Die Strukturen sind jedoch
unsymmetrischer als bei  = 0:01. Im Randbereich bilden sich neue elliptische
Fixpunkte höherer Ordnung.
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Abbildung 4.18: Poincaré-Schnitt der Lösungen bei einer mittleren Dichte
unterhalb der Übergangsdichte für H = 6 und  = 0:9 (vph = 1:5). Die
kreisförmigen Lösungen sind verschwunden. Die achtförmige Lösung ist nicht länger
ein hyperbolischer Fixpunkt, sondern ein elliptischer Fixpunkt. Im Randbereich
existieren wieder neue elliptische Fixpunkte höherer Ordnung. Der gesamte Schnitt
ist dabei zu positiven ' verschoben.
Abbildung 4.19: Trajektorien von periodischen Lösungen höherer Ordnung.
Zusätzlich zu den geschlossenen Rosetten (triviale isolierte Fixpunkte) ergeben sich
bei mittleren Dichten weitere interessante periodische Strukturen. Die abgebildeten
Lösungen entsprechen den elliptischen Fixpunkten höherer Ordnung aus Abbildung
4.17 (links) und 4.18 (rechts).
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Kapitel 5
PIC-Simulationen
Die Ergebnisse der letzten beiden Kapitel wurden im Rahmen des Akhiezer-
Polovin-Modells hergeleitet. In diesem Kapitel werden die Ergebnisse nun mit
einer relativistischen PIC(Particle-In-Cell)-Simulation verglichen. Dadurch ist
es möglich kinetische Teilcheneffekte zu berücksichtigen, die über den Rahmen
des Flüssigkeitsmodells hinausgehen. Außerdem können auch nichtstationäre
Wellen untersucht werden.
5.1 PIC-Methode
Bei einer Teilchensimulation auf Basis der PIC-Methode werden die Bewe-
gungsgleichungen einer großen Anzahl von Teilchen in einem selbstkonsistenten
mittleren Feld numerisch gelöst [142–145]. Die individuelle Coulomb-Wechsel-
wirkung wird bei kleinen Teilchenabständen durch die Einführung von Cloud-
Teilchen regularisiert (ausgedehnte Ladungsverteilungen statt Punktteilchen).
Dadurch werden "harte" Stöße vermieden, die eine numerische Behandlung nur
unnötig verkomplizieren, da sie für die Beschreibung eines stoßfreien Plasmas
nicht von Bedeutung sind. Ein Cloud-Teilchen repräsentiert makroskopisch
viele Punktteilchen. In jedem Zeitschritt werden die langreichweitigen elektro-
magnetischen Felder aus den Maxwell-Gleichungen selbstkonsistent auf einem
Gitter berechnet. Anschließend wird jedes Cloud-Teilchen unter Berücksichti-
gung der Felder propagiert. Da die Felder an den genauen Teilchenpositionen
unbekannt sind, werden sie von den nächsten Gitterpunkten aus interpoliert.
Die Genauigkeit der PIC-Methode hängt entscheidend von der Gitterschritt-
weite und der Anzahl der Cloud-Teilchen pro Gitterzelle ab. Bei einer Unter-
suchung von Temperatureffekten muss zusätzlich beachtet werden, dass es bei
einer ungenügenden Auflösung der Debye-Länge zu einem numerischen Aufhei-
zen kommen kann. Die PIC-Methode ist in der Plasmaphysik weit verbreitet.
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Es werden ein-, zwei- und dreidimensionale Codes verwendet [146–148], wobei
der Rechenaufwand stark mit der Dimension ansteigt. Aus diesem Grund wer-
den mehrdimensionale Codes oft parallelisiert. Durch eine geeignete Lorentz-
transformation parallel zur Plasmafront kann jedoch auch bereits mit einem
eindimensionalen Code ein schräger Einfall berücksichtigt und zum Beispiel
Resonanzabsorption untersucht werden [149].
Eine PIC-Simulation kann auch als eine Lösung der Vlasov-Gleichung für
die Cloud-Teilchen interpretiert werden. Durch die Verwendung der Cloud-
Teilchen unterscheidet sie sich aber entscheidend von einem Vlasov-Code in
dem der gesamte Phasenraum diskretisiert wird und welcher sehr glatte Er-
gebnisse liefert, aber numerisch äußerst aufwendig ist. Das intrinsische Rau-
schen in einer PIC-Simulation muss nicht zwingend von Nachteil sein, denn
dadurch sind stabile Lösungen in einer PIC-Simulation oft auch stabile Lösun-
gen in realen physikalischen Situationen, wo das Rauschen den stets vorhanden
Störungen entspricht.
Im Folgenden wird ein relativistischer 1D3V-PIC Code verwendet, welcher zu
Vergleichszwecken für die vorliegende Arbeit entwickelt wurde. Wie bei dem
Akhiezer-Polovin-Modell sind die Orte eindimensional, die Geschwindigkeiten
jedoch dreidimensional. Die elektromagnetischen Felder werden mit den Ent-
wicklungsgleichungen aus den Strömen berechnet. Die Entwicklungsgleichun-
gen werden dazu sowohl räumlich als auch zeitlich diskretisiert. Durch die Zer-
legung der transversalen Felder in einen einlaufenden und einen auslaufenden
Anteil, kann entlang einer Charakteristik integriert werden. Bei der zeitlichen
Diskretisierung wird der "magische" Zeitschritt t = x gewählt. Mit diesem
Zeitschritt ist die numerische Lösung der Wellengleichung im Vakuum sowie
im linearen Medium exakt und numerische Fehler werden minimiert. (Es tritt
keine numerische Dispersion auf und die Wellenenergie ist numerisch erhal-
ten.) Für die Teilchenbewegung wird die relativistische Bewegungsgleichung
der Teilchen ebenfalls gemäß der Finiten-Differenzen-Methode zeitlich diskre-
tisiert (zentrierter Differenzenquotient mit einer Genauigkeit 2. Ordnung in
t). Die Felder an den Teilchenpositionen werden aus den Feldern an den
Gitterpunkten interpoliert und die Geschwindigkeit eines jeden Teilchens wird
berechnet. Aus den Geschwindigkeiten wird anschließend die Stromdichte an
den Gitterpunkten bestimmt. Dabei wird der Beitrag jedes Cloud-Teilchen der
Breite x mit einer linearen Verteilungsfunktion anteilmäßig auf zwei Git-
terpunkte aufgeteilt. Eine Berechnung der Ladungsdichten entfällt bei diesem
Vorgehen. Der Code erlaubt es, das Plasma auf einen Gitterbereich zu be-
schränken und am linken Plasmarand einen Laserpuls einzukoppeln. Verschie-
dene Randbedingungen (absorbierende, reflektierende, periodische), Plasma-
gradienten und Laserprofile (lineare, sinusquadrat- und gaußförmige Profile
für die Einhüllende eines kurzen Pulses bzw. den Anstieg eines langen Wellen-
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zugs) wurden implementiert.
Der Code wird für nichtrelativistische Intensitäten anhand der linearen Theo-
rie validiert. Zur Überprüfung der relativistischen Bewegungsgleichung wird
die Vakuumlösung betrachtet. Die numerische Auflösung wird stets so gewählt,
dass eine numerische Konvergenz der Lösung erreicht wird. In allen Fällen er-
gibt sich eine sehr gute Übereinstimmung zwischen der PIC-Simulation und
dem zu erwartenden Verhalten. Bei kleinen Dichten werden bereits oft mit 10
Teilchen pro Zelle bei x = 0:02=k sehr gute Resultate erzielt. Bei großen
Dichten muss jedoch eine viel höhere Auflösung für eine numerische Konver-
genz gewählt werden. Dies gilt im Speziellen, wenn das Verhalten an der Plas-
mafront betrachtet werden soll, wo einzelne Teilchen aus dem Plasmabereich
austreten. In diesem Bereich kann die Behandlung durch höhere Ordnungen
der Verteilungsfunktion (Verteilung eines Cloud-Teilchens über viele Zellen)
und das Aufspalten von Cloud-Teilchen im Plasmagradienten (weighted gra-
dient) verbessert werden. Entsprechende Codes werden zum Beispiel bei der
Untersuchung von Raman-Streuung oder Protonenbeschleunigung eingesetzt
[150, 151].
5.2 Nichtstationäre Wellen
Im Unterschied zu den stationären Wellen des Akhiezer-Polovin-Modells wird
zunächst die Ausbreitung von nichtstationären Wellen untersucht. Dazu wird
die einfache Situation eines linear polarisierten Laserstrahls, der aus dem Va-
kuum auf eine Plasmaoberfläche einfällt, betrachtet. Nichtstationäre Effekte
führen im Allgemeinen dazu, dass eine stabile Propagation des Laserstrahls
über große Strecken nicht möglich ist. Im Folgenden wird sowohl das Verhal-
ten eines kurzen Pulses als auch das eines langen Wellenzugs betrachtet.
Bereits im nichtrelativistischen Fall der linearen Pulsausbreitung kommt es
durch das dielektrische Verhalten des Plasmas im Allgemeinen zu einer fre-
quenzabhängigen Propagation (Abbildung 5.1). Die Wellenlänge ändert sich
im Vergleich zum Vakuum gemäß der wohlbekannten Dispersionsrelation (2.5),
während die Frequenz konstant bleibt. Da die höheren Frequenzanteile eines
Pulses mit einer größeren Geschwindigkeit propagieren, läuft der Puls aus-
einander. Der Pulsanfang wird durch einen hochfrequenten Vorläufer festge-
legt, der auch im Medium asymptotisch mit Lichtgeschwindigkeit propagiert
(Sommerfeldscher Vorläufer). Das Maximum der Einhüllenden des Pulses be-
wegt sich hingegen mit einer Gruppengeschwindigkeit vg = @!=@k < 1, so
dass sich der Anfang des Pulses immer weiter vom Pulsmaximum entfernt.
Gleichzeitig laufen während der Propagation einzelne Phasenflächen mit der
Phasengeschwindigkeit vph > 1 unter der Einhüllenden aus dem Hauptteil in
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Abbildung 5.1: Lineare Propagation eines sinusquadrat-förmigen Pulses beim
Einfall auf eine Plasmaoberfläche. Abgebildet ist der Puls zu verschiedenen
Zeitpunkten. Im Rahmen der linearen Theorie ergibt sich keine Störung der
Plasmadichte. Durch die Plasmadispersion ist die Pulsausbreitung jedoch
nichtstationär. Zusätzlich wird ein Teil reflektiert (!p = 0:6, lineare Polarisation).
Richtung Pulsanfang. Dabei gilt im Plasma im linearen Fall exakt vg = 1=vph
mit vph = !=k = 1=
q
1  !2p=!2. Weiter kommt es an der Plasmagrenze zu
einer teilweisen Reflektion. Diese kann vernachlässigt werden, wenn entweder
die Plasmadichte an sich sehr klein ist oder die Wellenlänge bedeutend kleiner
ist als die Plasmagradientenlänge. Absorption tritt im nichtrelativistischen,
stoßfreien Fall bei senkrechtem Einfall auf einen Plasmagradienten nicht auf.
Bei schrägem Einfall kann jedoch bei p-Polarisation an der kritischen Dichte
Resonanzabsorption auftreten.
Im Allgemeinen ist die Situation somit bereits im linearen Fall hochgradig
nichtstationär. Allerdings können einzelne Bereiche sehr wohl ein stationäres
Verhalten zeigen. So ergibt sich bei einem langen Wellenzug die Nichtstationa-
rität hauptsächlich aus der ansteigenden Flanke der Einhüllenden. Kurz hinter
der ansteigenden Flanke liegt auch innerhalb des Plasmas ein quasistationäres
Verhalten vor. Dies ist ein Ausdruck davon, dass im nichtrelativistischen Fall
ebene elektromagnetische Wellen mit einer konstanten Amplitude stationäre
Lösungen sind. Dies gilt im relativistischen Fall nicht mehr.
Im relativistischen Fall tritt eine Fülle weiterer nichtstationärer Effekte auf.
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Im Folgenden wird hauptsächlich die Anregung eines Wakefields und die damit
verbundene Teilchenbeschleunigung betrachtet [35, 36, 38, 41, 42]. Dabei wird
durch die longitudinale ponderomotorische Kraft im Pulsanstieg eine elektro-
statische Welle im Nachlauf angeregt (daher auch die Bezeichnung Wakefield).
Ein Teil der elektromagnetischen Welle wird dadurch in eine elektrostatische
Welle transformiert (Abbildung 5.2).
Für kleine Dichten kann die elektromagnetische Welle zusammen mit der elek-
trostatischen Welle im Plasma propagieren. Das elektrostatische Feld wird je-
doch so angeregt, dass die Phasengeschwindigkeit des Wakefields der Gruppen-
geschwindigkeit des Laserpulses entspricht, vESph = vEMg  1=vEMph [35]. Dabei ist
zu beachten, dass sich im relativistischen Fall Abweichungen von der exak-
ten linearen Beziehung vEMg = 1=vEMph ergeben können [152, 153]. Weiter muss
die Entwicklung des Laserpulses innerhalb des Plasmas berücksichtigt wer-
den. Zum Beispiel läuft dadurch, dass die Gruppengeschwindigkeit im Bereich
großer Intensitäten höher ist, der Hauptteil des Pulses in die Pulsfront hinein,
so dass die Pulsfront steiler wird (pulse steepening and pulse compression) und
sich langfristig eine Schockfront ausbildet.
Entscheidend für die Amplitude des Wakefields ist der genaue Verlauf der pon-
deromotorischen Kraft. Betrachtet man nur die ansteigende Flanke (z.B. bei
einem langen Wellenzug), so ergibt sich die größtmögliche Wakefieldamplitude,
wenn die ansteigende Flanke möglichst kurz ist (maximale ponderomotorische
Kraft). Für einen kurzen Laserpuls kann die Amplitude jedoch noch größer wer-
den, wenn die Länge des Pulses L so an die Wakefieldwellenlänge p angepasst
wird, dass es nochmal auf der abfallenden Pulsflanke zu einer Verstärkung des
Wakefields kommt. Dort ist die ponderomotorische Kraft entgegengesetzt ge-
richtet, so dass sich mit der Pulslänge L = p=2 für einen kastenförmigen Puls
die maximale Verstärkung ergibt. Eine analytische Berechnung unter Vernach-
lässigung der Rückwirkung der elektrostatischen Welle und der Entwicklung
des Laserpulses [55, 63, 154, 155] ergibt für diesen Fall die Wakefieldamplitude
Ex max = !p
a20=2p
1 + a20=2
: (5.1)
Das Ergebnis gilt dabei auch für große Laserpulsamplituden a0 (nichtlinea-
re Wakefieldanregung). Für andere Pulsformen ergeben sich andere optimale
Pulslängen und Amplituden. Im linearen Wakefieldbereich ist die elektrostati-
sche Welle sinusförmig und die Schwingungsfrequenz ist die Plasmafrequenz.
Ist die Wakefieldamplitude sehr groß, so ist auch das Wakefield nichtlinear und
es ergeben sich amplitudenabhängige Korrekturen (vgl. relativistische Plasma-
schwingungen aus Anhang A.4).
Durch das Wakefield wird der Plasmarand innerhalb einer Plasmaperiode auf-
geweicht. In eindimensionaler Geometrie werden in diesem Bereich Elektronen
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Abbildung 5.2: Durch die ponderomotorische Kraft eines starken Laserpulses
wird im Nachlauf des Pulses eine elektrostatische Welle (Wakefield) angeregt. In
dem Wakefield werden Elektronen eingefangen und auf relativistische
Geschwindigkeiten beschleunigt. Innerhalb einer Plasmaperiode erreichen die
Elektronen bereits   10. Die Plasmagrenze liegt bei x = 25 (a0 = 2,
Ex max  0:1, !p = 0:1, lineare Polarisation).
eingefangen und beschleunigt. Dabei bewegt sich ein Teil der Elektronen mit
annähernd Lichtgeschwindigkeit mit dem Wakefield mit. Der voranlaufende
ansteigende Bereich der Feldstärke wirkt als ein nahezu konstantes Beschleuni-
gungsfeld und beschleunigt die Elektronen auf immer höhere Energien. Die ma-
ximale Energie wird durch eine Anzahl von gegenläufigen Effekten beschränkt.
Zum einen geraten dadurch, dass vESph < 1 ist, die Elektronen und das Wakefield
nach einer Strecke Ld  2php, ph = 1=
q
1  vES 2ph , außer Phase (electron de-
phasing). Die maximale Energie wird so auf max  22phEx max beschränkt
[38]. Zum anderen führt die endliche Energie des Laserpulses (pump deple-
tion) sowie nichtlineare und dreidimensionale Effekte (z.B. Defokussierung und
Laser-Plasma-Instabilitäten) zu weiteren Korrekturen.
Da für große Laseramplituden die Wakefieldamplitude größer als die Schwel-
lenamplitude für Wellenbrechen ist (vgl. Anhang A.4.4), kann es im relativisti-
schen Fall auch zu einem Wellenbrechen des Wakefields kommen. Entscheidend
ist auch dabei, dass für das Wakefield vESph < 1 ist. Von besonderem Interesse
ist das Wellenbrechen im hochgradig nichtlinearen Bereich, wo die Welle schon
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nach einer Periode vollständig gebrochen ist. Das Wakefield bildet dann in
dreidimensionaler Geometrie eine kurze, sphärische Blase, deren Inneres nahe-
zu frei von Elektronen ist (blow-out regime, bubble regime) [43]. Dort können
besonders effektiv Teilchen eingefangen werden. Der hochgradig nichtlineare
Bereich ist von großer Bedeutung, da in ihm 2004 erstmals mit Lasern ein
Elektronenstrahl nahezu monochromatisch auf Energien  100MeV beschleu-
nigt werden konnte (Nature Cover "dream beam" [44–46]).
Auf dem Prinzip der Beschleunigung in einem Wakefield basieren, neben der
vorgestellten Laser-Wakefield-Beschleunigung (LWFA), in der das Wakefield
allein durch die ponderomotorische Kraft der Pulses erzeugt wird, auch viele
andere moderne Laser-Plasma-Beschleunigungsmechanismen, wie die Plasma-
Beatwave-Beschleunigung (PBWA) und die selbstmodulierte Laser-Wakefield-
Beschleunigung (SMLWFA). Ferner können neben Laserpulsen auch Elektro-
nenstrahlen als Treiber verwendet werden [156]. Außerhalb des hochgradig
nichtlinearen Bereichs ist das Hauptproblem, die Teilchen monochromatisch
zu beschleunigen. Weiter ist die Einkopplung von Elektronen in das Beschleu-
nigungsfeld ein Gebiet aktiver Forschung [38].
5.3 Langer Wellenzug
Im Folgenden wird für den Vergleich mit den stationären Lösungen des Akhie-
zer-Polovin-Modells noch der Fall genauer untersucht, in dem der anregende
Laserstrahl ein langer Wellenzug ist.
Zunächst werden kleine Plasmadichten betrachtet. Dort wird durch die anstei-
gende Flanke ein Wakefield angeregt und anschließend von dem Hauptteil des
Wellenzugs überlagert. Hinter dem Anstieg ähneln die Wellen deshalb den sta-
tionären Wellen des Akhiezer-Polovin-Modells. Bei einem steilen Pulsanstieg
mit einem großen Wakefield ergibt sich ein ähnliches Bild wie bei den quasi-
periodischen Lösungen. Bei einem flachen Pulsanstieg ist das Wakefield nur
sehr klein, so dass die Situation dann dem periodischen Fall nahe kommt. In
beiden Fällen ergibt sich jedoch, wegen den unterschiedlichen Phasengeschwin-
digkeiten, vESph 6= vEMph , keine stationäre Propagation. Vielmehr bewegen sich die
Phasenflächen der elektrostatischen Welle und der elektromagnetischen Welle
relativ zueinander.
Auch die Kopplung unterscheidet sich entscheidend von der Kopplung bei den
stationären Wellen. In Abbildung 5.3 sind die wichtigsten Unterschiede di-
rekt ersichtlich. Am auffälligsten ist, dass es im nichtstationären Fall zu keiner
ausgeprägten Modulation der Amplitude und der Frequenz der elektromagneti-
schen Welle kommt. Gleichzeitig beinhaltet das elektrostatische Wakefield sehr
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Abbildung 5.3: Vergleich der nichtstationären Wakefield Situation (oben) mit
einer stationären quasiperiodischen Lösung des Akhiezer-Polovin-Modells (unten).
Obwohl die Lösungen sich ähneln, sind die Propagationseigenschaften grundlegend
verschieden, so tritt im nichtstationären Fall keine Frequenz- und
Amplitudenmodulation auf. Auch ist die Amplitude des Wakefields nur annähernd
konstant. Die Plasmagrenze liegt bei x = 25. Bei der Auftragung ist zu beachten,
dass ^ = t  x=vph für festes t mit anwachsendem x abnimmt. Weiter ist zu
beachten, dass bei der stationären Lösung die Modulation von Ey das umgekehrte
Verhalten wie die von Ay aufweißt (3.63) (a0 = 2, Ex max  0:1, !p = 0:1, bzw.
A(0) = 0:0, A0(0) =  1:39, '(0) = 3:47, '0(0) = 0:0,  = 0:079, lineare
Polarisation).
wohl eine schnelle Oszillation durch die elektromagnetische Welle. Dies hat
auch einen Einfluss auf die Schwingungsfrequenz der elektrostatischen Welle.
Jedoch ergibt sich ein anderes Verhalten als im stationären Fall. Während im
stationären Fall bei einer kleinen elektrostatischen Welle die Schwingungsfre-
quenz 
^p = (3 + ' 2p )1=2=2 '
 1=2
p !p, mit 'p = (1 + a20=2)1=2 (3.89) ist, ergibt
sich bei der nichtstationären Überlagerung des Wakefields durch den langen
Wellenzug 
^p  ' 1=2p !p. Beide Werte unterscheiden sich von der Schwin-
gungsfrequenz !p, mit der ein lineares Wakefield hinter einem kurzen Laser-
puls oszilliert. Im nichtstationären Fall kommt die Korrektur aber allein durch
die elektromagnetische Welle zustande, während im stationären Fall auch noch
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eine Rückkopplung der elektrostatischen Welle auf die elektromagnetische Wel-
le auftritt. All diese Unterschiede folgen durch die unterschiedliche Kopplung
im stationären und nichtstationären Fall. Im stationären Fall sind die elektro-
statische und die elektromagnetische Welle stark gekoppelt und in Phase. Im
nichtstationären Fall sind die beiden Wellen jedoch außer Phase. Dabei beein-
flusst der Laserpuls zwar die elektrostatische Welle, aber diese hat nur eine
geringe Rückwirkung auf den Laserpuls.
Ein davon unabhängiger Effekt ist, dass es im nichtstationären Fall auch bei
einem langen Wellenzug zu einem Teilcheneinfang mit einer Teilchenbeschleu-
nigung kommt (Abbildung 5.3 oben). Durch die Überlagerung des Wakefields
mit dem Wellenzug treten bei den Teilchenenergien zwei Populationen auf.
Eine Population schwingt nur in der elektromagnetischen Welle, während die
andere Population aus gefangenen Teilchen besteht, die auch noch durch das
Wakefield beschleunigt werden.
Weiter wird im nichtstationären Fall bei größeren Intensitäten durch die starke
Aufweichung der Plasmaoberfläche nach einigen Plasmaperioden die Anregung
der elektrostatischen Welle gestört (außerhalb von Abbildung 5.3). Dadurch,
dass die Teilchen sich in diesem Bereich immer ungeordneter bewegen, wird
auch das Verhalten des elektrostatischen Feldes chaotisch. Schließlich bricht
die Propagation der elektrostatischen Welle zusammen. Diese Instabilität tritt
dabei schon weit unterhalb der Schwelle des durch die Amplitude bedingten
Wellenbrechens auf.
Abbildung 5.4: Bei größeren Dichten ist die nichtstationäre Propagation eines
Laserstrahls chaotisch. Eine Anregung eines geordneten Wakefields findet nicht
mehr statt. Die Plasmagrenze liegt ursprünglich bei x = 15 (a0 = 2, !p = 0:6,
lineare Polarisation).
Für größere Dichten (!2p & 0:3) ist im relativistischen, nichtstationären Fall ei-
ne stabile Propagation von vornherein so gut wie unmöglich. Beim Eindringen
in das Plasma wird der einfallende Laserstrahl sofort stark verformt (Abbil-
dung 5.4). Zusätzlich wird ein Teil reflektiert. Die angeregten elektrostatischen
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Schwingungen sind mehr oder weniger chaotisch. Im Plasma breiten sich die
elektromagnetischen und die elektrostatischen Anteile ohne ein erkennbares
Muster aus.
Wie in diesem Abschnitt gesehen, führen nichtstationäre Effekte im relativis-
tischen Fall im Allgemeinen zu einer sehr stark eingeschränkten Propagations-
fähigkeit. Daher ist es von entscheidender Bedeutung, ob in einer realistischen
physikalischen Situation bzw. in PIC-Simulationen auch stationäre Lösungen
existieren.
5.4 Stationäre Wellen
Im nichtrelativistischen Fall sind die stationären Lösungen ebene Wellen mit
einer konstanten Amplitude, bei denen nur eine Frequenz vorliegt. Dabei sind
elektromagnetische und elektrostatische Wellen ungekoppelt. Im relativisti-
schen Fall sind die stationären Lösungen die stark gekoppelten periodischen
und quasiperiodischen Wellen des Akhiezer-Polovin-Modells.
Zur Überprüfung der Stabilität der relativistischen stationären Lösungen in
einer PIC-Simulation werden nun die Lösungen des Akhiezer-Polovin-Modells
als Anfangsbedingungen verwendet. Dazu wird px, py, Ex, Ey und n entspre-
chend den analytischen Lösungen vorgegeben. Für die korrekte Berücksichti-
gung der Teilchendichte n wird entweder die Position der Teilchen anhand von
n ausgewürfelt oder es werden ursprünglich gleichmäßig verteilte Teilchen um
() = ( (x+)=vph) ausgelenkt. Durch Letzteres ist n glatter. Anschließend
wird die Lösung über größere Zeiten frei propagiert. Da bei quasiperiodischen
Lösungen keine periodischen Randbedingungen verwendet werden können und
für große Zeiten eine numerische Konvergenz oft erst bei einer sehr hohen Auf-
lösung erreicht wird, ist der Rechenaufwand selbst im Eindimensionalen im
Allgemeinen recht hocht.
Eine systematische Untersuchung einer Vielzahl von Lösungen des Akhiezer-
Polovin-Modells zeigt, dass bei kleinen Plasmadichten alle Lösungen über ei-
nige hundert Vakuumwellenlängen stabil propagieren ohne die Form zu verän-
dern. Die betrachtete Propagationslänge wird dabei nur durch die vorhandene
Rechenleistung beschränkt. Eine typische Simulation ist in Abbildung 5.5 dar-
gestellt. Im Rahmen des Auflösungsvermögens ist keine Änderung der Form
nach der Propagation erkennbar.
Zusätzlich muss auch die Phasengeschwindigkeit vph und die Plasmadichte / !2p vorge-
geben werden. Da keine externe Einkopplung betrachtet wird, sind die Größen wieder wie
im Akhiezer-Polovin-Modell unabhängig voneinander (d.h.,  ist auch hier ein Skalierungs-
parameter). Eine Überprüfung der Dispersionsrelation ist somit nicht möglich.
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Abbildung 5.5: Vergleich einer quasiperiodischen Lösung des
Akhiezer-Polovin-Modells (a) mit einer PIC-Simulation (b). In der PIC-Simulation
wurde die quasiperiodische Lösung aus (a) von t = 0 bis t = 300, also über etwa 50
Wellenlängen, propagiert, ohne dass sich die Form verändert ( = 0:1, a0 = 1 i.e.
A0y(0) =  0:9, '(0) = 1:35,  = 1:82, lineare Polarisation).
Die Lösungen des Akhiezer-Polovin-Modells sind dementsprechend auch statio-
näre Lösungen in PIC-Simulationen. Weiter bestätigen die PIC-Simulationen
die analytischen Ergebnisse der vorherigen Kapitel mit großer Genauigkeit.
Für die stationäre Propagation ist die Selbstmodulation der Amplitude und
Frequenz entscheidend. Insbesondere sind weder nicht modulierte elektroma-
gnetische Wellen noch elektromagnetische Wellen ohne ein phasengleiches elek-
trostatisches Feld stationäre Lösungen.
Auch für größere Plasmadichten wird, im Gegensatz zum nichtstationären Fall,
zunächst eine stabile Propagation erreicht. Allerdings wird mit dem vorliegen-
den Code selbst bei großen Teilchenzahlen noch keine numerische Konvergenz
erreicht, so dass die Lösungen numerische Instabilitäten entwickeln. Diese sind
für große Zeiten nicht von physikalischen Instabilitäten zu unterscheiden, so
dass weitere Untersuchungen notwendig sind, um ein abschließendes Urteil
über die Stabilität bei größeren Dichten zu erhalten.
Wie bereits erwähnt, sind stabile Lösungen in PIC-Simulation durch das große
intrinsische Rauschen auch hervorragende Kandidaten für stabile Lösungen in
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realen physikalischen Situationen. Die durchgeführen PIC-Simulationen deu-
ten somit stark darauf hin, dass die Lösungen des Akhiezer-Polovin-Modells
auch in realen Situationen eine große Bedeutung haben. Mit ihnen wäre ei-
ne stabile Propagation eines langen Wellenzugs über große Strecken möglich.
Solch eine stabile Propagation ist von entscheidender Bedeutung bei der Teil-
chenbeschleunigung, der Selbstfokussierung und der Trägheitsfusion. In Zu-
sammenhang mit einer stationären Propagation wurde bis jetzt häufig nur
der entgegengesetzte Grenzfall relativistischer Envelope-Solitonen (quasista-
tionäre kurze Laserpulse) betrachtet. Für die langen Laserpulse der modernen
Laserfusionsanlagen (NIF in Livermore, USA und LMJ bei Bordeaux, Frank-
reich verwenden Pulslänge  ns) sind stationäre lange Wellenzüge jedoch von
großem Interesse.
Von entscheidender Bedeutung bleibt die Frage der Anregung von stationären
Wellen. In vielen Fällen ergibt sich bevorzugt eine nichtstationäre Welle. So
ist die Anregung des Wakefields mit vESph = vEMg 6= vEMph nahezu unabhängig
von der Pulsform oder dem Plasmagradienten. Eventuell kann eine stationäre
Anregung durch die Verwendung von vormodulierten Laserpulsen erreicht wer-
den. Eine weitere Möglichkeit wäre es, eine langsame zeitliche Erhöhung der
Plasmadichte zu betrachten, wie sie physikalisch auch während des Ionisati-
onsvorgangs auftritt. Anderer Ansätze zur Anregung ergeben sich bei einer
Abweichung von der eindimensionalen Geometrie und können mit zwei- bzw.
dreidimensionalen Simulationen untersucht werden. Für sehr große Zeiten wird
auch die Ionenbewegung relevant. Diese Ansätze sind jedoch jenseits des Rah-
mens der vorliegenden Arbeit und bedürfen einer getrennten Untersuchung.
Wie bei der Wakefieldanregung wird die Amplitude der elektrostatischen Welle
auch bei den stationären Lösungen von dem genauen Anregungsmechanismus
abhängen. Von großem Vorteil ist daher, dass das Akhiezer-Polovin-Modell für
beliebige elektrostatische Amplituden Lösungen besitzt, so dass es in jeder sta-
tionären Situation unabhängig vom Anregungsmechanismus angewendet wer-
den kann.
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Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurden stationäre ebene elektromagnetische und
elektrostatische Wellen in relativistischen Plasmen untersucht. Eine Welle ist
stationär, wenn sie als Funktion einer Phase darstellbar ist. Den theoretischen
Rahmen zur vollständig konsistenten Beschreibung relativistischer stationärer
Wellen bildet das Akhiezer-Polovin-Modell. Dieses Modell und die Grundglei-
chungen wurden ausführlich in Kapitel 2 diskutiert. Während sich frühere Ar-
beiten meist mit dem einfacher zu behandelnden Fall zirkularer Polarisation
beschäftigten, wurde in der vorliegenden Arbeit hauptsächlich lineare Pola-
risation untersucht. Im relativistischen Fall bestehen die stationären Wellen
aus nichtlinear gekoppelten elektromagnetischen und elektrostatischen Moden.
Durch die zwei auftretenden Zeitskalen sind die Lösungen im Allgemeinen qua-
siperiodisch und nur in Spezialfällen periodisch.
Zunächst wurden in Kapitel 3 kleine Plasmadichten betrachtet. In diesem
Fall beschreiben die Teilchen bei einer linear polarisierten periodischen Wel-
le, ähnlich wie im Vakuum, eine achtförmig Trajektorie. Bei den quasiperiodi-
schen Wellen wird die achtförmige Bahn von einer langsamen elektrostatischen
Schwingung überlagert. Durch die nichtlineare Kopplung kommt es zu einer
Frequenz- und Amplitudenmodulation der elektromagnetischen Welle. Mit ei-
nem erweiterten Zwei-Zeitskalen-Ansatz und einer Störungsentwicklung in der
Plasmafrequenz bis zur vierten Ordnung wurde eine analytische Lösung her-
geleitet, die die Kopplung und Modulation vollständig konsistent beschreibt.
Physikalisch konnte die Modulation der Frequenz mit der Dichtemodulation
durch die elektrostatische Welle erklärt werden. Die Modulation der Ampli-
tuden folgt dann direkt aus der wohlbekannten adiabatischen Invarianten, die
Energie und Frequenz verknüpft. In der analytischen Lösung sind auch die pe-
riodischen Lösungen als Spezialfall enthalten. Bei den periodischen Wellen tritt
keine Modulation auf und es ergeben sich nur höhere Harmonische der Laser-
frequenz. Der Vergleich der analytischen Lösungen mit numerischen Lösungen
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des Grundgleichungssystems zeigte in allen Fällen eine sehr gute Übereinstim-
mung.
Im nächsten Abschnitt wurde die Dispersionsrelation der stationären Wellen
untersucht. Dazu wurde eine auch für quasiperiodische Lösungen anwendbare
Methode angegeben. Diese erlaubte es, das offene Problem des relativistischen
Korrekturfaktors der Plasmafrequenz in der Dispersionsrelation zu beantwor-
ten. Es wurde gezeigt, dass sich die Plasmafrequenz in der Dispersionsrelation
bei einer großen Amplitude der elektromagnetischen Welle durch den über ei-
ne Periode gemittelten relativistischen Gammafaktor der Elektronen ändert.
Zusätzlich hat jedoch auch die elektrostatische Welle einen Einfluss auf die
Dispersionsrelation. Dieser Beitrag kann zu einer Korrektur des bekannten Er-
gebnisses um über 20 Prozent führen. Ein analytischer Korrekturterm wurde
für den Fall einer kleinen und einer sehr großen elektrostatischen Amplitude
hergeleitet. Eine numerische Untersuchung zeigte, dass bei mittleren Amplitu-
den eine einfache Interpolation zwischen diesen Grenzfällen möglich ist. Durch
die ähnliche Struktur der Grundgleichungen konnten die Ergebnisse für lineare
Polarisation direkt auf den Fall zirkularer Polarisation übertragen werden.
Nach den kleinen Plasmadichten wurden in Kapitel 3 große Plasmadichten be-
trachtet. Das nichtlineare Modulationsverhalten unterscheidet sich dort grund-
sätzlich von dem Verhalten bei kleinen Dichten. Bei großen Dichten ist die
Schwingungsfrequenz der elektromagnetischen Welle von der gleichen Größen-
ordnung wie die der elektrostatischen Welle. Sowohl die elektromagnetische als
auch die elektrostatische Amplitude wird moduliert. Gleichzeitig tritt keine
große Frequenzmodulation auf. Die Lösungen sind im Allgemeinen sehr kom-
pliziert und es gibt eine große Anzahl von Lösungstypen. Zunächst wurden die
periodischen Lösungen genauer betrachtet. Neben den achtförmigen Trajekto-
rien können bei großen Dichten auch neuartige kreisförmige Teilchenbahnen
auftreten. Für die achtförmige Lösung wurde im Grenzfall einer kleinen und
einer sehr großen Amplitude eine analytische Lösung hergeleitet, während für
die kreisförmige Lösung eine allgemeingültige analytische Lösung berechnet
wurde.
Bei einer kleinen Abweichung von der periodischen Lösung verhalten sich die
kreisförmigen Lösungen und die achtförmigen Lösungen gänzlich unterschied-
lich. Eine nahezu kreisförmige Lösung wird durch die n=-Kopplung stabili-
siert, so dass die Trajektorie einen Kreisring ausfüllt. Eine kleine Abweichung
von der achtförmigen Lösung führt hingegen für große Zeiten zu einer Um-
wandlung der transversalen elektromagnetischen Welle in eine longitudinale
elektrostatische Welle. Der Prozess entspricht einem völlig neuartigen effekti-
ven Mechanismus der nichtlinearen Modenkonversion und unterscheidet sich
grundlegend von allen bekannten Arten der Modenkonversion. Die Moden-
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konversion tritt in einem großen Parameterbereich auf und die Modulations-
zeitskala wurde ausführlich diskutiert. Eine effektive Modenkonversion ist von
fundamentalem Interesse für viele Anwendungen.
Weitere Lösungen wurden anhand von Poincaré-Schnitten untersucht. Dabei
wurde die gesamte Lösungsschar für eine feste Energie und Plasmadichte be-
trachtet. In einem Poincaré-Schnitt sind die periodischen kreisförmigen Lösun-
gen elliptische Fixpunkte und die achtförmigen Lösungen hyperbolische Fix-
punkte. Für große Dichten ergeben sich zwei Klassen von quasiperiodischen Lö-
sungen, die durch eine Separatrix voneinander getrennt sind. Die erste Klasse
besteht aus gestörten kreisförmigen bzw. rosettenförmigen Lösungen, während
bei der zweiten Klasse die Trajektorien enge Schleifen sind, die einen keilförmi-
gen Bereich aussparen. Eine Untersuchung bei mittleren Plasmadichten zeigte,
dass die kreisförmigen Lösungen nur oberhalb einer Übergangsdichte existieren.
Bei dieser kommt es zu einem Symmetriebruch und die kreisförmigen Lösun-
gen gehen bei einem vorgegebenen longitudinalen Impuls in die achtförmigen
Lösungen über. Der Übergang spiegelt sich auch im Poincaré-Schnitt wieder.
Im letzten Kapitel wurden die stationären Ergebnisse mit einer relativistischen
PIC-Simulation verglichen. Dazu wurde zunächst die nichtstationäre Situation
eines linear polarisierten Laserstrahls, der aus dem Vakuum auf eine Plasma-
oberfläche einfällt, betrachtet. Unter anderem kommt es bei großen Intensitä-
ten zu einer Anregung eines Wakefields und einer damit verbundenen Beschleu-
nigung von Teilchen. Nichtstationäre Effekte führen im relativistischen Fall im
Allgemeinen dazu, dass eine stabile Propagation über große Strecken nicht
möglich ist. Im Gegensatz dazu wurde anhand der PIC-Simulation gezeigt,
dass die Lösungen des Akhiezer-Polovin-Modells stabil über größere Distanzen
propagieren können. Entscheidend für die stationäre Propagation ist die nicht-
lineare Modenkopplung der elektromagnetischen und elektrostatischen Wellen.
Mit ihr wäre auch in realen physikalischen Situationen eine stabile Propagation
möglich.
Aufbauend auf die vorliegende Arbeit lässt sich folgender Ausblick auf mögli-
che zukünftige Perspektiven geben. Von großem Interesse wäre es z.B. die An-
regung und Stabilität der stationären Lösungen, speziell bei großen Dichten,
genauer zu betrachten. In diesem Zusammenhang steht auch eine experimen-
telle Untersuchung der stationären Wellen, bei der die relativistische Moden-
konversion im Vordergrund stehen könnte. Aus theoretischer Sicht wäre ein
möglicher nächster Schritt, den Einfluss zwei- und dreidimensionaler Effekte
zu berücksichtigen. Im Hinblick auf zukünftig zugängliche Intensitätsbereiche
wäre es auch sinnvoll, die Ionenbewegung einzubeziehen. Letztere kann recht
einfach durch eine Verallgemeinerung des Akhiezer-Polovin-Modells beschrie-
ben werden [75–78].
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Anhang A
A.1 Schwach relativistische Näherung
In diesem Anhang werden die Grundgleichungen der Potentiale (2.33) im Rah-
men einer schwach relativistischen Näherung für eine beliebige Plasmadichte
gelöst. Eine systematische Entwicklung bis zur dritten Ordnung in den elektro-
magnetischen und elektrostatischen Amplituden a0 und B0 (kubische Ordnung
in den Produkten der beiden Amplituden) ergibt:
' = 'ES + 'EM + 'SB; (A.1)
'ES = B0vph cos(
p) +
1
4
B20 (3  cos(2
p)) +
8  v2ph
64v4ph
B30 cos(3
p);
'EM = 1 +
1
4
a20 +
1
4
v2ph   1
3v2ph + 1
a20 cos(2
);
'SB = B+ cos((2
 + 
p)) +B  cos((2
  
p));
B =
a20B0
q
v2ph   1
32(3v2ph + 1)

(3v2ph   5)vph
q
v2ph   1 (3v4ph   8v2ph + 9)

;
A = AEM + ASB; (A.2)
AEM =  a0 sin(
)  3
64
v2ph   1
3v2ph + 1
a30 sin(3
);
ASB =  A1+ sin((
 + 
p))  A1  sin((
  
p))
  A2+ sin((
 + 2
p))  A2  sin((
  2
p));
A1 =
a0B0vph
2
q
v2ph   1(
q
v2ph   1 2vph)
;
A2 =
 a0B20
32(3v2ph + 1)(v
2
ph   1)

3v6ph   8v4ph + 5v2ph + 4 (3v4ph   5v2ph   4)vph
q
v2ph   1

:
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Für 
 6= 
p und B0 6= 0 ergeben sich im Allgemeinen gekoppelte quasipe-
riodische Lösungen. Durch die schwach relativistische Lösung können bereits
einige Effekte der allgemeinen relativistischen Lösung verstanden werden. Zum
Beispiel existieren auch im schwach relativistischen Fall achtförmige (B0 = 0)
und mit Einschränkungen kreisförmige periodische Lösungen. Die interessan-
ten relativistischen Effekte der Amplituden- und Frequenzmodulation sowie die
nichtlineare Modenkonversion treten jedoch nicht auf. Weiter ist zu beachten,
dass bei kleinen Plasmadichten A2 /  2a20B20 und bei kritischen Plasma-
dichten B  / k 3a20B0, B+ / k 1a20B0, A2  / k 2a20B20 ist. Für die Gültigkeit
der störungstheoretischen Ergebnisse müssen dementsprechend  und k hin-
reichend groß gewählt werden. Für sehr kleine  und k ist daher bei einer
Abweichung der Ergebnisse eine schwach relativistische Entwicklung der all-
gemeinen analytischen Lösungen aus den Kapiteln 3 und 4 den Ausdrücken
(A.1)-(A.2) vorzuziehen.
Im Rahmen der schwach relativistischen Lösung folgt aus

 = 1  1
16
9v2ph   1
3v2ph + 1
a20  
3
8
v2ph + 1
3v2ph + 1
B20 =
1p

; (A.3)

p =
q
v2ph   1
vph
  3
8
v4ph   1q
v2ph   1(3v2ph + 1)
a20  
3
16
q
v2ph   1
vph
B20 (A.4)
für die Dispersionsrelation und die unskalierte Plasmaschwingungsfrequenz
c2k2 = !2   !2p

1  1
8
8 + !2p
4  !2p
a20  
3
4
2  !2p
4  !2p
B20

(); (A.5)

^p =
p

p
= !p
 
1  3
8
v2ph + 1
3v2ph + 1
a20  
3
16
B20
!
= !p

1  3
8
2  !2p
4  !2p
a20  
3
16
B20

: (A.6)
Bis zur zweiten Ordnung in den Amplituden ist
px =   vph
3v2ph + 1
a20 cos(2
) B0 cos(
p) 
1
2vph
B20 (1  cos(2
p)) ; (A.7)
 = 1 +
1
4
a20 (1  cos(2
)) +
1
4
B20 (1 + cos(2
p)) : (A.8)
Somit gilt
hi = 1 + 1
4
a20 +
1
4
B20 ; (A.9)
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wenn der Mittelwert über große Zeiten ausgeführt wird. Dieses Ergebnis gilt
sogar noch in der dritten Ordnung, da die zusätzlichen Terme in  alles peri-
odische Funktionen, wenn auch mit verschiedenen Frequenzen, sind.
Für kleine Plasmadichten ist (vgl. (3.90c))
c2k2 = !2   !2p

1  1
4
a20  
3
8
B20

(); (A.10)

^p = !p

1  3
16
a20  
3
16
B20

: (A.11)
Für B0 = 0 ergibt sich hieraus die Dispersionsrelation der periodischen acht-
förmigen Lösung für kleine Amplituden (vgl. (3.77))
c2k2 = !2   !
2
p
hi ! !
2   !2p

1  1
4
a20

(): (A.12)
Wie bereits erwähnt, sind die für B0 6= 0 auftretenden, relativistischen Ef-
fekte der Selbstmodulation der Frequenz und der Amplitude in der schwach
relativistischen Näherung nicht enthalten.
Für kritische Plasmadichten erhält man
!2p = !
2

1 +
3
8
a20 +
1
4
B20

  c2k2

1 +
13
24
a20 +
1
12
B20

(); (A.13)

^p = !p

1  1
8
a20  
3
16
B20

: (A.14)
Die Dispersionsrelation zeigt, dass elektromagnetische Wellen mit Frequenzen
oberhalb der effektiven Plasmafrequenz,
!2  !
2
pp

=

1  3
8
a20  
1
4
B20

!2p; (A.15)
propagieren können. Somit können neben Frequenzen oberhalb der Plasmafre-
quenz auch noch Frequenzen zwischen der Plasmafrequenz und der effektiven
Plasmafrequenz propagieren. Diese, im Vergleich zum nichtrelativistischen Fall,
induzierte Transparenz ist jedoch nur für a0 6= 0 von Bedeutung, da für rein
elektrostatische Wellen die Dispersionsrelation im kalten Plasma !ES = 
p
lautet und die Phasengeschwindigkeit vph (bzw. die Wellenzahl k) ein zusätz-
licher freier Parameter ist (vgl. Anhang A.4).
Für B0 = 0 ergibt Gleichung (A.13) die Dispersionsrelation (4.16),
c2k2 = !2   (1  3
8
a20 +O(a20k2)) !2p +O(k4) (): (A.16)
Die relativistische Korrektur ist selbst in niedrigster Ordnung nicht gleich hi.
Der relativistische Effekt der nichtlinearen Modenkonversion, der sich bei einer
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kleinen Abweichung von der periodischen Anfangsbedingung ergibt, und die
damit verbundene Drehung der Trajektorie ist in der schwach relativistischen
Näherung wiederum nicht enthalten.
Für a0 = B0 ist 
 = 1   516a20 = 
p + O(k2) und man erhält in niedrigster
Ordnung die kreisförmigen Lösungen,
'^ = '^ES + '^EM + :::
= B0 cos(
p) + k
1
4
B20 (3  cos(2
p)) + k + k
1
4
a20

1 +
1
3
cos(2
)

=  a0 cos(
)  k1
6
a20 cos(2
) + k
 
1 + a20

+ ::: ; (A.17)
A = AEM + ASB
=  a0 sin(
)  k1
6
B0a0 sin((
 + 
p)) + :::
= a0 sin(
) k1
6
a20 sin(2
) + ::: ; (A.18)
 = 1 +
1
2
a20   k
1
6
a30 cos(
) + ::: : (A.19)
Zum Vergleich ergibt die Entwicklung der allgemeinen analytischen Lösung
(4.31)
'^ =  

a0   k
2
a0

cos(
) + ::: ; (A.20)
A = 

a0 +
k2
a0

sin(
) + ::: : (A.21)
Auch eine Weiterführung der Entwicklung (A.17) kann dieses asymptotische
Verhalten nicht reproduzieren, da die höheren Ordnungen von (A.1-A.2) sich
für kleine k wie z.B. a20=k2 verhalten. Das gilt auch für die Ordnung a30 und für
die gesamte Dispersionsrelation.
Im Gegensatz zu der relativistischen Lösung ist jedoch die schwach relativi-
stische Lösung bei beliebigen Amplituden gültig, so dass man den Übergang
von den kreisförmigen Lösungen zu den achtförmigen Lösungen bei mittleren
Plasmadichten untersuchen kann. Der entsprechende Ansatz ist, B0 aus der
Forderung 
 = 
p für kreisförmige Lösungen zu berechnen. Aus dieser Forde-
rung ergibt sich für B0 ein Wert, der mit anwachsendem k von jB0j = a0 auf
B0 = 0 sinkt. Dort verschwindet schließlich der Anteil 'ES = 0 und die Lösung
wird rein elektromagnetisch, so dass auch für 
 = 
p nur noch die achtförmige
Lösung existiert. Für den Übergangspunkt, bei dem B0 = 0 ist, ergibt sich
a20 =
16(3 + k2)(1 p1  k2)
9  k2   6(1 + k2)p1  k2 = 8k
2 +
46
3
k4 + ::: (A.22)
bzw.
k2trans: =
1
8
a20  
23
768
a40 + ::: : (A.23)
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Das schwach relativistische Ergebnis ist in Übereinstimmung mit der Tatsache,
dass für a0 ! 0 die kreisförmigen Lösungen nur bei k = 0 als zwei ungekoppel-
te, phasenverschobene elektrostatische Schwingungen existieren. Mit anwach-
sendem a0 bewegt sich mit zunehmender Kopplung der Übergangspunkt, bis
zu dem kreisförmige Lösungen existieren, von der kritischen Dichte weg. Das
relativistische, numerische Ergebnis, nach dem der Übergang bei großem a0
bei ktrans:  0:41 (trans:  0:455) stattfindet und nur noch schwach von der
Amplitude a0 abhängt (Abschnitt 4.6.1), ist jenseits der schwach relativisti-
schen Entwicklung. Berücksichtigt man das relativistische Ergebnis, so ergibt
sich, dass bei mittleren Amplituden das Anwachsen von ktrans: (A.23) gesättigt
wird.
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A.2 Elektron-Ion-Stöße
In der vorliegenden Arbeit wird der Einfluss von Stößen auf die relativisti-
schen Wellen durch die Betrachtung eines stoßfreien Plasmas vernachlässigt.
In diesem Anhang wird die Größenordnung von Korrekturen durch Elektron-
Ion-Stöße abgeschätzt. In Abhängigkeit von der Ladungszahl der Ionen ist der
Effekt von Elektron-Elektron-Stößen von einer ähnlichen Größenordnung oder
kleiner. Da eine relativistische Behandlung schwierig ist, beschränken wir uns
auf eine nichtrelativistische Abschätzung. Diese ergibt selbst bei großen Plas-
madichten nur einen geringen Effekt der Stöße.
Die Stoßfrequenz zwischen Elektronen und Ionen kann durch
ei
!
 4Zeff

ln 
e2!
mv3
!2p
!2
. 10
 5
0[m]
!2p
!2
() (A.24)
für typische experimentelle Gegebenheiten (Zeff  10, ln   10, Te  100
keV, d.h., v & 0:5c) abgeschätzt werden, wobei 0 = 2c=!. Die Dispersions-
relation lautet dementsprechend für !p ! 0
k2c2
!2
t 1  !
2
p
!2
+ i
ei
!
!2p
!2
(): (A.25)
Der Stoßterm ist von der Ordnung !4p. Zusätzlich ist der Vorfaktor für typische
Wellenlängen sehr klein. Die Stoßkorrekturen sind daher im Vergleich zu den
relativistischen Korrekturen vernachlässigbar klein.
Analog gilt für k ! 0 (große Dichten)
!2p
!2
t 1  k
2c2
!2
+ i
ei
!
(): (A.26)
Der Stoßterm ist für typische Wellenlängen von der Größenordnung 10 5. So-
mit sind auch hier die Stoßkorrekturen für k & 0:01 gegenüber allen in dieser
Arbeit berechneten relativistischen Korrekturen zu vernachlässigen.
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A.3 Ergänzungen zu Kapitel 3
A.3.1 Lösungen für andere Anfangsbedingungen
In diesem Anhang wird die Lösung (3.51)-(3.54) für andere Anfangsbedingun-
gen als (3.50) angegeben.
Zunächst wird eine vollständig allgemein gehaltene Anfangsbedingung betrach-
tet. Das heißt, neben a0(s) kann auch b0(s) ungleich null sein. Dadurch ist
A20 =
1
2
 
a20 + b
2
0
  1
2
 
a20   b20

cos(2f) + a0b0 sin(2f): (A.27)
Außerdem wird die erste Ordnung (speziell '1) nicht gleich null gesetzt, so
dass die Terme auch in den höheren Ordnungen auftreten. Die Ergebnisse
dieses Abschnitts dienen auch dazu, einige Zwischenschritte im Hauptteil zu
verdeutlichen. Die allgemeine Lösung bis zur Ordnung 2 (in ' bis zur Ordnung
3) lautet
'0(s; f) = '0(s) > 0; (A.28a)
'0(s)ss +
1
2

1  ' 20  
1
2
 
g20 + h
2
0

'
 3=2
0

= 0; (A.28b)
'0(s)
2
s +

'0 + '
 1
0 +
 
g20 + h
2
0

'
 1=2
0

= konst: = E0; (A.28c)
'1(s; f) = '1(s); (A.28d)
'1(s)ss +
'1
'30

1 +
1
2
 
g20 + h
2
0

'
1=2
0

  1
2
g0a1(s) + h0b1(s)
'
7=4
0
= 0; (A.28e)
'2(s; f) =
1
16
 
g20   h20

'
 1=2
0 cos(2f) 
1
8
g0h0'
 1=2
0 sin(2f)
+ '2R(s); (A.28f)
'3(s; f) =
 
3
64
 
g20   h20
 '0s
'0
+
1
8
g0h0
'1
'
3=2
0
  1
8
g0b1(s) + h0a1(s)
'
3=4
0
!
sin(2f)
+
 
3
32
g0h0
'0s
'0
  1
16
 
g20   h20
 '1
'
3=2
0
+
1
8
g0a1(s)  h0b1(s)
'
3=4
0
!
cos(2f)
+ '3R(s); (A.28g)
'4(s; f) = ::: ; (A.28h)
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A0(s; f) =  a0(s) sin(f)  b0(s) cos(f); (A.29a)
a0(s) = g0'
1=4
0 ; (A.29b)
b0(s) = h0'
1=4
0 ; (A.29c)
A1(s; f) =  a1(s) sin(f)  b1(s) cos(f); (A.29d)
a1(s) =
1
4
g0'1'
 3=4
0 + g1'
1=4
0 ; (A.29e)
b1(s) =
1
4
h0'1'
 3=4
0 + h1'
1=4
0 ; (A.29f)
A2(s; f) =   3
256
 
g30   3g0h20

'
 5=4
0 sin(3f) (A.29g)
+
3
256
 
h30   3h0g20

'
 5=4
0 cos(3f)  a2(s) sin(f)  b2(s) cos(f);
A3(s; f) = ::: ; (A.29h)

0(s) =
r
1
'0
; (A.30a)
2

1(s)

0(s)
=  '1
'0
; (A.30b)
2

2(s)

0
=  '2R
'0
+
9
16
  3
16
' 20  
3
16
E0'
 1
0 (A.30c)
  3
32
 
g20 + h
2
0

'
 3=2
0 ;
2

3(s)

0
= ::: : (A.30d)
Die Aufteilung der Anfangsbedingung auf die einzelnen Ordnungen ist beliebig.
In (3.51)-(3.54) wird die Anfangsbedingung schon vollständig in der Ordnung
0 berücksichtigt. Ob eine andere Aufteilung der Anfangsbedingungen auf die
einzelnen Ordnungen zu genaueren Ergebnissen führt, muss getrennt unter-
sucht werden.
An dieser Stelle soll auch der Zusammenhang zwischen an bzw. bn und 
n+1
verdeutlicht werden. Im Allgemeinen erhält man durch die Forderung nach
dem Verschwinden der säkularen sin(f)- und cos(f)-Terme in der Differen-
tialgleichung von An+1 zwei zusätzliche Bestimmungsgleichungen für die drei
Unbekannten an, bn und 
n+1. Auf den ersten Blick sieht das Gleichungssystem
unterbestimmt aus und das Problem scheint keine eindeutige Lösung zu ha-
ben. Dem ist aber nicht so. Vielmehr ist 
n+1 äquivalent zu einem zusätzlichem
Anteil von an, bn.
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Setzt man z.B. die durch 
1 entstehende Phasenkorrektur f1 in  a0 sin(f)
bzw.  b0 cos(f) ein, so ergibt sich in der Ordnung 
 a0 sin(f0 + f1)  b0 cos(f0 + f1)
=  a0 sin(f0) cos(f1)| {z }
1+:::
=  b0 cos(f0) cos(f1)
 a0 cos(f0) sin(f1)| {z }
f1+:::
+a0 sin(f0) sin(f1)
=  a0 sin(f0)  f1a0 cos(f0) =  b0 cos(f0) + f1b0 sin(f0)
=  a0 sin(f0)  b^1 cos(f0); =  b0 cos(f0)  a^1 sin(f0):
Äquivalent zu f1a0 cos(f0) ist also ein Anteil b^1 cos(f0), und äquivalent zu
f1b0 sin(f0) ist ein Anteil  a^1 sin(f0). Wegen
f1 =
Z

2 ds; f =
Z
1


 ds = f0 + f1 (A.32)
kann die Korrektur 
2 also durch die zusätzlichen Beiträge
b^1(s) = g0'0(s)
1=4
Z s
0

2(s) ds; (A.33a)
a^1(s) =  h0'0(s)1=4
Z s
0

2(s) ds; (A.33b)
2

2

0
=  '2R
'0
+
9
16
  3
16
' 20  
3
16
E0'
 1
0  
3
32
 
g20 + h
2
0

'
 3=2
0
ersetzt werden. Prinzipiell können die säkularen Terme deshalb auch ohne eine
Reihendarstellung von 
 eliminiert werden [75, 81, 121]. Da es sich bei (A.33)
jedoch um weitere Integralausdrücke handelt, verkompliziert die Verwendung
von a^1(s) und b^1(s) die Berechnung erheblich, so dass eine systematische Eli-
mination von säkularen Termen in höheren Ordnungen fast unmöglich wird.
Die Aufintegration führt außerdem dazu, dass der unvermeidliche störungs-
theoretische Fehler mit der Zeit stark anwächst.
Ausgehend von den zwei Differentialgleichungen für an, bn und 
n+1 erfolgt die
Aufteilung der Beiträge auf die drei Unbekannten deshalb so, dass möglichst
einfache Ergebnisse entstehen. Zum Beispiel lautet nach der maximal mög-
lichen Abspaltung von 
2(s) (A.33) die Differentialgleichung für a1(s) bzw.
b1(s) noch
2
0a1 s + 
0 sa1 + 2
1a0 s + 
1 sa0 = 0; (A.34a)
2
0b1 s + 
0 sb1 + 2
1b0 s + 
1 sb0 = 0: (A.34b)
Auch unter Berücksichtigung der Äquivalenz von 
2(s) zu a^1(s) und b^1(s) unterscheidet
sich das Ergebnis von Borovsky et al. [121] von dem Resultat (3.51)-(3.54) bereits in der
Ordnung .
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Setzt man 
1 (aus der Ordnung 0) ein, so ergeben sich (A.29e) und (A.29f),
a1(s) =
1
4
g0'1'
 3=4
0 + g1'
1=4
0 ; (A.35a)
b1(s) =
1
4
h0'1'
 3=4
0 + h1'
1=4
0 : (A.35b)
Dieser Anteil kann wegen des gleichen Vorzeichens gemäß (A.33) nicht durch

2(s) berücksichtigt werden (d.h., 
2 ist maximal abgespaltet). Das dargestell-
te Vorgehen ist in analoger Form auch bei höheren Ordnungen anwendbar.
Ein weiterer interessanter Punkt ist die Behandlung der Terme der Ordnung
1. Weil alle Gleichungen für die Größen der Ordnung 1 in (A.28)-(A.30) nur
von Größen der Ordnung 1 abhängen, konnte in (3.31) diese Ordnung gleich
null gesetzt werden. Bei einer allgemeinen Anfangsbedingung bedeutet dies
eine Ersetzung der Form '0 + '1 ! '0, ::: . Diese Ersetzung lässt sich am
leichtesten anhand der reinperiodischen Lösungen verdeutlichen. Auch bei dem
rein periodischen Fall ist es möglich, '1 = konst: 6= 0 zu setzen. Dann ergibt
sich zusätzlich zu
0 = '0 =
r
1 +
1
2
a20 (A.36)
der Zusammenhang
1 = '1 =
a1a0
2'0
; A1(f) =  a1 sin(f): (A.37)
Weiter folgt
'3(f) =
'1(1 + '
2
0)
8'20
cos(2f) + '3R: (A.38)
Andererseits ergibt sich aus (3.65c), also aus
'2(f) =
a20
16'0
cos(2f) (A.39)
mit a0 != a0 + a1 und '0 ! '0 + '1, das gleiche Ergebnis für '3(f) und
1 wie (A.38) und (A.37). Somit lässt sich durch die Einführung von
'0 eff. = '0 + '1; (A.40a)
a0 eff. = a0 + a1 (A.40b)
die Ordnung 1 gleich null setzen.
Abschließend betrachten wir noch die zu (3.50) komplementäre Anfangsbedin-
gung
'0(0) = '(0) > 0; '0 s(0) = 's(0); (A.41a)
A0(0) = A(0); A0 f (0) = Af (0) = 0: (A.41b)
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Diese Anfangsbedingung ist besonders wegen der einfachen numerischen Im-
plementierbarkeit von Interesse. In der niedrigsten Ordnung entspricht sie
a0(s) = 0 und b0(s) = h0'
1=4
0 . Im Folgenden werden kurz die Unterschiede
zur Lösung (3.51)-(3.54) angegeben. Dabei handelt es sich hauptsächlich um
relative Vorzeichen einzelner Terme,
'2(s; f) =   1
16
h20'
 1=2
0 cos(2f) + '2R(s); (A.42a)
'3(s; f) =   3
64
h20
'0 s
'0
sin(2f) + '3R(s); (A.42b)
'4(s; f) =
19
213
h40'
 2
0 cos(4f) (A.42c)
 1
8
h0

1
16
h0

3'
 1=2
0  
15
4
E0'
 3=2
0 +
49
16
g20'
 2
0 +
3
4
'
 5=2
0

  1
4
h0'2R'
 3=2
0 + h2'
 1=2
0

cos(2f) + '4R(s);
A0(s; f) =  b0(s) cos(f); (A.43a)
b0(s) = h0'
1=4
0 ; (A.43b)
A2(s; f) = +
3
256
h30'
 5=4
0 cos(3f)  b2(s) cos(f); (A.43c)
a2(s) =
1
64
h0

3E0'
 3=4
0 + h
2
0'
 5=4
0 + 3'
 7=4
0

(A.43d)
+
1
4
h0'2R'
 3=4
0 + h2'
1=4
0 ;
A3(s; f) =
21
2048
h30
'0 s
'
7=4
0
sin(3f)  a3(s) sin(f); (A.43e)
A4(s; f) =   85
217
h50'
 11=4
0 cos(5f) + ::: : (A.43f)
Bei den Bewegungsgleichungen des langsam veränderlichen Anteils '(s) und
bei 
(s) ändert sich bis auf die nötigen Ersetzungen g0 ! h0 und g2 ! h2
nichts. Jedoch müssen bei den Anfangsbedingungen von '(s) die Vorzeichen-
änderungen im schnell veränderlichen Anteil berücksichtigt werden.
A.3.2 Definition der Phasengeschwindigkeit
In diesem Anhang werden die unterschiedlichen Ergebnisse für die Phasenge-
schwindigkeit in der Literatur [65, 107, 123] aufgrund der Verwendung ver-
schiedener Phasen anhand der rein periodischen, zirkular polarisierten Lösung
diskutiert. Das Ergebnis gilt jedoch für beliebige Lösungen.
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Die Wellengleichung lautet für den Fall rein periodischer, zirkular polarisierter
Wellen (n = 1,  = konst:)
 
@2t   @2x

A+
!2p

A = 0: (A.44)
Wiederum fordern wir, dass alle Größen nur von der allgemeinen Phase ^ =
1t  2x abhängen. Das bedeutet
 
21   22

A00 +
!2p

A = 0; (A.45)
beziehungsweise
A00 +


A = 0 (A.46)
mit  =
!2p
21 22) . Die Lösung der Gleichung ist (unter geeigneter Anfangsbe-
dingung)
A = a sin(
r


^): (A.47)
Die Forderung nach 2-Periodizität in ^ ergibt
 =
!2p
21   22
= : (A.48)
Somit bedeutet die Wahl ^ = t  x=vph, dass
vph =
1q
1  !2p
!2
; c2k2 = !2   !
2
p

(): (A.49)
Gleichzeitig besitzt dann die Lösung die zeitliche Periode T = 2=! (! = 1,
k = 1=vph) [65, 67, 107]. Fordert man jedoch 2-Periodizität in der Phase
b = x  vpht, so ergibt sich
vph b =
s
1 +
!2p
c2k2
; c2k2 =
!2
1 +
!2p
c2k2
(): (A.50)
Dabei ist jedoch zu beachten, dass jetzt die Lösung die zeitliche Periode T =
2=vph b besitzt, d.h., es ist ! = vph b 6= 1 (k = 1) [81, 123]. In [123] wird
fälschlicherweise die Phasengeschindigkeit aus (A.50) trotz ! = 1 gefolgert.
Die beiden Phasengeschwindigkeiten (mit ! = 1 bzw. k = 1 gesetzt) stimmen
nur bis zur Ordnung !2 überein. In höheren Ordnungen können sie über v2ph b =q
2  1=v2ph ineinander umgerechnet werden.
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A.4 Relativistische Plasmaschwingungen
Für A = 0 beschreiben die Grundgleichungen des Akhiezer-Polovin-Modells
2.33 eine ungekoppelte relativistische Plasmaschwingung [34, 65–67, 80, 157].
Für das skalare Potential ergibt sich dabei
'00 +
0@ vphq
'2 + v2ph   1
'  1
1A = 0: (A.51)
Äquivalent dazu ist die Gleichung für den longitudinalen Impuls
(vphpx   )00+
!2pv
2
ph
vph   pxpx = 0; (A.52)
wobei  =
p
1 + px. Sie lässt sich mit ddt = (1  vxvph ) dd noch weiter vereinfachen
zu
d2
dt2
px+ !
2
p
px

= 0: (A.53)
Und schließlich lautet die äquivalente Eigenzeitgleichung für die longitudinale
Lagrange-Koordinate 
+ !2p = 0; (A.54)
wobei
 = 1 +
!2p
2
(2max   2): (A.55)
Im Folgenden wird die relativistische Plasmaschwingungsfrequenz berechnet
und eine analytische Lösung für das elektrostatische Potential in den Fällen
einer schwach- bzw. ultrarelativistischen Amplitude angegeben. Abschließend
wird der Effekt des relativistischen Wellenbrechens, der für vph < 1 auftritt,
diskutiert.
A.4.1 Plasmaschwingungsfrequenz
Die allgemeine Frequenz einer Plasmaoszillation lässt sich in einem kalten Plas-
ma mit beliebiger Dichte am einfachsten durch Betrachtung der Eigenzeitglei-
chung bestimmen.
Aus der Integration der Gleichung (A.54) ergibt sich
_
p
 = 
p
2(E   V ) (A.56)
mit
V =

1 +
!2p
2
2max

!2p
2
2   !
4
p
8
4; E =

1 +
!2p
4
2max

!2p
2
2max:
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Dies kann weiter vereinfacht werden zu
_
p
 = !pmaxA
p
1  x2
p
1 mx2; x = 
max
; (A.57)
 = 2A2(1 mx2)  1; A =
r
1 +
!2p
4
2max; m =
!2p
4
2max
1 +
!2p
4
2max
;
so dass für die Laborzeit-Periode T^ mit _
p
 = d=d^ = d=dt^
T^ = 4
Z max
0

_
p

d
=
4
!p

  1
A
Z 1
0
dxp
1  x2p1 mx2 + 2A
Z 1
0
(1 mx2)dxp
1  x2p1 mx2

=
4
!p

  1
A
K(m) + 2A E(m)

(A.58)
folgt, wobei K(m) und E(m) die vollständigen elliptischen Integrale des 1. und
2. Typs sind. Hieraus lässt sich für eine beliebige Amplitude die Plasmaschwin-
gungsperiode berechnen.
Eine Auswertung im schwach relativistischen Grenzfall (max ! 0) ergibt
T^ =
2
!p

1 +
3
16
!2p
2
max  
15
1024
!4p
4
max + :::

; (A.59)
da für m! 0
K(m) =

2

1 +
1
4
m+
9
64
m2 + :::

; (A.60)
E(m) =

2

1  1
4
m  3
64
m2 + :::

: (A.61)
Im ultrarelativistischen Grenzfall (max !1) gilt anderetseits
T^ = 4max; (A.62)
denn für m! 1 ist
K(m) =
1
2
ln(
16
1 m); (A.63)
E(m) = 1: (A.64)
Über

^p =
2
T^
; (A.65)
lässt sich schließlich die Plasmaschwingungsfrequenz berechnen. Durch die Zu-
sammenhänge max = 1 + !2p=22max =
p
1 + px;max kann sie auch durch max
oder px;max ausgedrückt werden (s.u.).
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Wegen hvxit = 0 ist für alle Lösungen T^ = T^t, so dass die Periode ganz
allgemein unabhängig von vph ist. Daher ergibt sich für eine Plasmaschwingung
in einem kalten Plasma keine Dispersionsrelation, d.h., 
^p ist unabhängig von
vph und vph kann für jede Plasmadichte beliebig gewählt werden.
Auch die Grundgleichung für das skalare Potential (A.51) lässt sich integrieren
(vgl. 2.41),
1
2
'02 + vph
q
'2 + v2ph   1  ' = (A.66)
1
2
'02 + (v2ph   1) = (v2ph   1)max;
wobei der Zusammenhang (2.23c)
 =
1
v2ph   1

vph
q
'2 + (v2ph   1)  '

(A.67)
verwendet wird. Die Anfangsbedingung wird im Folgenden so gewählt, dass für
^ = 0 die maximale Auslenkung vorliegt, so dass '(0) = 'max und (0) = max
ist. Im Gegensatz zu  osziliert ' zwischen den im Allgemeinen asymmetrischen
Extrema 'max und 'min, wobei 'min die zweite Lösung der sich aus '0 = 0
ergebenden, quadratischen Gleichung
vph
q
'2 + (v2ph   1)  ' = vph
q
'2max + (v
2
ph   1)  'max (A.68)
ist. Auch aus (A.66) kann die Plasmaschwingungsfrequenz berechnet werden,
T^ = 2
Z 'min
'max
d'q
2(v2ph   1)(max   )
: (A.69)
Die Rechnung gestaltet sich aber im Vergleich zu der oben durchgeführten
schwieriger.
A.4.2 Schwach relativistische Plasmaschwingung
Für eine schwach relativistische Plasmaoszillation beschreibt Gleichung (A.51)
eine schwach anharmonische Oszillation [158, 159]. Durch eine Entwicklung in
der Amplitude ergibt sich die Lösung
' = 1 +B0vph cos(
^p^) (A.70)
+
1
4
B20

3  cos(2
^p^)

+
8  v2ph
64v4ph
B30 cos(3
^p^);

^p=!p = 1  3
16
B20 ; hi = 1 +
1
4
B20 : (A.71)
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In Übereinstimmung mit (A.65) ist 
^p unabhängig von vph. Obwohl nicht di-
rekt aus der Differentialgleichung ersichtlich, gilt dies auch in der nächsten
Ordnung, da neben

^p=!p = 1  3
16
B20 +
3
1024
35v2ph   16
v2ph
B40 ; (A.72)
auch
hi = 1 + 1
4
B20  
1
64
3v2ph   4
v2ph
B40 ; (A.73)
so dass

^p=!p = 1  3
4
(hi   1) + 69
64
(hi   1)2 (A.74)
unabhängig von vph ist, falls das Ergebnis durch die physikalische mittlere
Energie und nicht durch das Potential ' ausgedrückt wird.
Abbildung A.1: Schwach relativistische Plasmaoszillation mit px(0) =  0:2 für
!p = 1 (T^ = 2). Für vph = 1:1 ist '(0) = 1:22 (durchgezogen)
('(0) = 1  vphpx(0)) und für vph = 100 ist '(0) = 21   vphpx(0) (gestrichelt).
Im zweiten Fall ist ^  t^  ^ .
Weiter erhält man
px =  B0 cos(
^p^)  1
2vph
B20

1  cos(2
^p^)

(A.75)
+
1
64
v2ph   24
v2ph
B30 cos(3
^p^) +
1
4
B30 cos(
^p^);
 = 1 +
1
4
B20

1 + cos(2
^p^)

+
1
4
B30
vph

cos(
^p^)  cos(3
^p^)

(A.76)
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und für die Auslenkung  =
R
px d =
R
px=(   px=vph) d ergibt sich
 =
B0

^p
sin(
^p^) +
1
2
B20
vph
^p
sin(2
^p^) (A.77)
+
3v2ph   24
64v4ph
B30

^p
sin(3
^p^) +
3
8
B20

^p
sin(
^p^):
In Abbildung A.1 ist eine schwach relativistische Plasmaoszillation in Abhän-
gigkeit von der Phase ^ dargestellt.
A.4.3 Ultrarelativistische Plasmaschwingung
Für eine ultrarelativistische Plasmaoszillation ('2  v2ph   1) ist die parabo-
lische Näherung anwendbar,
'00 =   vph'q
'2 + v2ph   1
  1!  (sgn(')vph   1): (A.78)
Mit '(0) = 'max, '0(0) = 0 lautet die Lösung
'1 = '(0)  1
2
(vph   1)2 = '(0)  1
2
v2ph
vph + 1
!2p^
2; '  0; (A.79)
'2 = '(T^ =2) +
1
2
(vph + 1)

  T
2
2
(A.80)
= '(T^ =2) +
1
2
v2ph
vph   1!
2
p
 
^  T^
2
!2
; ' < 0;
wobei '1 für  T^1  ^  T^1 und '2 für T^1  ^  T^1 + 2T^2 gilt und die Lösung
darüber hinaus periodisch ist mit der Periode T^ = T^1 + T^2. Aus '1;2(T^1) = 0
und '01(T^1) = '02(T^1) ergibt sich
T^1 =
q
2'(0)
(vph 1) =
p
2'(0)(vph+1)
!pvph
; T^2 =
vph   1
vph + 1
T^1; (A.81)
'(T^ =2) =  vph 1
vph+1
'(0) = 'min; '(0) = 'max: (A.82)
Somit ist weiter (vgl. A.62)
T^ =2 = T^1 + T^2 = T^1
2vph
vph + 1
=
2
!p
s
2'max
vph + 1
=
p
8max
!p
=
p
12hi
!p
; (A.83)

^p =
2
T^
=
p
12hi!p: (A.84)
Mit ' =  vphpx +
p
1 + p2x ist dies für alle vph erfüllt, wenn jpxj  0.
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Auch hier hängt die Plasmafrequenz nicht von der Phasengeschwindigkeit ab.
Wegen T^2=T^1 ! 0 für vph ! 1 konnte in der ultrarelativistischen Lösung aus
Abschnitt 3.8.4 der Lösungsteil '2 < 0 vernachlässigt werden. Für vph ! 1
ist hingegen T^1 = T^2 = T^ =4.
Obwohl die parabolische Näherung (A.78) nahe dem Nulldurchgang des Poten-
tials eigentlich nicht mehr anwendbar ist, stimmt die analytische Lösung auch
dort mit der numerischen Lösung gut überein. Dies hängt damit zusammen,
dass die parabolische Näherung äquivalent zu der üblichen ultrarelativistischen
Annahme vx = 1 bzw. px =  ist (Sägezahnoszillation in ). Auch diese
Annahmen sind nahe der Umkehrpunkte für eine sehr kurze Zeit nicht erfüllt,
was jedoch die globale Lösung kaum beeinflusst.
Die Fourier-Reihe von ' ist
' = '(0)  
2
12
+ cos(
^p^)  cos(2
^p^)
22
+
cos(3
^p^)
32
  ::: : (A.85)
Für die Energie  gilt nach (A.67)
1 =
1
vph + 1
'; '  0; (A.86)
2 =
 1
vph   1'; ' < 0;
so dass (^) = (^+ T^ =2) und max = (0) = 1vph+1'max ist. Der longitudinale
Impuls ergibt sich in der ultrarelativistischen Näherung (vx = 1) direkt aus
px =  (es ist px; min =  px; max =  px(0)). Für die longitudinale Auslenkung
 gilt schließlich
 =
Z
px
   px=vphd^ =
vph
vph   1 ^ T^1 6= T^2 (A.87)
was in Abhängigkeit von t^ äquivalent ist zu
 = t^; T^1 t = T^2 t = T^ =4 = max: (A.88)
Durch Vergleich der Perioden in (A.88) ergibt sich
max =
s
2'max
(vph + 1)
1
!p
=
p
2max
!p
: (A.89)
In den Abbildungen A.2 und A.3 ist eine ultrarelativistische Plasmaoszillation
in Abhängigkeit von der Phase ^, von der Zeit t^ und von der Eigenzeit ^
aufgetragen. Die Asymmetrie bezüglich ^ wird durch die Perioden T^1 und T^2
(A.81) beschrieben und hängt von der Phasengeschwindigkeit ab.
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Abbildung A.2: Ultrarelativistische Plasmaoszillation mit (0) =  px(0) = 10 bei
!p = 1. Unten: Auftragung gegen ^ für vph = 1:1. Die Asymmetrie wird durch die
Perioden T^1 und T^2 beschrieben und ist abhängig von der Phasengeschwindigkeit.
Oben: Auftragung gegen t^ für vph = 1:1 (durchgezogen) und gegen t^  ^ für
vph = 100 (gestrichelt). Für vph = 1:1 ist '(0) = 21 ('(0) =  (vph + 1)px(0)) und
für vph = 100 ist '(0) = 1010   vphpx(0). Die Periode ist in beiden Fällen
T^ = 17:9 in Übereinstimmung mit Gleichung (A.88) für max =
p
20  4:5.
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Abbildung A.3: Ultrarelativistische Plasmaoszillation aufgetragen gegen die
Eigenzeit ^ . Die Periode beträgt T^ = 3:9. Die Schwingung ist symmetrisch und im
Gegensatz zur Auftragung gegen t^ sind die Zeiten mit vx 6= 1 mehr betont (Gleiche
Anfangsbedingung wie in Abbildung A.2).
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A.4.4 Wellenbrechen
Für den Fall, dass die Phasengeschwindigkeit kleiner als die Lichtgeschwindig-
keit ist (vph < 1), kann die Plasmawelle brechen. Wellenbrechen tritt genau
dann auf, wenn die Teilchengeschwindigkeit größer als die Phasengeschwindig-
keit wird, so dass die Dichte
n =
vph
vph   vx (A.90)
unendlich groß wird. Dann kreuzen sich benachbarte Teilchenbahnen und das
Flüssigkeitsmodell ist nicht mehr anwendbar. Das Wellenbrechen führt zu einer
Heizung des Plasmas. Außerdem ist es von entscheidender Bedeutung bei der
modernen Wakefield-Beschleunigung (Abschnitt 5.2).
Aus Gleichung (A.66) ergibt sich mit  = !2pv2ph=(v2ph   1) für das elektrische
Feld der Plasmawelle
Ex = '
0p=vph = !p
p
2
p
max   : (A.91)
Die maximale Feldstärke wird für  = 1 erreicht. Wellenbrechen tritt auf,
sobald vx max = vph, so dass die relativistische Schwellenamplitude [160]
Ex max = !p
p
2
p
ph   1 (A.92)
ist, wobei ph = 1=
q
1  v2ph. Für vph  1 reduziert sich das Ergebnis auf den
klassischen Schwellenwert [157]
Ex max = !pvph: (A.93)
Durch Temperatureffekte wird die Schwellenwertamplitude für T 6= 0 weiter
modifiziert [161–163].
Der Übergang zum Wellenbrechen kann auch mit der Grundgleichung für '
(A.51) untersucht werden. An der Grenze zum Wellenbrechen wird die Lösung
komplexwertig. Da es sich beim Wellenbrechen um einen nichtlinearen Effekt
handelt, ist die linearisierte Grundgleichung noch für beliebige Amplituden
und Phasengeschwindigkeiten lösbar (vgl. auch schwach-relativistische Lösung
A.4.2). Sobald jedoch bei größeren Amplituden der Ausdruck
q
'2 + v2ph   1
für eine vorgegebene Phasengeschwindigkeit vph < 1 imaginär wird, kommt
es zum Wellenbrechen. Im ultrarelativistischen Fall, bei dem ' nahe dem
Nulldurchgang beliebig klein ist, tritt für eine beliebige Phasengeschwindig-
keit vph < 1 Wellenbrechen auf.
Für den Fall einer gekoppelten elektromagnetischen und elektrostatischen Wel-
le (A 6= 0) ist Wellenbrechen nicht von Bedeutung, da grundsätzlich keine
133
KAPITEL A A.4 Relativistische Plasmaschwingungen
physikalischen Lösungen für vph < 1 existieren. Die Grundgleichung für A
(2.32a),
A00 + FA = 0; (A.94)
besitzt für 0 < vph < 1 nur exponentiell anwachsende (oder komplexe) Lösun-
gen, weil
F =
1
v2ph   1
!2pv
3
phq
'2 + (v2ph   1)(1 + A2)
(A.95)
stets negativ (oder imaginär) ist.
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