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ABSTRACT
Model-based optimization methods are effective for solving optimization prob-
lems with little structure, such as convexity and differentiability. Such al-
gorithms iteratively find candidate solutions by generating samples from a
parameterized probabilistic model on the solution space, and update the
parameter of the probabilistic model based on the objective function evalu-
ations. This dissertation explores new model-based optimization methods,
and mainly consists of three topics.
The first topic of the dissertation proposes two new model-based algo-
rithms for discrete optimization, discrete gradient-based adaptive stochas-
tic search (discrete-GASS) and annealing gradient-based adaptive stochastic
search (annealing-GASS), under the framework of gradient-based adaptive
stochastic search (GASS), where the parameter of the probabilistic model is
updated based on a direct gradient method. The first algorithm, discrete-
GASS, converts the discrete optimization problem to a continuous problem
on the parameter space of a family of independent discrete distributions,
and applies a gradient-based method to find the optimal parameter such
that the corresponding distribution has the best capability to generate op-
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timal solution(s) to the original discrete problem. The second algorithm,
annealing-GASS, uses Boltzmann distribution as the parameterized prob-
abilistic model, and derives a gradient-based temperature schedule, which
changes adaptively with respect to the current performance of the algorithm,
for updating the Boltzmann distribution. We prove the convergence of the
two proposed methods, and conduct numerical experiments to compare these
two methods as well as some other existing methods.
The second topic of the dissertation proposes a framework of popula-
tion model-based optimization (PMO) in order to better capture the multi-
modality of the objective functions than the traditional model-based methods
which use only a single model at every iteration. This PMO framework uses
a population of models at every iteration with an adaptive mechanism to
propagate the population over iterations. The adaptive mechanism is de-
rived from estimating the optimal parameter of the probabilistic model in a
Bayesian manner, and thus provides a proper way to determine the diversity
in the population of the models. We provide theoretical justification on the
convergence of this framework by showing that the posterior distribution of
the parameter asymptotically converges to a degenerate distribution concen-
trating on the optimal parameter. Under this framework, we develop two
practical algorithms by incorporating sequential Monte Carlo methods, and
carry out numerical experiments to illustrate their performance.
The last topic of the dissertation considers simulation optimization, where
iii
the objective function cannot be evaluated exactly and must be estimated
by stochastic simulation. The idea of model-based methods for deterministic
optimization is extended to stochastic optimization. We propose two algo-
rithms: approximate Bayesian computation simulation optimization (ABC-
SO) and its extension approximate Bayesian computation simulation opti-
mization with multiple function evaluations (ABCM-SO). These algorithms
view the simulation optimization problem as an estimation problem, and
use the approximate Bayesian computation (ABC) technique to estimate the
optimal solution. We carry out numerical experiments of the proposed algo-
rithms, and compare them with gradient-based adaptive stochastic search for
simulation optimization (GASSO), and cross-entropy method with optimal
computing budget allocation (CE-OCBA).
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CHAPTER 1
INTRODUCTION
This doctoral dissertation considers optimization problems, where the ob-
jective functions have little structure, such as convexity and differentiability,
sometimes have a large number of local optimal solutions, and can only be as-
sessed by “black box” evaluations. These problems arise from a wide range of
applications, such as manufacturing, machine learning, financial engineering,
and engineering design, and are usually difficult to solve.
1.1 Stochastic Search Methods for Optimization
Stochastic search methods, which generate a sequence of candidate solutions
based on some randomized mechanism, are often effective and promising in
solving problems with little structure. There have been a number of stochas-
tic search methods proposed in the literature. Stochastic search methods can
be classified as instance-based methods and model-based methods [1].
1.1.1 Instance-based Methods
Instance-based methods generate new candidate solutions directly from the
neighborhood of the previous solutions, such as simulated annealing (SA)
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[2, 3, 4, 5], genetic algorithms (GAs) [6, 7, 8], tabu search [9], hit-and-run
optimization algorithm [10, 11], nested partitions (NP) [12], COMPASS [13],
and sequential Monte Carlo simulated annealing (SMC-SA) [14, 15].
Simulated annealing (SA) [2, 3, 4, 5] is originated from an analogy between
optimization and physical annealing process [2], and has a wide application in
combinatorial and continuous global optimization. The algorithm generates
new candidate solutions by stochastic moves from the previous solutions,
and has the ability of escaping from local optima by allowing moves towards
worse solutions. The probability of accepting worse solutions is controlled by
the temperature schedule, and this probability gradually decreases to zero in
the search process.
Genetic algorithms (GAs) [6, 7, 8] are population-based optimization meth-
ods that mimic the process of natural evolution and selection under the cri-
terion of “survival of the fittest”. GAs mainly consist of two steps: selection
and genetic operations. In selection step, promising “parent” solutions are
selected according to their fitness determined by the objective function evalu-
ations. Genetic operations contain crossover, which evolves promising candi-
date solutions from generation to generation by randomly changing parts of
the coded solution string between two “parents”, and mutation, which allows
small random variations of the candidate solutions. These two steps help to
propagate promising “offspring” as well as exploring new solution regions.
Tabu search [9] improves the performance of stochastic search by using
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memory structures named tabu lists, which record forbidden or penalty
search regions that have been previously visited. The memory structures
guarantee that new solution regions will be explored and provide more reg-
ulations on the moving steps of random search.
Hit-and-run is a Markov chain Monte Carlo (MCMC) method, which is
originally introduced in [16] to generate a sequence of samples that are asymp-
totically uniformly distributed in a continuous set, and is extended in [17]
to generate samples converging to an arbitrary multivariate distribution by
adding a Metropolis filter. Particularly, hit-and run can generate samples
asymptotically according to Boltzmann distribution, which is known to con-
verge to the uniform distribution on the global optima when the temperature
parameter decreases to zero [18], and thus hit-and run can be applied in global
optimization [10, 11].
The idea of nested partitions (NP) [12] is to partition the solution regions
into subregions and concentrate search effort in the promising subregions.
Thus, NP is an efficient combination of both global and local search.
COMPASS [13] defines a unique neighborhood structure, named most
promising area, and generates new candidate solutions from this neighbor-
hood. It has proven convergence to the set of local optimal solutions with
probability 1.
Sequential Monte Carlo simulated annealing (SMC-SA) [14, 15] is a newly
developed population-based optimization algorithm that tracks the sequence
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of Boltzmann distributions using sequential Mont Carlo method. This algo-
rithm is shown to perform better than multi-start simulated annealing when
population size is large enough.
1.1.2 Model-based Methods
Another class of stochastic search methods, under the name of model-based
methods [1], generate candidate solutions from a probabilistic model (i.e.,
parameterized sampling distribution) and update the parameter of the prob-
abilistic model based on the function evaluations of the previous candidate
solutions. Initially, the candidate solutions are generated from a uniform
sampling distribution on the whole solution space, since no information about
the objective function is known. Based on the function evaluations of the
candidate solutions, the parameter of the sampling distribution is updated,
and thus the sampling distribution concentrates on the more promising solu-
tion regions as the iterations of the algorithms increase. Ideally, the sampling
distribution finally converges to a degenerate distribution concentrating on
the optimal solutions. Examples of model-based methods include annealing
adaptive search (AAS) [19, 20], ant colony optimization (ACO) [21, 22], es-
timation of distribution algorithms (EDA) [23, 24, 25], cross-entropy (CE)
method [26, 27, 28, 29], model reference adaptive search (MRAS) [30], and
gradient-based adaptive stochastic search (GASS) [31, 32].
Annealing adaptive search (AAS) [19, 20] is a class of ideal model-based al-
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gorithms, which use Boltzmann distributions as the probabilistic model. The
algorithms assume candidate solutions can be sampled according to Boltz-
mann distributions. In practice, sampling from Boltzmann distributions is
an extremely difficult task, and a popular way is to use Markov chain Monte
Carlo (MCMC) method.
Ant colony optimization (ACO) [21, 22] is a heuristic method inspired by
the behavior of ant seeking an optimal path on graph. The solution seeking
process of ACO uses a graph model, whose parameter is modified based on
the feedback from the simulated ants.
Estimation of distribution algorithms (EDA) [23, 25] originated in the
field of genetic algorithms. There are no crossover and mutation in EDA,
and new population of candidate solutions are sampled from the distributions
determined by the promising candidate solutions. The sampling distributions
can be constructed by Bayesian network, multivariate normal distribution,
and some other models [24].
The cross-entropy (CE) methods were first introduced in the field of rare
event simulation [33], and were modified later in [26, 27] to solve combina-
torial and continuous optimization problems. CE iteratively updates the pa-
rameter of the probabilistic model by minimizing the Kullback-Leibler (KL)
divergence between an optimal distribution that concentrates on promising
regions of the solution space and a family of parameterized distributions.
The main idea of model reference adaptive search (MRAS) [30] is to use
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a specific sequence of reference distributions generalized from EDAs, and
minimize the KL divergence between the reference distribution and the pa-
rameterized sampling distribution to update the probabilistic model. The
reference distribution of MRAS can be shown to converge to a degenerate
distribution concentrated only on the set of optimal solutions.
Gradient-based adaptive stochastic search (GASS) [31, 32] is a newly-
proposed method that combines both model-based method and direct gradient-
based search. GASS reformulates the original optimization problem into a
problem on the parameter space of the probabilistic model, and then uses a
gradient-based method to update the parameter of the probabilistic model.
1.2 Research Motivation
This dissertation mainly focuses on new model-based optimization meth-
ods. The first part of the dissertation considers optimization problems with
discrete variables. We present model-based methods under the framework
of gradient-based adaptive stochastic search (GASS) to solve the discrete
optimization by searching the promising candidate solutions through a pop-
ulation of samples generated from a parameterized probabilistic model on the
solution space. We propose two algorithms: discrete gradient-based adap-
tive stochastic search (discrete-GASS) and annealing gradient-based adaptive
stochastic search (annealing-GASS). In discrete-GASS, instead of directly up-
dating the solutions on the discrete domain, we convert the discrete optimiza-
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tion problem to a continuous problem on the parameter domain by solving
the optimal probability model of the solution, i.e. a degenerate distribution
concentrated on the optima. At each iteration of the algorithm, we apply the
gradient-based method to update the parameter of the distribution, and then
generate new candidate solutions based on the new distribution. The algo-
rithm benefits from both the fast convergence of the gradient-based method
and the ability of escaping from the local optima in stochastic search. In
annealing-GASS, we use the Boltzmann distribution, parameterized by the
temperature, as the probabilistic model. We derive a temperature schedule
under the GASS framework by using a gradient-based method to solve the re-
formulated objective function on the parameter and adaptively updating the
parameter based on the current performance of the algorithm. Convergence
analysis of these two algorithms are provided, and numerical experiments are
illustrated to show the effectiveness of these two algorithms to achieve the
global optima. This work has been submitted for publication [34].
The second part of the dissertation proposes a framework of population
model-based methods by generating candidate solutions from a population of
probabilistic models at each iteration. Using multiple models helps to better
capture the multi-modal property of the objective function than only using
a single model in traditional model-based methods. To develop a mechanism
to generate and adaptively propagate multiple models, we view the optimiza-
tion problem as a parameter estimation problem that iteratively estimates
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the parameter of the optimal probabilistic model based on the observations
or performance of the candidate solutions. We conduct the parameter esti-
mation by sequential Monte Carlo method, which tracks the posterior dis-
tribution of the parameter given the history of observations. The proposed
framework provides a proper way to determine the diversity of the models
based on the spread of the posterior distribution of the parameter. Under this
framework, we propose two algorithms, population model-based optimization
with sequential Monte Carlo (PMO-SMC) and population model-based op-
timization with projection sequential Monte Carlo (PMO-PSMC), provide
some theoretical justification on the convergence of the proposed methods,
and carry out numerical experiments to illustrate their performance. The
preliminary of this work has been published in 2013 Winter Simulation Con-
ference [35], and the journal version of this work has been submitted for
publication [36].
The third part of the dissertation studies simulation optimization, where
the objective function cannot be evaluated exactly and must be estimated
by stochastic simulation. We propose model-based simulation optimization
methods, which are extension of the model-based methods for determinis-
tic optimization. We propose approximate Bayesian computation simulation
optimization (ABC-SO), which transforms the simulation optimization as a
filtering problem and applies approximate Bayesian computation for sequen-
tial Monte Carlo to estimate the optimal solution by tracking the posterior
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distribution of the solution given some noisy objective function evaluations.
We also propose approximate Bayesian computation simulation optimization
with multiple function evaluations (ABCM-SO). ABCM-SO introduces a new
weighting scheme for elite candidate solutions in model-based simulation op-
timization, and it has more robust performance than the existing algorithms
that estimates the expected function value by sample average of the multi-
ple function evaluations for each candidate solution. We provide numerical
experiments on some benchmark optimization problems, and compare the
algorithms with gradient-based adaptive stochastic search approach to sim-
ulation optimization (GASSO), and the cross-entropy method with optimal
computing budget allocation (CE-OCBA).
1.3 Outline
The rest of the dissertation is organized as follows.
Chapter 2 provides literature review and background of model-based meth-
ods. Section 2.1 presents the main idea and framework of model-based meth-
ods. In particular, we briefly review and provide the algorithms of cross-
entropy (CE) methods, model-based reference adaptive search (MRAS), gradient-
based adaptive stochastic search (GASS), and annealing adaptive search
(AAS) in sections 2.2, 2.3, 2.4, and 2.5 respectively.
Chapter 3 provides literature review and background of sequential Monte
Carlo (SMC) methods and presents some optimization methods using se-
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quential Monte Carlo. Section 3.1 presents the main idea of sequential Monte
Carlo methods. Section 3.2 and 3.3 review particle filtering framework for op-
timization and sequential Monte Carlo simulated annealing respectively. Sec-
tion 3.4 presents new optimization algorithms with sequential Monte Carlo
and provides the numerical experiments on some benchmark optimization
problems.
Chapter 4 presents gradient-based adaptive stochastic search methods for
discrete optimization. Section 4.1 provides a brief introduction and explains
the motivation of this work. Section 4.2 formulates the discrete optimization
problem and reviews the framework of gradient-based adaptive stochastic
search (GASS). Section 4.3 introduces the discrete-GASS algorithm with de-
tailed derivation steps and rigorous analysis on the asymptotic convergence.
Section 4.4 presents the annealing-GASS algorithm and its convergence re-
sult. Section 4.5 presents the numerical study on some discrete benchmark
optimization problems and combinatorial optimization problems. Finally, we
summarize the chapter in section 4.6.
Chapter 5 presents a framework of population model-based optimization
(PMO). Section 5.1 provides a brief introduction and explains the motivation
of this work. Section 5.2 introduces the problem setting and the basic idea of
our proposed methods. Section 5.3 formally proposes the framework of PMO,
provides the convergence analysis, and develops two numerical algorithms
population model-based optimization with sequential Monte Carlo (PMO-
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SMC) and population model-based optimization with projection sequential
Monte Carlo (PMO-PSMC). We present the numerical results compared with
some other existing stochastic search methods in section 5.4, and finally
summarize the chapter in section 5.5.
Chapter 6 studies model-based simulation optimization. Section 6.1 pro-
vides the problem statement and a brief introduction of the pervious work
of simulation optimization. Section 6.2 proposes approximate Bayesian com-
putation simulation optimization (ABC-SO) and its extension approximate
Bayesian computation simulation optimization with multiple function evalua-
tions (ABCM-SO). Section 6.3 presents the numerical results on some bench-
mark problems.
Chapter 7 concludes the dissertation and outlines some future research.
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CHAPTER 2
MODEL-BASED OPTIMIZATION
2.1 Main Idea
We consider the global optimization problem:
x∗ = arg max
x∈X
H(x), (2.1)
where the solution space X is a nonempty compact set in Rn, n is the dimen-
sion of the problem, x∗ is an optimal solution, i.e., H(x∗) = H∗ ≥ H(x), ∀x ∈
X , and the objective function H(·) is a real-valued bounded function, i.e.,
∃H l > −∞, Hu <∞, such that H l ≤ H(x) ≤ Hu for any x ∈ X .
Model-based methods are a newly proposed class of stochastic search meth-
ods for optimization problems with little structure. They generate candidate
solutions from a probabilistic model (i.e., parameterized sampling distribu-
tion) and update the parameter of the probabilistic model based on the func-
tion evaluations of the previous candidate solutions. There are some review
papers for model-based methods including [1, 37, 38]. Let {f(x; θ)} denote a
parameterized family of sampling distributions, where x ∈ X , the parameter
θ ∈ Θ ⊂ Rd, and d is the dimension of the parameter space. Most of the
12
model-based methods iteratively carry out the following two steps:
1. Generate candidate solutions from the probabilistic model f(x; θ).
2. Update the parameter θ of the probabilistic model based on the func-
tion evaluations at candidate solutions.
The idea of model-based methods can be illustrated in Figure. 2.1, where the
blue curve is a one-dimensional multi-modal objective function H(x), the
optimal solution is x∗ = 0, and the red curve is the probabilistic model to
generate candidate solutions. At the initial iteration, no information about
the objective function is known, and thus a uniform sampling distribution is
used to generate candidate solutions from the whole solution space. Based
on the function evaluations of the candidate solutions, the parameter of the
sampling distribution is updated. In the next iteration, new candidate solu-
tions are generated from the new sampling distribution. These procedures
are repeated until some stopping criteria is satisfied. With an appropriate
way to update the parameter, the sampling distribution concentrates on the
more promising solution regions as the iterations of the algorithms increase,
and the sampling distribution finally converges to a degenerate distribution
concentrating on the optimal solutions.
Under the framework of model-based methods, several methods are pro-
posed using different probabilistic models or different ways to update the
parameter of the probabilistic models. In this chapter, we review the cross-
entropy methods (CE), model reference adaptive search (MRAS), gradient-
13
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Figure 2.1: Illustration of Model-based Optimization
14
based adaptive stochastic search (GASS), and annealing adaptive search
(AAS).
2.2 Cross-Entropy Method
The cross-entropy (CE) methods were first introduced in the field of rare
event simulation [33], and the algorithms were proposed to estimate the prob-
abilities of rare events of stochastic systems. CE was modified later in [26, 27]
to solve combinatorial and continuous optimization problems. Let I{H(x)≥γ}
be an indicator function with threshold γ. CE transforms the optimization
problem (2.1) to a problem to estimate the probability
Pθ(H(X) ≥ γ) = Ef(·;θ)[I{H(x)≥γ}], (2.2)
where X is the random variable with probability density function (p.d.f.)
or probability mass function (p.m.f.) f(x; θ), Pθ is the probability measure
with respect to f(·; θ), and Ef(·;θ) is the expectation with respect to f(·; θ).
Suppose γ = H∗, and {H(X) ≥ H∗} is a rare event. Then, estimation of
the probability (2.2) is not an easy task. CE aims at finding f(x; θ∗) under a
family of parameterized densities that maximize the probability mass on the
optimal solution set {x : H(x) ≥ H∗}. In CE, the problem is broken into
easy problems by iteratively increasing the thresholds. The idea of CE is to
iteratively update the parameter θ of the probabilistic model by minimiz-
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ing the Kullback-Leibler (KL) divergence between an optimal distribution
that concentrates on promising regions of the solution space and a family of
parameterized distributions {f(x; θ)}.
Let ρ ∈ (0, 1) be the proportion of samples that are treated as elite (promis-
ing) samples. In CE algorithm, the threshold γk at iteration k is obtained
by (1− ρ)-quantile of H(x) with respect to f(·; θk). Denote the quantile by
γk , sup
l
{l : Pθ(x ∈ X : H(x) ≥ l) ≥ ρ}. (2.3)
The algorithm of CE is as follows.
Algorithm 2.1 Cross-Entropy (CE) Method
1. Initialization: set initial p.d.f./p.m.f. f(x; θ0), and specify ρ and sample
size N . Set the iteration number k = 0.
2. Sampling: generate samples {xik}Ni=1 from f(·; θk).
3. Function evaluation: evaluate the objective function at the candi-
date solutions {xik}Ni=1, and set γˆk as the sample (1 − ρ)-quantile of
{H(xik)}Ni=1.
4. Updating: update the new parameter by
θk+1 = argmax
θ∈Θ
1
N
N∑
i=1
I{H(xik)≥γˆk} log f(x
i
k; θ). (2.4)
5. Stopping: if a stopping criterion is satisfied, then stop; else, set k :=
k + 1 and go to step 2.
Equation (2.4) is derived by minimizing the KL divergence between the opti-
mal distribution that concentrates on the promising solution set {x : H(x) ≥
γˆk} (γˆk is an approximation of (2.3)) and the parameterized distribution
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f(x; θ).
2.3 Model Reference Adaptive Search
Model reference adaptive search (MRAS) is introduced in [30]. The main idea
of MRAS is similar as CE, and the parameter of the sampling distribution is
updated by minimizing the KL divergence between a specified distribution
and a parameterized sampling distribution. CE uses optimal distribution
that concentrates on promising regions of the solution space, whereas MRAS
uses a specific sequence of reference distributions generalized from EDAs.
The reference distribution of MRAS can be shown to converge to a degenerate
distribution concentrated only on the set of optimal solutions.
Let {gk} be the sequence of reference distributions. In MRAS, the sequence
of reference distributions is constructed by
gk+1(x) =
S(H(x))gk(x)∫
S(H(x))gk(x)dx
, (2.5)
where S(·) : R → R+ is a positive strictly increasing shape function to
make sure (2.5) is a valid distribution. The procedure (2.5) weights the new
reference distribution gk+1(x) by the objective function H(x), and improves
the expected performance as follows:
Egk+1 [S(H(X))] =
∫
gk+1(x)S(H(x))dx =
∫
S(H(x))2gk(x)dx∫
S(H(x))gk(x)dx
≥ Egk [S(H(X))].
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Thus, the candidate solutions with better performance also have larger prob-
ability under gk+1 than that under gk. The algorithm of MRAS is as follows.
For ease of implementation, we use constant sample size and constant ρ over
iterations, while in [30] increasing sample size and adaptive ρ are used to
insure the convergence of the Monte Carlo version of MRAS.
Algorithm 2.2 Model Reference Adaptive Search (MRAS)
1. Initialization: specify initial p.d.f./p.m.f. f(x; θ0), sample size N , ρ,
ε ≥ 0, and λ ∈ (0, 1]. Set k = 0.
2. Sampling: generate samples {xik}Ni=1 from f˜(·; θk) = (1 − λ)f(·; θk) +
λf(·; θ0).
3. Function evaluation: evaluate the objective function at the candi-
date solutions {xik}Ni=1, and set γˆk as the sample (1 − ρ)-quantile of
{H(xik)}Ni=1. For k = 0, γ¯0 := γˆ0. For k ≥ 1, if γˆk ≥ γ¯k−1 + , then set
γ¯k := γˆk; else set γ¯k := γ¯k−1.
4. Updating: update the new parameter by
θk+1 = argmax
θ∈Θ
1
N
N∑
i=1
S(H(xik))
k
f˜(xik; θk)
I{H(xik)≥γ¯k} log f(x
i
k; θ).
5. Stopping: if a stopping criterion is satisfied, then stop; else, set k :=
k + 1 and go to step 2.
2.4 Gradient-based Adaptive Stochastic Search
2.4.1 Gradient-based Adaptive Stochastic Search for
Deterministic Optimization
Gradient-based adaptive stochastic search (GASS) [31, 32] is a newly-developed
model-based method. GASS reformulates the original optimization problem
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into another optimization problem on the parameter space of the probabilis-
tic model, and then uses a gradient-based method to update the parameter
of the probabilistic model.
It is easy to show that
Ef(·;θ)[H(X)] =
∫
X
H(x)f(x; θ)dx ≤ H∗,∀θ ∈ Θ.
The equality is achieved whenever there is an optimal parameter θ∗ such
that the probability function f(x; θ∗) is only concentrated on the optimal so-
lutions. For example, for problems with only one global optimum, f(x; θ∗) =
I{x = x∗}, where I{·} is the indicator function. Instead of directly solving the
original optimization problem (2.1), the following transformed optimization
problem on the parameter space is solved:
θ∗ ∈ arg max
θ∈Θ
Ef(·;θ)[H(X)]. (2.6)
For the reasons to be explained shortly, we define, for an arbitrary but fixed
θ′ ∈ Rd, the following objective function
l(θ; θ′) = ln
(
Ef(·;θ)[Sθ′(H(X))]
)
, (2.7)
where Sθ′ : R → R+ is an increasing shape function (possibly depending on
the parameter θ′) satisfying the following conditions:
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(i) Sθ′(·) is nondecreasing and nonnegative;
(ii) The set of the optimal solutions {x∗ ∈ arg maxx∈X Sθ′(H(x))} is the
same as the set of the optimal solutions of the original problem {x∗ ∈
arg maxx∈XH(x)}.
The main reason of using the shape function Sθ′(·) is to ensure the positivity
of the objective function, which is required in the algorithm. The shape
function can also be used to adjust the weight of the searching effort on the
promising region and helps to adjust the balance between exploitation around
the current promising solutions and exploration over the entire solution space.
For example, we may choose the shape function such that it assigns more
weight to the better candidate solutions so as to bias the search towards
the region containing these solutions in the next iteration. The logarithmic
function ln(·) in (2.7) is introduced so that the gradient and Hessian are in
the scale-free form (c.f. [31] for more explanation) when using gradient-based
methods to update the parameter of the probabilistic model. Because of the
conditions (i)-(ii) imposed on Sθ′(·) and the strict increasing property of ln(·),
solving (2.6) is equivalent to finding θ∗ of the optimization problem:
θ∗ ∈ argmax
θ∈Θ
l(θ; θ′). (2.8)
Under mild conditions, the objective function in (2.8) is differentiable with
respect to the parameter θ, which allows us to use gradient-based methods
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(e.g., Newton’s method) to solve problem (2.8). Hence, it is a natural idea
to combine the gradient search on the parameter space with the stochas-
tic search on the solution space. To be more specific, GASS conducts the
following two steps at each iteration:
1. Generate candidate solutions according to the probabilistic model f(x; θ);
2. Use a gradient-based method to update the parameter θ.
Step 1 requires that we can draw samples from the parameterized distribution
f(·; θ), and the main task in step 2 is to compute the gradient and Hessian,
which can then be approximated by the samples generated from f(·; θ).
For easy implementation, f(x; θ) is usually chosen to be an exponential
family of densities. A family {f(x; θ) : θ ∈ Θ} is an exponential family of
densities if it satisfies
f(x; θ) = exp{θTT (x)− φ(θ)}, φ(θ) = ln{
∫
θTT (x)dx}, (2.9)
where T (x) = [T1(x), T2(x), . . . , Td]
T is often known as the vector of sufficient
statistics, and θ = [θ1, θ2, . . . , θd]
T is the vector of natural parameters. The
following proposition presents the analytical form of the gradient and Hessian
of the objective function in (2.8).
Proposition 2.1. (c.f. [31, 32]) Assume that for any fixed θ′, l(θ; θ′) is
twice differentiable with respect to θ, and that ∇θf(x; θ) and ∇2θf(x; θ) are
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both bounded on X for any θ ∈ Θ. Then
∇θl(θ; θ′)|θ=θ′ = Ep(·;θ′)[∇θ ln f(X; θ′)], (2.10)
∇2θl(θ; θ′)|θ=θ′ = Ep(·;θ′)[∇2θ ln f(X; θ′)] + Varp(·;θ′)[∇θ ln f(X; θ′)], (2.11)
where the p(x; θ) is defined as
p(x; θ) =
Sθ(H(x))f(x; θ)∫
X Sθ(H(x))f(x; θ)dx
.
Furthermore, if f(x; θ) is in an exponential family of densities, then the above
expressions reduce to
∇θL(θ′) = Eθ′ [Sθ′(H(X))T (X)]− Eθ′ [Sθ′(H(X))]Eθ′ [T (X)],
∇2θL(θ′) = Eθ′
[
Sθ′(H(X))(T (X)− Eθ′ [T (X)])(T (X)− Eθ′ [T (X)])T
]
− Varθ′ [T (X)]Eθ′ [Sθ′(H(X))].
The algorithm of GASS is as follows.
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Algorithm 2.3 Gradient-based Adaptive Stochastic Search (GASS)
1. Initialization: specify the initial parameter θ0, sample size {Nk}, and
gain sequence {αk}. Set k = 0.
2. Sampling: draw samples xik
iid∼ f(x; θk), i = 1, 2, · · · , Nk.
3. Estimation: compute the approximate gradient ∇̂θl(θk) and Hessian
∇̂2θl(θk).
4. Updating: update the parameter by Newton-like method θk+1 = θk +
αk
(
∇̂2θl(θk)
)−1
∇̂θl(θk).
5. Stopping: check if some stopping criterion is satisfied. If yes, stop and
return the current best sampled solution; else, set k := k + 1 and go
back to step 2.
2.4.2 Gradient-based Adaptive Stochastic Search for
Simulation Optimization
In this section, we review the gradient-based adaptive stochastic search for
simulation optimization (GASSO) proposed in [39, 40]. We consider simula-
tion optimization problem as follows:
arg max
x∈X
H(x) = Eξ[h(x, ξ)],
where x ∈ X ⊆ Rn, ξ ∈ Ξ ⊆ Rr is a random vector with probability p(ξ), n
is the dimension of the solution space, and r is the dimension of the random
vector. Function h(·, ·):X × Ξ → R is a deterministic real-valued function,
and function H(·) is bounded, i.e., there exists a lower bound H l > −∞
and an upper bound Hu < ∞ such that H l ≤ H(x) ≤ Hu, for any x ∈ X .
For a given x, the value of H(x) cannot be evaluated exactly, but can be
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approximated by a noisy measurement in terms of the random realizations
of h(x, ξ).
Same as GASS, the idea of GASSO is to reformulate the original optimiza-
tion problem as a new optimization problem over the parameter space of the
sampling distribution, and then use a direct gradient search to update the
parameter. The following reformulation is applied
L(θ) ,
∫
H(x)f(x; θ)dx =
∫ ∫
h(x, ξ)p(ξ)f(x; θ)dxdξ.
It is easy to see that L(θ) ≤ H(x∗) and the equality is achieved if and only
if f(x; θ) concentrates on a subset of the set of global optima. Given the
existence of such a θ, the new optimization problem maxθ∈Θ L(θ) is solved
instead of the original problem, since the optimal parameter will recover the
optimal solution and the optimal function value.
In implementation, an increasing shape function Sθ(·) : R → R+ is used.
Then for an arbitrary but fixed θ′ ∈ Θ, define
L(θ; θ′) =
∫ ∫
Sθ′(h(x, ξ))p(ξ)f(x; θ)dxdξ.
Proposition 2.2. (cf. [32, 31]) If the assumption that for an arbitrary and
fixed value z, h(x1, z) ≥ h(x2, z) if H(x1) ≥ H(x2) is satisfies, then for all
x ∈ X
L(θ; θ′) ≤ Eξ [Sθ′(h(x∗, ξ))] ,
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and the equality is achieved if and only if all the probability mass of f(x; θ)
is concentrated on a subset of the set of global optima.
Define the following problem
max
θ∈Θ
l(θ; θ′) , lnL(θ; θ′).
Since ln(·) is a strictly increasing function, l(θ; θ′) has the same set of optimal
solutions as L(θ; θ′).
The parameter θ is updated iteratively by a Newton-like method, which
requires to calculate the gradient and Hessian of l(θ; θk). The gradient and
Hessian of l(θ; θ′) are provided in the following proposition.
Proposition 2.3. (cf. [32, 31]) Assume that f(x; θ) is twice differentiable
on Θ and that ∇θf(x; θ) and ∇2θf(x; θ) are both bounded on X for any θ ∈ Θ.
Then
∇θl(θ; θ′)|θ=θ′ = Eg(·;θ′)[∇θ ln f(X; θ′)]
∇2θl(θ; θ′)|θ=θ′ = Eg(·;θ′)[∇2θ ln f(X; θ′)] + Varg(·;θ′) [∇θ ln f(X; θ′)] ,
where Eg(·;θ′) and Varg(·;θ′) denote the expectation and variance taken with
respect to the probability density function (p.d.f.) defined as
g(x, ξ; θ) =
Sθ(h(x, ξ))p(ξ)f(x; θ)∫ ∫
Sθ(h(x, ξ))p(ξ)f(x; θ)dξdx
.
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Furthermore, if f(x; θ) is in an exponential family of densities, then the above
expressions reduce to
∇θl(θ; θ′)|θ=θ′ = Eg(·;θ′)[T (X)]− Eθ′ [T (X)],
∇2θl(θ; θ′)|θ=θ′ = Varg(·;θ′)[T (X)]− Varθ′ [T (X)],
where Eθ′ and Varθ′ denote the expectation and variance with respect to
f(·; θ′).
In the implementation, i.i.d. sample pairs {(xik, ξik), i = 1, . . . , Nk} are
drawn from the joint distribution p(ξ)f(x; θ). By importance sampling,
Eg(·;θk)[T (X)] ∝
∫ ∫
Sθk(h(x, ξ))T (x)p(ξ)f(x; θk)dξdx.
The normalized weights of the samples are
wik ∝ Sθk(h(xik, ξik)), i = 1, . . . , Nk,
Nk∑
i=1
wik = 1,
and Eg(·;θk)[T (X)] can be approximated by
Êgk [T (X)] =
Nk∑
i=1
wikT (x
i
k),
where only one function evaluation h(xik, ξ
i
k) is required for each candidate
solution xik. GASSO algorithm is presented in Algorithm 2.4.
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Algorithm 2.4 Gradient-based Adaptive Stochastic Search for Simulation
Optimization (GASSO)
1. Initialization: choose an exponential family of densities {f(·; θ)}, and
specify a small positive constant ε, initial parameter θ0, sample size
sequence {Nk} that satisifies Nk k→∞−−−→∞, and step size sequence {αk}
that satisfies
∑∞
k=0 αk =∞,
∑∞
k=0 α
2
k <∞. Set k = 0.
2. Sampling: draw samples xik
iid∼ f(x; θk), i = 1, 2, . . . , Nk. For each xik,
evaluate the performance once to generate h(xik, ξ
i
k).
3. Estimation: compute the normalized weights wik according to
wik =
Sθk(h(x
i
k, ξ
i
k))∑Nk
j=1 Sθk(h(x
j
k, ξ
j
k))
,
and then Egk [T (X)] and Varθk [T (X)] can be estimated as follows:
Êgk [T (X)] =
Nk∑
i=1
wikT (x
i
k),
V̂arθk [T (X)] =
1
Nk − 1
Nk∑
i=1
T (xik)T (x
i
k)
T
− 1
N2k −Nk
(
Nk∑
i=1
T (xik)
)(
Nk∑
i=1
T (xik)
)T
.
4. Updating: update the parameter θ according to
θk+1 = ΠΘ˜
{
θk + αk(V̂arθk [T (X)] + εI)
−1(Êgk [T (X)]− Eθk [T (X)])
}
,
(2.12)
where Θ˜ ⊆ Θ is a non-empty compact and convex constraint set, and
ΠΘ˜ denotes the projection operator that projects an iterate back onto
the set Θ˜ by choosing the closest point in Θ˜.
5. Stopping: check if some stopping criterion is satisfied. If yes, stop and
return the current best sampled solution; else, set k := k + 1 and go
back to step 2.
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2.5 Annealing Adaptive Search
Annealing adaptive search (AAS) [19, 20] uses Boltzmann distributions as
the probabilistic model. The Boltzmann distribution is
f(x;Tk) =
exp{H(x)/Tk}∫
X exp{H(x)/Tk}dx
,
where Tk is the temperature at iteration k. It is well known that when
Tk → T ∗ = 0, the Boltzmann distribution f(x;Tk) converges weakly to the
uniform distribution concentrated on the set of global optima [18]. The ideal
ASS algorithm assumes candidate solutions can be sampled according to
Boltzmann distributions, and the ideal AAS algorithm is as follows. In prac-
Algorithm 2.5 Annealing Adaptive Search (AAS)
1. Initialization: specify a nonincreasing sequence of temperate {Tk}. Set
k = 0.
2. Sampling: draw a sample xk from the Boltzmann distribution with
temperature Tk.
3. Updating: update the temperature Tk+1.
4. Stopping: check if some stopping criterion is satisfied. If yes, stop and
return the current best sampled solution; else, set k := k + 1 and go
back to step 2.
tice, sampling from Boltzmann distributions is an extremely difficult task,
and several sampling techniques are applied to generate samples from Boltz-
mann distributions, such as Markov chain Monte Carlo (MCMC) method.
28
CHAPTER 3
OPTIMIZATION WITH SEQUENTIAL
MONTE CARLO METHODS
3.1 Main Idea of Sequential Monte Carlo Methods
Sequential Monte Carlo (SMC) [41], which is also called particle filtering [42],
is a class of Monte Carlo methods that empirically approximate and track the
posterior distribution of the unobserved state when noisy observations arrive
sequentially in time. SMC methods have proven convergence in tracking the
posterior distribution [43].
Consider the general nonlinear dynamic system with unobserved state Xk,
whose realization is xk ∈ X ⊆ Rnx(k = 1, 2, · · · ), observation Yk, whose
realization is yk ∈ Y ⊆ Rny (k = 1, 2, · · · ), and parameter θ ∈ Θ ⊆ Rnθ . The
state-space model is give as
Xk = φθ(Xk−1, Uk),
Yk = ψθ(Xk, Vk), (3.1)
where φθ(·) and ψθ(·) are nonlinear functions depending on the parameter θ;
Uk and Vk (k = 1, 2, · · · ) are independent sequences of random variables. The
discrete process {Xk, k = 1, 2, · · · } is a hidden Markov process with transition
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density pθ(xk|xk−1), and the observation Yk is conditionally independent of
the past observations given Xk. The state-space model can also be described
in terms of the densities:
Xk ∼ pθ(xk|xk−1),
Yk ∼ pθ(yk|xk). (3.2)
The state vector X is estimated by approximating the posterior distribution
bk(x) = p(x|y1:k), where y1:k denotes {y1, · · · , yk}, the sequence of observa-
tions from time 1 to k.
Suppose the parameter θ is known and fixed at its true value. Sequential
Monte Carlo (SMC) method aims at approximating the posterior distribution
bk(x) = p(x|y1:k) by samples or particles. Given the initial samples {xi0}Ni=1
(N is the sample size) according to b0(x0), SMC is a recursive method to gen-
erate samples {xik}Ni=1 according to bk(xk) from samples {xik−1}Ni=1 generated
from bk−1(xk−1) sequentially.
In the following, we will present how to evolve the samples drawn from
bk−1(xk−1) to samples from bk(xk). Let
b˜k−1(xk) =
∫
X
p(xk|xk−1)bk−1(xk−1)dxk−1.
From samples {xik−1}Ni=1, which are according to bk−1(xk−1), samples {x˜ik}Ni=1
according to b˜k−1(xk) are drawn via the transition probability p(xk+1|xk).
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The posterior distribution bk(xk) can be represented in terms of b˜k−1(xk).
bk(xk) = p(xk|y1:k)
=
p(yk|xk)p(xk|y1:k−1)∫
X p(yk|xk)p(xk|y1:k−1)dxk
=
p(yk|xk)
∫
X p(xk|xk−1)bk−1(xk−1)dxk−1∫
X p(yk|xk)p(xk|y1:k−1)dxk
=
p(yk|xk)b˜k−1(xk)∫
X p(yk|xk)p(xk|y1:k−1)dxk
,
and
bk(xk) ∝ p(yk|xk)b˜k−1(xk). (3.3)
Since samples {x˜ik}Ni=1 are according to b˜k−1(xk), by importance sampling,
the empirical approximation of bk(xk) can be represented by
bNk (xk) =
N∑
i=1
wikδ(xk − x˜ik),
where δ is the Kronecker delta function, and wik is the weight for particle x˜
i
k.
Let
W ik = p(yk|x˜ik),
and the normalized weights are
wik =
W ik∑N
i=1W
i
k
.
The samples and their associated weights are denoted by {x˜ik, wik}Ni=1. Then,
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the samples with equal weights {xik, 1N }Ni=1 according to bk(xk) can be pro-
duced from the weighted samples {x˜ik, wik}Ni=1 by a resampling step. The
resampling procedure is introduced to copy more samples with high weights
and less samples with low weights; this helps concentrate more samples on the
promising regions and also solves the degeneracy problem, which means only
a few samples have dominating weights and others have negligible weights.
Multinomial resampling is the simplest resampling method; it generates sam-
ples from a multimomial distribution with parameter (w1k, · · · , wNk ). In sum-
mary, the samples are propagated through the following path.
{
xik−1,
1
N
}N
i=1
=⇒ {x˜ik, wik}Ni=1 =⇒ {xik, 1N
}N
i=1
.
Therefore, given the samples according to b0(x0), we may recursively gen-
erate random samples to empirically approximate the interested posterior
distribution bk(xk). The SMC algorithm is summarized in Algorithm 3.1.
Algorithm 3.1 Sequential Monte Carlo Algorithm (SMC)
1. Initialization: generate samples {xi0}Ni=1 from b0(x0). Set the iteration
number k = 1.
2. Sampling: for i = 1, · · · , N , sample x˜ik from pk(xk|xik−1).
3. Observation: Receive new observation yk, and calculate weights w
i
k ∝
p(yk|x˜ik), where
∑N
i=1w
i
k = 1.
4. Resampling: resample from {x˜ik, wik}Ni=1 to get {xik, 1N }Ni=1.
5. Stopping: if stopping criterion is satisfied, then stop; else, set k := k+1
and go to step 2.
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In some cases, the parameter θ in (3.1) or (3.2) is unknown and needs to
be estimated from the date set sequentially. Bayesian method can be used
to estimate the parameter. In Bayesian method, the unknown parameter
θ is treated as a component of the state vector, with state equation θk =
θk−1. Now the state vector becomes (Xk, θk). There is no evolution on θ,
so the candidate samples of θ will be only limited to the initial setting, and
may cause sample degeneracy problem. A pragmatic method to solve the
degeneracy problem and involve more exploration on θ is to add a small
artificial noise [44]. The state-space model becomes
θk = θk−1 + Γk,
Xk = φθk(Xk−1, Uk), (3.4)
Yk = ψθk(Xk, Vk),
where Γk is an artificial diminish noise. The joint posterior distribution of
the unobserved state X and the unknown parameter θ, which is denoted as
bk(xk, θk) = p(xk, θk|y1:k),
is tracked. Then, we may approximate the state X as well as estimate the
parameter θ. Given the initial samples {xi0, θi0}Ni=1 according to b0(x0, θ0),
Algorithm 3.1 can be directly used on the state-space model (3.4) to recur-
sively generate samples according to bk(xk, θk). The algorithm of SMC for
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parameter estimation is as follows.
Algorithm 3.2 Sequential Monte Carlo Algorithm for Parameter and State
Estimation
1. Initialization: generate samples {θi0}Ni=1 from b0(θ0) and samples
{xi0}Ni=1 from p0(x0|θ0). Set the iteration number k = 1.
2. Sampling: for i = 1, · · · , N , generate sample θ˜ik ∼ pk(θk|θik−1) and
sample x˜ik ∼ pk(xk|xik−1, θ˜ik).
3. Observation: receive new observation yk, and calculate weights w
i
k ∝
p(yk|x˜ik, θ˜ik), where
∑N
i=1w
i
k = 1, i = 1, · · · , N .
4. Resampling: resample from
{(
x˜ik, θ˜
i
k
)
, wik
}N
i=1
to get
{
(xik, θ
i
k) ,
1
N
}N
i=1
.
5. Stopping: if a stopping criterion is satisfied, then stop; else, set k :=
k + 1 and go to step 2.
3.2 Particle Filtering Framework for Optimization
Sequential Monte Carlo is also known as particle filtering. The idea of par-
ticle filtering framework for optimization is to transform the optimization
problem to a filtering problem [45, 46]. In this framework, the posterior
distribution of the unobserved state given the history of the observation in
filtering corresponds to the sampling distribution in model-based methods.
Particle filtering (or SMC) is used to generate samples from the posterior
distribution in a Bayesian manner, and thus is used to generate candidate
solutions from the probabilistic model in model-based methods.
The optimization problem can be viewed as a filtering problem with the
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following state-space model:
Xk = Xk−1, k = 1, 2, · · · ,
Yk = H(Xk)− Vk, k = 1, 2, · · · ,
where Xk is the unobserved state, Yk is the observation, and Vk is a nonnega-
tive random variable with p.d.f. ϕ(·). The underlying value of the unobserved
state is the optimal solution x∗ that we want to estimate; the observation
yk, which comes from function evaluation at some candidate solution, is the
noisy observation of the optimal value H(x∗); the observation noise vk is the
difference of the optimal value H(x∗) and the observation yk. By Bayes rule,
the evolution of the posterior distribution can be represented by
bk(x) = p(x|y0:k)
=
p(yk|x)p(x|y0:k−1)
p(yk|y0:k−1)
=
ϕ(H(x)− yk)bk−1(x)∫
ϕ(H(x)− yk)bk−1(x)dx
∝ ϕ(H(x)− yk)bk−1(x). (3.5)
Suppose the p.d.f. ϕ(·) satisfies the condition that ϕ(·) is positive, strictly
increasing, and continuous on the support [0,∞). Therefore, the posterior
distribution of the state bk(x) is tuned towards the promising area of the
solution space by (3.5).
The distribution bk(x) usually does not have closed-form expression, and
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can be approximated by particle filtering (or SMC). The particle filtering
framework for optimization [45, 46] is as follows.
Algorithm 3.3 Particle Filtering Framework for Optimization
1. Initialization: generate samples {xi1}N1i=1 from b0(x). Set iteration num-
ber k = 1.
2. Bayes updating: observe yk, which is a sample function value H(x
i
k)
based on certain rule. Calculate weights wik ∝ ϕ(H(xik) − yk), i =
1, 2, · · ·Nk, where
∑Nk
i=1w
i
k = 1.
3. Resampling: generate samples {xik+1}Nk+1i=1 from the weighted samples
{xik, wik}Nki=1 using regularized method, density projection method, or
resample-move method.
4. Stopping: if stopping criterion is satisfied, then stop; else, set k := k+1
and go to step 2.
3.3 Sequential Monte Carlo Simulated Annealing
Sequential Monte Carlo simulated annealing (SMC-SA) is proposed in [14,
15], and it incorporates the sequential Monte Carlo method to track the
sequence of Boltzmann distributions,
fk(x) =
exp(H(x)/Tk)∫
exp(H(x)/Tk)dx
,
which converges to the uniform distribution on the set of global optima as
the temperature Tk goes to 0.
In standard simulated annealing (SA), Markov chain Monte Carlo (MCMC)
method is used to simulate samples from the sequence of Boltzmann distri-
36
butions. In each iteration of standard SA, a Markov chain, whose stationary
distribution is the Boltzmann distribution at the current temperature, is sim-
ulated, and the current state becomes the initial state of the new Markov
chain at the next iteration. The sequence of temperature is required to de-
crease slowly such that the stationary distributions do not differ too much
from iteration to iteration, and this ensures the convergence of standard SA.
Sequential Monte Carlo simulated annealing (SMC-SA) is an extension of
standard SA. It is a population-based method, which generates a population
of samples, i.e., candidate solutions, at each iteration. A population of sam-
ples are generated using sequential Monte Carlo method to track the sequence
of the Boltzmann distributions, and thus the samples will converge weakly
to the uniform distribution concentrated on the optimal solutions. SMC-SA
mainly consists of three steps: importance sampling, resampling, and SA
move. The importance sampling step generates weighted samples according
to the current Boltzmann distribution fk(·) from samples according to the
previous Boltzmann distribution fk−1(·). Resampling step redistributes the
weighted samples and generates samples according to the current Boltzmann
distribution with equal weights, and this step prevents the degeneracy prob-
lem of samples. From the perspective of optimization, resampling step copies
multiple samples of promising candidate solutions, and helps to concentrate
exploration on the neighborhood of the promising candidate solutions. Re-
sampling step brings in interaction among the population of samples, such
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that SMC-SA usually performs better than multi-start SA, which runs multi-
ple SA algorithms independently with initial samples drawn uniformly from
the solution space. SA move step performs one iteration of SA algorithm on
each candidate solution. It simulates one transition of Markov chain, whose
stationary distribution is the current Boltzmann distribution, such that the
candidate solutions after SA move are approximately according to the current
Boltzmann distribution. The algorithm of SMC-SA is as follows.
Algorithm 3.4 Sequential Monte Carlo Simulated Annealing (SMC-SA)
• Input: sample sizes {Nk}, cooling schedule {Tk}.
• Initialization: generate xi0 iid∼ Unif(X ), and compute normalized weights
wi1 ∝ exp
{
H(xi0)
T1
}
, i = 1, 2, . . . , N0. Generate i.i.d. samples {xi1}N1i=1
from {xi0, wi1}N0i=1. Set k = 2.
• At iteration k:
– Importance Updating: compute normalized weights
wik ∝ exp
{
H(xik−1)
(
1
Tk
− 1
Tk−1
)}
.
– Resampling: draw i.i.d. samples {x˜ik}Nki=1 from {xik−1, wik}Nk−1i=1 .
– SA Move: generate xik from x˜
i
k for each i, i = 1, . . . , Nk, according
to Algorithm 3.4.1.
– Stopping: if a stopping criterion is satisfied, return maxiH(x
i
k);
otherwise, k := k + 1 and continue.
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Algorithm 3.4.1 SA Move at iteration k in SMC-SA
– Choose a symmetric proposal distribution gk(·|x), such as uniform or
normal distributions with mean x.
– Generate yik ∼ gk(y|x˜ik), i = 1, . . . , Nk.
– Calculate acceptance probability
ρik = min {exp
(
H(yik)−H(x˜ik)
Tk
)
, 1}.
– Accept/Reject
xik =
{
yik, w.p. ρ
i
k;
x˜ik, w.p. 1− ρik.
3.4 New Optimization Algorithms with Sequential
Monte Carlo
3.4.1 Sequential Monte Carlo Optimization
In this section, we propose a class of new optimization algorithms using
sequential Monte Carlo, and we call this class of methods sequential Monte
Carlo optimization (SMCO). SMCO applies SMC to track a sequence of
reference distributions {fk(·)}, which tends to a distribution concentrating
on the optimal solutions or promising regions of the solution space.
Every iteration of SMCO mainly consists of three steps: transition, impor-
tance sampling, and resampling. Suppose the samples {xik−1}Ni=1 generated
in the previous iteration are approximately according to the reference distri-
bution at the previous iteration fk−1(·). In the transition step, for each xik−1
a new sample x˜ik is generated from the neighborhood of x
i
k−1 according to
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a transition probability p(·|xik−1) = q(xik−1, ·), and the samples {x˜ik}Ni=1 are
approximately according to
f˜k(x) =
∫
fk−1(xk−1)q(xk−1, x)dxk−1. (3.6)
From the perspective of optimization, the transition step generates new can-
didate solutions by exploring the neighborhood of the current solutions. After
the transition step, we get samples {x˜ik}Ni=1 according to f˜k(x). Importance
sampling is a technique to approximate the expectation with respect to one
distribution using samples drawn from another distribution. Let ϕ(x) be
an integrable function, and by importance sampling the expectation of ϕ(·)
under fk(x) can be represented by
Efk [X] =
∫
ϕ(x)fk(x)dx =
∫
ϕ(x)
fk(x)
f˜k(x)
f˜k(x)dx.
Let the weights be
W ik =
fk(x˜
i
k)
f˜k(x˜ik)
.
By (3.6), the weights W ik can be estimated by
W¯ ik =
fk(x˜
i
k)
1
N
∑N
j=1 q(x
j
k−1, x˜
i
k)
,
where {xjk−1}Nj=1 are samples according to fk−1(·). The normalized weights
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are
w¯ik =
W¯ ik∑N
i=1 W¯
i
k
.
Then, we can approximate Ef [X] by samples {x˜ik}Ni=1 according to f˜k(x) as
follows
Eˆfk [X] =
1
N
N∑
i=1
W¯ ikϕ(x˜
i
k).
Thus, the empirical approximation of the p.d.f. fk(x) is
fˆk(x) =
N∑
i=1
w¯ikδx˜ik(x).
In other words, the reference distribution fk(·) can be approximated by
weighted samples {x˜ik, w¯ik}Ni=1. Resampling step redistributes the weighted
samples and generates samples {xik}Ni=1 according to fk(·) with equal weights.
Resampling prevents the degeneracy problem and helps to concentrate explo-
ration around the promising candidate solutions. We present the framework
of SMCO in Algorithm 3.6.
Based on SMCO, we propose two new optimization algorithms with se-
quential Monte Carlo using two different reference distributions. The first
algorithm is sequential Monte Carlo annealing adaptive search (SMC-AAS),
which uses SMC to track the Boltzmann distribution
fk(x) =
exp(H(x)/Tk)∫
exp(H(x)/Tk)dx
.
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Algorithm 3.6 Sequential Monte Carlo Optimization (SMCO)
• Initialization:
– Generate samples x˜i0
iid∼ Uniform(X ), i = 1, 2, · · · , N .
– Calculate the normalized important weight w¯i0 ∝ f0(x˜i0).
– Resample i.i.d. samples {xi0}Ni=1 from {x˜i0, w¯i0}Ni=1.
– Set k = 1.
• At step k, k = 1, 2, · · · :
– Transition: generate x˜ik from x
i
k−1 with transition probability
q(xik−1, x˜), i = 1, 2, · · · , N , e.g., x˜ik|xik−1 ∼ N (xik−1,Σk).
– Importance sampling: calculate the normalized important weight
w¯ik ∝
fk(x˜
i
k)
1
N
∑N
j=1 q(x
j
k−1, x˜
i
k)
.
– Resampling: resample i.i.d. samples {xik}Ni=1 from {x˜ik, w¯ik}Ni=1.
– Stop if a stopping criterion is satisfied, return maxiH(x
i
k); other-
wise, set k := k + 1 and continue.
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The difference between MC-AAS and SMC-SA is the transition step. In
SMC-AAS, the choice of the transition distribution is flexible. For example,
we can use local random walks with uniform or normal distribution, inde-
pendent distribution q(xik−1, x˜
i
k) = q(x˜
i
k), and MCMC move. In SMC-SA,
SA move or MCMC move is used to generate new candidate solutions. In
SMC-SA, the distribution after transition is approximated by the previous
Boltzmann distribution fk−1(·), and the importance sampling weights are
approximated by Wk(x) =
fk(x)
fk−1(x)
. This approximation may bring in im-
precision compared with SMC-AAS, where the importance sampling weights
are directly approximated from their true value Wk(x) =
fk(x)
f˜k(x)
. The second
algorithm is sequential Monte Carlo cross-entropy method (SMC-CE), which
uses SMC to track the CE reference distribution
fk(x) = I{H(x) > γk−1}fk−1(x),
where γk−1 is the (1−ρ)-quantile of the objective function H(x) with respect
to distribution fk−1(x).
3.4.2 Numerical Experiments
In this section, we present the numerical results of SMC-AAS and SMC-CE to
illustrate the effectiveness of these algorithms. We test on several well-known
unconstrained and continuous benchmark optimization problems. The six
selected benchmark problems [30] are listed below. The original problems
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are all minimization problems. We take the negative value of the objective
functions, and convert them to maximization problems.
(a) Dejong’s 5th function (n = 2)
Ha(x) = −
[
0.002 +
25∑
j=1
1
j +
∑2
i=1(xi − aji)6
]−1
where aj1 = (−32,−16, 0, 16, 32,−32,−16, 0, 16, 32,−32,−16, 0, 16, 32,
−32,−16, 0, 16, 32,−32,−16, 0, 16, 32) and aj2 = (−32,−32,−32,−32,−32,
−16,−16,−16,−16,−16, 0, 0, 0, 0, 0, 16, 16, 16, 16, 16, 32, 32, 32, 32, 32).
The global optimum is at x∗ = (−32,−32)T , and Ha(x∗) ≈ −0.998.
(b) Powell singular function (n = 20)
Hb(x) = −
n−2∑
i=2
[
(xi−1 + 10xi)2 + 5(xi+1 − xi+2)2 + (xi − 2xi+1)4
+10(xi−1 − xi+2)4
]− 1
where x∗ = (0, · · · , 0)T , Hb(x∗) = −1.
(c) Rosenbrock function (n = 10)
Hc(x) = −
n−1∑
i=1
[
100(xi+1 − x2i )2 + (xi − 1)2
]− 1
where x∗ = (1, · · · , 1)T , Hc(x∗) = −1.
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(d) Griewank function (n = 20)
Hd(x) = −
[
1
4000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
+ 1
]
where x∗ = (0, · · · , 0)T , Hd(x∗) = 0.
(e) Trigonometric function (n = 10)
He(x) = −1−
n∑
i=1
[
8 sin2(7(xi − 0.9)2) + 6 sin2(14(xi − 0.9)2) + (xi − 0.9)2
]
where x∗ = (0.9, · · · , 0.9)T , He(x∗) = −1.
(f) Pinte´r’s function (n = 10)
Hf (x) = −1−
[
n∑
i=1
ix2i +
n∑
i=1
20i sin2(xi−1 sinxi − xi + sinxi+1)
+
n∑
i=1
i log10(1 + i(x
2
i−1 − 2xi + 3xi+1 − cosxi + 1)2)
]
where x∗ = (0, · · · , 0)T , Hf (x∗) = −1.
We compare the average performance of SMC-AAS with SMC-SA and
multi-start SA, and compare the average performance of SMC-CE with CE
method. In these five methods, the initial candidate solutions are all chosen
randomly according to the uniform distribution on [−50, 50]n.
For SMC-AAS, SMC-SA, and multi-start SA, the parameter settings are
the same for each problem, i.e, the same temperature schedules Tk, proposal
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distributions, and sample size N . We use the logarithmic cooling schedule
Tk = |H∗(xk−1)|/ log(k + 1), where H∗(xk−1) is the optimal sample func-
tion value at the (k − 1)th iteration. The reason for using |H∗(xk−1)| is
because the weight wik is calculated in proportion to the exponential func-
tion exp
{
H(xik−1)
(
1
Tk
− 1
Tk−1
)}
, which may get exploded if the argument
of the exponential function is large, and may become identical values if the
argument is in the flat tail of the exponential function. By using |H∗(xk−1)|
in the temperature, the weights will not depend too much on the value of
H(xik−1). The transition distribution of SMC-AAS and the proposal distribu-
tion of SMC-SA and multi-start SA at iteration k are the normal distribution
with standard deviation αβk, where α = 10 for objective functions Ha and
Hf , α = 2 for objective functions Hb, Hc, Hd, and He, β = 0.995 for objective
functions Ha, Hb, Hc, and He, and β = 0.998 for Hd and Hf . The sample
size is set to be N = 200.
For SMC-CE and CE method, the quantile parameter ρ is set to be 0.05,
and the sample size N is 1000. For SMC-CE, the transition distribution at
iteration k is the normal distribution with standard deviation αβk, where
α = 2 and β = 0.98 for objective functions Ha, Hc, and Hd, and α = 10
and β = 0.95 for objective functions Hb, He, and Hf . For the CE method,
we use the normal distributions as the parameterized family of distributions;
the initial mean µ0 is chosen randomly according to the uniform distribution
on [−50, 50]n, and the initial covariance matrix is set to be Σ0 = 2500In×n,
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where In×n is the identity matrix. The standard CE method suffers from
the “freezing” problem due to fast convergence of the parameterized family
p.d.f. f(·, θk) to a degenerate distribution, and the solution will converge to a
local optimum quickly. In the algorithm, we apply the smoothing parameter
updating procedure to solve the “freezing” problem [28]. At iteration k, the
parameter is updated smoothly by a weighted average of θˆk−1 and θk, i.e.,
θˆk = νθk + (1− ν)θˆk−1, ν ∈ (0, 1)
The smoothing parameter is set to be ν = 0.2, which is found to work best
by trial and error in our experiments.
Table 3.1 and Table 3.2 show the average performance based on 50 inde-
pendent runs, where H∗ is the true optimal value of H(·), H¯∗ is the average
optimal value returned by each of the methods, std err is the standard error
of the optimal values, and Pε is the percentage of the ε-optimal solutions out
of all the independent runs (ε-optimal solution means the optimal value is
within ε difference from the true optimal value H∗). We consider ε = 10−3
in the experiments. Fig. 3.1 and Fig. 3.2 show the average value of H(·) v.s.
the total number of samples.
From the results, we may see that SMC-AAS outperforms SMC-SA, and
SMC-SA outperforms multi-start SA for all of these six benchmark problems.
SMC-AAS provides more accurate solutions with smaller standard error, and
it also converges faster than SMC-SA and multi-start SA with the same
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SMC-AAS SMC-SA multi-start SA
H∗ H¯∗(std err) Pε H¯∗(std err) Pε H¯∗(std err) Pε
Ha -0.998 -0.998(1.45E-5) 100% -0.998(9.14E-6) 100% -1.021(0.0084) 58%
Hb -1 -1.002(5.01E-5) 6% -1.061(0.0024) 0% -33.84(30.90) 0%
Hc -1 -1.001(1.59E-4) 72% -2.219(0.251) 0% -2.706(0.179) 0%
Hd 0 -0.031(0.0021) 0% -0.928(0.036) 0% -0.995(0.032) 0%
He -1 -1.625(0.112) 34% -5.962(0.304) 0% -8.165(0.406) 0%
Hf -1 -1.0004(1.47E-5) 100% -1.004(2.21E-4) 0% -1.070(0.018) 0%
Table 3.1: Average Performance of SMC-AAS, SMC-SA, and multi-start
SA on Benchmark Problems
SMC-CE CE
H∗ H¯∗(std err) Pε H¯∗(std err) Pε
Ha -0.998 -1.038(0.028) 96% -1.218(0.053) 30%
Hb -1 -1.0003(2.97E-5) 96% -801.5(268.4) 20%
Hc -1 -1.0001(7.24E-5) 96% -8.603(0.0093) 0%
Hd 0 -0.0129(0.0014) 18% -5.55E-15(1.61E-16) 100%
He -1 -1(6.64E-9) 100% -1(6.73E-13) 100%
Hf -1 -1.0001(1.88E-6) 100% -1.701(0.014) 0%
Table 3.2: Average Performance of SMC-CE and CE on Benchmark
Problems
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Figure 3.1: Average Performance of SMC-AAS, SMC-SA, and multi-start
SA
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Figure 3.1: (cont.)
50
0 0.5 1 1.5 2 2.5 3
x 104
−6
−5.5
−5
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
Total sample size
Fu
nc
tio
n 
va
lu
e
Dejong′s 5th
 
 
ture optimum
SMC−CE
CE
0 0.5 1 1.5 2
x 105
−108
−106
−104
−102
−100
Total sample size
Fu
nc
tio
n 
va
lu
e
20−D Powell
 
 
ture optimum
SMC−CE
CE
0 1 2 3 4 5
x 105
−107
−106
−105
−104
−103
−102
−101
−100
Total sample size
Fu
nc
tio
n 
va
lu
e
10−D Rosenbrock
 
 
ture optimum
SMC−CE
CE
Figure 3.2: Average Performance of SMC-CE and CE
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parameter setting. SMC-SA performs better than multi-start SA in both
accuracy and convergence rate for all the benchmark problems. In multi-
start SA, the N candidate solutions at each iteration do not interact with
each other, and hence the new solutions will not concentrate around the elite
samples. SMC-CE performs better than or similar as CE in both accuracy
and convergence rate for all of these six benchmark problems except problem
Hd.
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CHAPTER 4
DISCRETE OPTIMIZATION VIA
GRADIENT-BASED ADAPTIVE
STOCHASTIC SEARCH METHODS
4.1 Background and Motivation
Optimization problems with discrete variables have attracted great interests
in a wide range of research areas, such as manufacturing, machine learn-
ing, and engineering design. When the problem has little structure and a
large number of feasible solutions, it is usually difficult to solve, such as NP-
hard combinatorial optimization problems. This chapter considers discrete
optimization problems, where the objective functions have little structural
properties and sometimes can only be assessed in the form of a “black box”
evaluation.
Gradient-based adaptive stochastic search (GASS) [31, 32] is a newly-
developed algorithm that incorporates model-based method with direct gradient-
based search. It reformulates the original non-differential optimization prob-
lem into a differentiable problem on the parameter space of the probabilistic
model, and then uses a gradient-based method on the reformulated problem.
At each iteration of the algorithm, candidate solutions are generated from
a parameterized distribution, whose parameter is then updated based on a
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direct gradient search. The algorithm benefits from both the relative fast
convergence of the gradient method and the ability of stochastic search to
escape from local optima.
The GASS algorithm in [31, 32] mainly focuses on continuous optimiza-
tion, with the choice of the parameterized probabilistic model being an ex-
ponential family of distributions. In this chapter, we aim at solving discrete
optimization problems and develop two algorithms under the framework of
GASS. The challenge here is that the probabilistic model may not always be
represented by an exponential family of distributions and it may be difficult
to sample from the parameterized distribution.
The first algorithm, discrete gradient-based adaptive stochastic search
(discrete-GASS), uses the independent discrete distribution as the param-
eterized distribution, where the parameters determine the probabilities that
the components of a candidate solution will be selected. By introducing this
probabilistic model, instead of directly solving the solutions on the discrete
space, we convert the discrete optimization problem to a continuous problem
on the parameter space, and hence we can apply a gradient-based method
on the parameter space to find the optimal probabilistic model.
In the first algorithm, we can easily generate samples according to the dis-
crete distribution; however, the dimensionality of the transformed problem
on the parameter space is large compared to the original problem. There-
fore, we develop the second algorithm, annealing gradient-based adaptive
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stochastic search (annealing-GASS), which chooses the probabilistic model
to be the Boltzmann distribution since it has only a scalar parameter known
as the temperature. The dimension of the parameter is always one regard-
less of the dimension or cardinality of the solution space. Different from
discrete-GASS, where the optimal parameter is unknown and needs to be
solved by a gradient-based method, the optimal parameter (temperature) in
annealing-GASS is actually well known to be zero; however, generating sam-
ples exactly from a sequence of Boltzmann distributions with time-dependent
temperatures and choosing an appropriate temperature schedule are difficult
and challenging tasks in the implementation. Various choices of temperature
schedules have been studied and tested in the literature [47, 18, 48, 49, 50, 51].
We derive a temperature schedule under the GASS framework by using a
gradient-based method to solve the reformulated objective function on the
parameter space and adaptively updating the parameter based on the current
performance of the algorithm.
In summary, the major contributions of this chapter include (1) extension
of gradient-based adaptive stochastic search to discrete optimization with
convergence results; (2) a new adaptive temperature schedule for a converging
sequence of Boltzmann distributions.
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4.2 Gradient-based Adaptive Stochastic Search
Method
In this section, we briefly review the GASS framework from paper [31] spe-
cially under the setting of discrete optimization. A more detailed review of
GASS framework is provided in section 2.4.
The discrete optimization problem considered throughout this chapter is
defined as follows:
max
x∈X
H(x), (4.1)
where x = [x1, x2, · · · , xn]T , n is the dimension of the problem, and the
solution space X is a finite discrete subset of Rn that is non-empty and
bounded, i.e., xi takes values from a finite discrete set {x1i , x2i , · · · , xmii },
where mi is the size of the solution space on the i
th coordinate. The objective
function H(·) is a deterministic real-valued bounded function, i.e., ∃H l >
−∞, Hu <∞, such that H l < H(x) < Hu for any x ∈ X. Let x∗ denote an
optimal solution to (4.1), i.e., x∗ ∈ arg maxx∈XH(x), H∗ denote the optimal
function value of H(·) on the solution space, i.e., H∗ = H(x∗) ≥ H(x),∀x ∈
X, and X∗ denote the set of optimal solutions, i.e., X∗ = {x ∈ X : H(x) =
H∗}.
Discrete optimization problems of the form (4.1) in many applications are
extremely difficult to solve, especially when the objective functions are high
dimensional and have multiple local optimal solutions and little structural
properties. Gradient-based adaptive stochastic search (GASS) developed in
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[32, 31] provides a framework to tackle this type of problems. As proposed in
GASS, we may convert the original discrete optimization (4.1) into a continu-
ous differentiable problem on a parameter space by introducing a parameter-
ized probabilistic model on the solution space. More specifically, let {f(x; θ)}
denote a parameterized family of probability functions, where x ∈ X and the
parameter θ ∈ Θ ⊂ Rd (d is the dimension of the parameter space). It is
easy to show that ∑
X
H(x)f(x; θ) ≤ H∗,∀θ ∈ Θ.
The equality is achieved whenever there is an optimal parameter θ∗ such
that the probability function f(x; θ∗) is only concentrated on a subset of the
optimal solution set X∗. When the parameter space Θ is continuous, the
original discrete problem can be converted to a continuous problem on the
parameter space as follows:
θ∗ ∈ arg max
θ∈Θ
∑
X
H(x)f(x; θ) = arg max
θ∈Θ
Ef(·;θ)[H(X)]. (4.2)
Hence, a natural idea is to solve (4.2) to obtain an optimal parameter such
that the corresponding probabilistic model provides the best capability among
the chosen family of models in generating an optimal solution to the original
problem (4.1).
As explained in section 2.4, we define, for an arbitrary but fixed θ′ ∈ Rd,
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the following objective function
l(θ; θ′) = ln
(∑
X
Sθ′(H(x))f(x; θ)
)
= ln
(
Ef(·;θ)[Sθ′(H(X))]
)
, (4.3)
where Sθ′ : R → R+ is a shape function (possibly depending on the param-
eter θ′).When the shape function satisfies some conditions, solving (4.2) is
equivalent to finding θ∗ of the optimization problem:
θ∗ ∈ arg max
θ∈Θ
l(θ; θ′). (4.4)
Under mild conditions, the objective function in (4.4) is differentiable with
respect to the parameter θ, which allows us to use gradient-based methods
(e.g., Newton’s method) to solve problem (4.4). Hence, it is a natural idea
to combine the gradient search on the parameter space with the stochastic
search on the solution space. Under this framework, we develop two algo-
rithms specifically intended for discrete optimization in the next two sections.
These algorithms use different probabilistic models, and we will discuss their
respective advantages and disadvantages. An empirical comparison of the
two algorithms will be studied in the section of numerical experiments.
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4.3 Discrete Gradient-based Adaptive Stochastic
Search (Discrete-GASS)
4.3.1 Derivation and Algorithm
The first algorithm, discrete-GASS, chooses the parametrized family of distri-
butions in the GASS framework to be probability mass functions {f(x; θ)} on
the discrete solution space. Specifically, the parameter is θ = (θ1,1, θ1,2, · · · ,
θ1,m1 , · · · , θi,j, · · · , θn,1, · · · , θn,mn)T ∈ Θ ⊆ R∑ni=1mi , where θi,j is the proba-
bility that the ith component Xi of the solution X takes the value x
j
i . (Since
we impose a probability distribution on the solution space, we treat the so-
lution variable x as a random variable now and hence use the capital letter
X.) The parameter space of the probability mass function (p.m.f.) is
Θ = {θ ∈ [0, 1]
∑n
i=1mi :
mi∑
j=1
θi,j = 1 for each i = 1, · · · , n}, (4.5)
and the parameterized probability mass function that we use in the algorithm
is
f(x; θ) =
n∏
i=1
(
mi∑
j=1
θi,jI{xi = xji}
)
, θ ∈ Θ, (4.6)
where we suppress the subscript in the notation fX(x; θ). The p.m.f. f(x; θ)
is an independent probabilistic model on the solution space in the sense
that the components of X are independent of each other. We opt to use
an independent distribution mainly because its parameter has much lower
dimension than a dependent distribution that introduces correlation among
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components. The dimension of the parameter in the independent distribution
(4.6) is
∑n
i=1mi, while the dimension of the parameter in a fully dependent
distribution is
∏n
i=1mi, which is not manageable in practice. Using an in-
dependent distribution is motivated by the “localization” idea that is widely
used for dimension reduction in many fields, such as in filtering and com-
munication networks. Moreover, independent probabilistic model has been
adopted by many of model-based methods, such as the cross-entropy method
[28] and model reference adaptive search method [30], which show very good
empirical performance. Another benefit that is key to the success of our al-
gorithm is that it is easy to draw samples from the independent distribution.
Under the framework of GASS, we use a Newton-like method to update
the parameter θ of the parameterized distribution. The following proposition
presents the analytical form of the gradient and Hessian of the objective
function in (4.4).
Proposition 4.1. (c.f. Proposition 2 in [31]) Assume that for any fixed
θ′, l(θ; θ′) is twice differentiable with respect to θ, and that ∇θf(x; θ) and
∇2θf(x; θ) are both bounded on X for any θ ∈ Θ. Then
∇θl(θ; θ′)|θ=θ′ = Ep(·;θ′)[∇θ ln f(X; θ′)], (4.7)
∇2θl(θ; θ′)|θ=θ′ = Ep(·;θ′)[∇2θ ln f(X; θ′)] + Varp(·;θ′)[∇θ ln f(X; θ′)], (4.8)
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where the p.m.f. p(x; θ) is defined as
p(x; θ) =
Sθ(H(x))f(x; θ)∑
X Sθ(H(x))f(x; θ)
.
For the p.m.f. (4.6), ∇θ ln f(X; θ) and ∇2θ ln f(X; θ) are
∇θ ln f(X; θ) =
[
I{X1 = x11}
θ1,1
, · · · , I{X1 = x
m1
1 }
θ1,m1
, · · · , I{Xi = x
j
i}
θi,j
,
· · · , I{Xn = x
mn
n }
θn,mn
]T
, (4.9)
∇2θ ln f(X; θ) =

− I{X1=x11}
(θ1,1)2
0 0 0 0 0 0
0
. . . 0 0 0 0 0
0 0 − I{X1=x
m1
1 }
(θ1,m1 )2
0 0 0 0
0 0 0
. . . 0 0 0
0 0 0 0 − I{Xi=xji}
(θi,j)2
0 0
0 0 0 0 0
. . . 0
0 0 0 0 0 0 − I{Xn=xmnn }
(θn,mn )2

,
where we define
I{Xi = xji}
θi,j
=
I{Xi = xji}
(θi,j)2
= 0, if θi,j = 0.
Then the gradient can be yield by plugging (4.9) into (4.7), and the Hessian
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can be represented by
∇2θl(θ; θ′)|θ=θ′ = Ep(·;θ′)[∇2θ ln f(X; θ′)] + Ep(·;θ′)[∇θ ln f(X; θ′)∇θ ln f(X; θ′)T ]
−Ep(·;θ′)[∇θ ln f(X; θ′)]Ep(·;θ′)[∇θ ln f(X; θ′)]T
= Hes1(θ
′) +Hes2(θ′),
where
Hes1(θ
′) =

H1(θ
′) 0 · · · 0
0 H2(θ
′) · · · 0
...
...
. . .
...
0 0 · · · Hn(θ′)

, (4.10)
Hes2(θ
′) =

0 H12(θ
′) H13(θ′) · · · H1n(θ′)
H12(θ
′) 0 H23(θ′) · · · H2n(θ′)
...
...
. . .
...
...
H1n(θ
′) H2n(θ′) H3n(θ′) · · · 0

,
and for all i, i˜ ∈ {1, · · · , n} and i 6= i˜,
Hi(θ
′) = −Ep(·;θ′)[∇θ ln f(Xi; θ′)]Ep(·;θ′)[∇θ ln f(Xi; θ′)]T ,
Hi˜i(θ
′) = Covp(·;θ′) (∇θ ln f(Xi; θ′),∇θ ln f(Xi˜; θ′)) ,
∇θ ln f(Xi; θ) =
[
I{Xi = x1i }
θi,1
, · · · , I{Xi = x
j
i}
θi,j
· · · , I{Xi = x
mi
i }
θi,mi
]T
.
63
Note that Hes1(θ
′) is a block diagonal matrix, and Hes2(θ′) is a block matrix
with diagonal elements equal to 0. When Xi and Xi˜ (i 6= i˜) are independent
with respect to the probability mass function p(x; θ′), Hes2(θ′) is a zero
matrix.
Having the formulas for the gradient and Hessian of the reformulated ob-
jective function, we now present the parameter updating scheme. In the
implementation of the algorithm, we approximate the Hessian ∇2θl(θ; θ′)|θ=θ′
by Hes1(θ
′) + I, where I is the identity matrix and  is a small negative
number. Note that the term Hes1(θ
′) is negative semidefinite, and adding a
small negative perturbation ensures the negative definiteness of the approx-
imate Hessian, and hence ensures that the parameter is updated along the
ascent direction of l(θ; θ′). Moreover, approximating the Hessian by a block
diagonal matrix makes the computation of the matrix inverse much easier;
the inverse of the diagonal matrix Hes1(θ
′) + I can be obtained by calcu-
lating the inverse of the lower dimensional matrices Hi(θ
′), i ∈ {1, · · · , n}.
Thus, we define the direction vector (at θ′) of a Newton-like method by
D(θ′) = −(Hes1(θ′) + I)−1∇θl(θ′, θ′).
Let θk denote the value of the parameter θ at the k
th iteration. Therefore,
we update the parameter according to
θk+1 = ΠΘ [θk + αkD(θk)] , (4.11)
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where αk > 0 is the step size and ΠΘ [·] is an operation that brings the
updated parameter back to the feasible parameter space Θ defined by (4.5).
This operation can be done using a projection method which finds the vector
with the minimum distance in the feasible set:
θk+1 = arg min
s∈Θ
‖θk + αkD(θk)− s‖2,
where ‖ · ‖2 denotes the Euclidean norm. Another alternative is to use a
rescaling method that rescales any vector outside the feasible set such that
it lands on the boundary of the set:

θk+1 ∝ max{θk + αkD(θk), 0},∑mi
j=1 θ
i,j
k+1 = 1, i = 1, . . . , n.
(4.12)
where max represents componentwise maximization.
The gradient ∇θl(θk, θk) and the approximate Hessian Hes1(θk) in the di-
rection vector D(θk) are usually hard to compute exactly, since they require
evaluating expectations under the distribution p(·, θ), which is equivalent to
computing a weighed summation over all the points in the solution space.
To simplify the computation, we use the samples generated from f(x; θk) to
estimate the gradient and the approximate Hessian based on the importance
sampling technique. Specifically, we draw independent and identically dis-
tributed (i.i.d.) samples {x1(k), · · · , xl(k), · · · , xNk(k)} from f(x; θk), where Nk is
the sample size at the kth iteration and xl(k) = [x
l
1(k), · · · , xli(k), · · · , xln(k)]T ,
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l = 1, · · · , Nk. Since for an integrable function G(·) on X,
Ep(·,θk)[G(X)] = Ef(·,θk)
[
G(X)
p(X; θk)
f(X; θk)
]
,
we can estimate the expectation with respect to p(x, θk) using samples from
f(x; θ) with appropriate weights. The normalized weights
{
wlk
}Nk
l=1
for the
samples {xl(k)}Nkl=1 are computed according to
wlk ∝
p(xl(k); θk)
f(xl(k); θk)
∝ Sθk(H(xl(k))), l = 1, · · · , Nk,
Nk∑
l=1
wlk = 1.
Then Ep(·,θk)[G(X)] can be approximated by
E˜p(·,θk)[G(X)] =
Nk∑
l=1
wlkG(x
l
(k)).
In some cases, the function value Sθk(H(x)) cannot be evaluated exactly
and is also approximated by a sample estimate, denoted as Sˆθk(H(x
l
(k))).
Correspondingly, the normalized weights are approximated by
wˆlk ∝ Sˆθk(H(xl(k))), l = 1, · · · , Nk, (4.13)
Nk∑
l=1
wˆlk = 1.
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Hence, the term Ep(·,θk) [∇θ ln f(X; θk)] can be approximated by
Eˆp(·,θk) [∇θ ln f(X; θk)] =
Nk∑
l=1
wˆlk∇θ ln f(xl(k); θk). (4.14)
Plugging Eˆp(·,θk) into computation of the gradient (4.7) and approximate Hes-
sian (4.10), we consequently obtain a sample approximation of the direction
vector. The gradient ∇θl(θk, θk) can be approximated by
∇ˆθl(θk, θk) = Eˆp(·,θk) [∇θ ln f(X; θk)] =
Nk∑
l=1
wˆlk∇θ ln f(xl(k); θk),
and Hes1(θk) can be approximated by
Ĥes1(θk) =

Hˆ1(θk) 0 · · · 0
0 Hˆ2(θk) · · · 0
...
...
. . .
...
0 0 · · · Hˆn(θk)

,
where Hˆi(θk) is the estimation of Hi(θk) by
Hˆi(θk) = −Eˆp(·;θk)[∇θ ln f(Xi; θk)]Eˆp(·;θk)[∇θ ln f(Xi; θk)]T
= −
(
Nk∑
l=1
wˆlk∇θ ln f(xli(k); θk)
)(
Nk∑
l=1
wˆlk∇θ ln f(xli(k); θk)
)T
.
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The direction vector D(θk) can be estimated by
Dˆ(θk) = −(Ĥes1(θk) + I)−1Eˆp(·,θk) [∇θ ln f(X; θk)] .
As a result, the updating scheme (4.11) of θ can be implemented by replacing
the direction vector with its sample approximation Dˆ(θk).
In summary, we propose the following algorithm for solving the discrete
optimization problem (4.1).
Algorithm 4.1 Discrete Gradient-based Adaptive Stochastic Search
(Discrete-GASS)
1. Initialization: set k = 0. Choose the sample size sequence {Nk}, initial
parameter θ0, and the step size sequence {αk}.
2. Sampling: generate independent candidate solutions
{
xl(k)
}Nk
l=1
accord-
ing to f(x; θk).
3. Computation: compute the approximate normalized weights wˆlk, l =
1, · · · , Nk by (4.13), and compute the approximate direction vector
Dˆ(θk) with the weighted samples.
4. Updating parameter: update the parameter by
θk+1 = ΠΘ
[
θk + αkDˆ(θk)
]
, (4.15)
where the operation ΠΘ is carried out either by projection (Algorithm
4.1.1, descried below) or by rescaling (according to (4.12)).
5. Stopping: stop and return the current best candidate solution if the
stopping criterion is satisfied; else set k := k + 1 and go to step 2.
We set the initial parameter in Step 1. In practice, the initial parame-
terized distribution is chosen based on the prior knowledge of the structure
of the objective function. If no prior knowledge is available, we may set
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f(x; θ0) to be the uniform distribution on the solution space X. The sample
size sequence {Nk} and step size sequence {αk} are usually chosen according
to some conditions (Assumption 4.1(i)(iii)) to guarantee convergence, which
will be discussed later in the convergence analysis. In Step 2, candidate solu-
tions are generated by drawing samples from the parameterized distribution
f(x; θk), which is an easy task thanks to the choice of the discrete distribu-
tion of the form (4.6). Steps 3 and 4 are the major steps of the Newton-like
method that provides an updated sampling distribution for the next itera-
tion. The algorithm stops, if the maximal iteration is achieved or it does not
return any improved solution in a certain number of sequential iterations. In
Step 4 of the algorithm, to ensure the updated parameter is feasible, we need
either a projection or a rescaling procedure to bring any infeasible parameter
value back to the parameter space Θ. While rescaling is simple to implement,
projection method is more theoretically sound since it yields a vector with
minimum distance in the feasible set to the original vector. So we will discuss
the implementation of the projection method in the following.
We first note that the projection onto the parameter space Θ can be de-
composed into the projection onto the constraint set in each dimension.
To be specific, let θi , (θi,1, θi,2, · · · , θi,mi)T , which is the vector of pa-
rameters related to the ith component of the solution. The constraint set
Θi = {θi ∈ [0, 1]mi : ∑mij=1 θi,j = 1} is a canonical simplex. Thus, the pro-
jection onto Θ can be decomposed to projection onto canonical simplexes
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Θi, i = 1, · · · , n. In addition, the parameter updating scheme can also be
represented by
θik+1 = ΠΘi
[
θik + αkDˆi(θk)
]
, i = 1, · · · , n, (4.16)
where Dˆi(θk) = −
(
Hˆi(θk) + Ii
)−1
Eˆp(·;θk) [∇θ ln f(Xi; θk)] is the estimation
of Di(θk) = − (Hi(θk) + Ii)−1 Ep(·;θk) [∇θ ln f(Xi; θk)] , and Hˆi(θk) and Eˆp(·;θk)
are the sample estimates of Hi(θk) and Ep(·;θk) respectively.
Let θik+1/2 , θik + αkDˆi(θk) and {θi,(j)k+1/2} (j = 1, · · · ,mi) be the sorted
elements of θik+1/2 in the ascending order as θ
i,(1)
k+1/2 ≤ · · · ≤ θi,(mi)k+1/2. The exact
solution to
θik+1 = arg min
si∈Θi
‖θik+1/2 − si‖2 (4.17)
can be obtained by the following proposition.
Proposition 4.2. (c.f. Theorem 2.2 in [52]) For any vector θik+1/2 ∈ Rmi,
the projection of θik+1/2 onto the canonical simplex Θ
i (i.e., solution to (4.17))
is θik+1 = max{θik+1/2−ti,j
∗
, 0}, where ti,j∗ is the only one in {ti,j ,
∑mi
l=j+1 θ
i,(l)
k+1/2
−1
mi−j :
j = 0, · · · ,mi − 1} that satisfies ti,0 ∈ (−∞, θi,(1)k+1/2] or ti,j ∈ [θi,(j)k+1/2, θi,(j+1)k+1/2 ],
j = 1, · · · ,mi − 1.
The implementation of the Proposition 4.2 is presented by Algorithm 4.1.1
proposed in [52].
Remark 4.1.
We can derive Proposition 4.2 using an easy-to-understand way other than
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Algorithm 4.1.1 Projection onto a Canonical Simplex
1. Sort the elements of θik+1/2 , θik + αkDˆi(θk) in the ascending order
θ
i,(1)
k+1/2 ≤ · · · ≤ θi,(mi)k+1/2, and set j = mi − 1.
2. Compute ti,j ,
∑mi
l=j+1 θ
i,(l)
k+1/2
−1
mi−j . If t
i,j ≥ θi,(j)k+1/2, then set ti,j
∗
= ti,j, and
go to step 4; otherwise set j := j − 1 and redo step 2 if j ≥ 1, or go to
step 3 if j = 0.
3. Set ti,j
∗
=
∑mi
l=1 θ
i,(l)
k+1/2
−1
mi
.
4. Return θik+1 = max{θik+1/2 − ti,j
∗
, 0}.
the method used in [52]. Note that (4.17) cannot be analytically solved
easily without using an iterative algorithm. (4.17) is a convex optimization
problem, and hence it has a unique minimum and a unique value of ti,j
∗
. In
other words, there is one and only one of {ti,j : j = 0, · · · ,mi − 1} that
satisfies ti,0 ∈ (−∞, θi,(1)k+1/2] or ti,j ∈ [θi,(j)k+1/2, θi,(j+1)k+1/2 ], j = 1, · · · ,mi − 1.
To solve (4.17), we first relax the constraint si,j ≥ 0, and consider the
following problem:
min
si∈Θi
‖θik+1/2 − si‖2 (4.18)
s.t.
mi∑
j=1
si,j = 1.
Problem (4.18) can be easily solved by setting the gradient of the Lagrangian
function equal to 0, and the solution can be represented by
si∗ = θik+1/2 − ti,0,
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where ti,0 =
∑mi
l=1 θ
i,(l)
k+1/2
−1
mi
. If ti,0 ≤ θi,(1)k+1/2, then all the elements of si∗ are
nonnegative and si∗ is also the analytical solution to (4.17). We can easily
show that ti,j 6∈ [θi,(j)k+1/2, θi,(j+1)k+1/2 ], for j = 1, · · · ,mi − 1, when ti,0 ≤ θi,(1)k+1/2.
If si∗ has negative elements, we need to set some of the elements of the
projection vector θik+1 to 0 in order to solve (4.17). First, let us call the
non-zero elements in the projected vector θik+1 dominating elements, and the
zero elements dominated elements. We need to determine the number of the
dominated elements j∗ such that by setting the j∗ smallest elements to 0
the analytical solution to (4.18) has no negative element, and by setting the
j∗ − 1 (if j∗ ≥ 1) smallest elements to 0 the analytical solution to (4.18)
has negative elements. The analytical solution to (4.18) by setting the j∗
smallest elements to 0 is
si∗ = max{θik+1/2 − ti,j
∗
, 0}, (4.19)
where ti,j
∗
=
∑mi
l=j∗+1 θ
i,(l)
k+1/2
−1
mi−j∗ . Since (4.19) has no negative element, it is also
the analytical solution to (4.17). The main idea of Algorithm 4.1.1 is to
determine the dominated elements of θik+1/2 by comparing the values of the
scalar ti,j and θ
i,(j)
k+1/2. The algorithm iterates until we find some j
∗ such that
ti,j
∗ ≥ θi,(j∗)k+1/2. We can show that there is one and only one ti,j = ti,j
∗
that
satisfies ti,j ∈ [θi,(j)k+1/2, θi,(j+1)k+1/2 ] for j = 1, · · · ,mi − 1, when ti,0 > θi,(1)k+1/2.
In summary, to solve (4.17), we need to find the number of the dominated
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elements j∗, j∗ = 0, · · · ,mi− 1, such that ti,j∗ satisfies ti,0 ∈ (−∞, θi,(1)k+1/2] or
ti,j ∈ [θi,(j)k+1/2, θi,(j+1)k+1/2 ], j = 1, · · · ,mi−1. In the projected vector, we set all the
dominated elements to 0, and the dominating elements can be analytically
solved and represented in the form of θik+1 = max{θik+1/2 − ti,j
∗
, 0}. For
example, if there is only one dominating element, we have ti,j
∗
= ti,mi−1 =
θ
i,(mi)
k+1/2 − 1; hence, the projected vector, which can be represented by θik+1 =
max{θik+1/2 − ti,mi−1, 0}, has the largest elements equal to 1 and all other
elements equal to 0. 
Projection (Algorithm 4.1.1) is more complicated than rescaling and takes
more computational effort. However, both projection and rescaling require
much less computational time than the computation of the direction vector
(Step 3 in Algorithm 4.1). So we found in our numerical experiments that
the difference of total computational time is indistinguishable between the
two methods and the numerical results are similar.
Finally, we should note that the p.m.f. of the discrete distribution can
be rewritten as an exponential family of distributions, leading to a more
compact form of the gradient and Hessian that are easier to compute. How-
ever, the downside of the exponential representation is that the parameter
space of this representation induces nonlinear constraints in the projection
or rescaling, which is much harder to solve than the projection or rescaling
onto the canonical simplex (corresponding to linear constraints) used in our
algorithm.
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4.3.2 Convergence Analysis
For ease of exposition, we denote
Ek,i , Ep(·;θk) [∇θ ln f(Xi; θk)] =
Ef(·;θk)[Sθk(H(X))∇θ ln f(Xi; θk)]
Ef(·;θk)[Sθk(H(X))]
,
E˜k,i , E˜p(·;θk) [∇θ ln f(Xi; θk)] =
1
Nk
∑Nk
l=1 Sθk
(
H(xl(k))
)
∇θ ln f(xli(k); θk)
1
Nk
∑Nk
l=1 Sθk
(
H(xl(k))
) ,
Eˆk,i , Eˆp(·;θk) [∇θ ln f(Xi; θk)] =
1
Nk
∑Nk
l=1 Sˆθk
(
H(xl(k))
)
∇θ ln f(xli(k); θk)
1
Nk
∑Nk
l=1 Sˆθk
(
H(xl(k))
) ,
Vk,i , −Ek,iETk,i + Ii,
V˜k,i , −E˜k,iE˜Tk,i + Ii,
Vˆk,i , −Eˆk,iEˆTk,i + Ii.
Thus, Dˆi(θk) and Di(θk) can be represented by the simplified notations
Dˆi(θk) = −
(
Vˆk,i
)−1
Eˆk,i,
Di(θk) = − (Vk,i)−1Ek,i.
Let Zk denotes the projection or rescaling term, which is the vector needed
to add on Dˆ(θk) to make sure θk+1 ∈ Θ. The updated parameter can be
written by
θk+1 = θk + αk(Dˆ(θk) + Z
k). (4.20)
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It is a finite-difference equation with step size αk and can be viewed as
a projected stochastic approximation sequence. A powerful tool to prove
the convergence of the stochastic approximation sequence is the ordinary
differential equation (ODE) method. We analyze the convergence properties
by the Kushner-Clark approach for the constrained problems [53, 54, 55].
Note that Eqn. (4.20) can be viewed as a discretization representation of the
projected ODE
θ˙t = D(θt) + zt, t ≥ 0, (4.21)
where t is the time index of the ODE, θ˙t means dθt/dt, and zt is the vector
to keep the solution to the ODE in the constraint set Θ.
The outline of the convergence analysis of discrete-GASS mainly follows
the proof of Theorem 1 in [31]. However, Theorem 1 in [31] is only applicable
to the cases with f(x; θ) chosen to be an exponential family distribution;
whereas in discrete-GASS, we choose not to represent f(x; θ) in the form of
an exponential family in order to keep linear constraints on the parameters
so that the projection or rescaling can be done easily. Therefore, we cannot
directly use the results of Theorem 1 in [31] and have to redo the analysis
for discrete-GASS.
In order to prove the convergence theorem of discrete-GASS, we rewrite
Dˆi(θk) in the following form
Dˆi(θk) = Di(θk) + ψk,i + βk,i,
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where
ψk,i = V
−1
k,i (Ek,i − E˜k,i) + (V −1k,i − V˜ −1k,i )E˜k,i,
and
βk,i = (V˜
−1
k,i − Vˆ −1k,i )E˜k,i − Vˆ −1k,i (Eˆk,i − E˜k,i).
Note that ψk,i is the noise term caused by Monte Carlo sampling in the
approximation of Ek,i and Vk,i by E˜k,i and V˜k,i respectively; βk,i is the bias
term due to the inexact evaluation of the shape function Sθk(·) by Sˆθk(·) in
Vˆk,i and Eˆk,i.
In addition, we require the following assumption in the formal analysis of
the convergence theorem.
Assumption 4.1.
(i) The step size sequence satisfies the condition αk ≥ 0, αk ↘ 0 as k →
∞, and ∑∞k=0 αk =∞.
(ii) For any x ∈ X, |Sˆθk(H(x))− Sθk(H(x))| → 0 w.p.1 as Nk →∞.
(iii) The sample size Nk = N0k
ζ, where N0 > 0 and ζ > 0; moreover, {αk}
and {Nk} jointly satisfy αk√Nk = O(k−b) for some constant b > 1.
Assumption 1 (i) is a fundamental condition on the step size of stochastic
approximation, which requires the step size diminishes not too fast. Assump-
tion 1 (ii) restricts the choice of the shape function Sθ(·), and it is a sufficient
condition to ensure that the bias term βk,i diminishes to 0 as k goes to infin-
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ity. This condition can be satisfied by many choices of shape functions, such
as Sθ(·) = S(·), i.e., the shape function does not explicitly depend on θ and
can be evaluated exactly, or a commonly used (such as in the CE method
and MRAS) shape function of the form
Sθk(H(x)) =
H(x)−H l
1 + e−S0(H(x)−γθk )
, (4.22)
where H l is a lower bound of the objective function, and γθk , sup{h :
Pθk{x ∈ X : H(x) ≥ h} ≥ ρ} is the (1 − ρ)-quantile of H(·) with respect
to f(·; θk). Expression (4.22) is a continuous approximation of the function
(H(x)−H l)I{H(x) ≥ γθ} when S0 is large, where I{·} is the index function,
and this shape function assigns nontrivial weights only on the promising
region {x ∈ X : H(x) ≥ γθk}. Lemma 1 in [31] shows that if the true quantile
γθk is estimated by the sample quantile γˆθk and Nk = N0k
ζ , assumption
1 (ii) is satisfied by the shape function (4.22). Assumption 1 (iii) is the
condition on the increasing rate of the sample size. It provides a guidance on
choosing sample size based on the choice of step size sequence. For instance,
if αk = α0k
−α with α0 > 0 and 0 < α < 1, then it is sufficient to set
Nk = O(k
2(b−α)).
We state the following theorem to show that under Assumption 1, the pa-
rameter sequence {θk} in discrete-GASS algorithm asymptotically approaches
the limit set of the ODE (4.21), which is the set of the limit points of the
ODE under all initial conditions in Θ, i.e., limt→∞
⋃
θ∈Θ{θs, s ≥ t : θ0 = θ}.
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Theorem 4.1. If Assumption 1 holds for algorithm (4.15) and the parame-
terized probability mass function is defined by (4.6), then {θk} converges to
a limit set of the ODE (4.21) in the constraint space Θ w.p.1.
Proof. We first define some notations used in the proof. Let
Uk,i , Eθk [Sθk(H(X))∇θ ln f(Xi; θk)] , Vk , Eθk [Sθk(H(X))] ,
U˜k,i :=
1
Nk
Nk∑
l=1
Sθk(H(x
l
(k)))∇θ ln f(xli(k); θk), V˜k ,
1
Nk
Nk∑
l=1
Sθk(H(x
l
(k))),
Uˆk,i ,
1
Nk
Nk∑
l=1
Sˆθk(H(x
l
(k)))∇θ ln f(xli(k); θk), Vˆk ,
1
Nk
Nk∑
l=1
Sˆθk(H(x
l
(k))).
We denote the sequence of increasing sigma-fields generated by all the sam-
ples up to the kth iteration by
{
Fk = σ
(
{xl(0)}N0l=1, {xl(1)}N1l=1, · · · , {xl(k)}Nkl=1
)
, k = 0, 1, · · ·
}
.
Let ‖·‖ denote the vector supremum norm, i.e., ‖x‖ = max |xi|, or the matrix
max norm, i.e., ‖A‖ = max |aij|, where aij is the element on the ith row and
jth column of matrix A. Define the continuous-time interpolations of the
stochastic approximation sequence by ODE method as follows: t0 = 0, tk =∑k−1
i=0 αi, m(t) denotes the unique value of integer such that tk ≤ t < tk+1.
To prove our convergence theorem, we apply the theorem of Kushner-Clark
approach for the constrained stochastic approximation (Theorem 5.3.1 in [54],
Theorem 2.1 in [55]). It is easy to show that the constraint (4.5) satisfies the
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constraint condition A4.3.2 in [54]. Hence, it is sufficient to show that the
following two conditions are satisfied: (i) βk,i → 0 w.p.1 as k → ∞; (ii) for
some T > 0, limk→∞
{
supj≥k max0≤t≤T ‖
∑m(jT+t)−1
l=m(jT ) αlψl,i‖
}
= 0 w.p.1.
We first show that under Assumption 1 (ii), βk,i → 0 w.p.1 as k → ∞.
Recall that
βk,i = (V˜
−1
k,i − Vˆ −1k,i )E˜k,i − Vˆ −1k,i (Eˆk,i − E˜k,i),
and thus
‖βk,i‖ ≤ ‖V˜ −1k,i − Vˆ −1k,i ‖‖E˜k,i‖+ ‖Vˆ −1k,i ‖‖Eˆk,i − E˜k,i‖.
We have
‖Eˆk,i − E˜k,i‖ =
∥∥∥∥∥Uˆk,iVˆk − Uˆk,iV˜k + Uˆk,iV˜k − U˜k,iV˜k
∥∥∥∥∥
=
∥∥∥∥∥Uˆk,i
(
V˜k − Vˆk
VˆkV˜k
)
+
Uˆk,i − U˜k,i
V˜k
∥∥∥∥∥
≤ ‖Uˆk,i‖|VˆkV˜k|
|V˜k − Vˆk|+ 1|V˜k|
‖Uˆk,i − U˜k,i‖
≤ ‖Uˆk,i‖|VˆkV˜k|
1
Nk
Nk∑
l=1
|Sˆθk(H(xl(k)))− Sθk(H(xl(k)))|
+
1
|V˜k|
1
Nk
Nk∑
l=1
|Sˆθk(H(xl(k)))− Sθk(H(xl(k)))|‖∇θ ln f(xli(k); θk)‖.
It is easy to show that
‖Uˆk,i‖
|VˆkV˜k| and
1
|V˜k| are bounded. Since ‖∇θ ln f(x
l
i(k); θk)‖
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is also bounded, and under the assumption that for any x,
|Sˆθk(H(x))− Sθk(H(x))| → 0 w.p.1, as Nk →∞,
we have
‖Eˆk,i − E˜k,i‖ → 0, w.p.1.
In addition,
‖V˜ −1k,i − Vˆ −1k,i ‖ =
∥∥∥V˜ −1k,i Vˆk,iVˆ −1k,i − V˜ −1k,i V˜k,iVˆ −1k,i ∥∥∥
=
∥∥∥V˜ −1k,i (Vˆk,i − V˜k,i)Vˆ −1k,i ∥∥∥
≤
∥∥∥V˜ −1k,i ∥∥∥∥∥∥Vˆk,i − V˜k,i∥∥∥∥∥∥Vˆ −1k,i ∥∥∥
≤ C1
∥∥∥Vˆk,i − V˜k,i∥∥∥
= C1
∥∥∥EˆTk,iEˆk,i − E˜Tk,iE˜k,i∥∥∥
= C1
∥∥∥EˆTk,i(Eˆk,i − E˜k,i) + (EˆTk,i − E˜Tk,i)E˜k,i∥∥∥
≤ C1
(
‖EˆTk,i‖‖Eˆk,i − E˜k,i‖+ ‖E˜k,i‖‖EˆTk,i − E˜Tk,i‖
)
= C1(‖Eˆk,i‖+ ‖E˜k,i‖)‖Eˆk,i − E˜k,i‖, (4.23)
where the constant C1 is an upper bound on
∥∥∥V˜ −1k,i ∥∥∥∥∥∥Vˆ −1k,i ∥∥∥. Since ‖Eˆk,i‖ and
‖E˜k,i‖ are bounded and ‖Eˆk,i − E˜k,i‖ → 0 w.p.1, we have
‖Vˆ −1k,i − V˜ −1k,i ‖ → 0 w.p.1.
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Therefore, βk,i → 0 w.p.1.
The next step is to show limk→∞ supj≥k max0≤t≤T ‖
∑m(jT+t)−1
l=m(jT ) αlψl,i‖ =
0 w.p.1. Recall that
ψk,i = V
−1
k,i (Ek,i − E˜k,i) + (V −1k,i − V˜ −1k,i )E˜k,i,
and thus
‖ψk,i‖ ≤ ‖V −1k,i ‖‖Ek,i − E˜k,i‖+ ‖V −1k,i − V˜ −1k,i ‖‖E˜k,i‖. (4.24)
Applying Theorem 9.1.10 in [56], we have
E
[
|E˜k,i,j − Ek,i,j|2|Fk−1
]
≤ cj
Nk
, j = 1, · · · ,mi,
where E˜k,i,j and Ek,i,j denote the j
th element of E˜k,i and Ek,i respectively,
cj’s are positive constants due to the boundedness of Ek,i,j. Hence, the ex-
pectation of the term ‖Ek,i − E˜k,i‖ on the right-hand side of (4.24) can be
bounded as
E
[
‖E˜k,i − Ek,i‖|Fk−1
]2
≤ E
[
‖E˜k,i − Ek,i‖2|Fk−1
]
≤
mi∑
j=1
E
[
|E˜k,i,j − Ek,i,j|2|Fk−1
]
≤ mi maxj cj
Nk
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The expectation of the term ‖V −1k,i − V˜ −1k,i ‖ on the right-hand side of (4.24)
can be bounded as
E
[
‖V −1k,i − V˜ −1k,i ‖|Fk−1
]
≤ C2E
[
(‖Ek,i‖+ ‖E˜k,i‖)‖Ek,i − E˜k,i‖|Fk−1
]
≤ C3E
[
‖Ek,i − E˜k,i‖|Fk−1
]
,
where the first inequality is obtained by the same method as (4.23), the
constant C2 is an upper bound on
∥∥V −1k,i ∥∥∥∥∥V˜ −1k,i ∥∥∥, and the constant C3 is an
upper bound on C2(‖Ek,i‖+ ‖E˜k,i‖). Thus,
E [‖ψk,i‖] ≤ E
[
‖V −1k,i ‖‖Ek,i − E˜k,i‖+ ‖E˜k,i‖‖V −1k,i − V˜ −1k,i ‖
]
≤ C√
Nk
,
where C is the constant determined by C3, cj(j = 1, · · · ,mi), and upper
bounds on ‖V −1k,i ‖ and ‖E˜k,i‖. Therefore,
E
[ ∞∑
l=k
αl‖ψl,i‖
]
=
∞∑
l=k
αlE [‖ψl,i‖]
≤ C
∞∑
l=k
αl√
Nl
= C
∞∑
l=k
1
lb
≤ C( 1
kb
+
∫ ∞
k
1
xb
dx)
= C(
1
kb
+
1
b− 1
1
kb−1
).
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By Markov’s inequality,
P (
∞∑
l=k
αl‖ψl,i‖ ≥ τ) ≤ 1
τ
E
[ ∞∑
l=k
αl‖ψl,i‖
]
≤ C
τ
(
1
kb
+
1
b− 1
1
kb−1
)→ 0, as k →∞.
Hence, sequence
∑∞
l=k αl‖ψl,i‖ converges w.p.1 as k → ∞. Therefore, the
condition limk→∞ supj≥k max0≤t≤T ‖
∑m(jT+t)−1
l=m(jT ) αlψl,i‖ = 0 w.p.1 is satisfied.
4.4 Annealing Gradient-based Adaptive Stochastic
Search (Annealing-GASS)
4.4.1 Derivation and Algorithm
In discrete-GASS, we may easily generate samples from the discrete distri-
bution; however, the dimension of the parameter space is
∑n
i=1mi, and it
requires non-trivial computational effort in approximating the Hessian in-
verse and the gradient of the reformulated objective function, especially for
problems with a large solution space. To reduce the dimension of the pa-
rameter in the probabilistic model, in this section we propose another algo-
rithm called annealing-GASS, which uses the Boltzmann distribution as the
parameterized distribution. The parameter of the Boltzmann distribution,
often called the temperature, has a constant dimension 1 regardless of the
dimension or cardinality of the solution space.
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For the discrete case, the Boltzmann distribution is
f(x;Tk) =
exp{H(x)/Tk}∑
x∈X exp{H(x)/Tk}
, (4.25)
where Tk is the parameter (temperature). The Boltzmann distribution is an
exponential family of distributions, which is defined as below.
Definition 4.1. A family of density/mass functions {f(x; θ) : θ ∈ Θ ⊆ Rd}
on X is called an exponential family of distributions if it satisfies
f(x; θ) = exp{θTΓ(x)− φ(θ)}, φ(θ) = ln
{∫
X
exp(θTΓ(x))dx
}
,
where Γ(x) = [Γ1(x), · · · ,Γd(x)]T is the sufficient statistic, and θ = [θ1, · · · , θd]T
is the natural parameter.
From [31], the parameter of an exponential family of distributions is up-
dated using a Newton-like scheme as follows:
θk+1 = θk + αk(V arf(·;θk)[H(X)] + )
−1(Ep(·;θk)[H(X)]− Ef(·;θk)[H(X)] + ),
(4.26)
where
p(x; θ) =
S(H(x)) exp{H(x)θ}∑
X S(H(x)) exp{H(x)θ}
,
 is a small positive constant, V arf(·;θk)[H(X)] +  is the approximate Hes-
sian, and Ep(·;θk)[H(X)] − Ef(·;θk)[H(X)] is the gradient. The small positive
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constant is added to the gradient term to ensure it is bounded away from
0, which is needed in the proof of Lemma 4.1. It is easy to see that the
Boltzmann distribution (4.25) is an exponential family distribution with pa-
rameter θk =
1
Tk
and sufficient statistic Γ(x) = H(x). Plugging θk =
1
Tk
into
(4.26), the temperature is updated by
Tk+1 =
1
1 + αk(V arf(·;Tk)[H(X)] + )−1(Ep(·;Tk)[H(X)]− Ef(·;Tk)[H(X)] + )Tk
Tk.
(4.27)
It is well known that when Tk → T ∗ = 0, the Boltzmann distribution
f(x;Tk) converges weakly to the uniform distribution concentrated on the
set of global optima [18]. We can choose an appropriate shape function to
ensure that the temperature decreases to 0 as iteration increases. One of
such choices of the shape function is
S(H(x)) = H(x)−H l, (4.28)
where H l is a lower bound of the objective function, and it is easy to show
the following lemma.
Lemma 4.1. If the shape function is of the form (4.28) and the temperature
is updated according to (4.27), then the temperature Tk is strictly decreasing
and goes to 0 as k →∞.
Proof. If we can prove Ep(·;Tk)[H(X)]− Ef(·;Tk)[H(X)] +  is strictly positive
and bounded away from 0 when Tk 6= 0, it is obvious that Tk is strictly
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decreasing and goes to 0. The rest of the proof is to show Ep(·;Tk)[H(X)] −
Ef(·;Tk)[H(X)] > 0, when Tk 6= 0 and the shape function is of the form (4.28).
Ep(·;Tk)[H(X)]− Ef(·;Tk)[H(X)]
=
∑
XH(x)S(H(x)) exp{H(x)/Tk}∑
X S(H(x)) exp{H(x)/Tk}
−
∑
XH(x) exp{H(x)/Tk}∑
X exp{H(x)/Tk}
=
∑
X exp{H(x)/Tk}∑
X S(H(x)) exp{H(x)/Tk}
{
Ef(·;Tk)[H(x)S(H(x))]
−Ef(·;Tk)[H(x)]Ef(·;Tk)[S(H(x))]
}
(4.29)
=
∑
X exp{H(x)/Tk}∑
X S(H(x)) exp{H(x)/Tk}
{
Ef(·;Tk)[H(x)
2]− Ef(·;Tk)[H(x)]2
}
> 0.
In our proposed method, the gradient and Hessian at the kth iteration need
to be approximated by a population of samples from the Boltzmann distribu-
tion f(x;Tk). We use the Metropolis-Hastings (M-H) algorithm to generate
N independent sequences of samples from the sequence of Boltzmann dis-
tributions. At iteration k, the N independent samples
{
xl(k)
}N
l=1
generated
by the algorithm are approximately distributed according to the Botlzmann
distribution with temperature Tk. Thus, we can estimate Ef(·;Tk)[H(X)],
V arf(·;Tk)[H(X)], and Ep(·;Tk)[H(X)] by the samples respectively as follows:
Eˆf(·;Tk)[H(X)] =
1
N
N∑
l=1
H(xl(k)),
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V̂ arf(·;Tk)[H(X)] =
1
N − 1
N∑
l=1
(H(xl(k))− Eˆf(·;Tk)[H(X)])2,
Eˆp(·;Tk)[H(X)] =
N∑
l=1
wlkH(x
l
(k)),
where wlk ∝ S(H(xl(k))) and
∑N
l=1 w
l
k = 1. The gradient-based temperature
schedule in annealing-GASS algorithm is updated by
Tk+1 =
1
1 + αk(V̂ arf(·;Tk)[H(X)] + )−1(Eˆp(·;Tk)[H(X)]− Eˆf(·;Tk)[H(X)] + )Tk
Tk.
(4.30)
In summary, the annealing gradient-based adaptive stochastic search (annealing-
GASS) algorithm is described as Algorithm 4.2.
Algorithm 4.2 Annealing Gradient-based Adaptive Stochastic Search
(annealing-GASS)
1. Initialization: choose the sample size N , initial temperature T0, and
the step size sequence {αk}. Generate independent initial candidate
solutions {xl(0)}Nl=1 according to the uniform distribution on X. Set
k = 1.
2. M-H Sampling: generate the next candidate solutions from xl(k−1) for
each l = 1, · · · , N , by Algorithm 4.2.1 (will be described below).
3. Temperature Updating: update the temperature by (4.30).
4. Stopping: stop and return the current best candidate solution if the
stopping criterion is satisfied; else set k := k + 1 and go to step 2.
Annealing-GASS can be viewed as an implementable version of the an-
nealing adaptive search method [19], which is a conceptual method of us-
ing the samples generated exactly from Boltzmann distributions to solve
global optimization problems. Since we cannot directly draw samples from
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Algorithm 4.2.1 M-H Sampling at iteration k
1. Choose a positive and symmetric proposal probability mass function
p(·|x).
2. Generate yl(k) from p(y|xl(k−1)), for l = 1, · · · , N .
3. Calculate the acceptance probability,
%lk = min
{
exp
(
H(yl(k))−H(xl(k−1))
Tk
)
, 1
}
.
4. Accept or reject
xl(k) =
{
yl(k), w.p. %
l
k;
xl(k−1), w.p. 1− %lk.
Boltzmann distributions, as in simulated annealing we use a Metropolis-
Hastings (M-H) step to draw samples approximately from Boltzmann distri-
butions as described in Algorithm 4.2.1, which essentially simulates Markov
chains whose stationary distributions are the desired Boltzmann distribu-
tions. Thus, annealing-GASS can also be viewed as a multi-start simulated
annealing (multi-start SA) algorithm, which runs N independent simulated
annealing algorithms with the proposed temperature schedule.
The performance of the simulated annealing algorithm highly depends on
the temperature schedule, and choosing an efficient and effective tempera-
ture schedule is a challenging task. In annealing-GASS, we have derived a
temperature schedule under the framework of GASS. Other than the tradi-
tional temperature schedules in simulated annealing [48, 49], the proposed
temperature schedule updates adaptively with respect to the current per-
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formance of the algorithm. If Ep(·;Tk)[H(X)] − Ef(·;Tk)[H(X)] > 0, the term
V arf(·;Tk)[H(X)] impacts on the decreasing rate of the temperature reduc-
tion. A large V arf(·;Tk)[H(X)] implies that the probability mass f(x;Tk) is
scattered on a large area and we do not have much knowledge about the
promising region of the optimal solutions. Thus, the temperature decreases
slowly so that bad solutions will be accepted often to give more exploration
of a large area. On the other hand, when V arf(·;Tk)[H(X)] is smaller, the
temperature decreases faster. Smaller value of the variance means we have a
more confident belief about the promising region of the solution space, and
thus accept bad solutions with a lower probability and exploits more around
the current candidate solutions.
4.4.2 Convergence Analysis
The theoretical analysis of the convergence of the algorithm relies on the
following assumptions.
Assumption 4.2.
(i) The probability P (y ∈ X∗|x) = ∑y∈X∗ p(y|x), ∀x ∈ X, is bounded away
from 0, i.e., inf{P (y ∈ X∗|x)} > 0, ∀x ∈ X.
(ii) There exists an ε > 0 such that H(x∗)−H(x) > ε ∀x ∈ X and x 6∈ X∗.
Assumption 2 (i) ensures that the set of optimal solutions will be visited
with a positive probabiity at every iteration. In the M-H sampling step of
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Algorithm 4.2, the proposal probability mass function p(y|x) is chosen to
be positive for any y ∈ X, which satisfies Assumption 2 (i). Assumption 2
(ii) is a general condition that can be satisfied by most discrete optimization
problems in practice. We have the following theorem for the convergence of
the annealing-GASS algorithm.
Theorem 4.2. Under Assumption 2, if the temperature schedule is updated
accroding to (4.30), for any initial x(0) and T0, the sequence {x(k)} converges
in probability to a point in the set X∗ of optimal solutions.
Proof. The proof of this theorem follows the main idea in the proof of the
convergence theorem of simulated annealing algorithm on the continuous
space in [57]. If we can prove the statement that ∀δ > 0, ∃ an integer n1
such that the probability P (Xn 6∈ X∗) ≤ δ for all n ≥ n1 for each of the
independent runs of simulated annealing, the convergence is proved.
We define the following events:
A(m,n) = none of the states Xn, · · · , Xn+m is in X∗,
B(m,n) = at lease one of the transitions Xn+k−1 → Xn+k, k = 1, · · · ,m,
is a move from X∗ to {x ∈ X : H(x) < H∗},
C = Xn+m 6∈ X∗.
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It is easy to show that C ⊂ A(m,n) ∪B(m,n), and thus
P (Xn+m 6∈ X∗) = P (C) ≤ P (A(m,n)) + P (B(m,n)).
The proof is completed if we can show that there exist integers m0 and n2
such that P (A(m,n)) < δ
2
and P (B(m,n)) < δ
2
for all m > m0 and n > n2.
By Assumption 2 (i), we have P (x → x∗) > 0 ∀x ∈ X, where x →
x∗ denotes the one-step Markov transition from state x to x∗. Let η =
infx∈X{P (x→ x∗)}, and then
P (A(m0, n)) ≤ (1− η)m0 ≤ δ
2
,
if m0 > log
δ
2
1−η. Thus, we have the following statement that there exists an
integer m0 such that P (A(m0, n)) <
δ
2
, for all n ≥ 0.
In the following, we prove the statement that there exists n2 such that
P (B(m0, n)) <
δ
2
, ∀n > n2. Let
Ck(m0, n) = the event that the transition from Xn+(k−1) to Xn+k
is a move from x∗ to {x ∈ X : H(x) < H∗}.
We have
P (B(m0, n)) ≤
m0∑
k=1
P (Ck(m0, n)).
Let %∗ denote the acceptance probability in the simulated annealing move
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from x∗ to {x ∈ X : H(x) < H∗}. By Assumption 2 (ii) and the condition
that Tn is strictly decreasing by Lemma 4.1, there exists n2 such that for any
n ≥ n2,
%∗ ≤ exp
(
− ε
Tn
)
≤ exp
(
− ε
Tn2
)
=
δ
2m0
,
where Tn2 =
ε
ln
2m0
δ
. Hence, P (B(m0, n)) ≤ δ2 , ∀n ≥ n2. The proof is com-
pleted.
4.5 Numerical Results
4.5.1 Discrete Benchmark Optimization Problems
In this section, we test the proposed algorithms on the discrete version of the
benchmark problems selected from [58]. To fit in the maximization frame-
work where our algorithms are proposed, we consider the negative value
of those objective functions that are originally for minimization problems.
The solution space on each coordinate is a set of evenly distributed dis-
crete points. In all the test problems, we use a mesh distance 0.5, and
xi ∈ {−10 + 0.5j, j = 0, · · · , 40}. The eight problems with their dimen-
sions in the parentheses are listed below. Figure 4.1 shows the benchmark
problems in two dimensions.
(1) Discrete Shekel function (n = 4)
H1(x) =
5∑
i=1
(
(x− ai)T (x− ai) + ci
)−1
,
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where a1 = (4, 4, 4, 4)
T , a2 = (1, 1, 1, 1)
T , a3 = (8, 8, 8, 8)
T , a4 =
(6, 6, 6, 6)T , a5 = (3, 7, 3, 7)
T , and c = (0.1, 0.2, 0.2, 0.4, 0.4). x∗ =
(4, 4, 4, 4)T , H1(x
∗) ≈ 10.153.
(2) Discrete Griewank function (n = 50)
H2(x) = − 1
4000
n∑
i=1
x2i +
n∏
i=1
cos
(
xi√
i
)
− 1,
where x∗ = (0, · · · , 0)T , H2(x∗) = 0.
(3) Discrete Rastrigin function (n = 50)
H3(x) = −
n∑
i=1
(
x2i − 10 cos(2pixi)
)− 10n− 1,
where x∗ = (0, · · · , 0)T , H3(x∗) = −1.
(4) Discrete Powel singular function (n = 50)
H4(x) = −
n−2∑
i=2
[
(xi−1 + 10xi)2 + 5(xi+1 − xi+2)2 + (xi − 2xi+1)4
+10(xi−1 − xi+2)4
]− 1,
where x∗ = (0, · · · , 0)T , H4(x∗) = −1.
(5) Discrete Rosenbrock function (n = 10)
H5(x) = −
n−1∑
i=1
[
100(xi+1 − x2i )2 + (xi − 1)2
]− 1,
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where x∗ = (1, · · · , 1)T , H5(x∗) = −1.
(6) Discrete Levy function (n = 50)
H6(x) = − sin2(piy1)−
n−1∑
i=1
[
(yi − 1)2(1 + 10 sin2(piyi + 1))
]
−(yn − 1)2(1 + 10 sin2(2piyn))− 1,
where yi = 1 + (xi − 1)/4, x∗ = (1, · · · , 1)T , H6(x∗) = −1.
(7) Discrete Pinte´r function (n = 50)
H7(x) = −
[
n∑
i=1
ix2i +
n∑
i=1
20i sin2(xi−1 sinxi − xi + sinxi+1)
+
n∑
i=1
i log10(1 + i(x
2
i−1 − 2xi + 3xi+1 − cosxi + 1)2)
]
− 1,
where x∗ = (0, · · · , 0)T , H7(x∗) = −1.
(8) Discrete Weighted Sphere function (n = 50)
H8(x) = −
n∑
i=1
ix2i − 1
where x∗ = (0, · · · , 0)T , H8(x∗) = −1.
Specifically, Shekel (H1) is a low-dimensional problem with a small number
of local optima; Griewank (H2) and Rastrigin (H3) are multimodal problems
with a large number of local optima; Powel (H4) and Rosenbrock (H5) are
badly-scaled functions; Levy (H6) and Pinte´r (H7) are both multimodal and
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badly-scaled problems; Weighted Sphere function (H8) is a high-dimensional
concave function. There are roughly 2.83×106 feasible solutions for problem
H1, 1.34 × 1016 feasible solutions for problems H2 and H5, and 4.36 × 1080
feasible solutions for the rest of the problems.
The performance of discrete-GASS and annealing-GASS are compared
with those of model reference adaptive search (MRAS) [30], the cross-entropy
(CE) method [28], and multi-start simulated annealing with the widely-used
geometric, logarithmic, and adaptive temperature schedules proposed in [18].
The comparison is based on the same number of function evaluations, since
the computational time is dominated by function evaluations.
In discrete-GASS, we use the shape function of the form (4.22), where S0 is
set to be 105. The parameter setting with a large value of S0 makes the shape
function Sθk(H(x)) a very close approximation to (H(x)−H l)I{H(x) ≥ γθk}.
The (1 − ρ)-quantile γθk is estimated by the (1 − ρ) sample quantile of the
function values with all the samples generated at the kth iteration. We set
ρ = 0.1 for all the test problems. The initial parameterized distribution
f(x; θ0) is chosen to be the uniform distribution on the solution space X.
We observe from the experiments that the performance of the algorithm is
insensitive to the initial candidate solutions. The step size is αk =
α0
kα
, where
α0 reflects the initial step size, and the parameter α should be between 0
and 1. We set α0 = 0.1, and set α = 0.05, which is chosen to be small
to provide a slowly decaying step size. The sample size at each iteration
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is N = 1000. With the above setting of step size and sample size, we can
always find a constant b such that it satisfies the Assumption 1 (iii) with
a finite number of iterations (we set the maximal number of iteration to
K = 600). In the implementation of MRAS and CE, the initial parameterized
distribution f(x; θ0) is chosen to be the uniform distribution on the solution
space, and we set ρ = 0.1 and sample size N = 1000, which are the same as
in discrete-GASS for a fair comparison. A smoothing procedure is used when
updating the parameterized distribution, and the smoothing parameter is set
as ν = 0.1, which is found to work best by trial and error for all the test
problems in our experiments. The rest of the parameter setting for MRAS
is chosen as suggested by [30].
In annealing-GASS and multi-start simulated annealing with geometric,
logarithmic, and adaptive (proposed in [18]) temperature schedules, the ini-
tial candidate solutions are generated independently according to the uni-
form distribution on the solution space. The sample size at each iteration is
N = 100. The sample size is smaller than that of discrete-GASS or MRAS,
because the simulated annealing method requires more iterations to converge.
Given the same total number of function evaluations, the combination of a
smaller sample size and more iterations works better than that of a larger
sample size and less number of iterations. The next candidate solutions are
generated according to Algorithm 4.2.1 with the following proposal distribu-
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tion:
p(y|x) = λr(y|x) + (1− λ)u(y), (4.31)
where x denotes the current solution, y denotes the proposal candidate so-
lution, r(y|x) is the p.m.f. of the random walk from x to y, i.e., the uniform
distribution on the neighborhood of x (denoted as Nx), u(y) is the p.m.f. of
the uniform distribution on the whole solution space X, and λ is a parameter
that determines the ratio of neighborhood search and global search. Given
the current candidate solution xl(k−1), we generate a sample u
l
(k−1) uniformly
from [0, 1]. If ul(k−1) ≤ λ, we sample yl(k) from Nx; if ul(k−1) > λ, we sam-
ple yl(k) uniformly from X. Hence, yl(k) is sampled according to the p.m.f.
(4.31). The next candidate solution xl(k) is then generated following an ac-
ceptance/rejection step according to step 4 of Algorithm 4.2.1. We use the
random walk such that the proposal candidate solutions are equally likely
chosen from the neighborhood of x, Nx = {x± 0.5ei, i = 1 · · · , n}, where ei
is the vector with the ith element equal to 1 and other n− 1 elements equal
to 0, and the step size of the random walk 0.5 is the grid size of the solution
space, which makes sure the algorithm may visit all the feasible points. The
parameter λ is set to be 0.99, which assigns only a small proportion of search
effort on the exploration of the entire solution space at every iteration. If we
choose a smaller value of λ, the algorithm has better ability to escape from
the local optima but will generate more bad solutions that have a higher
chance be to rejected in Step 4 of Algorithm 4.2.1, especially when the tem-
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perature is small. Therefore, we set a large value of λ = 0.99 to make the
algorithm computationally efficient. The performance of annealing-GASS is
compared with the respective performance of multi-start simulated annealing
with geometric temperature schedule
Tk = T0ξ
k,
logarithmic temperature schedule
Tk =
T0
ln(k + 1)
,
and the adaptive temperature schedule proposed in [18]
Tk =
2(H∗ −H∗k−1)
X 21−p(n)
,
where H∗ is the true optimal value, H∗k−1 is the current best function value at
iteration k−1, p is some tolerance probability, n is the dimension of the prob-
lem, and X 21−p(n) denotes the (1− p)-quantile of the chi-squared distribution
with n degree of freedom. This adaptive temperature schedule is derived in
such a way that generating a candidate solution from the Boltzmann distri-
bution with temperature Tk will guarantee an improvement over the current
candidate solution with probability at least p. In implementation, the true
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optimal value H∗ is unknown, and we may estimate H∗ by order statistics
Hˆ∗k−1 = H
∗
k−1 +
H∗k−1 −H∗′k−1
(1− q)−n/2 − 1 ,
where H∗
′
k−1 is the second best optimal value at iteration k− 1. We compare
with these temperature schedules because of their generality and simplicity.
The parameter setting for the temperature schedules is as follows: annealing-
GASS with the initial temperature T0 = 5000 and step size αk = 100/k
0.05;
the geometric temperature schedule with T0 = 5000 and ξ = 0.99; the log-
arithmic temperature schedule with T0 = 500; the adaptive temperature
schedule with p = 0.01 and q = 0.01. The above parameter setting is found
to work best for all the test problems in our experiments.
In Table 5.1 and Figure 4.2, we compare the average performance of
discrete-GASS, MRAS, CE, annealing-GASS, and multi-start simulated an-
nealing method with geometric temperature schedule (SA (Geo Temp)), log-
arithmic temperature schedule (SA (Log Temp)), and adaptive temperature
schedule (SA (Adap Temp)). The average performance is based on 50 inde-
pendent runs. In Table 5.1, H¯∗ is the average of the optimal function values
returned by the 50 runs for each of the algorithm, std err is the standard
error of the best function values, and P is the percentage of successful runs
that find the true optima out of all the independent runs. Figure 4.2 shows
the average of the function values yielded at the current iteration versus the
total number of function evaluations.
102
Discrete-GASS MRAS CE
H¯∗(std err) P H¯∗(std err) P H¯∗(std err) P
H1 10.153(0) 100% 10.153(0) 100% 8.727(0.407) 80%
H2 0(0) 100% 0(0) 100% 0(0) 100%
H3 -1(0) 100% -1(0) 100% -1(0) 100%
H4 -1(0) 100% -2.24(0.841) 94% -1.64(0.602) 96%
H5 -10(0) 0% -10(0) 0% -53(3.15) 0%
H6 -1(0) 100% -1(0) 100% -1(0) 100%
H7 -1.71(0.404) 94% -1.95(0.462) 92% -6.14(2.77) 88%
H8 -1(0) 100% -1.005(0.005) 98% -1.01(0.007) 96%
Annealing-GASS Simulated Annealing Simulated Annealing
(Geometric Temp) (Logarithmic Temp)
H¯∗(std err) P H¯∗(std err) P H¯∗(std err) P
H1 10.153(0) 100% 1.18(0.128) 0% 0.868(0.084) 0%
H2 0.014(0.001) 28% -0.729(0.012) 0% -0.687(0.017) 0%
H3 -1231(13.06) 0% -1272(12.69) 0% -1324(12.36) 0%
H4 -1(0) 100% -1(0) 100% -464.7(5.91) 0%
H5 -1.26(0.196) 96% -1.50(0.233) 90% -6.42(0.894) 44%
H6 -90.17(0.822) 0% -107.6(1.64) 0% -269.8(3.26) 0%
H7 -3.24E4(327.1) 0% -3.06E4(261.4) 0% -2.05E4(246.1) 0%
H8 -1(0) 100% -1(0) 100% -943.1(12.25) 0%
Simulated Annealing
(Adaptive Temp)
H¯∗(std err) P
H1 0.967(0.109) 0%
H2 -0.567(0.014) 0%
H3 -1055.4(23.8) 0%
H4 -1(0) 100%
H5 -34.7(6.86) 6%
H6 -91.2(0.79) 0%
H7 -1.69E4(507.2) 0%
H8 -1.65(0.32) 90%
Table 4.1: Comparison of Discrete-GASS, MRAS, CE, Annealing-GASS,
and Multi-start Simulated Annealing with Geometric, Logarithmic, and
Adaptive Temperature
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All of the methods we have compared are population-based methods. In
particular, discrete-GASS, MRAS and CE are model-based methods, where
new candidate solutions are generated from a probabilistic model but not
directly depend on previous solutions. Annealing-GASS and multi-start
simulated annealing are instance-based methods, where new candidate so-
lutions are obtained directly from the previous solutions. As what we ex-
pected, discrete-GASS, MRAS and CE have similar performance; annealing-
GASS and multi-start simulated annealing methods with different temper-
ature schedules have some resemblance in behavior. From the results in
Table 5.1 and Figure 4.2, we can see that discrete-GASS outperforms MRAS
in both accuracy and convergence rate, and outperforms CE in accuracy. The
successful rate of returning the true optimal solution for discrete-GASS is ei-
ther equal to or a little higher than that of MRAS and CE. All of these three
methods work well in most of the test problems. They return more than 90%
true optimal solutions out of 50 independent runs for all the test problems
except the rosenbrock function, for which none of these three methods has
successful runs. Figure 4.2 shows that discrete-GASS converges faster than
MRAS in all the test problems. It verifies the effectiveness of combining
a second-order gradient method to update the parameter of the sampling
distribution.
Our proposed annealing-GASS is an improvement of multi-start simulated
annealing with geometric, logarithmic and the previously proposed adaptive
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temperature schedules. The successful rate of annealing-GASS is more than
95% in problems H1, H4, H5, and H8; in contrast, multi-start simulated an-
nealing with geometric temperature schedule works well only for problems
H4, H5, and H8, multi-start simulated annealing with logarithmic tempera-
ture schedule dose not perform well in any of the test problems within the
limited total number of function evaluations, and multi-start simulated an-
nealing with the previously proposed adaptive temperature schedule works
well for problems H4 and H8 as shown in Figure 4.2. For problems H3, H6,
and H7, none of these four methods provides good solutions. As for the
convergence speed, annealing-GASS converges faster than multi-start simu-
lated annealing with the other three temperature schedules in all the test
problems.
It is also shown in the figures that discrete-GASS provides accurate so-
lutions in most of the problems, whereas annealing-GASS yields accurate
solutions only in the low-dimensional problem H1 and badly-scaled prob-
lems H4 and H5, where it has a similar or even faster convergence speed
than discrete-GASS. Annealing-GASS and multi-start simulated annealing
method do not perform well on most of the multimodal problems that have a
large number of local optima, since the simulated annealing algorithm essen-
tially searches the next candidate solutions mainly in the neighborhood of the
current ones and it may easily get trapped in the local optima. Annealing-
GASS needs less computational time than discrete-GASS for convergence of
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the algorithm. In discrete-GASS, the dimension of the parameter θ is large,
and thus it requires more computational effort in approximating the Hessian
inverse and the gradient when updating the parameter. In annealing-GASS,
the dimension of the parameter is only 1, and it needs less computation time
in calculating the updated parameter; however, it requires more iterations
to generate better samples according to the Boltzmann distribution by the
Metropolis-Hastings step.
4.5.2 Combinatorial Optimization
In this section, we test discrete-GASS on some benchmark traveling salesman
problems (TSP) selected from [28], such as problems br17, ftv33, ftv35, ftv38.
The details of the test problems can be found from the following URL:
http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/.
We consider TSP with n cities. Let Gi,j denote the cost or distance from
city i to city j, and G be the distance matrix, whose (i, j)th element is Gi,j.
TSP aims at finding the shortest path that visits all the cities exactly once
and returns to the initial city. A tour is represented as x = (x1, · · · , xn),
where xi ∈ {1, . . . , n} is the city visited on the ith stop of the tour. The set
of all admissible tour is X = {x|xi 6= xj,∀i 6= j and i, j ∈ {1, · · · , n}}. Let
H(x) be the length of tour x. TSP is formulated as follows:
min
x∈X
H(x) = min
x∈X
n−1∑
i=1
Gxi,xi+1 +Gxn,x1 . (4.32)
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We use a similar method as in [28] to solve TSP by first considering an
equivalent problem of (4.32). Without loss of generality, we assume starting
from city 1. Let X˜ be the set of tours that start and end in city 1 and can
visit the same city more than once:
X˜ = {(x1, · · · , xn) : x1 = 1, xi ∈ {1, · · · , n}, i = 2, · · · , n}.
Note that the set of admissible tours X ⊂ X˜. Define the function H˜(x) on X˜
by H˜(x) = H(x) if x ∈ X, and H˜(x) =∞ otherwise. It is easy to show that
problem (4.32) is equivalent to the problem
min
x∈X˜
H˜(x).
Let Pk denote the transition matrix at iteration k of the algorithm, and the
(i, j)th element θi,jk is the transition probability from city i to city j. The
p.m.f. of a random path in X˜ is parameterized by the transition matrix and
is given as follows:
f(x, θk) =
n∏
r=1
n∑
i,j
θi,jk I{x ∈ X˜i,j(r)},
where X˜i,j(r) is the set of all tours in X˜ that the r-th transition is from city
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i to city j. For this p.m.f., we have
∇θ ln f(X; θ) =
[
n∑
r=1
I{X ∈ X1,1(r)}
θ1,1
, · · · ,
n∑
r=1
I{X ∈ Xi,j(r)}
θi,j
, · · · ,
n∑
r=1
I{X ∈ Xn,n(r)}
θn,n
]T
, (4.33)
and the parameter θ can be updated by plugging (4.33) into (4.15). In the
parameter updating procedure, we approximate the gradient and Hessian in
terms of the weighted summations in (4.14). For the samples of inadmissible
tours, the associated weights calculated by (4.13) is 0. Therefore, the samples
of inadmissible tours has no contribution in approximating the gradient and
Hessian. In implementation, we only generate samples of admissible tours
with transition matrix Pk at each iteration to accelerate the algorithm, and
the parameter is updated in the same procedure.
We compare the performance of discrete-GASS with CE on some selected
benchmark TSP problems. In the implementation, we set ρ = 0.05 and
sample size N = 3000 for all the test problems. The initial parameter of the
transition matrix is chosen to be proportional to the inverse of the elements
of G, i.e., θi,j0 ∝ 1Gi,j and
∑n
j=1 θ
i,j
0 = 1 for any i ∈ {1, · · · , n}. The step size
for discrete-GASS is αk =
α0
kα
, where α0 = 1 and α = 0.05. The smoothing
parameter ν for CE is set to be 0.5. For each of the problems, we run the
algorithms 10 times independently. We show the performance in Table 4.2,
where H∗ is the length of the true optimal tour, H¯∗ is the average length
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Problem n H∗ H¯∗ Hˆ∗ Hˆ∗
br17 17 39 39 39 39
discrete-GASS ftv33 34 1286 1317 1286 1370
ftv35 36 1473 1491 1479 1503
ftv38 39 1530 1548 1536 1580
br17 17 39 39 39 39
CE ftv33 34 1286 1319 1286 1370
ftv35 36 1473 1487 1479 1506
ftv38 39 1530 1553 1541 1570
Problem n δ∗ δ∗ δˆ(std)
br17 17 0 0 0(0)
discrete-GASS ftv33 34 0 0.0653 0.0244(0.0231)
ftv35 36 0.0041 0.0204 0.0124(0.0065)
ftv38 39 0.0039 0.0327 0.0121(0.0087)
br17 17 0 0 0(0)
CE ftv33 34 0 0.0653 0.0260(0.0239)
ftv35 36 0.0041 0.0224 0.0092(0.0072)
ftv38 39 0.0072 0.0261 0.0156(0.0068)
Table 4.2: Performance of discrete-GASS and CE on TSP problems
of the optimal tours returned by an algorithm, Hˆ∗ and Hˆ∗ are the best and
worst lengths of optimal tours obtained among the 10 independent runs, δ∗
and δ∗ are the best and worst relative errors defined by δ∗ = (Hˆ∗ −H∗)/H∗
and δ∗ = (Hˆ∗ − H∗)/H∗, δˆ and std in the parenthesis are the mean and
standard deviation of the relative errors, respectively. From Table 4.2, we
can see that discrete-GASS and CE have similar numerical results.
4.6 Summary
In this chapter, we have proposed two algorithms, discrete-GASS and annealing-
GASS, for discrete optimization, based on the framework of gradient-based
adaptive stochastic search. In discrete-GASS, the discrete problem is con-
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verted to a continuous optimization problem on the parameter space of the
parameterized family of distributions, and the parameter is iteratively up-
dated by a Newton-like method. In annealing-GASS, Boltzmann distribution
is used as the parameterized family of distributions, and a gradient-based
temperature schedule is derived to update the Boltzmann distribution. We
have proved the asymptotic convergence of these two algorithms under some
mild conditions. Our numerical experiments on selected benchmark prob-
lems show that discrete-GASS yields high-quality solutions and has a faster
convergence speed compared to some other existing algorithms on most of
the problems; annealing-GASS performs well on low-dimensional or badly-
scaled problems and converges faster than multi-start simulated annealing
algorithms with some other existing temperature schedules. In general,
annealing-GASS requires less total computational time than discrete-GASS
for convergence of the algorithm.
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CHAPTER 5
POPULATION MODEL-BASED
OPTIMIZATION
5.1 Background and Motivation
Our focus in this chapter is to improve on existing model-based methods by
considering the use of multiple probabilistic models at a time. In traditional
model-based methods, only one single model is used to generate candidate
solutions at each iteration. Now consider the case when the objective is a
multi-modal function and the promising local optima have similar function
values; then using a single-modal probabilistic model, such as normal distri-
butions as in most of the model-based methods, may concentrate the search
effort on only one of the local optima and ignore the actual global optimum.
If we can distribute the search effort on several promising regions of the solu-
tion space at each iteration, we have better chance to find the actual global
optimum of the multi-modal objective function.
To capture the multi-modality of the objective function, one possible rem-
edy is to generate samples from a more complicated probabilistic model such
as a multi-modal distribution, but it complicates the sampling of candidate
solution and updating of the distribution parameter. To maintain simple
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and efficient sampling and parameter updating procedures, we may generate
candidate solutions from a population of simple probabilistic models at each
iteration. There has been very few work on population model-based methods,
probably due to the difficulty of propagating multiple models and determin-
ing the number of samples to draw from each model. Among model-based
methods, we have only found that Hu et al. [59] considered using multi-
ple probabilistic models in each iteration. They develop a dynamic sample
allocation (MODSA) that aims at efficiently allocating the budget of sam-
ples among all probabilistic models to achieve better performance. However,
choosing the population size of the models in MODSA is an issue in prac-
tice: using a large number of models may waste the computational effort and
create noisy samples, while using a small number of models may result in
degeneration onto one single model.
In this chapter, we propose a new framework of population model-based
optimization (PMO) by converting the optimization problem to a param-
eter estimation problem, where we estimate the parameter of the optimal
model that is a degenerate distribution concentrating on the optimal solu-
tion. The parameter is estimated in a Bayesian manner by tracking the
posterior distribution of the parameter given some observations related to
the objective function evaluations. In this way, a population of models are
generated according to the posterior distribution of the parameter, and the
diversity of the population is determined by the spread of the posterior dis-
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tribution, which is in turn updated based on the function evaluations. This
provides a natural and proper way to adaptively propagate the population
of the models. Moreover, by generating multiple models based on a distri-
bution of the parameter, we do not need to allocate the sampling budget
among multiple models during each iteration as in MODSA. By an appro-
priate choice of the dynamic setting of the observations, we can show that
the posterior distribution of the parameter in this framework asymptotically
converges to a degenerate distribution concentrating on the optimal parame-
ter under some assumptions. In implementation, the parameter is estimated
by sequential Monte Carlo (SMC) methods [41] — a class of Monte Carlo
methods that empirically approximate and track the posterior distribution
of the unobserved state when noisy observations arrive sequentially in time.
SMC methods have proven convergence in tracking the posterior distribution
[43], and were first introduced into model-based optimization by [45, 46].
In summary, the contributions of this chapter include: (1) the introduction
of a new framework of population model-based methods with theoretical
justification, for the purpose to better capture the shape of the objective
function; and (2) two practical algorithms under this framework: population
model-based optimization with sequential Monte Carlo (PMO-SMC), and
population model-based optimization with projection sequential Monte Carlo
(PMO-PSMC).
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5.2 Problem Formulation
We consider the global optimization problem (2.1). We assume the problem
has a unique global optimal solution, i.e., there exists an x∗ ∈ X such that
H(x) < H(x∗) = H∗, ∀x 6= x∗, x ∈ X . To solve problem (2.1), a model-
based optimization method relies on a parameterized probabilistic model,
i.e. a family of parameterized sampling distributions {f(·, θ)|θ ∈ Θ ⊆ Rm}
over the solution space X , where Θ is the parameter space and m is the
dimension of the parameter. These parameterized distributions characterize
the belief about the promising regions of the solution space. A model-based
optimization method at iteration k mainly consists of two steps:
(1) generate candidate solutions from f(·, θk);
(2) compute the updated parameter θk+1 ∈ Θ for the sampling distribution
of the next iteration based on the performance of the current candidate
solutions.
Under a proper parameter updating procedure, the sequence of sampling dis-
tributions {f(·, θk)} will become more and more concentrated on the promis-
ing regions of the solution space as the number of iterations increases. Ideally,
the sequence of sampling distributions will eventually converge to f(·, θ∗),
where θ∗ is the optimal parameter such that f(·, θ∗) concentrates on the op-
timal solution x∗. In other words, solving the optimal solution x∗ can be
achieved by finding the optimal parameter θ∗ of the sampling distribution
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f(·, θ).
To find the optimal parameter θ∗, we first construct a parameter estima-
tion problem where the underlying unknown parameter value is θ∗ and then
estimate the posterior distribution of parameter value in a Bayesian way.
Specifically, the parameter estimation problem is to estimate the value of θ
in the following dynamic state-space model:
Xk ∼ f(·; θ),
Yk = H(Xk)− Vk, (5.1)
where we will refer to Xk ∈ X as unobserved state, θ as the unknown param-
eter of the distribution f(·; θ), Yk as the noisy observation, and Vk as the
random observation noise with a probability density function (p.d.f.) ϕ(·)
for all k. The intuition of (5.1) and its connection with the optimization
problem (2.1) are explained in the following. The true but unknown value of
the parameter θ is θ∗ — exactly the value which we want to find for the op-
timization problem and for the parameter estimation problem as well. Since
Xk follows the distribution f(·; θ) and the true value of θ is θ∗, the underlying
value of the unobserved state Xk is the optimal solution x
∗. The state Xk is
unobservable since we do not know x∗, but we can observe Yk which provides
information about the state Xk. In a model-based optimization algorithm,
Yk is the function value of some candidate solution generated in the search
process, and it is viewed as a noisy observation of the optimal function value
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H∗ in the estimation problem. Hence, the observation noise Vk is the dif-
ference of the true optimal value H∗ and the function evaluation of some
candidate solution. To estimate the unknown parameter, we track the pos-
terior distribution bk(θ) , p(θ|y1:k), where y1:k denotes the sequence of the
received observations up to iteration k, i.e. y1:k = {y1, · · · , yk} and yk is a
realization of the observation Yk. Thus, bk(θ) represents our belief about the
parameter value at iteration k. As the iteration number increases, we gather
more information about the true parameter value and the true state value.
With an appropriate choice of {y1, · · · , yk} (the observation sequence) and
ϕ(·) (the distribution of the observation noise Vk), the posterior distribution
bk(θ) will become more and more concentrated on the parameter value θ
∗.
The choice of {y1, · · · , yk} and ϕ(·) together in fact determines how to weigh
the candidate solutions according to their function evaluations in updating
the probabilistic models in our proposed algorithm. Therefore, {y1, · · · , yk}
and ϕ(·) are design factors that we choose in an algorithm, and the details
will be discussed in section 5.3.2.
Based on the above idea of parameter estimation, we propose a framework
of population model-based optimization methods. In a nutshell, the following
three steps are carried out at each iteration:
(1) generate a population of probabilistic models according to bk−1(θ).
(2) generate candidate solutions from the population of probabilistic mod-
els yielded in step 1.
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(3) update the posterior distribution on the parameter to bk(θ) based on
the observation yk, i.e., function evaluation at some candidate solution.
In the framework above, the parameter is estimated in terms of the posterior
distribution bk(θ). Therefore, we may get multiple values of the parame-
ter after sampling from its posterior distribution. This provides a natural
and proper way to generate and propagate a population of models, since the
diversity of the models is determined by the spread of the posterior distri-
bution bk(θ). Within the population, there are more models associated with
promising parameter values and less models associated with unpromising
ones. Thus, more candidate solutions are generated from the more promis-
ing regions, even if an equal number of candidate solutions are drawn from
each model. In the extreme case when bk(θ) is a degenerate distribution on
a single point, candidate solutions are essentially generated from a single
model. The use of a population of models helps to capture the shape of
the objective function and distribute search in multiple promising regions of
the solution space. Moreover, by generating the population of models from
the posterior distribution of the parameter, we avoid the difficult task of
allocating sample budget to the different models.
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5.3 Population Model-based Optimization
5.3.1 Parameter estimation
As described above, the optimization problem (2.1) can be viewed as a pa-
rameter estimation problem with the dynamic state-space model (5.1). Recall
ϕ(·) is the p.d.f. of Vk in (5.1), and hence
p(yk|xk) = ϕ(H(xk)− yk). (5.2)
Thus, the state-space model (5.1) can be equivalently represented in terms
of distributions
Xk ∼ f(·; θ),
Yk ∼ ϕ(H(xk)− yk). (5.3)
To estimate the unknown parameter θ of the state-space model (5.3), one
of the widely-used methods is to treat θ as a component of the state vector,
with the state equation
θk = θk−1, (5.4)
where we abuse the notation θ to denote both the state and its realization.
Now the state vector becomes (Xk, θk). Denote the joint posterior distribu-
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tion of the state X and the parameter θ by
bk(xk, θk) , p(xk, θk|y1:k).
The posterior distribution of the parameter θ is
bk(θk) , p(θk|y1:k) =
∫
X
bk(xk, θk)dxk. (5.5)
We can estimate the optimal parameter in a Bayesian manner by tracking
the posterior distribution bk(θk).
Since the computation of bk(θk) is usually analytically intractable, we use
sequential Mont Carlo (SMC) methods to approximate the posterior distri-
bution bk(θk) in implementation. The issue of applying SMC to (5.4) is that
there is no evolution on θ, so the candidate samples of θ will only be lim-
ited to the initial samples and may cause sample degeneracy. A pragmatic
method to overcome this problem is to add an artificial diminishing noise Γk
[44]:
θk = θk−1 + Γk. (5.6)
The noise should be small such that (5.6) does not differ too much from
(5.4). However, with a small noise the samples of the parameter evolve very
slowly, and thus the algorithm may still suffer from the sample degeneracy
problem and slow convergence rate. To accelerate the evolution on θ, we
introduce a new method — projection SMC — for parameter estimation,
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based on the work of [60, 61] and [62]. The idea is to project bk−1(θk−1) onto
a parameterized distribution g(·;λk) and generate new samples of θk from
g(·;λk). The details of SMC and projection SMC for parameter estimation
will be provided in section 5.3.4.
In the following, we derive how to propagate bk−1(xk−1, θk−1) to bk(xk, θk).
Denote
b˜k−1(θk) , p(θk|y1:k−1).
If following the approach of adding artificial noise, then
b˜k−1(θk) =
∫
Θ
bk−1(θk−1)p(θk|θk−1)dθk−1, (5.7)
where the transition density p(θk|θk−1) is induced by the distribution of Γk
and (5.6). Or if using projection, then
b˜k−1(θk) = g(θk;λk). (5.8)
Define
b˜k−1(xk, θk) , p(xk, θk|y1:k−1) = p(xk|θk)p(θk|y1:k−1) = f(xk; θk)b˜k−1(θk).
(5.9)
According to the Bayes rule and (5.2), the posterior distribution bk(xk, θk)
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can be expressed by
bk(xk, θk) = p(xk, θk|y1:k)
=
p(yk|xk, θk, y1:k−1)p(xk, θk, y1:k−1)
p(y1:k)
=
p(yk|xk)p(xk, θk|y1:k−1)
p(yk|y1:k−1)
=
ϕ(H(xk)− yk)b˜k−1(xk, θk)∫
X
∫
Θ
ϕ(H(xk)− yk)b˜k−1(xk, θk)dθkdxk
. (5.10)
Thus, we have
bk(xk, θk) ∝ ϕ(H(xk)− yk)b˜k−1(xk, θk). (5.11)
In summary, the posterior distributions are propagated by
bk−1(xk−1, θk−1) =⇒ bk−1(θk−1) =⇒ b˜k−1(θk) =⇒ b˜k−1(xk, θk) =⇒ bk(xk, θk).
5.3.2 Population model-based optimization framework
Before presenting the optimization framework, we need to consider the choice
of ϕ(·) and yk in (5.11) so that {bk} will converge to a Dirac delta function
concentrated on the optimal solution x∗ and the optimal parameter value θ∗.
Notice that bk, compared to b˜k−1, is tilted by the term ϕ(H(xk)− yk), which
essentially puts a weight on each xk according to the function evaluation
H(xk). Hence, we require the following condition on ϕ(·) (i.e., the p.d.f. of
Vk in (5.1)).
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Assumption 5.1. The p.d.f. ϕ(·) has support on [0, Hu −H l], and is con-
tinuous, positive, strictly increasing on its support.
This assumption implies that the belief bk is concentrated on the more
promising regions where H(x) is greater than yk, since ϕ(H(x)− yk) is posi-
tive if H(x) ≥ yk and is zero otherwise. With the strictly increasing property
of ϕ(·), we have ϕ(H(x) − yk) > ϕ(H(x′) − yk), for any x, x′ ∈ X satisfy-
ing H(x) > H(x′) ≥ yk; hence bk has higher probability on the regions of
better solutions. The continuity of ϕ(·) is a regularity condition needed for
convergence analysis later. An example of such a p.d.f. is ϕ(vk) ∝ vkI{vk≥0},
where I{·} is the indicator function, and then p(yk|xk) = ϕ(H(xk) − yk) ∝
(H(xk)− yk)I{H(xk)≥yk}, which essentially tilts the belief using only the elite
solutions whose performance is no worse than yk.
In our optimization algorithms, yk is the function evaluation at some can-
didate solution, and thus at the true value of Xk (i.e., Xk = x
∗) the function
value H(xk) is no less than the observation value yk, i.e. H(xk) ≥ yk. Thus,
the support of bk(xk) is a subset of {xk ∈ X : H(xk) ≥ yk}. To make sure
the support of bk(xk) concentrating on more promising regions of the solution
space as the iteration increases, the observation sequence {y1, y2, · · · , yk, · · · }
should be monotonically increasing. One common way to obtain the obser-
vation is to choose from the (1 − ρ)-quantile of H(x) with respect to the
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posterior distribution b˜k(x). Denote the quantile by
γk , sup
l
{l : Pb˜k(x ∈ X : H(x) ≥ l) ≥ ρ}, (5.12)
where Pb˜k(·) denotes the probability with respect to b˜k(x). To create an in-
creasing observation sequence, we let yk = γk, if γk ≥ yk−1 + , where  is a
small positive constant, and keep the observation the same, i.e., yk = yk−1,
otherwise. We use the (1− ρ)-quantile, since we want to keep searching the
most promising regions of the solution space as well as exploring more to pro-
duce better estimation of the optimal parameter of the probabilistic models.
The parameter ρ serves as a trade-off parameter between exploitation and
exploration. With a small value of ρ, we exploit more near the current best
estimation; with a large value of ρ, we explore in a relatively larger area.
In summary, we propose the following framework for population model-
based optimization. It is an ideal version that assumes the updating of {bk}
can be done exactly.
Population Model-based Optimization (PMO)
1. Initialization: Set the initial density b0(θ0) and choose a ϕ(·) that sat-
isfies Assumption 5.1. Set iteration number k = 1.
2. Evolution: Obtain b˜k−1(θk) due to either added artificial noise by (5.7)
or projection by (5.8), and obtain b˜k−1(xk, θk) by (5.9).
3. Observation: For k = 1, y1 := γ1. For k > 1, if γk ≥ yk−1 + , then set
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yk := γk; else set yk := yk−1.
4. Updating: Compute bk(xk, θk) by (5.10).
5. Stopping: If a stopping criterion is satisfied, then stop; else, set k :=
k + 1 and go to step 2.
5.3.3 Convergence Analysis
In this section, we provide theoretical justification on the convergence of the
proposed framework. Some of the proof techniques resemble the analysis for
the particle filtering framework of randomized optimization (cf. [46]) and the
analysis for methods of generations (cf. Section 5.2 in [63]). The main result
is to show that, under some assumptions,
lim
k→∞
Ebk [H(X)] = lim
k→∞
∫
X
∫
Θ
H(x)bk(x, θ)dθdx = H
∗. (5.13)
Since according to our assumption the objective function H(x) has a unique
global optimal solution, (5.13) is equivalent to the fact that the marginal
posterior distributions bk(x) and bk(θ) are Dirac delta functions concentrated
on the optimal solution x∗ and optimal parameter θ∗ respectively as k goes
to infinity.
Before starting the proof of our main result, we first introduce some as-
sumptions.
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Assumption 5.2. For any constant Hc < H(x∗), the set {x ∈ X : H(x) ≥
Hc} has a strictly positive Lebesgue measure.
Assumption 5.3. For any x ∈ X , f(x; θk) > 0 for all finite k.
Assumption 5.4.
∑∞
k=1 |b˜k(x)− bk(x)| <∞ almost everywhere in X .
Assumption 5.2 ensures that the neighborhood of the optimal solution x∗
has a positive probability of being sampled, and it is satisfied if the func-
tion H(x) is continuous on its support. Assumption 5.3 is a condition on
the choice of the parameterized distribution to generate candidate solutions,
and it ensures that there is a positive probability of generating samples from
the whole solution space at each iteration to keep a global exploration. It
can be satisfied by most of the parameterized distributions, such as normal
distribution. Assumption 5.4 is consistent with the intuition that the per-
turbation on bk (due to either the added artificial noise or the projection)
has to dampen down such that {bk} will eventually settle down to a de-
generate distribution, and furthermore it says that this perturbation has to
dampen down fast enough in accordance with the belief itself, i.e., a more
concentrated bk will only allow a smaller perturbation. This assumption can
be satisfied if the artificial noise Γk goes to zero or the error of the density
projection goes to zero fast enough as k goes to infinity. However, this as-
sumption cannot be verified easily in the implementation, since it is not easy
to calculate the explicit form of bk and b˜k. When adding artificial noise for
parameter evolution, we provide a special case later in Assumptions 5.5-5.7,
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which satisfy Assumption 5.4 and are easy to be verified in implementation.
When using projection for parameter evolution, this assumption is hard to
be verified. To make the error of the density projection goes to zero requires
that the dimension of λk in the projection density b˜k(θ) = g(θ;λk) goes to
infinity as k goes to infinity, which cannot be satisfied easily in the imple-
mentation. In the implementation, we may use normal distribution as the
projection distribution for ease of calculation.
We analyze the convergence shown in (5.13) by two steps. In the first step,
we show that Ebk [H(X)] converges to a finite value in the following lemma.
Lemma 5.1. Under Assumptions 5.1 and 5.4, Ebk [H(X)] converges.
Proof. Define ck , Ebk [H(X)]−Eb˜k [H(X)]. First, we show that Ebk [H(X)] ≥
Ebk−1 [H(X)] − ck−1. By (5.10), the posterior distribution bk(x, θ) can be
expressed by
bk(x, θ) , p(x, θ|y1:k) = b˜k−1(x, θ)ϕ(H(x)− yk)Eb˜k−1 [ϕ(H(X)− yk)]
. (5.14)
Then, the expectation of H(X) with respect to bk(x, θ) is represented by
Ebk [H(X)] =
Eb˜k−1 [H(X)ϕ(H(X)− yk)]
Eb˜k−1 [ϕ(H(X)− yk)]
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=
Eb˜k−1
[
(H(X)− Eb˜k−1 [H(X)])ϕ(H(X)− yk)
]
Eb˜k−1 [ϕ(H(X)− yk)]
+
Eb˜k−1 [H(X)]Eb˜k−1 [ϕ(H(X)− yk)]
Eb˜k−1 [ϕ(H(X)− yk)]
=
Eb˜k−1
[
(H(X)− Eb˜k−1 [H(X)])ϕ(H(X)− yk)
]
Eb˜k−1 [ϕ(H(X)− yk)]
+ Eb˜k−1 [H(X)]
≥ Eb˜k−1 [H(X)] ,
where the inequality follows from
Eb˜k−1
[
(H(X)− Eb˜k−1 [H(X)])ϕ(H(X)− yk)
]
≥ 0,
which can be proved as follows.
By Assumption 5.1, ϕ(·) is strictly increasing on its support. We have
ϕ(H(x)− yk)− ϕ(Eb˜k−1 [H(X)]− yk) ≤ 0, if H(x) ≤ Eb˜k−1 [H(X)],
and
ϕ(H(x)− yk)− ϕ(Eb˜k−1 [H(X)]− yk) > 0, if H(x) > Eb˜k−1 [H(X)].
Then,
130
Eb˜k−1
[
(H(X)− Eb˜k−1 [H(X)])ϕ(H(X)− yk)
]
= Eb˜k−1
[
(H(X)− Eb˜k−1 [H(X)])(ϕ(H(X)− yk)− ϕ(Eb˜k−1 [H(X)]− yk))
]
=
∫
H(x)≤Eb˜k−1 [H(X)]
∫
Θ
(H(x)− Eb˜k−1 [H(X)])(ϕ(H(x)− yk)
−ϕ(Eb˜k−1 [H(X)]− yk))b˜k−1(x, θ)dθdx
+
∫
H(x)>Eb˜k−1 [H(X)]
∫
Θ
(H(x)− Eb˜k−1 [H(X)])(ϕ(H(x)− yk)
−ϕ(Eb˜k−1 [H(X)]− yk))b˜k−1(x, θ)dθdx
≥ 0.
Therefore,
Ebk [H(X)] ≥ Ebk−1 [H(X)]− ck−1.
Then, we have
ak , Ebk [H(X)] +
k−1∑
i=1
ci ≥ Ebk−1 [H(X)] +
k−2∑
i=1
ci = ak−1.
Thus, {ak, k = 1, 2, · · · } is monotonically increasing. Moreover, {ak} is
upper bounded, since for all k ≥ 1, ak ≤ Hu +
∑k−1
i=1 ci and
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k−1∑
i=1
ci ≤
k−1∑
i=1
|ci|
≤
∫
X
H(x)
k−1∑
i=1
|bi(x)− b˜i(x)|dx
≤
∫
X
H(x)
∞∑
i=1
|bi(x)− b˜i(x)|dx <∞,
where the last inequality follows from Assumption 5.4 and the fact that
X is compact. Since {ak} is monotonically increasing and upper bounded,
limk→∞ ak exists. Using the dominated convergence theorem, we conclude
that
∑∞
i=1 ci exists and
∞∑
i=1
ci =
∞∑
i=1
∫
X
H(x)(bi(x)− b˜i(x))dx
=
∫
X
H(x)
∞∑
i=1
(bi(x)− b˜i(x))dx <∞.
Therefore, the limit of the righthand side of Ebk [H(X)] = ak−
∑k−1
i=1 ci exists,
which implies that limk→∞ Ebk [H(x)] exists.
In the second step, we further show that the convergence value is indeed
the true optimal value H∗, as stated in the following theorem.
Theorem 5.1. Under Assumptions 5.1-5.4, limk→∞ Ebk [H(X)] = H∗.
Proof. Since yk is monotonically increasing and upper bounded by H
∗ and
is updated only when γk ≥ yk−1 + , there exists K <∞ such that yk = yK ,
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∀k ≥ K. There are two cases need to consider: (i) yK = H∗, and (ii)
yK < H
∗.
(i) Case 1: yK = H
∗
By (5.14), we have
bk(x) = b˜k−1(x)
ϕ(H(x)− yk)
Eb˜k−1 [ϕ(H(X)− yk)]
. (5.15)
Since ϕ(·) has support on [0, Hu−H l], we have ϕ(H(X)−yK) = 0 if H(x) <
H∗, which trivially gives us
bk(x) = 0, ∀x 6= x∗, ∀k ≥ K.
Thus,
Ebk [H(X)] = H
∗, ∀k ≥ K,
which completes the proof of case (i).
(ii) Case 2: yK < H
∗
By lemma 5.1, the sequence {Ebk [H(X)], k = 1, 2, . . . } converges. Suppose
limk→∞ Ebk [H(X)] = H∗, and we will prove H∗ = H∗ by contradiction.
We define the set A as
A = {x ∈ X : H(x) ≥ H∗} .
For any fixed x ∈ A and any finite i, since ϕ(H(X) − yi) > 0 and by
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Assumption 5.3 b˜i(x) > 0, we have bi(x) > 0 and Eb˜i−1 [ϕ(H(X) − yi)] > 0.
Therefore, by induction we may represent (5.15) by
bk(x) = b1(x)
k∏
i=2
b˜i−1(x)
bi−1(x)
ϕ(H(x)− yi)
Eb˜i−1 [ϕ(H(X)− yi)]
, ∀x ∈ A, (5.16)
and from Assumption 5.4, we have limi→∞
b˜i(x)
bi(x)
= 1, almost everywhere in A.
Hence, almost everywhere in A,
lim
i→∞
b˜i−1(x)
bi−1(x)
ϕ(H(x)− yi)
Eb˜i−1 [ϕ(H(X)− yi)]
= lim
i→∞
b˜i−1(x)
bi−1(x)
lim
i→∞
ϕ(H(x)− yi)
Eb˜i−1 [ϕ(H(X)− yi)]
=
limi→∞ ϕ(H(x)− yi)
limi→∞ Eb˜i−1 [ϕ(H(X)− yi)]
=
ϕ(H(x)− yK)
limi→∞ Ebi−1 [ϕ(H(X)− yi)]
where the last equality is because of the continuity of ϕ(·) under Assumption
5.1, and limi→∞ Eb˜i−1 [ϕ(H(X)− yi)] = limi→∞ Ebi−1 [ϕ(H(X)− yi)] is yielded
by bounded convergence theorem and Assumption 5.4.
Suppose limk→∞ Ebk [H(X)] = H∗ < H∗, a trivial contradiction leads to
C , lim
k→∞
∫
{x:H(x)≤H∗}
bk(x)dx > 0.
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We can write
Ebi−1 [ϕ(H(X)− yi)] =
∫
{x:H(x)≤H∗}
ϕ(H(X)− yi)bk(x)dx
+
∫
{x:H(x)>H∗}
ϕ(H(X)− yi)bk(x)dx
≤ ϕ(H∗ − yi)
∫
{x:H(x)≤H∗}
bk(x)dx
+ϕ(H∗ − yi)
∫
{x:H(x)>H∗}
bk(x)dx.
Taking limit on both sides of the inequality, by the continuity of ϕ(·) we have
lim
k→∞
Ebi−1 [ϕ(H(X)− yi)] ≤ ϕ(H∗ − yK) lim
k→∞
∫
{x:H(x)≤H∗}
bk(x)dx
+ϕ(H∗ − yK) lim
k→∞
∫
{x:H(x)>H∗}
bk(x)dx
= ϕ(H∗ − yK)C + ϕ(H∗ − yK)(1− C).
We define the set B as
B = {x ∈ A : ϕ(H∗ − yK)C + ϕ(H∗ − yK)(1− C) < ϕ(H(x)− yK)} .
Since C > 0 and ϕ(·) is strictly increasing, ϕ(H∗−yK)C+ϕ(H∗−yK)(1−C) <
ϕ(H∗− yK). Thus, B has a strict positive Lebesgue measure by Assumption
5.2.
Hence, almost everywhere in B,
lim
i→∞
b˜i−1(x)
bi−1(x)
ϕ(H(x)− yi)
Eb˜i−1 [ϕ(H(X)− yi)]
≥ ϕ(H(x)− yK)
ϕ(H∗ − yK)C + ϕ(H∗ − yK)(1− C) > 1,
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by the definition of B. From the inequality above and (5.16), we have
lim
k→∞
bk(x) =∞, almost everywhere in B.
By Fatou’s lemma and the positive Lebesgue measure of B, we have
lim
k→∞
inf
∫
B
bk(x)dx ≥
∫
B
lim
k→∞
inf bk(x)dx =∞,
which contradicts to the fact that
lim
k→∞
inf
∫
B
bk(x)dx ≤ lim
k→∞
inf
∫
X
bk(x)dx = 1.
Therefore, we conclude that H∗ = H∗, and limk→∞ Ebk [H(X)] = H∗.
In the following, we show the convergence of PMO with adding artificial
noise for parameter evolution under some more specific Assumptions 5.5-5.7,
which can be considered as a special case that satisfies Assumption 5.4. Since
yk is monotonically increasing and upper bounded by H
∗ and is updated only
when γk ≥ yk−1 + , there exists K <∞ such that yk = yK , ∀k ≥ K.
Assumption 5.5. The artificial noise Γk is uniformly distributed on the
support [−δk, δk]m, where δk = δαk, δ ≥ 0 and 0 ≤ α < ϕ(0)ϕ(Hu−yK) .
Assumption 5.6. bk(θ) is continuous on Θ, and differentiable on int(Θ),
i.e., the interior of Θ.
136
Assumption 5.7. There exists a finite constant A such that ‖∇θb0(θ)‖ ≤ A
for all θ ∈ int(Θ).
Assumption 5.5 restricts the magnitude of the artificial noise Γk by a special
case using uniform distribution. Since ϕ(·) is a strictly increasing function
on the support [0, Hu −H l], we have α < 1. The magnitude of the uniform
noise is decreasing in a geometric form δk = δα
k, and δk ↘ 0 in a relatively
fast speed as k →∞. We use the uniform distribution for Γk because of its
simple p.d.f. for further analysis. We can also use other distributions for Γk
in practice as long as its magnitude diminishes and goes to 0 fast enough,
e.g., normal distributions with mean 0 and variance goes to 0 as k → 0, but it
may not easy to verify the satisfaction of Assumption 5.4. Assumptions 5.6
and 5.7 are additional conditions that are used together with Assumption
5.5 to prove the satisfaction of Assumption 5.4. For Assumption 5.6, the
differentiability of bk(θ) mainly depends on the differentiability of f(x; θ) and
p(θ|θk−1) with respect to θ. The uniform distribution used in Assumption 5.5
already ensures the differentiability of p(θ|θk−1), and the differentiability of
f(x; θ) is easily satisfied by many parameterized distributions, such as normal
distributions. Assumption 5.7 restricts the initial setting of the distribution
of the parameter, and it can be satisfied easily by many distributions.
The theorem below establishes the special case, that Assumptions 5.5-5.7
satisfy Assumption 5.4.
Theorem 5.2. Under Assumptions 5.1-5.3 and 5.5-5.7, limk→∞ Ebk [H(X)] =
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H∗.
Proof. We prove this theorem by showing that Assumption 5.4 is satisfied
under Assumptions 5.5-5.7. By (5.7) and (5.9), we have
b˜k(x, θ) = p(x|θ, y1:k)
∫
Θ
p(θ|θk, y1:k)bk(θk)dθk. (5.17)
For any fixed θ ∈ Θ, let Smk (θ) = {θk ∈ Θ : |θik − θi| < δk, i = 1, · · · ,m},
where θi denotes the i-th element of θ, m is the dimension of θ. Let V (Smk (θ))
denote the volume of Smk (θ). By Assumption 5.5, the artificial noise Γk is
uniformly distributed on [−δk, δk]m, then the p.d.f. p(θ|θk, y1:k) is
p(θ|θk, y1:k) =
I{θk∈Smk (θ)}
V (Smk (θ))
. (5.18)
Plugging (5.18) into (5.17), we have
b˜k(x, θ) = p(x|θ, y1:k)
∫
Smk (θ)
1
V (Smk (θ))
bk(θk)dθk.
The joint posterior p.d.f. bk(x, θ) can be represented by
bk(x, θ) = p(x|θ, y1:k)bk(θ).
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Then,
|bk(x, θ)− b˜k(x, θ)| = p(x|θ, y1:k)
∣∣∣∣∣bk(θ)−
∫
Smk (θ)
1
V (Smk (θ))
bk(θk)dθk
∣∣∣∣∣
≤ p(x|θ, y1:k)
V (Smk (θ))
∫
Smk (θ)
|bk(θ)− bk(θk)| dθk.
By Assumption 5.6, bk(θ) is continuous on S
m
k (θ) and differentiable on the
open set {θk ∈ Θ : |θik−θi| < δk, i = 1, · · · ,m}. By the mean value theorem,
∃ ξ ∈ Smk (θ), such that
|bk(θ)− bk(θk)| ≤ ‖∇θbk(ξ)‖2 ‖θ − θk‖2 ≤ ‖∇θbk(ξ)‖mδk,
where ‖·‖2 denotes the Euclidean norm and ‖·‖ denotes the maximum norm.
Define
dk = sup
ξ∈Θ
(‖∇θbk(ξ)‖)mδk,
and V (Θ) is the volume of Θ, which is bounded. Now, since
|bk(x)− b˜k(x)| ≤
∫
Θ
|bk(x; θ)− b˜k(x; θ)|dθ,
to prove
∑∞
k=1 |bk(x)− b˜k(x)| <∞ almost everywhere in X , it is sufficient to
show
∑∞
k=1 dk <∞.
By (5.5) and (5.14), we have
bk(θ) =
∫
X b˜k−1(x, θ)ϕ(H(x)− yk)dx
Eb˜k−1 [ϕ(H(X)− yk)]
.
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The gradient of bk(θ) is
∇θbk(θ) =
∇θ
∫
X b˜k−1(x, θ)ϕ(H(x)− yk)dx
Eb˜k−1 [ϕ(H(X)− yk)]
=
∫
X ∇θb˜k−1(x, θ)ϕ(H(x)− yk)dx
Eb˜k−1 [ϕ(H(X)− yk)]
.
Since there exists K <∞ such that yk = yK , ∀k ≥ K, the gradient of bk(θ)
is upper bounded by
∀k ≥ K,
∇θbk(θ) ≤ ϕ(H
u − yK)
ϕ(0)
∫
X
∇θb˜k−1(x, θ)dx
=
ϕ(Hu − yK)
ϕ(0)
∇θb˜k−1(θ), (5.19)
∀k < K,
∇θbk(θ) ≤ ϕ(H
u −H l)
ϕ(0)
∫
X
∇θb˜k−1(x, θ)dx
=
ϕ(Hu −H l)
ϕ(0)
∇θb˜k−1(θ), (5.20)
where the inequalities are because of ϕ(0) ≤ ϕ(H(x) − yk) ≤ ϕ(Hu − yK),
∀k ≥ K, and ϕ(0) ≤ ϕ(H(x) − yk) ≤ ϕ(Hu − H l), ∀k < K. Taking the
maximum norm on both sides of (5.19) and (5.20), we have the following
inequalities
∀k ≥ K,
‖∇θbk(θ)‖ ≤ ϕ(H
u − yK)
ϕ(0)
‖∇θb˜k−1(θ)‖, (5.21)
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∀k < K,
‖∇θbk(θ)‖ ≤ ϕ(H
u −H l)
ϕ(0)
‖∇θb˜k−1(θ)‖. (5.22)
Next, we prove ∃ ηk ∈ Θ, such that ‖∇θb˜k(θ)‖ ≤ ‖∇θbk(ηk)‖, where ηk is
dependent on θ.
Let ~εi = (0, 0, · · · , 0, ε, 0, · · · , 0), where the i-th element of ~εi is ε and other
elements are 0. We denote θ = (θ1, θ2, · · · , θm), and θ¯i = (θ1, θ2, · · · , θi−1, θi+1,
· · · , θm). With the definition of θ¯i, b˜k(θ) can be alternatively represented by
b˜k(θ) =
∫
Smk (θ)
bk(θk)
V (Smk (θ))
dθk =
∫ θi+δk
θi−δk
∫
Sm−1k (θ¯i)
bk(θ
i
k, θ¯
i
k)
V (Smk (θ))
dθ¯ikdθ
i
k,
where Sm−1k (θ¯
i) = {θ¯ik ∈ Θ : |θik − θi| < δk, i = 1, · · · , i − 1, i + 1, · · · ,m}.
Then,
|b˜k(θ + ~εi)− b˜k(θ)| =
∣∣∣∣∣
∫ θi+δk+ε
θi−δk+ε
∫
Sm−1k (θ¯i)
bk(θ
i
k, θ¯
i
k)
V (Smk (θ))
dθk
−
∫ θi+δk
θi−δk
∫
Sm−1k (θ¯i)
bk(θ
i
k, θ¯
i
k)
V (Smk (θ))
dθk
∣∣∣∣∣
=
∣∣∣∣∣
∫ θi+δk+ε
θi+δk
∫
Sm−1k (θ¯i)
bk(θ
i
k, θ¯
i
k)
V (Smk (θ))
dθk
−
∫ θi−δk+ε
θi−δk
∫
Sm−1k (θ¯i)
bk(θ
i
k, θ¯
i
k)
V (Smk (θ))
dθk
∣∣∣∣∣
=
∣∣∣∣∣
∫ θi+ε
θi
∫
Sm−1k (θ¯i)
bk(θ
i
k + δk, θ¯
i
k)− bk(θik − δk, θ¯ik)
V (Smk (θ))
dθk
∣∣∣∣∣
≤
∫ θi+ε
θi
∫
Sm−1k (θ¯i)
∣∣bk(θik + δk, θ¯ik)− bk(θik − δk, θ¯ik)∣∣
V (Smk (θ))
dθk.
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Because Sk(θ) is compact, ∃ t ∈ Sk(θ), such that ∀θk ∈ Sk(θ), we have
|bk(θik + δk, θ¯ik)− bk(θik − δk, θ¯ik)| ≤ |bk(ti + δk, t¯i)− bk(ti − δk, t¯i)|.
Thus,
|b˜k(θ + ~εi)− b˜k(θ)| ≤
∫ θi+ε
θi
∫
Sm−1k (θ¯i)
|bk(ti + δk, t¯i)− bk(ti − δk, t¯i)|
V (Smk (θ))
dθk.
By mean value theorem, ∃ τ ∈ Θ, such that
|bk(ti + δk, t¯i)− bk(ti − δk, t¯i)| =
∣∣∣∣∂bk∂θi (τ)
∣∣∣∣ 2δk.
Thus,
|b˜k(θ + ~εi)− b˜k(θ)| ≤ ε
2δk
∣∣∣∣∂bk∂θi (τ)
∣∣∣∣ 2δk = ε ∣∣∣∣∂bk∂θi (τ)
∣∣∣∣ .
By the definition of derivative, we have
∣∣∣∣∣∂b˜k(θ)∂θi
∣∣∣∣∣ = limε→0 |b˜k(θ + ~εi)− b˜k(θ)|ε ≤
∣∣∣∣∂bk∂θi (τ)
∣∣∣∣ .
It is easy to observe from the above inequality that ∃ηk ∈ Θ, such that
‖∇θb˜k(θ)‖ ≤ ‖∇θbk(ηk)‖. (5.23)
By (5.21)-(5.23), we may bound ‖∇θbk(θ)‖ in terms of ‖∇θbk−1(·)‖. There-
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fore, ∃ ηk−1 ∈ Θ, such that
‖∇θbk(θ)‖ ≤ ϕ(H
u − yK)
ϕ(0)
‖∇θb˜k−1(θ)‖ ≤ ϕ(H
u − yK)
ϕ(0)
‖∇θbk−1(ηk−1)‖, ∀k ≥ K,
and
‖∇θbk(θ)‖ ≤ ϕ(H
u −H l)
ϕ(0)
‖∇θb˜k−1(θ)‖ ≤ ϕ(H
u −H l)
ϕ(0)
‖∇θbk−1(ηk−1)‖, ∀k < K.
By induction, we have
‖∇θbk(θ)‖ ≤
(
ϕ(Hu − yK)
ϕ(0)
)k−K (
ϕ(Hu −H l)
ϕ(0)
)K
‖∇θb0(η0)‖, ∀k ≥ K.
By Assumption 5.7, we have ‖∇θb0(θ)‖ ≤ A; hence the upper bound of dk is
dk ≤ A
(
ϕ(Hu − yK)
ϕ(0)
)k−K (
ϕ(Hu −H l)
ϕ(0)
)K
mδk, ∀k ≥ K.
If δk = δα
k and α < ϕ(0)
ϕ(Hu−yK) , we have
∑∞
k=1 dk <∞, which implies that
∞∑
k=1
|bk(x)− b˜k(x)| ≤
∞∑
k=1
∫
Θ
|bk(x; θ)− b˜k(x; θ)|dθ <∞,
as k goes to infinity. Therefore,
∑∞
k=1 |bk(x)− b˜k(x)| <∞ almost everywhere
in X , which is Assumption 5.4.
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5.3.4 Implementations
The proposed PMO framework is an ideal algorithm which assumes the belief
states {bk} can be computed exactly. However, it is usually not possible due
to the integration in the Bayes updating. In implementation, we apply se-
quential Monte Carlo (SMC) methods to estimate the unobserved state and
the unknown parameter jointly based on the observations by tracking the
posterior distribution bk(xk, θk). Given the initial samples {(xi0, θi0)}Ni=1 (N
is the sample size) that are i.i.d. from b0(x0, θ0), SMC methods recursively
propagate the pervious samples
{(
xik−1, θ
i
k−1
)}N
i=1
that is an empirical ap-
proximation of bk−1(xk−1, θk−1) to samples {(xik, θik)}Ni=1 that approximate the
posterior distribution bk(xk, θk). The analysis about the convergence of the
empirical approximation of the posterior distribution to its true distribution
using SMC and projection SMC can be found in [44] and [60] respectively.
We first present how to propagate the samples by adding artificial noise on
θ with state equation (5.6). From samples
{(
xik−1, θ
i
k−1
)}N
i=1
, we can generate
samples
{(
x˜ik, θ˜
i
k
)}N
i=1
that empirically approximate b˜k−1(xk, θk) based on
(5.7) and (5.9) by
θ˜ik ∼ p(θk|θik−1), i = 1, · · · , N,
x˜ik ∼ f(xk; θ˜ik), i = 1, · · · , N.
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By importance sampling [64], (5.10) can be empirically approximated by
bk(xk, θk) ≈
N∑
i=1
ϕ(H(x˜ik)− yk)∑N
i=1 ϕ(H(x˜
i
k)− yk)
δ((xk, θk)− (x˜ik, θ˜ik)),
where δ(·) is the Kronecker delta function. Let the normalized weight for
sample
(
x˜ik, θ˜
i
k
)
be
wik =
ϕ(H(x˜ik)− yk)∑N
i=1 ϕ(H(x˜
i
k)− yk)
, i = 1, · · · , N.
Then, the empirical approximation of bk(xk, θk) is
bNk (xk, θk) =
N∑
i=1
wikδ((xk, θk)− (x˜ik, θ˜ik)).
Since the weight wik is proportional to ϕ(H(x
i
k) − yk), the strictly increas-
ing property of ϕ(·) assigns more weights on the promising candidate solu-
tions, and specifically the optimal solution x∗ has the strictly largest weight.
Therefore, the posterior distribution bk(xk, θk) evolves to be more concen-
trated on the promising regions. We denote the samples and their associ-
ated weights by
{(
x˜ik, θ˜
i
k
)
, wik
}N
i=1
. Then we can produce the samples with
equal weights
{
(xik, θ
i
k) ,
1
N
}N
i=1
approximately according to bk(xk, θk) from the
weighted samples
{(
x˜ik, θ˜
i
k
)
, wik
}N
i=1
by a resampling step. The resampling
procedure is introduced to generate more samples with high weights and less
samples with low weights, which helps generate more samples on the promis-
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ing regions as well as avoiding the degeneracy problem of the weights. In
summary, we propagate the samples as follows:
{(
xik−1, θ
i
k−1
)
,
1
N
}N
i=1
=⇒
{(
x˜ik, θ˜
i
k
)
, wik
}N
i=1
=⇒
{(
xik, θ
i
k
)
,
1
N
}N
i=1
.
Therefore, given the samples according to b0(x0, θ0), we may recursively gen-
erate random samples to empirically approximate the posterior distribution
bk(xk, θk).
In projection SMC parameter estimation, we project the empirical poste-
rior distribution of the parameter
bNk−1(θk−1) =
N∑
i=1
wik−1δ(θk−1 − θik−1) (5.24)
onto a parameterized distribution g(·;λk). The projection is conducted by
minimizing the Kullback-Leibler (KL) divergence between these two distri-
butions.
λk , argmin
λ
DKL
(
bNk−1(θ)‖g(θ;λ)
)
, (5.25)
where
DKL
(
bNk−1(θ)‖g(θ;λ)
)
,
∫
Θ
bNk−1(θ)
g(θ;λ)
bNk−1(θ)dθ.
KL divergence is used to measure the distance between two distributions.
When g(·;λk) is an exponential family distribution, (5.25) admits an ana-
lytical solution. Then we generate samples of the parameter and candidate
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solutions by
θik ∼ g(θk;λk), i = 1, · · · , N,
xik ∼ f(xk; θik), i = 1, · · · , N.
By importance sampling and (5.10), the empirical distribution bNk (θk) that
approximates bk(θk) is
bNk (θk) =
N∑
i=1
wikδ(θk − θik),
where the normalized weights are
wik =
ϕ(H(xik)− yk)∑N
i=1 ϕ(H(x
i
k)− yk)
, i = 1, · · · , N.
Therefore, we propagate the samples as follows:
{(
xik−1, θ
i
k−1
)
, wik−1
}N
i=1
=⇒ {(xik, θik) , wik}Ni=1 .
Using projection SMC for parameter estimation not only avoids adding arti-
ficial noise to the state of the parameter but also avoids the resampling step.
Moreover, projection SMC may also save the computational time, since gen-
erating samples from the projected distribution helps to evolve the samples
much faster than adding artificial noise.
Applying SMC and projection SMC to empirically approximate the pos-
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terior distribution bk(xk, θk) in PMO, we propose two numerical algorithms:
population model-based optimization with sequential Monte Carlo (PMO-
SMC) and population model-based optimization with projection sequential
Monte Carlo (PMO-PSMC).
Algorithm 5.1 Population Model-based Optimization with Sequential
Monte Carlo (PMO-SMC)
1. Initialization: Set initial density b0(θ0), and generate samples {θi0}Ni=1 ∼
b0(θ0). Choose a p.d.f. ϕ(·) that satisfies Assumption 5.1. Set iteration
number k = 1.
2. Sampling: For i = 1, · · · , N , generate sample θ˜ik ∼ pk(θk|θik−1) and
sample x˜ik ∼ f(·; θ˜ik).
3. Observation: Set γˆk as (1 − ρ)-quantile of {H(x˜ik)}Ni=1. For k = 1,
y1 := γˆ1. For k > 1, if γˆk ≥ yk−1 + , then set yk := γˆk; else, set
yk := yk−1.
4. Updating: Compute weights according to wik ∝ ϕ(H(x˜ik) − yk) and∑N
i=1w
i
k = 1, i = 1, · · · , N .
5. Resampling: Draw samples {(xik, θik)}Ni=1 from the empirical distribu-
tion
{(
x˜ik, θ˜
i
k
)
, wik
}N
i=1
.
6. Stopping: If a stopping criterion is satisfied, then stop; else, set k :=
k + 1 and go to step 2.
In the initialization step, we set the prior distribution on the parameter,
which is chosen based on the prior knowledge of the shape of the objective
function. If no prior knowledge is available, we may set b0(θ0) to be a uniform
distribution on the solution space. In the projection step of PMO-PSMC,
we project the empirical approximation of bk−1(θk−1) to a parameterized dis-
tribution g(·;λk) in order to easily generate new values of the parameter,
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Algorithm 5.2 Population Model-based Optimization with Projection Se-
quential Monte Carlo (PMO-PSMC)
1. Initialization: Set initial density b0(θ0), and generate samples {θi0}Ni=1 ∼
b0(θ0). Choose a p.d.f. ϕ(·) that satisfies Assumption 5.1. Set initial
weights {wi0}Ni=1 = 1N , and iteration number k = 1.
2. Projection: Project the empirical distribution bNk−1(θk−1) =∑N
i=1w
i
k−1δ(θk−1 − θik−1) to a parameterized distribution g(·;λk) by
(5.25).
3. Sampling: For i = 1, · · · , N , generate sample θik ∼ g(·;λk) and sample
xik ∼ f(·; θik).
4. Observation: Obtain γˆk = (1 − ρ)-quantile of {H(xik)}Ni=1. For k = 1,
y1 := γˆ1. For k > 1, if γˆk ≥ yk−1 + , then set yk := γˆk; else set
yk := yk−1.
5. Updating: Compute weights according to wik ∝ ϕ(H(xik) − yk) and∑N
i=1w
i
k = 1, i = 1, · · · , N .
6. Stopping: If a stopping criterion is satisfied, then stop; else, set k :=
k + 1 and go to step 2.
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where g(·;λk) is chosen to be a simple distribution, e.g. normal distribution.
In the sampling step, we generate multiple probabilistic models by drawing
multiple samples of the parameter, and draw one candidate solution from
each model. The pairs of samples are distributed approximately according
to b˜k−1(xk, θk). In the observation step, the sample (1 − ρ)-quantile γˆk is
an approximation of (5.12), and the new observation yk is either γˆk or yk−1
to make sure {yk, k = 1, 2, · · · } is an increasing sequence. The updating
step is used to empirically approximate the posterior distribution bk(xk, θk)
by importance sampling, and is followed by a resampling step in PMO-SMC
to yield equally-weighted samples approximately from bk(xk, θk). The algo-
rithms stop, if the maximal iteration is achieved or no improved solutions
are returned in a certain number of sequential iterations.
5.4 Numerical Experiments
In this section, we test the performance of PMO-SMC and PMO-PSMC on
some well-known continuous and unconstrained benchmark global optimiza-
tion problems from [58] and [65], and compare their performance with model
reference adaptive search (MRAS) [30], the cross-entropy (CE) method [28],
and multi-start simulated annealing (SA).
Our proposed methods are presented in maximization form, so we take
the negative value of the objective functions that are originally for mini-
mization problems to convert them to maximization problems. Among the
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benchmark problems listed below, Shekel’s (H1) is a low-dimensional prob-
lem with a small number of local optima; Powell (H2) and Rosenbrock (H3)
are badly-scaled functions; Griewank (H4), Trigonometric (H5) and Rastrigin
(H6) are high-dimensional multi-modal problems with a large number of local
optima, and the number of local optima increases exponentially with prob-
lem dimension; Levy (H7) is both multi-modal and badly-scaled; Weighted
Sphere function (H8) is a high-dimensional concave function. Figure 5.1
shows the benchmark problems in two dimensions.
(1) Shekel’s function (n = 4)
H1(x) =
5∑
i=1
(
(x− ai)T (x− ai) + ci
)−1
,
where a1 = (4, 4, 4, 4)
T , a2 = (1, 1, 1, 1)
T , a3 = (8, 8, 8, 8)
T , a4 =
(6, 6, 6, 6)T , a5 = (3, 7, 3, 7)
T , and c = (0.1, 0.2, 0.2, 0.4, 0.4). The global
maximum is at x∗ = (4, 4, 4, 4)T , and H1(x∗) ≈ 10.153.
(2) Powell singular function (n = 20)
H2(x) = −1−
n−2∑
i=2
[
(xi−1 + 10xi)2 + 5(xi+1 − xi+2)2 + (xi − 2xi+1)4
+10(xi−1 − xi+2)4
]
,
where x∗ = (0, · · · , 0)T , H2(x∗) = −1.
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(3) Rosenbrock function (n = 10)
H3(x) = −1−
n−1∑
i=1
[
100(xi+1 − x2i )2 + (xi − 1)2
]
,
where x∗ = (1, · · · , 1)T , H3(x∗) = −1.
(4) Griewank function (n = 20)
H4(x) = − 1
4000
n∑
i=1
x2i +
n∏
i=1
cos
(
xi√
i
)
− 1,
where x∗ = (0, · · · , 0)T , H4(x∗) = 0.
(5) Trigonometric function (n = 20)
H5(x) = −1−
n∑
i=1
[
8 sin2(7(xi − 0.9)2) + 6 sin2(14(xi − 0.9)2) + (xi − 0.9)2
]
,
where x∗ = (0.9, · · · , 0.9)T , H5(x∗) = −1.
(6) Rastrigin function (n = 10)
H6(x) = −
n∑
i=1
(
x2i − 10 cos(2pixi)
)− 10n− 1,
where x∗ = (0, · · · , 0)T , H6(x∗) = −1.
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(7) Levy function (n = 20)
H7(x) = −1− sin2(piy1)−
n−1∑
i=1
[
(yi − 1)2(1 + 10 sin2(piyi + 1))
]
−(yn − 1)2(1 + 10 sin2(2piyn)),
where yi = 1 + (xi − 1)/4, x∗ = (1, · · · , 1)T , H7(x∗) = −1.
(8) Weighted Sphere function (n = 20)
H8(x) = −1−
n∑
i=1
ix2i
where x∗ = (0, · · · , 0)T , H8(x∗) = −1.
In PMO-SMC and PMO-PSMC, we use independent multivariate nor-
mal distribution N (µk,Σk) as the parameterized distributions f(·; θk), where
Σk = diag(σ
2
k), θk = (µk, σ
2
k), σ
2
k = (σ
2
k,1, · · · , σ2k,n) is the variance vector, n is
the dimension of the problem, and k is the iteration number. We try different
sets of initial parameter θ0 in PMO-SMC and PMO-PSMC, and observe that
the performance is insensitive to the initial parameter θ0 if the variance of the
initial p.d.f. b0(θ0) is set to be large enough. In the experiment, the initial
mean µ0 and the initial standard deviation σ0 are chosen randomly according
to uniform distributions on [−50, 50]n and [0, 50]n respectively. The sample
size is N = 1000, the quantile parameter ρ is set to be 0.1, and  = 10−10.
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Figure 5.1: Benchmark Problems in Two Dimensions
154
−10
−5
0
5
10
−10
−5
0
5
10
−2.5
−2
−1.5
−1
−0.5
0
Griewank function n=2
−3 −2
−1 0
1 2
3
−4
−2
0
2
4
−50
−40
−30
−20
−10
0
Trigonometric function n=2
−5
0
5
−5
0
5
−100
−80
−60
−40
−20
0
Rastrigin function n=2
Figure 5.1: (cont.)
155
−5
0
5
−5
0
5
−30
−25
−20
−15
−10
−5
0
Levy function n=2
−5
0
5
−5
0
5
−80
−60
−40
−20
0
Weighted Sphere function n=2
Figure 5.1: (cont.)
156
Let the p.d.f. of the observation noise ϕ(·) be
p(yk|xk) = ϕ(H(xk)− yk) ∝ (H(xk)− yk)I{H(xk)≥yk},
where I{·} is the indicator function. This choice of ϕ(·) ensures that it is
a strictly increasing function on its support. In PMO-SMC, the artificial
noise Γk is uniformly distributed on [−δk, δk]2n, where δk = δαk, δ = 20,
and α = 0.995. With the diminishing noise, the algorithm allows more
exploration at the early iterations and more exploitation later. The noise
parameter α acts as the trade-off parameter between explorative search and
exploitative search. A large value of α means slower decrease of the noise,
and it helps maintain a large evolution on the parameter of the probabilistic
model and thus more exploration; however, a small value of α leads to a small
evolution on the parameter and thus more exploitation. In PMO-PSMC, we
use independent normal distribution N (µλ,Σλ), where Σλ = diag(σ2λ), as
the projection distribution g(·;λ) for the parameter θ. To minimize the KL
divergence (5.25) between N (µλ,Σλ) and (5.24), the mean and variance of
the projection normal distribution are
µλ,k =
N∑
i=1
wik−1θ
i
k−1,
σ2λ,k =
N∑
i=1
wik−1
(
θik−1 − µλ,k
) ◦ (θik−1 − µλ,k) ,
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where “ ◦ ” denotes the element-wise production.
For comparison, we also solve the above benchmark problems with MRAS,
CE and multi-start SA, which are all population-based stochastic search
methods. For MRAS and CE, the parameterized exponential family dis-
tribution f(·; θk) is also chosen to be independent multivariate normal dis-
tributions N (µk,Σk). The initial mean µ0 is generated randomly according
to the uniform distribution on [−50, 50]n, and the initial covariance matrix
is set to be Σ0 = 50
2In×n. The sample size is chosen to be N = 1000 and the
quantile parameter is ρ = 0.1, which are set to be the same as in PMO-SMC
and PMO-PSMC. In the implementation, we apply the smoothing parameter
updating procedure [28] to prevent premature convergence. The smoothing
parameter is chosen to be ν = 0.2, which is found to work well by trial and
error in experiments. Multi-start SA, a naive population-based simulated an-
nealing method, runs simulated annealing independently from multiple initial
candidate solutions and picks the best result among these independent runs
as the final solution. In the experiment, the initial candidate solutions are
chosen according to the uniform distribution on [−50, 50]n, and the sample
size is the same as in other methods, N = 1000. The initial temperature is
T0 = 5× 106, and the temperature is updated by geometric form Tk = T0rk,
with reduction parameter r = 0.995. The new candidate solution around the
point xik is generated by N (xik, In×n).
We run each of these five methods 50 times independently, and compare
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the average optimal values. The average performance is shown in Table 5.1,
where H∗ is the true optimal value of H(·), H¯∗ is the average optimal value
of 50 runs, std err is the standard error of the optimal function values, and
Pε is the percentage of ε-optimal solutions out of 50 runs (ε-optimal solution
means the optimal value is within ε difference from the true optimal value
H∗). We consider ε = 0.01 in our experiments. In Figure 5.2, we plot the
average best function values with respect to the total number of function
evaluations. The comparison is based on similar computational effort, since
the function evaluation dominates the computational time for all these five
algorithms.
From the results, we observe that PMO-SMC and PMO-PSMC yield very
good results for most of the test problems. For PMO-SMC, the percentage
of finding the ε-optimal solutions is 100% for all the test problems except
problems H3 and H6; for PMO-PSMC, the percentage is 100% for all the test
problems except problems H1 and H3; for MRAS, the percentage is 100%
only for problems H2, H5, H7, and the high-dimensional concave function
H8; for CE, the percentage is 100% for problems H4 − H8; multi-start SA
dose not provide ε-optimal solutions in any of the test problem. PMO-SMC
and PMO-PSMC outperform MRAS, CE and multi-start SA in accuracy
for almost all the test problems. Multi-start SA outperforms MRAS and
CE in average optimal value for the low-dimensional problem H1, and has
the worst accuracy for the high-dimensional problems H2 − H8. In terms
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PMO-SMC PMO-PSMC
H∗ H¯∗(std err) Pε H¯∗(std err) Pε
H1 10.153 10.153(7.77E-8) 100% 8.014(0.451) 68%
H2 -1 -1(1.07E-5) 100% -1(1.10E-4) 100%
H3 -1 -1.041(0.0022) 0% -8.483(0.0164) 0%
H4 0 -0.0022(5.69E-4)) 100% 0(0) 100%
H5 -1 -1(5.57E-6) 100% -1(0) 100%
H6 -1 -4.064(0.184) 0% -1(0) 100%
H7 -1 -1(1.11E-7) 100% -1(0) 100%
H8 -1 -1(2.45E-6) 100% -1(0) 100%
MRAS CE multi-start SA
H∗ H¯∗(std err) Pε H¯∗(std err) Pε H¯∗(std err) Pε
H1 10.153 9.653(0.0387) 0% 8.470(0.375) 66% 9.767(0.0329) 0%
H2 -1 -1(0) 100% -3239.4(1296.6) 38% -413.5(10.69) 0%
H3 -1 -7.367(1.172) 0% -8.769(0.006) 0% -38.3(0.876) 0%
H4 0 -0.0160(0.003) 56% 0(0) 100% -0.277(0.0049) 0%
H5 -1 -1(0) 100% -1(0) 100% -79.65(0.694) 0%
H6 -1 -5.057(0.149) 0% -1(0) 100% -25.88(0.490) 0%
H7 -1 -1(0) 100% -1(0) 100% -827.5(13.81) 0%
H8 -1 -1(0) 100% -1(0) 100% -32.66(0.817) 0%
Table 5.1: Performance comparison of PMO-SMC, PMO-PSMC, MRAS,
CE and multi-start SA
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Figure 5.2: Average Performance of PMO-SMC, PMO-PSMC, MRAS and
Multi-start SA
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Figure 5.2: (cont.)
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of convergence speed, PMO-PSMC converges faster than CE, CE converges
faster than MRAS, and MRAS converges faster than PMO-SMC in all the
test problems.
For the low-dimensional problem Shekel H1 (n=4) with only a few local
maxima, PMO-SMC performs better than other four methods in average
accuracy. Although PMO-PSMC provides the worst average optimal value,
it yields more ε-optimal solutions than MRAS, CE and multi-start SA. For
high-dimensional badly-scaled functions Powell H2 (n=20) and Rosenbrock
H3 (n=10), and both badly-scaled and multi-modal problem LevyH7 (n=20),
PMO-SMC, PMO-PSMC, and MRAS perform well in accuracy, and CE dose
not perform well for Powell H2 function. PMO-SMC even provides accurate
solutions (all the solutions are 0.1-optimal solutions) for the notoriously diffi-
cult Rosenbrock problem, which cannot be well solved by most of the existing
stochastic search optimization methods as the authors know. The badly-
scaled property of the function may mislead the MRAS and CE method to
concentrate search on a bad region of the solution space; however, PMO-
SMC searches in relatively scattered promising regions, and hence provides
better results. For the high-dimensional multi-modal problems Griewank H4
(n=20), Trigonometric H5 (n=20), and Rastrigin H6 (n=10), PMO-SMC,
PMO-PSMC and CE perform better than MRAS. By generating samples
from a population of probabilistic models at each iteration, PMO-SMC and
PMO-PSMC help to capture the multi-modality of the functions, and prevent
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from searching only around certain local optima. For high-dimensional con-
cave weighted Sphere problem H8 (n=20), all the four methods, PMO-SMC,
PMO-PSMC, MRAS and CE perform very well.
5.5 Summary
We have proposed a framework of population model-based optimization meth-
ods, where candidate solutions are generated from a population of models at
each iteration. We view the original optimization problem as a parameter
estimation problem where we try to estimate the optimal parameter of the
probabilistic model. The parameter estimation is conducted in a Bayesian
manner by iteratively approximating the posterior distribution of the param-
eter given the observations regarding the objective function evaluations, and
thus the diversity of the models is determined by the spread of the poste-
rior distribution. We have provided theoretical justification on the proposed
framework and two practical algorithms, PMO-SMC and PMO-PSMC. Nu-
merical experiments have shown their promising performance compared to
some other existing stochastic search methods.
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CHAPTER 6
MODEL-BASED SIMULATION
OPTIMIZATION
6.1 Background and Motivation
The methods presented in the previous chapters are designed for determin-
istic optimization. In this chapter, we consider simulation optimization:
arg max
x∈X
H(x) = Eξ[h(x, ξ)], (6.1)
where x ∈ X ⊆ Rn, ξ ∈ Ξ ⊆ Rr is a random vector with probability p(ξ), n
is the dimension of the solution space, and r is the dimension of the random
vector. Function h(·, ·):X × Ξ → R is a deterministic real-valued function,
and function H(·) is bounded, i.e., there exists a lower bound H l > −∞
and an upper bound Hu < ∞ such that H l ≤ H(x) ≤ Hu, for any x ∈ X .
For a given x, the value of H(x) cannot be evaluated exactly, but can be
approximated by a noisy measurement in terms of the random realizations
of h(x, ξ).
Simulation optimization is widely used in many areas including system
design, manufacturing, financial engineering, supply chain management, and
healthcare. Compared to deterministic optimization, simulation optimization
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is much more challenging to solve. The objective functions in such problems
are expensive to evaluate, so these problems usually cannot be solved in a
computational tractable manner. Moreover, the inaccuracy of the objective
function evaluations may lead to inaccurate solutions, if the deterministic
optimization methods are directly applied. In the design of simulation opti-
mization methods, one direction of research is how to effectively allocate the
budget of samples to ensure high quality performance within limited compu-
tational effort, and another direction of research is how to use some specific
techniques to filter out or take into account the simulation noise.
There are several review papers for simulation optimization including [66,
67, 68, 69, 70, 71, 72, 73], and a variety of methods have been proposed such
as stochastic approximation [54, 55], random search, model-based methods,
metamodel-based optimization methods [74, 75], and ranking and selection
[76, 77, 78]. Stochastic approximation, first introduced in [79, 80], is a well-
established simulation optimization method. It iteratively updates the can-
didate solutions based on gradient methods, and has been shown to converge
to a local optimum [53, 54] under some regularity conditions such as the step
size sequence and the gradient estimation error converging to zero in a cer-
tain rate. The performance of the algorithm highly depends on the setting
of the step size sequence and the quality of gradient estimation. A num-
ber of gradient estimation methods can be used in stochastic approximation,
such as perturbation analysis (PA) [81, 82], likelihood ratio/score function
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(LR/SF) method [83, 84], and simultaneous perturbation (SP) [85, 86]. A
review of gradient estimation methods can be found in [87]. Random search
is a popular method for solving global optimization. Most of these methods
are originally designed for deterministic optimization, and later extended to
simulation optimization. Examples of these methods include modified sim-
ulated annealing [88, 89], genetic algorithms [90, 91], tabu search [92], and
COMPASS [13]. Some model-based methods are also extended for simula-
tion optimization, such as ant colony algorithm [93], cross-entropy method
[94, 95], stochastic model-based reference adaptive search (SMRAS) [96],
cross-entropy with optimal computing budget allocation (CE-OCBA) [95],
and gradient-based adaptive stochastic search approach to simulation op-
timization (GASSO) [39, 40]. Metamodel-based optimization methods are
also known as response surface methodology (RSM). The main idea is to
use a surrogate model to approximate the objective function, such that an
easy approximate relationship between the variable and the objective func-
tion can be obtained. Metamodel-based optimization methods fall into two
categories [75]: local metamodel-based optimization, which uses low-order
polynomial regression to fit local response surface in order to determine the
search direction in each iteration, and global metamodel-based optimiza-
tion, which relies on high-order polynomial regression to build a single global
metamodel, such as using Gaussian process [97] and stochastic Kriging [98],
and then uses global deterministic optimization methods to solve the global
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metamodel. Examples of metamodel-based optimization methods can be
found in [99, 100, 98, 101, 102]. Ranking and selection deals with problems
with a small finite number of alternatives when the mean performance for
each alternative is expensive to obtain. There are several methods proposed,
such as Bayesian methods [103, 104, 105, 106], indifference-zone selection
[107, 108, 109], and optimal computing budget allocation (OCBA) [110].
In this chapter, we extend the model-based methods, which perform great
in deterministic optimization, to simulation optimization. The straightfor-
ward way to apply model-based methods for simulation optimization is to
evaluate the performance of each candidate solution at every iteration mul-
tiple times and then use these simulated samples to estimate the expected
objective value by sample average. The probabilistic model in the next it-
eration is updated based on the sample average estimation of the objective
values. A simple extension of model-based methods for simulation optimiza-
tion is to evaluate each candidate solution at every iteration equal number
of times, but it is not efficient and may waste computational time on bad
candidate solutions. To improve the efficiency of the algorithms, better sim-
ulation budget allocation rules have been used instead of the simple equal
allocation rule. The cross-entropy with optimal computing budget allocation
(CE-OCBA) method from [95] incorporates optimal computing budget allo-
cation (OCBA) [110] into each iteration of the CE method to determine the
sample qauntile of the objective function estimations for the candidate so-
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lutions. In stochastic model-based reference adaptive search (SMRAS) [96],
the conditions of the simulation allocation rule to guarantee the convergence
of the algorithm have been studied. [111] proposed a simple heuristic simu-
lation scheme to determine the number of demand samples used to estimate
the expected objective value for each candidate solution at every iteration for
the CE method. A different approach of extension of model-based method
for simulation optimization is gradient-based adaptive stochastic search ap-
proach to simulation optimization (GASSO) [39, 40], which only requires to
evaluate each candidate solution once at every iteration. GASSO iteratively
draws candidate solutions from a parameterized sampling distribution and
updates the parameter of the sampling distribution using a direct gradient
search over the parameter space. In GASSO, a Newton-like method is used
to update the parameter, and the gradient and Hessian are estimated jointly
by the candidate solutions and their performance evaluations.
In this chapter, we propose two new model-based methods for simula-
tion optimization, approximate Bayesian computation simulation optimiza-
tion (ABC-SO) and its extension approximate Bayesian computation simu-
lation optimization with multiple function evaluations (ABCM-SO). ABC-
SO transforms the simulation optimization problem to a filtering problem
and uses approximate Bayesian computation (ABC) [112, 113] for sequential
Monte Carlo to estimate the optimal solution. SMC is used to track the
posterior distribution of the candidate solution given some function evalua-
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tions, but in simulation optimization setting the likelihood function required
in updating the posterior distribution is not explicitly available. To tackle
this problem, we use approximate Bayesian computation (ABC) method
[112, 113], which is a Bayesian inference technique when the likelihood func-
tion is not available in a closed form. Different from some other existing
simulation optimization algorithms, that requires to evaluate each candidate
solution at every iteration multiple times, ABC-SO requires only one sin-
gle function evaluation for each candidate solution, and is more efficient.
Based on the idea of ABC-SO, we propose another algorithm — approxi-
mate Bayesian computation simulation optimization with multiple function
evaluations (ABCM-SO), which evaluates the noisy objective function multi-
ple times for each candidate solution. The multiple function evaluations for
each candidate solution in ABCM-SO are not used to estimate the objective
value H(x) by sample average, that is different from approaches that directly
apply deterministic model-based methods on the Monte Carlo estimation of
the objective function, but are used to introduce a new weighting scheme to
determine the associated weights for the elite candidate solutions. ABCM-
SO with the proposed weighting scheme has more robust performance than
the existing algorithms that directly apply the deterministic model-based
method on the sample average estimation of H(x).
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6.2 Approximate Bayesian Computation Simulation
Optimization
To find the optimal solution, we construct a filtering problem, where the
underlying value of the unobserved state is the optimal solution, and then
estimate the state by tracking its posterior distribution given the observa-
tions. Suppose the objective function has an additive noise, we consider the
following dynamic state-space model:
Xk = Xk−1 + Uk, (6.2)
Yk = h(Xk, ξk) + Vk = H(Xk) + ξk + Vk,
where Xk is the unobserved state, Uk is a random variable, Yk is the noisy
observation of the objective function value H(Xk), ξk is the objective func-
tion evaluation noise caused by Monte Carlo simulation, Vk is the observation
noise between the observation and the noisy measurement of objective func-
tion value, and ξk +Vk is the total observation noise between the observation
and the true objective function value.
We are interested in tracking the posterior distribution bk(x) , p(x|y1:k),
where y1:k denotes the sequence of the received observations up to iteration
k, i.e. y1:k = {y1, · · · , yk} and yk is a realization of the observation Yk. By
Bayes’ rule, the posterior distribution evolves as
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bk(x) = p(x|y1:k)
=
p(yk|x, y1:k−1)p(x, y1:k−1)
p(y1:k)
=
p(yk|x)p(x|y1:k−1)
p(yk|y1:k−1)
=
p(yk|x)b˜k−1(x)∫
X p(yk|x)p(x|y1:k−1)dx
∝ p(yk|x)b˜k−1(x), (6.3)
where b˜k−1(x) = p(x|y1:k−1). The intuition of using (6.2) to solve the opti-
mization problem is as follows. The underlying value of the unobserved state
Xk is the optimal solution x
∗. The state Xk is unobservable since we do not
know x∗, but we can observe Yk which provides information about the state
Xk. In a model-based method, the observation Yk is the noisy observation
of the optimal function value H∗, and the values {yk} are obtained from the
function evaluation at some candidate solutions. ξk is the objective function
evaluation noise ξk caused by Monte Carlo simulation. The observation noise
Vk is the difference of the true optimal value H
∗ and the objective function
value of some candidate solution. The posterior distribution bk(x) provides
the density estimation of the unobserved state at iteration k given the ob-
servations up to iteration k. When the likelihood p(yk|x) in an optimization
algorithm satisfies some conditions or in other words the algorithm follows
certain sampling selection or weighting schemes, the posterior distribution
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bk(x) will become more concentrated on the more promising candidate solu-
tions.
The recursive formulation of the posterior distributions is usually compu-
tationally intractable. Sequential Monte Carlo (SMC) method is a power-
ful tool to approximate the sequence of the posterior distributions.SMC has
been used to solve the deterministic optimization problems [15, 45, 46, 35, 36];
however it has not be applied in simulation optimization as the author knows.
The obstacle is that the value of the likelihood p(yk|x) in (6.3) is not explicitly
available. A potential method to conquer this obstacle is to apply approxi-
mate Bayesian computation (ABC) [112, 113]. ABC is introduced in [114],
and it is an effective technique for Bayesian inference when the likelihood
function is not available in a closed form. ABC has been recently applied
in the framework of sequential Monte Carlo method [115, 116, 117, 118] to
approximate the posterior distributions.
ABC technique can be used in the case when the likelihood is expensive
to calculate or intractable, but it requires being able to generate samples of
pseudo-observations Z from the likelihood. ABC tracks the modified poste-
rior distribution
bkk (x, z) = pk(x, z|y1:k) ∝ IAk,y(z)p(z|x)b˜k−1(x),
where k ≥ 0 is a tolerance level, IA(·) is the indicator function on set A,
Ak,y = {z : d(s(z), s(y)) ≤ k}, d(·, ·) is a distance function, and s(·) is
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a summary statistic of the data. Then, the posterior distribution bk(x) =
p(x|y1:k) ∝ p(y|x)b˜k−1(x) is approximated by
bkk (x) =
∫
pk(x, z|y1:k)dz ∝
∫
IAk,y(z)p(z|x)b˜k−1(x)dz. (6.4)
The set Ak,y corresponds to the set of pseudo-observations that are close in
some sense to the true observation y. When the tolerance level k is small
enough,
∫
IAk,y(z)p(z|x)dz is a good approximation of p(y|x), and thus the
posterior distribution (6.4) is a good approximation to the true posterior
distribution bk(x). We can show that as k goes to 0, the distribution b
k
k (x)
converges to the desired posterior distribution bk(x). Sequential Monte Carlo
methods can be applied to track the ABC target (6.4).
In simulation optimization algorithm, the observation at iteration k is
chosen to be the current largest function evaluation of h(x, ξ). Let y∗k be the
largest function evaluation at iteration k, and the observation is yk = y
∗
k. At
each iteration, we sample N candidate solutions {x˜ik}Ni=1, which are generated
from the candidate solutions at the previous iteration according to some
transition probability. The pseudo-observations are the function evaluations
of the candidate solutions zik = h(x˜
i
k, ξ
i
k). We choose d(s(z), s(y)) = |y − z|.
Let ρ be the quantile parameter that determines the ratio of the elite samples,
and γk be the sample (1−ρ)-quantile of {zik}Ni . We set k to be the dρ×Ne-
th smallest distance in {|yk − zik|}Ni=1, where d·e denotes the ceiling function
that maps a number to the smallest following integer. Then the indicator
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function IAk,yk (z
i
k) in (6.4) is
IAk,yk (z
i
k) = I{zik ≥ γk}.
In SMC algorithm, the weight for sample (xik, ξ
i
k) is
wik ∝ IAk,y∗k (z
i
k) = I{zik ≥ γk}. (6.5)
The parameter ρ controls the weights of the samples, and wik is non-zero
when zik = h(x˜
i
k, ξ
i
k) ≥ γk. The observation sequence {yk} is non-decreasing,
and thus the ABC target distribution (6.4) is tuned toward the promising
regions of the solution space.
We propose the following approximate Bayesian computation simulation
optimization (ABC-SO) algorithm. The initial parameters are set in Step 1.
The prior probability p0(·) is chosen based on the prior knowledge of the
objective function. If no prior knowledge is available, we may set p0(·) to
be the uniform distribution on the solution space. In Step 2, new candidate
solutions are generated based on the previous candidate solutions according
to some transition probability qk(x
i
k−1, x˜) = p(x˜|xik−1). In practice, we may
use a normal distribution with mean xik−1 or a uniform random walk. This
step ensures evolution of the samples, and helps to explore on new regions
of solution space. The variance of the transition distribution controls the
scale of exploration. We may use decreasing transition variance, which gives
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Algorithm 6.1 Approximate Bayesian Computation Simulation Optimiza-
tion (ABC-SO)
1. Initialization: specify the sample size N , the quantile parameter ρ, the
transition probability qk, and the prior probability p0(·). Draw samples
{xi0}Ni=1 iid∼ p0(x). Set k = 1.
2. Sampling: for each i = 1, · · · , N , draw sample x˜ik ∼ qk(xik−1, x˜).
3. Evaluation: for each x˜ik, evaluate the objective function once to get z
i
k =
h(x˜ik, ξ
i
k), and calculate the corresponding weight w
i
k ∝ IAk,y∗k (z
i
k) =
I{zik ≥ γk}, where
∑N
i=1w
i
k = 1 and γk is the sample (1 − ρ)-quantile
of {zik}Ni .
4. Resampling: resample N samples {xik}Ni=1 from bˆk(·) =
∑N
i=1 w
i
kδx˜ik(·).
5. Stopping: check if some stopping criterion is satisfied. If yes, stop and
return the current best sampled solution; else, set k := k + 1 and go
back to step 2.
more exploration at the initial iterations and more exploitation at the later
iterations. In Step 3, for each candidate solution x˜ik, we evaluate h(x˜
i
k, ξ)
once. This is different from some other simulation optimization algorithms,
which evaluate h(x˜ik, ξ) multiple times to estimate the expected value H(x˜
i
k).
In step 4, resampling is used to generate equally-weighted samples approx-
imately from bk(·). In practice, we may project the empirical distribution
bˆk(·) on a parameterized distribution, such as normal distribution, and gen-
erate new samples from the projected distribution. Using projection method
helps to accelerate the evolution of samples. The algorithm stops, if the max-
imal iteration is achieved or no improved solutions are returned in a certain
number of sequential iterations.
To provide better function evaluations, [115] proposed a SMC algorithm for
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ABC to track the ABC target distribution on a larger space by generating
multiple pseudo-observations for each state x. Let M be the number of
multiple pseudo-observations for each x. The ABC target distribution is
bkk (x, z1:M) = pk(x, z1:M |y1:k) ∝
1
M
M∑
j=1
IAk,y(zj)
M∏
j=1
p(zj|x)b˜k−1(x),
where z1:M = {z1, · · · , zM}. The posterior distribution bk(x) = p(x|y1:k) ∝
p(y|x)b˜k−1(x) is approximated by
bkk (x) =
∫
pk(x, z1:M |y1:k)dz1:M ∝
∫
1
M
M∑
j=1
IAk,y(zj)
M∏
j=1
p(zj|x)b˜k−1(x)dz1:M .
In SMC algorithm, the weight for sample xik is
wik ∝
1
M
M∑
j=1
IAk,y(zj) =
1
M
M∑
j=1
I{zi,jk ≥ γk} =
1
M
M∑
j=1
I{h(xik, ξi,jk ) ≥ γk},
(6.6)
where γk is the sample (1−ρ)-quantile of {{zi,jk }Mj=1}Ni=1, {{zi,jk }Mj=1}Ni=1 denotes
the vector with elements zi,jk and sizeM×N . The weight 1M
∑M
j=1 I{h(xik, ξi,jk ) ≥
γk} approximates Eξ[I{h(xik, ξ) ≥ γk}]. It is between 0 and 1, and is less vari-
able than (6.5), which is either 0 or 1.
The weighting scheme (6.6) is different from the existing model-based
methods for simulation optimization, such as stochastic model-based ref-
erence adaptive search (SMRAS) [96], cross-entropy with optimal comput-
ing budget allocation (CE-OCBA) method [95]. These previously proposed
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methods evaluate h(x, ξ) multiple times (e.g., M times) for each candidate
solutions, but they first calculate the average of the function evaluations
for each candidate solution to approximate the expected objective value
H(xik) = Eξ[h(x
i
k, ξ)] by
Hˆ(xik) =
1
M
M∑
j=1
h(xik, ξ
i,j
k ),
and then calculate the weight wik for candidate solution x
i
k, which is related
to
I{Hˆ(xik) ≥ γk} = I{
1
M
M∑
j=1
h(xik, ξ
i,j
k ) ≥ γk}. (6.7)
(6.7) approximates I{Eξ[h(xik, ξ)] ≥ γk}, and the value of (6.7) is either 0
or 1. The difference of (6.6) and (6.7) is the order of the indicator function
I{·} and the average calculation. The weighting scheme (6.7) may be highly
impacted by the abnormal function evaluations of h(x, ξ), which have small
values. If some h(xik, ξ
i,j′
k ) has an unusual small value, then Hˆ(x
i
k) may have
small value and the approximation error is large. In this case, although other
h(xik, ξ
i,j
k ) with j 6= j′ have large values, the average may still be small and
the weight for this candidate solution xik may be 0; a promising candidate so-
lution may be treated as a bad solution improperly. However, the weighting
scheme (6.6) takes the average after the indicator function; although there
may be some unusual small h(xik, ξ
i,j′
k ), the weight for x
i
k may still be larger
than 0, if there are some large values of h(xik, ξ
i,j
k ). The algorithm of approx-
179
imate Bayesian computation simulation optimization with multiple function
evaluations (ABCM-SO) is as follows.
Algorithm 6.2 Approximate Bayesian Computation Simulation Optimiza-
tion with Multiple Function Evaluations (ABCM-SO)
Replace step 3 of ABC-SO with the following step.
3. Evaluation: for each x˜ik, evaluate the objective function M times to get
zi,jk = h(x˜
i
k, ξ
i,j
k ), j = 1, · · · ,M , and calculate the corresponding weight
wik ∝ 1M
∑M
j=1 IAk,y∗k (z
i,j
k ) =
1
M
∑M
j=1 I{zik ≥ γk}, where
∑N
i=1w
i
k = 1
and γk is the sample (1− ρ)-quantile of {{zi,jk }Mj=1}Ni=1.
6.3 Experimental Results
In this section, we test ABC-SO and ABCM-SO on some continuous bench-
mark global optimization problems from [30] with additive noise ξ that is
normally distributed with mean 0 and variance 2500. We compare the per-
formance of ABC-SO and ABCM-SO with gradient-based adaptive stochastic
search approach to simulation optimization (GASSO) [39, 40] and the cross-
entropy with optimal computing budget allocation (CE-OCBA) method [95].
The test functions are listed below with dimension n specified in the paren-
theses.
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(1) Powell singular function (n = 10)
h1(x, ξ) = −1−
n−2∑
i=2
[
(xi−1 + 10xi)2 + 5(xi+1 − xi+2)2 + (xi − 2xi+1)4
+10(xi−1 − xi+2)4
]
+ ξ,
where x∗ = (0, · · · , 0)T , H1(x∗) = Eξ[h1(x∗, ξ)] = −1.
(2) Rosenbrock function (n = 10)
h2(x, ξ) = −1−
n−1∑
i=1
[
100(xi+1 − x2i )2 + (xi − 1)2
]
+ ξ,
where x∗ = (1, · · · , 1)T , H2(x∗) = Eξ[h2(x∗, ξ)] = −1.
(3) Griewank function (n = 10)
h3(x, ξ) = − 1
4000
n∑
i=1
x2i +
n∏
i=1
cos
(
xi√
i
)
− 1 + ξ,
where x∗ = (0, · · · , 0)T , H3(x∗) = Eξ[h3(x∗, ξ)] = 0.
(4) Trigonometric function (n = 10)
h4(x, ξ) = −1−
n∑
i=1
[
8 sin2(7(xi − 0.9)2) + 6 sin2(14(xi − 0.9)2)
+(xi − 0.9)2
]
+ ξ,
where x∗ = (0.9, · · · , 0.9)T , H4(x∗) = Eξ[h4(x∗, ξ)] = −1.
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(5) Rastrigin function (n = 10)
h5(x, ξ) = −
n∑
i=1
(
x2i − 10 cos(2pixi)
)− 10n− 1 + ξ,
where x∗ = (0, · · · , 0)T , H5(x∗) = Eξ[h5(x∗, ξ)] = −1.
(6) Pinte´r’s function (n = 10)
h6(x, ξ) = −
[
n∑
i=1
ix2i +
n∑
i=1
20i sin2(xi−1 sinxi − xi + sinxi+1)
+
n∑
i=1
i log10(1 + i(x
2
i−1 − 2xi + 3xi+1 − cosxi + 1)2)
]
− 1 + ξ,
where x∗ = (0, · · · , 0)T , H6(x∗) = Eξ[h6(x∗, ξ)] = −1.
(7) Levy function (n = 10)
h7(x, ξ) = −1− sin2(piy1)−
n−1∑
i=1
[
(yi − 1)2(1 + 10 sin2(piyi + 1))
]
−(yn − 1)2(1 + 10 sin2(2piyn)) + ξ,
where yi = 1 + xi/4, x
∗ = (0, · · · , 0)T , H7(x∗) = Eξ[h7(x∗, ξ)] = −1.
(8) Weighted Sphere function (n = 10)
h8(x, ξ) = −1−
n∑
i=1
ix2i + ξ,
where x∗ = (0, · · · , 0)T , H8(x∗) = Eξ[h8(x∗, ξ)] = −1.
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Specifically, Powell (H1) and Rosenbrock (H2) are badly-scaled functions;
Griewank (H3), Trigonometric (H4), and Rastrigin (H5) are multimodal func-
tions with a large number of local optima; Pinte´r (H6) and Levy (H7) are
both multimodal and badly-scaled problems; Weighted Sphere function (H8)
is a concave function.
In all these four algorithms, we use independent multivariate normal dis-
tribution N (µk,Σk) as the parameterized distributions f(·; θk), where Σk =
diag(σ2k), θk = (µk, σ
2
k), and k is the iteration number. The initial mean µ0
is chosen randomly according to uniform distributions on [−30, 30]n, and the
initial covariance matrix is set to be Σ0 = 1000In×n, where n is the dimension
of the problem, and In×n is the identity matrix with size n. We observe in
the experiments that the performance of the algorithms is insensitive to the
initial candidate solutions, if the initial variance is large enough.
In ABC-SO and ABCM-SO, the transition distribution at iteration k is the
normal distribution with standard deviation αβk, where α = 2 and β = 0.95.
For ABC-SO, we set the number of function evaluations for each iteration to
be N = 5000; for ABCM-SO, we set the number of candidate solutions per
iteration to be 1000 and the number of function evaluations for each candi-
date solution to be 5, and therefore the total number of function evaluations
is N = 5000. In GASSO, we set the small constant ε = 10−10, and the step
sizes αk = 100/(k + 2000)
0.6. The number of function evaluations for each
iteration is set to be N = 5000. In CE-OCBA, we set the total number of
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sampling budget N = 5000, the number of candidate solutions per iteration
to be 1000, the initial number of function evaluations for each candidate
solution n0 = 2, and the budget increment ∆ = 100. We also apply the
smoothing parameter updating procedure [28] on the parameter updating to
prevent premature convergence, and the smoothing parameter is chosen to
be ν = 0.5 as suggested in [95].
Since ABC-SO, ABCM-SO, and CE-OCBA use the elite samples at each
iteration to update the sampling distribution, a comparable choice in GASSO
is to set the shape function as Sθk(h(x, ξ)) = I{h(x, ξ) ≥ γθk}, and its con-
tinuous approximation is
Sθk(h(x, ξ)) =
1
1 + e−S0(h(x,ξ)−γθk )
,
where S0 is set to be 10
5, which makes Sθk(h(x, ξ)) a very close approximation
to I{h(x, ξ) ≥ γθk}. In all four algorithms, the quantile parameter ρ is set
to be 0.05, and the (1 − ρ)-quantile γθk is estimated by the (1 − ρ) sample
quantile of the function values corresponding to all the candidate solutions
generated at the kth iteration.
We run each of these four algorithms 100 times independently, and com-
pare the average performance in Table 6.1 and Figure 6.1. We denote by
H∗ the true optimal value of H(·), H¯∗ the average of the final function val-
ues H(µK) returned by the 100 runs of an algorithm, where K is the total
number of iterations of an algorithm, and std err the standard error of the
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ABC-SO ABCM-SO
H∗ H¯∗ std err H¯∗ std err
Powell H1 -1 -1.108 0.0054 -1.137 0.0077
Rosenbrock H2 -1 -9.767 0.0186 -9.776 0.0243
Griewank H3 0 -0.993 0.0124 -1.021 0.0128
Trigonometric H4 -1 -1.005 3.35×10−4 -1.006 4.58×10−4
Rastrigin H5 -1 -1.115 0.011 -1.129 0.0067
Pinter H6 -1 -4.297 0.063 -4.314 0.083
Levy H7 -1 -1.168 0.0071 -1.199 0.0087
Sphere H8 -1 -1.097 0.0041 -1.124 0.0055
GASSO CE-OCBA
H∗ H¯∗ std err H¯∗ std err
Powell H1 -1 -1.083 0.0048 -1.526 0.1027
Rosenbrock H2 -1 -9.737 0.0186 -10.087 0.0304
Griewank H3 0 -0.943 0.0128 -1.278 0.0166
Trigonometric H4 -1 -1.004 2.94×10−4 -1.016 0.0011
Rastrigin H5 -1 -1.102 0.0051 -1.203 0.024
Pinter H6 -1 -3.834 0.054 -5.057 0.112
Levy H7 -1 -1.156 0.0069 -1.311 0.016
Sphere H8 -1 -1.087 0.004 -1.192 0.0089
Table 6.1: Average performance of ABC-SO, ABCM-SO, GASSO, and
CE-OCBA
optimal function values. In the experiments, we found the computation time
of function evaluations dominates the time of other steps, so we compare the
performance of the algorithms with respect to the total number of function
evaluations in Figure 6.1.
For all the test functions, the average optimal function values returned by
ABC-SO, ABCM-SO, and GASSO are very close. GASSO is slightly more
accurate than ABC-SO, and ABC-SO is slightly more accurate than ABCM-
SO. All of these three algorithms return better solutions than CE-OCBA
on all the test functions. ABC-SO and ABCM-SO have similar convergence
speed, and ABC-SO converges slightly faster than ABCM-SO. Both ABC-SO
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Figure 6.1: Average performance of ABC-SO, ABCM-SO, GASSO, and
CE-OCBA
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Figure 6.1: (cont.)
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and ABCM-SO converge faster than GASSO, and GASSO converges faster
than CE-OCBA with similar setting of the algorithm parameters.
6.4 Summary
In this chapter, we focus on simulation optimization, where the objective
function cannot be evaluated exactly and must be estimated by stochastic
simulation. We have proposed approximate Bayesian computation simula-
tion optimization (ABC-SO), which views the simulation optimization as a
filtering problem and applies approximate Bayesian computation for sequen-
tial Monte Carlo to estimate the optimal solution by tracking the posterior
distribution of the solution given some noisy objective function evaluations.
ABC-SO requires only one single function evaluation for each candidate so-
lution at every iteration, and is easier to implement compared to algorithms
that require multiple function evaluations for each candidate solution at ev-
ery iteration. We have also proposed another algorithm — approximate
Bayesian computation simulation optimization with multiple function eval-
uations (ABCM-SO), which requires multiple function evaluations for each
candidate solution. The multiple function evaluations in ABCM-SO are not
used to estimate the expected objective function by sample average, and
they are used to provide less variable weights for the promising candidate
solutions. Compared with other existing algorithms, which estimate the ex-
pected objective function by sample average, the performance of ABCM-SO
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has less impact by unusual bad function values. We have provided numer-
ical experiments on some benchmark optimization problems with additive
normal noise, and the presented algorithms show excellent performance.
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CHAPTER 7
CONCLUSION AND FUTURE WORK
This dissertation has proposed new model-based optimization methods for
optimization problems, where the objective functions have little structure,
such as convexity and differentiability, sometimes have a large number of
feasible solutions, and can only be assessed by “black box” evaluations.
The first part of the dissertation has presented new model-based methods
for discrete optimization based on the framework of gradient-based adaptive
stochastic search. Two algorithms with different probabilistic models have
been proposed. The first algorithm, discrete-GASS, converts the discrete
problem to a continuous optimization problem on the parameter space of
the parameterized family of distributions, and updates the parameter itera-
tively by a gradient-based method. The second algorithm, annealing-GASS,
uses Boltzmann distribution as the parameterized family of distributions,
and a gradient-based temperature schedule is derived to update the Boltz-
mann distribution. We have proved the asymptotic convergence of these
two algorithms under some mild conditions. Our numerical experiments on
selected benchmark problems show that discrete-GASS yields high-quality
solutions and has a faster convergence speed compared to some other exist-
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ing algorithms on most of the test problems; annealing-GASS performs well
on low-dimensional or badly-scaled problems and converges faster than multi-
start simulated annealing algorithms with some other existing temperature
schedules. In general, annealing-GASS requires less total computational time
than discrete-GASS for convergence of the algorithm.
The second part of the dissertation has presented a framework of pop-
ulation model-based optimization methods, where candidate solutions are
generated from a population of models at each iteration. Using multiple
models helps to better capture the multi-modal property of the objective
function than only using a single model in traditional model-based methods.
The proposed a framework uses a population of models with an adaptive
mechanism to propagate the population over iterations. The adaptive mech-
anism is derived from estimating the optimal parameter of the probabilistic
model in a Bayesian manner, and thus provides a proper way to determine
the diversity in the population of the models. We have provided theoret-
ical justification on the proposed framework and two practical algorithms,
PMO-SMC and PMO-PSMC, by applying sequential Monte Carlo methods.
Numerical experiments on several benchmark problems have shown their
promising performance compared to some other existing stochastic search
methods.
The third part of the dissertation has presented two new model-based
methods for simulation optimization. The first algorithm, approximate Bayesian
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computation simulation optimization (ABC-SO), views the simulation opti-
mization as a filtering problem and applies approximate Bayesian computa-
tion for sequential Monte Carlo to estimate the optimal solution by tracking
the posterior distribution of the solution given some noisy objective function
evaluations. ABC-SO evaluates each candidate solution at each iteration
only one single time, and it is easier to implement compared to algorithms
that require multiple function evaluations for each candidate solution. The
second algorithm, approximate Bayesian computation simulation optimiza-
tion with multiple function evaluations (ABCM-SO) has introduced a new
weighting scheme for model-based methods for simulation optimization based
on multiple function evaluations for each candidate solution. We have pro-
vided numerical experiments on some benchmark optimization problems with
additive normal noise, and the proposed algorithms show promising perfor-
mance.
Some future research directions of interest are as follows. One topic of
future research is to study the convergence of ABC-SO and ABCM-SO. In
Chapter 6 of the dissertation, we mainly focus on the algorithm development
and numerical experiments, but have not analyzed the convergence of ABC-
SO and ABCM-SO. In the future, we would like to analyze the convergence
of the algorithms and hope to show the posterior distribution of the optimal
solution converges to a degenerate distribution concentrating only on the
true optimal solutions. ABC-SO and ABCM-SO use ABC for SMC to track
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the posterior distribution by its empirical distribution approximation. In the
future, we would like to analyze the error and provide the upperbound of the
difference of the desired posterior distribution and it empirical approximation
by ABC method.
Another topic of future research is simulation optimization with stochastic
constraints. The majority of the simulation optimization literature deal with
unconstrained problem, and very few of the literatures deal with stochastic
constrained problem. A straightforward way to select the best feasible solu-
tion with stochastic constraints is to use two phases method [119]. The first
phase is to determine the feasibility of the alternatives, and the second phase
is to select the best alternative. However, the two phases method seems not
very efficient, since it separates the procedures of feasibility determination
and best alternative selection. It is highly possible that the algorithm allo-
cates a large proportion of the simulation budget to the alternative, whose
constraint performance measure is near the level limit of the constraint but
the objective value is far from the optimal objective value. This may waste
some computational effort on the unpromising alternatives. It will be better
if the method can consider the complete characterization of simulation bud-
get allocation with respect to both the stochastic objective function and the
constraints. [120, 121] apply optimal computing budget allocation (OCBA)
framework to maximize the probability of correct selecting given a budget of
simulation replications. Unlike the two phases method, it assigns the simula-
194
tion budget based on both the objective values and the constraints. However,
based on the setting of OCBA method, it requires the normality assumption
of the random variables. The future direction of research is to propose sim-
ulation budget allocation strategies considering both the objective function
and the constraints at the same time without the assumption of normality
of the random variables.
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