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CAPÍTOL 1
Introducció
Aquest projecte vol complementar una eina dedicada a verificar experimentalment els paràme-
tres d’una xarxa IP amb Qualitat de Servei (QoS) amb funcionalitats d’anàlisi estadístic. A més,
es pretén dissenyar una infraestructura on realitzar-hi jocs de proves i experiments que permetran
validar el correcte funcionament de l’aplicació.
1.1 Motivació
Moltes aplicacions que avui en dia treballen en xarxa requereixen un cert grau de Qualitat de
Servei (QoS). Per exemple, es pot parlar d’aplicacions en temps real, telefonia a través d’Internet
(VoIP), videoconferència o televisió a través de la xarxa (IPTV). Aquest grau de QoS es negocia
entre un client i el seu proveïdor i queda descrit en un Acord de Nivell de Servei (en anglès Ser-
vice Level Agreement, SLA). Per assegurar que es compleixi aquest acord i per realitzar decisions
d’enginyeria de tràfic es porten a terme mesures que s’encarreguen de recollir certs paràmetres que
descriuen l’estat de la xarxa.
Tot i així, cal destacar la dificultat que suposa analitzar directament els resultats obtingut amb
aquestes eines. Habitualment aquestes eines donen uns resultats molt detallats i extensos, però que
poden resultar difícils d’interpretar si no es tracten prèviament d’alguna manera.
Per tant, la raó principal per la que s’ha realitzat aquest projecte és la de millorar una eina ja
existent per dotar-la d’aquestes funcionalitats que permetran fer-ne un ús més complet i amigable
a l’hora de treballar amb els resultats.
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1.2 Objectius
Actualment existeix una aplicació anomenada NetMeter que es desenvolupa al CCABA (Cen-
tre de Comunicacions Avançades de Banda Ampla, http://www.ccaba.upc.edu/netmeter).
Aquesta aplicació permet realitzar mesures de Qualitat de Servei generant i capturant tràfic entre
dos punts, analitzar el comportament dels fluxos en una xarxa IP i representar gràfiques a partir
dels resultats de les mesures. Principalment actua com a interfície d’altres utilitats, com genera-
dors de tràfic, però també integra altres funcionalitats pròpies. En aquesta direcció es troba aquest
treball que, al igual que altres PFCs que actualment estan en marxa, intenten millorar les diferents
funcionalitats que ofereix NetMeter en la seva versió actual. A manera d’exemple, es pot men-
cionar que s’està desenvolupant un nou generador de gràfiques que passarà a substituir el que ja
existeix.
Les funcionalitats que ofereix l’aplicació s’organitzen en forma de mòduls (plugins), cadascun
dels quals s’encarrega d’implementar-ne una de concreta. Per això, l’objectiu principal d’aquest
projecte serà el disseny i la implementació d’un plugin que s’encarregarà de realitzar operacions
estadístiques a partir de les dades obtingudes de les proves portades a terme per altres mòduls de
l’aplicació. A més, el plugin estadístic permetrà exportar aquests resultats en diferents formats
manejables per l’usuari o directament aplicar plantilles XSLT (Extensible Stylesheet Language
Transformations), tant sobre els fitxers d’estadístiques com sobre els originals, per transformar-los
en qualsevol format conforme les necessitats que li puguin sorgir a l’usuari i que no estiguin su-
portades directament per l’aplicació. Tanmateix, oferirà una interfície per a que altres mòduls de
NetMeter puguin obtenir informació estadística directament sense haver d’implementar les funci-
ons per si mateixos.
A més, per la validació de l’eina, es construirà una plataforma que simuli un entorn real que
permeti avaluar el bon funcionament d’aquesta. L’escenari es construirà al laboratori del que dis-
posa CCABA.
Finalment cal destacar que, abans de començar a desenvolupar el plugin estadístic es portarà a
terme una tasca d’actualització de les llibreries que es fan servir per la interfície gràfica d’usuari
(en anglès Graphical User Interface, GUI). Actualment la GUI (anomenada NetMeterGUI) està
desenvolupada amb les llibreries Qt3 de Trolltech (concretament en la seva versió 3.3). Aquesta
empresa ha deixat de donar suport a aquesta versió per dedicar-se completament al manteniment
de la nova branca, la número 4, i que a més és incompatible amb l’anterior. Per tant, amb l’objectiu
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de continuar mantenint l’aplicació, aprofitar el potencial que aporten les noves funcionalitats que
incorpora la nova branca de les llibreries Qt i revisar la versió actual de NetMeterGUI es farà
prèviament aquesta profunda remodelació del codi.
1.3 Metodologia
La metodologia seguida per portar a terme aquest projecte serà:
1. Actualització de la GUI de NetMeter (anomenada NetMeterGUI) d’acord amb la última
publicació estable de les llibreries de Qt (versió 4.3). S’aprofitarà l’actualització per revisar,
estructurar, corregir i millorar tot el codi actual.
2. Disseny i implementació del plugin encarregat de les funcionalitats estadístiques així com
de totes les eines necessàries per a satisfer tal objectiu.
3. Disseny i implementació d’un mecanisme de comunicació entre plugins a nivell d’interfície
gràfica que els permetrà explotar les funcionalitats que donarà el plugin estadístic.
4. Construcció de l’escenari de mesures i realització de diferents proves.
5. Validació i avaluació de l’aplicació.
6. Anàl·lisi i descripció d’altres programes que podrien ser alternatives al funcionament de
NetMeter per tal d’elaborar una descripció de canvis que caldria fer a l’aplicació o de noves
funcionalitats que se li podrien afegir, per ser més competitiu davant aquestes alternatives.
1.4 Organització de la memòria
Aquest document s’ha dividit en els següents apartats:
1. Introducció: en aquesta part es fa un breu repàs als objectius, així com a la motivació que ha
portat a la realització d’aquest projecte, la metodologia que es seguirà per realitzar-lo i una
breu descripció de la organització de la memòria.
2. Estat de l’art: és on es dóna una introducció a tots els conceptes que seran necessaris per
poder entendre la resta del document. Es tracten els protocols de mesura i les tècniques que
es fan servir per analitzar la Qualitat de Servei en xarxes IP. També es parla sobre el problema
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del tractament de la informació, de les eines i mètriques estadístiques utilitzades en aquest
projecte i dels mètodes de sincronització. Finalment es descriuen aplicacions alternatives
que existeixen avui en dia en el mercat, incidint en les mancances trobades en aquestes i que
NetMeter pretén complementar.
3. Desenvolupament del projecte: aquest capítol descriu tot el treball d’implementació portat
a terme, explicant les tecnologies utilitzades, el punt de partida per realitzar el projecte i el
procés de migració del codi a les noves tecnologies existents.
4. Escenari de mesures: aquí es descriurà exhaustivament tot el treball corresponent al disseny
i la configuració de l’escenari de mesures, explicant les eines utilitzades, la configuració dels
equips i la metodologia seguida per realitzar les proves.
5. Experiments i resultats: un cop processada tota la informació del capítol anterior, aquest
apartat recull tots els resultats que se’n deriven així com la corresponent validació de l’apli-
cació i un estudi del seu rendiment en comparació amb altres aplicacions de càlcul.
6. Planificació i anàlisi econòmi: aquest capítol dóna més detall sobre la planificació seguida
en la realització del projecte així com el corresponent anàlisi econòmic de la implementació
i l’equipament utilitzat.
7. Conclusions: aquesta secció sintetitza tots els resultats obtinguts i extreu les conclusions que
s’han derivat del treball realitzat. A més planteja quines són les tendències futures que poden
tenir els temes que s’han tractat durant el projecte.
8. Apèndix: finalment, en aquests apartats es recull informació complementaria del projecte.
Així es descriu exhaustivament el mecanisme de comunicació entre els mòduls de NetMe-
terGUI i el format dels missatges que el mòdul estadístic utilitza, a més de donar alguns
exemples de codis XML i scripts mencionats durant la documentació.
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CAPÍTOL 2
Estat de l’art
Aquest capítol dóna una visió global de com es troba actualment l’entorn en el que es desen-
volupa aquest projecte. Primer es fa un repàs sobre les mesures de Qualitat de Servei i sobre els
organismes que s’encarreguen d’estandarditzar-les (l’ITU i IPPM), aportant una breu descripció
d’aquestes mètriques.
A continuació, s’exposa la problemàtica del tractament de la informació, recollint les eines i
les mètriques estadístiques que es fan servir en aquest projecte, els mètodes que existeixen per
tractar la informació i es plantegen les alternatives existents a l’hora de solucionar els problemes
relacionats amb la sincronització.
Per últim, es descriuran aplicacions alternatives que també intenten cobrir l’anàlisi de la Qua-
litat de Servei a les xarxes IP i quins requeriments no cobreixen i que es pretenen cobrir amb
NetMeter.
2.1 Mesures de Qualitat de Servei
Existeixen certs valors que poden ser interessants a l’hora d’avaluar la qualitat d’una xarxa:
retard dels paquets, ample de banda, pèrdua de paquets, etc. També és important saber en quins
punts de la xarxa es prenen les mesures. Per un determinat tràfic es pot mesurar el retard que es
produeix extrem a extrem, entre l’origen i el destí, o el retard en un punt determinat per el que
passa el tràfic.
Principalment, es poden distingir dos tipus diferents de mesures: actives i passives.
• Mesures actives o intrusives: Tècnica en la que s’introdueix tràfic controlat a la xarxa amb
l’objectiu de realitzar les mesures.
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• Mesures passives o no intrusives: Tècnica en la que es limita a observar el tràfic existent a
la xarxa.
D’una altra banda, en funció de en quin nivell es mesuri, es poden tenir mesures a nivell d’apli-
cació, com per exemple la latència en la baixada d’una pàgina Web des d’un navegador; mesures
a nivell de xarxa, com el retard unidireccional, pèrdua de paquets o temps d’anada i tornada; o
mesures a nivell de servei, com el nombre de clients connectats o el número de peticions DNS. Per
l’altra, com ja s’ha comentat anteriorment, les mesures poden ser extrem a extrem o en mig del
trajecte.
Adquirir aquestes mètriques requereix d’una metodologia estructurada ja que, la falta d’a-
questa, pot comportar resultats erronis o inesperats en les mesures. En aquesta secció es farà
un resum dels diferents tipus de mesures que es poden realitzar en una xarxa, basant-nos en el
grup de mesures actives sobre IP proposades per la IPPM (Internet Protocol Performance Metrics,
http://www.ietf.org/html.charters/ippm-charter.html). Cal dir que existeixen altres
organismes d’estandardització de mesures com l’ITU (International Telecommunication Union,
http://www.itu.int/) i que també descriurem, encara que el seu ús està menys estès en com-
paració amb l’IPPM.
2.1.1 IPPM
IPPM (IP Performance Metrics Group) és un grup de treball de l’IETF (Internet Engineering
Task Force, http://www.ietf.org), la seva tasca és descriure i detallar tots els conceptes rela-
cionats amb la realització de mesures. El seu objectiu és proposar un conjunt de paràmetres de
mesura estandarditzats, que conformin un criteri sòlid per tots els conceptes i que serveixin per ser
aplicats en l’avaluació objectiva (basat en les dades obtingudes i no en resultats subjectius) de la
qualitat de les comunicacions a través Internet i les xarxes IP.
Abans de continuar és necessari introduir alguns conceptes en els quals es basen les mètriques:
• Wire time: És el temps que triga un paquet des de que el seu primer bit entra al medi físic
(interfície de xarxa) fins que l’últim bit abandona el medi quan és rebut a l’altre extrem
(destinació).
• Paquet Type-P: Donat un conjunt de paquets, un paquet Type-P és el que compleix una certa
condició P específica. Un conjunt de paquets Type-P especifiquen de forma clara el tipus
de tràfic al que es refereix una mesura. Aquest és un concepte versàtil que es pot instanciar
d’acord amb les necessitats de cada mètrica. Això permet als dispositius poder donar un
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tractament especial a aquest tipus de tràfic. Les bases dels paquets Type-P estan definides a
[PAMM98], on s’introdueix un marc genèric de notació de les mètriques i els conceptes.
Totes les mesures que es descriuran a continuació estan basades en l’IPPM.
2.1.1.1 Connectivitat
Una de les mètriques més simples i importants és el grau de connectivitat entre dos punts.
La connectivitat està definida a [PM99]. El seu objectiu és determinar si existeix connectivitat
entre un origen i una destinació o no, en un sentit o en tots dos. És una propietat que depèn d’un
instant T de temps, referint-se al moment en que aquesta connectivitat és posada a prova. Per tant,
la connectivitat unidireccional (anomenada Instantaneous One-Way Connectivity) s’aconsegueix
quan un paquet enviat des de l’origen (SRC) en el moment T arriba al seu destí (DST). De la
mateixa manera, la connectivitat bidireccional (anomenada Instantaneous Two-Way Connectivity)
s’aconsegueix quan hi ha una connectivitat unidireccional entre SRC i DST i una altra entre DST
i SRC al mateix instant T . Analíticament aquest concepte es considera com una variable booleana
en un instant de temps T per una connexió donada.
Per tal de determinar la connectivitat durant un interval de temps es defineix una nova mè-
trica: One-Way/Two-Way Connectivity (sense l’adjectiu Instantaneous). Aquesta connectivitat es
comprova des d’un instant T i durant un interval ∆T .
2.1.1.2 One Way Delay (OWD)
Es pot definir el One Way Delay (OWD) com el temps transcorregut entre que el primer bit del
paquet és enviat a través de la xarxa fins que el receptor rep l’últim bit d’aquest paquet [AKZ99a].
Es suposa que el paquet enviat és un paquet Type-P1 i que es computa el retard extrem a extrem
(latència), incloent el wire time, el sobrecost imposat pel temps de paquetització de l’aplicació i el
temps de processat al destí. En entorns de QoS, aquesta és una mètrica important perquè descriu
el grau d’interactivitat i de retard de comunicació.
Si es disposa d’un conjunt de paquets (flux) des de l’origen fins al destí, la definició deOneWay
Delay és incompleta, ja que sols assumeix un paquet. Per tant l’OWD Instantani és el OWD de
cada paquet, el qual pertany al conjunts de paquets Type-P encara que es tracti de forma individual.
Un gràfic mostraria el temps que ha trigat en arribar al seu destí cada paquet individual. A partir
d’ara quan es faci referència a OWD s’estarà referint al OWD Instantani.
1Qualsevol paquet generat per la realització de mesures és un paquet Type-P.
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Matemàticament la mesura OWD és bastant simple. És suficient amb restar el temps en que
s’ha rebut el paquet al destí amb el temps en que es va enviar des de l’origen. La equació (2.1)
mostra el càlcul del OWD per a cada paquet enviat d’una mostra de N paquets.
OWDi = Trecepcioi−Tenviamenti 1≤ i≤ N (2.1)
Una tret determinant a tenir en compte és la sincronització a l’origen i al destí per poder obtenir
un càlcul correcte. Per això, les eines hauran d’utilitzar algun mètode de sincronització com el
protocol NTP (Network Time Protocol). Aquest protocol no és suficient quan les distàncies són
curtes (en relació al temps) ja que no gaudeix de gaire precisió. En aquests casos és necessari
disposar d’una font de sincronització externa com un GPS (Global Positioning System o Sistema
de Posicionament Global), per dotar-lo de la màxima precisió possible. Més endavant, a la secció
2.2.3, es tractarà amb més detall el problema de la sincronització.
2.1.1.3 One Way Delay Distribution (OWDD)
EL OWDD defineix la distribució del One Way Delay Instantani donat un conjunt de paquets
Type-P. L’objectiu és obtenir el comportament general dels retards sense importar el moment en
que els paquets van ser generats.
En el OWDD s’obté de la quantitat de paquets que tenen un determinat retard. Calcular-ho és
fàcil, tal i com es pot veure al següent algorisme en pseudo-codi que calcula el percentatge de cada
posició de l’array:
minD = Mínim retard
maxD = Màxim retard
array of int [0..maxD]
per cada paquet al flux
pos = (minD - delay) / points
array[pos]++
calcula el percentatge de cada posició de l’array
El gràfic que s’obtindria com a resultat tindria a l’eix de les abscisses els retards dels paquets i en
l’eix de les ordenades el percentatge.
2.1.1.4 One Way Packet Loss (OWPL)
Es pot definir el valor del One Way Packet Loss com a:
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• Fals quan un paquet Type-P es enviat per l’origen en wire time i el destí el rep. La mesura
OWD conté un valor finit.
• Cert quan un paquet Type-P es enviat per l’origen i el destí no el rep. La mesura OWD és
indefinida.
És a dir, OWPL és una variable booleana que indica si el paquet és rebut correctament pel destina-
tari o no. A més, està definida a [AM99] com a mètrica en un sentit ja que:
• És asimètrica sobre el camí, ja que la resposta no té perquè tornar seguint el mateix camí
d’anada.
• Les aplicacions en temps real o de tràfic UDP són unidireccionals.
En entorns de QoS el OWPL és crític per la qualitat global de la comunicació. A [Rec03] s’esta-
bleix una cota màxima per OWPL de 1x10−3 per a totes les classes.
2.1.1.5 Round-Trip Time (RTT)
Podem definir el Round-Trip Time entre l’origen i el destí com el temps transcorregut des que
l’origen envia un paquet al seu destí i aquest respon enviant un paquet de confirmació el més aviat
possible [AKZ99b].
Matemàticament, per al càlcul del Round-Trip Time és suficient amb restar el temps en que
s’ha rebut el paquet de retorn a l’origen amb el temps en que es va enviar el primer paquet des de
l’origen. A la equació (2.2) es mostra com calcular-ho, on N és el nombre de paquets enviats per
la realització de la mesura.
RoundTripi = Trecepciorespostai−Tenviament paquet i 1≤ i≤ N (2.2)
La clàssica aplicació ping2 es pot considerar com una mesura Round-Trip, considerant el paquet
Type-P com un paquet ICMP request de 60 bytes.
2.1.1.6 Round-Trip Packet Loss
Anàlogament al OWPL, a [AKZ99b] també és defineix que hi ha un Round-Trip Packet Loss
quan:
• Un paquet emès per l’origen no arriba al destí.
• Una confirmació emesa pel destí no arriba a l’origen.
2Més informació sobre l’aplicació ping a la secció 2.3.1 a la pàgina 21
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2.1.1.7 Inter Packet Delay Variation (IPDV)
El Inter Packet Delay Variation es defineix a [DC02] com la diferència entre el OWD d’un
parell de paquets pertanyents a un flux de paquets. El RFC no defineix quin parell de paquets han
de ser utilitzats, però habitualment es considera que han de ser consecutius.
Matemàticament, segons el que s’ha explicat abans, es necessiten un parell de paquets: el
paquet actual i el seu predecessor en seqüència. En el cas que es perdin paquets no es pot calcular
l’IPDV, ja que el parell de paquets seleccionats han de tenir una diferència de seqüència igual a 1,
i per tant el seu valor queda sense definir. A continuació es mostra l’equació corresponent (2.3).
IPDVi = OWDi−1−OWDi 1≤ i≤ N (2.3)
És important no confondre el IPDV amb el jitter. En aquest context, el jitter es defineix com
la diferència entre el OWD d’un paquet seleccionat i la mitja de OWD d’un interval (altrament
conegut com desviació típica)3. Per tant, això requereix conèixer prèviament tot el conjunt de
paquets per obtenir el valor i que es contraposa al fet que per calcular el IPDV entre dos paquets
només calen aquests paquets.
2.1.1.8 Inter Packet Delay Variation Distribution (IPDVD)
Com abans, la distribució de qualsevol representació és el percentatge de cada paquet respecte
la totalitat de les mesures. L’algorisme per calcular la distribució de les dades és el mateix que en
l’apartat anterior 2.1.1.3, amb l’única diferència que s’utilitzarien les dades obtingudes a IPDV i
no a OWD.
2.1.1.9 Packet Reordering
Amb la mesura Packet Reordering [MCR+06] interessa conèixer les “seqüències de paquets
sense desordre” (Reordering Free-Run). Es pot definir com un conjunt de paquets que arriben a la
destinació ordenats entre paquets no ordenats. S’entén amb facilitat seguint el següent algorisme:
x = 0; /* comptador de paquets que arriben en desordre */
a = 0; /* comptador de paquets que arriben en ordre */
p = 0; /* número de paquets */
mentre (arriben paquets amb número de seqüència s) fer
p++;
si (s >= número de seqüència del paquet anterior)
3Més informació sobre mètriques estadístiques a la secció 2.2.2 a la pàgina 15
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a++; /* s arriba en ordre */
sinó
x++; /* s arriba desordenat */
fi_si
fi_mentre
Per una banda, la relació entre el nombre de paquets que arriben en ordre i el nombre total de
paquets ve donat per la fórmula (2.4):
PacketsInOrder =
a
p
(2.4)
Per l’altra banda, la mitjana de les seqüències de paquets sense desordre es defineix amb la equació
(2.5):
ReorderingFreeRun=
a
x
(2.5)
2.1.1.10 Bulk Transport Capacity (BTC)
Bulk Transport Capcity es defineix a [MA01] com la mesura de la capacitat d’una xarxa per
suportar quantitats de dades significatives en una connexió de transport sensible a la congestió, per
exemple TCP (Transmission Control Protocol, en català Protocol de Control de Transmissió). És
el càlcul de la mitjana del nombre de bits per segon esperats en una connexió, també anomenat
rendiment (throughput), i es realitza tal com mostra la equació (2.6).
BTC =
dades enviades
temps transcorregut
(2.6)
On ”dades enviades” fa referència als bits de les dades reals enviades sense tenir en compte les
capçaleres dels paquets.
2.1.2 ITU
Mentre que l’IPPMmanté un enfoc més pràctic cap a la normalització de les mètriques de QoS,
la ITU (en la seva secció ITU-T) amb un abast més ampli en les seves recomanacions, especifica
aquests paràmetres d’una forma lleugerament diferent, tenint en compte la descripció més genèrica
dels termes. Aquesta secció està dedicada a veure i comparar els diferents punts de vista de dues
organitzacions sobre els mateixos conceptes.
Abans es donaran algunes definicions per fer més entenedores les especificacions de la ITU-T
(definides a [ITU02]):
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• Punt de Mesura (MP,Measurement point): punt entre l’origen i el destí on es poden obser-
var i mesurar els events referents al rendiment.
• Secció (Section): part delimitada per un MP. Les seccions més importants són:
 Seccions Bàsiques (Basic Sections): qualsevol grup de seccions entre l’origen (SRC) i
el destí (DST).
 End-to-End IP network: MP ubicat al SRC o al DST.
• Event de Transferència (Transfer Event): un event de transferència de paquets IP es pro-
dueix quan el paquet IP travessa un MP, és verifica que sigui vàlid i que les adreces d’origen
i destí siguin correctes.
Per mesurar les mètriques de rendiment, s’ha de processar el càlcul durant la transferència de
paquets IP, la qual cosa descriu l’estat de la transferència. La ITU-T defineix quatre resultats per
una entrega de paquets IP. Aquest resultat pot ser:
• Transferit amb èxit (successfully transferred): el paquet arriba a destí amb èxit.
• Erroni (error): el paquet arriba a destinació amb la capçalera (header) corrupta o amb errors
al contingut (payload).
• Perdut (loss): el paquet mai arriba a destí.
• Fals (spurious): un paquet IP arriba amb èxit a destí però l’origen (SRC) que indica el paquet
no l’havia enviat mai. Aquest efecte també s’anomena spoofing.
La població d’interès serà un subconjunt de paquets que seran estudiats i que formen part de tots
els paquets IP que transcorren per enllaç. En el cas end-to-end (E2E), normalment correspondrà
amb tots els paquets que circulin entre l’origen i el destí.
Les següents seccions descriuran les mètriques més importants definides per l’ITU-T.
2.1.2.1 IP packet Transfer Delay (IPTD)
Està definit per a tots els paquets transferits amb èxit o erronis que travessen una secció bàsica.
IPTD és (t2− t1) entre l’event de sortida a t2 i l’event d’entrada a t1. En aquest entorn, t2 > t1. A
[Rec03] es defineixen cinc Classes de Servei (Class of Service, CoS) vinculades al grau de retard
obtingut, tal com es mostra a la Taula 2.14. Aquests valors es refereixen al IPTD (o a la mitjana de
4”U” significa ”sense especificar” (unspecified)
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Paràmetre de Xarxa Classes de Servei en QoS
Classe 0 Classe 1 Classe 2 Classe 3 Classe 4 Classe 5
IPTD 100ms 400ms 100ms 400ms 1s U
IPDV 50ms 50ms U U U U
IPLR 1x10−3 U
IPER 1x10−4 U
Taula 2.1: Classes de Servei de QoS
OWD). El seu rang oscil·la des dels 100 ms per a tràfic en temps real molt sensible fins a 1 segon
per a tràfic de gran volum.
Aquesta definició és anàloga a la de One Way Delay (OWD) definida anteriorment a 2.1.1.2 a
la pàgina 7 però enfocada en l’anàlisi de la QoS.
2.1.2.2 End-to-End 2-point IP packet Delay Variation (IPDV)
És l’equivalent al IPDV definit per l’IPPM (veure secció 2.1.1.7), però en el cas de l’ITU-T té
una altra definició que es regeix per la fórmula (2.7):
IPDV = IPTDupper− IPTDmin (2.7)
, on IPTDupper és el quantil 1−10−3 del OWD i IPTDmin és el valor mínim dels OWD mesu-
rats. Aquesta mètrica permet la detecció de congestió en una xarxa, l’anàlisi del comportament de
la finestra TCP i afecta a les reserves de les xarxes que treballen amb QoS.
Aquesta mètrica és important per connexions interactives i de qualitat. L’ITU-T defineix una
cota màxima de 50 ms per al tràfic en temps real.
2.1.2.3 IP packet Error Ratio (IPER)
És la relació entre el total de paquets IP transmesos que arriben amb error i el total de paquets IP
transmesos correctament de la població d’interès. No hi ha cap proposta equivalent a les definicions
de l’IPPM.
2.1.2.4 IP packet Loss Ratio (IPLR)
És la relació entre el total de paquets IP perduts i el total de paquets IP transmesos correctament
de la població d’interès. L’IPPM es refereix a aquesta mètrica com OWPL (veure secció 2.1.1.4).
Mentre que l’IPPM considera els paquets erronis com perduts, l’ITU-T defineix el IP packet Error
Ratio, com s’explica en el punt anterior.
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2.1.2.5 Spurious IP packet Rate
És el nombre de paquets IP falsos trobats en un MP dividit per l’interval de temps d’observació.
No té proposta equivalent en les definicions de l’IPPM.
2.2 Tractament de la informació
Un cop s’han realitzat les mesures, el següent pas és l’anàlisi rigorós dels resultats. Aquest
rigor es pot aconseguir gracies a la base que aporta la teoria matemàtica. En molts casos, el gran
volum de dades recollit pot dificultar i limitar la tasca de gestió i tractament de la informació. Per
això es fan servir tècniques estadístiques per escrutar el significat de les dades. Principalment hi
han tres tècniques per abordar aquesta qüestió:
1. Eines Estadístiques: eines matemàtiques que permeten resumir formalment un conjunt de
resultats per tal facilitar la observació d’alguna propietat i obtenir resultats significatius.
2. Agregació: tècnica que agrupa un conjunt de dades amb propietats similars amb l’objectiu
de reduir i simplificar el conjunt global de dades a tractar per facilitar aquest tractament.
L’agregació està inevitablement lligada a la pèrdua d’informació.
3. Mostreig: tècnica utilitzada per reduir el conjunt de dades. Aquesta tècnica no segueix el
mateix patró que l’agregació, sinó que es limita a escollir un subconjunt de dades del total
l’anàlisi i ignora la resta. El conjunt sel·leccionat és tractat com si fos el conjunt sencer.
Per el cas que aborda aquest projecte, només s’explicaran amb més detall les eines estadístiques.
A més, per facilitar la comprensió del termes, també es repassen breument les principals mètriques
estadístiques utilitzades en la implementació del projecte.
2.2.1 Eines Estadístiques
Les mètriques de les mesures de QoS pretenen donar resultats objectius sobre el rendiment de
la xarxa però, depenent dels objectius de mesura, tenir només aquests valors no és suficient.
Les estadístiques són eines matemàtiques que permeten resumir formalment un conjunt de
resultats per tal facilitar la observació d’alguna propietat i obtenir resultats significatius. Encara
que l’anàlisi en profunditat dels mètodes estadístics queda fora d’aquest document, si és necessari
al menys presentar els més essencials i que es fan servir en mesures de QoS.
De tots els estimadors, els més usats en mesures de QoS són la mitjana i la desviació típica
(descrites a la secció 2.2.2), que s’utilitzen per resumir els resultats dels experiments. Cal denotar
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que aquests estimadors poden ser enganyosos, depenent de la mida o de la varietat de les mostres,
i s’han de tractar amb cura.
Altres mesures utilitzades àmpliament són els valors màxim i mínim. Quan s’utilitzen aquestes
mesures cal tenir en compte l’existència de valors atípics o extrems. Per tal de mitigar l’efecte
d’aquests valors atípics, sobretot entre els valors màxims, és habitual calcular el 99,9 percentil
(1−10−3 quantil) del conjunt. Al contrari, per la part baixa no sol haver-hi valors atípics degut a
limitacions físiques.
A més de les mesures purament estadístiques, els resultats es poden acompanyar de represen-
tacions gràfiques i d’histogrames.
2.2.2 Mètriques Estadístiques
Com ja s’havia anticipat al començament d’aquesta secció es presenten a continuació les mè-
triques estadístiques que apareixen en el desenvolupament d’aquest projecte. De cadascuna es
mostra una descripció amb la seva definició i la seva representació matemàtica. Les mètriques que
es tracten són la mediana, la mitjana, la desviació típica, el jitter i el percentil.
2.2.2.1 Mediana
Una mediana es descriu com el número més alt que separa la meitat d’una mostra, una població,
o una distribució de probabilitat, a partir de la meitat inferior.
La mediana d’una llista finita de nombres es pot trobar ordenant tots els seus valors del més
baix al més alt i agafant el terme del mig. Si la llista conté un nombre parell d’elements la mediana
no és única, per la qual cosa, habitualment s’agafa la mitjana dels valors del mig.
En la major part dels casos, la meitat de la població té valors inferiors a la mediana i l’altra
meitat te valors superiores a la mediana. Si tots dos grups contenen menys de la meitat de la
població, llavors el valor d’una part de la població és exactament igual a la mediana. La mediana
és el quantil 2on, el 5è decil i el 50è percentil.
2.2.2.2 Mitjana
En teoria de la probabilitat i la estadística, per un conjunt de valors, la mitjana ”estàndard”
(també anomenat mitjana aritmètica) és la suma de tots els termes que el composen dividit pel
nombre de valors que composen aquest conjunt. La fórmula matemàtica que representa aquesta
definició és la següent (2.8):
x¯=
1
n
×∑ni=1xi (2.8)
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2.2.2.3 Desviació típica
La desviació típica també és coneguda com desviació estàndard. És una mesura de dispersió
que es fa servir en la teoria de la probabilitat i l’estadística. Concretament, la desviació típica és
”la mitjana quadràtica de la llunyania dels punts de mostra respecte la mitjana”. Se sol representar
amb la lletra S o amb la lletra grega sigma, σ. Quan es refereix a una distribució de probabilitats,
variable aleatòria o població se sol anomenar desviació estàndard poblacional i es representa ex-
clusivament amb la lletra σ. Quan es refereix a un conjunt de dades s’anomena desviació estàndard
mostral o estimador de la desviació estàndard, ja que s’utilitza com a estimador de la desviació
estàndard poblacional. La definició de la desviació estàndard poblacional és única, però existeixen
diverses fórmules per calcular la desviació estàndard mostral. En ambdós casos però, es calcula
com l’arrel quadrada de la variància.
Cal recordar que la variància és l’esperança matemàtica, E(X), de les diferències entre els
valors de la variable aleatòria i la seva esperança matemàtica, elevades al quadrat. És a dir, la
variància està expressada en unitats al quadrat i per tant, la desviació estàndard s’expressa en les
mateixes unitats originals de la mesura, com es mostra a la fórmula (2.9):
σ=
√
E((X−E(X))2) =
√
Var(X) (2.9)
La desviació estàndard és la mesura de dispersió estadística més comú. Si la variable aleatòria
tendeix a prendre valors a prop de la seva esperança matemàtica, la desviació estàndard és reduïda.
Si, pel contrari, pren valors lluny de l’esperança, la desviació estàndard pren valors elevats.
En el món real, trobar la desviació típica d’una població sencera és poc realista, excepte en al-
guns casos concrets, com en les proves estandarditzades on cadascun dels membres d’una població
és mostrejat. En la majoria de casos, la desviació típica és estimada examinant una mostra aleatòria
extreta del conjunt de la població. La mesura que s’utilitza més habitualment és la desviació típica
mostrejada, que es calcula amb la fórmula (2.10):
s=
√
1
N−1
N
∑
i=1
(xi− x)2 (2.10)
on {x1,x2, ...,xN} és la mostra i x és la mitjana de la mostra. La denominació N−1 és el nombre
de graus de llibertat del vector (x1−x, ...,xN−x). Aquesta és la fórmula utilitzada en els càlculs de
l’aplicació desenvolupada per aquest projecte.
2.2.2.4 Jitter
En general, el jitter és una mesura que estima com d’estable és una mostra, indicant per exemple
la variació del retard d’un paquet en una mostra respecte un valor de referència. No obstant, aquest
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terme acostuma a causar confusió perquè es pot utilitzar de maneres diferents i és recomana evitar-
ne l’ús en la mesura del possible. Segons [DC02] (secció 1.1) sol tenir dos definicions:
• El primer significat és la variació d’un senyal respecte el senyal de rellotge. S’espera que
l’arribada del senyal coincideixi amb l’arribada del senyal del rellotge. Aquesta definició
s’utilitza principalment per referir-se a senyals síncrones i per mesurar la qualitat en emula-
cions de circuits, per exemple. En aquest context, la mètrica també es coneix com wander.
• El segon significat té a veure amb la variació d’una mètrica (per exemple, el retard) respecte
una mètrica de referència (per exemple, la mitjana del retard o el valor mínim). Aquesta
definició se sol utilitzar en informàtica i freqüentment (encara que no sempre) es refereix a
la variació del retard.
Per això a [DC02] el seu ús es substitueix pel de Packet Delay Variation (PDV), on té el significat
de diferència en el retard extrem a extrem entre els paquets sel·leccionats en un flux on els pa-
quets perduts són ignorats. Quan aquesta mesura es realitza entre paquets consecutius s’anomena
Inter Packet Delay Variation (IPDV) definit anteriorment a la secció 2.1.1.7 a la pàgina 10 i que
usualment s’anomena de forma incorrecta ”jitter".
Per altra banda, el jitter aleatori, també anomenat jitter Gaussià, és el que típicament segueix
una distribució Normal (de Gauss). Un exemple seria el soroll impredictible que s’afegeix en
un senyal electrònic a causa d’un factor de temperatura que de la mateixa manera segueix una
distribució Normal.
Per això la ITU-T a [ITU02] fa el càlcul del jitter com una diferència entre percentils i el
defineix a l’OWAMP [STKB06] com la diferència entre el percentil 95è i el 50è del OWD (2.11):
Jitter = p95− p50 (2.11)
2.2.2.5 Percentil
Per una mostra V (x)={x1,x2, ...,xN} de dades ordenades de forma creixent, el percentil pth és el
valor per sota el qual es troben el pth-per cent de valors de la mostra.
Malgrat que no hi ha una definició estandarditzada del càlcul del percentil, totes les definicions
convergeixen en resultats similars quan el nombre d’elements de la mostra és prou gran. General-
ment, en textos senzills, el pth percentil de la mostra V (x) de N valors ordenats s’obté calculant el
rang R= N100 × pth+ 12 , arrodonint al enter més pròxim, i agafant el valor que correspon dintre de
la mostra, V (R) .
Un mètode alternatiu, utilitzat en diverses aplicacions, és el de la interpolació linear entre els
dos valors més pròxims al rang. En aquest procediment, primer es calcula el rang R= pth100 × (N+
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1). Aquest rang es pot descompondre en una part entera (IR) i en una part fraccionaria (FR tal que
0≤ FR< 1). Així doncs, el valor final l’obtenim de la fórmula (2.12):
V (IR)+FR× (V (IR+1)−V (IR)) (2.12)
2.2.3 Sincronització
Quan tractem amb mesures en un sentit de la xarxa hi ha al menys dos punts de mesura (MP,
Measure Points) on la informació es pot capturar. Habitualment aquest procés implica recollir
una marca de temps (timestamp) en el moment que es rep la informació. Per això mateix, obli-
gatòriament serà necessari tenir els rellotges dels sistemes sincronitzats sota un mateix criteri de
referència, cosa que permetrà comprar aquests resultats i tractar-los computacionalment de for-
ma independent del punt de captura. Sense sincronització els resultats podrien ser erronis (per
exemple, OWD negatius, cosa que no és possible).
La sincronització pot semblar una tasca fàcil de realitzar però, quan es treballa amb resolucions
de microsegons (cosa gens estranya en xarxes Gigabit Ethernet d’avui en dia), obliga a que els
rellotges de tots els components involucrats en una prova hagin d’estar sincronitzats de forma molt
acurada, cosa que és més difícil de resoldre encara.
S’han publicat diversos articles que tracten d’abordar aquest tema, fins i tot hi han tesis dedi-
cades com [Don02]. El problema radica en que no hi ha dos rellotges exactament iguals, el que
deriva en petites diferències entre aquests i aquestes variacions es modifiquen en cada instant.
Hi han tres maneres d’intentar pal·liar aquest problema:
1. Sincronització exclusivament per software: és la manera menys precisa de mantenir una
sincronització de rellotges adequada. Habitualment aquesta tasca la porta a terme un daemon
executant-se a la màquina que volem que estigui sincronitzada. Aquesta es connecta a una
font fiable de rellotge i intenta mantenir el rellotge local el més a prop possible del rellotge
de referència. El protocol d’aquest tipus més utilitzat és el Network Time Protocol (NTP)
que es pot trobar a [Gro, Mil92].
2. Sincronització exclusivament per hardware: aquesta solució és la més cara, però al mateix
temps la més precisa. L’hoste, amb l’ajuda d’una targeta de captura especial, utilitza un
senyal directe de GPS per calcular el timestamp dels paquets que arriben sense que calgui la
intervenció del sistema operatiu amb l’ajuda d’aquest hardware específic.
3. Sincronització mixta per software i hardware: actualment és la solució més utilitzada
ja que és un punt intermedi de les solucions anteriors. En una xarxa es situa un servidor
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Figura 2.1: Exemple escenari mesures actives
de temps que fa córrer un daemon NTP que s’alimenta d’una font hardware de temps més
precisa (com el GPS, PPS [MMB+00] o un rellotge atòmic) per una millor sincronització.
Més tard a [VBP04] es va proposar una altra solució per a la sincronització. En comptes d’utilitzar
un rellotge remot, la solució que proposaven era basada en l’ús del registre TSC (Time Stamp
Counter) que es troba als microprocessadors moderns, el qual dóna major exactitud al rellotge
local. La qüestió que manca per resoldre és com explotar aquesta tècnica en un entorn distribuït
amb diversos rellotges.
2.3 Aplicacions Existents
Com s’ha parlat al començament d’aquest capítol, existeixen dos tècniques de mesura, actives
i passives, per obtenir informació del nivell de QoS d’una xarxa, cadascuna amb les seves caracte-
rístiques a favor i en contra. El projecte NetMeter5 s’emmarca dins del conjunt d’eines de mesures
actives.
Cal recordar que les tècniques de mesures actives (Figura 2.1) són utilitzades per realitzar
mesures inserint tràfic sintètic en una xarxa per analitzar el seu rendiment. Aquest tràfic controlat
s’utilitza en entorns de QoS per estudiar-lo de manera controlada, comparar els resultats obtinguts
amb els que teòricament s’esperen, verificar si la infraestructura compleix els paràmetres desitjats
o per descobrir els seus límits reals. La utilitat d’aquesta tècnica radica en el fet que les caracterís-
tiques del tràfic generat es coneixen per avançat. Per tant, les variacions rebudes en un PMA (Punt
de Mesura Actiu) són degudes al comportament de la xarxa. Habitualment, aquestes eines es fan
servir en entorns de prova i no en sistemes en producció.
5Més informació sobre el projecte a la secció 3.1 del capítol següent
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La quantitat de tràfic generat pot variar en funció dels objectius de cada prova. Poden reque-
rir pocs paquets però correctament ordenats per observar el comportament de la xarxa, o proves
llargues amb tasses de tràfic elevades per constatar el rendiment quan hi ha saturació i pèrdues.
La naturalesa d’aquestes proves és el de ser intrusives, ja sigui en el rendiment de la xarxa o en el
tràfic ja existent en aquesta mateixa.
Per realitzar aquest tipus de mesures existeixen unes eines i plataformes que permeten generar
i capturar el tràfic sintètic per analitzar els paràmetres de QoS que s’extreuen dels resultats. A
continuació es farà un breu repàs d’alguns exemples significatius d’aquestes eines, de les seves
característiques i posteriorment una comparativa per remarcar les mancances queNetMeter intenta
cobrir.
2.3.1 Descripció de les aplicacions existents
Per coneixer algunes de les solucions que avui en dia ofereix el mercat, a continuació es pre-
senta, amb la seva descripció, un llistat d’aplicacions i plataformes que permeten realitzar proves
de mesures actives. Aquesta llista no és ni molt menys completa, només s’hi troben les aplicacions
més representatives. A més de la descripció, per cada eina s’adjunta l’adreça Web on s’allotja
actualment el projecte.
OWAMP (http://e2epi.internet2.edu/owamp/) és una aplicació que segueix la imple-
mentació del protocol OWAMP (One-Way Active Measurement Protocol) [STKB06]. Aquesta
eina proposa una nova metodologia per realitzar mesures actives, tractant temes com el control del
seguiment del temps (sincronització) i qüestions de seguretat. A més, permet la generació d’un
ample ventall de patrons de tràfic. OWAMP permet recollir informació per analitzar mètriques
com la probabilitat de pèrdua (OWPL), la mitjana del OWD, el jitter, el 90-percentil del OWD o el
IPDV.
MGen (http://cs.itd.nrl.navy.mil/work/mgen/) és una de les aplicacions de generació
de tràfic més utilitzades en entorns de QoS. Dóna eines per la generació de tràfic en temps real
unicast/multicast UDP (i en futures versions, també TCP) amb suport per a RSVP. L’aplicació
permet transmetre i capturar en un registre els paquets rebuts amb el seu timestamp i número de
seqüència. Posteriorment, aquests registres permeten un anàlisi de les mètriques de QoS com les
pèrdues, OWD, IPDV, etc. Aquesta és una de les aplicacions que suporta NetMeter.
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Ping (http://linux.die.net/man/8/ping) és una eina clàssica per avaluar l’accessibilitat i
la latència [Pos81, Mal93]. Mesura la latència i els paquets perduts a cada salt.
Traceroute (http://linux.die.net/man/8/traceroute) és una eina que treballa sobre IP
que permet determinar la ruta que pren un paquet per arribar a un destí [Mal93]. Funciona in-
crementat el TTL (Time To Live) a cada paquet que s’envia consecutivament i informant a cada
cop que un equip de la ruta retorna el paquet caducat. Existeixen diverses versions d’aquesta eina,
implementades per treballar amb missatges ICMP, sobre TCP o sobre UDP.
PChar (http://www.kitchenlab.org/www/bmah/Software/pchar/) és una reimplementa-
ció de la eina pathchar de Van Jacobson per caracteritzar l’ample de banda, la latència, les pèrdu-
es, els retards o el temps mig d’espera a les cues de cada salt en un camí entre qualsevol origen i
destinació. Funciona tant en xarxes IPv4 com IPv6.
Iperf (http://sourceforge.net/projects/iperf) és una eina per realitzar mesures del ren-
diment de l’ample de banda sobre TCP i UDP. A més, permet calibrar nombrosos paràmetres per
fer proves més específiques. Iperf dóna informació sobre l’ample de banda, el retard, el jitter i les
pèrdues.
BWCTL (http://e2epi.internet2.edu/bwctl/) és una aplicació per línia de comandes que
s’encarrega de funcionar com a client i gestor de Iperf. Permet realitzar proves no específiques de
Iperf en hostes sense haver de configurar les comptes d’usuari del sistema. Els usuaris adquireixen
la capacitat d’executar Iperf per determinar la connectivitat o la disponibilitat d’ample de banda
entre un parell d’hostes.
NetPerf (http://www.netperf.org/) és una eina de mesura que permet mesurar el rendiment
d’un enllaç, mesurant el BTC i estimant l’ample de banda. Ofereix proves de rendiment unidirec-
cionals i extrem a extrem sobre molts tipus d’arquitectures de xarxa diferents. L’aplicació genera
tant de tràfic com la xarxa pot suportar per calcular aquest rendiment màxim. Aquesta és una de
les aplicacions que suporta NetMeter.
perfSONAR (http://www.perfsonar.net/) és una infraestructura per monitorejar el rendi-
ment de xarxes, facilitant la tasca de resoldre problemes de rendiment extrem a extrem quan es
travessen diverses xarxes. Igual que NetMeter, és una interfície per un conjunt d’eines (Iperf,
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BWCTL, OWAMP) que actuen per realitzar el diagnòstic i la visualització, utilitzant protocols de comu-
nicació ben definits. Incorpora funcions per realitzar tan mesures actives com passives. Conta amb
el suport d’entitats com ESnet (http://www.es.net/), GÉANT2 (http://www.geant2.net/),
Internet2 (http://www.internet2.edu/) o RNP (http://www.rnp.br/) entre d’altres.
2.3.2 Requeriments no coberts per les aplicacions existents
Primer de tot cal destacar que moltes de les aplicacions llistades anteriorment no es poden
comparar directament amb NetMeter, ja que la principal missió d’aquest projecte, entre d’altres
funcionalitats pròpies, és la d’actuar d’interfície per a altres aplicacions que realment fan la gene-
ració i la captura. Com s’explicarà amb detall més endavant, entre aquestes aplicacions es troben
MGen i NetPerf.
Així doncs, com a infraestructura de monitoreig, la competència directa seria l’aplicació perf-
SONAR. De totes formes no es pot perdre de vista que, tot i que hi han zones on les funcionalitats
de les dues aplicacions coincideixen, els objectius principals de les dues aplicacions són molt di-
ferents.
A favor de perfSONAR es podria destacar:
• Permet realitzar tant mesures actives, igual que NetMeter, com passives. PerfSONAR, per a
seva banda, fa servir les aplicacions OWAMP i Iperf com a eines de generació i captura de
tràfic.
• Està molt orientat a treballar en entorns multi-domini, mentre que NetMeter està pensat
sobretot per treballar dins del mateix domini.
• Interfície distribuïda i descentralitzada, basada en serveis Web (Web Services) i en protocols
de comunicació ben definits d’intercanvi de missatges que facilita la extensibilitat. L’ús de
mòduls també permet que diferents grups treballin per desenvolupar funcionalitats diferents
al mateix temps sense interferir-se mútuament.
• Facilita l’accés a la informació ja que aquesta és ubiqua (accessible des de qualsevol indret),
sense descuidar en cap moment la seguretat.
• Integra un ample ventall de serveis (entre els quals es poden trobar eines de mesura, sistema
de publicació de resultats, descobriment de xarxa, autenticació, manipulació de les dades,
descobriment de la topologia, etc.)
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Figura 2.2: Captura de pantalla de perfSONAR UI
• Al funcionar com Web Service, es pot integrar en altres projectes. Un exemple és el cas del
projecte open source Cacti (http://www.cacti.net/), que és un sistema gràfic basat en
la Web que permet monitoritzar els recursos i serveis d’equips de forma remota.
• Compta amb el recolzament de grans grups d’investigació internacionals (ESnet, GÉANT2,
Internet2, etc.).
Per l’altra banda, en contra es pot dir:
• El fet de tenir una infraestructura distribuïda, basada en serveis Web, pot interferir en el seu
rendiment.
• L’alta complexitat dels serveis i de les dependències Java dificulta la feina als desenvolupa-
dors. Actualment s’està corregint amb una versió més lleugera anomenada perfSONAR-PS.
• Interfície d’usuari (perfSONAR-UI, Figura 2.2) està poc desenvolupada i el fet de que es basi
en un sistema Web, ara per ara, limita el rendiment i el nombre de funcionalitats.
• La instal·lació, encara que està assistida per un gestor, és difícil degut a la quantitat de
requisits.
Per tant, per resumir la qüestió, es podria valorar NetMeter com que:
• Intenta explotar el major rendiment i l’eficiència que aporta el fet de ser una aplicació local,
desenvolupada amb un llenguatge robust com C++ i compilada, sense renunciar a funcionar
seguint un model client-servidor que li confereix cert grau de llibertat a l’hora d’executar
l’aplicació en màquines diferents, evitant quedar lligada a una infraestructura molt concreta.
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• Té com a objectiu principal facilitar la tasca d’utilitzar altres eines que altrament requeririen
un estudi més detallat del seu funcionament i aprofitar els avantatges que confereix l’entorn
gràfic per centralitzar la gestió, la configuració dels equips i la visualització dels resultats.
• A més, NetMeter va més enllà de ser una simple interfície d’altres aplicacions de generació
de tràfic, aportant funcionalitats com la representació gràfica, l’anàlisi estadístic, o la de
configuració dels equips i la xarxa on es realitzen les proves.
• Al mantenir una estructura modular i dinàmica, on les funcionalitats es poden ampliar i
millorar a base d’afegir nous plugins, no renuncia en cap moment a continuar creixent i
incorporant funcionalitats com les de la competència.
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CAPÍTOL 3
Desenvolupament del Projecte
Després de veure les característiques de les mesures que s’han de tenir en compte en l’anàlisi
de xarxes amb qualitat de servei i d’analitzar les eines existents, així com els seus avantatges i
mancances respecte de NetMeter, en aquest capítol s’explicarà amb més detall quin ha estat el
procés de desenvolupament i implementació del projecte.
Primerament es pretén descriure l’estat de partida de NetMeter, així com de la seva llibreria
(anomenada libNetMeter) i de la interfície gràfica (anomenada NetMeterGUI). Aquest punt també
inclou una explicació del projecte NetMeter en si mateix i la utilització que s’està fent actualment
de l’eina.
Seguidament es fa un repàs de com ha transcorregut l’etapa d’actualització del codi a les noves
tecnologies existents i que serveix d’avantsala al que posteriorment suposa el treball realitzat amb
el plugin d’estadístiques, explicant els requeriments i el disseny de l’aplicació, la estructura interna
que segueix i la especificació.
Finalment es donarà un breu detall sobre quin ha sigut l’entorn de treball utilitzat, descrivint
les tecnologies que s’han aplicat i que conformen el nucli de la implementació
3.1 Punt de partida: estat inicial de NetMeter
NetMeter [SB04] és una aplicació GPL (General Public License) per a plataformes UNIX
desenvolupada al Centre de Comunicacions Avançades de Banda Ampla (CCABA) de la UPC
(Universitat Politècnica de Catalunya, http://www.upc.edu). El principal objectiu d’aquesta
eina és l’automatització dels processos de generació i monitorització de tràfic de xarxa, permetent
a l’usuari centrar-se en les variables del test i oblidar els detalls més irrellevants. L’objectiu és
poder, des d’una màquina que exercirà el rol de controlador, configurar totes les propietats del tràfic
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Figura 3.1: Escenari típic on es pot fer servir NetMeter
i de la xarxa per executar-hi les proves pertinents amb poc clics del ratolí. És molt recomanable
utilitzar interfícies de control per connectar la màquina de control i els equips que formaran part de
les proves per treure fora de la xarxa on es realitzen les proves aquest tràfic i evitar interferències.
En la Figura 3.1 es pot veure l’escenari típic on es desenvoluparia una prova amb NetMeter.
En conclusió, NetMeter proporciona una base sòlida per a qualsevol tipus de mesura o experi-
ment en el qual formi part un anàlisi exhaustiu del tràfic d’una xarxa IP. La majoria de mesures es
poden realitzar estan especificades per l’IPPM (veure apartat 2.1.1).
Funcionalitats principals
Les principals funcionalitats de l’aplicació recauen en la generació de proves de mesura actives
sobre xarxes IP. NetMeter permet treballar amb diferents tipus de proves:
• Experiments unicast en IPv4 i IPv6.
• Mesures TCP i UDP.
• Interfície per a l’aplicació de generació de tràfic MGen [Ada05].
• Interfície per a l’aplicació NetPerf [Jon07].
• Interfície per a la simulació de xarxes amb l’eina tc de iproute2 [Hub05].
Però el més interessant són les funcionalitats pròpies que ofereix:
• Desar la configuració per poder repetir les proves.
• Extreure’n gràfiques, configurar-les al gust i exportar-les en formats estàndard.
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• Flexibilitat en quan als paràmetres definits per l’usuari per a cada prova.
• Suport per a fitxers de sortida de MGen i MGen6, Dag [DAG04] i Pcap [VM07].
Organització
NetMeter utilitza una arquitectura client-servidor. La part del client fa referència a la interfície
gràfica que s’encarrega d’interactuar amb l’usuari i atén les seves peticions. Aquest client comuni-
carà al servidor al que estigui subscrit les comandes realitzades per l’usuari i en rebrà els resultats.
Per la seva banda, el servidor serà l’encarrega de realitzar les tasques principals. En la majoria de
projectes això serà així, encara que la interfície gràfica també pot tenir algunes funcionalitats que
no requereixin cap comunicació amb el servidor, sinó que la mateixa interfície ja conté els meca-
nismes per resoldre les peticions de l’usuari. Aquest model d’arquitectura permet tenir el client i
el servidor funcionant en màquines diferents i aprofitar millor els recursos d’aquestes.
Com ja s’ha comentat anteriorment,NetMeter funciona mitjançant plugins que poden carregar-
se dinàmicament en temps d’execució. Això permet estendre’n les capacitats de forma dinàmica
segons les necessitats que manquen per cobrir.
Internament està dividida en tres parts que es descriuen a continuació:
libNetMeter (també anomenada lib): És la Interfície de Programació d’Aplicacions (API, de l’an-
glès Application Programming Interface) estructurada que dóna al programador un conjunt
d’eines i d’estructures de dades per l’ús general amb les funcionalitats necessàries per la
construcció de plugins. Aquesta API es fa servir arreu de la implementació de l’aplicació.
A més, disposa de mecanismes per interactuar amb aplicacions locals del sistema o accedir
a aplicacions i fitxers de sistemes remots. Aquesta llibreria està construïda amb el llenguat-
ge de programació C++, per la qual cosa és totalment orientada a objectes i és fàcilment
extensible.
NetMeter (també anomenada nmc, com a sigles de NetMeterCore): És el component servidor
de l’aplicació. S’encarrega de rebre les peticions de l’usuari, enviades des de la gui, i de
realitzar els procediments locals. Es constitueix de plugins que aporten les funcionalitats i
que actuen com a interfície directa sobre altres aplicacions desenvolupades per tercers, que
són les que realitzen finalment tasques com la generació i captura de tràfic. Altrament, també
pot funcionar com enllaç entre plugins del mateixNetMeter que comparteixen funcionalitats.
NetMeterGUI (també anomenada nmg, com a sigles de NetMeterGUI): És la Interfície Gràfica
d’Usuari (GUI). Les llibreries Qt de Trolltech permeten mostrar un entorn gràfic a l’usuari
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final, facilitant-li les tasques que hagi de realitzar poden interactuar sobre els elements que
disposa. Igual que el nmc, les seves funcionalitats venen determinades pels plugins que
dinàmicament es poden carregar. Aquesta és la part que més modificacions sofrirà durant
aquest projecte ja que són aquestes llibreries de Qt sobre les que s’han fet els canvis.
3.2 Adaptació del codi
Prèviament a la concepció del plugin estadístic calia realitzar una profunda adaptació del codi
de la interfície gràfica (GUI) de NetMeter. Com ja s’ha explicat en la introducció, NetMeter-
GUI estava desenvolupat amb les llibreries Qt3 de Trolltech (concretament en la seva versió 3.3).
Aquesta empresa ha deixat de donar suport des de l’1 de Juliol de 2007 [Qt3] a aquesta versió
per dedicar-se completament al manteniment de la nova branca, la número 4, i que a més és in-
compatible amb l’anterior. Per tant, amb l’objectiu de continuar mantenint l’aplicació, aprofitar el
potencial de les noves funcionalitats que incorpora la quarta branca de les llibreries Qt i revisar la
versió de NetMeterGUI es va decidir portar a terme aquesta profunda remodelació del codi.
Entre les millores que aporta aquesta actualització de les llibreries es troben:
• Framework més estandarditzat per un millor rendiment, fiabilitat i portabilitat entre platafor-
mes.
• Característiques actualitzades, millora de la productivitat en la etapa de desenvolupament i
del rendiment en temps d’execució.
• Aplicacions amb més funcionalitats i millor integració amb els entorns d’escriptori (KDE i
GNOME).
• Millora del suport de text enriquit, HTML i plantilles CSS.
• Expansió del mòdul QtXml amb classes per proveir una nova API de gestió XML en seqüèn-
cia (streaming API for XML, StAX) que proporciona un millor rendiment en comparació a
altres APIs alternatives (com DOM i SAX), reduint i simplificant alhora el codi necessari en
la implementació.
• Ampliació del suport per a gràfics i renderitzat amb la integració de forma nativa de fitxers
Scalable Vector Graphics (SVG) i les optimitzacions en el motor OpenGL, per aprofitar el
rendiment de les targetes gràfiques modernes.
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• Extensió del mòdul de xarxa (QtNetwork) per incloure suport per comunicacions sobre Se-
cure Socket Layer (SSL) i el protocol HTTPS.
Així doncs, tot seguit s’explicarà amb més detall quin ha estat el desenvolupament i la metodologia
seguida en la migració del codi i també es mencionaran altres actualitzacions que s’han realitzat
en diversos punts de l’aplicació.
3.2.1 Migració del codi
El procés de migració del codi de NetMeterGUI s’ha planificat de forma seqüencial i esglao-
nada. A la Figura 3.2 es mostra el diagrama que recull aquesta organització. Com es pot observar
s’ha seguit l’ordre establert per la pròpia jerarquia de directoris degut a que, en la majoria de ca-
sos, les classes dels directoris superiors tenen dependències directes amb les classes dels directoris
inferiors. A més, els directoris situats a sota a la jerarquia tenen un menor nombre de classes i
faciliten la tasca de migrar i compilar per comprovar que la implementació s’estigués realitzant
correctament.
Figura 3.2: Planificació migració NetMeterGUI
Seguint aquesta planificació, i en base a que la implementació és correcta ja que l’aplicació
funciona, la metodologia seguida s’ha basat en el procés d’anar adaptant cada classe que composa
el codi font de l’aplicació, intentant millorar en la mesura del possible el funcionament i corregint
els possibles errors visibles en el codi per a la posterior compilació de l’aplicació i la seva verifi-
cació funcional.
Per tot aquest procés s’ha fet servir una aplicació anomenada qt3to4 que Trolltech ofereix als
desenvolupadors. Aquesta eina s’encarrega de fer algunes conversions de noms per adaptar les
classes de Qt3 a la seva nova versió de Qt4. En la majoria de casos aquesta conversió es fa cap
a les classes de transició mantingudes per suavitzar i facilitar el procés de canvi, però la realitat
és que el procés no és del tot efectiu. Aquestes classes també han sofert canvis en la signatu-
ra de les seves funcions, la qual cosa fa que les crides no funcionin. A més, si es vol fer una
portabilitat completa a Qt4 sense utilitzar les classes de suport, s’ha d’acabar fent tot el procés
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a mà. Així doncs és com s’ha procedit, executant l’aplicació per cada directori i repassant ma-
nualment els resultats, modificant les classes de suport per la seva versió de la llibreria de Qt4
i modificant les crides convenients. Per aquest procés, la consulta de la documentació oficial ha
estat vital (hi ha una pàgina dedicada exclusivament a detallar els canvis i les classes suggerides
que s’han d’utilitzar a més d’explicar les diferencies entre les versions de les llibreries, la Web és
http://doc.trolltech.com/4.3/porting4.html).
Durant aquest procés s’han trobat certes dificultats destacables. La primera ha estat el procés
de verificació. Encara que l’aplicació funcionava correctament abans de la migració, es volia apro-
fitar el canvi per corregir errors. Alguns canvis comportaven modificacions substancials de parts
del codi i és volia eliminar codi que no s’utilitzava i que es mantenia per raons històriques o per
desconeixement del seu funcionament. Per poder fer les proves calia compilar el codi, i això porta
al segon problema, moltes classes del codi estan estretament vinculades i per poder compilar-les
cal que les seves dependències estigui ja migrades. Per tant, la compilació també ha seguit el ma-
teix esquema que la planificació de la migració, per parts. Finalment, al tenir totes les classes s’ha
portat a terme una bateria de proves que permetessin verificar que l’aplicació continués funcionant
correctament.
Una altra característica destacada del procés de migració és la corba d’aprenentatge. Encara
que els canvis a la llibreria són molts i molt diversos, sobretot han repercutit en les classes més
utilitzades al codi de NetMeterGUI. Per tant, a mesura que avança el procés, resulta més fàcil
migrar les classes ja que un historial dels canvis realitzats facilita la tasca, actuant com un índex
en la recerca d’informació a la documentació.
3.2.2 Altres actualitzacions
A més dels canvis mencionats en els apartat anteriors, també s’han realitzat altres actualitzaci-
ons llistades a continuació:
• Neteja del codi font (llegibilitat, funcions i classes no utilitzades).
• Correcció de bugs a tots els nivells (libNetMeter, NetMeter i NetMeterGUI).
• Migració d’altres plugins de NetMeterGUI, com el de Throughput (interfície de NetPerf),
o el de Traffic Generator (interfície de MGen).
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Figura 3.3: Captura de pantalla NetMeterGUI amb el plugin Statistic
• Afegides funcionalitats per escriure XML en streaming (StAX) amb la classe xmlWriter de
la llibreria libXML.
• Afegit suport per la codificació de dades en Base64 i processament de fitxers per generar el
corresponent hash (o signatura) MD5.
• Definits els esquemes (XML Schema) de validació dels fitxers XML de resultats de les pro-
ves.
3.3 Statistic: Plugin per a NetMeterGUI
En aquesta secció es parlarà del desenvolupament del mòdul encarregat de realitzar operacions
estadístiques (anomenat statistic) a partir de les dades registrades en fitxers obtinguts de proves
d’altre mòduls ja presents en NetMeter i que s’han portat a la nova versió de les llibreries Qt igual
que la resta de l’aplicació, com ja s’ha explicat en l’apartat anterior.
Per tant, com a nucli central d’aquest projecte, aquesta és la part on s’hi ha dedicat gran part de
l’esforç i del temps. Tot seguit s’exposaran amb més detall els requisits que es va determinar que
el sistema hauria de complir. Seguidament es definirà tant l’estructura interna que se li ha donat al
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plugin statistic com l’especificació completa passant pels requeriments funcionals, els casos d’ús
i el model funcional.
3.3.1 Requeriments funcionals
Per al desenvolupament d’aquesta eina, que ha de formar part del conjunt de mòduls que Net-
Meter ofereix als usuaris, s’havien de definir uns criteris a complir per garantir l’acompliment dels
objectius.
• Suport de tots els formats que actualment funcionen a NetMeter.
 Proves de generació de tràfic (amb extensió *.xff) corresponents al mòdul de MGen.
 Proves de rendiment (també amb extensió *.xff) corresponents al mòdul de NetPerf.
• Processat de fitxers per lots (batch).
• Tractament de fitxers en grups.
• Facilitat d’ús i interacció.
• Exportació dels resultats en formats manipulables (XML, XHTML i Text) i contingut confi-
gurable.
• Interfície per a que altres mòduls puguin aprofitar les funcionalitats de l’statistic.
• Caché on desar els resultats de proves anteriorment utilitzades per reduir el temps de càlcul.
• Facilitar l’ampliació futura de funcionalitats (agregar nous intèrprets de fitxers de resultats o
nous formats de sortida)
3.3.2 Estructura interna
El diagrama que es troba a la Figura 3.4 descriu l’estructura interna bàsica que seguirà el plugin
estadístic. Es pot observar com la interfície d’entrada és el component anomenatMòdul Statistic
per NMG. Aquesta interfície conté els mecanismes per interactuar amb la resta de NetMeterGUI
a través de la infraestructura proveïda per aquest. Serà l’encarregada de inicialitzar la interfície
corresponent, segons si la requesta ve de la pròpia aplicació o d’un plugin independent.
Així doncs hi hauran dos interfícies que rebran les instruccions, la Interfície Gràfica i el
Gestor de Requestes Remotes. Aquestes dues podran funcionar de forma independent a través
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Interfície Gràfica
Gestor Exportació
Mòdul Statistic per NMG
Gestor de Requestes Remotes
Gestor de Fitxers
Figura 3.4: Components del plugin Statistic
de múltiples instàncies del mòdul però mai al mateix temps. S’encarregaran de rebre i tractar les
requestes, bé sigui a través de les opcions introduïdes per l’usuari a través de la interfície gràfica o
a través d’una crida remota en format XML des d’un altre mòdul, i retornar els resultats. Per això,
disposaran d’un Gestor de Fitxers que serà comú i s’encarregarà de carregar i desar la informació
a la caché de resultats, tractar els fitxers de la requesta i generar les estructures de dades amb la
informació estadística de sortida.
Finalment, la interfície gràfica disposarà d’un Gestor d’Exportació que permetrà utilitzar les
dades del gestor de fitxers per transformar-les i crear uns fitxers de sortida en el format que sigui
convenient.
3.3.3 Casos d’ús
Un cop definits els requeriments funcionals que el nou mòdul ha de complir, passem a descriure
els casos d’ús que els usuaris de l’aplicació poden utilitzar. Primerament hem de distingir que
l’aplicació tindrà dos actors principals:
• Usuari NMG: serà un usuari real de l’aplicació que a través de la interfície gràfica i dels
menús que incorpora, farà servir les opcions al seu abast. El diagrama de casos d’ús d’aquest
actor el trobem a la Figura 3.5.
• Plugin NMG: El mòdul estadístic compta amb una interfície que la resta de plugins de
nmg1 poden fer servir per obtenir informació estadística de les proves que a manipular. El
diagrama de casos d’ús d’aquest actor el trobem a la Figura 3.6.
1Per més informació sobre NetMeterGUI (també anomenat nmg) consultar la secció 3.1 a la pàgina 27
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Usuari NMG
Iniciar estatistic
Afegir testTancar estatistic
Exportar test
a XML
a XHTML
a TXT
aplicant XSLT
a les estadístiquesal test origen
Configurar opcions exportació
Manipular caché
Desar Netejar
<<extend>>
<<extend>> <<extend>>
<<extend>>
<<extend>>
<<extend>>
<<extend>> <<extend>>
Eliminar test
Recarregar test
Figura 3.5: Diagrama dels casos d’ús de l”’Usuari NMG”
Plugin NMG
Obté Estadístiques
Figura 3.6: Diagrama dels casos d’ús de l’usuari ”Plugin NMG”
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A continuació es descriurà amb més detall cadascun d’aquests casos d’ús més importants. Prime-
rament es descriuran els casos d’ús de l”’Usuari NMG”.
Iniciar statistic: Aquest cas d’ús s’executa automàticament quan l’usuari inicia el mòdul dins de
l’entorn de NetMeterGUI. Serà l’encarregat de mostrar la interfície, amb el seu menú i barra
d’icones, i de carregar les opcions d’exportació de l’última sessió (o els valors per defecte
en cas de que no hi haguessin valors previs) i les dades de la caché de les proves exportats
anteriorment.
Afegir test: Amb aquesta opció l’usuari podrà carregar un o diversos fitxers de proves que seran
tractats adequadament i mostrats per pantalla a la interfície.
Eliminar test: Aquest ús permet a l’usuari eliminar proves o, en general, elements que no vulgui
que es mostrin per pantalla. En cas de que s’esborri un test, la meta informació d’aquest
també s’esborrarà de la memòria.
Recarregar test: En cas de voler tornar a carregar un test sense haver de buscar la seva font
original, serà el registre del mateix sistema el que s’encarregarà de buscar-lo i tornar-lo
a interpretar per re-calcular les estadístiques corresponents, modificant pertinentment les
dades residents a memòria.
Exportar test: Aquesta opció permetrà exportar el(s) test(os) en format manipulables per l’usu-
ari. En concret es pot observar que l’usuari disposarà de les opcions d’exportar a XML, a
XHTML, a Text o aplicant una plantilla XSLT sobre la font original o sobre l’XML de les
estadístiques. El sistema s’encarregarà d’exportar, d’acord amb les opcions que l’usuari hagi
establert, tots els elements seleccionats.
Configurar opcions exportació: Aquest cas d’ús mostrarà un diàleg amb les opcions que l’usuari
podrà configurar de cara a modificar el comportament del sistema a l’hora d’exportar ele-
ments. A més, s’encarregarà de desar els canvis en cas de validar les opcions o de descartar
aquests canvis si l’usuari cancel·la.
Manipular caché: L’usuari tindrà la opció de manipular la caché del sistema, forçant que es desi
al disc o esborrant completament la informació emmagatzemada a disc i en memòria.
Tancar statistic: Serà la última opció que tindrà l’usuari. Amb aquesta, es tancarà la interfície i
es desaran a disc les dades de les proves carregades en memòria per poder-les recuperar un
altre cop al tornar a obrir el mòdul.
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Aquestes són les opcions que tindrà un usuari normal sobre l’aplicació però, a més com ja s’ha
comentat, el plugin disposa d’una interfície per a oferir les seves funcions de càlcul estadístic a la
resta d’aplicacions. Aquest usuari virtual (”Plugin NMG”) disposarà de les següents funcionali-
tats:
Obté estadístiques: Aquest cas d’ús permetrà a un mòdul qualsevol, amb l’ajuda de les funciona-
litats de comunicació entre plugins que ofereix NetMeterGUI i la interfície de l’estadístic,
obtenir dades estadístiques de les proves desitjades. En l’Apèndix A, al final de la memòria,
s’explicarà amb més detall el protocol i els missatges que composen aquest protocol per a
l’intercanvi d’informació entre un plugin qualsevol i el plugin estadístic.
3.3.4 Anàlisi i Disseny
Un cop definida la estructura bàsica interna del mòdul i els casos d’ús es passarà a relatar amb
més detall la part d’anàlisi i disseny del projecte. Primerament es descriurà el model conceptual
global i com s’incorpora aquesta a la definició donada prèviament de la estructura interna. Segui-
dament s’explicarà amb més detall les entitats principals que composen aquest model. Finalment,
es descriuran els diagrames de seqüència dels casos d’ús més importants de l’aplicació.
3.3.4.1 Model conceptual
El model conceptual de la Figura 3.7 mostra totes les classes que intervenen en el desenvolupa-
ment del mòdul estadístic. Es pot observar com el dibuix està dividit en requadres identificats amb
unes etiquetes que corresponen a les entitats de la estructura interna presentada a la Figura 3.4.
A la part superior del diagrama es troba la secció corresponent al Mòdul Statistic per NMG.
Aquest està composat bàsicament per l’objecte NMGStatistic, que hereta de la interfície de nmg
NMGModule. La classe virtual NMGModule serveix de base per a la creació de plugins a la
GUI. Té la funció de proveir als mòduls un enllaç a les funcionalitats de comunicació que disposa
nmg. Cada instància o interfície del mòdul que s’estigui executant haurà de correspondre amb una
instància d’aquesta classe.
A continuació, al costat superior esquerre, es troba el component de la Interfície Gràfica.
Aquest component s’encarrega de gestionar les comandes introduïdes per l’usuari a través de la
GUI i mostrar els resultats. Està composat per NMGStatisticWidget, un widget que rep i gestiona
les instruccions de l’usuari. A més, conté un widget especial, anomenat NMGGroupTreeWidget
que s’encarrega de manegar la presentació dels fitxers que s’han carregat per pantalla. Cadascun
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Figura 3.7: Model conceptual
- 37 -
3.3 Statistic: Plugin per a NetMeterGUI 3 Desenvolupament del Projecte
dels ítems que apareix per pantalla dins del NMGGroupTreeWidget és un NMGGroupTreeWid-
getItem i aquest pot ser de tipus Grup, Test o Flux de dades.
El següent apartat, al costat superior dret, es troba l’altre component que exerceix d’interfície
d’entrada, la Gestió Remota de Requestes. Aquest mòdul ha de manegar les requestes remo-
tes que altres plugins de nmg puguin fer per obtenir dades estadístiques de fitxers de proves. La
requesta i la resposta es farà per mitjà d’un missatge XML que NMGStatisticRemoteWidget
s’encarregarà d’interpretar i generar respectivament. Aquest objecte és l’encarregat de comprovar
que l’entrada sigui correcta, inicialitzar les estructures de dades que permeten sel·leccionar les da-
des desitjades i recollir els resultats interpretats per generar un XML amb la sortida, que notificarà
al plugin d’origen de la requesta. A l’annex A es dóna més informació del funcionament d’aquest
component així com del protocol i els formats dels missatges que intervenen en la comunicació.
Cap dels dos components anteriors s’encarrega de manipular els fitxers de resultats, ja que
d’aquesta feina s’encarrega exclusivament el Gestor de Fitxers. Com la funcionalitat ha de ser
comuna entre els dos components d’entrada i la gestió de la caché s’ha de centralitzar, s’ha concen-
trat en aquest component tota la responsabilitat de llegir fitxers de proves, validar-los, interpretar-
los i carregar i desar les dades estadístiques en memòria. La composició d’aquest component
comença amb l’objecte NMGStatisticFileLoader que conté les funcions per afegir fitxers a la
llista de fitxers pendents d’interpretar i funcions per recuperar les dades estadístiques en memòria.
Aquestes funcions agafen la informació de dos objectes contenidors de dades anomenats NMGS-
tatisticData, que s’encarrega de guardar els valors dels càlculs estadístics per cada flux de tràfic,
i NMGStatisticMetaData, que guarda la meta informació de les proves. Aquesta informació es
guarda en memòria en una taula hash, l’identificador de la qual és la signatura MD5 [Riv92] del
fitxer original que conté les proves (així sempre es pot trobar la referència encara que es modifiqui
el nom o la seva ubicació, mantenint en tot moment el grau d’identificador universal). Aquesta
taula hash és la que composa la caché de l’aplicació que es carrega al iniciar el mòdul i es desa al
tancar-lo, llegint i escrivint un fitxer XML (anomenat statistic_cache.xml) que està allotjat al di-
rectori local on es guarden altres configuracions del sistema (per més informació sobre el disseny
de la caché consultar la secció 3.3.4.3).
En el nucli d’aquest component es troba NMGStatisticThread. Aquest objecte hereta de
NMThread, de la llibreria libNetMeter, i s’encarrega de controlar tot el procés de creació, gestió
i destrucció de processos (threads). A més, com a funcions pròpies de l’objecte, és l’encarregat
d’engegar el procés d’interpretació del fitxers de proves, comprovar la seva existència en memòria,
notificar la finalització del procés d’interpretació o aturar el procés en cas que així ho sol·liciti
l’usuari.
Finalment, l’últim bloc d’aquest component el composen els interprets (parsers). N’hi han de
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diversos tipus i amb funcionalitats diferents segons el seu objectiu, però bàsicament el seu funcio-
nament és el de recórrer un fitxer donat, extreure’n les dades i crear les estructures en memòria a
partir dels càlculs i les operacions estadístiques realitzades.
Entre els parsers amb els que compta el mòdul estadístic es troba el NMGPacketStatistic-
Parser que fa la implementació del processat i el càlcul de les estadístiques de la informació que
NMGPacketOrientedDataParser ha recollit mentre va llegint els fitxers de proves de tipus MGen.
Un altre d’aquests parsers és el NMGAggregationStatisticParser, que implementa els càlculs
per a NMGAggregationOrientedDataParser, l’intèrpret genèric per al tipus de dades dels fitxers
tipus NetPerf. Per acabar, el parser NMGMetaDataParser s’encarrega d’interpretar la meta in-
formació (metadata) continguda a les proves per, entre d’altres coses, distingir el tipus de proves
que s’està tractant.
L’últim component és el Gestor d’Exportació. Aquest serà l’encarregat de generar, a partir
de les dades interpretades i contingudes a memòria, un(s) fitxer(s) de sortida en el format desitjat a
partir d’un procés de sel·lecció en funció dels paràmetres escollits per la configuració de l’usuari.
La classe principal que intervé en aquest procés és el NMGStatisticExportManager. Aques-
ta classe gestiona les preferències de l’usuari quant al format d’exportació i disposa de totes les
funcions que permeten generar una sortida en qualsevol dels formats suportats (XML, XHTML o
Text) a partir de les dades que es volen exportar. De la mateixa manera, també conté les funciona-
litats per aplicar a aquestes dades les plantilles XSLT i poder transformar la sortida de manera més
personalitzada, segons les necessitats de l’usuari en cada moment. A més, fa servir les funciona-
litats de NMGModulePreferencesManager que desa al disc les opcions definides per poder-les
recuperar al tornar a engegar l’aplicació.
3.3.4.2 Diagrames de seqüència
En aquesta secció es descriuen els diagrames de seqüència per els principals casos d’ús descrits
anteriorment. En concret, s’expliquen els casos de carregar i exportar una prova i obtenir dades
estadístiques d’una requesta remota. La resta de casos d’ús són inicialitzacions (com els casos
d’iniciar i tancar l’statistic), tenen un comportament similar (com és el cas de esborrar o recarregar
una prova), són una extensió d’un cas d’ús més senzill (com els diferents mètodes d’exportació
que deriven del mateix diagrama d’exportar una prova) o finalment són casos relativament trivials i
sense interès per a aquest document (com el cas de configurar les opcions d’exportació o manipular
la caché).
Per començar, el diagrama de seqüència de carregar prova (Figura 3.8) s’inicia quan l’u-
suari desplega el quadre de diàleg per obrir un(s) fitxer(s) i aquest(s) posen en marxa la fun-
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Figura 3.8: Diagrama de seqüència: Carregar prova
Figura 3.9: Captura de pantalla NetMeterGUI amb el plugin Statistic: Carregar prova
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Figura 3.10: Diagrama de seqüència: Exportar prova
ció loadFiles(...) que té com a paràmetre la llista amb les rutes als fitxers sel·leccionats.
Aquesta llista s’envia al NMGStatisticFileLoader, que és una entitat ja present en l’exe-
cució de l’aplicació, per a que aquesta construeixi el fil d’execució (NMGStatisticThread)
que, sense bloquejar la interfície, dóna peu al procés d’interpretació del fitxer amb l’ajuda dels
parsers NMGMetaDataParser i NMGDataParser. Aquests parsers incorporen una funció
doProcess() genèrica que s’ha de reimplementar en cada cas concret i que s’encarrega de pro-
cessar la informació de la forma adequada en relació al tipus de prova en tractament.
Es pot observar el resultat en una captura de pantalla de l’aplicació a la Figura 3.9.
El següent diagrama de seqüència fa referència al procés d’exportar prova (Figura 3.10).
Aquesta funcionalitat comença quan l’usuari sel·lecciona un cert nombre d’elements que fan re-
ferència als components de les proves i activa la opció d’exportació desitjada mitjançant el me-
nú de l’aplicació (tant sigui contextual com el principal). En aquest moment es crida la funció
exportTestTo(format) que porta com a paràmetre un identificador del tipus de format de sor-
tida que l’usuari ha escollit. En aquest fil d’execució, fent servir createSelectedItemList()
es genera la llista d’elements que han estat sel·leccionats. Depenent del tipus de format d’ex-
portació s’executarà la instrucció exportTest(...), que conté la llista d’elements i el format, o
applyXsltToSourceTest(...), si s’ha d’aplicar una plantilla XSLT sobre el fitxer de resultats
de la prova. En qualsevol cas, és l’objecte NMGStatisticExportManager qui s’encarregarà
d’executar els procediments pertinents, generar la sortida i notificar la finalització del procés.
Es pot observar el resultat en una captura de pantalla de l’aplicació a la Figura 3.11.
Per acabar, el diagrama de seqüència del procés d’obtenir estadístiques (Figura 3.12) és el
que s’executa quan un plugin remot crida a les funcionalitats de l’statistic per obtenir informa-
- 41 -
3.3 Statistic: Plugin per a NetMeterGUI 3 Desenvolupament del Projecte
Figura 3.11: Captura de pantalla NetMeterGUI amb el plugin Statistic: Exportar prova
Figura 3.12: Diagrama de seqüència: Obtenir estadístiques
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ció estadística d’unes proves. El procediment comença amb unes crides internes de NetMeter-
GUI que posen en marxa el mecanisme de comunicació entre plugins i el pas de missatges.
El gestor fa arribar el missatge al mòdul estadístiques, la qual cosa provoca que s’executi la
instrucció setExecutionData(data), on per paràmetre rep l’objecte data que conté el missat-
ge XML. El plugin estadístic crea la interfície (NMGStatisticRemoteWidget) per atendre
aquesta requesta i hi carrega el missatge amb loadData(data). Aquest objecte s’encarrega d’i-
nicialitzar el gestor de fitxers NMGStatisticFileLoader i la seva caché. Un cop interpreta
el missatge XML (en funció del tipus de proves a realitzar farà ús de la funció especialitzada
loadPackageData(...) per proves MGen o loadThroughtputData(...) per proves NetPerf).
Finalment, les rutes dels fitxers de proves a tractar són enviats al NMGStatisticFileLoader
a través de la comanda loadFile() i un cop són tractats s’executa la funció updateWidget-
BecauseOfTestEnd(...) que genera el missatge de resposta i l’envia al plugin originari de la
requesta donant per finalitzat el procés destruint la instància del plugin estadístic.
3.3.4.3 Disseny de la caché
Per desenvolupar una aplicació com la que es planteja en aquest projecte, la qual s’ha d’en-
carregar de tractar fitxers XML molt grans amb l’objectiu de obtenir resultats en el menor temps
possible, és fa imprescindible trobar un mecanisme que permeti accelerar el procés i reduir al
mínim el temps de tractament i recuperació de la informació.
En el moment que es planteja el disseny d’una caché per emmagatzemar valors numèrics es
presenten principalment dues alternatives: una base de dades relacional o un fitxer emmagatzemat
al disc. Òbviament, el rendiment d’una base de dades no es deteriora de la mateixa manera que
ho faria treballant amb fitxers a mesura que el nombre de valors emmagatzemats creix (és més
escalable). Un altre avantatge que es podria plantejar és la unificació dels resultats en una base de
dades remota que centralitzés els resultats de moltes proves diferents i que es podria consultar des
de qualsevol lloc. Per contra, és complica la gestió de la informació i s’afegeixen dependències a
l’aplicació que requereixen de software addicional (per exemple, una base de dades mySQL).
Per tant, amb l’objectiu de facilitar el procés s’ha optat per la solució dels fitxers del sistema. De
totes formes, aquesta solució també presenta una gran varietat de solucions, ja que la informació es
pot emmagatzemar en formats molt diferents. Per seguir la filosofia de NetMeter en aquest sentit,
el mètode escollit és representar les dades en XML, ja que el suport d’aquesta tecnologia està
totalment incorporat al projecte i s’ha comprovat que el rendiment és molt bo, a més de facilitar la
seva lectura i posterior tractament amb altres mecanismes o aplicacions (portabilitat).
El primer pas per dissenyar la caché correspon a establir quina és la informació que es desa
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en la caché i com s’aconsegueix identificar de forma única. Com les proves de rendiment (fitxers
tipus NetPerf) són sempre petites i els càlculs a realitzar varien en funció dels fitxers agrupats s’ha
decidit que aquestes dades no s’emmagatzemen. Per tant, només es desen les dades estadístiques
de les proves de latència (fitxers tipus MGen). Per identificar de manera única aquestes proves s’ha
optat pel binomi identificador de la prova i identificador del flux (flow) ja que d’aquesta manera es
pot recuperar i tractar cada flux de manera individual. Per l’identificador de la prova s’ha escollit
processar el fitxer de resultats amb un algorismeMD5 [Riv92] per obtenir una cadena alfanumèrica
única que garanteixi la independència respecte del nom del fitxer o de la seva ubicació, i que
únicament depengui del seu contingut. Per l’identificador del flux s’utilitza el mateix número
enter que identifica el flux dins el fitxer de resultats, ja que aquest es repeteix a les diferents proves
però és únic dins de la mateixa. En cap cas s’emmagatzemarà informació de les metadades de les
proves en la caché.
Com ja s’ha comentat anteriorment, el contenidor de dades NMGStatisticData s’encarrega de
guardar els valors dels càlculs estadístics per cada flux de tràfic. Aquesta informació es guarda en
memòria en una taula hash, l’identificador de la qual és la signatura MD5 del fitxer de resultats.
Aquesta taula hash composa la caché de l’aplicació. Es carrega llegint el fitxer XML del disc al
iniciar el mòdul i es desa i s’escriu a disc al tancar-lo. Com també s’ha explicat anteriorment, el
fitxer XML s’anomena statistic_cache.xml per defecte i es troba al directori local també es guarden
altres configuracions de NetMeterGUI. La decisió d’utilitzar una taula hash per aquesta aplicació
radica en el seu rendiment. En mitja, permet fer consultes i insercions en O(1) i en el pitjor cas
en O(n), encara que aquest cas no s’ha donat a les proves realitzades. Malgrat que el consum de
memòria que suposa aquesta solució, és la millor alternativa per reduir al mínim el temps d’inserció
i de consulta.
El funcionament d’aquesta caché a l’hora de realitzar proves és el següent. Primerament es
calcula el MD5 de la prova. La cadena obtinguda s’utilitza com a clau en la cerca dins la taula
hash que conté les metadades. Si existeix ja una entrada dins d’aquesta taula vol dir que la prova
ja s’està visualitzant en l’aplicació, per tant no es tornarà a carregar. Tot i això, l’usuari encara
disposa de la opció de recarregar la prova, la qual cosa farà que l’elimini la informació de les
taules hash i es torni a realitzar el procediment de forma habitual. En cas de que la cerca a la taula
de metadades resultés infructuosa, es procedirà a llegir les metadades de la prova. Un cop acabat
aquest procediment es torna a cercar la clau, aquest cop a la taula hash de les dades. Si es troba
algun resultat en aquesta taula vol dir que la prova ja havia estat carregada anteriorment i per tant,
no cal tornar a llegir el document, aprofitant així la caché. En cas de que no es trobi cap resultat,
es llegirà el fitxer sencer i es realitzaran els càlculs estadístics tal com està establert.
A l’Apèndix B.1 es mostra un exemple del format XML utilitzat per escriure la caché a disc.
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Només s’emmagatzema la informació imprescindible deixant la feina de calcular la resta en el
moment de iniciar l’aplicació. Es pot observar com els atributs id i md5 identifiquen la etiqueta
flow que es repetirà tantes vegades com fluxos s’emmagatzemin.
Aprofitant les funcionalitats que s’incorporaran en versions futures de Qt4 per al tractament
de fitxers XML com és el cas del llenguatge XQuery de consultes, es podria plantejar en un futur
canviar la forma en que es gestiona la caché per trobar un punt intermedi entre carregar tota la
informació en memòria (amb el consum de recursos que això suposa) i el rendiment i escalabilitat
d’una base de dades relacional.
3.4 Entorn de Treball
En aquest apartat es descriuen les tecnologies que s’han utilitzat en la implementació del pro-
jecte. Entre aquestes tecnologies es troba el llenguatge de programació C++, la llibreria gràfica
Qt4, els llenguatges de marques derivats de XML i les plantilles de transformació XSLT.
3.4.1 Tecnologies Utilitzades
C++
C++ és un llenguatge de programació que va ser dissenyat a mitjans de la dècada dels 80 com
una extensió al llenguatge C. Les principals característiques són l’abstracció (encapsulació), el
suport per a la programació orientada a objectes (polimorfisme), la herència múltiple, el suport de
plantilles o programació genèrica (templates).
Per aquest projecte, com a compilador de C++ t’ha fet servir el compilador del projecte GNU
gcc en la seva última versió 4.3. Cal mencionar que s’han hagut de fer correccions a tot el codi
de NetMeter per adaptar-lo a les novetats i els canvis que ha portat la nova versió del compilador
(canvis respecte la versió que s’utilitzava fins ara que era la 3.3)
Qt4
Qt és una llibreria multi-plataforma per a desenvolupar interfícies gràfiques. Utilitza el llen-
guatge C++ de forma nativa, tot i això, existeixen bindings entre altres per a C, Python i Perl. La
llibreria compta amb un ampli ventall de estructures de dades genèriques i ofereix mètodes per
accedir a bases de dades SQL o llegir fitxers XML. Un del seus avantatges més significatius és que
permet separar el disseny gràfic de la interfície de la seva implementació, facilitant així un disseny
modular.
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Qt basa el seu funcionament per a gestionar events en la utilització del mètode de subscripció.
Els signals (senyals) són els events que es poden generar i els slots (ranures) són els mètodes que
es subscriuen al signals. Quan són activats fan que es realitzi l’execució dels slots.
Els elements d’una interfície a Qt s’anomenen widgets, amb una definició recursiva, donat que
un widget pot estar composat de més widgets. Els widgets són bàsicament classes de C++ amb
unes macros especials de Qt per a la seva correcta gestió.
Actualment, Qt compta amb llicència GPL si el seu ús es per a software lliure i una llicència
de pagament per al desenvolupament d’aplicacions comercials. La versió utilitzada de la llibreria
ha estat la 4.3.
XML i llenguatges de marques
El llenguatge d’etiquetatge extensible (XML, eXtensible Markup Language) és un metallen-
guatge extensible d’etiquetes desenvolupat pel W3C (World Wide Web Consortium, http://www.
w3.org/). És una simplificació i adaptació de l’experimentat SGML, i permet definir la gramàtica
de llenguatges específics. Per tant, XML no és realment un llenguatge en particular, sinó una ma-
nera de definir llenguatges per a diferents necessitats. Alguns dels llenguatges que empren XML
per a la seva definició són XHTML, SVG o MathML.
XML no ha nascut només per a la seva aplicació a Internet, sinó que es proposa com a un
estàndard per a l’intercanvi d’informació estructurada entre diferents plataformes. Es pot utilitzar
per a bases de dades, editors de text, fulls de càlcul i per moltes altres aplicacions diverses. XML
és una tecnologia relativament senzilla que té al seu voltant altres que la complementen i la fan
notablement més extensa, a més de proporcionar-li unes possibilitats molt més grans. Actualment
té un paper molt important ja que permet la compatibilitat entre sistemes i compartir informació
d’una manera segura, fiable i fàcil.
A més, per descriure l’estructura i les restriccions dels continguts dels documents XML d’una
forma molt precisa, més enllà de les normes sintàctiques imposades pel propi llenguatge XML, es
pot utilitzar XML Schema. Aquest és un llenguatge d’esquema escrit en XML, basat en la gramàtica
i pensat per proporcionar una major potència expressiva que la DTD, més limitada en la descripció
dels documents a nivell formal. S’aconsegueix així, una percepció del tipus de document amb un
alt nivell d’abstracció.
XSLT i plantilles de transformació
XSLT o Transformacions XSL és un estàndard de l’organització W3C que presenta una forma
de transformar documents XML en uns altres i fins i tot a formats que no són XML. Les fulles
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Figura 3.13: Elements i procediment bàsic de les transformacions XSL
d’estil XSLT realitzen la transformació del document utilitzant una o diverses regles. Unides al
document font a transformar, aquestes regles alimenten un processador de XSLT, el qual realitza
les transformacions desitjades col·locant el resultat en un arxiu de sortida o en un dispositiu de
presentació, com el monitor d’un usuari. Un exemple del procés de transformació d’un document
XML amb una plantilla XSLT el trobem a la Figura 3.13.
Actualment, XSLT és molt usat en l’edició Web, generant pàgines HTML o XHTML. La unió
de XML i XSLT permet separar contingut i presentació, augmentant així la productivitat.
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CAPÍTOL 4
Escenari de Mesures
Com ja s’ha introduït anteriorment, per validar el correcte funcionament de l’aplicació, s’ha
desplegat una infraestructura on realitzar un conjunt de proves.
Per això, en aquest capítol es descriu com s’ha procedit a desplegar l’escenari de mesures,
començant per la descripció la infraestructura utilitzada, les eines utilitzades en el procés i que
s’encarreguen de la gestió de les interfícies i el control del tràfic. Tot seguit, es mostra amb detall
la configuració dels equips amb les adreces IP utilitzades. Per últim, s’exposa la metodologia
utilitzada per portar a terme el conjunt de proves, el resultat de les quals s’explicarà àmpliament
en el següent capítol.
4.1 Desplegament de l’escenari de mesures
En aquest primer apartat es descriu la infraestructura del testbed, la disposició dels equips i
els serveis. Per això es llisten les màquines utilitzades, les configuracions aplicades i els motius
que justifiquen aquestes decisions. A continuació es dóna un repàs als mecanismes i les eines
utilitzades per gestionar les interfícies i el control del tràfic, ip i tc.
4.1.1 Descripció de la infraestructura
A la Figura 4.1 es troba el gràfic amb les màquines que composen l’escenari sobre els que es
realitzaran les proves. Com es pot observar, l’escenari està dividit en dues subxarxes, que rebran els
noms VLAN524 i VLAN523 respectivament, connectades a dos routers CISCO 7206, Vinyater i
Sunoll.
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Figura 4.1: Descripció de l’escenari de proves
Aquests routers interconnectaran les dues subxarxes, construïdes al voltant d’un switch CISCO
CATALYST 3560 anomenat Castellet, fent servir dues xarxes virtuals de nivell 2 (VLANs). A més,
serviran per mantenir la infraestructura que es feia servir per realitzar proves amb altres participants
del projecte EuQoS (finalitzat al febrer de 2008) [DMM+08, MBYSG+07]. Per aquest motiu es
mantenen les xarxes de sortida 10.198.0.0/30 i 10.198.0.8/30 que s’utilitzaven per fer els
túnels de connexió amb les infraestructures dels altres participants.
Al centre, dos màquines anomenadesCeller iMazuela, faran de passarel·la per al tràfic generat
des de les màquines dels extrems, ”controlaran-lo” per poder-hi afegir retards, pèrdues o duplicats
i modificar els resultats de les mesures.
La resta de màquines, Enòloga, Macabeu, Dell i Pinot, serviran de clients per generar tràfic.
En aquestes màquines s’executaran les aplicacions que generen i capturen el tràfic de les proves.
Totes les màquines funcionen amb Debian GNU/Linux 4.0 (Etch) i tal i com es pot observar a la
Figura 4.1, disposen d’una interfície de gestió (en color verd) per poder ser controlades remotament
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via ssh, una interfície de producció (en color groc) que les connecta a la seva subxarxa a través del
switch i en el cas de les màquines passarel·la, també disposen d’una interfície d’enllaç a la xarxa
EuQoS comentada anteriorment (en color lila).
La tecnologia física utilitzada en tots els elements de la xarxa és Ethernet de 100 Mbps.
L’objectiu del treball sobre l’escenari és recollir i generar mesures de tràfic, per això és neces-
sari disposar d’un bon sistema de sincronització entre els components que integren les mesures.
Tots els equips disposen d’una connexió cap a Dell que és el servidor NTP (Network Time Proto-
col, més informació sobre sincronització a la secció 2.2.3 a la pàgina 18) a través de la interfície
de gestió, per a que el tràfic generat per l’intercanvi de missatges NTP no interfereixi amb el tràfic
de les proves. La funció d’aquest servei és la de sincronitzar el rellotge de les estacions.
Per millorar la precisió del servidor NTP s’aprofita la infraestructura de l’edifici on s’han fet
les mesures, el qual disposa d’una antena GPS, per facilitar la sincronització de l’estació NTP (ad-
quirint així categoria de stratum 0). A més del receptor GPS, totes les màquines estan connectades
a través del port sèrie a un generador de pols PPS (Pulse Per Second, en català Pols Per Segon)
que permet donar major precisió al conjunt del sistema.
4.1.2 Gestió d’interfícies
Des de la versió 2.4 del kernel de Linux, la part de xarxa ha sofert canvis molt importants i la
interfície de crides al sistema ha canviat considerablement. Aquests canvis han permès la unificació
de les crides al sistema per la gestió de les interfícies de xarxa i les taules d’encaminament de forma
simultània.
D’aquesta manera ip és la unió de les comandes ifconfig i route en una de sola. Un dels
principals avantatges d’ip, respecte als seus predecessors, és que dóna una interfície de suport a
les noves funcionalitats del kernel de Linux.
Les millores més importants que incorpora ip són:
1. Creació d’interfícies: ara la creació d’interfícies està unificada per tots els protocols supor-
tats, per al projecte IPv4 i IPv6. Així la creació d’interfícies s’independitza del hardware.
2. Assignació d’adreces: les interfícies ara poden tenir diverses adreces, tant IPv4 com IPv6,
independentment.
3. Múltiples taules d’encaminament: el sistema pot tenir diverses taules d’encaminament, po-
dent seleccionar entre elles en funció de certes característiques del paquet que arriba.
Per posar un exemple d’aquesta funcionalitat: un sistema disposa de dues interfícies de sor-
tida a Internet, una d’alta velocitat però amb un cost de connexió molt elevat i una l’altra
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més lenta però més assequible econòmicament. L’administrador de la xarxa pot reduir els
costos fent enginyeria de tràfic: tot aquell tràfic que no sigui crític per raons de temps, com
per exemple el correu electrònic, el tràfic Web o FTP, anirà per l’enllaç lent; mentre que la
resta del tràfic, trucades d’àudio i/o vídeo o missatgeria instantània, circularà per l’enllaç
ràpid.
Per portar a terme aquesta configuració, l’administrador configurarà dues taules d’encami-
nament diferents, una per cada interfície de xarxa. En funció del servei que utilitzi l’usuari,
el sistema marcarà els paquets i els enviarà per la interfície corresponent. D’aquesta senzilla
forma s’aconsegueix el balanceig de càrrega desitjat.
Per a la configuració de les adreces dels equips de l’escenari s’ha fet servir la següent comanda:
ip addr add ADDREÇA_IP dev NOM_DISPOSITIU
I per a la configuració de les rutes s’ha fet servir la següent comanda:
ip route add XARXA_IP/MASCARA via IP_GATEWAY dev NOM_DISPOSITIU_SORTIDA
Aquesta configuració es pot carregar al inici del sistema editant el fitxer /etc/network/interfaces
en un sistema Debian on, seguint els exemples, es poden crear noves configuracions.
4.1.3 Control de tràfic
L’eina tc és l’encarregada de configurar les polítiques de cues que disposa el kernel. Aquestes
polítiques són les que permeten al sistema oferir Qualitat de Servei (QoS). Donat que aquesta
funcionalitat no és molt habitual, és necessari tenir el kernel compilat amb opcions de Traffic Class
i Scheduling.
Més concretament, tc serveix per crear una jerarquia de polítiques de cues. Aquesta jerarquia
permet classificar cada tipus de tràfic a una cua concreta, donant-li el tractament corresponent.
Aquesta eina només gestiona el tràfic que surt de les interfícies, però mai pot controlar el que
arriba, almenys de forma directa.
Generalment quan es rep un paquet al router es mira la destinació i un cop coneguda la interfície
de sortida, el router fa el que s’anomena el procés de forwarding i envia el paquet a l’exterior. Però
si el sistema té configurat tc, quan el paquet arriba a la interfície es miren les propietats del paquet,
es passa el paquet pels filtres que l’usuari ha configurat i s’envia a la cua indicada pel filtre. Tot
seguit el paquet es posa a la cua corresponent, espera que el scheduler de la interfície de xarxa el
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seleccioni i l’enviï a l’exterior, o en el cas d’una jerarquia de cues amb diversos nivells, a una cua
d’ordre superior.
Sense entrar en més detalls, es pot dir que tc es divideix amb tres parts diferents:
1. Filtres - filter: permeten la selecció del tràfic que compleixi les condicions establertes.
2. Disciplines de Cues - qdisc: depenent del tipus de cua dóna un tracte concret als paquets
encuats.
3. Classes - class: permet distingir tipus de tràfic al que pertany a la mateixa cua.
En les proves s’ha utilitzat el següent script Bash (Apèndix B.2) que permet configurar les cues
per a cada prova. El funcionament del codi està comentat entre línies.
4.2 Configuració dels equips
Tot seguit es llisten les interfícies dels diferents equips que composen l’escenari de proves amb
les seves adreces IP i les adreces de les xarxes a les que estan connectades.
Cal destacar que la VLAN524 té una màscara de xarxa /29, la qual permet connectar fins
a 6 màquines (actualment només s’està utilitzant el 50% de les adreces). Per l’altra banda, la
VLAN523 té una màscara de xarxa /28 que permet connectar fins a 14 terminals, dels quals només
s’estan fent servir 3. Aquestes dades reflecteixen l’objectiu amb el que esta dissenyada la xarxa,
facilitar l’ampliació del nombre d’equips.
• Celler
 Interfície eth0: Interfície de producció, connectada a la subxarxa 192.168.255.16/29
amb adreça IPv4 192.168.255.17/29.
 Interfície eth1: Interfície de gestió, connectada a la xarxa 147.83.130.160/27 amb
adreça IPv4 147.83.130.164/27 (celler.ccaba.upc.edu).
 Interfície eth2: Interfície d’enllaç EuQoS, connectada a la subxarxa 10.198.0.0/29
amb adreça IPv4 10.198.0.2/29.
• Dell
 Interfície eth0: Interfície de gestió, connectada a la xarxa 147.83.130.160/27 amb
adreça IPv4 147.83.130.162/27 (dell.ccaba.upc.edu).
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 Interfície eth1: Interfície de producció, connectada a la subxarxa 192.168.255.0/28
amb adreça IPv4 192.168.255.2/29.
A més, aquesta màquina disposa de connexió a l’antena GPS i és el servidor NTP de l’escenari
de mesures. En cas que aquest servei caigués, totes les màquines estan configurades per continuar
sincronitzant-se amb un altre servidor NTP anomenat Ranci a l’adreça ranci.ccaba.upc.edu
(147.83.130.52) i que també rep senyal GPS.
• Enòloga
 Interfície eth0: Interfície de gestió, connectada a la xarxa 147.83.130.160/27 amb
adreça IPv4 147.83.130.165/27 (enologa.ccaba.upc.edu).
 Interfície eth1: Interfície de producció, connectada a la subxarxa 192.168.255.16/29
amb adreça IPv4 192.168.255.18/29.
• Macabeu
 Interfície eth0: Interfície de producció, connectada a la subxarxa 192.168.255.16/29
amb adreça IPv4 192.168.255.19/29.
 Interfície eth2: Interfície de gestió, connectada a la xarxa 147.83.130.160/27 amb
adreça IPv4 147.83.130.166/27 (macabeu.ccaba.upc.edu).
• Mazuela
 Interfície eth0: Interfície d’enllaç EuQoS, connectada a la subxarxa 10.198.0.8/29
amb adreça IPv4 10.198.0.10/29.
 Interfície eth1: Interfície de gestió, connectada a la xarxa 147.83.130.160/27 amb
adreça IPv4 147.83.130.167/27 (mazuela.ccaba.upc.edu).
 Interfície eth2: Interfície de producció, connectada a la subxarxa 192.168.255.0/28
amb adreça IPv4 192.168.255.1/28.
• Pinot
 Interfície eth0: Interfície de gestió, connectada a la xarxa 147.83.130.160/27 amb
adreça IPv4 147.83.130.168/27 (pinot.ccaba.upc.edu).
 Interfície eth1: Interfície de producció, connectada a la subxarxa 192.168.255.0/28
amb adreça IPv4 192.168.255.3/28.
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4.3 Metodologia
L’objectiu és realitzar un conjunt de proves suficientment ampli i variat que permeti valorar que
els resultats de l’aplicació siguin correctes. Per això, es portaran a terme una sèrie de proves on es
mesurarà la latència de la xarxa i una altra on es mesurarà el rendiment de la mateixa. Aquests tipus
de proves corresponen a l’ús de les eines MGen i NetPerf respectivament, comentades anteriorment
i que estan suportades per NetMeter i que han sigut migrades en el marc d’aquest projecte, tal com
es descriu a la secció 3.2.1.
Després de realitzar aquestes proves es procedirà a tractar, analitzar i validar els resultats, però
la metodologia seguida per aquest procés s’explicarà amb més detall al següent capítol, on també
es tracta la interpretació dels resultats.
Així doncs, primerament es generaran tres tipus diferents de tràfic per mesurar la latència de
la xarxa. Un tipus emularà el tràfic VoIP i els altres dos emularan tràfic de vídeo en streaming
amb diferents característiques (anomenats d’ara en endavant UDP1 i UDP2). Per garantir que
factors externs aleatoris afectin el mínim possible, la duració de cada prova serà de 5 minuts i
per la mateixa xarxa només circularà tràfic referent a la prova, la resta del tràfic circularà per les
interfícies de gestió.
El tràfic VoIP intenta simular el tràfic generat en una conversa per telefonia IP, agafant com
a referència un estàndard ITU-T de codificació de veu: el G.728 (LD-CELP, Low Delay Code
Excited Linear Prediction) [CCI92], en el qual es codifica la informació amb un rate de 16 Kbps.
Per simular una càrrega d’informació variable es fa servir un patró de generació de paquets que
segueix la distribució de Poisson. La resta de les dades que caracteritzen el tràfic es poden veure a
la Taula 4.1.
Tipus de tràfic Mida paquet Rate Ample de banda
VoIP
60 + 12 (RTP) + 8 (UDP) + 20 (IPv4)
+ 18 (Ethernet) = 118 bytes
20 paquets/seg 16 Kbps
Taula 4.1: Característiques del tràfic VoIP
Desitgem que la mida dels paquets del tràfic UDP1 sigui prou gran per acostar-se a la mida
de la MTU d’Ethernet, la qual és de 1500 bytes. D’aquesta forma, quan es generen els paquets
no seran fragmentats, amb l’objectiu que es congestionin els routers i que es provoquin pèrdues.
Les dades efectives dels paquets (payload) tindran una mida de 1420 bytes, com es pot veure a la
Taula 4.2. Per simular una càrrega d’informació més constant es fa servir un patró de generació de
paquets periòdic.
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Tipus de tràfic Mida paquet Rate Ample de banda
UDP1
1420 + 8 (UDP) + 20 (IPv4) + 18
(Ethernet) = 1466 bytes
96 paquets/seg 1099 Kbps
Taula 4.2: Característiques del tràfic UDP1
Per altra banda, el tràfic UDP2 mantindrà el mateix objectiu que el tràfic UDP1, congestionar
els routers, però seguint una metodologia diferent: es generaran paquets molt petits però amb un
rate molt alt. En aquest cas, la mida del paquet serà de 160 bytes, tal com es pot veure a la Taula
4.3 i com el cas de VoIP, per simular una càrrega d’informació variable, es farà servir un patró de
generació de paquets que segueix la distribució de Poisson.
Tipus de tràfic Mida paquet Rate Ample de banda
UDP2
160 + 8 (UDP) + 20 (IPv4) + 18
(Ethernet) = 206 bytes
897 paquets/seg 1433 Kbps
Taula 4.3: Característiques del tràfic UDP2
A la taula 4.4 es mostra el nombre de paquets que per defecte s’haurien d’enviar a cada prova,
calculat a partir del producte del rati de generació de paquets (rate) i la durada de la prova.
Tipus de prova Número paquets enviats (ratio× temps)
VoIP 6000
UDP1 28800
UDP2 269100
Taula 4.4: Nombre de paquets enviats per cada prova
Per cadascun dels tres tipus diferents de tràfic anteriorment descrits es realitzaran un seguit de
proves. Com l’ample de banda utilitzat a les proves no és suficient per saturar la xarxa i amb la
intenció de facilitar la interpretació dels resultats, s’ha modificat el comportament d’aquesta xarxa
amb l’eina tc i amb les comandes descrites anteriorment, que permetrà inferir en els resultats do-
nades les condicions de la xarxa. En concret es farà el conjunt de proves descrit a la Taula 4.5.
El nombre de proves de rendiment de xarxa no serà tan variat, ja que aquesta eina té menys
paràmetres de configuració, donat que el seu objectiu és només veure l’ample de banda. Només
es limitarà el rendiment de la xarxa a diferents valors, des de 100 Kbps fins a 1000 Kbps amb
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Tipus de prova Descripció
Delay 0±0 ms Proves on s’afegeix un retard fix (primer valor) que varia
Delay 50±10 ms a per cada prova i un retard variable (segon valor) que és
Delay 100±10 ms igual per totes les proves
Delay 200±10 ms
Delay 500±10 ms
Delay 500±0 ms Proves on s’afegeix un retard fix (primer valor) que és igual
Delay 500±10 ms per totes les proves i un retard variable (segon valor) i que
Delay 500±100 ms varia a cada prova
Delay 500±300 ms
1% Paquets Duplicats Proves on un percentatge de paquets no arriba a destí (perduts)
10% Paquets Duplicats
50% Paquets Duplicats
1% Paquets Perduts Proves on un percentatge de paquets arriba a destí diverses
10% Paquets Perduts vegades (duplicats)
50% Paquets Perduts
Taula 4.5: Descripció i llistat dels tipus de proves de latència realitzades
increments de 100 Kbps, i es generarà tràfic TCP durant 5 minuts que permetrà mesurar el rendi-
ment d’aquesta xarxa. En el següent capítol s’explicarà amb més detall el procediment utilitzat per
validar els resultats.
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CAPÍTOL 5
Experiments i Resultats
Tal com ja s’introduïa anteriorment, en aquest capítol s’exposen els resultats de les proves
així com la seva interpretació. Totes les proves realitzades en aquest capítol s’han fet en un Intel
Pentium 4 HT 3.00GHz amb 1 GB de memòria RAM.
Un cop realitzades totes les proves, s’han recollit els fitxers de resultats. Després de tractar-los
amb el plugin estadístic, se n’ha extret la informació i s’ha processat amb una aplicació de càlcul
matemàtic, anomenada GNU Octave (http://www.gnu.org/software/octave/), per comparar
els resultats i comprovar que els càlculs realitzat pel mòdul estadístic són correctes.
A continuació, en la primera secció, es tracta la interpretació dels resultats de les proves de
latència i de les proves de rendiment. Tot seguit, es descriu el procés de validació dels resultats
obtinguts del mòdul, comparant-los amb els resultats calculats amb l’Octave. Finalment es realit-
zen les proves de rendiment de l’aplicació, comparant el temps que es triga en processar el conjunt
d’informació amb el mòdul de NetMeter i amb altres eines no específiques, com eines matemàti-
ques o fulls de càlcul. En aquest apartat es destaca la importància del paper que juga la caché del
mòdul a l’hora de millorar el rendiment global d’aquest i que acaba repercutint en la interacció que
percep l’usuari.
5.1 Resultats de les proves
Aquesta secció està dedicada a analitzar els resultats de les proves portades a terme. És presen-
ten les taules i els gràfics que, juntament amb l’explicació escrita, exposen una interpretació dels
valors numèrics obtinguts.
En els següents apartats es tracten per separat els resultats de les proves de latència i de les pro-
ves de rendiment. En cada prova s’explica amb més detall el procediment seguit. En les següents
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seccions s’analitzarà la validació dels resultats i el rendiment.
Abans de continuar, cal remarcar que els resultats que es mostren en aquest capítol no volen
modelar en cap sentit el rendiment real de la xarxa. El seu objectiu fonamental és únicament el
de validar que el mòdul desenvolupat realitza correctament els càlculs sobre els resultats de les
proves, cosa que és factible en entorn controlat com el que es planteja, tot i que aquests resultats
no siguin representatius d’una xarxa real en producció.
5.1.1 Proves de latència
En aquesta secció es presenten els resultats de les proves de latència realitzades amb l’eina MGen
seguint els esquemes definits en la metodologia del capítol anterior. A continuació s’interpreten
els resultats referents als nombre paquets rebuts, perduts (IPLR [ITU02]), duplicats i fora d’ordre
(Packet Reordering [MCR+06]). Posteriorment s’analitzen alguns dels càlculs estadístics realitzats
amb el plugin estadístic sobre el retard (OWD [AKZ99a]) i els IPDV [DC02] de les diferents
proves. Per més informació, totes aquestes mètriques estan definides al capítol 2. En cada apartat
s’exposen els resultats en forma de taules i gràfics de les proves VoIP, UDP1 i UDP2, comparant
en la mesura del possible els resultats entre ells.
En general, totes les mesures han complert les expectatives i els valors mesurats s’aproximen
de forma clara als resultats esperats.
5.1.1.1 Estudi dels paquets perduts, duplicats i fora d’ordre
En aquesta secció es mostren els valors dels resultats obtinguts per cadascun dels tipus de prova
realitza amb els tres tipus diferents de tràfic establerts. A la primera columna es mostra el nombre
de paquets rebuts (que es poden comparar amb els que teòricament havien d’arribar, segons la taula
4.4, tot i que aquesta mesura és estimada i en funció del patró de generació de tràfic pot diferir). En
les següents columnes es mostren els ratis de paquets perduts, duplicats i desordenats expressats
en tant per 1 de les proves que s’ha considerat que mostren resultats més rellevants.
Primerament, a la Taula 5.1 es poden observar els resultats obtinguts a les mesures de les proves
de tràfic VoIP. Clarament es pot veure com en gairebé tots els casos la pèrdua de paquets inexis-
tent, només en aquelles proves pensades amb aquest fi i es pot veure com la mètrica s’aproxima
clarament a la esperada.
Malgrat que aquest tipus de tràfic és petit i a ràfegues ràpides, pensat per congestionar els
routers, la xarxa té capacitat suficient per sobreposar-se i oferir un rendiment acceptable. En un
entorn real, amb tràfic afegit de diversos clients, es podria arribar a la situació en que la qualitat de
la comunicació es veiés afectada. Per la mateixa raó es pot observar com el nombre de paquets que
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Resultats
Tipus de prova Paquets Rebuts Perduts Duplicat Fora d’ordre
Delay 0±0 ms 5.992 0,000 0,000 0,000
Delay 500±0 ms 5.997 0,000 0,000 0,000
Delay 500±10 ms 5.956 0,000 0,000 0,099
Delay 500±100 ms 6.013 0,000 0,000 0,522
Delay 500±300 ms 5.919 0,000 0,000 0,730
1% Paquets Duplicats 6.048 0,000 0,009 0,000
10% Paquets Duplicats 6.470 0,000 0,101 0,000
50% Paquets Duplicats 8.932 0,000 0,495 0,000
1% Paquets Perduts 6.019 0,010 0,000 0,000
10% Paquets Perduts 5.420 0,095 0,000 0,000
50% Paquets Perduts 3.008 0,497 0,000 0,000
Taula 5.1: Resultats del tràfic VoIP (1)
finalment arriben duplicats nul, únicament destacable en aquelles proves efectivament es desitjava
cobrir un percentatge de paquets duplicats.
Altrament, s’observa la tendència de molts paquets a arribar desordenats degut als retards im-
posats. En aquest sentit, el factor més determinant en els canvis d’ordre d’arribada és la part
variable dels retards afegits, ja que en aquelles proves on no es modifica el retard variable dels
paquets de forma artificial arriben ordenats o amb un grau de desordenació semblant.
En segon lloc, a la Taula 5.2 es poden observar els resultats obtinguts a les mesures de les
proves de tràfic UDP1. En aquests resultats es pot observar el comportament de la xarxa més
clarament. Es demostra com els elements que composen la xarxa s’adapten molt bé al format
d’aquest tipus de tràfic, ja que no hi ha pèrdues ni duplicats en, excepte en els casos on les proves
s’han dissenyat amb aquest objectiu i on el comportament és fidel al que s’esperava. Cal recordar
que aquest tràfic estava dissenyat per adaptar-se al format de la trama de la tecnologia de xarxa
utilitzada, Ethernet en aquest cas. També destaca el comportament del rati de paquets que arriben
fora d’ordre, estretament relacionat amb el factor variable del retard, ja que en aquelles proves on
no s’hi afegia cap retard o el retard és constant (és a dir, el retard variable és 0) no s’observa cap
arribava en desordre.
Com el patró de generació del tràfic en aquestes proves és periòdic, el nombre de paquets rebuts
és igual al càlcul del rati× temps en aquelles proves on no hi han pèrdues, cosa que no passa amb
les proves de VoIP i UDP2 que segueixen un patró de Poisson.
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Resultats
Tipus de prova Paquets Rebuts Perduts Duplicat Fora d’ordre
Delay 0±0 ms 28.800 0,000 0,000 0,000
Delay 500±0 ms 28.800 0,000 0,000 0,000
Delay 500±10 ms 28.800 0,000 0,000 0,264
Delay 500±100 ms 28.800 0,000 0,000 0,828
Delay 500±300 ms 28.800 0,000 0,000 0,891
1% Paquets Duplicats 29.117 0,000 0,011 0,000
10% Paquets Duplicats 31.636 0,000 0,098 0,000
50% Paquets Duplicats 43.334 0,000 0,505 0,000
1% Paquets Perduts 28.502 0,010 0,000 0,000
10% Paquets Perduts 25.898 0,101 0,000 0,000
50% Paquets Perduts 14.434 0,499 0,000 0,000
Taula 5.2: Resultats del tràfic UDP1 (1)
Resultats
Tipus de prova Paquets Rebuts Perduts Duplicat Fora d’ordre
Delay 0±0 ms 268.262 0,000 0,000 0,000
Delay 500±0 ms 268.611 0,000 0,000 0,000
Delay 500±10 ms 268.059 0,000 0,000 0,820
Delay 500±100 ms 268.893 0,000 0,000 0,973
Delay 500±300 ms 269.706 0,000 0,000 0,945
1% Paquets Duplicats 272.135 0,000 0,010 0,000
10% Paquets Duplicats 295.377 0,000 0,100 0,000
50% Paquets Duplicats 403.778 0,000 0,498 0,000
1% Paquets Perduts 266.774 0,010 0,000 0,000
10% Paquets Perduts 241.634 0,100 0,000 0,000
50% Paquets Perduts 135.339 0,499 0,000 0,000
Taula 5.3: Resultats del tràfic UDP2 (1)
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Resultats [ms]
Tipus de prova Mitjana Desviació Percentil 50 Percentil 95
Delay 0±0 ms 0,80 0,11 0,80 0,99
Delay 50±10 ms 51,09 10,16 51,37 68,38
Delay 100±10 ms 101,01 10,13 101,29 117,48
Delay 200±10 ms 201,01 10,02 201,33 217,44
Delay 500±10 ms 501,01 9,84 501,39 517,43
Delay 500±0 ms 500,46 0,08 500,46 500,60
Delay 500±10 ms 501,01 9,84 501,39 517,43
Delay 500±100 ms 500,41 100,61 501,36 665,36
Delay 500±300 ms 510,11 289,25 502,32 995,59
Taula 5.4: Resultats del tràfic VoIP (2): OWD
Per últim, a la Taula 5.3 es poden observar els resultats obtinguts a les mesures de les proves de
tràfic UDP2. El comportament d’aquests resultats és similar als de les proves VoIP, però accentuats
en alguns casos com el dels ratis de paquets desordenats. En un entorn real, aquest tràfic desborda-
ria encara més les capacitats dels routers, generant més conflictes en el transport de la informació
de forma que no es podria garantir el nivell de QoS. Aquest fet es relaciona amb el concepte de
IPLR que defineix la ITU-T, que considera que la connexió és bona si el IPLR és inferior a 5 ·10−5,
regular si el IPLR està entre 5 ·10−5 i 5 ·10−4, i no fiable si és es superior a 5 ·10−4.
Malgrat que el rati de pèrdues no és significatiu, degut a que la infraestructura és relativament
petita i el temps que el destí ha d’esperar per demanar la reexpedició és suficientment gran per a
permetre que els paquets arribin malgrat els retards afegits, en algunes proves el rati de paquets
desordenats si ho és. Per tant, la QoS de la xarxa quedaria en entredit. En transmissions streaming
com les que es volin simular, l’arribada de paquets desordenats obligaria a utilitzar mecanismes de
compensació del retard com els playout buffers.
5.1.1.2 Estadístiques OWD
En l’anàlisi dels resultats de OWD s’ha descartat comentar les proves amb pèrdues i duplicats ja
que no aporten informació rellevant, comparables amb els que s’obtenen amb la prova de referència
”Delay 0±0 ms”. Per tant, es procedirà a explicar directament els resultats de la resta de proves.
Per cada prova es mostren alguns dels valors estadístics calculats (mitjana, desviació típica i els
percentils 50 i 95), tots ells expressats en mil·lisegons.
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Figura 5.1: Gràfic OWD del tràfic VoIP (1): [0,500]±10 ms
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Figura 5.2: Gràfic OWD del tràfic VoIP (2): 500± [0,300] ms
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Resultats [ms]
Tipus de prova Mitjana Desviació Percentil 50 Percentil 95
Delay 0±0 ms 1,77 0,11 1,77 1,95
Delay 50±10 ms 51,88 10,01 52,20 68,34
Delay 100±10 ms 101,93 10,00 102,20 118,33
Delay 200±10 ms 201,80 9,97 201,47 218,29
Delay 500±10 ms 501,83 10,00 502,19 518,33
Delay 500±0 ms 501,32 0,08 501,32 501,45
Delay 500±10 ms 501,83 10,00 502,19 518,33
Delay 500±100 ms 502,12 100,16 502,43 667,25
Delay 500±300 ms 509,01 286,85 505,43 998,30
Taula 5.5: Resultats del tràfic UDP1 (2): OWD
En els resultats de les proves VoIP, recollits a la Taula 5.4, es pot observar com en general els
valors obtinguts es corresponen amb els esperats. En la majoria de casos, la mitjana calculada
s’aproxima al valor del retard fix afegit i la desviació típica és similar al retard variable afegit.
És cert que es pot observar una petita d’un mil·lisegon a gairebé totes les proves i que es pot
considerar com el retard afegit per la xarxa en si mateixa, tal com reflecteix la primera prova on no
s’ha modificat artificialment el retard i que contempla que la mitjana del retard mínim és de 0,80
amb una desviació baixa (0,11) i que el 95% dels valors està per sota del mil·lisegon.
La Figura 5.1 representa les proves VoIP amb diferents retards fixes. Observant la gràfica es
pot comprovar visualment el comportament regular que reflecteixen les dades numèriques, on les
línies que representen cada prova segueixen una trajectòria recta sense pics que poguessin indicar
comportament o valors fora del que s’esperava. De totes formes, i comparat amb les gràfiques de
les proves UDP1 i UDP2 que es veuran a continuació, les variacions respecte la mitjana són molt
més pronunciades degut a les característiques del tràfic.
Per altra banda, la Figura 5.2 representa les proves VoIP amb diferents retards variables. En
aquesta gràfica es pot observar com l’espectre de les proves amb una desviació més gran és més
ample, mentre que les proves amb un desviament petit tendeixen a seguir una línia recta al centre
de la figura, a l’alçada de la mitjana del retard, als 500 mil·lisegons.
En els resultats de les proves UDP1, recollits a la Taula 5.5, es pot observar com en general
els valors obtinguts també es corresponen amb els esperats. En la majoria de casos, la mitjana
calculada s’aproxima al valor del retard fix afegit i la desviació típica és similar al retard variable
afegit; però en aquestes proves, el retard afegit per la xarxa és més significatiu, de l’ordre de 2
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Figura 5.3: Gràfic OWD del tràfic UDP1 (1): [0,500]±10 ms
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Figura 5.4: Gràfic OWD del tràfic UDP1 (2): 500± [0,300] ms
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Resultats [ms]
Tipus de prova Mitjana Desviació Percentil 50 Percentil 95
Delay 0±0 ms 0,84 0,11 0,84 1,03
Delay 50±10 ms 51,02 9,99 51,34 67,49
Delay 100±10 ms 101,00 10,00 101,34 117,48
Delay 200±10 ms 201,01 10,02 201,35 217,51
Delay 500±10 ms 501,02 10,02 501,33 517,51
Delay 500±0 ms 500,52 0,09 500,52 500,65
Delay 500±10 ms 501,02 10,02 501,33 517,51
Delay 500±100 ms 501,37 100,11 501,55 665,63
Delay 500±300 ms 506,35 287,74 500,44 995,51
Taula 5.6: Resultats del tràfic UDP2 (2): OWD
mil·lisegons, mantenint una desviació relativament baixa (0,11).
La Figura 5.3 representa les proves UDP1 on s’ha variat els retards fixes. Observant la gràfica,
també es pot comprovar el comportament regular que reflecteixen les estadístiques de la taula. En
el gràfic no s’observen pics en els valors que poguessin indicar comportaments estranys o fora de
la norma. Com ja s’introduïa en el paràgraf anterior, les variacions respecte la mitjana són poc
pronunciades.
Per altra banda, l’espectre que formen les proves de la Figura 5.4, que representa les proves
UDP1 on s’ha variat els retards variables, té una desviació més petita que en el cas de VoIP.
Encara que el centre de la gràfica també està centrada a l’alçada de la mitjana del retard, als 500
mil·lisegons, al enviar més nombre de paquets, la dispersió queda compensada.
En els resultats de les proves UDP2, recollits a la Taula 5.6, es pot observar com, un cop més,
els valors obtinguts es corresponen en general amb els esperats. En la majoria de casos, la mitjana
calculada s’aproxima al valor del retard fix afegit i la desviació típica és similar al retard variable
afegit. Si més no, en aquestes proves es recupera la tendència de baixar el retard de la xarxa al
nivell del mil·lisegon amb una desviació de 0,11.
La Figura 5.5 representa les proves UDP2 amb diferents retards fixes. Observant la gràfica es
pot comprovar visualment el comportament encara més regular que reflecteixen les dades numè-
riques, on les línies que representen cada prova segueixen una trajectòria recta sense pics, i que
es degut principalment a que la mitjana es calcula amb una major quantitat de paquets rebuts que
permeten normalitzar més els valors de les proves.
Per altra banda, l’espectre que formen les proves de la Figura 5.6, que representa les proves
- 67 -
5.1 Resultats de les proves 5 Experiments i Resultats
0−0ms
50−10ms
100−10ms
200−10ms
500−10ms
One Way Delay (UDP2)
Temps (msec)
L
a
tè
n
c
ia
 (
m
s
e
c
)
0
3
0
0
0
0
6
0
0
0
0
9
0
0
0
0
1
2
0
0
0
0
1
5
0
0
0
0
1
8
0
0
0
0
2
1
0
0
0
0
2
4
0
0
0
0
2
7
0
0
0
0
3
0
0
0
0
0
1
108
215
322
429
537
Figura 5.5: Gràfic OWD del tràfic UDP2 (1): [0,500]±10 ms
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Figura 5.6: Gràfic OWD del tràfic UDP2 (2): 500± [0,300] ms
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Resultats [ms]
Tipus de prova Mitjana Desviació Percentil 50 Percentil 95
Delay 0±0 ms 0,09 0,10 0,03 0,27
Delay 50±10 ms 11,47 8,72 9,93 28,03
Delay 100±10 ms 11,28 8,63 9,27 27,99
Delay 200±10 ms 11,08 8,52 9,05 27,96
Delay 500±10 ms 11,18 8,37 9,74 27,01
Delay 500±0 ms 0,07 0,09 0,03 0,25
Delay 500±10 ms 11,18 8,37 9,74 27,01
Delay 500±100 ms 112,91 85,58 94,91 282,08
Delay 500±300 ms 327,11 243,88 277,14 796,71
Taula 5.7: Resultats del tràfic VoIP (3): IPDV
UDP2 on s’ha variat els retards variables, té una desviació més petita encara que en el cas de
UDP1. Encara que el centre de la gràfica també està centrada a l’alçada de la mitjana del retard,
als 500 mil·lisegons, al enviar més nombre de paquets, la dispersió es redueix.
De totes formes, el que si podem concloure és que els paquets petits de UDP2, juntament amb
el fet que es generen a gran velocitat, implica que la gestió als routers es complica i per tant, poden
tenir una variabilitat mes gran.
5.1.1.3 Estadístiques IPDV
Les estadístiques sobre el IPDV de les proves mantenen una relació directa amb el càlcul de
la desviació típica en el OWD respectives. Per això, es segueix la mateixa estructura a l’hora
de mostrar els resultats, destacant només aquelles proves més rellevants i els valors estadístics
calculats que resulten més interessants per l’anàlisi, sempre expressats en mil·lisegons.
Per poder realitzar càlculs estadístics com la mitjana, la desviació típica o els percentils sobre
les mesures de IPDV sense esbiaixar els resultats és necessari establir el criteri de considerar el
valor absolut de la diferència entre dos OWD consecutius, en comptes de fer servir la formula es-
tàndard. Observant les gràfiques que es mostren a continuació es poden veure aquestes diferencies
respecte els resultats de les taules. En el cas de les gràfiques, al no fer càlculs estadístics, si es po-
den considerar els càlculs estàndards dels IPDV sense distorsionar els resultats. De totes formes,
no suposa un problema en quant el més important de l’IPDV és la magnitud que representa, més
enllà del seu signe.
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Resultats [ms]
Tipus de prova Mitjana Desviació Percentil 50 Percentil 95
Delay 0±0 ms 0,03 0,07 0,01 0,24
Delay 50±10 ms 11,30 8,53 9,75 27,98
Delay 100±10 ms 11,33 8,55 9,75 27,98
Delay 200±10 ms 11,28 8,55 9,75 27,74
Delay 500±10 ms 11,30 8,49 9,99 27,98
Delay 500±0 ms 0,03 0,07 0,01 0,24
Delay 500±10 ms 11,30 8,49 9,99 27,98
Delay 500±100 ms 113,55 85,08 96,94 278,84
Delay 500±300 ms 325,68 239,37 279,09 781,28
Taula 5.8: Resultats del tràfic UDP1 (3): IPDV
Resultats [ms]
Tipus de prova Mitjana Desviació Percentil 50 Percentil 95
Delay 0±0 ms 0,04 0,09 0,01 0,25
Delay 50±10 ms 11,26 8,50 9,74 27,97
Delay 100±10 ms 11,25 8,51 9,74 27,97
Delay 200±10 ms 11,31 8,56 9,96 27,98
Delay 500±10 ms 11,29 8,55 9,75 27,98
Delay 500±0 ms 0,04 0,09 0,01 0,25
Delay 500±10 ms 11,29 8,55 9,75 27,98
Delay 500±100 ms 112,89 85,27 95,93 277,08
Delay 500±300 ms 327,89 241,94 281,09 791,99
Taula 5.9: Resultats del tràfic UDP2 (3): IPDV
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Figura 5.7: Gràfic IPDV del tràfic VoIP: 500± [0,300] ms
Figura 5.8: Gràfic IPDV del tràfic UDP1: 500± [0,300] ms
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Figura 5.9: Gràfic IPDV del tràfic UDP2: 500± [0,300] ms
A grans trets, de les Taules següents (5.7, 5.8 i 5.9) podem extreure que el comportament de la
xarxa en totes tres situacions és molt similar. Els valors obtinguts per al càlcul del IPDV en tots
els casos s’aproxima al valor corresponent a la part variable del retard introduït artificialment. Per
aquest motiu, les proves on no hi ha part variable, el resultat obtingut per IPDV tendeix a 0 i amb
prou forces arriba al quart de mil·lisegon per el 95% de les mesures, això si, amb un jitter molt
elevat (de l’ordre de 0,24 mil·lisegons), la qual cosa indica una alta variabilitat en els valors.
Visualment, es pot veure la dispersió que reflecteixen les taules a les Figures 5.7, 5.8 i 5.9
observant l’àrea ocupada per les proves de ”Delay 500± 300 ms”, pintades en blau. A més, en
aquestes gràfiques es poden comparar les diferents densitats de les proves, i veure com el nombre
de paquets en les proves VoIP és molt menor que en les de UDP2.
5.1.2 Proves de rendiment
La Taula 5.10 mostra els resultats obtinguts en les diferents proves de rendiment de la xarxa
(anomenat també BTC [MA01] o throughput) realitzades amb l’eina NetPerf a partir de la gene-
ració d’un flux TCP constant durant 5 minuts. A la primera columna de la taula es mostra el valor
del rendiment obtingut amb aquesta eina. A les següents tres columnes s’extreuen dels càlculs
realitzat amb el mòdul estadístic. Per cada línia, el càlcul es realitza amb els resultats de les proves
exposats fins aquella línia. Per tant, per calcular per exemple el màxim, el mínim i la mitjana de la
fila 4 (400 Kbps) es tenen en compte el valor de les files de la 1 a la 4 (de la prova de 100 Kbps a
la de 400 Kbps) i així successivament.
Com es evident, a cada línia, el màxim correspon sempre al valor d’aquella línia i el mínim al
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Resultats [kbps]
Tipus de prova Rendiment Mínim Mitjana Màxim
100 Kbps 95,490 95,490 95,490 95,490
200 Kbps 191,280 95,490 143,385 191,280
300 Kbps 286,970 95,490 191,247 286,970
400 Kbps 381,590 95,490 238,832 381,590
500 Kbps 475,740 95,490 286,214 475,740
600 Kbps 569,290 95,490 333,393 569,290
700 Kbps 661,520 95,490 380,269 661,520
800 Kbps 754,910 95,490 427,099 754,910
900 Kbps 826,880 95,490 471,519 826,880
1000 Kbps 938,470 95,490 518,214 938,470
Taula 5.10: Resultats proves de rendiment
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Figura 5.10: Gràfic de les proves de rendiment
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de la primera línia. També es pot veure com la mitjana va creixen a mesura que s’afegeixen valors
a la mostra, però aquest creixement és constant d’ordre aproximadament 47.
A la Figura 5.10 es poden comparar gràficament els valors de les proves, on a més, es pot
observar aquesta tendència que segueixen els valors.
5.2 Validació de l’aplicació
Com ja s’avançava al començament del capítol, per comprovar el correcte funcionament de
l’aplicació s’han comparat els resultats obtinguts del mòdul estadístic amb els resultats obtinguts
per mitjà del tractament de les mateixes dades amb una eina de càlcul matemàtic, de la qual es té
la presumpció que el seu funcionament és correcte, és a dir, és una aplicació fiable. En el cas con-
cret d’aquest projecte s’ha fet servir una eina anomenada GNU Octave [Oct], un projecte de codi
lliure (amb llicència GPL) que es pot descriure com un interpret de comandes per computacions
numèriques i que utilitza un llenguatge compatible amb Matlab.
Per realitzar les comprovacions s’ha extret la informació dels OWD i dels IPDV de cada prova
relacionats amb els seus números de seqüència. Després, aquestes dades s’han processat tal com
correspon i s’han realitzat els mateixos càlculs estadístics que es realitzen amb el plugin estadístic
de NetMeter. Degut a la extensió dels fitxers de resultats i dels scripts utilitzats per aquest procés
no s’inclouen en aquesta memòria però si estan disponibles en el CD adjunt.
Finalment, s’ha comprovat que els resultats obtinguts per les dues eines fossin iguals. Àmpli-
ament es pot afirmar que l’aplicació desenvolupada en el transcurs d’aquest projecte realitza els
càlculs de forma correcta.
5.3 Rendiment de l’aplicació
Aprofitant el procés de validació de l’aplicació s’ha volgut comparar el rendiment que s’obtin-
dria si aquests càlculs s’haguessin de desenvolupar amb eines genèriques, com podria ser el cas
d’un processador matemàtic o un full de càlcul.
En aquesta comparativa no es té en compte tots els passos previs que s’haurien de seguir (desen-
volupament del codi, processat de la informació per preparar la entrada per a les aplicacions, etc)
ja que, a més de que aquests paràmetres podrien variar molt en funció de la persona que realitza
la feina, no reflecteixen l’objectiu d’aquesta comparativa, que només es vol dedicar a comparar
estrictament el procés de càlcul i impressió de resultats.
Per realitzar la prova, es portarà a terme la comparativa tractant dos fitxers de les proves anteri-
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Temps
Tipus de prova Mida Seqüències a tractar Octave Statistic
50% Paquets Perduts de VoIP 389K 3.008 3,269 s 1 s
50% Paquets Duplicats de UDP2 52M 403.778 19 min 47,991 s 20 s
Taula 5.11: Comparativa rendiment de l’aplicació
orment descrites: un de petit, amb poques seqüències (50% Paquets Perduts de VoIP) i un de gran,
amb moltes seqüències (50% Paquets Duplicats de UDP2). Tal com es pot observar a la Taula
5.11, els resultats són clarament favorables per al mòdul de NetMeter en un ordre de magnitud
molt destacable. A més, cal destacar que la majoria de cops el processament no es fa d’un sol
fitxer sinó que es tracten en lots, la qual cosa significa que els retards s’acumulen i el resultat final
encara és més positiu per a NetMeter.
La raó principal que justifica aquests resultats és la baixa eficiència de l’aplicació de càlcul ma-
temàtic. Aquesta és una eina genèrica que treballa amb llenguatge interpretat i no està optimitzada
per a les tasques que proposa aquest projecte. En aquest tipus d’aplicacions, el cost de processar
un algorisme amb bucles llargs és molt alt, i en el cas de les dades que ha de tractar aquest projecte
és inevitable. Per exemple, en el cas de processar el fitxer de la prova ”50% Paquets Duplicats de
UDP2”, encara que només es calculin les estadístiques per a OWD per la qual no calen utilitzar
bucles, l’aplicació triga 2 minuts 26,794 segons, marca que continua sent més gran que la que dóna
l’estadístic.
En canvi, el mòdul estadístic està pensat exclusivament per respondre en el menor temps pos-
sible i oferir una interfície de treball per a l’usuari que resulti el més còmoda possible, orientada a
facilitar les tasques encomanades.
Si per altra banda, comparant el mòdul estadístic amb una aplicació de full de càlcul (com
podria ser l’OpenOffice Calc) es pot veure que, encara que el càlcul de les diferents operacions
matemàtiques pot ser gairebé immediat, la gestió és molt complicada ja que l’aplicació està limi-
tada en diversos aspectes, per exemple, en el nombre màxim de línies i columnes, la qual cosa fa
més difícil el tractament de la informació i obliga a refer la plantilla cada cop que es canviï la prova
a tractar, en funció del nombre de seqüències a tractar.
Evidentment, totes les comparacions s’han fet contra el mòdul estadístic sense que aquest fes
ús de la seva caché. A continuació s’estudia el rendiment d’aquesta caché per justificar el seu ús i
demostrar la millora que suposa en el rendiment a partir de l’estudi d’alguns exemples.
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Temps [ms]
Tipus de prova Mida MD5 Sense Caché Amb Caché Millora
50% Paquets Perduts de VoIP 389 KB 36 143 (0,25) 37 (0,97) 3,86
Delay 500±300 ms de UDP1 4,4 MB 101 1.172 (0,09) 103 (0,98) 11,38
50% Paquets Duplicats de UDP2 52 MB 1.129 16.365 (0,07) 1.131 (0,99) 14,47
Prova Molt Gran 524 MB 12.354 91.379 (0,14) 12.360 (0,99) 7,39
Taula 5.12: Rendiment de la caché: Temps de resposta
5.3.1 Rendiment de la caché
Per poder estimar el temps que triga l’aplicació a realitzar els càlculs estadístics s’han afegit al
codi instruccions que mantenen un comptador del temps transcorregut. A continuació s’ha realitzat
un conjunt de proves amb fitxers de diferents mides, per tal de trobar el patró de comportament.
A la Taula 5.12 es recull els resultat de les proves de rendiment de la caché. A la primera
columna de la taula es mostra el nom de la prova, acompanyat a la segona columna per l’espai
que ocupa la prova al disc. A continuació es mostra el temps que triga l’aplicació en calcular la
signatura MD5 del fitxer i el temps total de la prova sense utilitzar la caché i utilitzant-la. Els temps
indicats en aquestes dues columnes també inclou el temps de càlcul de la signatura MD5 i entre
parèntesi es representa la porció de temps que suposa respecte del temps total en tant per 1. En la
última columna s’exposa la proporció de millora que suposa l’ús de la caché respecte el temps de
no utilitzar-la.
Com es pot observar, el fet de calcular el MD5 de la prova en tots els casos comporta un
sobrecost, ja que s’haurà d’obrir el fitxer i processar-lo completament per obtenir aquesta clau. En
els casos més senzills, com el primer, aquest cost pot suposar fins un 25% del temps total, però
en altres proves més grans aquest percentatge es redueix fins a només suposar el 10%. Però, el
motiu de més pes per confirmar la seva utilitat radica en veure com el sistema és capaç de donar
una resposta fins a 14 vegades més ràpid.
Després de realitzar fins un total de 55 proves diferents, la mida de la caché no ha superat els
59 KB, deixant aproximadament el cost de cada prova al voltant d’1 KB. Es podria considerar que
aquest consum es prou ajustat i fàcilment escalable a mesura que el nombre de proves incrementi.
De totes formes, el sistema està preparat per eliminar la caché en qualsevol moment que l’usuari ho
desitgi si aquesta arriba a límits indesitjables. Queda pendent d’implementacions futures, millorar
aquest funcionament i que sigui el propi sistema qui dinàmicament elimini les proves més antigues.
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CAPÍTOL 6
Planificació i Anàlisi econòmic
L’objectiu d’aquest capítol és donar una idea del cost del treball realitzat durant el projecte en
un entorn real. La primera part mostra la planificació pel projecte per a desprès comptar, per una
banda, les hores dedicades a la realització del mateix i, per altra banda, el cost de l’equipament
de la plataforma de mesures on s’han realitzat els experiments, donant finalment el total del cost
econòmic que suposaria aquest projecte.
6.1 Planificació
La planificació del projecte s’ha dividit en tres apartats: l’etapa de disseny i implementació,
l’etapa de proves i l’etapa de documentació. La explicació de la planificació del procés de migració
es recull a la secció 3.2.1 a la pàgina 29.
En la Figura 6.1 es mostra la planificació de l’etapa de disseny i implementació. Aquesta etapa
es divideix en diversos apartats que identifiquen els diferents objectius. Els principal objectiu
del projecte és la creació del plugin estadístic (identificat al diagrama amb la etiqueta statistic).
Aquest objectiu es divideix en diverses tasques que corresponen als diferents components sobre
Figura 6.1: Planificació disseny i implementació
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Figura 6.2: Planificació proves
Figura 6.3: Planificació documentació
els que es construeix el mòdul (tal com ja s’introduïa a la secció 3.3.2). Durant les dues primeres
setmanes s’ha desenvolupat el nucli de l’aplicació, el gestor de fitxers que s’encarrega de processar
els fitxers de resultats i fer els càlculs estadístics. A continuació, durant les següents dues setmanes
i mitja, s’ha desenvolupat la interfície gràfica de l’aplicació. Ja avançat el desenvolupament de
la interfície, s’ha començat la construcció del gestor de requestes. Finalment s’han incorporar
les funcionalitats per tractar fitxers de les proves de throughput. A més, en paral·lel a aquestes
tasques s’han realitzat proves de funcionament per comprovar que la implementació fos correcta i
es reflecteixen al diagrama com ”correcció d’errors”.
En la Figura 6.2 es mostra la planificació de l’etapa de proves. En aquesta etapa es recull tot el
procés de preparació i configuració de la infraestructura, realitzada a principis d’abril, i el temps
destinat a realitzar les proves i la seva posterior verificació.
Finalment, a la Figura 6.3 es mostra la planificació de l’etapa de documentació. En aquesta es
mostra el temps dedicat a redactar l’informe de seguiment que es va entregar a meitat del projecte,
la redacció de la documentació del codi (en format Doxygen [van07]) i la preparació d’aquesta
memòria durant l’últim mes.
6.2 Anàlisi econòmic
A aquesta secció es comptabilitza el cost total de realització del projecte a un entorn real,
comptant els costos relatius a la implementació de l’eina i els costos derivats de la realització dels
experiments.
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6.2.1 Cost de la implementació
El cost d’implementació incorpora les hores d’anàlisi i programació destinades al desenvolu-
pament del mòdul estadístic per a NetMeter. Les hores invertides es divideixen en dos perfils:
• Analista: Persona encarregada de dissenyar i planificar les tasques de programació.
• Programador: Persona que realitza totes les tasques de programació i les que es deriven
d’aquestes per a posar en marxa l’aplicació.
La Taula 6.1 mostra el cost d’implementació del software.
Perfil Hores Preu/hora Total
Analista 125 60 e 7.500 e
Programador 450 40 e 18.000 e
Total 25.500 e
Taula 6.1: Cost d’implementació
6.2.2 Cost de l’equipament
El següent apartat correspon al cost de l’equipament utilitzat per realitzar les proves en l’entorn
de mesures construït. S’han utilitzat sis equips per realitzar les mesures, tal com mostra Figura 4.1.
Considerem que les característiques d’aquests equips són les mateixes.
Donat que els routers i el switch que han intervingut en les proves no s’han utilitzat exclusi-
vament per a aquest treball, per tant, només s’ha comptabilitzat els cost d’amortització. Suposant
que l’amortització dels equips és de 5 anys i que s’han utilitzat durant la realització de proves (1
setmana), els cost corresponent dels equips és el 0,004% del cost real.
Concepte Unitats Amortització Cost Total
Equips de mesura 1 1 600 e 3.600 e
Equips de xarxa (routers) 2 0,004 15.000 e 120 e
Equips de xarxa (switch) 1 0,004 3.000 e 12 e
Receptor GPS 1 1 800 e 800 e
Equips de sincronització 1 1 600 e 600 e
Total 5.132 e
Taula 6.2: Cost dels equips que composen la plataforma de mesures
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6.2.3 Cost total
Finalment, el cost total del projecte es reflecteix a la Taula 6.3 amb la suma dels costos d’im-
plementació i els costos derivats de l’equipament.
Concepte Cost
Cost implementació 25.500 e
Cost plataforma de mesures 5.132 e
Total 30.632 e
Taula 6.3: Cost total del projecte
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CAPÍTOL 7
Conclusions i Treball Futur
En aquest capítol final del projecte és fa un breu resum del treball realitzat i s’exposen les
conclusions que se’n poden extraure. La primera part del capítol està enfocada a resumir les
tasques realitzades i la següent part a descriure les futures aplicacions i el treball que pot derivar
d’aquest projecte.
En concret, la feina realitzada durant aquest projecte es podria resumir com: la migració del
codi de NetMeterGUI a les noves llibreries Qt4, la implementació d’un mòdul per a NetMeter-
GUI per realitzar operacions estadístiques i la realització de mesures de Qualitat de Servei (QoS)
en un escenari, també configurat durant aquest projecte, per validar el correcte funcionament de
l’aplicació.
7.1 Sumari
Moltes aplicacions que avui en dia treballen en xarxa requereixen un cert grau de QoS. Per
exemple, es pot parlar d’aplicacions en temps real, telefonia a través d’Internet (VoIP), videocon-
ferència o televisió a través de la xarxa (IPTV). Aquest grau de QoS es negocia entre un client
i el seu proveïdor i queda descrit en un SLA. Per assegurar que es compleixi aquest acord i per
realitzar decisions d’enginyeria de tràfic es porten a terme mesures que s’encarreguen de recollir
certs paràmetres que descriuen l’estat de la xarxa.
NetMeter forma part del conjunt d’eines que serveixen per realitzar mesures actives en xar-
xes IP i té com a objectiu comprovar el comportament d’una xarxa mesurant paràmetres com el
throughput o el OWD dels paquets que genera. A més, ofereix la possibilitat d’incorporar no-
ves funcionalitats mitjançant plugins per estendre l’aplicació segons les necessitats, evitant limitar
l’àmbit d’utilització de l’aplicació.
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Tot i així, s’ha destacat la dificultat que suposa analitzar directament els resultats obtingut amb
aquesta eina, degut principalment a que els registres de captura són molt detallats i extensos i
poden resultar difícils d’interpretar si no es tracten prèviament d’alguna manera. Per aquest motiu
s’ha afegit la funcionalitat del càlcul estadístic.
A més, amb l’objectiu d’aprofitar al màxim les novetats que donen les noves llibreries disponi-
bles i continuar el manteniment de l’aplicació, s’ha migrat la interfície gràfica a la nova versió de
les llibreries Qt4 de Trolltech.
Finalment, per comprovar el correcte funcionament de l’aplicació, s’ha dissenyat i preparat una
infraestructura de proves on s’hi han realitzat un variat conjunt d’experiments, el resultat dels quals
s’han validat amb l’ajuda d’altres eines de càlcul matemàtic i s’ha comprovat que les operacions
realitzades pel mòdul estadístic són correctes.
7.2 Tendències futures
Tot i que l’aplicació NetMeter i la seva interfície gràfica NetMeterGUI està força desenvolu-
pada, encara ha de recórrer un llarg camí per continuar afegint funcionalitats en forma de plugins i
corregir errors que queden pendents. En concret, es podrien resumir els objectius que ha de seguir
el desenvolupament en els següents punts:
• Desenvolupament d’un pla de proves per l’aplicació en tots els seus nivells (libNetMeter,
NetMeterCore i NetMeterGUI) per fer totes les proves possibles, trobar els errors amagats i
corregir-los.
• Optimitzar el codi i reduir les fugues de memòria.
• Gestor de processos batch: Finalitzar la implementació d’un gestor de processos batch (per
lots) que permeti planificar fàcilment un conjunt de mesures a executar.
• Gestió de la seguretat a l’aplicació: Implementar un protocol de comunicació segur (per
exemple, SSL) i emmagatzemar la informació sensible, com la contrasenya dels usuaris, de
forma xifrada en comptes de només codificada.
• Creació de mòduls per integrar altres utilitats de generació de tràfic com Iperf o OWAMP,
utilitzats per altres plataformes com perfSONAR.
Per altra banda, el mòdul estadístic també té camí per recórrer i seguir el seu desenvolupament,
seguint les següents pautes:
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• Aprofitar que la última versió de Qt, la 4.4, incorpora el motor de navegació WebKit,
incorporar-lo al estadístic per a visualitzar correctament els resultats, ja que actualment no-
més suporta un subconjunt del llenguatge HTML i limita molt les seves funcionalitats.
• Expandir el suport per altres formats de fitxers de resultats i l’anàlisi de la sincronització.
• Ampliar el nombre de factors personalitzables a l’hora d’exportar proves.
• Ampliar el nombre de formats d’exportació i organitzar el codi del gestor d’exportació per
facilitar la incorporació de nous formats.
• Incorporar funcions per permetre, des d’altres plugins, enviar proves a l’estadístic i que es
puguin visualitzar directament.
• Afegir funcions per comprimir i descomprimir el fitxer que conté la caché de l’aplicació.
• Millorar el rendiment de la caché, aprofitant les funcionalitats que permet XQuery
• Millorar les funcionalitats de gestió de la caché per a que sigui el sistema qui reguli la mida
màxima i el temps d’expiració de les proves emmagatzemades.
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APÈNDIX A
Protocol de comunicació amb el plugin Statistic
Un dels requeriments funcionals que s’especifiquen en el capítol 3 per a la construcció del
mòdul estadístic era la creació d’una interfície per a que altres mòduls poguessin aprofitar les
funcionalitats de l’statistic, sense haver de tornar a implementar totes les funcions de càlcul i
poder aprofitar els avantatges de la seva caché. Per això es dedica aquest capítol a descriure
la constitució interna d’aquest component, anomenat Gestor Remot de Requestes, així com el
protocol de comunicació que utilitza i el format dels missatges que rep i genera.
A.1 Estructura Interna
Aquest és un dels dos components del mòdul estadístic que exerceix d’interfície d’entrada.
Com ja s’ha explicat anteriorment, el component ha de manegar les requestes remotes que altres
plugins de nmg puguin fer per obtenir dades estadístiques de fitxers de proves, tant de rendiment
com de latència. Tant la requesta com la resposta es fa per mitjà de l’intercanvi de missatges
XML que l’objecte NMGStatisticRemoteWidget s’encarrega d’examinar, validar i generar. Con-
cretament, aquest objecte és l’encarregat de comprovar que l’entrada sigui correcta, inicialitzar les
estructures de dades i la caché que permeten sel·leccionar les dades desitjades i recollir els resultats
interpretats per generar un XML amb la sortida, que es notificarà al plugin d’origen de la requesta.
Per aquest intercanvi de missatges s’utilitza el mecanisme ja establert per NetMeter per l’in-
tercanvi d’informació entre plugins. De totes formes, aquest mecanisme ha requerit certes modi-
ficacions ja que no permetia la comunicació entre dos plugins de NetMeterGUI, sempre calia que
el destinatari executés també el seu corresponent plugin a nmc.
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A.2 Protocol de comunicació
El protocol de comunicació funciona de la següent manera. El mòdul que vol fer la consulta
utilitza el NMGIModuleCommunication de NetMeterGUI per executar la comanda request(...)
que porta com a paràmetres el nom del mòdul destinatari del missatge (en aquest cas ”NMGSta-
tistic”, en forma de QString) i el missatge en format XML que conté les rutes dels fitxers a tractar
i les mètriques desitjades (el format d’aquest missatge s’explica a la següent secció).
A través dels mecanismes interns de nmg, aquest missatge arriba a la funció setExecution-
Data( QString & data ) del mòdul estadístic que s’encarregarà d’inicialitzar el gestor de re-
questes, donar-li accés a la classe NMGModuleManager a través d’un punter a aquesta (més enda-
vant s’explicarà el motiu d’aquest requeriment), informar-lo de l’identificador de la instància que
es crea i passar-li el missatge XML que ha rebut a través del paràmetre data. Al inicialitzar el
gestor, aquest s’encarrega de carregar-se en memòria una copia de la caché de resultats. Un cop
aquest rep el missatge XML a través de la funció loadData(...) s’encarrega d’interpretar-lo i
carregar les estructures de dades i les condicions que posteriorment generaran el missatge de res-
posta. Si durant aquest procediment es troba que el missatge està escrit en un format incorrecte o
no suportat, el mòdul retornarà un error i el procés es cancel·larà.
Així doncs, les rutes dels fitxers contingudes al missatge de la requesta s’encuen al gestor
de fitxers. Cada cop que aquest acabi de processar-ne un, emetrà un senyal que és capturat
pel gestor de requestes per iniciar el procés que generarà el missatge de resposta. La funció
updateWidgetBecauseOfTestEnd(...) és l’encarregada d’aquesta tasca i la que al final exe-
cutarà la funció moduleManager->emitFinishedGUIRequest ( testId, result ). Aquesta
funció inicialitza els mecanismes interns de NetMeterGUI per a que el missatge XML amb la
resposta (result) arribi al remitent. Per això és necessari tenir accés al NMGModuleManager i
poder indicar-li qui està responent (per mitjà del testId, o identificador de la instància com s’ha
anomenat anteriorment).
La resposta es rep a la funció moduleExecutionResults( QString moduleName, QString
data ), on els paràmetres són el nom del mòdul que ha generat la resposta i el missatge XML amb
aquesta.
A.3 Format missatges XML
A continuació s’expliquen amb més detall el format i el contingut dels missatges XML que
s’intercanvia amb el mòdul estadístic. S’ha intentar que sigui el més flexible possible i que admeti
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el major nombre de combinacions possibles per tal de facilitar a l’emissor la tasca de construir el
missatge. Els missatges tampoc diferencien entre majúscules i minúscules (excepte per el cas de
la ruta al fitxer de resultats). Primerament s’explica el format dels missatges de requesta i després
el format dels missatges de resposta.
Missatge requesta
Per una banda, el format dels missatges de requesta per a les proves de latència (”packets”)
es mostrà a continuació.
<data>
<test type="packets">
<path>testPath</path>
<flows>1;3..6;8</flows>
<statistic>SENT;...;IPDV(P999)</statistic>
</test>
...
</data>
La etiqueta <data> és obligatòriament l’arrel en tots els casos, tal com estableix el protocol de
NetMeter. A partir d’aquí pengen tantes etiquetes <test> com proves es vulguin portar a terme.
Amb l’objectiu de mantenir la flexibilitat anteriorment citada, es poden enviar proves de latència i
de rendiment intercalades, sense que això afecti al funcionament ja que el gestor de requestes les
processarà de forma seqüencial, mantenint la independència de cada prova.
Així doncs, la etiqueta <test> ha de portar l’atribu
• Ampliar el nombre de formats d’exportació i organitzar el codi del gestor d’exportació per
facilitar la incorporació de nous formats. a l’hora d’exportar proves.
t que indica el tipus de prova, en aquest cas packets. Niat dins aquesta etiqueta es troba la
etiqueta <path> que conté la ruta al fitxer de resultats. En el mateix nivell també es troba la
etiqueta <flows> que conté els fluxos que l’emissor desitja obtenir. El format d’aquesta etiqueta
és una llista de números de flux, separats per punts i comes, i que es poden presentar de forma
individual (1;2;3;...;N), per rangs (1..N, amb dos punts), combinant-los o amb la etiqueta ALL
que retornarà tots els fluxos de la prova. Finalment, la etiqueta <statistic> conté una llista de
mètriques, també separades per punts i comes. Entre les etiquetes que es poden fer servir estan:
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• ALL si es desitgen totes les mètriques estadístiques.
• SENT, RECEIVED, DURATION, LOST, LOSS_RATIO, DUPLICATED, DUPLICATED-
_RATIO, OUTOFORDER, OUTOFORDER_RATIO per aquestes mètriques. Totes les mè-
triques són opcionals i es poden escriure en qualsevol ordre.
• DELAY(AVERAGE,MIN,MAX,STDEV,JITTER,P50,P95,P99,P999) amb les mètriques des-
crites entre parèntesis. Totes aquestes son opcionals, es poden escriure en qualsevol ordre i
només s’han de separar per comes.
• DELAY() per totes les mètriques DELAY.
• IPDV(AVERAGE,MIN,MAX,STDEV,JITTER,P50,P95,P99,P999) amb les mètriques des-
crites entre parèntesis. Totes aquestes son opcionals, es poden escriure en qualsevol ordre i
només s’han de separar per comes.
• IPDV() per totes les mètriques IPDV.
Per altra banda, el format dels missatges de requesta per a les proves de rendiment (”throughput”)
es mostrà a continuació.
<data>
<test type="throughput">
<paths>
<path>testPath_1</path>
...
<path>testPath_N</path>
</paths>
<statistic>MIN;AVE;MAX</statistic>
</test>
...
</data>
En aquestes proves, dins de la etiqueta <test> amb l’atribut que identifica el tipus de prova, es
troba la etiqueta <paths> que engloba tots els atributs <path> que contenen les rutes als fitxers de
resultats que s’utilitzaran per calcular les estadístiques sobre aquestes proves.
La etiqueta <statistic> conté una llista de mètriques, separades per punts i comes. Aquestes
mètriques poden ser el mínim (MIN), la mitjana (AVE) i el màxim (MAX) throughput. Aquests
identificadors es poden posar en qualsevol ordre i tots són opcionals.
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Missatge resposta
Seguint el mateix estil que en la secció anterior, a continuació es mostra el format dels missat-
ges de resposta per a les proves de latència (”packets”).
<data>
<test path="testPath" >
<flow id="1">
<sent>0</sent>
<received>0</received>
<duration>0.000</duration>
<lost>0</lost>
<loss_ratio>0.000</loss_ratio>
<duplicated>0</duplicated>
<duplicated_ratio>0.000</duplicateed_ratio>
<outoforder>0</outoforder>
<outoforder_ratio>0.000</outoforder_ratio>
<delay>
<average>0.000</average>
<min>0.000</min>
<max>0.000</max>
<stdev>0.000</stdev>
<jitter>0.000</jitter>
<p50>0.000</p50>
<p95>0.000</p95>
<p99>0.000</p99>
<p999>0.000</p999>
</delay>
<ipdv>
<average>0.000</average>
<min>0.000</min>
<max>0.000</max>
<stdev>0.000</stdev>
<jitter>0.000</jitter>
<p50>0.000</p50>
<p95>0.000</p95>
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<p99>0.000</p99>
<p999>0.000</p999>
</ipdv>
</flow>
</test>
</data>
Tots aquests camps són opcionals ja que el missatge de resposta només contindrà aquelles mètri-
ques sol·licitades en la requesta. Per cada prova sol·licitada es generarà un missatge de resposta
amb el format corresponent en funció del tipus de prova.
De la mateixa manera, el format dels missatges de resposta per a les proves de rendiment
(”throughput”) es mostrà a continuació.
<data>
<test>
<paths>
<path>testPath_1</path>
...
<path>testPath_N</path>
</paths>
<statistic>
<average>0.000</average>
<min>0.000</min>
<max>0.000</max>
</statistic>
</test>
</data>
On es llista els fitxers utilitzats per realitzar els càlculs estadístics i els resultats. Com en el cas
anterior, els camps de resultats són opcionals i només s’inclouen aquells que s’haguessin demanat.
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Exemples i Scripts
En aquest apèndix es recull una porció de codi XML de la caché del mòdul estadístic mencionat
al llarg de la memòria i que per motius d’espai s’ha desplaçat a aquesta secció final. També es recull
el codi de l’script Bash utilitzat per configurar la xarxa amb l’eina tc.
B.1 Exemple codi XML de la caché de l’estadístic
<?xml version="1.0" encoding="UTF-8"?>
<statistic>
<flow id="1" name="Flow" md5="5abf85eb10deb6aa1ac90bb0e3376352">
<sent>6000</sent>
<duration>299877.624</duration>
<lost>2992</lost>
<duplicated>0</duplicated>
<outoforder>0</outoforder>
<delay>
<average>1.457</average>
<min>1.047</min>
<max>1.874</max>
<stdev>0.084</stdev>
<jitter>0.142</jitter>
<p50>1.453</p50>
<p95>1.595</p95>
<p99>1.633</p99>
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<p999>1.743</p999>
</delay>
<ipdv>
<average>0.070</average>
<min>0.000</min>
<max>0.345</max>
<stdev>0.086</stdev>
<jitter>0.225</jitter>
<p50>0.030</p50>
<p95>0.255</p95>
<p99>0.273</p99>
<p999>0.311</p999>
</ipdv>
</flow>
...
</statistic>
B.2 Script Bash per configurar l’eina TC
#!/bin/bash
if [ $# -lt 2 ]; then
# En cas de no passar suficients paràmetres
# es mostra el missatge d’error
echo Falten paràmetres. La crida ha de ser
echo ./netem {delay|loss|dupl|throughput} PARAM1 [PARAM2]
elif [ $1 == ”throughput” ]; then
# Per limitar la velocitat de transferència (throughput) en kbps
tc qdisc add dev eth2 root tbf rate $2kbit latency 50ms burst 1540
else
# Elimina les disciplines de les cues (si existeixen)
tc qdisc del dev eth2 root
# Crea una cua PRIO que automàticament crea 3 cues, 1:1, 1:2 i 1:3
tc qdisc add dev eth2 root handle 1: prio
# S’utilitza la 3ª cua pel tràfic generat (cua amb les modificacions)
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# La resta de cues tenen prioritat FIFO per defecte
# En aquest punt s’executa la comanda corresponent a la opció de
# configuració triada {DELAY, PÈRDUES o DUPLICATS}
case $1 in
delay)
if [ $# -ge 3 ]; then
# Retards amb valor $2 ms
# i una variació de $3 ms (distribució normal)
tc qdisc add dev eth2 parent 1:3 handle 10: netem delay \
$2ms $3ms distribution normal
else
# Delays amb valor $2 ms
tc qdisc add dev eth2 parent 1:3 handle 10: netem delay \
$2ms
fi ;;
loss)
tc qdisc add dev eth2 parent 1:3 handle 10: netem loss $2% ;;
dupl)
tc qdisc add dev eth2 parent 1:3 handle 10: netem duplicate $2% ;;
esac
# Comença a aplicar els filtres
# Els paquets amb port origen 5000 els envia a la cua 1:3
# La resta de paquets a la cua 1:1. La cua 1:2 no es fa servir
tc filter add dev eth2 parent 1: protocol ip prio 1 \
u32 match ip sport 5000 0xffff flowid 1:3
tc filter add dev eth2 parent 1: protocol ip prio 1 \
u32 match ip dst 0.0.0.0/0 flowid 1:1
fi
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Glossari de Termes
API Application Programming Interface, en català Interfície de Programació d’Aplicacions
BTC Bulk Transport Capcity
BTC Bulk Transport Capcity
CCABA Centre de Comunicacions Avançades de Banda Ampla
CoS Class of Service, en català Classe de Servei
E2E End-to-End
gcc GNUCompiler Collection (Col·lecció de Compiladors GNU) encara que originalment volia
dir GNU C Compiler (Compilador de C GNU)
GPL GNU General Public License, en català Llicència Pública General de GNU
GPS Global Positioning System, en català Sistema de Posicionament Global
GUI Graphical User Interface, en català Interficie Gràfica d’Usuari
ICMP Internet Control Message Protocol, en català Protocol de Missatges de Control d’Internet
IETF Internet Engineering Task Force
IP Internet Protocol, en català Protocol d’Internet
IPDV Inter Packet Delay Variation
IPDV Inter Packet Delay Variation
IPDVD Inter Packet Delay Variation Distribution
IPDVD Inter Packet Delay Variation Distribution
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IPER IP packet Error Ratio
IPER IP packet Error Ratio
IPLR IP packet Loss Ratio
IPLR IP packet Loss Ratio
IPPM Internet Protocol Performance Metrics
IPTD IP packet Transfer Delay
IPTD IP packet Transfer Delay
ITU International Telecommunication Union
ITU-T ITU Telecommunication Standardization Sector
LD-CELP Low Delay Code Excited Linear Prediction
nmc NetMeterCore
nmg NetMeterGUI
NTP Network Time Protocol
OWAMP One-Way Active Measurement Protocol
OWD One Way Delay
OWD One Way Delay
OWDD One Way Delay Distribution
OWDD One Way Delay Distribution
OWPL One Way Packet Loss
OWPL One Way Packet Loss
PDV Packet Delay Variation
PFC Projecte Final de Carrera
PPS Pulse Per Second, en català Pols Per Segon
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BQoS Quality of Service, en català Qualitat de Servei
RTT Round-Trip Time
RTT Round-Trip Time
SGML Standard Generalized Markup Language, en català Llenguatge de Marcació Generalitzat
SLA Service Level Agreement, en català Acord de Nivell de Servei
SQL Structured Query Language, en català Llenguatge de Consulta Estructurat
StAX Streaming API for XML
TCP Transmission Control Protocol, en català Protocol de Control de Transmissió
TSC Time Stamp Counter
W3C World Wide Web Consortium
XML eXtensible Markup Language, en català Llenguatge de Marques Extensible
XSLT Extensible Stylesheet Language Transformations, en català Transformacions de Llenguaje
Extensible de Fulles d’estil
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