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A quantitatively verifiable expression for the gravitational constant is derived in terms of quantum
mechanical quantities. This derivation appears to be possible by selecting a suitable physical process
in which the transformation of the equation of motion into a quantum mechanical wave equation can
be obtained by Einstein’s geodesic approach. The selected process is the pi-meson, modeled as the
one-body equivalent of a two-body quantum mechanical oscillator in which the vibrating mass is mod-
eled as the result of the two energy fluxes from the quark and the antiquark. The quantum mechanical
formula for the gravitational constant appears to show a quantitatively verifiable relationship with the
Higgs boson as conceived in the Standard Model.
 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Introduction
The basic concept in quantum physics is the particle wave dual-
ity, which implies that a particle can dually be described by a
mechanical equation of motion and by a quantum mechanical
wave function. This wave function is the solution of a wave equa-
tion. The wave equation is obtained by a transformation of the par-
ticle’s equation of motion in a way as conceived by Dirac [1].
Although Einstein’s geodesic equation of motion [2] is the most
generic of all, it is, so far, not adopted as the axiomatic base for
the particle wave duality description. This is probably due to the
mathematical complexity of 4D space–time. It is also the reason
for the failure to unify quantum physics with gravity. Instead, Dirac
derived his wave equation from the Einsteinian energy relationship
of a particle in motion. Therefore, the equation is relativistic, but
only special relativistic and not general relativistic. In this article
I wish to develop the particle wave duality on the basis of Ein-
stein’s geodesic equation in 2D space–time and to compare it with
Dirac’s result. Next to that, I wish to motivate that the 2D space–
time approximation is a justified modeling of a realistic physical
process. This enables to relate gravity and quantum physics to
the extent that the gravitational constant can be formulated as a
quantitatively verifiable expression of quantum physical quanti-
ties. The concepts as will be outlined in this article, are invoked
from previous work by the author [3]. Section 4 is devoted to a
comparison of the 2D quantum mechanical wave equations as
derived respectively by the geodesic approach (Section 2) and Dir-
ac’s approach (Section 3). This will result into an expression for thegravitational constant (Section 5). In Section 6 a physical process is
selected that will deliver the quantity values. The result is subject
to a relativistic correction (Section 7). The final result is discussed
in Sections 8 and 9.
The equations in this article will be formulated in scientific
notation and the quantities will be expressed in SI units. Space–
time will be described on the basis of the ‘‘Hawking” metric (+,+,
+,+).
The geodesic approach toward a 2D wave equation
Let us consider two frames of Cartesian coordinates
ðx1; x2Þ  ðx; ictÞ and ðn1; n2Þ  ðn; icsÞ. The first one is the frame of
a stationary (‘‘lab frame”) observer O. The second one is the
(‘‘center of mass”) frame of an observer co- moving with a particle
P. Time t0 and proper time s0 are normalized on the vacuum light
velocity c such that t0 ¼ ict and s0 ¼ ics, where i ¼
ﬃﬃﬃﬃﬃﬃﬃ
1
p
. Under sta-
tionary conditions, the 2D geodesic equation can be written as [4],
d2x
ds2
þ 1
2gxx
@gxx
@x
dx
ds
 2
 @gtt
@x
dt0
ds
 2( )
¼ 0;
d2t0
ds2
þ 1
gtt
@gtt
@x
dx
ds
dt0
ds
 
¼ 0:
ð1Þ
The quantities gxx and gtt are elements of the metric tensor.
They determine the way how the frame ðn; s0Þ of the co-moving
observer – by considering functions nðx; t0Þ and sðx; t0Þ – is trans-
formed into the frame ðx; t0Þ of the stationary observer. In particular
@n
@x
 2
þ @s
0
@x
 2
¼ gxx and
@n
@t0
 2
þ @s
0
@t0
 2
¼ gtt : ð2Þ
150 E. Roza / Results in Physics 6 (2016) 149–155The adopted stationary condition means that the metric tensor
components are supposed to be independent of time t. The geode-
sic equation expresses that the straight space–time path ðn; sÞ of
the co-moving observer, is observed as a curved path by the lab
frame observer. It is the consequence of expressing a presupposed
field of forces into a metric tensor. The second part of (1) can be
integrated into
dt0
ds
¼ kint
gtt
; ð3Þ
where kint is an integration constant. Considering that dt=ds ¼ 1 in
flat space–time (gtt ¼ 1Þ, we have kint ¼ ic. In the case of a conserva-
tive field of forces, the local space–time interval is invariant, i.e.,
ds02 ¼ gxxdx2 þ gttdt02, so that
ds0
ds0
 2
¼ gxx
dx
ds0
 2
þ gtt
dt0
ds0
 2
: ð4Þ
From (4) and (3) we get
dx
ds
 2
¼ c
2
gxx
1
gtt
 1
 
: ð5Þ
This result is consistent with the integration of the first part of
(1) under consideration of (3).
Under the axiomatic quantum mechanical hypothesis
pl ! p^lw; with p^l ¼
h
i
@
@xl
; where pl ¼ m0
dxl
ds
; ð6Þ
where m0 is the rest mass of the particle in consideration, and
where h is Planck’s (reduced) constant, we get from (3) and (5),
ih
@w
@t
¼m0c
2
gtt
w and
@w
@x
¼im0f ðxÞw; where f ðxÞ¼ 1h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2
gxx
1
gtt
1
 s
:
ð7Þ
The two parts of (7) can be joined to a semantically correct
quantum mechanical wave equation. This can be done by differen-
tiation of the second part and addition to the first part after multi-
plying with h2=2m0, resulting in,
ih
@w
@t
þ h
2
2m0
@2w
@x2
¼ m0c
2
gtt
 m0f 2  i dfdx
  
w: ð8Þ
The equation is temporally of first order and spatially of second
order. It guarantees the positive definiteness of the wave function.
This means that the spatial integral of squared absolute value of
the wave function is time-independent. This is required to obey
the semantics of the wave function, which states that its squared
absolute value expresses the probability that the particle is at a
certain moment at a certain place. As this certain place must be
somewhere, the spatial integral has to be time-independent. Eq.
(8) has a similar format as Schrödinger’s equation. The difference
is in the right-hand part. In Schrödinger’s equation this part is
the (spatially dependent) potential energy of the particle in
motion. Here, it is replaced by a quantity that expresses the metric
curvature of space–time.
Dirac’s approach toward a 2D wave equation
Dirac derived his relativistic quantum mechanical wave equa-
tion for a particle moving in free space from a heuristic elaboration
of Einstein’s energy relationship
EW ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm0c2Þ2 þ ðcjpjÞ2
q
; ð9Þ
where p is the three-vector momentum (ds=dt, not to be confused
with p), squared asE2W ¼ p24 ¼ m0c2 þ p23; ð10Þ
or equivalently,
p024 þ p024 þ 1 ¼ 0; with p0l ¼
pl
m0c
: ð11Þ
Under consideration of the required semantics, Dirac expanded
and transformed this quadratic equation into a set of two linear
ones,
r1½ 
p^04w0
p^04w1
 
þ r3½ 
p^03w0
p^03w1
 
þ r2½ 
w0
w1
 
¼ 0;
where ½ri are the Pauli matrices, so that
p^04w1 þ p^03w0  iw1 ¼ 0 and p^04w0  p^03w1 þ iw0 ¼ 0: ð12Þ
If the velocity of the particle is small with respect to the light
velocity, we have m0c2 >> p23, so that from (10),
p4  im0c; and therefore p^04w1  iw1: ð13Þ
From (13) and the first part of (12), and adopting the minus sign
to avoid a meaningless result, it follows
w1 
i
2
p^03w0: ð14Þ
After substitution of (14) into the second part of (12), we get,
under consideration of (6),
ih
@w0
@t
þ h
2
2m0
@2w0
@x2
m0c2w0 ¼ 0: ð15Þ
Mutatis mutandis, and now adopting the plus sign in (13), we
get
ih
@w1
@t
þ h
2
2m0
@2w1
@x2
m0c2w1 ¼ 0 and w0  
i
2
p^03w1: ð16Þ
Eqs. (15) and (16) can be summarized as
ih
@w1
@t
þ h
2
2m0
@2w1
@x2
m0c2w1 ¼ 0 and w0  
hc
m0c2
@w1
@x
: ð17Þ
Eq. (17) is known as the Pauli–Schrödinger approximation of
Dirac’s equation. The solution is a two-component wave function,
with a dominant component and a minor (spin) component that
can assume two states.
If a particle is subject to a field of forces, Dirac’s Equation as for-
mulated in (17) does not hold. Potentially however, its format can
be preserved if the operators on the wave function are redefined in
a suitable way. This is known as the application of the Principle of
Covariance. This involves a redefinition of the operators in the
wave equation, implying that derivatives of the wave function
are replaced by covariant derivatives. In particular,
@lw! Dlw ¼ @l þ
gAl
h
 
w: ð18Þ
where g is a dimensionless generic coupling factor and where,
generically, Al are the components of the four-vector potential
ðA1;A2;A3;A4Þ that characterizes the field forces, and where
A4 ¼ iU=c is the scalar part of the field. In the case that the field is
characterized by a scalar only, we get for the dominant wave com-
ponent from (17) and (18),
ih
@w
@t
 gUwþ h
2
2m0
@2w
@x2
m0c2w ¼ 0: ð19ÞComparing the geodesic approach with Dirac’s approach
Comparing (19) with (8), it is concluded that, under non-
relativistic conditions, the particle’s wave equation in a conserva-
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ac’s approach, are equivalent if
gUþm0c2 ¼ m0c
2
gtt
 m0f 2  i dfdx
 
; ð20Þ
where f is a function of the metric components gtt and gxx (not to be
confused with the quantum mechanical coupling factor g).
Let us proceed by considering conditions as often assumed in
general relativistic gravitational problems. These are, isotropy and
weak field condition, implying
gtt ¼ 1þ DðxÞ; gxx ¼ 1þ D2ðxÞ; where jDxj; jDx2j << 1: ð21Þ
This enables to rewrite (20) as
gU ¼  hc
4
ﬃﬃﬃ
D
p @D
@x
þm0c
2
2
D: ð22Þ
This expression relates the space–time curvature with the
potential energy of the particle in motion. In the particular case
that the potential field shows a spatial quadratic dependency, the
wave equation represents a quantum mechanical oscillator. This
is true if
gU ¼ gU0ðk0 þ k2k2x2Þ; ð23Þ
where the normalization parameter k is introduced to make the
constant k2 dimensionless. Elementary algebra shows that (20)
and (22) are equivalent if
D ¼ b2x2; where b ¼ 2k0gU0
hc
; provided that
gU0 ¼ k2k
2
k20
ðhcÞ2
m0c2
:
ð24Þ
Eq. (24) imposes an interrelationship between the particle’s
potential energy and its rest mass. This may seem an over-
constraint. Actually, it is not, because the rest mass energy curves
space–time and the potential energy is a manifestation of the
space–time curvature (otherwise equating the geodesic approach
with Dirac’s approach would be meaningless).
The gravitational constant
Energetic fields are formats of energy, similarly as massive par-
ticles in rest. All formats of energy are subject to Einstein’s field
equation. Accepting the universality of this principle beyond the
realm of gravity, justifies applying Einstein’s field equation to
nuclear energetic fields. One side of this equation is the Einstein
tensor (Glm), which is expressed in quantities that can be derived
from the metric tensor. The other side is the energy momentum
tensor (Tlm), which contains quantities that can be derived from
the energy present in the space as characterized by the metric ten-
sor. There is a proportionality factor G involved, known as the grav-
ity constant. The full expression is
Glm ¼ 8pGc4 Tlm with Glm ¼ Rlm 
1
2
Rglm: ð25Þ
Here, Rlm and R are respectively the so-called Ricci tensor and
the Ricci scalar, which can be calculated if the metric tensor com-
ponents glm are known [1,4]. Let us start by calculating the energy
momentum tensor. This presupposes knowledge of the spatial
energy density. We wish to proceed under the assumption that
all energy is comprised in the potential energy gU of the moving
object and that the energy density w is given as (see Appendix I),
w ¼ 1
8pðhcÞ
dU
dx
				
				
2
: ð26Þ
The viability of this assumption will be shown for a particular
physical process, to be discussed in Section 6. From (26), it follows
thatT11 ¼ T22 ¼ 18pðhcÞ
dU
dx
				
				
2
and T12 ¼ T21 ¼ 0: ð27Þ
Note that the index l ¼ 1 applies to the spatial dimension and
l ¼ 2 to the temporal dimension. It follows straightforwardly from
(27) and (23) that,
T11 ¼ U
2
0
8pðhcÞ 2k2k
2x

 2
: ð28Þ
The more difficult part is the calculation of the Einstein tensor
from the Ricci tensor R11ð¼ R22ÞÞ and the Ricci scalar R, to be
obtained from the metric tensor g11ð¼ g22Þ. Because of the 2D iso-
tropy condition, the calculation results into rather simple expres-
sions [4],
R11 ¼ R22 ¼ 12
g0011
g11
þ 1
2
g0211
g211
; and ð29Þ
R ¼
X2
l¼1
X2
m¼1
glmRlm ¼ 2g11R11: ð30Þ
Note: a0 and a00 is short for differentiation and double differen-
tiation (after x) of the parameter a, and glm is the inverse of the
matrix glm. Application of (21) and (23) on (29) and (30), gives
R11 ¼ b2 þ 2b4x2; ð31Þ
so that
G11 ¼ G22 ¼ R11  12Rg11 ¼ R11ð1 g
2
11Þ ¼ R11f1 ð1þ 2DÞg
¼ 2DR11 ¼ 2b4x2: ð32Þ
From (25), (28) and (32), under consideration of (24), the grav-
itational constant G follows as,
G ¼ ðhcÞc
4
2U20k
2
2
b
k
 4 ½m3
½kg½s2
 
; with b ¼ 2k0gU0
hc
: ð33Þ
This result means that it is possible to express the gravitational
constant into quantum mechanical quantities, provided that we
can identify a physical process that can be modeled as a harmonic
2D quantum mechanical oscillator where the mass of the object in
motion is extracted from the field’s potential energy.
The physical process
In this section, it will be claimed that such a process exists. It is
the basic quark dipole, known as the pi-meson. It is commonly
accepted that the quark masses have their origin from an omni-
present scalar field of energy, known as the Higgs field [8]. This
field is functionally described by a Lagrangian density L with
two characteristic quantities lc and kc , such that [7, p.363]
L ¼ 1
2
ðrUÞ2 þ UHðUÞ þ qU; with UHðUÞ
¼ 1
2
l2cU
2 þ 1
4
k2cU
4: ð34Þ
Usually, the source term qU is omitted, because it is simply sta-
ted that an unknown source sustains the field. But let us consider
the consequences if we do not wish to accept an incomplete
Lagrangian density description. To do so, let us compare the
Lagrangian density of the Higgs field with the Lagrangian density
of the type
L ¼ 1
2
ðrUÞ2 þ UðUÞ þ qU; with UðUÞ ¼ k
2
2
U2: ð35Þ
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Dirac distribution 4pU0dðrÞ. Application of the Lagrange–Euler
Equation yields a differential equation for the spatial behavior of
the field’s potential energy. In this case,
1
r
d2
dr2
ðrUÞ þ k2U ¼ 4pU0dðrÞ; ð36Þ
The solution of (36) is
U ¼ U0 expðkrÞkr : ð37Þ
If k! 0 and U0 ¼ Qk=ð4pe0Þ, where Q is the electric charge of a
pointlike source and e0 is the free space electric permeability, this
expression represents a Coulomb field. Generically it represents a
field with a format that corresponds with the potential as proposed
by Yukawa [5] to explain the short range of a nuclear force. It can
also be viewed as a screened Coulomb field, which originates if the
free Coulomb flux is suppressed by a surrounding space charge,
such as first described by Debije [6]. The Debije shielding is
observed in a wide variety of physical processes, particularly in
plasma physics and in astrophysics. In these processes the Debije
shielding length 1=k may range from values as large as 105 m to
values as small as 109 m.
Unfortunately, the high non-linearity of the potential energy
term UHðUÞ in the Lagrangian density of the Higgs field, as shown,
in (34) prevents the analytical derivation of a spatial description of
the Higgs field from a pointlike source q ¼ 4pU0dðrÞ. But if we can-
not solve the spatial field equation analytically, why not solving it
numerically? The way how to do has been documented in a previ-
ous work [3a], in which it has been shown that the potential UðrÞ
that satisfies the wave equation derived from (34), is closely
approximated by,
UðrÞ ¼ U0 exp½krkr
exp½kr
kr
 1
 
with
1
2
l2c ¼ 1:06k2 and
1
4
k2c ¼ 32:3
k2
U20
: ð38Þ
This field shows far field characteristics corresponding to the
Yukawa ones, next to near field characteristics with opposite direc-
tion that represents a short-range force. We identify the far field
force as the force that is commonly known as the weak force (short
for force responsible for weak interaction) and the scalar near field
force as the strong force (short for force responsible for strong inter-
action). The nuclear force is the combination of the two, such that
the field, as shown by (38), is given by
U ¼ Us Uw with Us ¼ U0 exp½2krðkrÞ2
and
Uw ¼ U0 exp½krkr : ð39Þ
If we identify the quark as the source of this nuclear field, a nice
picture is obtained. Any quark couples to the field of any other
quark with the coupling factor g, such that it feels a nuclear force
F described as
F ¼ g @U
@r
; ð40Þ
where the quantum mechanical coupling is supposed to be equal to
the square root of the electromagnetic fine structure constant
(g2  1/137, see Appendix I). This means that any quark is repelled
by any other quark under influence of the far field, but attracted by
the near field. As a consequence, structures are possible to exist that
are composed by two quarks or three quarks, which are holding
each other in a stable equilibrium. Similarly as Lorentz did in the
past for electrons, we may suppose that the masses of these struc-
tures will primarily, if not all, be determined by the fields that resultfrom the potential fluxes from the composing quarks. In this model,
two quarks, positioned at a spacing 2d apart, compose a structure,
the center of mass of which will vibrate around the position just
half-way the two quarks. Therefore, this quark dipole, to be identi-
fied as meson, can be modeled effectively as an equivalent single-
body quantum mechanical oscillator with a certain effective mass
that is built by the energetic fluxes from the quarks.
The far field component (weak force) can be conceived as the
scalar part of the four-vector potential (A1, A2, A3, A4), of a field with
the characteristics of Proca’s generalization of a Maxwell field,
described by a Lagrangian density of the type,
L ¼ 1
4
FlmFlm þ 12 k
2AmAm þ JmAm with Flm ¼
@Al
@xm
 @Am
@xl
; ð41Þ
where the vector components Jl represent the sources of the field,
possibly exclusively consisting of the pointlike well q ¼ 4pU0dðrÞ.
In the past, such a field has been considered as a candidate to
explain the origin of nuclear forces indeed. It has been abandoned
because the k2 term spoils the gauge constraint that is required
to obtain the covariant format of Dirac’s equation. Stueckelberg,
however, has shown that the gauge constraint remains valid in
the case that the vectorial Proca field is supplemented by an addi-
tional scalar field. In Stueckelberg’s time, there was no rationale
for this artificial escape. Within the context of this article it makes
sense, because the scalar near field in (39) may serve the purpose.
The justification for it is shown in Appendix II. A side effect of this
solution is the removal of a possible renormalization problem asso-
ciated with the inverse square potential format of the scalar near field.
The meson is subject to a quantum mechanical wave equation,
which will be developed within the center of mass frame. As noted
before, the two constituting quarks will hold each other in a stable
equilibrium. This enables us to develop a one-body equivalent of a
two-body oscillator. Although such oscillator resembles a classical
one, there is a fundamental difference. In the classical case, we
have two masses and a (potential) field in between. In the classical
case, the energy captured in the two masses is much larger than
the energy represented by the field. In the model to be developed
here, the other extreme is adopted: the bare mass of the bodies is
supposed to be negligible as compared with the field energy. It
makes the oscillator relativistic, because the mass in the wave
equation is no longer the mass of the two bodies, but it is an equiv-
alent mass that captures the energy of the field. In spite of the rel-
ativistic nature of the model, the center of mass view allows
applying the Pauli–Schrödinger approximation of Dirac’s wave
equation, describing a linear motion of an effective mass between
the quark centers. Therefore, we write,
 h
2
2mm
d2w
dx2
þ fUðdþ xÞ þ Uðd xÞgw ¼ Ew: ð42Þ
Here, 2d is the quark spacing, mm the non-relativistic effective
mass of the center, VðxÞ ¼ Uðdþ xÞ þ Uðd xÞ its potential energy
and E the generic energy constant, which will be subject to quan-
tization. From (32) we have,
UðxÞ ¼ gU0 expð2kxÞðkxÞ2
 expðkxÞ
kx
 !
: ð43Þ
The potential energy VðxÞ can be expanded as
VðxÞ ¼ Uðdþ xÞ þ Uðd xÞ ¼ gU0ðk0 þ k2k2x2 þ ::::Þ; where ð44Þ
k0¼2 expð2kdÞðkdÞ2
expðkdÞ
kd
 !
; and
k2¼expð2kdÞðkdÞ5
ð6þ4k2d2þ8kdÞexpðkdÞ
ðkdÞ2
2þkdþ 2
kd
 
:
ð45Þ
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energy, at a spacing 2kd ¼ 2d0min, determined from the condition
expðkdÞ
kd
¼ 1
2
; ð46Þ
so that d0min ¼ kd ¼ 0:8561; k0 ¼ 1=2 and k2 ¼ 2:36 (at kd ¼ d0min).
The quantum mechanical oscillator as represented by (42) is
subject to excitation. This means that the energy constant E is sub-
ject to excitation. Under the approximation of the potential energy
by a quadratic polynomial as (44), the constants associated with
the vibration energy En ¼ ðnþ 1=2Þhx, are equally spaced. The fre-
quency x is given by the generic basic relationship [9],
mmx2
2
¼ gU0k2k2: ð47Þ
A particle-antiparticle conjunction, as in the case of a meson,
has particular characteristics. All mass is in the binding energy
between the two particles. This allows the conclusion that the
spacing 2d between the quark and the antiquark is determined
by half the wavelength of a single harmonic energetic standing
wave (boson) with phase velocity c, so that
k ¼ 2ðhxWÞd
0
min
apðhcÞ ; ð48Þ
where a is a dimensionless constant with order of magnitude 1,
introduced for corrections because of the crude modeling and
where hxW is the energy of a bosonic mass particle responsible
for change of energetic states of the meson. This boson is known
as the weak-interaction boson. Its energetic value is known in the
lab frame from experimental evidence of nuclear decay processes,
but will be subject to relativistic correction in the center of mass
frame. From (48) it follows that
hxW ¼ 2jk0jgU0: ð49Þ
(Note: the value of the effective mass mm is irrelevant within
the scope of this paper. Eventually it comes manifest in the lab
frame as the rest mass of the meson).
Under consideration of (48) and (49), the gravitational constant,
as expressed by (33), can thus be written as,
G ¼ 2g
2k20ðhcÞc4
ðhxWÞ2k22
ap
2d0min
 !4 ½m3
½kg½s2
 
: ð50Þ
This analysis has been made in the center of mass frame, i.e., the
frame of the co-moving observer. The energy hxW is known in the
lab frame as m0W ¼ 80:4 GeV. The co-moving observer experiences
the lab frame velocity as the lab frame speed of the pi-meson.
Owing to this particle-antiparticle structure, the pi-meson flies at
near light velocity vp  c. Therefore, (50) is subject to a major rel-
ativistic correction, so that, effectively,
G ¼ 2g
2k20ðhcÞc4
m02Wk
2
2
ap
2d0min
 !4
Dp
½m3
½kg½s2
 
; with
Dp ¼ 1 ðvp=cÞ2: ð51Þ
The relativistic correction will be considered in the next section.
The relativistic correction
The composite field of three quarks in a baryon, relatively far
from the internal structure, as built-up by three contributions of
the type as defined by (39), shows the same behavior as that of a
single quark. It has both the characteristics of the attracting near
field and those of the repulsive far field. If the inter-baryon interac-
tion is represented by a massive bosonic particle with a certainspatial range and if this range is one or more orders of magnitude
larger than the range of the intra-baryon interaction bosons, the
inter-baryon behavior is just a scaled behavior of the intra-
baryon behavior. In that case a similar potential function can be
defined for the remnant field of the baryon similarly as (39), with
the only difference that the k-value has to be scaled. Therefore,
supposing that k >> kp, the inter-baryon field can be defined as
UbðrÞ ¼ U0 expðkprÞkpr 1
expðkprÞ
kpr
 
: ð52Þ
Other baryons may couple to this field, with some dimension-
less coupling factor g0. Identifying the interacting bosons as pions
with rest mass energy hxp ¼ m00p (=135.0/139.6 MeV), we have
kp ¼ 2m
0
0pd
0
min
apðhcÞ : ð53Þ
According to this model, in non-excited state, the distance 2d
between bound baryons therefore is, typically,
2d  2kpd0minð 1:16fmÞ: ð54Þ
The pions travel at near light speed. As shown by Watkins [10],
this speed vp can be determined from the half life value t0, in
proper time denoted ass0. It is based upon the relationship
between the temporal decay rate c and the spatial decay parameter
kp. The decay behavior of NðsÞ particles in proper time is given by
NðsÞ ¼ N0 expðcsÞ: ð55Þ
From the half life definition, given by
Nðsþ s0Þ ¼ NðsÞ=2 ð56Þ
It follows from (55) and (56) that
s0 ¼ lnð2Þc : ð57Þ
The relationship between spatial decay and temporal decay is
frame independent and given by
c ¼ kpvp ð58Þ
so that from Eqs. (55)–(58) after relativistic correction for s0,
t0 ¼ lnð2Þ
kpvp
ﬃﬃﬃﬃﬃﬃ
Dp
p ; where Dp ¼ 1 ðvp=cÞ2; ð59Þ
so that, for vp  c, under consideration of (53),
ﬃﬃﬃﬃﬃﬃ
Dp
p
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðvp=cÞ2
q
¼ apðhcÞlnð2Þ
2d0minm
0
0pct0
: ð60ÞResult
Summarizing, we have (51) and (60),
G ¼ 2g2k20ðhcÞc4
m02
W
k22
ap
2d0min
 4
Dp
½m3 
½kg½s2 
 
;whereﬃﬃﬃﬃﬃﬃ
Dp
p ¼ apðhcÞ lnð2Þ2d0minm00pct0 :
The result of this analysis is summarized in Table 1. The left-
hand column shows the values of the physically known quantities.
The middle column shows the known dimensionless constants as
they are established in this theory. The right-hand column shows
that the known value of the gravitational constant is obtained for
the parameter value a ¼ 0:69. This value is in agreement with
the presupposed order of magnitude 1.
In view of the order of magnitude of the quantities involved,
this attempt to unify gravity with quantummechanics yields a sur-
Table 1
Numerical result for the gravitational constant, calculated from quantum mechanical
quantities.
Physics This theory Calculated
⁄c = 193 MeV fm a = 0.69
m00p = 139.6 MeV k2 = 2.36
ﬃﬃﬃﬃﬃﬃ
Dp
p
= 1.59  1016
t0p = 2.603  108 s k0 = 1/2 G = 6.67  1011 m3kg1s2
m0W = 80.4 GeV d0min = 0.8526
g2 = 1/137
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The credibility of this result can be underlined with an interest-
ing observation. It has to do with the 126.5 GeV particle, discov-
ered in 2012 by CERN and identified as the ‘‘Higgs boson” of the
Standard Model. The energetic value of its mass is known to be a
function of the quantitylc in the functional definition of the Higgs
field as given by (38). In particular [7, p.364]
m0H ¼ lcðhcÞ
ﬃﬃﬃ
2
p
: ð61Þ
The Standard Model, however, is unable to establish theoreti-
cally based values for the two Higgs quantities lc and kc . That pre-
vents a calculation of (61). Interestingly, though, the theory as
outlined in this article, may do. How? Similarly as the boson of
the electromagnetic field, neither the boson of vectorial far field,
nor the boson of the scalar near field are observables. They can only
show up by ‘‘signatures”. There is no reason why the view on the
Higgs field as developed in this article would exclude the possibil-
ity that photons interact with the Higgs field as spread by quarks.
Such interactions would produce new particles of the same kind as
predicted in the state-of-art theory. Let us try to calculate the mass
equivalent of such new particles under application of the relation-
ships as developed in this article.
As shown by (38), the equivalents of the quantities lc and kc in
the common functional description of the Higgs field are the spa-
tial field quantities U0 (for is strength) and k (for its spatial range).
It has been shown in Eq. (49) that the strength quantity can be
determined from the weak interaction boson hxW ¼ m0W
(=80.4 GeV), as
U0 ¼ m
0
W
2gjk0j ; ð62Þ
and that the spatial range quantity k follows from the ratio U0=k,
calculated from (48) and (49) as,
U0
k
¼ apðhcÞ
4gjk0mjd0min
: ð63Þ
(Note that, unlike the individual quantitiesU0 and k, the numer-
ical value of this ratio is frame-independent). It has to be empha-
sized that the results (62) and (63) have to be credited to the
general relativistic view on the physical quark dipole. Applying
(38) on (61), we have
m0H  2:kðhcÞ: ð64Þ
From (62–64), and Table 1, it follows that,
m0H ¼
4d0minm
0
W
ap
¼ 127 GeV: ð65Þ
This theoretically established energy value m0H of the ‘‘Higgs
mass” is close to the measured value by CERN. Within the context
of this article, it may be regarded as a confirmation of the viability
of the relationship between gravity and quantum physics as
expressed by (51), (60) and the numerical result given in Table 1.Discussion
It will be clear that the validation of a formula that expresses
the gravitational constant in quantum mechanical quantities is
an important contribution to the on-going challenge in present
theoretical physics to relate gravity with quantum physics. It will
also be clear that a claim that this can be done without conceiving
a new theoretical framework beyond the established ones, will be
regarded as controversial. Nevertheless, in this article an attempt
to do so has resulted in a formula that can be easily numerically
verified in an outcome that nicely fits with the well-known estab-
lished experimental evidence. This numerical result cannot be
denied. The theoretical steps might be subject to criticism, but
the criticism should then answer the question why such a result
is possible if something is wrong with the basic approach. So, let
me summarize the approach, thereby stipulating different angles
of view as compared to present theory. Among the various steps
taken, there are three major ones. One of these is the view that Ein-
stein’s field equation is universal, therefore also valid beyond the
realm of gravity and, therefore, applicable to nuclear energetic
fields as well. The second one is the view that Dirac’s approach
for deriving a quantum mechanical wave equation from an equa-
tion of motion can be made more fundamental by taking Einstein’s
geodesic equation as a starting point rather than restricting it to
Einstein’s expression for relativistic energy. The third one has to
do with the Higgs field. Similarly as in present-state quantum the-
ory, the Higgs field is considered as a field from which energy can
be subtracted for the purpose to give mass to particles. The view
taken, however, is that the lack of a source term in the formulation
of its Lagrangian density is unacceptable. Accepting a pointlike
source as in conventional field theory, enables the derivation of a
spatial field description, albeit that a numerical approach is
required to do so. The logical step taken is, to identify the quark
as the pointlike source of energy. This is not all. The most essential
element in this third step is the split of the Higgs field into two dif-
ferent components: a bosonic vectorial far field in terms of Proca’s
generalization of the Maxwell field and an additional bosonic sca-
lar near field with a narrow spatial reach. Owing to these charac-
teristics, there is no need to explain the origin of massive nuclear
bosons as a consequence of the interaction of mass less particles
with a scalar field. Instead, the nuclear force bosons come forward
by definition, similarly as photons show up in a Maxwell field.
Finally, I want to emphasize the difference between the k
term, which specifies the spatial range of the nuclear force, and a
physical mass term k ¼ mc2=hc, such as in Proca’s original formu-
lation. Owing to the invariance of the ratio U0=k, the energy of a
‘‘H-type” Proca boson remains, similar as a photon, the same in
any inertial frame. If somebody tries to bring the Proca boson to
rest, the k term changes in coherence with the change of U0. It
is for that reason that the quantum of the Higgs field cannot be
identified as an observable massive boson. Experimental data on
observables (like many fermions) are ‘‘hard”, but experimental
data on non-observables, like bosons flying at (near) light speed,
are ‘‘soft”. They show up as ‘‘signatures”, which are interpreted
with a theory in mind. A signature that supports the theory as
developed in this article is the theoretically derived value for the
mass of the 126.5 GeV ‘‘Higgs particle”, which in present-state the-
ory needs to be empirically established. This is a second major
result of the analysis presented.
Appendix I. Electroweak unification
In the physical process as described in Section 6, the nuclear
field is conceived as an energetic field similar to that of an electro-
magnetic field. The spread of an energetic flux by pointlike wells
creates a spatial field, which, in Maxwell’s theory, is characterized
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ume. The nuclear equivalent of the Maxwellian field density can be
found on the basis of the unification hypothesis. Within the con-
text of our physical process this hypothesis is, in SI units, formu-
lated as:
erUe ¼ grU and e2 ¼ 4pe0hcg2; ðA1Þ
where Ue and U are the scalar parts of respectively the electromag-
netic potential and the nuclear potential, e is the elementary electric
charge and e0 the free space electric permeability. The hypothesis
states that the square of the nuclear coupling factor g is equal to
the electromagnetic fine structure constant (g2  1=137). The justi-
fication of the unification hypothesis has to be provided by experi-
mental evidence. For its validation, see [3]. The energy density of
the nuclear field can now expressed in similar terms as the electric
energy density of the electromagnetic field, i.e., as
w ¼ 1
2
e0jrUej2 ¼ 18phc jrUj
2
: ðA2Þ
Appendix II. Stueckelberg’s gauge constraint
In 1938, Ernst Stueckelberg [11,12] showed that, under particu-
lar circumstances, the elegancy of the Principle of Covariance on
the basis of minimum substitution, can be maintained for Proca
type fields. This will be the case if, next to a Proca field, an auxiliary
scalar bosonic field B, will be present, such that Proca’s Lagrangian
is modified into, [12],
L ¼ 1
4
FlmFlm þ 12 k
2 Al  @l Bk
 2
 1
2
@lA
l þ kB
 2: ðB1Þ
This modified Lagrangian density remains unaffected under the
gauges,
A0l ¼ Al 
ih
g
@l#sðx1; x2; x3; x4Þ
B0 ¼ Bþ ih
g
k#sðx1; x2; x3; x4Þ:
ðB2Þ
Therefore, it is allowed to use the covariant Dirac equation in a
Proca field of forces if an auxiliary scalar field is present as well. Let
us try to identify the near field (strong force) as defined in (39) as
Stueckelberg’s auxiliary phantom scalar field. First of all, we have
to cope with the r2-term in the denominator of the near field
expression, which is not compatible with a pointlike source. This
would suggest that the source of the scalar field is a dipole rather
than a monopole. Unfortunately, although the dipole shows an
inverse square behavior of the energetic flux indeed, it shows an
angular dependency as well. The escape comes from a reconsider-
ation of the axiomatic principle as adopted by the author in his
sequence of papers. It has to do with the numerical fit of the spatial
expression (38) with the functional expression of the Higgs field.
Curiously, another expression gives a fit with a similar accuracy.
The fit is obtained by
UðrÞ ¼ U0 a expðpkrÞkr  b
expðqkrÞ
kr
 
with a ¼ 5:118; b ¼ 0:737; p ¼ 4:295 and q ¼ 0:884:
ðB3Þ
This can be rewritten as,
UðrÞ ¼ U00fa0
expðp0k0rÞ
k0r
 expðk
0rÞ
k0r
g;
where k0 ¼ qk;U00 ¼ U0bq; p0 ¼ p=q and a0 ¼ a=b:
ðB4ÞThis allows to incorporate the sources of the vectorial far field
and the scalar near field into a complete Lagrangian description.
Moreover, we may invoke the generalization proposed by ‘t Hooft
and Veltman, by including an additional real parameter c0, [12,13
p.76], such that,
L ¼ 1
4
FlmFlm þ 12 k
02ðAl  @l Bk0Þ
2
 1
2c0
ð@lAl þ c0k0BÞ
2
þ JlAl þ qB: ðB5Þ
Applying the Euler–Lagrange Equation yields two wave equa-
tions. Describing the pointlike sources for the far field and near
field, respectively, as qW ¼ 4pU00dðrÞ and qs ¼ 4pa0U00dðrÞ, and
defining B  Us, we get for the scalar part of the time independent
(vector type) far field,
1
r
d2
dr2
ðrUWÞ þ k02UW ¼ 4pU00dðrÞ; ðB6Þ
and for the time independent (scalar type) near field we get
1
r
d2
dr2
ðrUsÞ þ c0k02Us ¼ 4pa0U00dðrÞ; ðB7Þ
By comparing (B7) and (B4), obviously c0 ¼ p02. It may seem that
both equations have the same format as the Klein Gordon equation,
which has erroneously been derived for fermions as a fore-runner
of Dirac’s Equation. The presence of the source term, however,
make these two bosonic equations different.
It will be clear now that, under the modification (B3), the
Stueckelberg mechanism allows to give a spatial description of
the functionally defined Higgs field. The field can be assigned to
a single composite source that produces a vectorial Proca type
(weak force) far field and a scalar type (strong force) near field.
For reasons of simplicity, I wish to stick to the two-parameter for-
mulation as expressed by (38) rather than by the four-parameter
equivalent (B4).References
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