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RÉSUMÉ 
Cette recherche porte sur les opérateurs propres de Macdonald. Le premier chapitre 
est une revue de littérature, afin de rendre les chapitres suivants accessibles. On y 
introduit les notions classiques de combinatoire, les notions de base sur les fonctions 
symétriques et les objets qui sont au coeur de notre propos : les polynômes de Mac-
donald. On peut alors introduire la notion d'opérateurs «propres» de Macdonald, tels 
que l'opérateur v' qui joue un rôle fondamental dans l'étude de nombreuses ques-
tions en lien avec les espaces de polynômes diagonaux harmonique. Dans le chapitre 
2, on introduit une généralisation de V, les opérateurs monomiaux. Cette généra-
lisation contient un sous-ensemble d'opérateurs dont on montre une interprétation 
combinatoire. Le fruit de cette recherche sur les opérateurs monomiaux permet une 
caractérisation de V en terme de propriétés algébriques. Elle permet également une 
caractérisation des opérateurs monomiaux multiplicatifs, ayant une «symétrie conju-
guée» et qui sont «Schur polynomiaux». Sous l'hypothèse que la conjecture 1 de 
(Bergeron et al., 1999) soit valide cela correspond à la Schur positivité. A la fin 
de la section 2.3, on formule cinq questions. La première entrainerait la résolution 
de la conjecture de Bergeron et al. déjà mentionnée. Tandis qu'une réponse à une 
seule des quatre dernières questions permet une caractérisation minimale de V. On 
utilise également les opérateurs monomiaux pour généraliser la notion d'opérateurs 
définis par substitution pléthystique. On termine le chapitre avec une classification 
partielle des opérateurs propres de Macdonald. Le chapitre 3 porte sur la structure de 
l'opérateur V en la spécialisation q = t = 1. On met en évidence qu'il y a là une sin-
gularité et on explique pourquoi celle-ci empêche les opérateurs monomiaux d'y'être 
bien définis. On termine le chapitre en spéculant sur une interprétation combinatoire 
potentielle pour la structure en bloc de Jordan de la spécialisation de l'opérateur V 
enq=t=l. 
Mots clés : Fonctions symétriques, opérateurs propres de Macdonald, nabla, Schur 
positif, chemins de Dyck. 
INTRODUCTION 
Ce travail est situé à l'intersection de la combinatoire et de la théorie des fonctions 
symétriques. L'interaction entre ces deux sujets s'est montrée très fertile ces dernières 
années. D'une part, on étudie les propriétés des structures discrètes, d'autre part 
on étudie celles des-polynômes invariants pour le groupe symétrique. L'étude de ces 
invariants est fondamentale pour la physique théorique, la chimie, la cristallographie, 
et, bien entendu, pour un grand nombre de domaines des mathématiques. 
Plus spécifiquement, mon travail porte sur des aspects combinatoires de l'étude d'opé-
rateurs «propres» de Macdonald. Introduits en 1988, les polynômes de Macdonald 
sont une généralisation des fonctions de Schur, des polynômes de Hall-Littlewood, des 
polynômes de Jack et de plusieurs autres. Les opérateurs propres de Macdonald sont 
des opérateurs linéaires ayant les polynômes de Macdonald comme fonction propre. 
Cela en fait des outils capitaux dans la détermination des propriétés centrales des 
polynômes de Macdonald. 
Par le biais d'exploration via le calcul formel, on entreprend l'étude de la structure 
fine de l'opérateur 'v, un opérateur propre de Macdonald introduit par F. Bergeron 
et A. Garsia. On caractérise également cet opérateur. On en étudie les aspects qui 
sont généralisables à d'autres opérateurs de même nature. Le chapitre 1 est une revue 
de littérature tandis que les chapitres 2 et 3 sont issus de recherche originale. 
Le premier chapitre est une introduction aux notions de base nécessaire au dévelop-
pement des chapitres suivants. Dans la section 1.1 partages, diagrammes et tableaux 
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sont présentés. La théorie de base des fonctions symétriques est introduite à la sec-
tion 1.2. Les deux sections suivantes élaborent les notions de Schur positivité et de 
transformée de Frobenius. Puis, les polynômes de Macdonald et les propriétés des 
polynômes (q, t)-Kostka sont exposés en 1.5 et 1.6. On termine enfin avec certains 
opérateurs propres de Macdonald, tels que V, et les opérateurs définis par substitu-
tion pléthystiques aux sections 1. 7 et 1.8. 
Dans le chapitre 2, on caractérise les opérateurs propres de Macdonald. Les as-
pects déjà connus de la théorie y sont présentés ainsi que des éléments originaux 
permettant une caractérisation plus fine. La section 2.1 établit une caractérisation 
générale des opérateurs propres de Macdonald. On y définit des propriétés de ca-
ractérisation et on établit des conditions qui assurent qu'un opérateur N soit tel 
que N-1 = w*Nw*. L'opérateur w* est une involution sur l'anneau des fonctions 
symétriques à coefficients dans le corps des fractions Q(q, t). Dans la section 2.2, on 
présente une généralisation de V : la notion d'opérateurs monomiaux. Cette généra-
lisation contient un sous-ensemble d'opérateurs qu'on montre pouvoir s'interpréter 
combinatoirement. Les opérateurs monomiaux, monomiaux interprétables ainsi que 
les opérateurs monomiaux multiplicatifs et ayant la symétrie conjuguée (MMS) sont 
caractérisés dans cette section. Cette recherche sur les opérateurs monomiaux permet 
une caractérisation de V énoncée, dans le théorème 2, à la section 2.3. Elle permet 
également une caractérisation des opérateurs MMS qui sont Schur polynomiaux via 
le théorème 1. Sous l'hypothèse que la conjecture 1 de (Bergeron et al., 1999) soit 
valide cela correspond à la Schur positivité plutôt que la Schur polynomialité. A la 
fin de la section 2.3, on formule cinq questions. Une réponse positive à la première 
entraine la résolution de la conjecture de (Bergeron et al., 1999) déjà mentionnée. 
Une autre approche est mentionnée à la suite des cinq questions. Tandis qu'une ré-
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ponse à une seule des quatre dernières questions permet une caractérisation minimale 
de V. C'est-à-dire qu'aucun affaiblissement des conditions n'amène également à une 
caractérisation de V. Dans la section 2.4, on utilise les opérateurs monomiaux pour 
généraliser la notion d'opérateurs définis par substitution pléthystique. Le chapitre 
se termine avec un tableau donnant l'état des lieux sur les questions principales 
concernant les opérateurs propres de Macdonald. 
Les résultats et réflexions du chapitre 3 sont le fruit d'une recherche originale. Il 
porte sur la structure de l'opérateur V pour sa spécialisation en q = t = l. On met 
en évidence qu'il y a là une singularité et on explique pourquoi celle-ci empêche les 
opérateurs monomiaux d'être bien définis en cette singularité. On termine le chapitre 
en spéculant sur une interprétation combinatoire potentielle pour la structure en bloc 
de Jordan de la spécialisation de l'opérateur V en q = t = 1. Plus précisément, celle-
ci établit un lien entre les chemins de Dyck carré et la taille ainsi que le nombre 
de blocs de Jordan de V(en) dans la base des fonctions symétriques élémentaires et 
évalué en q = t = l. 
CHAPITRE I 
COMBINATOIRE, FONCTIONS SYMÉTRIQUES ET OPÉRATEURS 
Ce chapitre est dédié aux notions de base de combinatoire nécessaire à la compré-
hension de cet ouvrage. On y introduit les notions combinatoires nécessaires à la 
description des (fonctions) Polynômes symétriques : partages, tableaux de Young, 
etc. Les résultats connus reliés aux fonctions symétriques et aux polynômes de Mac-
donald sont également introduits. Les références principales pour ce chapitre sont 
(Bergeron, 2009) et (Macdonald, 1995), les autres références sont mentionnées à 
même le texte. 
1.1 Partages, diagrammes et tableaux 
À la fin du 19e siècle, les partages sont représentés par des diagrammes par Norman 
Macleod Ferrers, pour la première fois. Peu de temps après, Alfred Young, introduit 
la notion de tableaux. C'est, cependant, à Ferdinand Georg Frobenius que l'on doit 
leur utilisation dans le contexte des fonctions symétriques. On commence donc cette 
histoire avec un peu de combinatoire. 
On dit que c est une composition de n, noté c F n, si c = (c1 , · · · , ck) est une 
suite de nombres entiers positifs, dont la somme est n. Un partage de n, noté µ = 
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(µ 1 , · · · , µk) f- n est une suite décroissante de nombres entiers strictement positifs, 
dont la somme est n. Les µi sont les Parts deµ. Les parenthèses sont généralement 
omises. Il est d'usage d'omettre aussi les virgules si les nombres sont inférieurs à 10. 
La taille de µ, notée lµI, est la somme des parts de µ et le nombre de parts de µ 
est sa longueur, notée R(µ). On dénote parfois par ld1 2d2 • • • ndn un partage s'il aµ 
à dk parts de grandeur k. De plus, l'ensemble des partages den est noté Part(n) et 
le nombre de partages de n par p( n) . Enfin, la notation p( n, j) sera utile dans le 
chapitre 3, elle désigne le nombre de partages de n de longueur j. 
Exemple 1 : 
(3,2,2,1) = 3221 = 112231 
3221 1- 8, car 2 + 1 + 2 + 3 = 8 
132211 = 8 et R(3221) = 4 
Ce qui se lit : « 3221 est un partage de 8. La taille de 3221 est 8 et la longueur de 
3221 est 4». 
Un diagramme, D, est un sous-ensemble (fini) de N x N, dont les éléments sont 
nommés cases. La case ( i, j) est représentée par le carré 1 x 1 dont les coordonnées 
sont: (i,j), (i + 1,j), (i,j + 1) et (i + 1,j + 1). Un diagramme de Ferrers, µ, est un 
diagramme satisfaisant la condition suivante : 
Si (i,j) E µ alors V a :Si et V b :S j, (a, b) E µ. 
Cette condition implique qu'un diagramme de Ferrers a un nombre décroissant de 
cases par lignes, lorsqu'on les énumère du bas vers le haut. Il lui correspond donc un 
partage et cette correspondance est bijective. On désigne parµ autant le diagramme 
de Ferrers que le partage. 
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Le diagramme conjugué d'un diagramme D est le diagramme : 
D' = {(j, i)l(i,j) ED}. 
Le conjugué d'un partage µ, noté µ', est le partage associé au conjugué du diagramme 
de Ferrets associé. 
Exemple 2 : La figure 1.1 le diagramme associé au partage 221 f- 5 (à gauche) et 
son conjugué 32 ( à droite). 
EEb 
Figure 1.1 Un diagramme et son conjugué 
Il peut s'avérer utile de considérer un sous-ensemble de cases d'un diagramme. Ainsi, 
pour µ et ,\ deux diagrammes tels que ,\ Ç µ, le diagramme gauche µ/ ,\ est le 
diagramme obtenu en enlevant àµ l'ensemble des cases de À. De plus, siµ et,\ sont 
des diagrammes de Ferrers, tels que ,\ C µ et que Iµ/ ,\1 = 1, on dit queµ couvre À. 
Ceci est noté ,\ ~ µ, et on dit que µ/ ,\ est un coin intérieur de µ ou encore que c'est 
un coin extérieur de À. 
Exemple 3 : Pour ,\ = 22 et µ = 32, la figure 1.2 montre que (2, 0) est un coin 
intérieur de 32 et un coin extérieur de 22. 
Soient µ un diagramme et c une case de µ. Le bras de c est l'ensemble des cases 
situées sur la même ligne et strictement à droite de la case c. La cardinalité de cet 
8 
µ À m. ... - - -·- - - .., 1 1 1 1 1 1 1 1 1 ~ _-_-_r _-_-r~ 
Figure 1.2 Coins intérieurs, coins extérieurs et diagramme gauche 
ensemble est la longueur du bras de la case c et est notée aµ(c) = a(c). De façon 
similaire on a que la jambe de c est l'ensemble des cases situées sur la même colonne 
et strictement en haut de la case c. La cardinalité de cet ensemble, dite la longueur 
de la jambe de c, est notée lµ(c) = l(c). 
Exemple 4 : Dans la figure 1.3, on voit que la case (2, 1) du diagramme 77443 a 
un bras de longueur a(2, 1) = 4 et une jambe de longueur l(2, 1) = 3 
Figure 1.3 Bras et jambes d'un diagramme 
Pour un diagrammeµ on pose n(µ) := LcEµ l(c). Puisque les jambes d'un diagramme 
sont les bras de son diagramme conjugué alors n(µ') = LcEµ a(c). De plus, pour 
c = (i,j), on a a(c) = µi+1 - (i + 1) et l(c) = µ\+1 - (j + 1), et donc: 
(1.1) 
k=l i=O k=l i=O (i,j)Eµ 
De façon analogue, on voit que n(µ) = L(i,j)Eµ,j. 
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Pour D un diagramme et V un ensemble de valeurs, on dit d'une fonction , : D -+ V 
que c'est un tableau de forme D. Habituellement, V est un sous-ensemble de N. Si 
les entrées du tableau sont strictement croissantes le long des colonnes et croissantes 
le long des lignes, alors on dit que c'est un tableau semi-standard. De plus, si, est 
une bijection telle que : 
, : D -+ {1, 2, · · · , n }, avec n = #D 
on dit qu'on a un tableau standard. 
Exemple 5 : La figure L4 montre différents types de tableaux de forme 221 f- 5. 
Un tableau (à gauche), un tableau semi-standard (au centre) et un tableau standard 
(à droite) : 
-- -
-
5 5 5 
3 63 2 3 2 4 
111 9 1 1 1 3 
Figure 1.4 Tableaux 
On dit que À = >.1, · • · , Àk est le remplissage de , si, pour tout j, on a Àj cases dont le 
contenu est j. Le remplissage d'un tableau est, en général, donné par une composition, 
mais on n'aura besoin que des remplissages qui correspondent à des partages dans 
la définition qui suit. Pour deux partagesµ et À, le nombre de tableaux de formeµ 
et de remplissage À est donné par le nombre de Kostka, noté Kµ,>.· 
Exemple 6 : La figure 1.5 montre tous les tableaux de forme 32 et de remplissage 
221. Ces tableau contient deux 1, deux 2 et un 3. Donc K 32,221 = 2. 
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~ [ŒDI] 
Figure 1.5 Remplissage correspondant au nombre de Kostka K 32,221 
L'ordre de la dominance est un ordre partiel important sur les partages den. On le 
note µ :::$ À et cela correspond à dire que : 
pour tout k. 
Un autre ordre partiel sur les partages de n est l'ordre du raffinement. Pour les 
partagesµ= µ 1 ···µmet À= À1 · · · Àk on dit que À est plus petit queµ pour l'ordre 
du raffinement, noté À ::::) µ, s'il existe, A1 , · · · , Am, m sous ensembles non vides 
disjoints de {1, · · · , k} tels que pour tous j on a : 
On remarque que, par définition, si À::::)µ on doit avoir IÀI = lµI, 
Exemple 7: Pour l'ordre de la dominance, 321 -< 42, car : 
3 ::; 4, 3 + 2 < 4 + 2 et 3 + 2 + 1 ::; 4 + 2 + 0 
Pour l'ordre du raffinement, on a 3321 <J 54, car 3 + 2 = 5 et 3 + 1 = 4 
Le lemme qui suit démontre que ces deux ordres partiels peuvent être complétés en 
un même ordre total. Soient µ = µ1 · · · µm et À = À1 · · · Àz des partages de n. On dit 
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que,\ est plus petit que µ pour l'ordre lexicographique, noté À <texµ, s'il existe k tel 
que Àj = µj, pour tout j < k et Àk < µk. 
Lemme 1 : Soient µ = µ1 · · · µm et À = ,\1 · · · Àz des partages. On a : 
(i) Siµ j À alorsµ ::;tex À. 
( ii) Si µ :::) À alors µ j À. 
Démonstration. On montre d'abord (i). Le cas µ = À est évident. On peut donc 
supposer queµ-< À. On prend alors le plus petit k tel que : 
(1.2) 
En prenant j = k - 1 et en soustrayant 1.2 de chaque côté de l'inégalité, on obtient 
alors µk < Àk. En considérant les partagesµ= µ1, · · · , µk-1 et >. = À1, · · · , Àk-1 on 
trouve µ = À. On a ainsi µj = Àj pour tout j < k et donc µ <tex À. 
Pour (ii) on procède par contradiction. On suppose qu'il existeµ et À tels queµ:::),\ 
et µ i À et soit k le plus petit entier tel que : 
Un tel k existe puisqueµ i À et µ1 :::; ,\1 par définition de l'ordre du raffinement. 
On a donc: 
Par définition de l'ordre du raffinement, il existe, A1, · · · , Ai, l sous ensembles non 
vides disjoints de {1, · · · ,m} tels que pour tout j, on a : LiEAj µi = Àj, Donc 
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pour tout r ::;; k, il existe j < k tel que r E Aj, car µr > Àk. On a alors que 
{1, .. · , k} Ç uf,:l Ai. Donc : 
D'où la contradiction. • 
La réciproque des deux assertions est fausse en générale. En effet, on a que 33 <1ex 411 
et 33 i 411. Ainsi que 33 -< 42 et 33 1) 42. 
À la fin de la section suivante, on propose un ordre monomial sur les fonctions symé-
triques élémentaires. Pour l'instant, le lien entre les partages et le groupe symétrique 
est présenté. 
1.2 Théorie des fonctions symétriques 
Il semblerait que les polynômes symétriques furent introduits en 1629 par Albert Gi-
rard dans «Invention nouvelle en l'algèbre». Le théorème fondamental des polynômes 
symétriques fut d'abord prouvé par Albert Girard, bien qu'il soit habituellement as-
socié à Isaac Newton qui ne connaissait pas les travaux d'Albert Girard (Funkhouser, 
1930). 
Dans cette section, les polynômes symétriques ainsi que les fonctions symétriques 
seront définis. Certaines bases, certains changements de base ainsi que des outils liés 
à la théorie seront présentés. 
Les fonctions symétriques sont liées de près au groupe symétrique, §n, qui est le 
groupe des permutations de {1, · · · , n }. Une permutation, Œ, peut s'écrire comme 
'! 
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une composition de cycles à support disjoint : 
On associe alors à a un partage de n, µ = l di 2d2 • • • ndn, pour représenter sa structure 
cyclique, c'est-à-dire que pour tout k, a a dk cycles de longueur k. On se rappelle 
aussi que la structure cyclique d'un élément du groupe symétrique est stable pour 
l'action par conjugaison. À savoir que pour tout TE §n, on a: 
Les classes de conjugaisons sont entièrement caractérisées par la structure, on peut 
donc les indexer par les partages. Le nombre d'éléments de la classe deµ est n! où : 
Zµ 
Pour le vérifier, il suffit de constater qu'il y a ·(n) = , ,ni , façons de choisir µ µ1.µ2 ... ·µ.e(µ)· 
les éléments pour chaque cycle. Les cycles étant équivalents par rotation cyclique, il 
suffit de fixer le premier élément du cycle pour trouver ( k - l) ! façons différentes de 
disposer des éléments d'un k-cycle. Finalement, comme l'ordre des cycles n'est pas 
important il reste à diviser par d1!d2! · · · dn!. 
Les polynômes symétriques peuvent maintenant être définis. 
Définition 1 : Soit f E IK[x1 , x2, · · · , Xn] un polynôme à plusieurs variables sur le 
corps commutatif lK de caractéristique O. On considère l'action de groupe du groupe 
symétrique §n sur l'anneau IK[x1 , x 2 , • • • , Xn] définie par : 
On dit que f est un polynôme symétrique si, pour tout élément a du groupe symé-
trique §n, on a a.f = f. On dénote cet ensemble AK. S'il est important de souligner 
le nombre de variables, on écrit AK,n ou simplement An, si lK = Q. 
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Cette théorie fonctionne également si le corps est remplacé par un anneau commutatif 
de caractéristique quelconque. Une personne curieuse à ce sujet peut se référer au 
livre de Macdonald (Macdonald, 1995). 
Définition 2 : On dit d'un polynôme, dont tous les termes sont de degré d, qu'il 
est homogène de degré d. Une composante homogène de AK,n, de degré d, notée Ai,n, 
est l'ensemble de tous les polynômes homogènes de degré d contenus dans AK,n· 
Il est clair que tout polynôme dans AK,n peut s'écrire comme une somme de poly-
nômes homogènes. De plus, il est évident, par définition, que les différentes compo-
santes homogènes de AK,n n'ont aucun élément en commun. L'ensemble des poly-
nômes symétriques à n variables sur le corps IK est donc un anneau gradué. C'est-à-
dire que: 
AK,n = EBA(n· 
O~d 
La proposition qui suit donne une base pour chaque composante homogène de AK. 
Pour alléger la notation, dorénavant, on utilisera le corps Q, mais ceci vaut pour tout 
anneau. 
Définition 3 : Pour X = ( x1, x2 , • • • ) , on dit que les éléments de { mµ ( X)} µf--d,dEN 
sont des fonctions symétriques monomiales, où pour µ = µ 1 , · · · , µk on pose : 
mµ(X) := 
l~i1,·· ,ik 
distinct 
La somme est prise sur l'ensemble des choix de k éléments distincts de N*. De plus, 
on fait référence à cet ensemble comme étant la base monomiale. 
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Exemple 8: 
m2(· · · , x, y, z, · · · )m1(· · · , x, y, z, · · ·) = (· · ·+x2 +y2 +z2 +· · · )(· · ·+x+y+z+· ·.) 
donc 
Proposition 1 : La composante homogène A~ admet pour base {mµ(X)}µf-d,l(µ)::=;n· 
Démonstration. Tous les éléments de { mµ(X) }µf-d,l(µ)::=;n sont symétrique par construc-
tion donc ils sont inclus dans A 0 • D'autre part, le théorème fondamental de l'algèbre 
a pour conséquence que l'ensemble des monômes forme une base linéaire de l'espace 
vectoriel Q[x1 , · · · , Xn]. De plus, Q[x1, · · · , Xn] est un espace gradué dont la com-
posante homogène de degré d a pour base les monômes en les variables x1 , · · · , Xn 
de degré d. Les éléments de {mµ(X)}µf-d,l(µ)::=;n sont donc linéairement indépendants 
puisque les monômes le sont et aucun monôme ne se trouve dans deux éléments 
distincts de {mµ(X)}µf-d,l(µ)::=;n· Il reste alors à montrer que l'ensemble des monômes 
{mµ(X)}µf-d,f(µ)::=;n engendre A~. 
Soit f E A~. On considère le premier terme de f, cx~1 x;2 • • • x~n, où pour tout 
i, ai E N et c E Q. Puisque f est symétrique alors pour tout a E §n le terme 
cx:(l)x:(2) · · · x:(n) est un terme de f. Soitµ= µ 1 , µ2, · · · , µk le partage représentant 
les termes strictement positifs de (a1 , • · • , an) réordonnés en ordre décroissant. On a 
donc, par ce qui précède, que tous les termes de cmµ sont dans J et donc f - cµ a un 
nombre de termes strictement inférieur à f. Après un nombre fini d'étapes, puisque · 
A~ est de dimension finie, on arrive finalement à J = O. On a donc que f est une 
combinaison linéaire d'éléments de {mµ(X)}µf-d,f(µ)::=;n, ce qui prouve le résultat. • 
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Pour la théorie générale, un argument de limite inverse permet de passer à une 
infinité dénombrable de variables (x1 , x2 , • • • , Xn, · · · ). L'utilisation d'une infinité de 
variables fait en sorte que l'on a plus, techniquement, des polynômes. On dira plutôt 
que ce sont des fonctions symétriques. On aborde, plus loin, à l'aide du deuxième 
exemple de la définition 5, en quoi ce passage à la limite inverse est simplificateur. 
Le passage à la limite inverse procède comme suit. On considère les restrictions aux 
An des projections 7rn,k : Q[x1, · · · , Xn] -+ Q[x1, · · · , xk] avec k ::; n, définie par : 
Il ·est facile de vérifier que ce sont des morphismes. De plus, ces morphismes sont 
injectifs dès que le degré d est plus petit que le nombre de variables, et surjectifs dès 
que n 2:: k. On a donc que la restriction au degré d du morphisme 1r~,k est bijective 
dès que n 2:: k 2:: d. 
Il en résulte un système projectif d'ensemble, car pour tout n EN on a 1r~,n = idAn; 
et si n 2:: k 2:: l alors 1rkd z o 1r~ k = 1r~ z· 
' ' ' 
On considère alors la composante homogène obtenue par la limite inverse qui sera 
notée: 
Ainsi les éléments de Ad sont des suites de polynômes homogènes de degré d. 
On pose alors 1r~ la projection qui donne le ne terme de cette suite. On a donc une 
base, {mµ}µf-d, de Ad, définie par 1r~(mµ) = mµ(x 1 , • • • , Xn) pour n 2:: d. Ainsi Ad est 
un Q-espace vectoriel de dimension p( d), le nombre de partages de d ( ou un Z-module 
libre de rang p(d) si on prend Z plutôt que Q). 
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On peut maintenant définir l'anneau des fonctions symétriques A = E9Ad. On 
d>O 
remarque que c'est un anneau gradué par construction et qu'il admet pour base 
{mµ}µf-d,dEN, définie par 7rn(mµ) = mµ(x1, · · · , Xn) où 7rn = E91r~. Il importe aussi 
d>O 
de remarquer que les éléments de A peuvent tous s'écrire comme une somme finie de 
mµ, Il est donc important de faire la limite inverse sur les composantes homogènes, 
car A= ~An possède des sommes infinies de mµ, contrairement à E9 ~A~. Pour 
d>O 
plus de détails se référer au livre de Maèdonald (Macdonald, 1995). -
De façon générale, bien que plusieurs des résultats soient vrais pour tout anneau, 
dans ce mémoire, on utilise principalement l'anneau des fonctions symétriques avec 
coefficients dans Q, noté A, ainsi que les fondions symétriques avec coefficients dans 
Q[q±1, t±1] qui seront noté A[q,t,l/q,l/t]· On aura surtout besoin de travailler avec le 
corps des fractions rationnelles Q(q, t), que l'on dénote AIQ(q,t)· 
L'anneau de fonctions symétriques a plusieurs bases qui ne dépendent pas du choix 
de l'anneau. On présente ici les quatre plus connues. On ne montrera pas que ce sont 
des bases. Pour plus de détails voir (Macdonald, 1995) ou (Sagan, 2001). La première 
base est d'une grande importance dans ce mémoire. 
Définition 4 : La base des fonctions de Schur est l'ensemble { sµ(X)}µf-n,nEN, où 
pourµ tel que lµI = n, on pose: 
T 
la somme ayant lieu sur l'ensemble des tableaux semi-standard T µ -+ X _pour 
lequel on pose xT = I1 XT(c)· 
cED(µ) 
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Exemple 9 : Pour x < y < z, on a : 
821(· •. ,xy, z, ... ) = ... +OOx1 +OOx1 +OOY1+00z1 + mYI+ OOz1 +OOY1+00z1+ ... 
= · · · + x 2y + x2 z + xy2 + xz2 + y2 z + yz2 + 2xyz + · · · 
Il n'est cependant pas clair par cette définition que ces polynômes sont symétriques 
quelque soit µ. Il existe une définition équivalente qui rend la symétrie évidente, mais 
la définition énoncée sera plus utile pour la suite. 
Les bases suivantes sont multiplicatives, c'est-à-dire qu'on a Jµ = JµJµ 2 • • • Jµk pour 
µ = µ 1 , µ2, · · · , µk, Les exemples précédents montrent que la base monomiale n'est 
pas multiplicative. C'est aussi vrai pour la base des fonctions de Schur. 
Définition 5 : La base des fonctions symétriques élémentaires , { eµ(X)}µf--n,nEN, 
obtenue en posant, pourµ= µ1, µ2, · · · , µk, que: 
Exemple 10: 
en(X) := m11 .. · 1 = m1n, 
..__-
n 
e1(· · · , X, y, z, · · ·)=···+X +y+ Z + · · · 
e2(··· ,x,y,z,···)=···+xy+xz+yz+··· 
= (· · · + xy + xz + yz + · · · )(· · · + x +y+ z + · · ·) 
= ... + x2y + x2z + xy2 + xz2 + y2z + yz2 + 3xyz + · · · 
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L'exemple qui suit met en relief l'intérêt de passer à une infinité de variables. Un 
nombre insuffisant de variables donnerait une somme vide et obligerait à distinguer 
plusieurs cas. 
Exemple 11 : e4(x, y, z, w) = xyzw et e4(x, y, z) = 0 = e4(x, y, z, 0). 
La prochaine base est la somme de tous les monômes d'un degré donné 
Définition 6 : La base des fonctions symétriques homogènes complètes est l'en-
semble {hµ(X)}µf--n,nEN, où pourµ= µ1, µ2, • • • , µk on définit : 
hn(X) : = Lm>.(X) et 
Àf--n 
Il importe de remarquer qu'il est d'usage d'omettre le mot «complète». On réfère 
donc aux éléments de cette base en les nommant fonctions symétriques homogènes. 
Exemple 12: Pour X= {x, y, z, · · ·} : 
h21(X) = m2(X)m1(X) + m11(X)m1(X) 
= x3+ 2x2y + 2x2z + 2xy2 + 2xz2 + y3 + 2y2z + 2yz2 + z3 + 3xyz + · · · 
La base qui suit dépend du choix de l'anneau. Cependant, elle est une base pour tout 
anneau contenant un sous-anneau isomorphe à Q. 
Définition 7: La base des sommes de puissance est l'ensemble {Pµ(X)}µf--n,nEN, où 
pourµ= µ1, µ 2 , • • • , µk on définit : 
Pn(X) := Lxf et Pµ(X) :=pµ 1 (X)···Pµk(X). 
iEN 
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Exemple 13: 
L'exemple qui suit montre que ce n'est pas une base de Az. 
Exemple 14: 
x3 + y3 + z3 + x2y + x2z + xy2 + xz2 + y2z + yz2 + xyz = P3 + P21 + P111 
3 2 6 
En général, lorsqu'il n'y a aucun risque de confusion, on dénote /µ(X) par/µ (avec 
les variables sous-entendues). 
Dans le dernier exemple, la partie de gauche de l'égalité est, en fait, s3 • Plusieurs ré-
sultats classiques permettent le passage d'une base à une autre. Ainsi, le changement 
de la base des fonctions de Schur à la base des fonctions symétriques homogènes, hµ, 
découle de l'identité de Jacobi-Trudi : 
où ho= let hk = 0 pour tout k < O. 
De façon analogue l'identité de Jacobi-Trudi duale permet le passage de la base des 
fonctions de Schur à la base des fonctions symétriques élémentaires. Cette identité 
se formule comme suit : 
où e0 = l et ek = 0 pour tout k < O. 
Dans (Sagan, 2001) on apprend que le résultat est dû à Charles Gustave Jacob Jacobi 
qui l'a prouvé en 1841. Une belle preuve combinatoire introduite par Lindstrom en 
1973 et Gessel-Viennot en 1985 se trouve dans (Bergeron, 2009) et (Sagan, 2001). 
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Exemple 15: Pour À= X= 21, on a: 
Le prochain changement de base est lié aux nombres de Kostka. On se rappelle 
que les nombres de Kostka, Kµ,>., donnent le nombre de tableaux de formeµ et de 
.remplissage À. En se basant sur les définitions 3 et 4, on obtient le passage de la base 
de Schur à la base monomiale : 
Il est fréquent que des objets combinatoires permettent de décrire un changement 
de base. En utilisant les tableaux de rubans ( ceci est une traduction libre du terme 
«border-strip tableau» utilisé par Richard Stanley), l'auteur de (Stanley, 1999) montre 
que le passage des fonctions de Schur aux sommes de puissance est donné par : 
(1.3) 
où xµ(.X) est le nombre de tableaux de rubans de formeµ et de rem.plissage À. Bien 
que les tableaux de rubans n'ont pas été présentés, dans la section 1.4 on verra que 
les xµ sont les caractères irréductibles de §n, 
Pour les deux changements de base suivants, les preuves sont généralement faites 
à l'aide des fonctions génératrices. Dont l'utilisation est justifiée par un argument 
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qu'on peut trouver dans (Macdonald, 1995). Le passage de la base des fonctions 
symétriques homogènes aux sommes de puissances est donné par : 
hn(X) = L Pµ(X), 
z µf-n µ 
(1.4) 
qu'on étend ensuite à hµ par multiplicativité. 
L'écriture des fonctions symétriques élémentaires dans la base des sommes de puis-
sances s'obtient de façon analogue via la formule : 
~ (-1r-t(µ)p (X) 
~(X)=~ µ • 
Zµ 
(1.5) 
µf-n 
La similitude entre les deux dernières égalités provient de l'existence de l'endomor-
phisme involutif suivant. 
L'application w : A -+ A est définie sur les éléments de la base des fonctions symé-
triques homogènes de A par w(hµ[X]) = eµ[X]. C'est un automorphisme d'anneau qui 
est involutif. Il est facile d'étendre w en un automorphisme de AQ(q,t) ou A[q,t,l/q,l/t], 
ceci sera abordé juste avant le lemme 3. 
Cette application permet de passer de la base des fonctions symétriques homogènes 
à la base des fonctions symétriques élémentaires. · Le lemme qui suit montre que 
l'application de w à une fonction développée dans la base de Schur correspond à 
conjuguer les indices des fonctions de Schur. 
Lemme 2: Soit n EN etµ f- n alors w(sµ) = Sµ' et w(pµ) = (-1r-l(µ)Pw 
Démonstration. Pour les sommes de puissances, par l'équation 1.4 on a : 
en(X) = w(hn(X)) = L w(p:(X)) 
µf-n µ 
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et par l'équation 1.5 : 
µ1--n 
Une petite récurrence facile montre bien que par l'unicité de l'écriture dans une base, 
Pour w(sµ) = sµ,, le résultat découle des égalités suivantes : 
w(sµ) = w (<let ((hµi-i+i)i,j)) 
Ce qui complète la preuve 
= det((w(hµi-i+i))i,j), P8.! linéarité, 
= det ( ( eµi-i+i )i,j) 
= SµI 
Le produit scalaire de Hall est défini en posant : 
Wµ, P>.) = ZµÔ>.,µ, 
où ô>.,µ est le symbole de Kronecker valant 1 si>.=µ et O sinon. 
• 
Dans la section 1.3, on verra que la matrice de passage des fonctions de Schur aux 
sommes de puissances est la table de caractères du groupe symétrique. Comme les 
caractères irréductibles sont orthonormaux, il s'en suit que : 
Il est facile de vérifier que w est une isométrie pour ce produit scalaire. 
Afin d'alléger les preuves, il pourrait s'avérer utile d'avoir une notion de monôme 
dominant dans l'algèbre Q[e1, e2 , e3 , · · ·]. Ceci s'avérera particulièrement utile dans 
le chapitre 3. 
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Définition 8 : Soit g un polynôme symétrique écrit dans la base des fonctions 
symétriques élémentaires. On dit que eµ est le monôme dominant de g, noté M(g) = 
eµ, si pour tout terme à coefficient non nul l'indice du monôme e>. a l'une des trois 
propriétés suivantes : 
IÀI < lµI 
IÀI = JµI et t(À) > t(µ) 
IÀJ = lµJ et f(À) = f(µ) et À <zex µ 
(1.6) 
(1.7) 
(1.8) 
Ces propriétés sont mutuellement exclusives. Il est, également, clair qu'il ne s'agit 
pas ici de monômes au sens usuel dans l'anneau Q[x1, x2 , x3 , ···],mais d'une généra-
lisation du concept de monôme dominant dans l'algèbre Q[e1, e2, e3 , • • • ]. On dit que 
cet ordre est l'ordre des fonctions symétriques élémentaires. 
Comme on le verra plus tard, les fonctions de Schur permettent d'encoder les repré-
sentations irréductibles du groupe symétrique. Plus généralement, ce codage associe 
à toute représentation de §n une fonction symétrique de façon compatible avec la 
somme. Il en résulte un intérêt particulier pour les fonctions symétriques dont le dé-
veloppement est positif dans cette base, puisque cela traduit le résultat fondamental 
de la théorie de la représentation qui affirme que toute représentation est une somme 
d'irréductibles. 
1.3 Schur positivité 
La Schur positivité est une propriété difficile à obtenir. François Bergeron a cal-
culé que la probabilité qu'une fonction symétrique à coefficients positifs dans son 
développement dans la base des fonctions symétriques monomiales ait également 
des coefficients positifs dans la base des fonctions de Schur est donnée par la suite 
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de fractions (1, !, à, 5!0 , 48~ 80 , 102745~432000 , ···).Bien entendu, la probabilité diffère 
pour des coefficients dans N[q, t], mais ceci donne une idée de la rareté des fonctions 
symétriques Schur positives. Pourtant, les opérateurs qui génèrent des expressions à 
coefficients dans N[q, t] dans la base des fonctions de Schur sont recherchées, car elles 
sont liées à la théorie de la représentation et aux variétés de Schubert. 
La Schur positivité est définie avec la même terminologie que (Bergeron et al., 1999). 
Définition 9: Une expression est Schur positive si son développement dans la base 
des fonctions de Schur n'a que des coefficients dans N[q, t]. De façon analogue, elle 
est virtuellement Schur positive si son développement dans la base des fonctions de 
Schur n'a que des coefficients qui sont soit tous négatifs ou tous positifs dans l'anneau 
des polynômes de Laurent Z[q±l, t±1]. 
Il est possible d'étendre cette notion à des opérateurs de la façon suivante : 
Définition 10 : Un opérateur, N, est Schur positif pour la base B = {bµ}µf-n si 
N(bµ) est une expression Schur positive, pour tout µ partage de n et pour tout n 
dans N. De façon analogue, on dit que N est virtuellement Schur positif pour la base 
B = {bµ}µf-n si N(bµ) est une expression virtuellement Schur positive, pour tout 
µ 1- n et pour tout n E N. 
Autrement dit, un opérateur N est virtuellement Schur positif pour B s'il existe des 
facteurs de correction qui dépendent deµ et qui rendent N(bµ) Schur positif. 
Exemple 16 : Soit N tel que N(sn) = -~92 sn + ~t s2 et N(s2) = qs11 + ts2 est 
virtuellement Schur positif pour n = 2, car (-qt)N(s 11 ) et N(s2) sont Schur positifs. 
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Par extension, on peut définir la Schur polynomialité qui sera utile pour caractériser 
les opérateurs propres de Macdonald dans le chapitre suivant. 
Définition 11 : Un opérateur, N, est dit Schur polynomial, pour la base {bµ}µf-n, 
si pour toutµ 1- n les coefficients de N(bµ) dans la base des fonctions de Schur sont 
tous des polynômes de Laurent dans Z[q±l, t±l]. 
La Schur positivité virtuelle implique la Schur polynomialité. Ainsi un opérateur qui 
n'est pas Schur polynomial n'est pas virtuellement Schur positif. Ceci est en général 
plus facile à démontrer. 
A moins d'avis contraire, dans ce mémoire on prend la base { sµ}µf-n· On dit alors 
simplement virtuellement Schur positif, Schur positif ou Schur polynomial, dans ce 
cas. 
Les notions d'être positif pour le développement dans la base des fonctions symé-
triques élémentaires ou la base des fonctions symétriques homogènes sont plus fortes, 
car leurs matrices de passages vers les fonctions de Schur sont positives. Cependant, 
on ne discutera pas de ces propriétés dans ce mémoire. 
Il existe plusieurs problèmes ouverts liés à la Schur positivité. Une des méthodes 
généralement utilisées pour démontrer la Schur positivité consiste à montrer que 
l'expression correspond à la transformée de Frobenius ou au caractère de Frobenius 
d'un certain espace. 
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1.4 Transformée de Frobenius 
La théorie de la représentation des groupes linéaires ainsi que la théorie des caractères 
ont été introduites par Ferdinand Georg Frobenius à la toute fin du 19e siècle. Ces 
théories se sont montrées essentielles dans l'analyse et la compréhension des groupes, 
des espaces vectoriels et des modules. La transformée de Frobenius provient de ces 
théories. Dans le cas où le groupe considéré est §n, elle est la porte qui sépare la 
théorie de la représentation et la théorie des fonctions symétriques (Bourbaki, 2007). 
Dans cette section, les notions essentielles à la compréhension de ce qu'est la transfor-
mée de Frobenius seront abordées. Le lien avec la Schur positivité est aussi expliqué. 
Soient G un groupe fini et V un JK-espace vectoriel de dimension finie. Une représen-
tation p de Gest un morphisme de G dans GL(V). Le caractère d'une représentation 
xv est une fonction de G dans lK définie par xv(g) = trace(p(g)). 
Soit W un sous-espace de V. S'il existe un morphisme, p, de G dans GL(W) tel que 
pour tout w dans W et pour tout g dans G on a p(g )w = p(g )w on dit alors que p est 
une sous-représentation de p. Si pour tout sous-espace propre, W, de V, il n'existe 
pas de sous-représentation de p, on dit que p est une représentation irréductible et 
que le caractère x v associé p est un caractère irréductible. 
Par définition de représentation on doit avoir p(g-1 ) = (p(g) )-1 . La trace de p(g) 
(respectivement (p(h))- 1p(g)p(h)) est le coefficient de Àdim(V)-l du polynôme carac-
téristique de p(q) (respectivement de (p(h))- 1p(g)p(h)). Le polynôme caractéristique 
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est invariant par conjugaison car : 
On a donc: 
det(p(g) - )dd) = det(p(h))-1(det(p(g) - .Xid)det(p(h)) 
= det((p(h))-1)(det(p(g) - ,\id)det(p(h)) 
= det((p(h))-1 (p(g) - ,\id)p(h)) 
= det((p(h))- 1p(g)p(h) - p(h)-1 ,\idp(h)) 
= det((p(h))- 1p(g)p(h) - Àid) 
x(h- 1gh) = trace(p(h-1gh)) 
= trace((p(h))- 1p(g)p(h)) 
= trace(p(g)) 
=x(g) 
Donc les caractères sont contenus dans l'ensemble des fonctions de G dans :OC, stables 
par conjugaison. Ces fonctions se nomment fonctions centrales, notées R( G), et il est 
facile de vérifier qu'elles forment un espace vectoriel sur JK. Une base pour R( G) est 
l'ensemble des fonctions caractéristiques qui pour une classe de conjugaison C sont 
données par : 
{
1 sigEC 
fc(g) = 
0 sinon 
Donc la dimension de R( G) est égale aux nombres de classes de conjugaisons. 
Pour lK = C, une simple vérification montre que cette base des fonctions centrales 
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est orthogonale pour le produit scalaire suivant : 
1 '""" -(x, '1/;) = ÎGÎ L-x(g)'l/;(g). 
gEG 
(1.9) 
Il est également possible de montrer que les caractères irréductibles forment une 
base de R(G). Une personne curieuse à ce sujet pourrait consulter (Sagan, 2001). 
Par ce qui précède, R(G) contient donc l'ensemble des caractères. De plus, la table 
de caractères est, en fait, une matrice orthogonale de passage, dans R( G), entre les 
fonctions centrales indexées par les classes de conjugaison et les caractères. 
On considère, maintenant, le groupe symétrique. Pour a E §n si la structure cyclique 
de a est >. alors Pu est la somme de puissance P>.. De plus, on dénote <7>. un représentant 
de la classe de conjugaison de structure cyclique >.. 
La transformée de Frobenius est la transformation linéaire définie en posant : 
Pour une représentation p de §n dans G L(V) de caractère xv, il est possible, par 
abus, d'écrire F(V) pour F(xv). 
Au début de la section 1.2, on a vu que les classes de conjugaisons de §n sont indexées 
par les partages et chaque classe possède n! éléments, où µ est le type cyclique de la 
Zµ, 
classe de conjugaison. On a donc que : 
1 n! 
F(f) = f L - f ( <7>.)Pu>-
n. Z>. 
>.f-n 
1 
= L - f(a>.)P>. 
>.f-n Z>. 
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En particulier, par 1.3, si f est un caractère irréductible Xµ, on peut montrer que: 
Ainsi, les fonctions de Schur en codent naturellement les caractères des représen-
tations irréductibles de §n· De plus, le produit scalaire donné par l'équation 1.9 est 
équivalent au produit scalaire de Hall. La transformée de Frobenius est donc une tra-
duction entre le monde des représentations et le monde des fonctions symétriques, 
puisque F(V EB W) = F(V) + F(W) et donc : 
si et seulement si : 
F(V) = L aµsµ, aµ E N, 
µ 
V = E9 aµ Vµ, où aµ est la multiplicité de Vµ, 
µ 
est la décomposition unique de V en irréductibles. 
Il est temps d'établir le lien entre la transformée de Frobenius et la Schur positivité. 
Il est à noter que ce qui suit et le théorème de Maschke sont aussi vrais pour tout 
groupe fini. 
Soit V un IK-espace vectoriel de dimension finie. Une représentation, p, induit une 
structure de §n-module sur V. Un sous §n-module, W, est alors un sous-espace de 
V tel que p(u)w E W, pour tout u E §n et w E W. Un module est dit irréductible 
s'il n'existe aucun espace propre W de V tel que W soit un sous-module de V. On 
peut maintenant énoncer un théorème bien connu dont on trouve une preuve dans 
(Sagan, 2001). 
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Théorème (M aschke) : Soient JI{ un corps dont la caractéristique est nulle ou ne di-
vise pas la cardinalité de §net V un §n-module, non trivial, de dimension finie. Alors 
V se décompose en une unique somme de sous-modules irréductibles, à isomorphisme 
près. 
Le caractère associé au §n-module V est alors la somme des caractères des compo-
santes irréductibles. 
De ce qui précède et par linéarité de la transformée de Frobenius, on déduit qu'une 
expression Schur positive (ici les coefficients sont dans N) est en fait une somme 
positive de caractères irréductibles de §n, Il est donc possible de lui associer une 
représentation décomposée en sous-modules irréductibles. Avec la définition suivante, 
on pourra comprendre ce qu'il advient des expressions Schur positives au sens défini 
dans la section précédente. 
A un §n-module gradué, V = EBn~l Vn, on associe la transformée de Frobenius de son 
caractère gradué : 
Frobg(V) = LF(Vn)qn. 
n~l 
On dit plus simplement que c'est la caractéristique de Frobenius graduée de V. De 
façon analogue, pour un module bigradué V= EBn,k~l Vn,k, on a la caractéristique de 
Frobenius bigraduée: 
Frobq,t(V) = L F(Vn,k)qntk. 
n~l 
Les expressions Schur positives correspondent aux caractéristiques de Frobenius bi-
graduées (ou la caractéristique de Frobenius si t n'apparaît pas dans Pexpression). 
Pour montrer qu'une expression est Schur positive, on devrait, idéalement, l'obtenir 
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comme caractéristique de Frobenius bigraduée d'un certain espace. C'est d'ailleurs 
ce qui est arrivé dans le cas des polynômes de Macdonald qui sont le caractère de 
Frobenius bigradué des modules Garsia-Haiman. 
1.5 Polynômes de Macdonald 
, 
Introduits par Ian G. Macdonald en 1988 lors du 2oe Séminaire Lotharingien, les 
polynômes de Macdonald, {Pµ}, sont des fonctions symétriques à coefficients dans 
Q(q, t). Lors du même séminaire, il présenta un facteur de correction et identifia les 
nouveaux polynômes { Jµ}. 
Ce passage historique des polynômes { Pµ} à { J µ} pour finir avec { H µ}, fait en sorte 
qu'il existe peu de preuves directes des travaux de Macdonald sur les polynômes { Pµ} 
vers les {Hµ}. Puisque l'objet de ce mémoire n'est pas les variantes des polynômes de 
Macdonald, mais bien les opérateurs propres, on a refait la majorité des preuves pour 
éviter ce détour. Dans cette section, on considère une renormalisation «combinatoire» 
{Hµ} des polynômes de Macdonald originaux, {Pµ}- On en donne également certaines 
propriétés essentielles. 
Le produit scalaire original de Macdonald se trouve en introduisant, à l'aide de 
paramètres formels q et t, une extension du produit scalaire de Hall. Ce nouveau 
produit scalaire est donné par : 
Avec le produit scalaire de Macdonald, les polynômes de Macdonald originaux dé-
notés {Pµ} sont les fonctions symétriques avec coefficients dans Q(q, t) obtenues en 
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appliquant l'algorithme de Gram-Schmidt à la base monomiale ordonnée selon l'ordre 
lexicographique. Ils sont renormalisés pour avoir : 
Pµ(X; q,t) = mµ + L u7 (q, t)m7 . (1.10) 
"(-<.µ 
Macdonald montre en fait que ces polynômes symétriques à deux paramètres s'ob-
tiennent ainsi via tout ordre total compatible avec l'ordre de la dominance. Il montre 
cette indépendance en produisant un opérateur autodual pour le produit scalaire 
pour lequel ses polynômes sont des vecteurs propres. 
Le produit scalaire induit également des propriétés remarquables aux polynômes de 
Macdonald originaux. La proposition suivante, montrée à la page 141 de (Macdonald, 
1988), en est un exemple. 
Proposition 2 : Pour tout n EN, µ f-- n : 
Pµ(X; q, t) = Pµ(X; q-1 , r 1 ). 
Démonstration. On a : 
(1.11) 
Donc pour tout f, g dans Ai(q,t) : 
On pose alors : 
Pµ(X; q, t) = mµ + L a>.,µ(q, t)m>.. 
À-<.µ 
Puisque les Pµ(X; q-1 , t-1) peuvent être obtenus en orthogonalisant la base {m>.} 
selon le produit scalaire (·, · )q-1,t-1 et en renormalisant pour avoir 1 comme coefficient 
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de mµ, Alors, par l'égalité 1.11, pour tout >.etµ, on a : 
q-lµltlµla, (q t) 
( -1 ri) "',µ , ( t) a>.,µ q ' = q-lµltlµI = a>.,µ q, 
Ce qui complète la preuve puisque Pµ(X; q-1, t-1) = mµ+ ~.>.-<µ a.>.,µ(q- 1, t-1)m.>.. • 
Pour certaines spécialisations, sur les polynômes de Macdonald originaux on retrouve 
des bases des polynômes symétriques bien connus. En particulier, la spécialisation 
Pµ,(X; 1, t) = eµ(X), pour tout t, est montrée dans (Macdonald, 1995) à la page 324. 
On ne s'attardera pas sur ces spécialisations en général, puisque, dans ce mémoire, 
on ne travaille pas avec les polynômes de Macdonald originaux. 
Afin de pouvoir définir les polynômes de Macdonald combinatoires, on définit d'abord 
l'opération de pléthysme, introduite pour la première fois par Ernest Dudley Little-
wood. 
Soient X = {x1, x2, X3, · · · }, Y = {Y1, Y2, y3, · · ·} des ensembles possiblement in-
finis de variables. On définit qX = { qx1, qx2, qx3, · · · } et X + Y est la somme 
d'ensembles disjoints. Soit A un anneau commutatif. Pour f E A(X), c'est-à-dire 
f = f(x1, x2, · · · ), On pose : 
Pour simplifier les expressions, on écrit : 
X=· xi+ X2 + X3 + · · · , Y= Y1 + Y2 + y3 + · · · et X· Y= L XïYi· 
i,j 
Il s'ensuit que : 
Pn[X + Y] =Pn[X] +Pn[Y], 
Pn[XY] = Pn[X]Pn[Y], 
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Pn[x] = xn et 
Pn[c] = c, sic est une constante. 
Pour une fonction syémtrique, f, développé dans la base des Pk, f = Lµ1-n aµPµ, 
aµ E A on pose : 
f(µ) 
J[X] := Laµ ITPµJX]. (1.12) 
µ1-n i=l 
Il en résulte une opération A x A(X, Y) --+ A(X, Y) dont la restriction à A x A--+ A 
correspond au pléthysme original de Littlewood. 
Exemple 17: On pose f = (q + t)pk, donc: 
[5qX] [5qX] 5qk f l-t =(q+t)pk l-t =(q+t\_tkPk(X). 
Les propriétés Pn[p1(X)] = Pn(X) et Pn[pk(X)] = Pnk(X) découlent de la définition. 
En effet: 
Pn(X) = Lxf = LPn[xi] = Pn[X1 + X2 + · · ·] = Pn[p1(X)] 
iEN iEN 
De plus, 
Pn[pk(X)] = Pn [I:xf] = LPn[xf] = Lxfn = Pnk(X) 
iEN iEN iEN 
Ainsi: 
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En particulier : 
f.(µ) 
Pn[f(X)] = L aµpn[pµ(X)] =Laµ ITPµi[pn(X)] = f[pn(X)] 
µf-n µf-n i=l 
Il faut faire attention ici, car la dernière égalité est propre aux sommes de puissances 
et est fausse en général. 
Exemple 18 : En posant f = Pn + P2 et g = p3 + P111 on trouve : 
et 
g[f(X)] = (p3 + P111)[f(X)] 
= p3[p11(X) + P2(X)] + P111[p11(X) + P2(X)] 
= p3[p11(X)] + p3[p2(X)] + (p1[p11(X) + P2(X)])3 
= p3[p1(X)]p3[p1(X)] + p5(X) + (Pn(X) + P2(X))3 
= p5(X) + p33(X) + P222(X) + 3p2211(X) + 3p21111(X) + P16(X) 
f[g(X)] = (Pn + P2)[g(X)] 
= (p1[p3(X) + P111(X)])2 + P2[p3(X) + P111(X)] 
= p5(X) + p33(X) + 2p3111(X) + P222(X) + P16(X) 
Donc g[f (X)] =/ f[g(X)]. 
Il est facile de vérifier que le pléthysme est· associatif lorsqu'on se restreint aux fonc-
tions symétriques. Puisque le pléthysme f[·] s'interprète comme un opérateur, il est 
normal de s'attendre qu'il ne commute pas avec d'autres opérateurs. C'est en parti-
culier le cas avec l'opérateur d'évaluation. 
Il est maintenant possible de définir les polynômes de Macdonald combinatoires. 
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Définition 12 : Les polynômes de Macdonald combinatoires notés H µ (X; q, t) ou H µ 
lorsqu'il n'y a pas de confusion sur q, t et X, sont définis par : 
Hµ(X; q, t) = Pµ [1 ~ t; q, rl] II (qa(c) - tl(c)+l) 
cEµ 
(Dans certaines publications, on retrouve plutôt Hµ(X; q, t)). Par abus, on dit sim-
plement polynôme de Macdonald plutôt que polynôme de Macdonald combinatoire. 
Parfois, on dénotera Eµ(q, t) = I1cEµ(qa(c) - tl(c)+l) et E~(q, t) = I1cEµ(tl(c) - qa(c)+l). 
(Dans certains articles ils sont notés respectivement hµ(q, t) et h~(q, t). Ceci est 
malheureux, puisqu'on a aussi les fonctions symétriques homogènes complètes qui 
sont dénotées hµ.) 
De nombreux résultats sur les polynômes de Macdonald originaux sont présentés dans 
(Macdonald, 1995). Le mécanisme vu dans la prochaine preuve est une des façons 
directes de les traduire en résultats sur les polynômes de Macdonald combinatoires. 
Proposition 3 : Soient -q et t des paramètres formels abstraits. Les polynômes de 
Macdonald combinatoires forment une base pour AQ(q,t) et sont orthogonaux pour le 
produit scalaire : 
l(µ) 
(pµ,P>..)* = (-l)lµl-l(µ)ZµÔ>..,µIT(l - qµi)(l - tµi). 
i=l 
Démonstration. On montre d'abord l'orthogonalité. On pose Pµ(X;, q, t) = E>..r-n a>..,µ(q, t)p>..(X). 
·1 ffi d /,... ) (-l)lµl-l(µ) /,... ) Pourµ et À partages den, 1 su t e remarquer que \P>..,Pµ q,t = (l-tµi)2 \P>..,Pµ *' 
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L'orthogonalité découle alors de la suite d'égalités suivante : 
= L a;.,µ(q- 1 , t)a;.,'Y(q, r 1)(-lttn (p;.(X),p;.(X))q,t 
>.f-n 
On a bien l'orthogonalité, puisque les polynômes de Macdonald originaux sont or-
thogonaux pour (·, ·)q,t par construction. 
Les polynômes de Macdonald combinatoires sont indexés par des partages, il suffit, 
alors, de montrer qu'ils sont linéairement indépendants, car il a été vu au chapitre 1 
que les bases de AA contiennent p( n) éléments. 
De plus, l'algorithme Gram-Schmit préserve l'indépendance linéaire donc les poly-
nômes de Màcdonald originaux, {Pµ}, sont linêal.rement indépendants. Les para-
mètres formels q et t ne peuvent annuler le coefficient TI ( qa(c) - tl(c)+l). Enfin, le 
cEµ 
pléthysme préserve l'indépendance linéaire, car les sommes de puissances forment 
une base et l'effet du pléthysme est d'ajouter un coefficient en t devant les {Pµ}. En 
39 
effet : 
Les polynômes de Macdonald sont donc linéairement indépendants ce qui en fait une 
base pour AQ(q,t)· • 
De façon plus précise, le théorème 1.1 de (Garsia et Tesler, 1996) montre que : 
(1.13) 
Dans (Haiman, 2001) le théorème 3.2 montre que les polynômes de Macdonald, 
forment base pour Az[q,tJ admettent le développement suivant dans la base des fonc-
tions de Schur : 
Hµ(X; q, t) = L K>.,µ(q, t)s>.(X), (1.14) 
.X.f-1µ1 
où les polynômes (q, t)-Kostka, notés {K>.,µ(q, t)} sont des polynômes dans N[q, t]. 
(Dans certains ouvrages ils sont nommés polynômes (q, t)-Kostka modifiés et notés 
k.x.,µ(q, t), et les K.x_,µ(q, t) sont les polynômes obtenus en décomposant les { 1µ} dans 
la base {Sµ(X;t)}.) 
La matrice (q, t)-Kostka, notée K(n), est donc la matrice de passage entre la base 
des polynômes de Macdonald combinatoires et la base des fonctions de Schur. Les 
polynômes (q, t)-Kostka sont les coefficients de cette matrice. Ceci sera abordé plus 
en détail dans la section 1.6. 
On dénote w* l'involution qui pour tout F E A[q,t,l/q,l/t] est donnée par : 
w*(F(X; q, t)) = w (F (X; q-1 , r 1)). 
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Il est facile de vérifier que la restriction à A est w. Cependant, w* est linéaire sur 
(Q, mais pas linéaire sur (Q(q, t). Par abus, on dénote w l'extension de w linéaire sur 
Q(q, t). (Dans certains articles, w* est noté ..j...) 
Dans le lemme qui suit, les deux applications agissent sur les polynômes de Macdo-
nald combinatoires de façons différentes. Le prochains lemme a d'abord été montré 
dans (Garsia et Tesler, 1996) via le théorème 1.5. Cependant les preuves ont été 
refaites afin de n'utiliser que des outils présentés dans ce mémoire. 
Lemme 3 : Pour tout n et pour tout µ f--- n, on a : 
w*(Hµ(X; q, t)) = q-n(µ')rn(µ) Hµ(X; q, t). 
Démonstration. On remarque d'abord que le premier résultat implique trivialement 
le deuxième. En effet, w est une involution linéaire sur Q(q, t) et par définition: 
Il suffit alors de montrer la première assertion. Pour µ et À partages de n, on pose : 
Pµ(X; q, t) = L a>.,µ(q, t)p>.(x). 
>.f--n 
Alors a>-.,µ(q, t) = a>.,µ(q-1, r 1). par la proposition 2. Ainsi: 
w(H>-.(X;q-1,r1)) =W (P>. [/~1;q-1,t]) &À(q-1,r1) 
= I:aµ,>-.(q-1,t)w (Pµ [/~1]) &>.(q-1,c1) 
µrn 
= (-ttI:aµ,>-.(q,C 1)Pµ [l~t] &>-.(q-1,c1) 
µrn . 
= (-tt P>. [1 ~ t; q, c1] &>-.(q-1, c1) 
(-tt TI q-a(c)t-l(c)-l(tl(c)+l _ qa(c)) 
= Hµ(X; q, t) cflcEÀ ( qa(c) - tl(c)+l) . 
= Hµ(X; q, t)q-n(>.')cn(>-.), par 1.1. 
Ce qui est bien le résultat annoncé. 
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• 
Le lemme qui suit est une autre identité remarquable des polynômes de Macdonald. 
La preuve n'en sera pas faite puisqu'elle utilise plusieurs outils qui n'ont pas été 
introduits ici, mais qui sont présentés dans (Macdonald, 1995) pour les polynômes 
de Macdonald originaux. Le théorème 1.6 de (Garsia et Tesler, 1996) est une preuve 
pour les polynômes de Macdonald combinatoires. 
Lemme 4 : Pour tout µ r n on a : 
Hµ(X; q, t) = Hµ,(X; t, q) (1.15) 
Bien que ce soit une propriété remarquable, le lemme qui suit est une simple déduc-
tion faite à partir des propriétés des polynômes de Macdonald originaux. Puisqu'ils 
ont cette propriété on dit que les polynômes de Macdonald sont multiplicatif pour 
t = 1, ou simplement multiplicatif. A ma connaissance, aucune publication n'en fait 
la preuve formelle. 
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Lemme 5 : Pour tout µ 1- n, on a : 
Hµ(X; q, 1) = Hµ 1 (X; q, l)Hµ 2 (X; q, 1) · · · Hµk(X; q, 1) 
[ X ] n . et Hn(X; q, 1) = en l _ q g (1- qi). 
Démonstration. 
Hµ(X; q, 1) = Hµ,(X; 1, q) = Pµ, [l ~ ; 1, q-1] II (1 - cf(c)+l) 
q cEµ' 
= P , [ X · 1 r] II(l - r-a(c)-1) en posant q = r-1 
µ 1- r-1 ' ' ' 
cEµ 
= eµ [ 1 -~-1] II (1 - r-a(c)-1 )( *) 
cEµ 
= g e_. [ 1 _X,-1] !! {1 - ,-a(,)-1) 
f(µ) 
= JI Piµ; [ 1 -~-1; 1, r] II (1 - r-a(c)-1) 
i=l cEµ; 
f(µ) 
= II Piµi [ 1 ~ ; 1, q-1] II (1 - cf(c)+l) 
i=l q cElµi 
f(µ) 
= II H1µ; (X; 1, q) 
i=l 
f(µ) 
= II Hµ;(X; q, 1), 
i=l 
En particulier, par(*), Hn(X;q, 1) = en [1~] Il(l-qi). 
q i=l 
(1.16) 
(1.17) 
• 
Dans la section suivante, on verra que le lemme 4 a également des conséquences 
sur les coefficients du développement en fonctions de Schur. On rappelle que ces 
coefficients se nomment polynômes ( q, t )-Kostka. 
43 
1.6 Propriétés des polynômes (q, t)-Kostka 
C'est aussi lors du 2oe Séminaire Lotharingien que Macdonald conjecture que les 
polynômes { Jµ} développés dans la base duale aux fonctions de Schur pour le produit 
scalaire de Hall-Littlewood, noté Sµ(X; t), étaient à coefficients dans N[q, t, ].Un peu 
plus tard, Garsia et Haiman proposent une formulation explicite de ceci en terme de 
la théorie de la représentation. En effet, ils décrivent des modules bigradués explicites, 
dénotés Mµ, pour lesquels ils conjecturent que F(Mµ) = Hµ(X; q, t). Haiman montre 
aussi que la dim(Mµ) = n! entraine l'égalité précédente. Montrer que la dimension de 
Mµ est n! a été connu sous le nom de conjecture n!. En 2001, Haiman, dans [Hai2001], 
prouva la conjecture n! en montrant que les polynômes (q, t)-Kostka admettent une 
interprétation issue de la théorie de la représentation. 
Les polynômes (q, t)-Kostka, introduits dans la section 1.14, ont plusieurs propriétés 
qui seront utiles pour la suite. Lors de l'évaluation en q = 0 et t = 1, ils repré-
sentent les nombres de Kostka. De plus, l'évaluation de K.\µ(l, 1) donne le nombre 
de tableaux standards de forme À. Ils ont également une sorte de symétrie lorsque 
les indices sont conjugués. Les lemmes qui suivent précisent ce lien. Les preuves sont 
déduites des lemmes 3 et 4 de la même façon qu'au pages 175 et 212 de (Garsia et 
Tesler, 1996). 
Lemme 6 : Pour tout À et µ partages de n, on a : 
Démonstration. On a : 
qn(µ')tn(µ) Hµ(X; q-l, rI) = qn(µ')tn(µ) L K>..,µ(q-l, rI )s>..(X). 
>..r-1µ1 
44 
Ainsi que: 
qn(µ')tn(µ) Hµ(X; q-1 , C 1) = w(Hµ(X; q, t)) 
= L K>.,µ(q, t)w(s>.(X)) 
>.!-1µ1 
= L K>.,µ(q, t)sN(X) 
)..f-1µ1 
= L KN,µ(q, t)s>.(X). 
>.f-1µ1 
Les fonctions de Schur forment une base de A[q,t,I/q,I/t], l'écriture est donc unique. 
Alors par le lemme 3 on a bien le résultat voulu. • 
Puisque w est une isométrie son application induit toutes sortes d'égalités. Le lemme 
suivant en est un autre exemple. 
Lemme 7 : Pour tout >. et µ partages de n, on a : 
Démonstration. Par le lemme 4, on a : 
Ainsi que: 
Hµ,(X; t, q) = Hµ(X; q, t) 
= L K>.,µ(q, t)s>.(X) 
>.f-1µ1 
Hµ,(X; t, q) = L K>.,µ'(t, q)s>.(X). 
)..f-1µ1 
Les fonctions de Schur forment une base de A[q,t,I/q,I/t], l'écriture est donc unique. Ce 
qui complète la preuve. • 
. i 
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Le lemme précédent montre que la matrice q, t-Kostka, vue dans la section 1.5, est 
une permutation des lignes de la matrice K(n)lq++t, où q ++test l'échange de variable 
q pour t et t pour q. Pour plus de détails voir les explication en haut de l'exemple 
19. On a alors que det(K(n)) = ±det(K(n)q++t). 
Le lemme qui suit montre que la matrice inverse de la matrice q, t-Kostka, notée 
K(n)- 1 , est une permutation des colonnes de la matrice K(n)-1 lq++t· 
Lemmè 8 : Pour tout À f- n, on a : 
Démonstration. On a : 
sµ(X) = L K;,!(q, t)H>.(X; q, t). 
>.f--n 
Donc: 
sµ(X) = sµ(X)lq++t 
= (z:=K;,!(q,t)H>.(X;q,t)) 1 
>.1-n q++t 
= LK;,!(t,q)H>.(X;t,q) 
>.1-n 
= L K;,!(t, q)HN(X; q, t). 
>.1-n 
• 
Si la matrice est indexée par l'ordre lexicographique vu dans la section 1.1, il serait 
tentant de s'imaginer que la permutation des colonnes (respectivement lignes) est 
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simplement une réflexion de la matrice sur sa colonne centrale (respectivement ligne 
centrale), ceci est pourtant faux. En effet, 3111 >iex 222, mais en conjuguant on 
obtient (3111)' = 411 fiex (222)' = 33. 
Le problème survient seulement pour certains partages incomparables pour l'ordre de 
la dominance. L'ordre lexicographique est une extension de l'ordre de la dominance 
et on peut monter que µ --< À si et seulement si À' --< µ'. 
Cette section se termine avec quelques de matrices ( q, t )-Kostka et leurs inverses pour 
n = 2, n = 3 et n = 4 : 
[ : :l [ -::, ~l -=.!.. q-t q-t 
1 q (q + 1) q3 t2 (qt+q+t)qt 2 (q2-t)(q-t) (q2-t)(-t2+q) (q-t)(-t2+q) 
1 q+t qt t q2+qt+t2 - q (q2-t)(q-t) ( q2-t) (-t2+q) (q-t)(-t2+q) 
1 t (t + 1) t3 1 q+t+l 1 (q2-t)(q-t) (q2-t)(-t2+q) (q-t)(-t2+q) 
1 q(q2+q+l) q2 (q2 + 1) q3 (q2 + q + 1) q6 
1 q2+q+t q (q + t) q (q2 + qt + t) q3t 
1 qt+q+t q2 + t2 qt (q + t + 1) q2t2 
1 t2 + q+ t t (q + t) t(qt+t2+q) qt3 
1 t (t2 + t + 1) t2 (t2 + 1) t3 (t2 + t + 1) t6 
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-
t3 t2q( q2t+q2+qt+t l ~qt-l)t2q2 tq2 ( qt2 +qt+t2 +q l <J.3 
(q-t)(q2-t)(q3-t) (q-t)2(q+t)( qLt) (q-t) (-t2+q)(q2-t) (q-t)2 (-t3+q)(q+t) (-t2+q)(-t3+q)(q-t) 
t2 (q2+t)t 
(q-t)(qLt)(qLt) (q-t)2(qLt) 
tq~q2+t2-q-t l 
(q-t)(-t2+q)(q2-t) 
't2+q lq 
(-t +q)(q-t)2 -
<J.2 
(-t2+q)(-t3+q)(q-t) 
0 t 1 
- (q-t)~(q+t) 0 (q-t)2(q+t) (q-t)2 
-
t <J.2+t <J.2H<J.t2-<J.2-t2 t2+<J. !l (q-t)(q2-t)(q3-t) (q-t)2(qLt) (q-t)2 (-t2+q)(q2-t) (-t3+q)(q-t)2 (-t2+q)(-t3+q)(q-t) 
1 
-
<J.2+<J.+t+l 2t-l t 2+2+t+1 
-
1 
(q-t)( q2-t)(q3-t) (q-t)2 (q+t)(qLt) (q-t)2(-t2+q)(q2-t) (q-t)2(-t3+q)(q+t) (-t2+q)(-t3+q)(q-t) 
1. 7 Opérateur v' : propriété et interprétation combinatoire 
Introduit en 1994 par François Bergeron, l'opérateur v' est paru dans une première 
publication en 1999 dans (Bergeron et Garsia, 1999). L'opérateur a originalement été 
introduit dans une lettre adressé à Andriano Garsia afin d'obtenir une formulation 
simple pour la transformée de Frobenius du caractère gradué de l'espace diagonal 
harmonique. Il s'avère être intéressant sous bien d'autres aspects en combinatoire 
algébrique. 
L'opérateur v' est un opérateur Q(q, t)-linéaire dont les polynômes de Macdonald 
sont les fonctions propres. Il est défini par : 
Des opérateurs plus généraux seront abordés dans la section 2.1. Les résultats sui-
vants seront alors généralisés. Ces résultats ont d'abord été démontrés pour v' dans 
(Garsia et Hainian, 1996b). Cependant, les preuves sont différentes étant donné la 
nature de v'. 
Lemme 9: L'opérateur v' est tel que w*v'w* = v-1. 
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Démonstration. Par le lemme 3, on a: 
w*(Hµ(X; q, t)) = q-n(µ')rn(µ) Hµ(X; q, t) 
= v7-1 Hµ(X; q, t) 
Donc Vw* = id, Ce qui donne le résultat. 
On considère, maintenant, l'application lq++t qui interchange q et t. 
AQ(q,t) 
q f-+ t 
AQ(t,q) 
Fj 
q f-+ t 
j FlqBt 
AQ(q,t) AQ(t,q) 
• 
Il importe de remarquer ici que v7 est, en fait, V(q,t), car il est défini sur la base 
{Hµ(X; q, t)}. A l'inverse v7ct,q) est définie sure la base {Hµ(X; t, q)}. 
Dans ce mémoire, les opérateurs sont tous définis dans End(Q(q,t) (AQ(q,t)). Lorsque 
l'on utilise lq++t, on peut considérer le nouvel opérateur dans End(Q(q,t) (AQ(q,t)), par 
le lemme 4. Si on pose l'opérateur Q(q, t)-linéaire <.p : AQ(q,t) -+ AQ(t,q), définie par 
<.p(Hµ(X; q, t)) = Hµ,(X; t, q) le nouvel opérateur associé à Flq++t dans End!Q(q,t) (AQ(q,t)) 
est en réalité <.p- 1 Flq++t'P, mais pour éviter la lourdeur on écrit simplement Flq++t et 
les sous-indices sont omis. A moins que des parenthèses soient utilisées, l'opérateur 
lq++t s'applique uniquement à l'objet qui se situe immédiatement à sa gauche. 
Exemple 19: 
Hµ(X; q, t)lq++t = Hµ(X; t, q) = Hµ,(X; q, t), par le lemme 4 (1.18) 
Exemple 20: 
'V'(q,t)lq++tHµ(X; q, t) = ('V'(q,t)Hµ(X; t, q))lq++t 
= ('V'(q,t)Hµ 1 (X; q, t))lq++t 
= (qn(µ)tn(µ,') Hµ,(X; q, t))lq++t 
= tn(µ)qn(µ') Hµ,(X; t, q) 
= qn(µ')tn(µ) Hµ(X; q, t)) 
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Il a été montré dans (Bergeron et al., 1999), à la page 402, que l'opérateur 'V' est tel 
que: 
Vlq++t = V 
Cette propriété sera définie plus loin comme étant la symétrie conjuguée. La preuve 
n'est pas faite ici puisque le lemme 13 de la section 2.1 en est une généralisation. Plus 
précisément, il s'agit de la même preuve appliquée à des valeurs propres différentes. 
Cependant, le théorème 1.1 de (Bergeron et al., 1999), qui suit, n'est pas générali-
sable à tous les opérateurs dont les valeurs propres sont toutes des monômes. 
Théorème (Bergeron-Garsia-H aiman-Tesler) : 
'V'(Az[q,tJ) Ç Az[q,tJ et v-1(Az[q,tJ) Ç Az[q,t,1/q,1/tl· 
D'ailleurs, dans la section 2.3, on montre que ceci caractérise en partie 'V'. Dans 
la proposition 3.11 de (Haiman, 2002), Haiman a raffiné ce théorème en montrant 
que V(en) est Schur positif. De façon plus précise, il a montré que 'V'(en) était le 
caractère de Frobenius bigradué de l'espace diagonal harmonique. De façon similaire 
une généralisation aux puissances de 'V' a été montrée via la proposition 6.1.1 de 
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(Haglund et al., 2005), donc vm(en) est Schur positif. Cependant, la conjecture 1 
de (Bergeron et al., 1999) est toujours ouverte. 
Conjecture 1 {Bergeron-Garsia-Haiman-Tesler) : Pour tout n, m EN et pour tout 
À, µ f- n, on a : 
Une version légèrement plus fine de cette conjecture, généralement attribué à (Ber-
geron et al., 1999), se lit comme suit. 
Conjecture 2: Pour tous n EN, À,µ f- net m E Z, on a: 
On discutera d'une approche pour résoudre en partie cette conjecture à la fin de la 
section 2.3. 
Le cas spécial de cette conjecture, oùµ= 1n, a été prouvé via la proposition 3.5 dans 
(Haiman, 2002) pour m = 1 et via la proposition 6.1.1 dans (Haglund et al., 2005) 
pour m EN. En réalité, les deux preuves montrent que vm(en) est la caractéristique 
de Frobenius bigraduée d'un espace, ce qui implique la Schur positivité. Le cas spé-
cial m = 1 et t = 1 est prouvé par Lenart dans le théorème 4.4 de (Lenart, 2000). 
Cet article présente également des configurations combinatoires donnant une inter-
prétation de V(sµ)lt=l· Il existe plusieurs interprétations combinatoires de V(!µ), 
où {Jµ} est une base des fonctions symétriques. Les personnes intéressées peuvent 
consulter (Loehr et Warrington, 2008) qui en fait un recensement. Il est à noter que 
la conjecture schuffi.e, pour V(en) a été prouvée dans (Carlson et Mellit, 2015). 
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Une autre jolie interprétation combinatoire de 'V(en)lt=l est utile dans la section 3.1. 
A cette fin, on introduit la notion de chemins de Dyck. 
Dans la grille N x N, un pas-est, noté E, est un «déplacement» de (a, b) vers (a+ 1, b) 
et un pas-nord, noté N, un «déplacement» de (a, b) vers (a, b+ 1). Un chemin de Dyck 
est une séquence de pas-nord ou: de pas-est partant de (0, 0) et terminant à (n, n), 
tout en demeurant au-dessus de la diagonale principale x = y. Cela correspond donc 
à un «mot» : 'Y= r 1r 2 • • · r 2n, où ri E {E, N}. Le nombre total de pas-nord et de 
pas-est sont égaux et dans chaque préfixe, r 1r 2 · • • rk, le nombre de pas-nord est plus 
grand ou égal au nombre de pas-est. On dénote cet ensemble de chemins 'Dn,n = 'Dn 
et on pose 'D = U 'Dn n· 
nEN ' 
Exemple 21 : La figure 1.6 montre une représentation géométrique du chemin 
NNENNEEENE: 
Figure 1.6 Chemin de Dyck 
L'aire d'un chemin est le nombre de cases qui sont sous le chemin et strictement 
au-dessus de la diagonale principale. On dénote aire: 'D-+ N l'application qui donne 
l'aire d'un chemin. On ne s'attarde pas sur la notion d'aire puisqu'elle est utile que 
pour introduire l'équation 1.19 qui est utilisé, dans ce mémoire, en la spécialisation 
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q = 1. Une contremarche d'un chemin est une séquence maximale de pas consécutifs 
vers le nord. L'application p : 'D -+ Part(n) donne le partage associé à la grandeur 
des contremarches d'un chemin ordonnées en ordre décroissant. 
Exemple 22: Soit le chemin 'Y= NNENNEEENE, alors l'aire de 'Y telle que 
vue dans la figure 1. 7, est aire("!) = 4 et les contremarches de 'Y telles que vues dans 
la figure 1.8 sont donnés par p("!) = 221. 
Figure 1.7 Aire d'un chemin de Dyck Figure 1.8 Contremarches 
On dénote par V q la spécialisation en t = l de l'opérateur V, c'est-à-dire l'opérateur 
f H V(f)lt=l· Le théorème 5.3 de (Garsia et Haglund, 2002) montre que : 
t7 (e ) _ """' qaire('y)e V q n - L....J p('y)• (1.19) 
"{EVn,n 
Dans la section 2.1, on introduit la notion de multiplicativité d'un opérateur. L'opé-
:çat_eur "\l est multiplicatif, il en résulte que "\l q est déterminé par 1.19, puisque V q 
est bien défini et que les { eµ} forment une base algébrique de Az[q]. 
Afin de simplifier les notions à la fin de la section 3.2, une autre représentation géo-
métrique des chemins de Dyck est nécessaire. Dans cette représentation, les pas-nord 
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vont de (a, b) vers (a+ 1, b + l) et les pas-est vont de (a, b) vers (a+ 1, b - l). Les 
«mots» correspondants à ces chemins sont les mêmes que dans la définition précé-
dente. C'est la représentation géométrique qui est différente. Pour 'Y= r1r~ · · · r2n, si 
la représentation géométrique de rk va de ( a, b) vers ( c, d), on dit que la coordonnée 
de rk est (c, d). On nomme pic les endroits où rkrk+l = NE et la coordonnée du pic 
est la coordonnée de rk. La hauteur d'un pic est l'ordonnée de rk et la somme des 
pics est alors la somme des abscisses des coordonnées des pics. Cette représentation 
est utilisée à la fin de la section 3.2 dans les exemples 34 et 35. 
Exemple : La figure 1.9 montre la représentation géométrique des pics du chemin 
1 = NNENNEEENE vu dans l'exemple précédent. 
Figure 1.9 Pics d'un chemin de Dyck 
Les pics sont en (2, 2), (5, 3), (9, 1) et la somme des pics de 'Y est 2 + 5 + 9 = 16. 
On a préféré introduire deux interprétations géométriques puisque la première sim-
plifie énormément les preuves du chapitre 3 et la deuxième simplifie l'énoncée de 
la question posée à la fin du chapitre 3. De plus, ce choix met en relief le fait que 
les chemins de Dyck peuvent être utilisés de deux façons distinctes pour interpréter 
combinatoirement '\7 ( en) lq=t=l · 
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Il peut arriver que l'image d'un opérateur coïncide avec celle de v' sur une composante 
homogène. On en présente quelques-unes dans la section qui suit. 
1.8 Opérateurs ~-
Depuis l'avènement des polynômes de Macdonald, plusieurs autres opérateurs ayant 
les polynômes de Macdonald comme fonctions propres ont été étudiés, notamment 
les opérateurs définis par substitution pléthystiques définis dans cette section. Cette 
famille d'opérateurs propres de Macdonald a été introduite dans (Garsia et Haiman, 
1996a). Le temps a montré que certains de ces opérateurs ont une interprétation liée 
à la théorie de la représentation. 
La notation suivante permet d'alléger les formules : 
Bµ, = L qiti. 
(i,j)Eµ, 
(1.20) 
Soit FE A, alors v' Fest un opérateur Q(q, t)-linéaire défini sur la base des polynômes 
de Macdonald par : 
v' FHµ,(X; q, t) = F[Bµ,]Hµ(X; q, t). (1.21) 
(Beaucoup de publications utilisent la notation ~F plutôt que v' F· Ce choix sera 
justifié dans la section 2.4.) 
Ces opérateurs coïncident parfois avec v'. En effet, si GE A est homogène de degré 
n alors v' ( G) = v' en ( G). Attention ! Ceci n'est pas toujours vrai : si G est homogène 
de degré k =J n alors v' ( G) =J v' en ( G). 
Ces opérateurs ont la propriété suivante v' aF+bGH = av' F+bv' ao v' H, où a, b sont des 
éléments de Q(q, t) et F, G et H des fonctions symétriques. Cette dernière provient 
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de la définition du pléthysme 1.12. De plus, si on considère les fractions rationnelles 
de fonctions symétriques plutôt que A on trouve que (V F )-1 = V .1.. Ceci permet de 
F 
déduire que V F+G est Schur. positif si V F et V a le sont, car la somme d'expressions 
Schur positives est Schur positive. Il faut cependant faire attention ceci n'est pas vrai 
pour la propriété d'être virtuellement Schur positif. 
Une autre approche est de remarquer que les valeurs propres de V e1 sont toutes 
distinctes, car e1[Bµ] = Bµ- II s'ensuit, par l'interpolation de Lagrange, que tout 
opérateur peut s'écrire comme un polynôme en Ve1 à coefficients dans Q(q, t). 
Exemple 23: 
Cependant, si on cherche à mettre en évidence que les coefficients polynomiaux, il 
faut travailler autrement. C'est la motivation derrière la section 2.4. 
Ce qui précède rend le résultat qui suit étonnant. Tout comme pour V, le théorème 
1.3 de (Bergeron et al., 1999) montre que : 
Théo~me (Bergeron-Garsia-Haiman-Tesler) : Pour tout FE A on a: 
V F(Az[q,t]) Ç Az[q,t]· 
' 
En particulier, ceci implique que les opérateurs ainsi définis sont Schur polynomiaux, 
tel qu'énoncé dans la définition 10. Il existe plusieurs conjectures liées à la Schur po-
sitivité de certains de ces opérateurs. La première est la conjecture 3.20 de (Haiman, 
2002). 
Conjecture 3 (Bergeron-Garsia-Haiman-Tesler): Pour tout k etµ f-- n, l'expression 
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V'.sµ ( ek) est Schur positive. 
Dans le même article, il est montré que "vsµ ( hn [ (1-qfcl-t)]) et "v ensµ ( ek) sont des 
expressions Schur positives. Ceci est accompli en leur associant un caractère de Fro-
benius. Le cas spécialµ= lk et t = l/q est prouvé dans le corollaire 5.1 de (Haglund 
et al., 2016). Plus généralement, il est possible de se questionner sur quelle fonc-
tion symétrique donne des expressions Schur positives pour "v 1(ek) ou même "v 1(s>.), 
Ainsi que, se questionner sur lesquelles parmi ces expressions Schur positives sont le 
Frobenius d'un espace de polynômes. 
Ce chapitre termine avec une application de w qui donne un lien entre les coefficients 
d'expressions qui ne sont pas liées, à première vue. Le corollaire 2.9 de (Haglund, 
2004) montre que pour tout F E An : 
En particulier, pour toutµ f-- n, on a les égalités ("ved_ 1(en),sµ) = ("v8µ1 (ed),sd) et 
("v ed-i (en), Sn) = ("v en ( ed), sd), 
Pour mieux. étudier la Schur positivité, il serait utile de caractériser plus en profon-
deur les opérateurs ayant les polynômes de Macdonald comme fonctions propres. 
"' 1 
' 
CHAPITRE II 
CARACTÉRISATION DES OPÉRATEURS PROPRES DE MACDONALD " 
La majeure partie de ce chapitre découle d'une recherche originale. Lorsque ce n'est 
pas le cas, les références sont indiquées. Dans un premier temps, on discute de ca-
ractérisation générale des opérateurs propres de Macdonald. On introduit, ensuite, 
des nouvelles catégories d'opérateurs dits monomiaux que l'on caractérise également. 
Dans la troisième section, on utilise les outils introduits dans les sections précédentes 
pour caractériser l'opérateur v7. Enfin, on termine cette partie par l'introduction 
d'une généralisation d'opérateurs définis par substitution pléthystiques considérés 
au chapitre 1. 
2.1 Caractérisation générale 
L'étude de la structure des opérateurs linéaires ayant des polynômes orthogonaux 
comme fonctions propres est de grande importance dans la résolution d'équations aux 
dérivées partielles. Il est mentionné à la fin de la section 1.4 que les polynômes de 
Macdonald (combinatoires) peuvent s'obtenir comme transformées de Frobenius du 
caractère bigradué des modules de Garsia-Haiman. Il est donc naturel de chercher 
à caractériser les opérateurs ayant les polynômes de Macdonald comme fonction 
propre afin de mieux comprendre ces modules. Il faut, cependant, remarquer que 
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la motivation originale de cette étude est liée à certains opérateurs en physique qui 
ont les polynômes de Macdonald comme fonction propre. La représentation par les 
modules de Garsia-Haiman est venue suite à l'étude de ces polynômes. 
Avant d'introduire les opérateurs propres de Macdonald, on définit des opérateurs 
plus généraux. Soit A un anneau contenant les variables q et t. On dit que N est 
un opérateur homogène de Macdonald de degré k si on a, pour toute composante 
homogène: 
N: A1_-+ A~+k 
Hµ i-+ L aÀ,µHÀ. 
Àl-d+k 
Ce sont des opérateurs A-linéaire homogènes de degré k dont les fonctions propres 
sont des polynômes de Macdonald. Les opérateurs de l'exemple qui suit sont utilisés 
dans les lemmes 18 et 19. 
Exemple 24 : L'opérateur U définit par U(Hµ) = Lµ«À HÀ est un opérateur 
homogène de degré 1. C'est-à-dire, pourµ= 321, on a : 
U(H321) = L HÀ = H421 + H331 + H322 + H3211· 
321<::À 
L'opérateur D défini par D(Hµ)-:-- LÀ«µ HÀ est homogène de degré -1. Donc, pour 
µ = 321, on a: 
D(H321) = L HÀ = H32 + H311 + H221-
À<i:321 
Exemple 25 : Soit e1 l'opérateur qui multiplie une fonction symétrique par e1 . Il 
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est montré, par la proposition 1.3 et le théorème 1.4 de (Garsia et Tesler, 1996) que: 
. Ad Ad+1 
e1 · Q(q,t) --+ (Q)(q,t) 
Hµ 1---+ L d>,.,µ(q, t)H>-. 
µ<0, 
où 'R>-.,µ représente l'ensemble des cases du diagramme µ dans la même ligne que 
l'unique case du diagramme À/µ, C>-.,µ représente l'ensemble des cases du diagramme 
µ dans la même colonne que À/µ et : 
Pour µ = 21 on a : 
(t - q2)(1 - q) (1 - t)(l - q) (q - t2)(1 - t) 
e1(H21) = e1H21 = (t2 _ q2)(t _ q) H31 + (l _ t2)(l _ q2) H22 + (q2 _ t2)(q _ t) H211 
La proposition 1.2 de (Garsia et Tesler, 1996) montre que e1 [ (l-q)(l-t)] est l'opé-
rateur adjoint à ôe1 = Li2'.l fxi, pour le produit scalaire ( ·, · )*. Ce dernier est un 
opérateur homogène de degré -1. Alors pour : 
Ainsi: 
Ôe1 (Hµ) = L C>-.,µ(q, t)H>-. 
À<f.µ 
Ce qui donne pourµ= 21 : 
t - q2 q- t2 
ôe1{H21) = --Hn + --H2 
. ' .. t-q . q-t 
La plupart des opérateurs considérés dans la suite de ce travail sont de degré O. 
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Un opérateur Q(q, t)-linéaire, N: AIQ(q,t) --+ AIQ(q,t), est un opérateur propre de Mac-
donald si pour les valeurs propres v µ = v µ ( q, t) l'opérateur est défini par : 
Bien que Hµ soit un vecteur propre de l'opérateur, il est d'usage de dire que Hµ est 
une fonction propre. S'il n'y a pas risque de confusion, la valeur propre associée à Hµ 
est noté Vµ- De plus, on dénote la composition d'opérateurs F o G par FG. 
Ces opérateurs sont bien définis puisque les polynômes de Macdonald combinatoires 
forment une base des polynômes symétriques et qu'il est suffisant de donner l'image 
pour une base afin de définir un opérateur. Bien entendu, ces opérateurs commutent 
pour la composition, puisqu'ils partagent la même base de vecteurs propres. Le lemme 
qui suit montre ce résultat classique. 
Lemme 10: Deux opérateurs ayant une même base de vecteurs propre commutent. 
Démonstration. Soit B, D deux opérateurs ayant la base de vecteurs propres {Hµ} 
et de valeurs propres respectives { vµ(q, t)}, { wµ(q, t)} Ç Q(q, t). Soit f E AIQ(q,t) telle 
que J = E aµ(q, t)Hµ- Alors : 
(Bo D)(f) =(Bo D) (L aµ(q, t)Hµ) 
= L aµ(q, t)B(D(Hµ)) 
= I:aµ(q,t)B(wµHµ) 
= L aµ(q, t)wµB(Hµ) 
= L aµ(q, t)wµvµHµ 
= L aµ(q, t)D(vµHµ) 
= L aµ(q, t)D(B(Hµ)) 
1 
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Donc les opérateurs commutent. • 
Dans le chapitre 3, on voit qu'il peut y avoir des obstructions à ce que les opérateurs 
commutent si les paramètres q et t ne sont plus abstraits. 
Il est maintenant facile de vérifier que l'ensemble des opérateurs propres de Mac-
donald inversibles, 0, à coefficients dans Q(q, t) forme un groupe abélien pour la 
composition. Il est représenté par l'ensemble des matrices diagonales à coefficients 
dans Q(q, t) ayant un déterminant non nul. 
Le groupe O admet le sous-groupe suivant : 
C ={NEO I N(Hµ) = qknénHµ pour toutµ f--- n}. (2.1) 
Autrement dit, les valeurs propres ne dépendent que de la taille de µ. Ce sous-groupe 
est normal, puisque O est abélien. On peut donc considérer le groupe quotient O /C. 
La relation d'équivalence associée à ce groupe quotient est notée ~. 
Ainsi, si un opérateur N peut être transformé en un opérateur F à l'aide d'un 
monôme dans l'anneau des polynômes de Laurent en Q[q±1,t±1] et que ce facteur de 
correction ne dépend que du degré de la fonction symétrique à laquelle on applique 
N et F on note N ~ F. 
Exemple 26 : Soit N défini par N(Hµ) :-- qn Hµ pour tout µ f--- n, alors N ~ id. 
Exemple 27: Soit N défini par N(Hµ) = qt'V(Hµ), alors N ~ 'V. 
Les lemmes suivants montrent que cette construction est utile pour l'étude d'opéra-
teurs Schur polynomiaux et Schur positifs, telles que vues dans la définition 10. 
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Lemme 11 : Soit F E C, alors F est Schur positif. 
Démonstration. Pour une composante homogène de degré n, les valeurs propres de 
F sont de la forme qCntdn, par définition. Alors, pour tout µ 1- n, on a : 
C'est donc bien Schur positif. • 
Il est intéressant de remarquer que si un opérateur propre de Macdonald a la pro-
priété d'être Schur polynomial ou Schur positif alors tous les éléments de sa classe 
d'équivalènce ont la même propriété. 
Lemme 12 : Soient F et G deux opérateurs propres de Macdonald tel que F ~ G. 
Alors Fest Schur polynomial (respectivement Schur positif) si et seulement si Gest 
Schur polynomial ( respectivement Schur positif). 
Démonstration. Si F ~ G alors par définition il existe N E C tels que F = NG. 
Par le lemme 11 N est Schur positif. De plus, C est un sous-groupe de O donc 
N est inversible. Puisque la composition de deux opérateurs Schur polynomiaux 
(respectivement Schur positif) est Schur polynomial (respectivement Schur positif) 
le résultat suit. • 
Attention ! Bien que le résultat précédent reste vrai pour les opérateurs Schur po-
sitifs, il ne l'est pas pour les opérateurs virtuellement Schur positifs. En effet, il 
est facile de vérifier que l'ensemble des opérateurs propres de Macdonald qui sont 
Schur polynomiaux, P, et l'ensemble des opérateurs propres de Macdonald qui sont 
Schur positifs, S, sont des sous-groupes de O. Cependant, l'ensemble des opérateurs 
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propres de Macdonald qui sont virtuellement Schur positif, V, n'est pas un sous-
groupe, car la composition de deux opérateurs virtuellement Schur positifs ne l'est 
pas nécessairement, comme le montre l'exemple qui suit. 
Exemple 28 : Soit N un opérateur propre de Macdonald ayant les valeurs propres : 
v11 (q, t) = (2t - q) et v2(q, t) = q. 
Alors, en utilisant les matrices de transition K(n) et K(n)-1, on trouve : 
N(s11 ) = 2s2 + (q + 2t)sn et N(s2) = -qs2 - 2qts11 , 
qui sont virtuellement Schur positif. Cependant : 
n'est pas virtuellement Schur positif. 
D'autres outils permettent de faciliter la détermination de la Schur positivité d'un 
opérateur propre de Macdonald. Le lemme 1.7 énoncé que l'opérateur v7 vu dans la 
section 1.7 est tel que v-1 = w*Vw*. On va montrer dans quelles conditions cette 
propriété est vraie. Pour un opérateur propre de Macdonald, la proposition qui suit 
donne cette caractérisation qui dépend uniquement des valeurs propres. 
Proposition 4 : Soit N un opérateur propre de Macdonald inversible ayant les 
valeurs propres vµ(q, t) E (Q(q, t). Alors les propriétés suivantes sont équivalentes: 
(i) 
(ii) 
P(q, t)qc(µ)td(µ') ±1 ±1 , 
vµ(q, t) = P(l/q, l/t) et P E (Q[q , t ], P =/= 0, c(µ), d(µ) E Z 
w*Nw* = N-1 
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, · • ( ) P(q t)qc(µ)td(µ') Demonstratzon. Si Vµ q, t = P(l/q,l/t) alors : 
P(l/q, 1/t)q-c(µ)t-d(µ') 1 
vµ(l/ q, 1/t) = P( ) = ( )" q,t Vµ q,t 
D'où, w*Nw* = N-1 . 
Réciproquement, si w* Nw* = N-1 , alors, pour toutµ, vµ(~,t) = vµ(l/q, 1/t). Puisque 
vµ(q, t) E CQl(q, t), on pose vµ(q, t) = ~~::!~, où P, Q E CQl[q±1 , t±l]. Sans perte de 
généralité, on suppose Pet Q réduits au sens où il n'existe pas de RE CQl[q±1, t±l] 
tel que RIP et RIQ. On a alors: 
P(l/q, 1/t)P(q, t) = Q(l/q, 1/t)Q(q, t). (2.2) 
Donc P(q, t) IQ(q, t)Q(l/q, 1/t). Or, P et Q sont réduits, ainsi P(q, t) IQ(l/q, 1/t). 
D'où: 
Q(l/q, 1/t) = M(q, t)P(q, t), M(q, t) E CQl[q±1, t±1] 
En remplaçant dans l'équation 2.2 on trouve : 
P(l/q, 1/t)P(q, t) = M(q, t)P(q, t)M(l/q, 1/t)P(l/q, 1/t). 
Donc: 
M(q, t)M(l/q, 1/t) = 1 
Par conséquent, M est un monôme, car M(q,t) E CQl[q±1 ,t±1]. Si bien que: 
( ) P(q,t) _P(q,t) -
Vµ q, t = Q(q, t) = M(l/q, 1/t)P(l/q, 1/t). 
, • ( ) P(q t)qc(µ)td(µ') Il sen smt que Vµ q, t = P(I/q,I/t) , tel que voulu. • 
Il est maintenant facile de déterminer si l'inverse d'un opérateur ayant la propriété 
que w* N w* = N-1 est virtuellement Schur positif. 
65 
Corollaire 1 : Soit N un opérateur, alors N est Schur polynomial (respectivement 
virtuellement Schur positif) si et seulement si w* Nw* est Schur polynomial (respec-
tivement virtuellement Schur positif). 
Démonstration. On remarque d'abord que w* est une involution. Il suffit donc de 
montrer que la conjugaison par w* préserve la propriété d'être Schur polynomial 
(respectivement virtuellement Schur positif). Par le lemme 2, w*(sµ) = w(sµ) = sµ'· 
De plus, pour tout polynôme de Laurent P(q, t) = L ak,zqktl, il existe Net M tels 
que, pour tout ak,l =/:- 0, on a k ::; N et l ::; M. Ainsi : 
P(l/q, 1/t) = L ak,z(1/qt(1/t)1 
= q-NrMI:ak,lqN-ktM-l E Q[q±l,t±l] 
De plus, les signes des coefficients sont préservés. Ainsi pour tout µ : 
w* Nw*(sµ) = w* N(sµ,) 
- w' ( ~ P;(q, t)s;) 
= I:w*(P>.(q, t))s>.) 
À 
= L P>.(1/q, 1/t)s>., 
À 
Par ce qui précède, les coefficients sont tous dans Q [ q±l, t±l J et le signe est préservé. 
L'application w préserve donc la propriété d'être Schur polynomial (respectivement 
virtuellement Schur positif), ce qui complète la preuve. • 
Avec les deux derniers résultats, il est donc suffisant de montrer que la conjecture 2 
est vraie pour tout m E N. 
66 
On utilise maintenant des propriétés des polynômes de Macdonald pour caractériser 
certains opérateurs propres. Dans le lemme 5, on a montré que les polynômes de 
Macdonald sont multiplicatifs en t = 1. Certains opérateurs propres peuvent égale-
ment avoir une propriété similaire. On dit que N est un opérateur multiplicatif pour 
t = 1, ou q-multiplicatif, si pour tout µ on a : 
N(Hµ(X; q, 1)) = N(Hµ 1 (X; q, l))N(Hµ 2 (X; q, 1)) · · · N(Hµk(X; q, 1)) 
La propriété peut également être défini par les valeurs propres de N. Par définition 
on a: 
N(Hµ(X; q, 1)) = vµ(q, l)Hµ(X; q, 1). 
On a également, par l'égalité 1.16 : 
Donc: 
N(Hµ(X; q, 1)) = N(Hµ 1 (X; q, l))N(Hµ 2 (X; q, 1)) · · · N(Hµk(X; q, 1)) 
= Vµ 1 (q, l)vµ 2 (q, 1) · · · Vµk(q, l)Hµ(X; q, 1). 
(2.3) 
Si un opérateur satisfait cette caractérisation pour tout µ on dit simplement que N 
est multiplicatif 
Attention! Ceci n'est vrai que pour t = 1. Comme le montre l'exemple qui suit : 
Exemple 29 : Soit N l'opérateur défini par vµ(q, t) = qlµlt, on a alors pour µ = 
µ1, ... ,µk: 
Cependant: 
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Un opérateur, N, est dit opérateur multiplicatif pour q = l, out-multiplicatif, si pour 
toutµ: 
Vµi(l, t) = V11t1 (1, t)V11t2 (1, t) · · · V11tk (1, t). (2.4) 
Exemple 30: Soit N, un opérateur, avec les valeurs propres vµ(q, t) = q(qt + l)M. 
Alors pour µ = µ 1, · · · , µk on a : 
(t + l)J!(µ) = Vµ,(l, t) = V11t1 (1, t) · · · V11tk (1, t) = (t + 1) · · · (t + 1) = (t + lt. 
Il est facile de vérifier que l'opérateur V vu dans la section 1.7 est un opérateur 
t-multiplicatif et q-multiplicatif. 
La prochaine définition est inspirée de la propriété des polynômes de· Macdonald 
Hµ(X; q, t) = Hµ,(X; t, q) vu au lemme 4. Dans ce qui suit, on établit une condition 
nécessaire et suffisante pour que ceci soit vrai pour toutes les valeurs propres d'un 
opérateur. 
Définition 13 : Soit N, un opérateur, propre de Macdonald défini par les valeurs 
propres {vµ(q, t)} . Si vµ(q, t) = vµ,(t, q) pour tout µ, on dit que N a la symétrie 
conjuguée. 
Avec cette condition pour les opérateurs t-multiplicatifs, l'équation 2.5 est équivalente 
à: 
(2.5) 
Le lemme qui suit est une généralisation directe d'une preuve qui se trouve à la page 
402 de (Bergeron et al., 1999) faite pour le cas V. 
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Lemme 13 : Soit N un opérateur propre de Macdonald. Alors N a la symétrie 
conjuguée si et seulement si Nlq++t = N. 
Démonstration. Soit { vµ(q, t)} l'ensemble des valeurs propres de N, alors : 
De plus: 
Nlq++t(Hµ(X; q, t)) = Nlq++t(Hµ,(X; t, q)), par 1.15, 
= Vµ,(t, q)Hµ,(X; t, q) 
= vµ,(t, q)Hµ(X; q, t), par 1.15. 
N(Hµ(X; q, t)) = vµ(q, t)Hµ(X; q, t). 
D'où, Nlq++t = N si et seulement si Na la symétrie conjuguée. • 
De ce lemme on remarque également que si la valeur propre de N pour Hµ(X; q, t) 
est vµ(q, t) alors la valeur propre de Nlq++t pour Hµ(X; q, t) est vµ,(t, q). 
Lemme 14 : Soit N un opérateur propre de Macdonald. Alors N est q-multiplicatif 
si et seulement si Nlq++t est t-multiplicatif. 
Démonstration. La preuve se déduit de la définition. Si N est q-multiplicatif, on a: 
Donc, pour Nq++t, ceci donne: 
Vµ,(1, q) = Vµ(q, l)q++t 
= (vµ 1 (q, l)vµ2(q, 1) · · ·Vµt(µ,/q, l))q++t 
= V11-'1 (1, q)V1µ2 (1, q) · · · V1µk (1, q) 
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D'où vµ,(l, t) = v1µ1 (1, t)v1µ2 (1, t) · · · v1,,,k (1, t). Ainsi Nlq++t est bien t-multiplicatif. 
La réciproque se montre de la inêine façon. • 
-- ... -
Corollaire 2 : Soit N un opérateur ayant la symétrie conjuguée. Alors N est mul-
tiplicatif en t = l si et seulement si N est multiplicatif en q = l. 
Démonstration. Puisque N a la symétrie conjuguée, on a, par le lemme 13, que 
N = Nlq++t· Le résultat découle donc du lemme précédent. • 
On introduit maintenant à une sous-famille particulière d'opérateurs propres de Mac-
donald. 
2.2 Caractérisation des opérateurs monomiaux et interprétation combinatoire 
La notion d'opérateurs monomiaux est une généralisation de V en une famille d'opé-
rateurs propres de Macdonald. On étudie ici leurs propriétés. L'auteure a trouvé une 
interprétation combinatoire aux opérateurs de èette famille qui ont un minimum de 
structure. On aborde d'abord des opérateurs plus généraux pour ensuite montrer 
l'intérêt de l'interprétation combinatoire. On finit la section par la caractérisation 
des opérateurs monomiaux. 
Définition 14 : Un opérateur propre de Macdonald est dit monomial si toutes ses 
valeurs propres sont des monômes de la forme qc(µ)td(µ'), où c(µ), d(µ') E Z. 
Dans la section 2.1, on a remarqué que les opérateurs propres de Macdonald inver-
sibles forment le groupe abélien O. Le lemme suivant traite des opérateurs mono-
miaux. 
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Lemme 15: L'ensemble des opérateurs monomiaux, M, forme un groupe abélien 
pour la composition. 
Démonstration. Il suffit de montrer que c'est un sous-groupe de O. Soient F et G, 
deux opérateurs monomiaux. Alors toutes les valeurs propres de F sont de la forme 
qc(µ)td(µ'), où c(µ), d(µ') E Z et les valeurs propres de G sont de la forme qe(µ)tf(µ'), 
où e(µ), f(µ') E Z . Clairement la valeur propre 1 peut s'écrire q0t0 donc l'identité 
est bien monomiale. L'inverse de F est une vérification tout aussi évidente : 
Donc F-1 est bien monomial. Évidemment, pour toutµ, on a: 
F o G(Hµ) = F(G(Hµ)) 
= F(qe(µ)tf(µ') Hµ) 
= qe(µ)tf(µ') F(Hµ) 
= t<µ)+e(µ)td(µ')+f(µ') Hµ-
Alors F o G E M et M est fermé pour la composition, ce qui complète la preuve • 
Une simple observation permet de constater que le sous-groupe C de la section 2.1 
est un sous-groupe de M. Il est normal, car M est abélien. On peut donc considérer 
le groupe quotient M/C, lorsque ceci est utile. 
Certaines circonstances requièrent une autre méthode qui peut s'avérer efficace 
la décomposition d'un opérateur monomial comme produit d'un q-opérateur, Q, et 
d'un t-opérateur, T. Un q-opérateurest un opérateur propre de Macdonald monomial 
avec des valeurs propres de la forme qc(µ). La notion de t-opérateur est analogue. Avec 
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cette terminologie, pour tout opérateur monomial, N, on a N = QT. Le q-opérateur 
associé à N est noté QN et let-opérateur associé à N est noté TN. Tout opérateur 
monomial se décompose naturellement de cette façon. De plus, pour un q-opérateur 
défini par Q(Hµ) = qc(µ), on note Q' l'opérateur' tel que Q'(Hµ) = qc(µ'). L'opérateur 
· T' est construit de façon analogue. 
On introduit maintenant un outil qui est aux opérateurs monomiaux, ce que les 
fonctions paires et impaires sont aux fonctions analytiques. 
Définition 15 : Soit N = QT un opérateur monomial. Le symétriseur est l'appli-
cation B: M-+ M telle que B(N) = QQJq++t· 
Par construction, on a donc que B(N)lt=I = Nlt=I et B(N) est un opérateur ayant 
la symétrie conjuguée. 
Exemple 31: Soit N l'opérateur monomial défini par les valeurs propres {qc(µ)td(µ)}, 
alors : 
B(N)(Hµ(X; q, t)) = QNQNJq++t(Hµ(X; q, t)) 
= QN(QN(Hµ(X; t, q)))lq++t 
= QN(QN(Hµ1 (X; q, t)))lq++t 
= QN(qc(µ') Hµ,(X; q, t))Jq++t 
= QN(tc(µ') Hµ(X; q, t)) 
= qc(µ)tc(µ') Hµ(X; q, t)) 
Une petite mise en garde s'impose ici, l'opérateur Jq++t vu en .haut de l'exemple 19 
est tel que QJq++t = Q'lq=t, il ne s'agit donc pas simplement d'échanger q et t dans 
les valeurs propres, mais aussi dans les fonctions auquels les opérateurs s'appliquent 
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tel que remarqué suit au lemme 13. 
Lemme 16 : Soit N un opérateur monomial, alors il existe F, un unique opérateur 
ayant la symétrie conjuguée, et G, un unique t-opérateur, tels que N = FG. Plus 
précisément, F = B(N). 
Démonstration. Pour l'existence, on considère, N = QT. Alors, par définition de 
symétriseur, B(N) = QQlq++t· Donc G = NB(N)-1 = QT(QQlqttt)-1 = T(Qlqttt)-1 
est un t-opérateur et on obtient bien l'existence, puisque les opérateurs monomiaux 
forment un groupe abélien et sont donc inversibles. 
Pour l'unicité, considérons Fi et F2 deux opérateurs ayant la symétrie conjuguée 
ainsi que G1 et G2 deux t-opérateurs tels que N = F1G1 = F2G2 . On trouve alors 
Fi(F2)-1 = (G1)-1G2. Donc G1(G2)-1 est un opérateur ayant la symétrie conjuguée, 
car ceux-ci sont stables pour la composition. Or, les t-opérateurs sont stables par 
composition, donc G1 ( G2)-1 est un t-opérateur qui a la symétrie conjuguée. Ainsi, 
G1(G2)-1 = id. D'où, Fi= F2 et G1 = G2. • 
Il est facile de vérifier que ceci fait en sorte que, pour N = FG et F = B(N), on 
a Nlq++t = HG-1 , où H = FGGlq++t a la symétrie conjuguée. De plus, on déduit 
de l'exemple 31 que pour N défini par les valeurs propres {qc(µ)td(µ)} on trouve 
F(Hµ) = qc(µ)tc(µ')Hµ et G(Hµ) = td(µ)-c(µ') Hµ, 
Le symétriseur permet d'obtenir de l'information sur les valeurs propres de certains 
opérateurs. 
Proposition 5: Soit N un opérateur monomial tel que N = B(N)T où T est un 
t-opérateur. Alors, T = T' si et seulement si les valeurs propres de N sont telles que 
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(q - t) 1 (vµ(q, t) - Vµ,(t, q)). 
Démonstration. Soient {wµ(q, t)} les valeurs propres de B(N) et {vµ(q, t)} les valeurs 
propres de N. Pour tout n, il existe c: Part(n) --+ N tel que {te(µ)} sont les valeurs 
propres de T. Ainsi les valeurs propres de N sont données par vµ(q, t) = te(µ)wµ(q, t). 
Par le lemme 13, pour toutµ on a wµ(q, t) = wµ,(t, q), donc: 
vµ(q, t) - vµ,(t, q) = te(µ)wµ(q, t) - qe(µ')wµ,(t, q) 
= te(µ)wµ(q, t) - qe(µ')wµ(q, t) 
= (te(µ) - qe(µ'))wµ(q, t). 
Ainsi (q - t) J (vµ(q, t) - vµ,(t, q)) si et seulement sic(µ) = c(µ') pour toutµ 1-- n, 
car wµ(q, t) est un monôme. Or dire que c(µ) = c(µ') pour toutµ 1-- n est équivalent 
à dire que T = T', ce qui complète la preuve. • 
En particulier ceci donne une condition pour les valeurs propres si N '.::::'.'. B(N). 
(L'équivalence'.::::::'. a été définie à la page 61.) Attention! Ceci n'est pas vrai en général. 
Il existe des opérateurs propres qui ne sont pas monomiaux tels que ( q-t) J ( v µ ( q, t) -
vµ,(t,q)) et N =/ B(N)T, T = T'. 
Exemple 32 : Soit N un opérateur ayant les valeurs propres vµ(q, t) = q + qt 
pour tout µ. Alors N # GT, où Gest un opérateur ayant la symétrie conjuguée. 
Cependant: 
(q-t) 1 (vµ(q,t)-vµ,(t,q)) = (q+qt-t-qt) = (q-t) 
On étudie, maintenant, des opérateurs monomiaux ayant des propriétés particulières. 
Afin d'alléger le texte, on dit qu'un opérateur est MMS, si c'est un opérateur propre 
de Macdonald monomial, qui a la symétrie conjuguée et qui est multiplicatif en t = l. 
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Proposition 6 : Soit N un opérateur monomial. Alors N est un opérateur MMS 
si et seulement s'il existe une suite A = {ai}iEN telle que a(µ) = I:(i,j)Eµ ai et 
N(Hµ) = qa(µ)ta(µ') Hµ-
Démonstration. Si N est un opérateur MMS, alors, par la définition 13 pour les 
opérateurs ayant la symétrie conjuguée et par définition d'opérateurs monomiaux, 
on a N(Hµ) = qa(µ)ta(µ') Hµ- De plus, par multiplicativité : 
Il est donc suffisant de montrer qu'il existe une suite A qui décrit a(n), V n EN. 
On pose alors : 
A= {a(k) - a(k- l)}kEN, où a(-1) = 0 
D'où la suite recherchée. 
La réciproque découle de la définition d'opérateur MMS. • 
On représente les opérateurs MMS pour a = a0 , b = a1 , c = a2 et µ = 22111 par la 
figure 2.1, où la puissance est la somme des entrées du tableau. 
Cette représentation se généralise à des entrées ai,j (respectivement bi,j) dans les 
cases (i,j) pour obtenir les puissances des valeurs propres pour q (respectivement t). 
La figure 2.2 en est un exemple pourµ= 22111. 
Cette représentation s'avère pratique pour mieux comprendre. Par contre, elle n'est 
pas pratique pour faire des preuves, puisqu'elle implique un choix de µ. Elle n'est 
donc pas visible par la suite. 
q 
a 
a 
af c!d!el 
t 
Figure 2.1 Opérateur MMS associé à la suite (a, b, c, d, e, · · ·) 
ao1 an bo1 b11 
________ ...., 
aoo a10 b00 b10 b20 b30 b40 
q t 
Figure 2.2 Opérateur interprétable 
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Définition 16 : V n opérateur monomial est dit interprétables 'il existe des ensembles 
de valeurs {ai,j}, {bi,j} tels que N(Hµ) - qa(µ)tb(µ')Hµ, où a(µ)= E(i,j)Eµai,j et 
b(µ) = E(i,j)Eµ bi,j• 
De façon équivalent un opérateur monomial est interprétable si pour tout µ et pour 
tout .À Ç µ on a : 
Vµ(q, t) = Vµ/>.(q, t)v>.(q, t). 
C'est-à-dire qu'il existe un Vµ/>. bien défini, comme application sur les partages 
gauches. 
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Avec cette interprétation combinatoire, il devient facile d'identifier un opérateur mul-
tiplicatif. En effet, la proposition 6 et le lemme 16 disent que les opérateurs multipli-
catifs en t = 1 ont une interprétation pour l'opérateur QN qui est stable par colonne 
et que les opérateurs multiplicatifs en q = 1 ont une interprétation pour l'opérateur 
TN qui est stable par colonne. Une personne voulant se convaincre que c'est bien 
stable par colonne dans les deux cas peut se référer à la figure 2.1. 
Lemme 17 : Soient N et M deux opérateurs monomiaux interprétables ayant, 
respectivement, les ensembles de valeurs associées { ai,j}, { bi,j} et { Ci,j}, { di,j}. Alors 
N o M est interprétable et les ensembles de valeurs associés sont { ai,j + ci,j} et 
{bi,j + di,j }. 
Démonstration. Soient { vµ} l'ensemble des valeurs propres pour N et { wµ} l'en-
semble des valeurs propres pour M. Alors, pour toutµ: 
Ainsi que: 
N(M(Hµ)) = vµ(q, t)wµ(q, t)Hµ 
N(M(Hµ)) = N ( qL-(i,j)EµCi,jtL-(i,j)Eµdj,iHµ) 
= qL-(i,j)Eµ Ci,jtL.(i,j)Eµ dj,i N(Hµ) 
= qL-(i,j)Eµ Ci,j t'L-(i,j)Eµ dj,i qL-(i,j)Eµ ai,j tL-(i,j)Eµ bj,i H µ 
= qL-(i,j)Eµ ai,j+Ci,j tL-(i,j)Eµ bj,i+dj,i H µ 
Donc pour toùt µ <:: À on a : 
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Alors pour tout µ<f..À les valeurs associées à la case>-../µ sont avµ+C>../µ et b>..1/µ'+d>..1 /µ'· 
D'où le résultat • 
Avoir une structure de groupe est une propriété souvent utile comme on le vera plus 
loin. 
Proposition 7 : Les opérateurs MMS et les opérateurs monomiaux interprétables 
forment chacun un groupe abélien. 
Démonstration. Les deux ensembles sont des ensembles d'opérateurs monomiaux, 
donc il suffit de montrer que ce sont des sous-groupes de M qui est abélien, par le 
lemme 15. Du lemme précédent, on sait que les opérateurs interprétables sont fermés 
pour la composition. L'identité est l'opérateur interprétable ayant les ensembles {O} 
et {O} comme valeurs associées. En utilisant la proposition précédente, il est donc 
facile de voir que l'inverse de l'opérateur interprétable ayant les valeurs associées 
{ai,j} et {bi,j} est l'opérateur ayant les valeurs associées {-ai,j} et {-bi,j}, 
Les opérateurs MMS peuvent être vus comme l'ensemble des opérateurs interpré-
tables tels que pour tout i, j et k on ait ai,j = bi,j et ai,j = ak,j. Le résultat découle 
alors d'une preuve analogue à la preuve précédente. • 
On a la caractérisation suivante des opérateurs interprétables. 
Soit {W(i,j)} une famille d'opérateurs linéaires définis par : 
si (i,j) E µ, 
sinon. 
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Il est facile de remarquer que les W(i,i) commutent avec les opérateurs propres de 
Macdonald. Alors, de la définition précédente, on déduit le lemme suivant. 
Lemme 18 : Soit N un opérateur monomial. Alors pour tout À, À = µ U {( i, j)} on 
a qai,jtbj,ivµ = V>. si et seulement si : 
où U est défini dans l'exemple 24. 
Démonstration. Pour tout À=µ U {(i,j)}, on a: 
car W(i,j) commute avec N. De plus: 
En combinant les deux égalités, on obtient le résultat voulu. • 
Le lemme qui suit permet de faire des preuves par récurrence sur la relation de 
couverture pour tout opérateur monomial interprétable. On en déduit la possibilité 
de faire des preuves par récurrence sur N pour tout opérateur MMS. 
Lemme 19 : Soit N un opérateur monomial. Les assertions suivantes sont équiva-
lentes : 
( i) N est un opérateur monômial interprétable . 
(ii) Il existe des ensembles de valeurs {ai,j}, {bi,j} tels que\/ n, \/ µ 1- n 
et \/ ( i, j) coin extérieur de µ on a : 
w(i,i)(NU - qai,JtbJ,iUN)(Hµ) = O. 
( iii) Il existe des ensembles de valeurs { ai,j}, { bi,j}, tels que \/ n, \/ µ 1- n 
et \/ ( i, j) coin intérieur de µ on a : 
( Il . w<•,Q) (ND- q-ai,JCbJ,iDN)(Hµ) . O. (k,l) coin intérieur deµ (k,l)#(i,j) 
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où le produit est la composition d'opérateurs et où D est défini dans l'exemple 24. 
Démonstration. Par définition d'opérateur monomial interprétable et par le lemme 
18, on a (i) est vrai si et seulement si (ii) est vrai. 
On considère d'abord: 
II w(k,z)ND(Hµ) = N ( II w(k,l)D(Hµ)) 
(k,l) coin intérieur deµ (k,l) coin intérieur deµ (k,l)#(i,j) (k,l)#( i,j) 
= N ( II w(k,l) ( L s'Y)) 
(k,l) coin intérieur deµ -yÇµ (k,l)#(i,j) lµhl=l 
= N(Hµ/(i,i)) 
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Ainsi que: 
II w(k,l)q-ai,jrbj,i DN(Hµ) = q-ai,jrbj,iVµ (II w(k,l) D(Hµ)) 
- q-ai,jrbj,iv H /{(' ')} 
- µ µ i,J ' 
où le produit est sur ( k, l) coin intérieur de µ avec ( k, l) =j:. ( i, j). Donc, par définition 
d'opérateur monomial interprétable on a bien que (i) est vrai si et seulement si (iii) 
est vrai. 
• 
Il est maintenant facile de déduire qu'un opérateur monomial interprétable a une 
unique représentation. 
Corollaire 3 : Soit N un opérateur monomial interprétable. Il existe une unique 
paire d'ensembles de valeurs { ai,j} et { bi,j} qui définissent N. 
Démonstration. Soit un opérateur interprétable N définie par la paire d'ensembles 
de valeurs {ai,j} et {bi,j} et la paire d'ensembles de valeurs {ci,j} et {di,j}, Comme 
l'opérateur est monomial interprétable par le lemme précédent, on a pour tout µ et 
pour tout ( i, j) coin extérieur de µ : 
Donc: 
Ainsi: 
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D'où ai,j = Cj,i et bi,j = dj,i pour toutµ et pour tout (i,j) coin extérieur deµ. On a 
donc l'unicité de la paire d'ensembles de valeurs. • 
Les opérateurs monomiaux peuvent également être caractérisés. 
Proposition 8 : Soit N un opérateur propre de Macdonald. Alors les propriétés 
suivantes sont équivalentes : 
( i) N est monômial . 
(ii) w* Nw* = N-1 et les valeurs propres de N sont dans Q+[q±l, t±l]. 
Démonstration. Si N est monômial le résultat se déduit de la proposition 4. Si 
w* Nw* = N-1 alors par la la proposition 4, les valeurs propres sont de la formes 
Pµ(q,t) qc(µ)td(µ') Donc Pµ(q,t) E Q+[q±l, t±l]. Ainsi, il existe Qµ E Q+[q, t] tel 
Pµ,(l/q,1/t) . Pµ,(l/q,l/t) 
que: 
Pµ(q, t) = qg(µ)th(µ')Q (q t). 
Pµ(l/q, l/t) µ ' 
Donc: 
Pµ(l/q, l/t) = q-g(µ)rh(µ')Qµ(l/q, l/t). 
Pµ(q, t) 
D'où: 
Qµ(q, t) = Qµ(l/q, l/t) E Q+[q, t]. 
Posons Qµ(q, t) = Laf.jqiti, e(µ) = degq(Qµ) et f(µ) = degt(Qµ). Alors: 
qe(µ)tf(µ) qe(µ)tf(µ) 
qe(µ)tf(µ)Q(q t) = - ----,--,-,.--,-,--
, Qµ(l/ q, l/t) L ar,jqe(µ)-itf(µ)-j 
est un polynôme et donc le seul ar,i non nulle est a:,1· 
De plus, Qµ(q, t) = a~1qetf = µ ~et-l donc a:1 = 1, car a:1 E Q+. D'où les valeurs 
' ae,fq ' ' 
propres sont tous des monômes • 
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Il est à noter que la preuve utilise seulement le fait que les valeurs propres de N sont 
dans Q[q±l, t±l] et que leur coefficient dominant est positif. 
La section suivante est dédiée à la caractérisation d'un opérateur monomial très 
important : l'opérateur V. 
2.3 Caractérisation de V 
Dans la section 2.2, on a remarqué que la monomialité, la multiplicativitée sont des 
propriétés assez fortes pour forcer un lien entre les valeurs propres associées à des 
polynômes de Macdonald de degrés différents. Il est surprenant de constater que 
l'ajout de la condition de la polynomialité dans la base des fonctions de Schur induit 
une caractérisation pour V. 
On a également constaté, dans la section 2.1, que si N peut être transformé en Fen 
le composant par un opérateur constant par degré dont les valeurs propres sont des 
monômes dans l'anneau des polynômes de Laurent en Z[q±l, t±l], alors N ~ F. Voir 
les exemples 26 et 27. 
De plus, dans le lemme 19, on a montré qu'il est possible de faire des preuves par 
récurrence sur des opérateurs MMS. Ceci est utilisé dans Je théorème suivant et on 
y voit que la Schur polynomialité est en fait une propriété très restrictive. 
Théorème 1 : Soit N, un opérateur. Alors N est dans la même classe d'équiva-
lence qu'un opérateur MMS tel que les coefficients de N(sµ(X)) sont dans l'an-
neau des polynômes de Laurent Z[q±l, t±1] (Schur polynomial), si et seulement si 
N ~ vm, m E Z, et où V0 = id. 
Démonstration. Par le lemme 13 V a la symétrie conjuguée. C'est également un 
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opérateur multiplicatif. Donc v' est un opérateur MMS. Les opérateurs MMS forment 
un groupe par le lemme 7, donc -'7m est un opérateur MMS pour tout m E .Z. Si 
N ~ vm, m E .Z, et où v'0 = id alors le résultat découle du corollaire 1.1 de (Bergeron 
et al., 1999) et de la stabilité par composition de la Schur polynomialité, par le lemme 
12. 
Soit N, un opérateur MMS tel que les coefficients de N(sµ(X)) sont dans l'anneau 
des polynômes de Laurent Z[q±l, t±1] 
Par la proposition 6 on a vµ(q, t) = qa(µ)ta(µ') où a(µ) dépend d'une suite A= { aihEN· 
Comme la suite A détermine entièrement les valeurs propres de l'opérateur et que 
les n premiers termes de A déterminent valeurs propres de tous les µ pouvant être 
contenue dans le partage nn, on fait la récurrence sur n. 
On va montrer que les opérateurs qui ne sont pas associés à une suite de la forme A = 
{k + mi}iEN, m E .Z, k E lR ont au moins un coefficient dans cette matrice qui n'est 
pas dans Z[q±l, t±1]. Comme (qt)knv'm, m E .Z est associé à la suite A= {k+mi}iEN, 
où pour une fonction symétrique de degré n on a kn = kn. On obtient le résultat de 
cette façon. 
Le cas n = 3, donne les trois premiers termes de la suite. On pose : 
Puisque N est multiplicative les colonnes de la grille associée à la suite A sont fixées. 
Alors, il existe k, m, a E lR tel que k = a0 , m = a 1 + k et Œ = a2 + k. On a donc que 
a(l, 1, 1) = 3k, a(2, 1) = 3k+ met a(3) = 3k + m +a.D'où: 
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On considère la matrice donnée par le produit : 
d O 0 
M = K(3)-1 O e O K(3). 
0 0 f 
Cette matrice est indexée horizontalement et verticalement par les fonctions de Schur, 
ou l'ordre choisi sur les fonctions de Schur est l'ordre lexicographique inversé des 
partages associé au Schur. 
Il est possible de rendre toutes les puissances du numérateur positives en multipliant 
par (qt)'Y pour un gamma bien choisi. Ceci change la valeur de k, mais la preuve reste 
valide, par le lemme 12. 
Le dénominateur commun à tous les termes de M est : 
(q - t)(q2 - t)(q - t2). 
En particulier, on a : 
M _ (-dt2 - eq2 + et2 + fq2 + dq - eq + et - ft) 
3,1 - (q _ t)(q _ t2)(q2 _ t) 
Donc: 
(q - t)(q - t2)(q2 - t)M3,1 = (e - f)(t - q2) + (d - e)(q - t 2). 
Si: 
t - q2 l(e - f)(t - q2) + (d- e)(q- t2), 
alors : 
(2.6) 
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Ce qui entraine : 
Ainsi: 
D'où a= 2m, car un polynôme en q ne peut pas être divisible par un polynôme en 
q et t. 
Les trois premiers termes de la suite satisfont la condition, car a0 = k, a1 = k + m 
et a2 = k + a = k + 2m, m E Z. 
Pour le cas général, par le lemme 12 on peut supposer que k = O. Si la propriété est 
vraie jusqu'à n - l, puisque les valeurs propres sont déterminées pour tout partage 
contenu dans le diagramme (n-l)n-1 , alors pour toutµ 1- n tel que 2:::; f(µ) :::; n-1 
on a vµ(q,t) = qmn(µ')tmn(µ), où n(µ) = L(i,j)EµJ· 
On pose alors /3 = an-1, ainsi V(n)(q, t) = qm(n;-l)+.B et V(1n)(q, t) = tm(n;-1)+.B. 
On obtient donc : 
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= K(n)- 1 
Puisque la première colonne de K(n) n'a que des 1, voir théorème 1 de (Garsia et 
Haiman, 1993), on obtient : 
(N - vm) = K(n)-1 qm(n;-1) (q/3 - qm(n-1)) + K(n)-1 tm(n;-1) (tf3 - tm(n-1)) p(n),l l,p(n) p(n),p(n) 
(2.7) 
Où, p( n) est le nombre de partages de n. 
De la même façon que pour le cas de base, il est possible de rendre toutes les puis-
sances du numérateur positives en multipliant par (qt)î pour un 'Y bien choisi. Ceci 
ne changera pas la classe d'équivalence de N, la preuve restera donc valide. 
De plus, l'équation 2. 7 doit être vraie pour toutes valeurs de t et toutes valeurs de q 
en particulier pour t = 1. Puisque N est Schur polynomial, les coefficients de N dans 
la base de Schur sont dans l'anneau de Laurent en Z[q±l, t±1], on obtient alors: 
(N - '(ïm ) = K(n)-l qm(n;-1) (qf3 - qm(n-l)) E. Z[q±l t±l] V t=l p(n),l l,p(n) ' · (2.8) 
Or, la proposition 1.1 et le théorème 1.1 de (Garsia et Tesler, 1996) montrent que : 
[( . l - II i j [ xw ] - """'Hµ(X)Hµ(W) Hµ l - u), q, t - (1 - q t u) et Sin (l _ )(1 _ t) - L....J ê ( t)ê' ( t) 
(i,j)Eµ q µf--n µ q, µ q, 
En posant respectivement u = (q + t - qt) et W = (l - q)(l - t) on trouve: 
Hn[(l - q)(l - t); q, t] = Il (1- l+lti - qiti+l + qi+1ti+l) et 
(i,j)E(n) 
Sin [Z] = L Hµ(Z)Hµ((l - q)(l - t)) 
Eµ(q, t)Eµ' (q, t) µf-n 
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(2.9) 
(2.10) 
Il s'ensuit que le coefficient de Hn dans la décomposition de s1n dans la base des 
polynômes de Macdonald est : 
Hn(Z)Hn((l - q)(l - t)) Hn(Z) IJ~:01(1- qi+1 - qit + qi+1t) . O 
En(q,t)E~(q,t) f1cE(n/qa(c) _tl(c)+1)f1cE(n)(tl(c) -qa(c)+l)' car J = 
Donc lorsque t = 1, on a : 
K -1 IJ~:o\1 - qi+l - qi + qi+I) 
( n )1,p(n) = ni:i-1 ( i - 1) ni:i-1 (1 - i+l) 
i=O q i=O q 
(-l)n-1 
Tii:i-1(1 _ i+l) i=O q 
En posant cette dernière égalité dans 2.8 on obtient : 
(N - V~ ) = 1 qm(n-:;1) (q/3 - qm(n-l)) E Z[q±l t±l]. t-1 p(n),1 ni:i-1( i+l - 1) ' 
i=O q 
Ce qui est absurde, car n > 3 et q.B (l - qm(n-I)-.B) ne peut pas être divisible par 
rr~:o1c qi+ 1 - 1). 
Donc /3 = m(n - 1). Ainsi N = (qt)knv7m ~ vm, avec kn = kn pour les termes de 
degré n. • 
Le théorème qui suit généralise légèrement le théorème précédent. 
Théorème 2 : Soit N, un opérateur. Alors N est un opérateur monomial dans la 
même classe d'équivalence qu'un opérateur multiplicatif en q = l et en t = 1 tel 
que pour tous µ les coefficients de N(sµ) la base des fonctions de Schur sont des 
polynômes de Laurent (Schur polynomial) si et seulement si N ~ vm, m E Z, et où 
v0 = id. 
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Démonstration. On remarque d'abord que si N ~ vm, m E N, et où v0 = id le 
résultat découle du corollaire 1.1 de (Bergeron et al., 1999) et de la stabilité par 
composition de la Schur polynomialités, par le lemme 12. 
Réciproquement, on peut se restreindre à N, un opérateur monomial multiplicatif en 
q = 1 et en t = 1 Schur polynomial, quitte à composer avec l'inverse d'un opérateur 
dans C tel que défini par l'égalité 2.1. Par le lemme 16, on pose N = LF, avec 
L = B(N) et F un t-opérateur. Le théorème précédent doit être vrai pour L, car 
L est multiplicatif et a la symétrie conjuguée. En posant t = l, on peut appliquer 
le même raisonnement que dans la preuve du théorème précédent. Il s'ensuit que 
N = qlntknVmF. Soit {tb(µ)} les valeurs propres de F. Puisque dans la base de Schur 
. Nesta coefficients dans Z[q±l, t±l], il est facile de remarquer que pour toutµ 1- non 
a que Nlq++t(sµ) dans la base de Schur a des coefficients dans Z[q±l, t±1]. De la même 
façon, on trouve pour N, que Nlq++t = qPntrnvsc, où Gest un opérateur monomial 
en t ayant l'ensemble de valeurs propres {te(µ)}. 
De plus, (qt)knlq++t = (qt)kn et par le lemme 13 Vmlq++t = vm, d'où: 
= q1ntkn vm Flq++t - qPntrn vsa 
= q1ntknvm(Flq++t - qPn-lntrn-knvs-ma). 
Donc: 
Or Flq++t est un q-opérateur et Gest un t-opérateur donc, pour toutµ, on doit avoir 
c(µ) = kn - rn + (m - s)n(µ). Il s'ensuit que Flq++t = qrn-kn+(s-m)n(µ') donc que 
p = trn-kn+(s-m)n(µ). 
Donc: 
En reprenant les notations du théorème précédent (d = V(3), e = v21 ), on trouve pour 
n = 3 que d = ql3tr3qmn(l,1,l)tsn(3) = ql3tr3q3m et e = ql3tr3qmn(2,l)tsn(2,1) = ql3tr3qmts. 
De plus, par 2.6, on a : 
Donc: 
t _ q21q2m _ ts = q2m _ q2s + q2s _ ts. 
Ainsi: 
Donc m = s, car un polynôme en q ne peut pas être divisible par un polynôme en q 
et t. D'où N = qkntrnv7m ~ v7m tel que voulu. • 
Si la conjecture 2 est vraie alors v7m est virtuellement Schur positif pour tout m E .Z. 
En se rappelant que C est l'ensemble des opérateurs monomiaux constant sur les 
composantes homogènes et que N = GF ~ G si F E C, avec la véracité de la 
conjecture 2 on obtient la caractérisation suivante pour V : 
Corollaire 4 (sur la base de la conjecture 2) : Soit N, un opérateur propre de 
Macdonald monomial, multiplicatif en t = 1, en q = 1. Alors N est virtuellement 
Schur positif, si et seulement si N ~ v7m, m E .Z, où v0 = id. 
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Démonstration. Si un opérateur est virtuellement Schur positif, il est en particulier 
Schur polynomial. Par le théorème précédent il existe donc m E Z tel que N ~ v7m. 
Réciproquement, si N = v7m F, m E Z, par la conjecture, v7m est virtuellement Schur 
positif et par le lemme 12 on obtient que N l'est également. • 
On a montré que tous les opérateurs monomiaux q-multiplicatifs et t-multiplicatif 
qui sont Schur polynomiaux sont fort probablement virtuellement Schur positifs. Ceci 
incite à poser la question qui suit. 
Question 1 : Est-ce que V n M Ç Sn M ? Autrement dit, existe-t-il un opérateur 
monomial Schur polynomial qui n'est pas virtuellement Schur positif? 
Il est certain que ceci n'est pas vrai pour les opérateurs propres en général. Comme 
N 2 dans l'exemple 28. Une autre question naturelle est reliée à v'. 
Question 2 : Est-ce que tous les opérateurs monomiaux virtuellement Schur positifs 
sont dans la même classe d'équivalence qu'un opérateur dont toute restriction à une 
composante homogène est équivalente à la restriction à une composante homogène 
d'une puissance de v' (voir exemple dans l'équation 2.11)? 
Le théorème 2 donne une caractérisation pour v'. Cependant, cette caractérisation 
n'est peut-être pas minimale, au sens où les conditions peuvent être affaiblies. Si on 
montre que les opérateurs monomiaux, q-multiplicatifs qui ne sont pas t-multiplicatifs 
(respectivement t-multiplicatifs qui ne sont pas q-multiplicatifs) sont dans la même 
classe d'équivalence que v' on a une caractérisation minimale. En effet, si la pro-
priété de la question 4 (qu'un opérateur monomial dans la même classe d'équiva-
lence qu'un opérateur q-multiplicatif out-multiplicatif Schur polynomial) caractérise 
91 
V, les conditions ne peuvent plus être assoupli. Il existe des opérateurs propres de 
Macdonald multiplicatif qui ne sont pas monomiaux et qui sont polynomiaux dans 
la base de Schur. Par exemple, les opérateurs vus dans la section 1.8 : 
V1(Hµ) = J[Bµ]Hµ, où Bµ = I: ltj. 
(i,j)Eµ 
Il existe également des opérateurs propres de Macdonald qui ne sont pas multiplica-
tifs, mais qui sont monomiaux et qui sont polynomiaux dans la base de Schur. Par 
exemple: 
N(Hµ) = 'vn(Hµ), lorsqueµ f- n. (2.11) 
On a déjà montré que si N est un opérateur Schur polynomial, q-multiplicatif et pas 
t-multiplicatif (respectivement t-multiplicatifs et pas q-multiplicatifs) alors B(N) ~ 
vm, m E Z (respectivement B(Nlq++t) ~ vm, m E Z). Donc B(N) (respective-
ment B(Nlq++t)) est Schur polynomial. Puisque la composition d'opérateurs Schur 
polynomiaux est Schur polynomial, alors N(B(N))- 1 est un t-opérateur (respective-
ment N(B(Nq++t))-1 est un q-opérateur) Schur polynomial. Or l'étude des systèmes 
d'équations pour n = 2, 3, 4 mène l'auteure à croire que l'affirmation suivante est 
vraie. 
Question 3: Soit T (respectivement Q) un t-opérateur (respectivement q-opérateur) 
Schur polynomial alors T appartient-il a C (respectivement Q E C)? 
Il est possible de montrer cette dernière affirmation dans le cas où T est un opé-
rateur interprétable. Une récurrence sur les coins extérieurs contenant une quantité 
phénoménale de calculs permet de le montrer. Montrer que cette dernière question 
est vraie en général permet de prouver l'affirmation suivante qui donne une caracté-
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risation minimale de v7. 
Question 4 : Soit N un opérateur monomial et t-multiplicatif (respectivement q-
multiplicatif). Alors N est-il Schur polynomial si et seulement si N ~ y7m? 
Une autre approche pour résoudre la question 4, est de prouver la question suivante 
à l'aide de la proposition 5. 
Question 5 : Soit N un opérateur monomial et t-multiplicatif (respectivement q-
multiplicatif). Si N est Schur polynomial alors N ~ B(N). 
Ainsi à l'aide du théorème 1 on peut prouver la question 4. 
Le théorème 1 peut également être utilisé comme approche à la résolution de la 
conjecture 2. En effet, on pose d = (k11), si pour toutes composantes homogènes 
fixées n, et pour tous k E N, on a k + (d12) opérateurs MMS virtuellement Schur 
positif dont le degré des valeurs propres varie entre O et (k11) alors la conjecture est 
vrai pour tout '\78 , -k :::; s < k. Ou de façon équivalente en étudiants le système 
d'équations de K(n)-1 F K(n) montrer que la probabilité que F soit un tel opérateur 
(d!2)+k 
est (d!2tart(n). 
Ou encore, pour toute composante homogène n en posant mn le plus grand entier 
tel que m;, :::; n, s'il existe un opérateur MMS virtuellement Schur positif ayant des 
valeurs propres dont la différence D entre le degré de la valeur propre ayant le plus 
grand degré et le degré de la valeur propre ayant le plus petit degré varie entre : 
(n + 1) 2 (n + 2) 2 2 - (mn + l)mn:::; D < . 2 - (mn+l + l)mn+1, (2.12) 
alors la conjecture 2 est vraie. 
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En effet, pour une variation donnée par l'inégalité 2.12, on peut voir le théorème 1 
comme l'unicité d'opérateurs MMS non constants par degré et virtuellement Schur 
positif. Il suffit alors de montrer l'existence. 
Maintenant que v' est presque complètement caractérisé, il est naturel de se demander 
s'il est possible de généraliser la notion d'opérateur pléthystique, afin d'obtenir des 
résultats similaires. 
2.4 Généralisation 
Dans cette section, on généralise les notions vues pour les opérateurs monomiaux 
aux opérateurs définis par substitution pléthystiques. Bien que les résultats de cette 
section soient préliminaires, on voit qu'une caractérisation des opérateurs définis par 
substitution pléthystique est surement possible grâce à cette généralisation. De plus, 
cette méthode assure des coefficients polynomiaux dans la base des {Hµ}, 
On utilise maintenant les opér~teurs monomiaux interprétables pour généraliser Bµ 
vu en 1.20 et l'opérateur~ vu en 1.21. 
Soit N un opérateur monomial interprétable définit par les ensembles de valeurs 
{ ai,j} et { bi,j}. On dénote : 
B1; (q, t) = L qai,itbj,i 
(i,j)Eµ 
Soit f une fonction symétrique. On définit alors l'opérateur propre Ni par ses valeurs 
propres de la façon suivante : 
On retrouve ainsi certains objets présentés au chapitre 1, B; (q, t) - Bµ(q, t) et 
v' f = ~/, ainsi on est prêt à énoncer un premier résultat. 
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Lemme 20 : Soit N un opérateur monomial interprétable défini par les ensembles 
de valeurs { ai,j} et { bi,j} alors : 
Démonstration. On peut déduire du lemme 17 que les valeurs associées à Nk sont 
{ kai,j} et { kbi,j,}. Le résultat découle alors de la définition de BN ( q, t). • 
Proposition 9 : Soit N un opérateur monomial t-multiplicatif et q-multiplicatif. 
Si Nek[prJ, k 2:: 3 est virtuellement Schur positif alors N = qkntrnvm ou kn et rn 
dépendent de la composante homogène n. 
Démonstration. Pour tout µ 1- k, on a: 
Nek[pr](Hµ) . (ek[pr])[B: (q, t)] 
= (Pr[ek])[B: (q, t)] 
= Pr[ek[B: (q, t)]] 
= Pr [ qL-(i,j)Eµ. ai,j tL-(i,j)Eµ. bj,i] 
= qr L-(i,j)Eµ. ai,j tr L-(i,j)Eµ. bj,i 
Or, N est t-multiplicatif et q-multiplicatif donc par le théorème 2 N = qkntrnvm. • 
Ce chapitre termine avec un tableau indiquant les caractérisations des opérateurs 
propres de Macdonald vu jusqu'à maintenant. Les «oui» et les «non» sont prouvés 
dans ce mémoire ou dans la littérature et les « ?» sont des éléments dont on ne 
connait aucune preuve. 
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Tableau 2.1 Caractérisation des opérateurs propres de Macdonald 
Propriété Mono- Inter- MMS v' y'k v'p 
~ 1 mial prétable kEZ VFEA 2 
Preuve par 
réccurence ? ? Oui Oui Oui Oui ? Non 
Groupe abélien () M Oui Oui Non Oui on 3 Non 
Symétrie 
conjugué Non Non Non Oui Oui Oui Oui Oui 
Multiplicatif Non Non Non Oui Oui Oui Non ? 
N = Nlq++t Non :-Jon Non Oui Oui Oui Oui Oui 
N=QNTN Non Oui Oui Oui Oui Oui :\" on ? 
N = B(N)G Oui Oui Oui Oui Oui Non ? 
Virtuellement 
Schur positif, V N .;'\ on Non Oui ? ? ? 
Schur 
polynomial Non Non Non Kon Oui Oui Oui ? 
NEV 
ssi N-1 EV Non Oui Oui Oui Oui Oui ? ? 
w* Nw* = N-1 Non Oui Oui Oui Oui Oui Non ? 
1. Opérateurs propre de Macdonald inversible 
2. Sous-ensemble de {NFI FE A} 
3. Oui si on remplace A par les fractions rationnelles de fonctions symétriques 

CHAPITRE III 
SPÉCIALISATION 
Dans ce chapitre, on étudie les points de singularité de v7 et la forme de Jordan 
associé à la spécialisation en q = t = 1. On termine avec une conjecture sur une 
interprétation combinatoire de la forme de Jordan de v71,1 . 
3.1 Spécialisation qa = tb, où a, b EN, q = t = 1 et singularité 
L'ensemble des polynômes de Macdonald (combinatoire), { H 1.i}, forment une base de 
AIQ(q,t) si q et t sont algébriquement indépendant (voir proposition 3). Ceci n'est pas 
toujours le cas si q et t sont algébriquement dépendant. Ainsi on a : 
Lemme 21 : L'ensemble des polynômes de Macdonald { Hµ} est linéairement dé-
pendant lorsque qa = tb, pour a, b E N et t =/. 1. 
Démonstration. Pour µ = (a+ l, 1 b-l) on a ( qa(o,o) - tl(O,O)+l) = 0, car qa = tb donc : 
H (X . t) - P. [ X . t-1] Il( a(c) tl(c)+l) - 0 (a+1,1b-l) ,q, - (a+1,1b-l) l-t'q' q - - . 
cEµ 
Il n'y a donc pas suffisamment d'éléments pour avoir une base. • 
Le lemme 21 dit alors que v7 n'est plus défini lorsque qa = tb, puisqu'il est défini selon 
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la base de polynômes de Macdonald. Ces points sont donc des singularités. Ainsi, la 
matrice associée à V est diagonalisable que si qa -=/:- tb, a, b E N, car par le lemme 5 
on a une base de vecteurs propres si qa -=/:- tb, a, b E N. C'est pourquoi on étudie la 
structure de Jordan de [(V1,1 (eµ), f.x)] dans la prochaine section. 
Le cas t = 1 est vu dans le lemme suivant, car il faut prendre plus de précautions 
étant donné la singularité issue du pléthysme qui définit les polynômes de Macdo-
nald combinatoire. Le résultat qui suit détermine les valeurs de q pour lesquelles les 
polynômes de Macdonald, évalués en q et t = 1, forment une base. 
Lemme 22: {Hµ(X; q, l)Iµ 1- n, n EN} forme une base pour les fonctions symé-
triques en q, noté AIQ(q), si et seulement si q n'est pas une racine de l'unité. 
Démonstration. Si q n'est pas une racine de l'unité alors dans en [ 1~ ] TI (1 - qi) le 
q i=l 
dénominateur du pléthysme et le coefficient TI (1 - qi) ne s'annulent pas. Ainsi, par 
i=l 
le lemme 5, on sait que { H µ (X; q, 1) 1 µ 1- n, n E N} est une base puisque les fonctions 
symétriques élémentaires forment une base. 
Si q est une racine de l'unité, il existe n et k tel q = e 2~"i. Si q -=/:- 1 alors : 
L'ensemble ne peut donc pas être une base puisqu'il ne contient pas assez d'éléments 
non nuls. 
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Si q = l alors pour tout non a : 
Par le lemme 5 Hµ(X; q, 1) = IJ:=1 Hµ.(X; q, 1), alors on a Hµ(X; 1, 1) = p1n(X), 
pour toutµ 1- n. L'ensemble n'est donc pas une base. Ce qui complète la preuve • 
De tout ceci, on remarque d'abord que V et ses puissances sont les seuls opérateurs 
MMS qu'il est possible d'évaluer la limite en q . t = 1 lorsqu'on est dans la base des 
fonctions symétriques élémentaires. Ceci découle du théorème 1 et de la récurrence 
sur les opérateurs MMS, mais on ne s'attardera pas sur ce sujet plutôt analytique. 
On remarque également que pour les bases de AIQl, les changements de base ne dé-
pendent pas de q et t. Alors, dans AIQl(q,t) ces changements de base ne changent rien 
à la limite. Par exemple, que la limite soit prise dans la base de Schur ou la base des 
sommes de puissance ne change rien, puisque la division par zéro est dans le passage 
de la base des polynômes de Macdonald à une des bases de AIQl. 
Afin d'alléger la notation on dénote 'V(f)lt=l par Vg(f). On dénote 'V1,1(!) pour 
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'V'(f) exprimé dans la base { eµ}, et ensuite évalué en q = t = 1. Par le lemme 
précédent, il importe de mentionner dans quelle base l'évaluation est effectuée. Pour 
éviter, la confusion dans ce mémoire la limite lorsque q = t = 1 est toujours prise 
dans la base des fonctions symétriques élémentaires. 
C'est en gardant tout ceci à l'esprit qu'on étudie la structure de Jordan de la matrice 
à coefficient entier [('V'1,1 (eµ), f>.)]. Cette matrice est indexé par les partages de n 
dans l'ordre lexicographique inversé et l'on rappelle que {Jµ} est la base duale de la 
base des fonctions symétriques élémentaires. 
3.2 Structure de Jordan de 'V' 11 
' 
Dans la section 1.7, on a vu-par l'équation 1.19 que '\l(eµ) a une belle expression 
combinatoire lorsque t = 1. Celle-ci a toujours un sens lorsque q = 1. De plus, le chan-
gement des fonctions symétriques élémentaires vers les fonctions de Schur préserve 
la positivité. Malgré la singularité de 'V' lorsque q = t = 1, il est possible d'étudier 
la structure de Jordan de l'opérateur en cette singularité en utilisant l'expression 
combinatoire. 
Il est facile de vérifier que l'évaluation en q = t = 1 préserve un aspect important 
de cette structure : la multiplicativité de 'V'. Le résultat suivant montre que '\11,1 
demeure un opérateur gradué. On utilise ici l'interprétation combinatoire de 'V' de la 
section 1.7 via l'équation 1.19 : 
'\lq(en) = L qaire('y)ep('y) (3.1) 
7E1)n,n 
Il aurait été possible de faire une preuve plus directe, mais l'auteure voulait introduire 
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le genre de preuves combinatoires que l'on voit dans cette section. 
Lemme 23 : Le coefficient de e,>. dans V 1,1 ( en) est égale à zéro si et seulement si À 
est un partage de k =/ n. 
Démonstration. On montre d'abord que si À est un partage den alors le coefficient 
de e.x. dans V 1,1 ( en) n'est pas égale à zéro. Soit À = À1 • • • Àk partage de n. Le chemin 
qui a .À1 pas-nord puis un pas-est suivi de À2 pas-nord puis un pas-est, etc. jusqu'à 
Àk pas-nord et n -c k + 1 pas-est, est un chemin de Dyck dans la grille n x n ayant 
évidement À comme composition de contremarches. En effet, I:~=l À,t ~ i. pour_ tou~ 
i donc le chemin ne descend jamais en bas de la diagonale principale et k ::;; n par 
définition de partage donc le chemin est bien contenu dans la grille n x n. Comme 
l'équation 1.19 oblige les coefficients à être positifs et qu'on a montré qu'il existe au 
moins un chemin ayant À comme partage associé à la grandeur des contremarches, 
on a bien que si À est un partage den, alors le coefficient de e.x. dans V 1,1 (en) n'est 
pas égale à zéro. 
Réciproquement si À est un partage de k =/ n, comme un chemin dans n x n doit 
contenir exactement n pas-nord, alors par définition la somme des contremarches 
qui est la somme des Ài doit être égale à n s'il existe un chemin dans n x n ayant 
À comme contremarche. Or À est un partage de k =/ n il n'existe donc pas de tel 
chemin. Alors par la formule de Garsia-Haglund le coefficient de e.x. dans V 1,1 (en) est 
égale à zéro, tel que voulu. • 
En utilisant ce résultat, on trouve une condition qui détermine les termes dont le 
coefficient est nul. 
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Lemme 24 : Le coefficient de eÀ dans v'i,1(eµ) est non nul si et seulement si À~µ. 
Démonstration. Soit À= .\1 · · · Àk tel que le coefficient de eÀ dans v"i,1(eµ) est non 
nul. Par multiplicativité de 'v 1,1 on a : 
Chacun des termes de 'v 1,1 ( eµ) est un produit de m termes pris dans chacun des 
'v1,1(eµ1), · · ·, 'v1,1(eµm) il existe donc ÀA1' · · ·, ÀAm tel que ÀAi à un coefficient non 
nul dans 'v1,1(eµJ et eÀAi • • • eÀAm = eÀ. Alors par définition de produit des fonctions 
symétriques élémentaires, les Ai sont m sous ensembles disjoints de {1, · · · , k }. De 
plus, par le corollaire précédent ÀAi, est un partage de µi et donc, en particulier, 
LtEAi Àt = µi. On a donc bien que À~µ. 
Réciproquement, soit À ~ µ. On montre que le coefficient de eÀ dans 'v1,1 (eµ) est 
non nul. Puisque À est plus petit que µ, par définition, · il existe m sous ensembles 
disjoints, A1, · · · , Am de {1, · · · , k} tels que pour tous i, on ait LkEAi Àk = µi. Mais 
alors, pour tout i, on a que ÀAi = Àii · · · ÀiPi, ij E Ai est un partage de µi et par 
le corollaire précédent on a alors que le coefficient, ci, de ÀA; dans 'v 1,1 (µi) est non 
nulle. De plus, 'v1,1(eµ) = 'v1,1(eµi) · · · 'v1,1(eµm) par multiplicativité de 'v1,1, Donc 
en effectuant le produit des termes cieÀA. dans 'v1,1 (eµJ, on obtient un terme de 
i 
'v1,1(eµ), Or ce terme est C1eÀA1 '' 'emeÀAm = eÀ n:1 ci, par multiplicativité de la 
base des fonctions symétrique élémentaire. Comme Cï =/= 0 pour tout i, on a que le 
coefficient de eÀ dans 'v1,1(eµ), n:1 Ci, est non nulle tel que voulu. • 
En serappelant la notion de monôme dominant de la-définition 8, on peut maintenant 
montrer que le coefficient dominant de 'v 1,1 est toujours 1. 
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Lemme 25 : Le coefficient de eµ dans V 1,1 ( eµ) est 1. 
Démonstration. Dans Vn,n il existe un unique chemin ayant ( n) comme contre-
marche, car les chemins de Dyck commencent toujours par un pas-nord, donc si 
la seule contremarche est de grandeur n, on doit débuter par n pas-nord et comme 
le chemin doit être contenue dans une grille n x n la seule possibilité est de faire n 
pas-est. Nous avons alors que le coefficient de en dans V'1,1(en) = I::7 E'Dn,n ep('Y) est 
un. 
De même, le coefficient de eµ dans V 1,1 ( eµ) est un, car par ce qui précède nous avons : 
V'1,1(eµ) = V'1,1(eµ1) • • • V'1,1(eµm) = fi (eµi + L C>,.e>,.) , C>,. EN. 
i=l À<Jµi 
• 
Les résultats précédents impliquent que la forme matricielle de V 1,1 ( dans la base des 
fonctions symétriques élémentaires indexé par les partages den dans l'ordre lexico-
graphique inversé) est unitriangulaire supérieur. Une approche classique à l'étude de 
sa structure de Jordan est de soustraire l'identité pour trouver une matrice nilpotente 
dont on étudie les itérations. Ce qui nous amène au résultat suivant 7 
Proposition 10 : Soit µ f- n. Alors (V1,1 - id)k(eµ) = 0 si et seulement si k > 
n - f(µ) + 1. De plus l'indice du monôme dominant augmente d'exactement 1 en 
longueur à chaque itération de (V1,1 - id). 
Démonstration. On remarque d'abord que si À <l µ alors f(À) > f(µ). En effet s'il 
existe f(µ) sous ensembles non vides disjoints, A1, · · · , At(µ) de {1, · · · , f(À)}, alors 
on doit avoir f(,X) ~ f(µ). De plus, si f(À) = f(µ), on a que chaque Ai contient un 
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seul élément. Or pour tout j, on a toujours I::zEAj Àz = µi donc Àj = µj pour tout j 
si bien que À=µ ce qui contredit l'inégalité stricte. 
Ainsi, par les lemmes 24 et 25 on sait que (V1,1 -id)(eµ) est une somme sur À<Jµ. Donc 
par la remarque précédente les termes de la somme sont indexés par des partages 
strictement plus longs. On trouve alors que le monôme dominant de (V 1,1 - id) ( eµ) 
est strictement plus petit que eµ dans l'ordre des fonctions symétriques élémentaires. 
Puisque V et id sont linéaires, réappliquer (V 1,1 - id) au résultat crée une suite 
décroissante stricte des monômes dominants dans l'ordre des fonctions symétriques 
élémentaire. 
Il suffit maintenant d'observer que µ 1 - 1, µ 2 , • • • , µi(µ), 1 <J µ donc par le lemme 24 
on a que le coefficient de µ 1 - 1, µ2 , • • • , µi(µ), 1 dans (V 1,1 - id) ( eµ) est non nulle. 
Puisque R(µ 1 -1, µ2 , • • • , µi(µ), 1) = R(µ) + 1 l'indice du monôme dominant augmente 
d'exactement 1. Il est donc strictement plus petit que eµ dans l'ordre des fonctions 
symétriques élémentaire. 
Alors en réitérant on trouve que l'indice du monôme dominant dans (V1,1 - id)k(eµ) 
est de longueur R(µ) + k. De plus, si R(µ) + k > n comme le plus long partage den est 
de longueur non doit avoir (V1,1 - id)k(eµ) = O. De la même façon si R(µ) + k::; n 
alors le monôme dominant ayant cet indice existe et (V1,1 - id)k(eµ) est non nul. 
On a bien montré le résultat voulu. • 
Il est bien connu que la grandeur d'un bloc de Jordan est associée à l'itération de la 
forme nilpotente de sa décomposition de Dunford. Il est donc possible de déterminer 
la_gr11ndeur d~s deux plus grands blocs de Jordari_. 
105 
Afin d'alléger la preuve on utilise la notation (v' 1,1 ( eµ), f>..) pour donner le coefficient 
de e>. dans v' 1,1 ( eµ). Ceci provient de la base duale à la base des fonctions symétriques 
élémentaires, {f>J\ 1- n, n E N}. 
Exemple 33: 
1 4 2 6 1 
0 1 0 3 1 
[ (v' 1,1 ( eµ), !>.) ]µ1-4,.>.f--4 = 0 0 1 2 1 
0 0 0 1 1 
0 0 0 0 1 
Corollaire 5: Le plus grand bloc de Jordan de la matrice [(v'1,1(eµ), !>.)]µ,>. est de 
taille n et il est unique. (Tous les autres blocs sont strictement plus petits.) 
Démonstration. Les valeurs propres de v' sont qn(µ')tn(µ) par définition. Donc l'unique 
valeur propre est 1 en q = t = 1. Ainsi, par la proposition 10, le sous-espace carac-
téristique associé à la valeur propre 1 est lorsque f(µ) = 1, c'est-à-direµ= (n). De 
plus, par la proposition 10, on a besoin den itérations de (v71,1 - id)(en) pour qu'il 
soit nul. Donc le bloc est de taille net peut être engendré par en. 
Soit B1, B2, deux blocs de Jordans de taille n. Soit f = Eµ1-n aµeµ,9 = Eµ1-n bµeµ 
les 2 vecteurs qui engendrent ces blocs. Les 2n vecteurs fruit des n itérations de f, 
et g sont linéairement indépendants. Or : 
(V1,1 - idt-1(!) = L aµ(v'1,1 - idr-1(eµ), 
µ1-n 
par linéarité. Alors par la proposition 10 si (V 1,1 - idr-1 (!) =/:- 0, il existe aµ =/= 0 tel 
que n - l < n - f(µ) + 1. Donc f(µ) = 1 etµ= (n). Donc: 
(V1,1 - idt-1(!) = an(V1,1 - idt-1(en)-
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De même pour g. Ainsi : 
Ce qui contredit l'indépendance linéaire des 2n vecteurs. D'où l'unicité du bloc de 
grandeur n. • 
Il est possible de borner la taille des autres blocs de Jordan. 
Corollaire 6: Dans la matrice [(v7i,1(eµ), !>.)]µ,>., il existe un unique bloc de Jordan 
de taille n et les autres son de taille plus petite ou égale à n - 3. 
Démonstration. La première assertion découle du corollaire précédent. Maintenant 
soit B1 bloc de Joran de taille n engendré par en et B 2 bloc de Jordans de taille 
k, k #- n, engendré par g. Puisque en et g engendrent des blocs distincts, les n + k 
vecteurs de l'ensemble {(v' 1,1 - id)ig }J,;;;J U {(v' 1,1 - id)ien}J',:-J sont linéairement 
indépendants. 
Soit À tel que M(g) = e>. et j = f(À). Par le corollaire précédent, À#- (n). 
On considère (v'1,1 -idr-1(en). Par la proposition 10, la longueur de l'indice du mo-
nôme dominant augmente d'exactement 1 à chaque itération, donc il est de longueur 
l+n-1 = n. D'où le monôme dominant de (v'1,1-idr-1(en) est e1n. Or c'est le plus 
petit dans l'ordre monomial des fonctions symétriques, donc (v'1,1-idr-1(en) = ce1n, 
Maintenant, en considérant (v'1,1 -idr-2 (en), par la proposition 10 la longueur de 
l'indice du monôme dominant est 1 + n - 2 = n - 1. D'où le monôme dominant 
de (v'1,1 - idr-1(en) est e(2,1n-2)· Or c'est le deuxième plus petit dans l'ordre des 
fonctions symétriques élémentaires, donc (v'1,1 - idr-2(en) = be1n + ce(2,1n-2), b, CE 
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Q. Donc k - l < n - j - 1, car autrement, on contredit l'indépendance linéaire des 
k + n vecteurs engendrés par g et en, puisque : 
par la proposition 10 serait uneçombinaison linéaire de vecteur obtenu~ _<le l'itération 
Ainsi n - j -1 ~ k. Puisque j ~ 2, car À=/ (n), alors n - 3 ~ k, tel que voulue. • 
La matrice associée à V 1,1 - id est strictement triangulaire supérieure par blocs. 
Ce qui donne envie de croire qu'il est possible de généraliser le résultat précé-
dent et d'associer la grandeur du k-ième bloc aux nombres de mineurs de la forme 
[(V1,1(eµ), f>,)].e(µ)=m,.e(>.)>m de rang plus grande ou égale à k. Cependant une vérifi-
cation faite à l'ordinateur donne un contre-exemple à n = 10. En effet, les blocs de 
Jordans sont de grandeur 10, 7, 6, 5, 4, 4, 3, 2, 1 tandis que la généralisation donnerait 
10, 7,6,5,5,3,3,2,1. 
Une autre vérification faite à l'ordinateur, indique que le rang des mineurs Am cor-
respond à p(n, m) jusqu'à n = 10. Il n'est donc pas possible de généraliser le résultat 
précédent et d'associer la grandeur du k-ième blocs an- I:i x(p(n- j,j) < k), où x 
donne 1 si l'énoncé est vrai et O sinon. On peut donc conclure que la taille des blocs 
de Jordan n'est lié qu'indirectement aux partages par la proposition 10. 
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La liste qui suit donne la taille des blocs de Jordan pour [(v7i,1 (eµ), f>.)]µ1-n,Àl-n : 
n=l 1 (3.2) 
n=2 2 (3.3) 
n=3 3 (3.4) 
n=4 4,1 (3.5) 
n=5 5,2 (3.6) 
n=6 6,3,2 (3.7) 
n=7 7,4,3,1 (3.8) 
n=8 8,5,4,3,2 (3.9) 
n=9 9,6,5,4,3,2,1 (3.10) 
n= 10 10, 7,6,5,4,4,3,2,1 (3.11) 
n= 11 11,8, 7,6,5,5,4,3,3,2,2 (3.12) 
Cette suite n'a aucune correspondance dans l' Encyclopédie en ligne de suites de 
nombres entiers (OEIS). On a néanmoins établi une interprétation combinatoire po-
tentielle. Elle est présentée après la discussion sur le nombre de blocs de Jordan. 
Combien de blocs de Jordan contient la forme de Jordan de [(V1,1(eµ),h)]µ1-n,Àl-n? 
Pour n = l, 2, · · · , 13 l'exploration par ordinateur donne la séquence : 
1,1,1,2,2,3,4,5, 7,9,11,15,19. 
En comparant cette séquence à d'autres suites de nombres entiers via OEIS on ap-
prend que cette suite est en apparence la même que A129528, donnant le nombre de 
chemins de Dyck, dont la somme des pics, tel que définit dans la section 1. 7, est n. 
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Exemple 34 : La figure 3.1 montre les 2 chemins de Dyck carré, dont la somme 
des pics est 4. 
-i---- -
[ ---i--.-· '. l (11) (31) 
. 
' .
Figure 3.1 Chemins de Dyck carré, dont la somme des pics est 4 
La forme de Jornan de [(v71,1(eµ), JÀ)]µi-4,N-4 est: 
1 1 0 0 0 
0 1 1 0 0 
0 0 1 1 0 
0 0 0 1 0 
0 0 0 0 1 
On voit que cette forme de Jordan a deux blocs et qu'on a deux chemins dans la 
figure 3.1. 
Après l'analyse des objets, l'auteure est portée à croire qu'il existe une corres-
pondance exacte entre les chemins de Dyck et les blocs de Jordan de la matrice 
Question 6 : Peut-on montrer qu'un bloc de Jordan de [ (V 1,1 ( eµ), h) ]µ1-n,Àl-n corres-
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pond à un unique chemin de Dyck carré tel que la hauteur du dernier pic correspond 
à la taille du bloc et que la somme des ces pics est n? En d'autres termes existe-t-il 
une bijection entre les chemins de Dyck et les blocs de Jordan de [(v71,1(eµ), f.x)] 
(quitte à numéroter les blocs d'une même taille dans [(V1,1(eµ), f.x)]µrn,>.f-n)? 
Ceci est vérifié jusqu'à n = 11. Pour n = 12, il faut calculer la forme de Jordan pour 
une matrice de taille 77 x 77, la complexité des calcules, a empêché la vérification 
pour des valeurs plus grandes. D'autre part, on rappelle que la hauteur du dernier pic 
coïncide avec l'ordonnée du dernier pic. Il y a donc qu'un chemin, dont la somme des 
pics est net que la hauteur du dernier pic est n, par construction c'est celui qui a un 
seul pic de hauteur n. De surcroit, si un chemin à plus d'un pic, la hauteur maximale 
du pic le plus à droite est donnée par n - 2 - 1, car le plus petit pic possible est de 
hauteur 1 il nécessite un pas-nord ainsi qu'un pas-est donc l'abscisse du deuxième 
pic est augmenté de 2 et pour que la somme des pics soit n cette abscisse doit être 
de n - l. Donc le corollaire 6 confirme en partie cette hypothèse. Enfin, il est curieux 
de constater que les chemins de Dyck refont leur apparition ici. A priori, il n'y a 
aucun lien entre la définition combinatoire de v7 q( en) vu à la section 1 et la hauteur 
du dernier pic. 
Le chapitre termine sur un exemple de la correspondance pour la composante homo-
gène n = 10. 
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Exemple 35: On rappelle que la suite des blocs pour n = 10 vu à l'équation 3.11 
est 10, 7, 6, 5, 4, 4, 3, 2, 1. La figure 3.2 montre les chemins de Dyck, dont la somme 
des pics est 10. 
(a) bloc de taille 10 (b) bloc de taille 7 
( c) bloc de taille 6 ( d) bloc de taille 5 ( e) bloc de taille 4 
( f) bloc de taille 4 (g) bloc de taille 3 (h) bloc de taille 2 (i) bloc de taille 1 
Figure 3.2 Correspondance entre les blocs de Jordan et les chemins de Dyck 

CONCLUSION 
La recherche effectuée dans ce travail a pour objectif l'étude de la structure .des 
opérateurs propre de Macdonald, à savoir les opérateurs qui ont les polynômes de 
Macdonald comme fonction propres. L'étude des aspects combinatoires de ces struc-
tures permettent une caractérisation partielle des opérateurs propres de Macdonald 
ainsi qu'une meilleure compréhension des polynômes de Macdonald sur lesquels ils 
agissent. 
On montre que les opérateurs propres de Macdonald inversibles, CJ, les opérateurs 
monomiaux M, les opérateurs MMS, les opérateurs interprétables, les opérateurs 
constants par degré, C, forment des groupes abéliens (équation 2.1, lemme 15 et 
proposition 7 ) . Le quotient de ces groupes par le sous-groupe C est stable pour 
les propriétés d'être Schur positif et Schur polynomiale (lemme 12). Ceci permet 
de caractériser les familles d'opérateurs propres : les monomiaux (proposition 6, 
proposition 8), les monomiaux interprétables (lemme 19), ceux qui sont dans la même 
classe qu'une puissance de v' (théorème 2) et ceux qui sont dans la même classe qu'un 
opérateur MMS Schur polynomial ( théorème 1 ) . 
On montre également une interprétation combinatoire des opérateurs MMS et des 
opérateurs monomiaux interprétables. Cette interprétation rend aisée preuves par 
récurrence sur l'opérateur v', les opérateurs MMS, et les opérateurs monomiaux 
interprétables. Cet outil est central à la preuve du théorème 1 qui est lui-même 
essentiel à la preuve du théorème 2. Le tableau 2.1 fait le point sur ce qui est déjà 
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démontré soit dans la littérature ou dans ce mémoire. 
La caractérisation de la classe d'équivalence des puissances de 'v n'est cependant 
pas minimale. C'est-à-dire qu'il est possible qu'une généralisation du résultat amène 
également à une caractérisation de 'v. Une preuve de la question 4 entrainerait une 
caractérisation minimale. On parvient au même résultat en prouvant une des ques-
tions 2, 3 ou 5. 
Ce travail donne aussi d'autres avenues possibles de la résoluton de la conjecture 
1 de (Bergeron et al., 1999). La propriété d'être un opérateur monomial est très 
contraignante, il serait peut-être plus simple de trouver une preuve de la question 1 
qui implique la conjecture 1 de (Bergeron et al., 1999) puisque le théorème 1.1 de 
ce· même article montre que les puissances de 'v sont Schur polynomiales. En posant 
d = (kt), on peut également utiliser le théorème 1 et montrer que pour tout k, il 
existe k+ (d!2) opérateurs MMS virtuellement Schur positif dont le degré des valeurs 
propres varie entre O et d. D'autres méthodes équivalentes sont également explorées 
à la fin de la section 2.3. 
Finalement il serait très intéressant d'établir la bijection proposée, dans la question 
6, entre chemins de Dyck et blocs de Jordan de [('v1,1 (eµ), f.x)]. 
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