In this study, we introduced a WNN-MAR-VOA method, which embraces Wavelet 8
Neural Network, Markov Chain and GJR-GARCH model to obtain accurate short-term travel 9 time prediction of freeway. Wavelet Neural Network is used to present the periodic pattern, 10
Markov Chain is utilized to correct the residual part of initial prediction, and GJR-GARCH 11 model is employed to predict the volatility part. The proposed method is aimed at providing 12 some insights into the basic structures of the raw data and accurately forecast the highway travel 13 time quantitatively in the near future. The main innovations of the proposed hybrid method list as 14 follows : 15 Different from the most existing hybrid models which consist of periodical analysis and the 16 residual part, the proposed hybrid method add residual-correction and volatility-analysis to 17 the hybrid model. 18 Modifying the shift factor and the constriction factor of wavelet transform to accelerate the 19 convergence rate of learning procedure and avoid local optimal solution as much as possible. 20 Extracting white noise, which is brought by over-fitting problem after the combination of 21 statistical model and machine learning model. As a consequence, the accuracy and 22 robustness of forecasting performance are improved, especially in peak hours. stepwise-variable-selection method and more advanced tree-based methods were proposed in 7
Kwon's Research (Kwon et al. 2000) , and day-to-day trends were observed in numerical results. Most traditional hybrid models only concentrate on periodic trend and residual part of 3 travel time data. Recently, some researchers began to make use of statistical volatility models in 4 dealing with the over-fitting problem. The main approach is exploring the uncertainty and 5 variability to alleviate the influence brought by noise. Variance is constant in the assumptions of 6 traditional methods, the volatility models forecast time-dependent variances. Engle (1982) 7 introduced ARCH model , which relaxes former assumption and assumes that the changes in 8 volatility of time series is predictable. Although the structure of the ARCH model is simple and 9 easy to understand, describing the volatility process often requires a number of parameters. 
MWF describes the periodic patterns of travel time in different time intervals, r t is the correction 12 of the residual part of the data which is presented by Markov Chain after removing the periodic 13 components, v t is the variance of x t calculated by GJR-GARCH model. 14 Wavelet Neural Network model provides the essential framework to highlight the 15 periodic patterns presented in the travel time data, and learning procedure of MWF on the 16 periodic cosines reproduces the cyclic patterns. By removing these periodicities in the initial 17 data, the residual parts of the traffic counts could be corrected by multi-regime based model. The 18 Markov Chain and volatility models are introduced to correct the residual part of the data. 
In Eq. (3), where x t and y t−1 represent the current travel time status vector and feedback travel 1 
in which h(j) is the output of j th node in hidden layer, j h is MWF, ij w is the connection-weight 1 between input layer and hidden layer, j b is the shift factor of h(j) , and j a is the constriction 2 factor of h(j) . Meanwhile, transfer function between hidden layer and output layer is presented 3 in Eq. (7). 
(k) yn is the expected output, y(k) is the prediction outcome of WNN. 10
Correct the weights and WMF based on the prediction error 11
η is the learning rate of WNN. demonstrated that predictive error of neural networks in time t is highly related to that in time t-8 1, while has little correlation with any other former times, especially for traffic flow 9 characteristics in peak hours of the weekdays. In this paper, the percentage error of initial 10 prediction made by WNN is modeled as a Markov Chain and classified into several states. 11
Markov Chain model is utilized to minimize the holistic prediction error, state-classification is 12 simplified and convergence rate of Markov Chain is accelerated because there is no need to 13 identify congested states of traffic condition. 14 The foundation for the construction of Markov Chain is non-after effect; that is, an 15 object's state at the present phase is only related to the state at the previous phase, while has 16 nothing to do with status at any other former phases. Furthermore, forecast result correction 17 needs to be able to satisfy requirements of non-after effect and in accordance with the steady-18 D r a f t state consistency check (Ramezani and Geroliminis 2012) . The method about how to classify the 1 Markov state in a more elaborate way is not included in this paper. A binary-decision-diagram-2 based method was used to determine the state of percentage error margin in this paper. The 3 detailed information of the binary-decision-diagram-based method can be seen in Xie and Beerel 4 (1998). According to the percentage error margin (the percentage that absolute error takes in 5 actual value) in WNN, Markov's status area can be classified into several states. 6
During state E i transferring to E j through a single step, the probability taking place is 7 called one-step transfer probability. We form one-step transfer probability matrix p=[p ij ] N*N is, p ij 8 ≤1. P ij =m ij /m i , m i means how many times that state E i appears, m ij denotes that how many times 9 the State transfers from E i to E j . The transition is a change of state and the one-step transition 10 matrix (e.g., n = 1, where n is the number of steps) shows the changing rate from state i to If the system's initial state vector is S 0 , then S 0 = (S 1 , S 2 , S 3 , S 4 , S 5 ,S 6 , S 7 , S 8 , S 9 ), among 4 which, S i (i=1, 2... 9) is the probability in the state of i; if the state vector is S k after k steps of 5 transfer, we obtain 6 which is based on C-K Equation (Medury and Madanat 2013) . In every step, the specific range 7 of percentage error in the state of i with the largest probability, k t is chosen to replace the former 8 one which is calculated by initial WNN. So the expression of r t is: 9 in which $ t r is the actual value of observed travel time data, t r is the residual part of the initial 10 data, k t equals to the value of the upper bound of the selected range. 11
Volatility Model 12
As mentioned at the beginning of this section, the content of the proposed hybrid method is the 13 sum of the periodic trend, the residual part and the variance. Most traditional models only 14 concentrate on the first two parts. The variance part is considered to simply satisfy the white 15 11 
NUMERICAL EXPERIMENTS 9

Test Site and Data Collection 10
The travel time data used in this study were collected on a westbound segment of the US- 
Wavelet Neural Network Analysis
Hybrid Model Prediction 9
As mentioned in the introduction part, existing literature applied the GARCH model in traffic 10 volatility forecasting and show promising results in the study by Yang et al. (2010) . One main 11
shortcoming of the GARCH model is treating the positive and negative volatility symmetrically. 12 Dimitriou et al. (2008) suggested that the nature of traffic data is non-symmetric volatility. The 13 GJR-GARCH model proved to be able to capture the non-symmetric effect by Wang (2009) 
RESULTS AND DISCUSSION 14
Experiment Preparation 15
In this section, the prediction performance of the WNN-MAR-VOA model is evaluated using the 16 travel time data on link D in August. In addition, the prediction performance between the 17 proposed model and the other two conventional prediction models is compared. One of the 18 conventional prediction models is Autoregressive Integrated Moving Average, ARIMA, 19 assuming that the value of the predicted travel time series at time t takes a linear, weighted form 20 of the observed travel times in the previous several time intervals (Fei et al. 2011 The mean absolute error (MAE), the mean absolute percentage error (MAPE), and the 19 root mean square error (RMSE) are used to compare the prediction performance between the six 20 models. The performance indexes (MAE, MAPE and RMSE) were calculated as follows: 21 The similar result can be seen more clearly in Figure 3 VOA is lower than WNN in some cases, and the similar observation can be seen between 7 ARIMA-MAR-VOA and BPNN. As the combination model usually needs more time than single 8 model to predict, computation cost will be discussed in section 5.3 to further evaluate the 9 forecasting performance of all models. 10
Prediction Performance
Computational Cost 11
As introduced before, the dataset used in this study covers the whole 12 workdays of August in 12
2008, and data sampling interval is 5 min. Therefore, the amount of data is 2,808 lines for each 13 automobile passing by. The dataset is divided into two parts, 80% of data are used for training 14 purpose, and the rest is used for validation. The computational costs for each prediction 15 algorithm are list in Table 2 
