Images play an essential part in our daily lives and the performance of various imaging applications is dependent on the user's quality of experience. No-reference image quality assessment (NR-IQA) has gained importance to assess the perceived quality, without using any prior information of the nondistorted version of the image. Different NR-IQA techniques that utilize natural scene statistics classify the distortion type based on groups of features and then these features are used for estimating the image quality score. However, every type of distortion has a different impact on certain sets of features. In this paper, a new feature selection algorithm is proposed for distortion identification based image verity and integration evaluation that selects distinct feature groups for each distortion type. The selection procedure is based on the contribution of each feature on the Spearman rank order correlation constant (SROCC) score.
Introduction
With the advancement in digital technology, multimedia content, especially images, have come into widespread use. Billions of images are shared over the Internet every day [1] . Images are affected by several types of distortion, due to imperfection in image acquisition systems and compression algorithms for storage and transmission. Therefore, evaluation methods that measure distortion in images have become significant. Image quality assessment (IQA) techniques have been broadly divided into objective and subjective quality measures [2] . Techniques that focus on finding features to assess the extent of distortion in an image without involving a human observer are known as objective methods, whereas image quality assessment performed by human observers is known as subjective evaluation, which is considered a benchmark for image quality evaluation. However, evaluation of each image by human observers is a laborious task that consumes a large amount of time. Therefore, a quantitative index that measures image quality is required. These techniques try to estimate the quality score of an image exclusive of any previous information about the nondistorted version of the image and this is known as no-reference image quality assessment (NR-IQA) [1, [3] [4] [5] . Natural scene statistics (NSS) have been extensively utilized in NR-IQA techniques, as they work on the assumption that nondistorted images hold some particular statistical properties that are different from those of unnatural images [6, 7] . The effect of any type of distortion on an image makes it unnatural, resulting in changes in NSS properties. The divergence of the natural scene statistics of the image affected by distortion from the nondistorted image can be exploited to predict the perceived quality score of the image. NR-IQA is a difficult problem because of varying types of individual distortions and the diversity of content present in images. In the literature, several NR-IQA techniques based on NSS have been proposed [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . Most NR-IQA techniques follow a two-step approach, i.e. determination of distortion type affecting the image and estimation of quality score using regression.
The blind image quality index (BIQI) uses a wavelet transform over three orientations and three scales and is parameterized by generalized Gaussian distribution (GGD) [24] . The shape parameter and standard deviation are used to compute the feature vector. A two-step approach using a support vector machine (SVM) classifier and regression is used in distortion identification based image verity and integration evaluation (DIIVINE) [2] , in which a wavelet transform using steerable pyramids is computed for two scales and along six orientations to compute NSS features. A discrete cosine transform (DCT) is applied on 5 × 5 blocks of image to extract smoothness, texture, and edge information to assess the image quality using a Bayesian inference model in [25] .
In [26] , a codebook representation for no-reference image assessment (CORNIA) is proposed that used raw image patches to learn a codebook for NR-IQA. A blind/referenceless image spatial quality evaluator (BRISQUE) used the luminance coefficients of images, which are obtained using the empirical distribution of luminance, under the assumption that they represent NSS and can gauge the extent to which the image is affected by distortion [27] . In [1] , joint normalization of the Gaussian Mixture (GM) map and Laplacian of Gaussian (LOG) is employed in an adaptive procedure for the calculation of IQA metrics based on non-Gaussianity (NG), local Gaussianity (LG), and exponential decay characteristics of NSS. A two-step framework using a curvelet transform is introduced in [3] , where the feature set is based on the maxima of log histograms and the energy distribution of orientation and scale for the curvelet transform. An NR-IQA that extracts features in the spatial and spectral domain (SSEQ) is introduced in [4] . Spatial entropy is computed by dividing an image into blocks of 8 ×8 and the spectral entropies are computed on the DCT coefficients of the distorted image. In [18] , NSS properties are improved by taking into account the fitting error, which occurs when irregularities in the distorted image are modeled using parameters for a distribution. In [28] , an approach that measures the homogeneity in a block is proposed, where noise in the image is estimated by automatically locating homogeneous blocks and an adaptive averaging technique is applied that measures the noise in the image. Spatial contrast and structural distribution is considered in [29] for evaluating the quality score of images. The structural information variation metrics between the image gray-scale fluctuation map of the distorted and reference image is computed and are used as input to a pretrained support vector regression (SVR) model to predict the image quality. In [30] , gradient histogram variation is used under a local transform to form global features for assessing the quality score of the image. In [8] , a convolutional neural network is used for the extraction of features and SVR for mapping the extracted features to a quality score. An NR-IQA technique based on fragile watermarking and robust features is presented in [9] . Singular value decomposition is used for watermark extraction and the performance of IQA techniques is tested on various gray scale and color images.
All of the abovementioned NR-IQA techniques have used the same feature set for all distortion types to predict the quality of an image. However, each individual distortion type exhibits distinct characteristics, which cannot be modeled using the same feature set. Therefore, distinct features for each individual distortion type should be selected. In this paper, a new feature selection algorithm is proposed, for the NSS based DIIVINE technique. DIIVINE is a two-step approach, i.e. distortion type soft classification followed by regression for IQA using the same features for each distortion type. The proposed technique differs from the DIIVINE algorithm in two aspects. Firstly, DIIVINE uses soft classification for prediction of the image quality score, whereas the proposed method uses hard classification for determination of the distortion type. Secondly, a feature selection module is added in the proposed method, which selects distinct features for each distortion type based on the mean value of the Spearman rank ordered correlation coefficient (SROCC) score. Recently, feature selection algorithms based on SROCC, linear correlation coefficient (LCC), Kendall correlation coefficient (KCC), and root mean squared error (RMSE) are proposed for NR-IQA [31] , but the proposed algorithm is different from those algorithms in three aspects. First, the proposed feature selection is distortion specific, i.e. it selects different features for each distortion type, whereas the feature selection algorithms in [31] select the same features over all distortion types. Second, the proposed method performs feature selection based on five groups of statistical features, i.e. scale and orientation selective features, orientation selective statistics, correlation across scales, spatial correlation, and across orientation statistics. Only those feature groups are selected that have majority features with SROCC score greater than the mean SROCC score, which is computed over all the features, i.e. the bin size for feature selection is equal to the number of features in a particular feature group.
In comparison, the algorithms in [31] perform feature selection on individual features, i.e. the bin size is equal to one feature. This has the disadvantage of losing inherent and detail information present in the whole feature group that can contribute to the overall performance and results in degradation of performance. Third, the selection of feature group seems logical since DIIVINE extracts features as groups, and so whether individual features in a feature group are utilized or discarded, all the features in a group have to be extracted, which does not contribute towards the reduction of execution time. The major contributions of the proposed method are as follows:
1. The proposed method helps in reducing the number of features used for NR-IQA, which makes the technique fast and efficient.
2. The feature selection improves the quality score prediction and shows better correlation with the mean observer score. f f 43 32 f f The remainder of the paper is structured as follows. Section 2 describes the proposed methodology in detail. Experimental results and evaluations are reported in Section 3 followed by the conclusion in Section 4.
Proposed methodology
The block diagram of the proposed method for NR-IQA using feature selection algorithm is shown in Figure 1 ; it uses a three-step approach. Firstly, NSS based DIIVINE features are computed using a Gaussian scale mixture (GSM) and generalized Gaussian distribution (GGD). These features are used to determine the type of distortion affecting the image using an SVM classifier. In the second step, feature selection is performed for each distortion type based on mean SROCC score. Finally, a pretrained regression model, which is distortion specific, is utilized to predict the quality score of the image. Each step is explained in detail below.
Feature extraction
A loose wavelet transform that extracts features over two scales and six orientations (
o ) is applied on images to obtain 12 subbands. The subbands of natural images have Gaussian distribution.
A Gaussian scale mixture as given in [32] is used along with generalized Gaussian distribution to model the non-Gaussainity of distorted images. A GSM is calculated as
where Y is an N -dimensional random vector, U is a Gaussian random vector with zero mean and standard deviation σ U , z is a mixing multiplier, and ≡ represents equality in distribution. The vector Y models the marginal and joint statistics of the subbands. The density of Y is obtained by
where C U is the covariance of the zero mean Gaussian random vector. The 12 subbands are further used to calculate five group of features, i.e. scale and orientation selective features containing 12 × 2 = 24 features that are obtained on 12 subbands to compute 2 parameters on each subband, i.e. variance and shape, orientation selective statistics consisting of 7 features where 6 features are obtained for shape parameters across 2 scales and at 6 orientations and the 7 th feature is obtained for the shape information from statistics across subbands, correlation across scales consists of 12 features that are obtained by computing the correlation between the high pass and low pass filter over each of the 12 subbands, spatial correlation has 30 features that are obtained by fitting the joint distribution of coefficients present at chess board distance to a third order polynomial, across orientation statistics containing 6 C 2 = 15 features that are obtained on the coarsest level by computing the structural correlation. All these feature groups are concatenated to create a feature vector of length 24 + 7 + 12 + 30 + 15 = 88 . The details of the five groups of features are given below.
Scale and orientation selective features (
This set of features is obtained by applying GGD to each of the 12 subbands. The choice of applying GGD is justified by the fact that in the absence of any distortion the scale and orientation selective features exhibit a Gaussian distribution, which is affected when an image is distorted. GGD is defined as
where µ and σ 2 represent the mean and variance of x respectively, ζ is the shape parameter ( ζ = 1 means
, and Γ(·) is calculated as
The wavelet subbands have zero mean and are only affected by variance and the shape parameter. Therefore, scale orientation features are calculated on the variance and shape parameter of the subbands separately.
Orientation selective statistics (
Digital images are inherently multiscale in nature and there exists a relationship between subbands at the same orientation but across different scales [2] . A GGD is well suited for the given objective and is used to increase the variation between the Gaussian distribution of each distortion type. GGD fit is used on all the coefficients of the subbands stacked together and only the shape parameter ζ is computed because standard deviation and mean do not contribute any information to the quality score.
Correlation across scales (
In the human visual system, the retinal ganglion cells possess the properties of filtering that can compute responses resembling the difference of Gaussian (DOG). This property can also help in enhancing high frequency features, which represent edges [33, 34] . Therefore, it is rational to assume the existence of a relationship between the high pass and band pass responses of an image [2] . These dependencies are captured by comparison of high pass band and low pass band correlations. A windowed structural correlation between the high pass and low pass components is calculated as
where σ xy is the cross covariance between the band pass and high pass bands windowed regions, σ 2 x and σ 2 y denote the variances over the respective windowed regions, and C 2 is a constant, which stabilizes the output. The filters use a Gaussian window of 15×15 with σ = 1.5. The correlation across scales is calculated for each of the 12 subbands. The Gaussian window of different sizes has been used to extract edge and detail information from images for the purpose of IQA in state-of-the-art IQA techniques [35] [36] [37] [38] [39] with different Gaussian window sizes, i.e. 7 × 7 , 8 × 8 , 11 × 11 and 17 × 17 etc., which are all state-of-the-art. The window size of 17 × 17 is chosen because it gave the best results for DIIVINE [2] .
Spatial correlation ( f 44 − f 73 )
Natural images are extremely structured and variation in the spatial correlation structure of images is gradual [2] .
When an image is affected by distortion, the natural structure is also disturbed regardless of the distortion type. The disturbance in the structure is recorded by using the joint empirical distribution p XW (x, w) , which is approximated by using the chess board distance ℵ τ 8 (i, j) at spatial locations i and j and is given as This group of features is obtained by utilizing six wavelet subbands at the coarsest level. The correlation across orientation is obtained by selecting two subbands out of six at a time, which leads to 15 combinations.
Structural correlation as given in Eq. (6) is calculated by using a window of 15 × 15 on all the 15 combination of subband pairs.
Once feature extraction is performed, the next step is to classify the distortion type affecting the image. Any classifier can be used with the proposed methodology. In this work, an SVM classifier is selected because it has been shown to work well on high dimensionality data [2] . Let (x i , y i ) (1<i<M ) be the set of M training samples for the SVM classifier, where x i is the i th instance of a M × D feature vector, y i is the i th instance of a M × 1 label vector such that y i ∈ {+1, −1} , D is the feature set for one instance, and M is the total number of input samples. The aim of the SVM classifier is to obtain an optimum hyperplane so that all the samples that belong to one class should be on one side of the hyperplane and the samples that belong to the second class should be on the other side [40] . SVM is mathematically modeled as
where k(x i , x) is the kernel function satisfying Mercer's theorem. Mercer's theorem states that there exists a mapping such that k(x i , x) = Φ(x i ).Φ(x), where, Φ(·) is the mapping of x to the feature space, b 1 is the bias value, and α i are the Lagrange multipliers, which maximize the function in Eq. (8) .
The input to the pretrained SVM classifier model is the DIIVINE features and the output is the distortion type. The LibSVM package is used to perform SVM classification, with a radial basis kernel function [41] .
Feature selection
In this paper, the main aim is to select features based on SROCC, which are used to train and test the SVM regression model. Each distortion type affects images in different manner, i.e. Gaussian blur (GB) causes loss of edge information in the image, whereas images distorted with JPEG show distortion in the form of blockiness.
As each distortion affects different characteristics of the image, it is not rational to use the same set of features for assessing the quality score of the image. In order to select features for each distortion type, the SROCC score is obtained against each individual feature. The SROCC is denoted by r s and is calculated as where d i represents the difference between paired ranks and n represents the total number of cases. SROCC score measures the coherence between the mean observer score and predicted quality score. A value close to 1 suggests superior performance. Hence, we select the feature group with the majority of the features having SROCC score greater than the mean SROCC score of all the features. Figure 2 shows the differential SROCC of each feature for different types of distortion. Differential SROCC is computed by taking the difference of SROCC score of each feature of the distorted image and the mean value of SROCC computed over training images. From Figure 2, 
SVM regression
The feature groups are selected for each distortion type using the proposed Algorithm 1. The third and last step is to predict the quality score using distortion specific regression models. Each distortion specific regression model is trained using the feature groups having a majority of the features with SROCC score above mean SROCC value, i.e. each distortion type will have different features as input for the regression model. The SVM regression Ψ(y) is given by
where y is denoted as the input vector, α(y) is the feature vector space, and β is the weight for the corresponding input. The transformation α(·) relates the input vector to the feature space. If the training data are given by {y i , x i } , where y i is the i th input pattern, x i is the corresponding target value and c 1 denotes the bias.
The objective of SVM regression is to estimate Ψ(y) such that the error between the target value and Ψ(y) is minimized. All computations in SVM are performed using kernel function k(m) . The vector space does not have to be constructed explicitly when the inner product is computed using a kernel function. An L dimensional radial basis function with R centers is given as
where c i is the i th Gaussian basis function center that has a standard deviation of σ i , the weight of the i th Gaussian basis function is represented as β i , and b 2 is a constant.
Experimental results

Evaluation criteria and implementation details
The proposed methodology is based on machine learning techniques of classification and regression. Therefore, it requires training and calibration to predict image quality score. The dataset is split into nonoverlapping sets for training and testing. Images selected for training are not present in the test images, which negates the performance bias. The training set comprises 80% randomly selected images and the test set consists of the remaining 20% images. The training and testing are repeated 1000 times to predict the mean observer score and the median results are presented for performance evaluation. The support vector regression parameters c and γ are optimized for each NR-IQA technique using a grid search. Generally SROCC and linear correlation constant (LCC) are utilized to measure the performance of NR-IQA techniques. The linear correlation constant is given by
where x i and y i are the MOS and predicted quality score of images respectively, the mean values of x i and y i are represented byx andȳ respectively, and n is the total number of samples.
Databases
In this work, the proposed methodology is tested on three of the most commonly used subjective IQA databases,
i.e. LIVE [42] , TID2008 [43] , and CSIQ [44] . Eight hundred experiments were performed, during which 256, 000 quality assessments were carried out. The evaluation on the TID2008 is done by more than 800 observers belonging to different social categories such as tutors, students, and researchers. The CSIQ database contains images with five distortion types. There are a total of 30 nondistorted/reference images and 866 distorted images. The images were shown to 35 observers on a LCD monitor with a resolution of 1920 × 1200. A total of 5000 individual image quality assessments were performed to calculate the mean observer score.
The output of experiments performed in the LIVE, CSIQ, and TID2008 databases is the image quality score of images that are computed by taking the average of individual perceptual quality scores for each image, as assessed by human observers. The LIVE and CSIQ databases provide the difference mean opinion score (DMOS), which represents the difference between the perceptual quality of pristine and distorted versions of the image and a lower value of DMOS suggests higher image quality. The TID2008 database provides MOS scores, which means a higher value of MOS suggests higher image quality. The range for DMOS values of the LIVE database is between 0 and 100, where 0 suggests the highest and 100 represents the worst image quality. The range for MOS of TID2008 is between 0 and 10 , where 10 represents the highest and 0 represents the lowest image quality. The CSIQ database consists of DMOS scores ranging between 0 and 9, where a value close to 0 suggests higher and 9 suggests lower image quality.
Performance of the feature selection algorithm
The proposed method utilizes feature selection, which is explained in Algorithm 1. Only those feature groups are selected for a distortion type that have majority features with SROCC score greater than mean SROCC, for image quality evaluation. The groups of features selected for NR-IQA of each individual distortion type for LIVE databases the using proposed feature selection algorithm are summarized in Table 1 . The mean SROCC score for the selection of the group of features for each distortion type is obtained by taking the average of individual feature SROCC scores over all three databases, i.e. the same group of features is used for performance evaluation over all the databases. It is evident that the maximum features selected are 58 for WN and minimum number of features selected are 37 for JPEG, which is 34.1% and 57.9% less than the total number of features used in the DIIVINE algorithm. 
Performance comparison
The proposed methodology is compared with 11 state-of-the-art NR-IQA techniques, namely DIIVINE [2] , BLINDS II [25] , BRISQUE [27] , BIQI [24] , CORNIA [26] , M3 [1] , improved NSS [18] , SA _ IQA [29] , S [31] , and SLKR [31] . Table 2 shows the individual performance comparison of the proposed methodology for the LIVE, TID2008, and CSIQ databases, which validates the better performance of the proposed method. Table 2 show the number of times a NR-IQA technique is ranked top. It can also be observed that the proposed method performs best with a hit count of 17, which is much higher than the best hit count of 4 for state-of-the-art NR-IQA techniques. Table 3 shows the overall performance of the proposed method on individual IQA databases and the average performance on all three databases. It is evident that the performance of the proposed method is better than that of the state-of-the-art NR-IQA techniques. Furthermore, the proposed method performs equivalent to a full reference-IQA like PSNR and SSIM, which requires a nondistorted version of the image to estimate the perceived quality. The S [31] and SLKR [31] feature selection algorithms S and SLKR [31] perform even worse than the DIIVINE NR-IQA technique because the S and SLKR algorithms perform feature selection on individual features, which has the disadvantage of losing inherent and detail information present in the whole feature group that can contribute to the overall performance and results in degradation of performance. Table 4 compares the average number of features used and the execution time in seconds for different NR-IQA techniques. The proposed method reduces the average number of DIIVNE features by 34.1% and results in better performance in terms of higher SROCC and LCC scores as compared to DIIVINE. The proposed method also reduces the execution time by more than 25.2% when compared to DIIVINE. The proposed method takes a longer time to compute the quality score than BIQI [24] , CORNIA [26] , BRISQUE [27] , M3 [1] , curveletQA [3] , SSEQ [4] , improved NSS [18] , SA _ IQA [29] , S [31] , and SLKR [31] , but gives better performance in terms of average SROCC and LCC to predict the MOS.
Conclusion
Conventional NR-IQA techniques extract features to determine distortion type and then these features are used by the regression model to estimate the quality score of the image. An algorithm for feature selection is proposed in this paper, where different feature groups are selected for each distortion type. Only those feature groups are selected whose SROCC score is greater than the mean SROCC value of all extracted features using majority voting. The proposed method is evaluated over the LIVE, TID2008, and CSIQ databases. It is evident from the results that the predicted quality score using the proposed method shows high correlations with the subjective quality score represented by mean observer score. The proposed methodology shows better performance than the current NR-IQA techniques and other feature selection algorithms in terms of SROCC and LCC. The proposed method not only improves the estimation of quality score but also reduces the execution time and computational expense of the system as compared to the DIIVINE NR-IQA technique.
