Abstract-Artificial bee colony (ABC) is a relatively new stochastic algorithm with competitive performance and minimal tuning parameter. This paper proposes a hybrid ABC algorithm with differential evolution (DE), but without additional parameters. DE is a well-known efficient evolutionary algorithm with proven records but its parameter setting is complicated. This proposed hybrid algorithm called ABCDE incorporates the powerful mutation strategies of DE into ABC, in order to increase convergence while diversity is not compromised. The performance of ABCDE is evaluated against both original ABC and opposition-based DE (ODE), a recent DE variant with high performance. The experiment uses twelve widely accepted non-linear benchmark functions with various characteristics, such as difficult landscape, multimodality, shift and rotation, to evaluate the ABCDE's performance on many complex functions. The experimental results demonstrate a superior performance of ABCDE against original ABC and ODE.
I. INTRODUCTION
Artificial bee colony (ABC) algorithm [1] is a biological-inspired population-based stochastic algorithm, recently proposed by D. Karaboga, which mimics the foraging behavior of honey bee swarm. Performance of ABC algorithm has been demonstrated to be competitive to other population-based algorithms with an advantage of simplicity and having fewer control parameters [2] , [3] . Thus ABC has been applied to solve different optimization problems such as machining process [4] , scheduling [5] , structural design problem [6] and power electric [7] . The ABC employed in this work is a hybrid with differential evolution (DE) in order to increase exploitation, the ability of searching near a candidate solution. DE is a very efficient evolutionary algorithm proposed by Storn and Price [8] , whose performance has been improved and widely accepted in many areas from engineering and science to finance and economic since [9] . The hybridization in this work increases ABC's exploitation without additional algorithmic parameters. Performance of the proposed hybrid algorithm, namely ABCDE, is evaluated using a set of widely accepted benchmark of nonlinear minimization problems with different characteristics including multimodality, shift and rotation.
The remainder of the paper has the following structure. Section II presents background of ABC and overview of DE and ANN. Section III describes the proposed hybrid ABCDE whose performance is evaluated using benchmark functions in Section IV. Section V concludes the paper with some future works.
II. BACKGROUND
Without loss of generality, this paper considers minimization problems only.
A. Artificial Bee Colony
Artificial Bee Colony (ABC) algorithm is a relatively new population-based algorithm proposed by D. Karaboga in 2005 to solve continuous problems [1] . ABC is modeled from the foraging behavior of honey bee colony that consists of three different groups of bees: employed bees, onlooker bees and scout bees. The employed bees search food sources around the hive and carry information about food source positions. Onlooker bees are waiting in the hive for the information shared by the employed bees about their found food sources, given that each employed bee carries information of one different food source. An onlooker bee evaluates the information showed by the dancing employed bees and choose a food source according to the probability proportional to the quality, the amount of nectar, of that food source. Once an onlooker is attracted to one food source information, it updates food information, keeps only the better one, and shares its information on the dance platform. If a food source could not be improved by the employed or onlooker bees in a certain time (called as abandon limit), the employed bee abandons this food source and becomes a scout bee exploring a new food source.
In ABC algorithm, there are N food sources, each of which is a candidate solution whose position is represented as 
where k = {1, 2,…, N} and j = {1, 2, …, D} are randomly chosen indexes; k has to be different from i .  i , j is a random number in the range [-1, 1] . The new food source v i will be evaluated and compared to x i . If v i is better than x i , the employed bee will memorize the new food source v i and forget the previous one; otherwise x i is retained. After all employed bees complete their searches, they return to the dancing area in the hive and share information to the onlooker bees. An onlooker chooses a food source depending on the probability value associated with the food source p i . In original ABC, roulette wheel selection method is employed as follows. 
where fit i is the fitness value of solution i. The higher value the fit i is, the more probability that the i-th food source is selected.
Once an onlooker selects its food source, it produces a modification on the x i by using equation (2) and evaluates the new food source. Similar to the case of the employed bee, an onlooker replaces the selected food source with the new one if the new one is better. If a food source x i cannot be improved by the bees for a predetermined number of times, called abandon limit, the food source is abandoned and could be newly produced by a scout bee using equation (1) .
B. Improved Variants of ABC
It is widely known that both exploration (diversification) and exploitation (intensification) are necessary for any population-based search algorithms. Unfortunately, they are contradict to each other and both must be well balanced during the search for good performance. The original ABC is well known for its exploration but poor at exploitation [10] , [11] . Thus many techniques have been employed to enhance the convergence and performance reliability of ABC. Some of them include local search [5] , Tagushi method [6] , orthogonal learning strategy [11] , multi-strategy ensemble [12] . Kang et al.' s Rosenbrock ABC algorithm [13] used a modified Rosenbrock's rotational direction method to implement the exploitation phase to assist ABC in solving complex problems. Bose et al. [14] proposed the idea of decentralization of attraction from super-fit members along with neighborhood information and wider exploration of search space and applied it to optimal filter design problems.
In additions, hybridization with other well-known population-based algorithms such as particle swarm optimization (PSO) or differential evolution (DE), have been proposed to enhance the performance of ABC [7] , [15] . Inspired by PSO, the gbest-guided ABC exploits the information of global best solution into the search equation to improve the exploitation [10] . Inspired by DE/best/1, the modified ABC searches only around the best solution to improve the exploitation [11] in addition to an improved initialization with chaotic system and opposition-based learning. A new probability parameter is added for balancing of the exploration and exploitation. More recently, a hybrid ABC with DE integrates a modified DE into the modified gbest-guided ABC to further accelerate the convergence [16] .
A catastrophe-like scheme is used to prevent stagnation at the later stage of evolution by abruptly initializing some worse individuals of the population. Despite its promising performance, this hybrid ABC has four additional parameters: two for the improved search equations and two for the stagnation prevention scheme. Yang et al. [17] , applied the mutation and crossover strategies of DE to the employed bees to enforce their exploration ability while onlooker bees keep their original updating strategy to retain the exploitation ability. Li and Yin proposed another simple hybrid ABC and DE where the DE operation works as main structure and ABC works only when the solution created by DE operator does not make an improvement [18] . Unfortunately, a comprehensive simulation of the algorithms as proposed in Yang et al. [17] and Li and Yin [18] did not achieve a comparable results as reported, therefore, both algorithms are not included in this study for a comparative analysis.
C. Differential Evolution
Differential evolution is a population-based stochastic search algorithm that evolves a population of candidate solutions, called vectors, towards global optima. Firstly, a population of vectors are randomly initialized within the search space and evaluated with the objective function provided. Then each vector, so-called target vector, undergoes three operations in sequence: mutation, crossover and replacement [8] .
1) Mutation. A base vector is first selected from a randomly chosen or the best vector of the population. Then the difference(s) of one or sometimes two pairs of randomly chosen vectors are scaled and added to the basis vector to produce a mutant vector.
2) Crossover. To enhance the potential diversity of the population, the mutant vector exchanges its components with the target vector to form a trial vector.
3) Selection. The new trial vector and the corresponding target vector will be compared to keep only one of them to survive. If the trial vector has an equal or better value of the fitness value, it replaces the target vector in the next generation; otherwise the target vector is retained. This selection is thus in a greedy way and the overall fitness value will keep better or remain the same [19] .
There exist abundant methods developed so far to create the base vector and the difference vectors, which correspond to different mutation strategies. One of the most widely used mutation strategy is DE/rand/1, meaning that one randomly chosen vector is used as the base vector and one pair of randomly chosen vectors are used to create the difference vector in mutation. This strategy provides a moderate to good performance for a wide range of problems. Another popular strategy is DE/best/1 which is similar to DE/rand/1 except that the currently best vector is selected to be the base vector. DE/best/1 strategy yields a good convergence for simple unimodal problems. Many more strategies can be found in a recent survey [9] .
An interesting mutation strategy is DE/current-to-rand/1 which is rotationally invariant and has superior performance on difficult problems [9] , [19] . DE/current-to-rand/1 replaces the binomial crossover operator with the rotationally invariant arithmetic line recombination operator to generate the trial International Journal of Machine Learning and Computing, Vol. 5, No. 3, June 2015 vector by linearly combining the target vector and the corresponding trial vector as follows:
where i u and i x are the trial vector and the target vector. r 1 , r 2 and r 3 are indexes of vector randomly chosen and r 1 ≠r 2 ≠r 3 ≠i. k i and F are the combination coefficients, which are recommended to be a random value from a uniform distribution between 0 and 1.
III. THE PROPOSED HYBRID ABCDE
The original ABC is well known for its exploration but poor at exploitation [10] , [11] . This is mainly because of the following three reasons found in the search equation (2) . Firstly, this equation is used by both the employed bees and the onlooker bees. Thus no variety search behavior can be anticipated. Secondly, the new food source is created depending on the k-th member, which is selected only with a random. No directional improvement can be foreseen at this point. And third, the original ABC modified only one dimension, say the j-th dimension, at a time. Updates on more dimensions can expect higher diversity improvement. To address the first two reasons, we apply the search equation of DE/current-to-rand, which is rotationally invariant [9] , [19] for the employed bees. The employed bees use the following equation (5) instead of (2).
where r1, r2 andr3 are indexes of food sources randomly chosen and r1 ≠r2 ≠r3 ≠i. k i,j is a random value from a uniform distribution between 0 and 1. F is a random value from a uniform distribution between 0 and 1, created once for each iteration.
For the onlooker bees, we apply a different DE variant for a
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DE/rand/2/dir [20] provides performances of similar quality with DE/rand/1 but is slightly faster to converge than DE/rand/1 on multimodal and separable functions [9] . Therefore, inspired by DE/best/1 and DE/rand/2/dir, the search is around the bee with the best fitness value and the objective function information is incorporated to guide the direction as in the following way:
, ,
where x best denotes the bee with the currently best fitness value.
x src and x dest are the bees chosen with random such that
, for a minimization problem. F is a random value from a uniform distribution between 0 and 1. In addition, after the roulette wheel selection method is performed, the probability for the bee with best fitness (p best ) is set to 1.0 so as to guarantee that the best bee will be updated with the new onlooker equation (6) .
All the modifications described here do not introduce additional algorithmic parameters, and hence the strength of the ABC algorithm is retained.
For the third weakness of equation (2) mentioned earlier, we do not make any improvement in this work. The common idea is to have more dimensions be altered in an iteration, controlled with a newly-introduced probability parameter. By this way the solution is generated more like the crossover operator of DE rather than the ABC algorithm, and hence we leave for further investigation in next work.
IV. PERFORMANCE EVALUATION

A. Experimentation Setup
Twelve benchmark functions are used in the following experiment to evaluate the performance of the proposed hybrid ABCDE algorithm. All these functions are scalable minimization problems widely used in literature and have various characteristics. Table I summarizes their brief characteristics and search ranges. The first six functions are basic unimodal and more difficult multimodal functions. The Sphere function (f1) is for testing an algorithm's convergence speed on a very simple function. Function 2 is irregular from being altered with the addition of noise. The Rosenbrock function (f3) has a very narrow valley from local optimum to global optimum. It is considered a multimodal function at a higher dimension than 3 [21] . The Rastrigin function (f6) contains a huge number of local optima dispersed throughout the search space.
Functions 7 to 12 are more difficult forms of selected basic functions by having axis rotation or their optimum shifted. Functions 7 to 9 are selected from the special session and competition held under the IEEE Congress on Evolutionary Computation (CEC) 2005 while functions 9 to 12 are selected from CEC 2013. Details of the benchmark set are given in the corresponding technical reports [22] , [23] .
The experiment is conducted on all these 12 functions at 30 dimensions (or the number of decision variables). The maximum number of function evaluations (MAXNFC) is set to 200000. All experiments were run 60 times independently. Mean, s.d., highest value and lowest values of the final fitness obtained from 60 runs by the proposed ABCDE are compared with those by original ABC as well as opposition-based DE (ODE) [24] . ODE is a state-of-the-art DE enhanced with the opposition-based learning in population initialization, generation jumping, and local improvement. Despite its simple implementation, performance of ODE was comprehensively proven using a large set of complex benchmark functions [24] .
Population size (PS) is known to have some impact to the search diversity and on the performance of population-based algorithms. PS for ABCDE and ABC are set equally to 20 and 60. PS for a DE is recommended widely from 3D to 10D [8] , [9] . In this experiment, we tested ODE at 60, 90, 120, 150 and 180 to investigate the results and found that the overall best results are obtained from PS = 60 and 90, and thus will only be reported in the next section. Other important parameters for ODE are as follows: CR = 0.85, F = 0.5, and jumping rate J R = 0.3, as recommended [24] . The abandon limit for both ABC and ABCDE is set to 0.6 PSD as recommended [11] .
All algorithms are implemented in Java 7 using NetBeans IDE 7.3 and executed on a computer running Windows 7 SP1 with an Intel i7 Quad Core 3.40 GHz. An algorithm j is ranked better than algorithm k (r j <r k ) if the Wilcoxon signed-rank test result of algorithms j against k gets a p-value below 0.05. Two algorithms are ranked equally if the Wilcoxon signed-rank test result is not significant. Then the ranks of each algorithm are averaged by function groups: a group of six basic functions and a group of six complex functions (with shift and rotation) as well as all twelve functions, to obtain the Average Aggregated Ranks (AAR). A lower value of AAR means that such algorithm performs better. The last column (#1) in Table III indicates the number of functions, in which each algorithm gets the first rank. A higher value of #1 means the algorithm is better. Fig. 1 and Fig. 2 display the average convergence graphs of all algorithms-PS's for each function. To avoid overcrowding in the graphs, the convergence graphs of ODE with PS = 60 (ODE-60) are omitted since it has a lower performance in overall compared to ODE-90.
B. Comparison Results and Discussions
Last column in Table II shows the running time (in seconds) for 60 runs of each algorithm as a comparison. It is clear that
International Journal of Machine Learning and Computing, Vol. 5, No. 3, June 2015
ODE took a longer average time than ABC and ABCDE to finish its running (with MAXNFC) in every function. This is due to the overhead time for sorting in the ODE's opposition-based learning. In addition, we notice that on average ABCDE and ABC took about the same time to run.
1) Basic functions
From Table II and Fig. 1 (a) and (b) , both ABCDE and ODE clearly outperforms original ABC on basic unimodal functions (f1 and f2). ABCDE with PS = 20 (ABCDE-20) has the fastest convergence in f1, but ODE wins in the case of noisy function (f2).
Functions f3 to f6 are more difficult multimodal functions. ABCDE clearly outperforms ODE and beats original ABC in f3 Rosenbrock and f6 Rastrigin functions which are very challenging. Every algorithm can achieve a minimum value of 0 for Griewank function. Although on average ODE-90 is better than all ABC variants in Ackley and Griewank functions, ODE-60 performs the worst. ABCDE performs better than ABC in both functions.
Considering the AAR columns in Table III , we can observe that ABCDE achieves the top two best AAR BAS , i.e. 2.33 and 2.67 for ABCDE-20 and ABCDE-60, respectively.
From Fig. 1 , we can see that ABCDE-20 converges fastest for 5 out of 6 functions. The improved solution generations of both employed bees and onlooker bees significantly accelerate their convergence, while the main structure of bee colony algorithm and its abandon limit help preserve the exploration capability.
2) Complex functions
For shifted functions (f7 -f9) according to Table III , both ABC and ABCDE perform equally in terms of rank regardless of population size and clearly beat ODE. For rotated functions (f10 -f12), the winners are ABC-60 and ABCDE-20 with equal AAR CPX of 1.17.
From Fig. 2 , the convergence of ODE is faster than other algorithms only in f11 Rotated Griewank function. However, ABCDE-20 converges the fastest for 3 out of 6 complex functions.
In summary for all twelve functions, ABCDE-20 achieved the best (lowest) AAR (= 1.75) as well as the highest number of #1 (= 7). This confirms the competitiveness of the proposed hybrid ABCDE. 
V. CONCLUSION
This paper proposes a hybrid Artificial Bee Colony algorithm with Differential Evolution, called ABCDE. The proposed ABCDE takes advantage of some advance DE's mutation strategies to speed up search convergence while the exploration capability is still maintained and no additional parameters are introduced. An experiment is conducted to evaluate the performance of ABCDE against original ABC and ODE, a highly competent DE, with twelve widely accepted benchmark of non-linear minimization problems. The experimental results indicate that the proposed ABCDE has a significant improved convergence speed not only on simple unimodal and multimodal functions but also on rotated and shifted functions. Future works include a more systematic hybridization of ABC with DE, PSO and other meta-heuristic algorithms with an application of optimizing neural networks for financial applications. International Journal of Machine Learning and Computing, Vol. 5, No. 3, June 2015 
