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Abstract
Word order is a key property by which languages indicate the relationship between a predicate and its
arguments. However, sign languages use a number of other modality-specific tools in addition to
word order such as spatial agreement, which has been likened to verbal agreement in spoken lan-
guages, and role shift, where the signer takes on characteristics of propositional agents. In particular,
data from emerging sign languages suggest that, though some use of a conventional word order can
appear within a few generations, systematic spatial modulation as a grammatical feature takes time
to develop. We experimentally examine the emergence of systematic argument marking beyond
word order, investigating how artificial gestural systems evolve over generations of participants in
the lab. We find that participants converge on different strategies to disambiguate clause arguments,
which become more consistent through the use and transmission of gestures; in some cases, this
leads to conventionalized iconic spatial contrasts, comparable to those found in natural sign lan-
guages. We discuss how our results connect with theoretical issues surrounding the analysis of spa-
tial agreement and role shift in established and newly emerging sign languages, and the possible
mechanisms behind its evolution.
Key words: iterated learning; communication; sign language; silent gesture; spatial reference
1. Introduction
A fundamental requirement placed on human language
is the need to indicate the relationship between a predi-
cate andits arguments. For example, to successfully com-
municate a simple transitive event, it is necessary to
convey who was the agent of the action, and who the pa-
tient. How did the tools employed by languages for indi-
cating such relationships originate? Emerging sign
languages provide invaluable evidence of this process be-
cause we can observe the gradual evolution of distinct
strategies for indicating the role of participants in a
proposition (Senghas and Coppola 2001; Padden et al.
2010; Montemurro et al. 2019). In this article, we will
use artificial sign languages to examine this evolutionary
process in more detail in the lab.
1.1 Predicate–argument relations in natural sign
languages
Languages across the world mark linguistic relationships
between a predicate and its arguments using tools such as
word order (Dryer 2013) and verb agreement (Siewierska
2013). Sign languages also convey the relationship be-
tween predicate and argument with word/sign order
(Sandler and Lillo-Martin 2006; Leeson and Saeed 2012),
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though modality-specific constraints have been proposed
that lead to different tendencies compared to spoken lan-
guages (Napoli and Sutton-Spence 2014; Johnston 2019).
However, sign order is not the only tool available to sign-
ers, and sign languages employ other, modality-specific
tools to denote the semantic and syntactic relationships
between predicates and arguments.
The most well-documented of these tools is the use
of verbal spatial modulation, or verb directionality,
which has been likened to verb agreement in spoken lan-
guages (Padden 1990; Liddell 2003; Lillo-Martin and
Meier 2011; Mathur and Rathmann 2012). Referents
(usually animate arguments) are tracked across dis-
course using locations indexed in the space around the
signer (often with points), with verb forms moving be-
tween these locations, or between the indexed locations
and the signer’s body (Liddell 2003). Spatial modulation
of this kind usually affects a subset of verbs in the lan-
guage, namely transfer verbs like ASK, PAY, and GIVE.
An example of how this device works in British Sign
Language (BSL) is shown in Fig. 1 (adapted from an ex-
ample given in Morgan, Barrière, and Woll 2006); in
this example, the referential locations of the agent (girl)
and patient (boy) are introduced first (as IXA and IXB, re-
spectively), and the verb ASK is then modulated to move
between these two loci to signify who is asking whom
(Morgan et al. 2006). The use of spatial modulation to
denote arguments in discourse is attested in most sign
languages (Sandler and Lillo-Martin 2006; Mathur and
Rathmann 2012), and spatial modulation has been
suggested to be an inevitable consequence of using lan-
guage in a visual modality (Meier 1990; Aronoff, Meir,
and Sandler 2005).
Another, less well-documented use of space to denote
predicate–argument relationships is the use of role-shift
(also termed constructed action, e.g., Cormier, Smith,
and Zwets, 2013). Signers use the orientation and posi-
tioning of their own bodies to distinguish between ani-
mate arguments in a clause, embodying multiple
arguments to differentiate them. The example in (Fig. 2),
(adapted from Padden (1990)), illustrates this phenom-
enon in American Sign Language (ASL), though it has
been documented in several other sign languages, such
as BSL (Cormier et al. 2013; Cormier, Fenlon, and
Schembri 2015) and Nicaraguan Sign Language (NSL),
a language <50-years old (Kocab, Pyers, and Senghas
2015). Here, the signer’s body first represents the agent
of the event (the man swinging his fist) and, following a
shift in body orientation, the patient (the man whose
cheek is being swung at). In this way, role shift allows a
distinction between clause arguments, exploiting the
iconicity of the signer’s body. While role shift has been
likened to the use of quotatives in spoken language, its
use in sign languages extends far beyond a quotative
function (Pfau and Quer 2010; Lillo-Martin 2012) and
comprises a core expressive tool in many sign languages
(Quinto-Pozos 2007; Ferrara and Johnston 2014).
Both spatial modulation and role-shift represent mo-
dality-specific uses of space to distinguish between
clause arguments, using iconic representations based on
the affordances of the signer’s body to represent gram-
matical relationships. Indeed, spatial modulation is
often used in conjunction with role-shift (Fenlon,
Schembri, and Cormier 2018). In both cases, iconic
forms must be reanalyzed in terms of grammatical fea-
tures, a task which appears to be nontrivial. For ex-
ample, error-free use of spatial modulation and role-
shift may not occur until a relatively late age (Lillo-
Martin,1999; Morgan, Herman, and Woll 2002; Chen
Pichler 2012). Furthermore, there is evidence that the
systematic use of contrastive space does not emerge im-
mediately in new sign languages (Meir et al. 2007;
Padden et al. 2010; Vos 2012; Montemurro et al. 2019),
calling into question the universality of spatial modula-
tion systems. Research into Israeli Sign Language (ISL)
and Al-Sayyid Bedouin Sign Language (ABSL), both
young sign languages, indicates that neither had a sys-
tem of spatial modulation in early generations of signers
(Meir et al. 2007; Padden et al. 2010; Meir 2012) and
that role-shift does not seem to be present in ABSL
(Padden et al. 2010). Studies of NSL have demonstrated
similar findings. Consistency in the production and
Figure 1. Example of spatial modulation with referential loci.
Movement in the image illustrates the movement of the verb
sign ASK (bold text) between two referential loci, representing
the two third-person arguments.
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perception of spatial modulations emerges by the second
cohort (Senghas and Coppola 2001; Senghas 2003) but
continues to systematize through the third cohort
(Flaherty 2014; Montemurro et al. 2019). Similarly,
Montemurro et al. (2019) found a gradual increase in
the use of role-shift over cohorts, with signers only using
role-shift consistently by the third cohort.
Furthermore, both ABSL and NSL demonstrate grad-
ual change in how signers use space. In both languages,
there is a change over generations (or cohorts), from pre-
ferring spatial modulations enacted perpendicular to the
signer’s body, to a preference for spatial modulations
parallel to the signer’s body (Padden et al. 2010;
Montemurro et al. 2019). In the first case, occurring on
the z-axis (see Fig. 3), the signer’s own body acts as an
argument, usually as the agent, with an indexed location
acting as patient/recipient. Later in the development of
these languages, the x-axis is employed such that the
signer’s body is no longer central to the modulation; ref-
erential loci index arguments and verbal forms move be-
tween these loci, similar to the example shown in Fig. 1.
Padden et al. (2010) suggest that the evolution of a
Figure 3.Use of different spatial axes in sign languages. On the left, the z-axis moves outwards from the signer’s body (here shown
in profile). On the right, the x-axis sits parallel to the signers body.
Figure 2.Example of role shift from Padden (1990). The signer first enacts the agent (the man) punching, before re-orienting their
body to represent the patient being punched.
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spatial system that can contrast two animate partici-
pants in different locations removed from the body
requires the abstraction of the grammatical concept of
person. This abstraction is in direct conflict with the po-
tential of the signer’s body to first and foremost repre-
sent themselves. In other words, the natural first-person
form must be co-opted in order to represent nonfirst-
person agents (Meir et al. 2013), and thus abstraction
from the body allows the signer to avoid this conflict.
However, this process of abstraction and grammatical-
ization may take time to develop in a language.
There are also differences in the semantics of spatial
modulation. In older sign languages, such as BSL and
ASL, spatial modulation tends to be used with only a
subset of signs—namely, verbs of transfer (Padden
1990; Sutton-Spence and Woll 1999; Sandler and Lillo-
Martin 2006). Spatial verbs such as MOVE or CARRY
can use space to denote the movement of arguments in
space but do so by iconically signaling a locative rela-
tionship in the real world (i.e., movement of an object
between two locations). Verbs of transfer can indicate a
direct physical transfer but often represent a grammat-
ical relationship between the predicate and its arguments
(e.g., in the sign ASK, the movement between loci repre-
sents who asked whom, even if the arguments are not
physically in the relative locations as depicted by the ref-
erential loci). However, data from ISL and ABSL signers
suggest that they do not distinguish between these verb
types in earlier generations (Padden et al. 2010). As with
the grammatical concept of person, it may be the case
that more abstract spatial representations (such that the
representation does not actually map on to physical
space) may take more time to develop.
Finally, there is a lack of theoretical consensus con-
cerning the grammatical status of spatial modulations in
sign languages. One possibility is that spatial modula-
tions are a fully grammaticalized phenomena, parallel to
verb agreement in spoken languages, such that a set of
abstract features (e.g., person) are triggered when the
relevant grammatical conditions hold (Mathur and
Rathmann 2012). However, multiple accounts now sug-
gest that spatial grammars show a level of variability
that does not concord with this strong agreement-based
account. One possibility is that they may represent a
noncanonical form of agreement (Lillo-Martin and
Meier 2011). Alternatively, they may not represent a
case of agreement at all, but rather the combination of
morphemic units with gestural points, akin to multi-
modal constructions of speech and gesture in spoken
language (Liddell 2003; Schembri, Cormier, and Fenlon
2018). This latter theoretical claim is supported by data
collected from BSL signers (Cormier et al. 2015; Fenlon
et al. 2018). These data showed that BSL signers tend to
map their spatial modulations onto real-world position-
ing of animate arguments, rather than using arbitrary
positions, and frequently use role-shift to embody ani-
mate arguments. The authors interpret their results as
showing that spatially modulated constructions do not
represent a clearly abstract grammatical use of space.
In summary, while a large number of sign languages
do exhibit spatial modulation and role-shift (Sandler
and Lillo-Martin 2006), they are not obviously present
in at least some newly emerging sign languages, and the
extent to which spatial modulation is fully grammatical-
ized in more established systems is unclear. Here, we
undertake the first experimental exploration of how sys-
tems that exploit the iconic affordances of signer’s
bodies and the signing space might emerge, and how
these initially gradient gestures might be integrated into
a structured linguistic system over time. Having the level
of control that an experimental setting offers enables us
to generalize over different iconic systems that have a
comparable starting point, and analyze how they de-
velop through cultural transmission.
1.2 The evolution of complex linguistic structure
in the lab
Here, we implement an experimental design that com-
bines a number of existing paradigms to investigate how
systematic argument distinctions emerge in the evolution
of novel manual communication systems. Pairs of partic-
ipants take part in a silent gesture task, communicating
using only gesture (no speech) about a set of events pre-
sented as a short discourse. The gestures each pair pro-
duce are used as the training ’language’ for a new pair of
participants, in an iterated learning design.
There is now a large body of experimental work
using silent gesture, which has the benefit of constrain-
ing participants to use a modality that is not their pri-
mary one, reducing their ability to rely on existing
linguistic knowledge. In addition, silent gesture experi-
ments allow researchers to explore modality-specific
constraints on communication. This method has been
used widely to investigate the factors that affect the
order of propositional arguments (Goldin-Meadow et
al. 2008; Meir et al., 2014; Schouwstra and Swart,
2014). For example, Goldin-Meadow et al. (2008)
found that speakers predominantly produced Agent-
Patient-Action orders describe events when gesturing
without speech, analogous to Subject-Verb-Object (SOV)
order, irrespective of their native language. Further stud-
ies have highlighted the effect that iconic affordances of
modality (Meir et al. 2014; Christensen, Fusaroli, and
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Tylén 2016) or the semantics of the events (Hall,
Mayberry, and Ferreira 2013; Schouwstra and Swart
2014) can have on the orders participants produce in the
absence of prior language experience. However, as previ-
ously mentioned, sign languages do not rely exclusively
on word order to denote relationships between predicates
and arguments. In particular, the prevalence of spatial
modulation and role-shift cross-linguistically suggests
that the affordances of the manual modality affect which
linguistic structures are used to denote those relation-
ships. Intriguingly, there have been some anecdotal
reports of interesting uses of space by participants in stud-
ies of word order. Both Gibson et al. (2013) and Hall et
al. (2013) report some participants using space to disam-
biguate event arguments (e.g., using their body to signal
the agent, and a gesture away from the body to signal the
patient of an event). However, the focus of these studies
was on how participants ordered their gestures, so exam-
ples of spatial modulation are uncommon.
Focusing on the use of space by silent gesturers, So et
al. (2005) found that hearing participants used space to
keep track of repeated referents when gesturing, suggest-
ing that hearing participants with no knowledge of sign
languages can use iconic space to disambiguate clause
arguments across discourse in the gestural modality.
Though we may infer from this study that spatial strat-
egies might emerge right from the start in the evolution of
a new language, a later study comparing the results from
So et al. (2005) with Nicaraguan homesigners found dif-
ferences between the silent gesturers who had an existing
language model and the homesigners who did not
(Coppola and So 2006). While the silent gesturers showed
a higher use of spatial modulations overall than the
homesigners, their productions were less ‘language-like’
than homesigners, with gesturers producing highly im-
agistic, pictorial gesture sequences that were uncon-
strained in how they use space, in comparison to
homesigners. Therefore, silent gesturers do not spontan-
eously produce spatial modulations that reflect those
found in sign language. Furthermore, emerging sign lan-
guages demonstrate increasing systematization and con-
ventionalization of spatial systems across generations of
the signing community (Padden et al. 2010; Meir 2012;
Kocab et al. 2015; Montemurro et al. 2019). This sug-
gests that an experimental model of the evolution of spa-
tial modulation and role-shift should take language use
and transmission to new learners into account, in add-
ition to innovation by individuals.
We model both language use and transmission, re-
spectively, with an experimental design that combines a
director-matcher paradigm (Clark and Wilkes-Gibbs
1986; Garrod et al. 2007; Fay, Arbib, and Garrod 2013)
and iterated learning (Kirby et al. 2015; Silvey, Kirby,
and Smith 2015; Beckner, Pierrehumbert, and Hay
2017). Pairs of participants communicate with each
other about events using only gesture and no speech.
The gestures they produce are then used as the training
language for a new pair of communicating participants.
This combined design was used by Motamedi,
Schouwstra, Smith, Culbertson, and Kirby (2019)
among others (Winters, Kirby, and Smith 2014; Kirby et
al. 2015; Silvey et al. 2015), demonstrating the evolu-
tion of both systematic and communicatively efficient
languages in the manual modality.
Combining silent gesture with iterated learning in
this way provides an experimental model of two defin-
ing processes in natural language: communication and
transmission of language to new learners. This allows us
to examine the cultural evolutionary mechanisms that
enable the emergence of systematic, conventionalized
constructions from initially nonlinguistic communicative
signals. We extend this method here to test whether
communication and transmission together lead to the
systematization of forms, mediated by the iconic and
bodily affordances of the modality, to represent complex
predicate–argument relationships. In particular, we ex-
pect that our gesturers will rely on the iconic affordances
of the modality, namely the potential of their own
bodies to represent animate arguments. Further, we pre-
dict that these forms will become more systematized and
conventionalized through use in communication and
transmission to new learners.
2. Methods
2.1 Participants
Fifty participants were recruited from the University of
Edinburgh’s careers website. Participants were paid
£7 to take part in the experiment, which took up to
fifty minutes to complete. All participants were self-
reported right-handed native English speakers with no
knowledge of any sign languages. Participants who had
taken part in previous similar experiments (e.g., a silent
gesture task) were not allowed to participate.
2.2 Materials
Stimuli were orthographically presented pairs of events,
designed to simulate a simple discourse (e.g., Hannah is
swimming. Sarah is walking.). All pairs of events
involved two actors, Hannah and Sarah, who in a par-
ticular event could either be the agent, the goal, or the
end location of the event. The recurring actors in the ex-
periment, and their distribution in the event pairs, were
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chosen to create enough ambiguity that participants had to
signal both events in a pair to communicate effectively. For
example, it was not the case that if Hannah was the agent of
the first event that Sarah would always be the agent of the se-
cond, so participants could not avoid producing gestures for
both events in a pair. In addition, we presented events as
orthographic sentences, rather than as pictures to encourage
participants to focus on the events as a whole rather than
properties of individual agents and patients. By using event
participants presented as orthographic names, we can signal
that arguments are different without highlighting their indi-
vidual properties (e.g., using distinctive features like hair,
clothing or accessories). This is important, since the goal of
this study is to understand how gesturers signal grammatical
relationships, rather than how they represent individual
arguments.
Verbs in the event pairs were from one of four cate-
gories, shown in Table 1. Spatial modulation in sign lan-
guages usually occurs with a subset of verbs that
correspond to our nonphysical transfer category. Our
verb sets represent categories for which both iconic spa-
tial mappings and grammatical spatial mappings could
be used. We selected verbs based on the types of verbs
that fit in similar categories in natural sign languages,
understanding that some of these concepts may be ges-
tured iconically or through conventional gesture forms
(such as wagging a finger for scolding). However, we
did not expect access to common signaling strategies to
affect how participants used space. Verbs in the
experiment were all presented in the present progressive
form. A given pair of events always used different verbs
from the same category.
The use of spatial devices in sign languages often
occurs across a stretch of discourse, tracking repeated
referents (Fenlon et al. 2018; Lillo-Martin and Meier
2011). For this reason, we created sets, consisting of
four pairs of events, one pair using each verb category.
As detailed in the procedure section below, participants
were trained on and communicated about events one set
at a time. This allowed for the possibility of re-using ges-
tures across trials to communicate about recurring dis-
course arguments. Figure 4 illustrates an example set of
event pairs a participant might be exposed to in the ex-
periment (a list of all event pairs used in the experiment
can be found at https://osf.io/hp5md/).
Critically, two types of sets were used: same-agent sets,
where the agent was held constant in each pair of events
(e.g., Hannah was the agent of both events), and different-
agent sets where the agent was different across paired events
(e.g., Hannah was the agent in the first events in the pair,
Sarah the agent in the second). The inclusion of both same-
agent and different-agent sets created a pressure for partici-
pants to fully disambiguate event arguments to successfully
communicate. In total, participants were trained on and
communicated about four event sets—two same-agent sets
and two different-agent sets.
2.3 Procedure
Pairs of participants, which we will refer to as dyads,
were seated in separate experiment booths, each in front
of an Apple Thunderbolt monitor with an affixed
Logitech webcam. Monitor and webcam were connected
to an Apple Macbook Air laptop running Psychopy
(Peirce 2007), and VideoBox, custom software that
allows streaming and video recording via networked
computers (Kirby 2016). Dyads were organized into five
chains of five generations, shown in Fig. 5. Participants
from generations 2 to 5 took part in both training and
testing stage. Participants in generation 1, the starting
participants in each chain, only took part in the testing
stage and had to improvise a way of communicating
with each other.
2.3.1 Training stage
In generations 2–5, both participants in a dyad were first
trained on gestures produced by a model participant in
the previous generation of the same chain. The model
was randomly selected from one of the two participants
in the previous dyad, and participants were trained on
all the gesture videos produced by the model. Both
Table 1.List of verbs used in stimulus sentences in the ex-
periment verbs are grouped according to each of the four
verb types, and throughout the experiment verbs were pre-
sented in the present progressive form.
Description Verbs




Verbs of motion, specified end point, P to cycle to P
to run to P
to swim to P
to walk to P
Verbs denoting physical transfer
of an object to a recipient, R
to kick a ball to R
to give a book to R
to send a letter to R
to throw a hat to R
Verbs denoting nonphysical or
metaphorical transfer to
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participants in a dyad were trained on the same model,
but each participant in the dyad was presented with the
training videos in a different (random) order.
Participants were given a three second countdown to
prepare them for the start of each training trial, at which
point a training video was shown on screen, with an
array of four event pair choices, consisting of the target
pair and three foil pairs. The three foils either differed
from the target based on the verbs used or the agent con-
figuration (either different-agent or same-agent), or on
both. An example is provided in Fig. 6. Foil verbs com-
prised the two remaining verbs in the same category and
were randomly positioned in either the first or second
event in a pair. Foil agent selection differs depending on
the target agents. For same-agent targets, one (randomly
chosen) event in the foil pair used the agent not present
in the target. For different-agent target pairs, one of the
agents (either Hannah or Sarah) was randomly selected
to appear as the agent twice in the foil pair, so that par-
ticipants had to communicate the event fully to disam-
biguate event arguments. Reflexive events, with the
same individual mentioned twice, are never used in the
experiment (e.g., Hannah is praising Hannah never
appears). Crucially, in order to accurately communicate
the target pair, a gesture sequence would need to fully
disambiguate event arguments.
The array of matching choices was presented in a
Psychopy window beneath the video stream, as shown
in Fig. 7. Participants could make a guess at any point
while watching the training video by pressing the num-
ber key corresponding to a pair of events. The video
stopped streaming and a black window showed once a
guess was made. Feedback was given after each guess, as
shown in Fig. 7, presented for 5 s.
Participants completed a total of sixteen training tri-
als, one for each target pair, organized into sets as
described above. Participants took part in the training
stage individually, and the order of presentation for
event pairs was randomized for each participant.
2.3.2 Testing stage
During the testing stage, participants remained in indi-
vidual experiment booths and interaction was facilitated
Figure 4.Examples of events used in the experiment, and how they are structured. At each trial, a pair of events is presented. Each
pair uses two verbs of the same category, as given in Table 1. Pairs of events are grouped into sets of four, each pair exhibiting
one verb type. The full body of events comprises four sets, two same-agent sets and two different-agent sets (given in
Supplementary materials). This example is a different agent set because there are different agents for the two events in each pair.
Figure 5.Transmission chain structure in the experiment. Solid
lines with arrows represent transmission, dashed lines repre-
sent interaction. Pairs of participants (dyads) communicate
with each other at each generation. Participants in generation 1
innovate gestures while communicating. Participants in gener-
ations 2–5 are trained on gestures produced by one of the two
participants in the previous generation, before communicating
with their partner.
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through video streaming between networked computers.
Participants in the testing stage communicated with a
partner using only gesture, taking turns to produce and
interpret gestures in a director-matcher task (Clark and
Wilkes-Gibbs 1986; Brennan and Clark 1996; Garrod
et al. 2007). Participants both produced and interpreted
gestures for all sixteen event pairs in the experiment, giv-
ing a total of thirty-two testing trials. Participants held
the same role for four trials at a time, completing a full
set of event pairs, before switching roles with their part-
ner. Participants were notified of their role at the begin-
ning of each set and at each trial. The order of event
pairs was randomized within a set, and the order of sets
for each directing participant was randomized.
As director, participants were presented with a pair of
events and instructed to communicate both events to their
partner, using only gesture. They were presented with a three
second countdown at the beginning of the trial, and then
shown the pair of events on screen for 5 s. They were pre-
sented with another three second countdown to prepare them
for recording and streaming to their partner. When the record-
ing and streaming started, participants saw themselves in the
VideoBox window, with their image mirrored (the streamed
feed remained unmirrored, see Fig. 7); the target event pair
remained on screen. The director could stop the recording and
streaming by pressing the space bar, upon which video stream-
ing was terminated for both director and matcher. The direct-
or waited for the matcher to make a guess, before receiving
feedback as shown in Fig. 7. The director did not see the full
array of choices presented to the matcher.
As matcher, the participant had to interpret gestures pro-
duced by their partner. The matcher was given a three se-
cond countdown at the start of the trial, and waited while
their partner was shown the target events. Another three se-
cond countdown prepared the participant for streaming
from their partner. The matcher saw their partner gesturing
on screen, unmirrored, and was presented with an array of
four event pairs, and matching proceeded as in the training
stage (shown in Fig. 7). The experimental design allowed
for interruption, so that either the director could terminate
recording and streaming by pressing space bar, or the
matcher could do so by making a selection. As in training,
feedback indicated the selection and the target.
3. Results
3.1 Gesture coding scheme
Gestures produced by participants were coded for the
presence of agent, patient/goal, and verb. The presence
of an agent or patient/goal was coded if any agent or pa-
tient/goal could be inferred from a gesture, such that the
coder could explain which part of the sequence identified
the agent or patient/goal. Gestures pertaining to neither
agent nor goal were coded as part of the verb form. If an
agent, patient/goal or verb was present in a trial gesture,
we coded the type of gesture used to represent each elem-
ent. For agents and patients, gestures were coded either as
specific handshape (e.g., holding up 1 finger), using the
whole body or torso, or using indexed locations around
the gesturer. For verbs, we coded gestures as handling
gestures (where the handshape represents a manipulation
of an object), instrument gestures (where the hand repre-
sents an object), body gestures (where the gesturer per-
forms an action with the whole body or torso, such as
running), and descriptor gestures (where the hands out-
line the size or shape of an object). Finally, we coded sym-
bolic verb gestures, where there was a gesture as part of
the verb sequence, but where the meaning of the gesture
was not transparent to the coder. These account for 5%
Figure 6.Example choices in array used for matching trials. Foils differed from the target in the verbs used (different verbs chosen
randomly from the same verb category), in the configuration of the agents (e.g., same agent across events, instead of different
agents), or both. Words in bold show differences between the target pair and the foil.
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of all verb gestures coded. Videos from two trials could
not be coded due to a technical error in recording.
In addition to gesture types, gestures were coded
according to positional parameters: location of a ges-
ture, orientation, and direction of movement were
coded, and we noted whether the gesture was produced
in a neutral (directly in front of the signer) or non-neu-
tral (away from the body) location. Finally, we noted
whether or not a separate verb path was present (i.e., a
movement path articulated separately from the verb ges-
ture), and if so the direction of this path. Gestures were
coded by the first author. In a first pass, another coder,
who was blind to the hypotheses of the experiment,
coded 20% of gestures produced for a target
event. Analysis of inter-coder agreement revealed low
agreement on the parameters concerning location
and position (neutral/non-neutral). As such, these
parameters were re-coded by the first author based on
an amended coding scheme and 20% of the data (all
parameters) were coded again by another coder blind
to the hypotheses of the experiment. The median
percentage agreement between coders from this second
pass was 86.40% across 10 variables (range 74.69–
99.06%).1
3.2 Qualitative results: strategies for argument
distinctions
Our analysis focuses on how participants distinguish be-
tween agents in event pairs. There are a number of ways
in which participants create these distinctions, which
largely map onto three main strategies that we term the
lexical, body, and indexing strategy, respectively. Below
we describe each strategy and illustrate how it emerged
and became systematic across generations of a given
chain. Links to videos for all examples shown here can
be found at https://osf.io/hp5md/.
3.2.1 Lexical strategies
Lexical strategies, used by chains 1 and 5, are character-
ized by the type of gesture used to denote an agent. In
both chains in which this strategy is primarily used, par-
ticipants vary the agent gesture based on handshape.
Specifically, a 1-handshape denotes the first agent, and
the 2-handshape denotes the second agent in the event
pair (shown in Fig. 8).
These gestures are initially used to simply distinguish
between the first and second event of a target pair. In
this case, the 1-handshape signals the first event in the
pair, and does not refer to any particular argument in
Figure 7.Testing procedure: example of a testing trial from the director view (left) and matcher view (right). During recording, the
director saw the target event pair on screen as well as a mirrored video stream of themselves and had to produce gestures to com-
municate both events in a pair. The matcher saw the unmirrored video stream of the director producing gestures communicating
the event pair. Underneath the video, they saw an array of event pairs, including the target pair and three foil pairs. Both partici-
pants were given feedback once the matcher had made their selection.
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that production. Initially, they may be considered as nu-
merical markers akin to list buoys used in natural sign
languages that enumerate a set of concepts (Liddell
2003). However, examples from each chain suggest that
these forms evolve to distinguish between agents rather
than events, and stand in for specific agents rather than
enumerate them. Figure 9 illustrates how these forms are
used as agent markers rather than discourse markers sig-
naling the order of events. In Fig. 9a, showing an example
from chain 1, the participant reuses the 1-handshape in
gesture sequences for both events, signaling that the agent
is the same in both cases. In Fig. 9b, the 1 and 2 hand-
shapes stand in for agent and goal, respectively, both ges-
tures referring to participants in the same target event.
3.2.2 Body strategies
Body strategies, used by chains 2 and 4, involve the use of
the participant’s body orientation to signal differences be-
tween arguments across event pairs. Figure 10 illustrates
the use of body orientation to denote the agents in an
event pair; the participant in this example shifts the orien-
tation of her whole body to distinguish between Hannah
and Sarah in target events. Some participants using this
strategy vary the orientation depending on whether the
event pair is a same-agent or different-agent pair,
disambiguating the context but not particular agents.
However, in the example in Fig. 10, the participant not
only varies their body position to denote that the agents
in the two events of a pair are different, but differentiates
arguments consistently, gesturing actions by Sarah in a
right-oriented position, and actions by Hannah in a left-
oriented position. This general strategy is iconic, and
relies on the similarity of the gesturer’s body to other ani-
mate bodies (Meir et al. 2014). This phenomenon of
‘body-as-subject’ is commonly attested in sign languages;
the signer’s body represents the subject, or highest rank-
ing thematic role of a proposition (Meir et al. 2007), and
the object/patient may be left unspecified.
3.2.3 Index strategies
One chain in the experiment (chain 3) uses a strategy
that relies mainly on indexing. Participants differentiate
agents in an event pair by indexing locations in the ges-
ture space to represent them, primarily with a deictic
point (see Fig. 11). Indexed locations are usually oppos-
ite to each other, but this opposition can be set up on the
z-axis, where one locus is the gesturer’s own body (Fig.
11a), or on the x-axis, where both loci are set up parallel
to the signer’s body (Fig. 11b). While indexing in chain 3
is initially innovated along the z-axis, it develops through
Figure 8.Use of the lexical strategy. The participant represents different agents in a different-agent event pair using one to denote
Sarah and two to denote Hannah. (a) Sarah is cycling. (b) Hannah is running. Example from chain 5, generation 3. Links to corre-
sponding videos for all images shown in this section can be found at https://osf.io/hp5md/.
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generations to be enacted on the x-axis, consistent with
findings from naturally emerging sign languages (Padden
et al. 2010; Montemurro et al. 2019).
The indexing strategy allows the possibility of modu-
lating the verb gesture with respect to the location of the
agent or goal. For instance, Fig. 12b shows a gesture in
which the predicate gesture for giving a book is directed
from the location of the agent to the location in which
the goal is indexed. This contrasts with the gesture
shown in Fig. 12a, where the direction of movement for
the action (here throwing a hat) signals no relationship
between the locations indexed for either agent or goal.
3.3 Quantitative results: the evolution of
signaling strategies
The measures described below are based on comparing
the agents2 in the first and second event of a pair, and
noting whether they were expressed differently (e.g.,
using one of the strategies described above). Note that
creating systematic distinctions between agents in a tar-
get event pair is not the only way for participants to
complete this task. Participants’ gestures could encode
no difference in the way agents are marked (e.g., body
gestures in neutral position used for all trials).
Alternatively, participants could innovate gestures that
represent events holistically. However, recall that our
experiment was designed such that some trials featured
the same agent across pairs in a set, whereas others fea-
tured different agents across pairs in a set. If participants
are using gesture to distinguish between agents in these
mini-discourses, then we expect to see distinct patterns
of behavior across these set types. Specifically, gestures
in different-agent sets should create distinctions between
agents.
Figure 9.Examples showing the use of one and two gestures to denote agents. In (a), the participant uses the one gesture for both
agents in a same-agent trial; here the gesture denotes the agent rather than the sequence of events. In (b), the participant uses
both one and two gestures in a gesture sequence, where one notes the agent and two marks the goal. Gesture examples are taken
from generation 5 participants of chain 1 (a) and chain 5 (b). Sarah is sending a letter to Hannah and Hannah is giving a book to
Sarah. Hannah is throwing a hat to Sarah and Sarah kicking a ball to Hannah.
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3.3.1 Differentiated agents across trial types
Figure 13a illustrates distinctions between agents in
event pairs within same-agent and different-agent con-
texts. We plot separately the four possible ways of
creating such distinctions based on the parameters in
our coding scheme: varying the explicit agent gesture
(shown as agent type in Fig. 13a), varying the location
of the agent gesture, varying the location of the verb
Figure 10.Use of the body strategy. In both event pairs, the participant demonstrates the difference between agents by body orientation.
Furthermore, body position denotes particular agents; orientation to the right signals Sarah, orientation to the left signals Hannah. These
examples were produced by a generation 5 participant in chain 2. (a) Sarah is helping Hannah. (b) Sarah is helping Hannah.
Figure 11.Examples of the indexing strategy, where separate locations are indexed to represent different arguments from the tar-
get event: (a) shows a participant using indexed locations on the z-axis. In the first frame, she indicates the agent by pointing at her
own body; in the final frame a point outward signals the goal of the event and (b) shows a later generation, where the reference
axis has moved, and predicate arguments are indexed on the x-axis. Both agent and recipient are now set up in opposing locations
parallel to the gesturer’s body. The participants shown here participated in chain 3, generation 2 (a) and generation 3 (b). (a)
Hannah is throwing a hat to Sarah. (b) Hannah is giving a book to Sarah.
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gesture, and varying the direction of the verb path.
Importantly, the ways in which these parameters vary
map onto our classifications of strategies outlined in
Section 3.2. For example, lexical strategies primarily
vary the agent gesture itself to mark a distinction be-
tween agents, and indexing strategies primarily vary the
agent location. The body strategy, where agent and verb
are gestured simultaneously necessarily varies agent lo-
cation, verb location and verb path simultaneously, and
therefore we see distinctions made based on each of
these parameters separately. The data illustrated here
confirm that chains converge on particular strategies.
Chains 1 and 5 are described above as using a lexical
strategy; here, we see that distinctions between same-
and different-agent gestures are primarily made based
on the agent type. Chain 3, which was described as using
an indexing strategy, primarily shows differences be-
tween event types based on the location of the agent ges-
ture. Finally, chains 2 and 4 were described as using a
body strategy, where they change the orientation of their
body position to communication agent distinctions. In
Fig. 13a, we see that both chains show differences be-
tween same- and different-agent events based on three
parameters, agent location, verb location, and verb
path, which vary simultaneously to signal different
agents.
We can also focus on whether distinctions between
agents evolve in the same way, regardless of the particu-
lar strategy a chain uses. For this, we scored each trial
with a binary measure: is a difference signaled between
agents in both events of a target pair (i.e., using any
feature shown in Fig. 13a) or not? Using this measure
(shown in Fig. 13b), we analyzed the proportion of
agent differentiation using a logistic mixed effects re-
gression, implemented with the lme4 library (Bates et al.
2015) in R (R Core Team 2008). The model included
event type (with same-agent type as the intercept) and
generation (with generation 1 as the model intercept) as
fixed effects, as well as their interaction. We included
chain, target pair, and participant as random effects
with random intercepts, with the random effects structure for
participant nested within chains. A by-chain random slope
did not allow convergence. As such, we report results here
from a model without the random slopes.33 The model dem-
onstrated a significant effect of event type (different-agent
context: b ¼ 3:05; SE ¼ 0:55; z ¼ 5:69;P < 0:001Þ,
indicating that participants gesture differently based on
whether agents in the event pair are the same or different
from the first generation. We found no significant effect
of generation for the same-agent event type
ðb ¼ 0:006; SE ¼ 0:09; z ¼ 0:06;P ¼ 0:95Þ. However,
the model demonstrated a significant interaction be-
tween event type and generation ðb ¼ 0:40; SE ¼ 0:17;
z ¼ 2:30;P < 0:02Þ, indicating that the frequency of
agent differentiation increased over generations in dif-
ferent-agent contexts. This pattern of results shows that
the effect of generation differs for the two event types:
differentiation of agents is significantly more likely in
different-agent contexts versus same-agent contexts, and
this divergence increased over generations. In other
words, although chains of participants converge on dif-
ferent strategies, all chains eventually differentiate
Figure 12.Examples of indexing gestures where the verb path is neutral with respect to indexed locations (a) and where the verb
path moves between two indexed locations (b). In (a) the path of the verb does not move between location of the indices denoting
Hannah and Sarah. In (b) the verb gesture moves between the location of the agent and the goal of the target event, Sarah.
Examples here are from participants from chain 3, in generation 2 (a) and generation 4 (b).
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between agents in contexts where potential ambiguities
arise.
We also assessed whether the distinctions partici-
pants make affect communicative accuracy—that is,
whether their partner can accurately identify the correct
target pair from the matching array. We calculated the
proportion of correct responses from matching partici-
pants for each pair at each generation. Accuracy was
high across all chains and generations (M¼0.9, SD ¼
0.3, range ¼ 0.68–1.00). To analyze change in accuracy
over generations, we ran a logistic mixed effects model
on the binary variable of accuracy (1: correct, 0: incor-
rect), with a fixed effect of generation. We included ran-
dom intercepts for participant and target pair, and the
random intercept for participant was nested in chains.
The model did not reveal a significant effect of gener-
ation (b ¼ 0:23; SE ¼ 0:15; z ¼ 1:60;P ¼ 0:11Þ, suggest-
ing that, while accuracy is high, it does not change
significantly over generations. As Fig. 14 illustrates, we
do not see clear differences in accuracy based on the
Figure 13.Proportion of gestures that differentiate agents in the target event, in same-agent (green lines) and different-agent (blue
lines) contexts: (a) shows these differences based on which coded parameter varies (agent type, agent location, verb location, verb
path), and columns show the values for each chain, at each generation; (b) collapses the difference measure to a binary variable—
is there a difference between events within a pair or not? All chains show differences based on the context in which the agents
occur, demonstrating a higher proportion of differentiation in the different-agent context. However, chains differ in the gestural
parameters used to make these distinctions, which map onto the descriptive strategies outlined in Section 3.2.
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strategy used by participants. Analysis of the errors par-
ticipants make indicate that a large majority (89%) in-
volve cases where participants select the wrong agent
configuration.
3.3.2 Use of non-neutral locations across strategies
Here we focus on when participants produce gestures in
neutral and non-neutral locations. While the use of space
can correlate with the strategies participants use, it does
not necessarily do so. Therefore, looking at use of space
alone is revealing; placing referent signs outside neutral
signing locations is often indicative of grammatical spa-
tial modulation in natural sign languages (Senghas and
Coppola 2001). The proportion of gestures performed in
non-neutral locations is shown in Fig. 15.
Figure 15 indicates that non-neutral gesture locations
are used to some extent by all chains. However, here we
restrict ourselves to a qualitative analysis, since the use
of non-neutral locations differs dramatically across
chains depending on the differentiation strategy they
use. Chains 1 and 5, which use the lexical strategy, ex-
hibit a reduction in the use of non-neutral locations,
which become redundant as specific gesture forms are
conventionalized. In the remaining chains, participants
use non-neutral gesture locations to differentiate agents,
either across all contexts (chains 3 and 4) or in different-
agent contexts only (chain 2). Interestingly, non-neutral
space is not used in contrast to neutral space to differen-
tiate arguments. Rather, the contrast relies specifically
on that chain’s differentiation strategy. For instance,
participants in chain 3 demonstrate a contrast between
different-agent and same-agent contexts by using differ-
ent indices for different agents, but do not contrast the
use of neutral and non-neutral locations; all indices are
placed in non-neutral locations. Use of non-neutral ges-
ture locations emerges early to denote agents that differ
from each other, as the participant’s body in neutral pos-
ition cannot contrast multiple agents.
3.3.3 Distinction strategies based on verb type
Finally, we analyzed the proportion of gestures that dif-
ferentiate agents in an event pair, based on the four verb
types present in the target events (see Fig. 16).
A logistic mixed effects analysis investigated the effect of
verb type on the proportion of differentiated agent gestures
in an event pair. Verb type was included as a centered fixed
effect along with generation and their interaction. Chain,
target event, and participant were included as random
effects with random intercepts, with the random intercept
for participant nested within chains. As before, we included
a by-chain random slope of generation, as well as a by-tar-
get slope of verb category. The random slope model did not
allow convergence, so we report analysis based on the
model without random slopes. Our model found no effect
of verb type (b ¼ 0:50; SE ¼ 0:41; z ¼ 0:1:23;P ¼ 0:22)
or generation (b ¼ 0:09; SE ¼ 0:08; z ¼ 1:15;P ¼ 0:25),
nor a significant interaction between the two
(b ¼ 0:03; SE ¼ 0:06; z ¼ 0:54;P ¼ 0:59).
The results from the model suggest that participants
do not systematically vary how they differentiate agents
in target events pairs, based on the verbs that represent
those events. This result differs from many older sign
languages, such as ASL, where the use of spatial modu-
lation occurs with a subset of predicates denoting non-
physical transfer. However, these results are consistent
with data from an emerging sign language, ABSL, which
shows no difference in the use of spatial modulation
based on verb type (Padden et al. 2010).
3.4 Results summary
Participants in our experiment produce gestures that dif-
ferentiate between agents across sets of target events.
Chains of participants that interact with and learn from
each other converge on strategies to create these distinc-
tions. While many of these strategies rely on the iconic
affordances of the manual–visual modality, these strat-
egies conventionalize over generations. Participants
demonstrate contrasts between discourse contexts of
same-agent and different-agent pairs, producing more
differentiated forms in different-agent contexts than in
same-agent contexts. While differentiating forms often
involves using non-neutral space, the contrast between
neutral and non-neutral locations does not itself serve to
distinguish between agents in most chains. Finally, our
findings suggest that strategies for distinguishing agents
Figure 14.Proportion of trials accurately identified by the
matching participant. Individual lines and markers show each
chain, common colors indicate common strategies used (black:
lexical, gray: body, blue: indexing). Accuracy is high and does
not change significantly over generations. We do not see clear
differences in accuracy based on the referential strategy used.
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across events did not differ based on the verb type.
Rather, these strategies were used across the whole sys-
tem of gestures.
4. Discussion
The primary aim of the present study was to investigate
the development of strategies to signal predicate–
argument relations in manual communication systems,
focusing on the use of iconic, body-centered strategies
such as spatial reference. Here, we discuss the strategies
that participants use to differentiate between agents in
the target events and how they relate to distinctions in
natural sign languages, before discussing what our ex-
perimental results suggest about how these distinctions
evolve.
Figure 15.Proportion of gestures performed in non-neutral locations, in different-agent and same-agent contexts. Blue lines repre-
sent different-agent contexts, green lines same-agent contexts. Individual plots are shown for each chain, over all generations of
the chain.
Figure 16.Proportion of gestures differentiating agents in target events by verb type. Individual plots are shown for each chain,
over all generations of the chain. Colored lines show different verb types.
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4.1 Differentiation mechanisms in natural sign
languages
Participants in the present study demonstrated the use of
space in their gestures from the first generations of trans-
mission chains, though not all chains converged on sys-
tematic spatial strategies. The lexical strategies used by
chains 1 and 5 do not make contrastive use of space, but
contrast agents across target events using distinct ges-
tural forms. Participants used conventional number
handshapes, which initially indicate the sequence of
events (i.e., events 1 and 2). However, these gestures sys-
tematize over generations to stand in for individual
names, or pronoun-like forms for the two recurring
agents. It is unsurprising that some participants relied on
lexical contrasts; all languages use lexical forms to dis-
tinguish people or objects. In the context of our experi-
ment, use of these lexical forms and the use of space
appear to be non-overlapping; no chain develops a strat-
egy that redundantly contrasts both ‘lexical’ form and
spatial location.
The remaining chains make use of space to distin-
guish between agents. The body strategies exemplified
by chains 2 and 4 involve movement of the participant’s
body to positions that distinguish between agents; for
the indexing strategy used by chain 3, participants’
bodies remain in neutral position, but indices referenc-
ing agents in the target events contrast in position. The
indexing strategy could be considered the closest parallel
to the spatial modulation seen in sign languages, where
deictic points index referents in space and the paths of
agreement verbs move between indexed referents, as
shown in the BSL example in Fig. 1. However, modulat-
ing body position to signal role-shift is also well-attested
in sign languages (Padden 1990; Cormier et al. 2015;
Kocab et al. 2015; Fenlon et al. 2018), as shown in Fig.
2. Role-shift is used to differentiate predicate arguments
(Padden, 1990), and the use of the body to represent ani-
mate agents in both contexts indicates that these mecha-
nisms are not unrelated to each other (Cormier et al.
2015). Furthermore, use of the body to represent the
agent, the highest thematic role in a proposition, is pro-
posed by Meir et al. (2007) to hold a privileged position
in sign languages. Across all chains in the experiment,
participants show iconic use of the body to represent
predicates in target events. We discuss the iconicity of
such gestures in Section 4.2.
The development of the index strategy in chain 3
mirrors the evolution of spatial modulation observed in
two naturally emerging sign languages. Participants in
generation 1 index referents on the z-axis, pointing at
themselves for the agent, and indexing the space in front
of them for the goal of the target event. By generation 3,
however, indexing has been abstracted away from the
body to the horizontal x-axis. This change is also seen in
the evolutionary trajectory of two young sign languages,
NSL and ABSL (Padden et al. 2010; Flaherty 2014;
Montemurro et al. 2019). Signers in older generations
show a preference for verb paths that are oriented with
respect to their own bodies, on the z-axis, while signers
from more recent generations show an increase in the
use of abstracted verb paths on the x-axis. Padden et al.
(2010) and Meir et al. (2007) suggest that the two axes
represent competing iconicities: one which represents
animate agents with the most accessible resource avail-
able, the signer’s body, and one which is able to iconical-
ly contrast non-first person agents, but which requires
abstraction away from the body.
4.2 Iconic representation through use of the body
All participants rely on iconic use of the body to repre-
sent agents and agentive actions in the target events. The
body has been suggested to be a fundamental device for
representation in sign languages (Taub 2001; Meir et al.
2007); for example, forms that frame an event in rela-
tion to the body (i.e., using the z-axis) appear before
forms that abstract away from the body (Meir et al.
2007; Padden et al. 2010). Even in older sign languages
such as BSL and ASL, signers show a preference for
body-situated verb paths (Cormier et al. 2015), and
there are particular subsets of verbs that favor iconic
representation, such that sign forms are anchored to the
body, with the path from agent to goal always originat-
ing from the signer’s body (Liddell 2003; Meir et al.
2007). As such, the prevalence of body-use in the present
experiment supports the primacy of the body for repre-
senting animate agents in the manual–visual modality.
We included four different verb types to test whether
different semantic relations lead to different gestural
representations. For example, it may be that spatial
verbs serve as a locus of change in a spatial agreement
system because they are grounded in real-world spatial
relationships and therefore lend themselves to iconic
spatial mappings. In fact, we found that participants’
gestures did not demonstrate any differences between
verb types, with similar strategies used to represent
agents across all four categories. The absence of vari-
ation between verb types is consistent with data from
ABSL and ISL (Padden et al. 2010), indicating that sign-
ers in two young sign languages use similar strategies in-
dependent of verb type, particularly in early generations
of both languages. This contrasts with the linguistic sys-
tems of older sign languages, like ASL and BSL, in which
verbal spatial modulation usually occurs with a subset
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of verbs (Sutton-Spence and Woll 1999; Lillo-Martin
and Meier 2011). As such, it is possible that our data re-
capitulate the very early emergence of systematic spatial
reference in manual communication systems that could
further develop semantic differences over longer
timescales.
The gestures produced throughout the experiment
rely on iconicity to signal agents and actions, consistent
with spatial systems in natural sign languages (Cormier
et al. 2015; Schembri et al. 2018). However, we also see
changes in how participants use iconicity. For example,
the movement in chain 3 from body-situated gestures to
indices placed on the x-axis suggests abstraction away
from the body. Participants’ initial preferences for sit-
uating their own body as the agent gives way to repre-
sentations where third-person referents can be gestured
as separate from the gesturer. Previous research in ex-
perimental contexts has suggested that iconicity sits in
opposition to systematic structure (which must allow for
some generalization across linguistic form to signal simi-
larities in meanings), and thus that iconicity reduces as
systematicity is built (Theisen, Oberlander, and Kirby
2010; Theisen-White, Kirby, and Oberlander 2011;
Verhoef, Kirby, and Padden 2011; Roberts et al. 2015).
Under this account, we would expect iconicity to reduce
as spatial reference systems become more systematic.
There may be some evidence of this in our data. For ex-
ample, participants position arguments in maximally
contrastive positions, such as left versus right, or close
to the gesturer’s body contrasted with the furthest visible
position away from the body on the z-axis. Maximal
contrasts, though still iconic, do not provide a direct
iconic mapping from target meaning to gesture, as the
maximal space between gestures does not convey differ-
ences in the space between Hannah and Sarah in the tar-
get events. As such, the use of maximal contrasts
indicates the systematization of spatial mappings to rep-
resent the thematic roles of agent and goal, rather than
direct spatial relations between Hannah and Sarah.
However, understanding these findings in relation to
iconicity in natural sign languages is more complex.
While older sign languages such as ASL may show a
greater prevalence of arbitrary spatial modulations than
the young sign languages that have been observed
(Padden et al. 2010), arbitrary spatial mappings are in
no way obligatory, and in fact, where possible, signers
tend to use iconic spatial mappings to represent gram-
matical relationships (Liddell 2003; Cormier et al.
2015). If referents are present in relation to the signer,
the signer will often use real-word spatial relations as
the basis for the spatial mapping, but even in the absence
of the referents themselves, signers can use iconic spatial
features in their representations, such as representing
differences in height between arguments (Liddell 2003).
Furthermore, spatial reference on the z-axis is still com-
mon in languages such as BSL (Cormier et al. 2015),
suggesting that, even if reference on the x-axis becomes
more common over time, it does not displace z-axis use
by any means, but is used selectively. Finally, it is also
possible that an abstraction away from the body is not
necessarily a reduction in iconicity. That is, a representa-
tion on the x-axis requires abstraction from the body,
such that an animate agent is not represented by an ani-
mate body, but that mapping may in fact be more iconic
than a representation on the z-axis, especially if it
reflects a real-world spatial relationship. In this case too,
the body’s ability to represent any animate agent and the
first-person agent (the signer themself) may be in con-
flict with each other (Meir et al. 2007).
We assert then, that the gestures participants produce
demonstrate an early reliance on the body, with partici-
pants using the body iconically to represent both agents
and agentive actions. In some cases, particularly as
shown by our findings from chain 3, we see a gradual
abstraction of spatial reference away from the gesturers’
bodies over generations, supporting evidence from nat-
urally emerging sign languages. However, participants
continue to rely on iconic representations throughout
generations, exploiting the affordances of their bodies to
represent animate agents, and changing how they ex-
ploit these affordances to create distinctions between
event arguments.
4.3 The evolutionary pathway for argument
structure and the limits of space
Evidence from natural sign languages suggests that the
systematic use of space does not emerge fully formed in
a language, but takes time to develop (Meir et al. 2007;
Padden et al. 2010; Lillo-Martin and Meier 2011). We
have applied experimental methods to this question to
understand the conditions under which spatial modula-
tion systems might emerge. Our results demonstrate that
nonsigning participants use spatial modulation to distin-
guish between event arguments, consistent with previous
research (So et al. 2005), but can make use of other
resources afforded by the modality to signal relations be-
tween arguments, as do natural languages. Though use
of the body provides a natural starting point for repre-
senting animate arguments, it is not the only resource
for creating systematic distinctions. Indeed, some sign
languages do not appear to have spatial reference sys-
tems at all (Nyst 2007; Vos 2012).
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Perhaps, surprisingly, we do not find that the changes
participants implement over generations lead to a cumu-
lative increase in communicative accuracy; rather,
matching accuracy is high from the first generation and
does not change significantly over generations. We do
not see a clear difference in communicative accuracy
based on the strategy participants’ use, with all strat-
egies facilitating successful communication. However,
we suggest that communication between interacting par-
ticipants does play a role in how participants construct
their gestural systems. Participants in the study created
distinctions that demonstrate an adaptation to the com-
municative context (Fedzechkina, Jaeger, and Newport
2012; Winters et al. 2014)—argument distinctions
evolved in cases where it was necessary to distinguish
between different agents and less often in cases where
the agent was the same. In sign languages, signers can
flexibly exploit the iconic affordances of the body to fit
the communicative context. Meir et al. (2013) describe
one such scenario, in which the role of the body as first
person competes with the role of body as an agent which
is not necessarily first person (e.g., ‘I brushed my hair’
compared with ‘My mother brushed my hair’). They de-
scribe that, where the default interpretation of forms
using the body (with the signer ’brushing’ their own
hair) would be reflexive, in ISL, the conflict between
body as first person and body as agent is frequently
resolved by using spatial modulation, signaling the agent
as separate from the signer’s body (e.g., by signing the
act of brushing on the body, and then signaling a point
away from the signer to indicate a nonfirst-person
agent). Interestingly, this adapted pattern is not pre-
ferred in ABSL, which shows a preference for body-
anchored forms even in the conflicting context.
In addition to the adaptation to communicative con-
text that chains settle on distinct strategy points to an in-
crease in communicative efficiency. While at generation
1, chains create distinctions on multiple parameters that
mix the lexical, indexing and body strategies to different
extents, by generation 5, each chain can be characterized
as primarily conforming to one of those three strategies.
As such, the systems participants produce are communi-
catively efficient, achieving high accuracy while elimi-
nating the effort that comes through articulating
multiple redundant strategies (Gibson et al. 2019).
Furthermore, we do not expect communicative effi-
ciency to be the only pressure acting on the systems par-
ticipants learn and produce. Previous experimental
research has investigated the roles that both learning
and communication play in the evolution of novel com-
munication systems (Kirby et al. 2015; Smith et al.
2016; Nölle et al. 2018; Motamedi et al. 2019; Raviv,
Meyer, and Lev-Ari 2019). For example, Motamedi et
al. (2019) analyzed the emergence of structure in novel
gestural communication systems, comparing a transmis-
sion þ interaction condition where participants both
learned gestures and communicated with them, to condi-
tions with only transmission or only repeated inter-
action. Their findings showed that only the combined
condition led to forms that were both systematic and
communicatively efficient. In comparison, the gestures
produced in the interaction-only condition were com-
municatively efficient but not systematic; in the trans-
mission-only condition, when learning occurred without
communication, gestures were systematic but showed
high levels of redundancy. As such, our results align
with those of Motamedi et al. (2019). Participants dem-
onstrate communicative efficiency, with redundant
strategies being lost but communicative accuracy main-
tained. We also see changes over generations, with the
way participants signal event arguments across differ-
ent- and same-agent event types becoming increasingly
distinct over generations. Interestingly, the strategies
that participants use appear to change at different rates
over generations, with the indexing strategy used by
chain 3 showing a more gradual development over gen-
erations than other chains. Though this is only one ex-
ample, it may suggest that, while transmission and
interaction are general processes that can lead to system-
atic and communicatively efficient structures, they are
not the only factors modulating how different forms
evolve, and there may indeed be limits on the degree to
which a structure can be systematized. For example,
even in fully developed spatial modulation systems, sign-
ers make use of deictic points and iconic spatial map-
pings that may be highly variable between signers and
across discourse contexts (Liddell 2003; Lillo-Martin
and Meier 2011; Cormier et al. 2015; Fenlon et al.
2018; Schembri et al. 2018). Referential loci can occur
at any location in the continuous space around the sign-
er, and therefore provide an uncountably large set of
possible locations to index (Liddell 2003). It proves dif-
ficult to systematically categorize a continuous space
when there are few physical constraints on how that
space can be used. Similarly, Padden (1986) argues that
there are physical limitations on the number of roles
that body-shift can contrast—two at the most. In sum,
there are limitations within natural languages on how
systematized such spatial mappings can become
(Cormier et al. 2015; Fenlon et al. 2018), and these
same restrictions may apply here. Future work could in-
vestigate specifically how different forms evolve under
the same constraints to further understand the factors
that are at play during communication and learning.
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The study reported here has expanded on prior experi-
mental research (e.g., Kirby, Cornish, and Smith 2008;
Kirby et al. 2015; Silvey et al. 2015; Carr et al. 2016),
investigating the effects of language use (i.e., interactive
communication), and transmission (i.e., learning) by tar-
geting the emergence of argument distinctions across a
discourse. Here, we focused on the systematization of
spatial modulation, a feature considered to be heavily
modality-dependent, which has not been investigated
experimentally until now. Participants in the experiment
rely on a range of strategies to differentiate event argu-
ments across discourse, some of which make use of
space. The strategies participants use come to systemat-
ically refer to recurring agents through the use and trans-
mission of these systems. The findings from this
investigation support claims made on the basis of emerg-
ing sign languages such as ABSL, NSL, and ISL, namely
that systematic spatial reference does not emerge fully
formed in a language, but takes time to develop (Padden
et al. 2010; Flaherty 2014; Montemurro et al. 2019).
Furthermore, in the present study, it becomes systemat-
ized in ways that can facilitate comprehension by indi-
cating critical contrasts between agents in target events.
Our findings highlight the special role of iconicity in
both encouraging and limiting the use of space in the
manual modality, and offer insight into how highly icon-
ic forms become integrated into a linguistic system.
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Notes
1. Full description of the coding scheme and details of
all agreement analyses can be found at https://osf.
io/hp5md/. We also calculated Cohen’s d where ap-
propriate. As it is not an appropriate measure of
agreement for all parameters, we report here per-
centage agreement.
2. Gestures for goals in target events will not be dis-
cussed here: goals were gestured with an explicit,
identifiable gesture in only 29.5% of trials (exclud-
ing plain verb trials, where a goal is not encoded in
the target event).
3. Coefficient estimates are similar in both models.
The model including random slopes is reported in
the supplementary materials.
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