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University.1. Introduction
Nonlinear partial differential equations (NLPDEs) are mathe-
matical models that are used to describe complex phenomena
arising in the world around us. The nonlinear equations ap-
pear in many applications of science and engineering such as
ﬂuid dynamics, plasma physics, hydrodynamics, solid state
physics, optical ﬁbers, acoustics and other disciplines. In the
recent years, many authors mainly had paid attention to study
solutions of NLPDEs by using various methods, for example,
Adomian decomposition method [1], variational iteration
method [2], homotopy perturbation method [3], homotopy
analysis method [4], differential transform method [5],
F-expansion method [6], Exp-function method [7] and the
sine–cosine method [8].m, alamr@uomosul.edu.iq
lty of Engineering, Alexandria
g by Elsevier
ng by Elsevier B.V. on behalf of F
03The RDTM was ﬁrst proposed by the Turkish mathemati-
cian Keskin [9–12] in 2009. It has received much attention
since it has applied to solve a wide variety of problems by
many authors [13–20].
This paper has been organized as follows: Section 2 deals
with the analysis of the method. In Section 3, we apply the
RDTM to solve two types of NLPDEs. Conclusions are given
in Section 4.
2. Analysis of the method
Consider a function of two variables u(x, t) and suppose that it
can be represented as a product of two single-variable func-
tions, i.e., u(x, t) = f(x)g(t). Based on the properties of one-
dimensional differential transform, the function u(x, t) can be
represented as follows:
uðx; tÞ ¼
X1
i¼0
FðiÞxi
 ! X1
j¼0
GðjÞtj
 !
¼
X1
k¼0
UkðxÞtk ð1Þ
where Uk(x) is called t-dimensional spectrum function of
u(x, t).
The basic deﬁnitions of RDTM are introduced as follows
[9–12]:aculty of Engineering, Alexandria University.
Table 1 The fundamental operations of RDTM.
Functional form Transformed form
244 M.O. Al-AmrDeﬁnition 2.1. If function u(x, t) is analytic and differentiated
continuously with respect to time t and space x in the domain
of interest, then letu(x, t) Ukðx; tÞ ¼ 1k! @
k
@xk
uðx; tÞ
h i
t¼0
w(x, t) = u(x, t) ± v(x, t) Wk(x) = Uk(x) ± Vk (x)
w(x, t) = au(x, t) Wk(x) = aUk (x) (a is constant)
w(x, t) = xmtn Wk(x) = x
md(k  n)
w(x, t) = xmtnu(x, t) Wk(x) = x
mUkn
w(x, t) = u(x, t)v(x, t) WkðxÞ ¼
Pk
r¼0VrðxÞUkrðxÞ ¼Pk
r¼0UrðxÞVkrðxÞ
wðx; tÞ ¼ @k
@tk
uðx; tÞ WkðxÞ ¼ ðkþ 1Þ    ðkþ rÞUkþrðxÞ
¼ ðkþrÞ!k! Ukþr (x)
wðx; tÞ ¼ @@x uðx; tÞ WkðxÞ ¼ @@xUkðxÞUkðx; tÞ ¼ 1
k!
@k
@xk
uðx; tÞ
 
t¼0
ð2Þ
where the t-dimensional spectrum function Uk(x) is the trans-
formed function. In this paper, the lowercase u(x, t) represents
the original function, while the uppercase Uk(x) stands for the
transformed function.
Deﬁnition 2.2. The differential inverse transform of Uk(x) is
deﬁned as follows:
uðx; tÞ ¼
X1
k¼0
UkðxÞtk ð3Þ
Then, combining Eqs. (2) and (3) we writeuðx; tÞ ¼
X1
k¼0
1
k!
@k
@tk
uðx; tÞ
 
t¼0
tk ð4Þ
From the above deﬁnitions, it can be found that the concept of
the RDTM is derived from the power series expansion.
To illustrate the basic concepts of the RDTM, consider the
following nonlinear partial differential equation written in an
operator form
Luðx; tÞ þ Ruðx; tÞ þNuðx; tÞ ¼ gðx; tÞ; ð5Þ
with initial condition
uðx; 0Þ ¼ fðxÞ; ð6Þ
where L ¼ @
@t
, R is a linear operator which has partial deriva-
tives, Nu(x, t) is a nonlinear operator and g(x, t) is an inhomo-
geneous term.
According to the RDTM, we can construct the following
iteration formula:ðkþ 1ÞUkþ1ðx; tÞ ¼ GkðxÞ  RUkðxÞ NUKðxÞ; ð7Þ
where Uk(x), RUk(x), NUk(x) and Gk(x) are the transforma-
tions of the functions Lu(x, t), Ru(x, t), Nu(x, t) and g(x, t)
respectively.
From initial condition (6), we writeU0ðxÞ ¼ fðxÞ; ð8Þ
Substituting (8) into (7) and by straightforward iterative
calculation, we get the following Uk(x) values. Then, the in-
verse transformation of the set of values fUkðxÞgnk¼0 gives the
n-terms approximation solution as follows~unðx; tÞ ¼
Xn
k¼0
UkðxÞtk; ð9Þ
Therefore, the exact solution of the problem is given byuðx; tÞ ¼ lim
n!1
~unðx; tÞ: ð10Þ
The fundamental mathematical operations performed by
RDTM can be readily obtained and are listed in Table 1.3. Applications
In this section, the RDTM is applied to solve some nonlinear
PDEs, namely, generalized Drinfeld–Sokolov (gDS) equations
and Kaup–Kupershmidt (KK) equation.
3.1. The generalized Drinfeld–Sokolov (gDS) equations
We consider the generalized Drinfeld–Sokolov (gDS) equa-
tions [21,22]:
ut þ uxxx  6uux  6ðvaÞx ¼ 0
vt  2vxxx þ 6uvx ¼ 0
ð11Þ
with initial conditions
uðx; 0Þ ¼ b
2  4k4
4k2
þ 2k2tanh2ðkxÞ
vðx; 0Þ ¼ b tanhðkxÞ
ð12Þ
where a is a constant.
According to the RDTM and Table 1, the differential trans-
form of Eq. (11) reads
ðkþ 1ÞUkþ1ðxÞ ¼  @3@x3 UkðxÞ þ 6AkðxÞ þ 6BkðxÞ
ðkþ 1ÞVkþ1ðxÞ ¼ 2 @3@x3 VkðxÞ  6CkðxÞ
ð13Þ
where the t-dimensional spectrum functions Uk(x), Vk(x) are
the transformed functions. Ak(x), Bk(x) and Ck(x) are trans-
formed form of the nonlinear terms.
For the convenience of the reader, the ﬁrst few nonlinear
terms are as follows
A0 ¼ U0 @@xU0;A1 ¼ U1 @@xU0 þU0 @@xU1;
A2 ¼ U2 @@xU0 þU1 @@xU1 þU0 @@xU2;
A3 ¼ U3 @@xU0 þU2 @@xU1 þU1 @@xU2 þU0 @@xU3;
ð14Þ
B0¼ @@xðVa0Þ;B1¼ @@xðaVa10 V1Þ;
B2¼ @@xðaða1Þ2 Va20 V21þaVa10 V2Þ;
B3¼ @@xðaVa10 V3þaða1ÞVa20 V1V2þ 16aða1Þða2ÞVa30 V31Þ;
ð15Þ
C0 ¼ U0 @@x V0;C1 ¼ U1 @@x V0 þU0 @@x V1;
C2 ¼ U2 @@x V0 þU1 @@x V1 þU0 @@x V2;
C3 ¼ U3 @@x V0 þU2 @@x V1 þU1 @@x V2 þU0 @@x V3:
ð16Þ
from initial conditions (12), we write
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2tanh2ðkxÞ
V0ðxÞ ¼ b tanhðkxÞ
ð17Þ
Substituting Eq. (17) into Eq. (13) (when a= 2) and by
straightforward iterative steps, we can obtain
U1ðxÞ ¼ 2kð4k
4 þ 3b2Þ sinhðkxÞ
cosh ðkxÞ3 ;
U2ðxÞ ¼  1
2
ð2 cosh ðkxÞ2  3Þð4k4 þ 3b2Þ2
cosh ðkxÞ4 ;
U3ðxÞ ¼ 1
3
sinhðkxÞðcosh ðkxÞ2  3Þð4k4 þ 3b2Þ3
cosh ðkxÞ5k ;
U4ðxÞ ¼  1
24
ð4k4 þ 3b2Þ4ð15þ 2 cosh ðkxÞ4  15 cosh ðkxÞ2Þ
cosh ðkxÞ6k2 ;
..
.
ð18Þand
V1ðxÞ ¼ 1
2
bð4k4 þ 3b2Þ
cosh ðkxÞ2k ;
V2ðxÞ ¼  1
4
bð4k4 þ 3b2Þ2 sinhðkxÞ
cosh ðkxÞ3k2 ;
V3ðxÞ ¼ 1
24
ð2 cosh ðkxÞ2  3Þbð4k4 þ 3b2Þ3
k3 cosh ðkxÞ4 ;
V4ðxÞ ¼  1
48
sinhðkxÞð4k4 þ 3b2Þ4ðcosh ðkxÞ2  3Þb
cosh ðkxÞ5k4 :
..
.
ð19Þ
and so on, in the same manner, the rest of components can be
obtained by using MAPLE software.
Taking the inverse transformation of the set of values
fUkðxÞgnk¼0 and fVkðxÞgnk¼0 gives n-terms approximation solu-
tions as follows
~unðx;tÞ¼
Xn
k¼0
UkðxÞtk ¼b
24k4
4k2
þ2k2tanh2ðkxÞ
þ2kð4k
4þ3b2ÞsinhðkxÞ
coshðkxÞ3 tþ 
þ 1
n!
@n
@tn
b24k4
4k2
þ2k2tanh2 kxþ3b
2þ4k4
2k
t
   
t¼0
tn ð20Þ
~vnðx; tÞ ¼
Xn
k¼0
VkðxÞtk ¼ b tanhðkxÞ þ 1
2
bð4k4 þ 3b2Þ
cosh ðkxÞ2k tþ   
þ 1
n!
@n
@tn
b tanh kxþ 3b
2 þ 4k4
2k
t
   
t¼0
tn ð21Þ
Therefore, the exact solution of the problem is readily ob-
tained as follows
uðx; tÞ ¼ lim
n!1
~unðx; tÞ ¼ b
2  4k4
4k2
þ 2k2tanh2 kxþ 3b
2 þ 4k4
2k
t
 
vðx; tÞ ¼ lim
n!1
~vnðx; tÞ ¼ b tanh kxþ 3b
2 þ 4k4
2k
t
 
ð22Þ
To examine the accuracy of the RDTM solution, the abso-
lute errors of the 4-terms approximate solutions are plotted in
Fig. 1 and listed in Table 2.3.2. The Kaup–Kupershmidt (KK) equation
Consider the nonlinear KK equation [23,24]:
ut ¼ uxxxxx þ 5uuxxx þ 25
2
uxuxx þ 5u2ux ð23Þ
subject to the initial condition
uðx; 0Þ ¼ 2k2 þ 24k
2
1þ ekx 
24k2
ð1þ ekxÞ2 ð24Þ
where k is an arbitrary constant.
By taking the differential transform of Eq. (23), we obtain
ðkþ1ÞUkþ1ðxÞ¼ @
5
@x5
UkðxÞþ5AkðxÞþ25
2
BkðxÞþ5CkðxÞ ð25Þ
where the t-dimensional spectrum function Uk(x) is the trans-
formed function. Ak(x), Bk(x) and Ck(x) are the transformed
form of the nonlinear terms.
For the convenience of the reader, the ﬁrst few nonlinear
terms are as follows
A0 ¼ U0 @
3
@x3
U0;A1 ¼ U1 @
3
@x3
U0 þU0 @
3
@x3
U1;
A2 ¼ U2 @
3
@x3
U0 þU1 @
3
@x3
U1 þU0 @
3
@x3
U2;
A3 ¼ U3 @
3
@x3
U0 þU2 @
3
@x3
U1 þU1 @
3
@x3
U2 þU0 @
3
@x3
U3;
ð26Þ
B0¼ @
@x
U0
@2
@x2
U0;B1¼ @
@x
U0
@2
@x2
U1þ @
@x
U1
@2
@x2
U0;
B2¼ @
@x
U0
@2
@x2
U2þ @
@x
U1
@2
@x2
U1þ @
@x
U2
@2
@x2
U0;
B3¼ @
@x
U0
@2
@x2
U3þ @
@x
U1
@2
@x2
U2þ @
@x
U2
@2
@x2
U1þ @
@x
U3
@2
@x2
U0;
ð27Þ
C0¼U20
@
@x
U0;C1¼ 2U0U1 @
@x
U0þU20
@
@x
U1;
C2¼2U0U2 @
@x
U0þU21
@
@x
U0þ2U0U1 @
@x
U1þU20
@
@x
U2;
C3¼2U0U3 @
@x
U0þ2U1U2 @
@x
U0þU21
@
@x
U1þ2U0U2 @
@x
U1
þ2U0U1 @
@x
U2þU20
@
@x
U3;
ð28Þ
from the initial conditions (24), we writeU0ðxÞ ¼ 2k2 þ 24k
2
1þ ekx 
24k2
ð1þ ekxÞ2 ð29Þ
Substituting Eq. (29) into Eq. (25) and by straightforward
iterative steps, yields
U1ðxÞ ¼  264k
7ekxð1þ ekxÞ
ð1þ ekxÞ3 ;
U2ðxÞ ¼  1452k
12ekxð4ekx  e2kx  1Þ
ð1þ ekxÞ4 ;
U3ðxÞ ¼ 5324k
17ekxð1 11ekx þ 11e2kx  e3kxÞ
ð1þ ekxÞ5 ;
U4ðxÞ ¼ 14641k
22ekxð1 26ekx þ 66e2kx  26e3kx þ e4kxÞ
ð1þ ekxÞ6
..
.
Figure 1 The absolute error of (a) ~u4ðx; tÞ (b) ~v4ðx; tÞ when k= 0.01 and b= 0.001.
Table 2 The absolute errors juðx; tÞ  ~u4ðx; tÞj and jvðx; tÞ  ~v4ðx; tÞj for various values of t and x with k= 0.01 and b= 0.001.
juðx; tÞ  ~u4ðx; tÞj
ti/xi 0.2 0.4 0.6 0.8 1.0
0.2 2.35997 · 1029 4.71369 · 1029 7.06687 · 1029 9.41922 · 1029 1.17705 · 1028
0.4 7.57098 · 1028 1.51029 · 1027 2.26331 · 1027 3.01606 · 1027 3.76846 · 1027
0.6 5.76370 · 1027 1.14832 · 1026 1.72015 · 1026 2.29177 · 1026 2.86312 · 1026
0.8 2.43492 · 1026 4.84514 · 1026 7.25479 · 1026 9.66359 · 1026 1.20713 · 1025
1.0 7.44944 · 1026 1.48048 · 1025 2.21585 · 1025 2.95095 · 1025 3.68572 · 1025
jvðx; tÞ  ~v4ðx; tÞj
0.2 3.46172 · 1027 3.46136 · 1027 3.46078 · 1027 3.45995 · 1027 3.45889 · 1027
0.4 1.10775 · 1025 1.10764 · 1025 1.10745 · 1025 1.10718 · 1025 1.10684 · 1025
0.6 8.41197 · 1025 8.41111 · 1025 8.40968 · 1025 8.40767 · 1025 8.40509 · 1025
0.8 3.54480 · 1024 3.54443 · 1024 3.54383 · 1024 3.54298 · 1024 3.54190 · 1024
1.0 1.08179 · 1023 1.08167 · 1023 1.08149 · 1023 1.08123 · 1023 1.08090 · 1023
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Taking the inverse transformation of the set of values
fUkðxÞgnk¼0 gives n-terms approximation solution as
~unðx; tÞ¼
Xn
k¼0
UkðxÞtk¼2k2
þ 24k
2
1þ ekx
24k2
ð1þ ekxÞ2
264k7ekxð1þ ekxÞ
ð1þ ekxÞ3 tþ
þ 1
n!
@n
@tn
2k2þ 24k
2
1þ ekxþ11k5t
24k2
1þ ekxþ11k5t 2
 !" #
t¼0
tn
ð30Þ
Therefore, the exact solution of the problem is readily
obtained as follows
uðx; tÞ ¼ lim
n!1
~unðx; tÞ
¼ 2k2 þ 24k
2
1þ ekxþ11k5t 
24k2
1þ ekxþ11k5t 2 ð31Þ
Figure 2 The absolute error of ~u4ðx; tÞ when k= 0.25.
Table 3 The absolute error juðx; tÞ  ~u4ðx; tÞj for different values of t and x with k= 0.25.
ti/xi 0.1 0.2 0.3 0.4 0.5
0.1 4.77977 · 1019 9.50376 · 1019 1.41845 · 1018 1.88009 · 1018 2.33321 · 1018
0.2 1.54038 · 1017 3.05198 · 1017 4.54970 · 1017 6.02677 · 1017 7.47655 · 1017
0.3 1.17797 · 1016 2.32579 · 1016 3.46302 · 1016 4.58454 · 1016 5.68530 · 1016
0.4 4.99872 · 1016 9.83535 · 1016 1.46272 · 1015 1.93527 · 1015 2.39906 · 1015
0.5 1.53609 · 1015 3.01204 · 1015 4.47429 · 1015 5.91623 · 1015 7.33138 · 1015
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obtained by RDTM to insure the accuracy of the obtained
results. In Table 3, we summarized these errors for different
values of t and x.
4. Conclusion
In this work, we present new applications of the reduced differen-
tial transform method (RDTM) by handling two nonlinear
physical models, namely, generalized Drinfeld–Sokolov (gDS)
equations and Kaup–Kupershmidt (KK) equation. This
method is an alternative approach to overcome the demerit of
complex calculation of differential transform method (DTM).
The proposed technique, which does not require linearization,
discretization or perturbation, gives the solution in the form of
convergent power series with elegantly computed components.
Therefore, the solution procedure of the RDTM is simpler than
other traditional methods. The results show that the RDTM is a
powerful mathematical tool for handling nonlinear PDEs.Acknowledgment
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