Abstract This paper presents a Sequential Approximate Optimization (SAO) procedure that uses the Radial Basis Function (RBF) network. If the objective and constraints are not known explicitly but can be evaluated through a computationally intensive numerical simulation, the response surface, which is often called metamodeling, is an attractive method for finding an approximate global minimum with a small number of function evaluations. An RBF network is used to construct the response surface. The Gaussian function is employed as the basis function in this paper. In order to obtain the response surface with good approximation, the width of this Gaussian function should be adjusted. Therefore, we first examine the width. Through this examination, some sufficient conditions are introduced. Then, a simple method to determine the width of the Gaussian function is proposed. In addition, a new technique called the adaptive scaling technique is also proposed. The sufficient conditions for the width are satisfied by introducing this scaling technique. Second, the SAO algorithm is developed. The optimum of the response surface is taken as a new sampling point for local approximation. In addition, it is necessary to add new sampling points in the sparse region for global approximation. Thus, an important issue for SAO is to determine the sparse region among the sampling points. To achieve this, a new function called the density function is constructed using the RBF network. The global minimum of the density function is taken as the new sampling point. Through the sampling strategy proposed in this paper, the approximate global minimum can be found with a small number of function evaluations. Through numerical examples, the validities of the width and sampling strategy are examined in this paper.
Introduction
In recent years, many commercial software programs for design optimization have been widely utilized in a variety of industries. Recently, some population-based global optimization techniques, such as the Genetic Algorithm (GA), the Particle Swarm Optimization (PSO), and the Differential Evolution (DE), have been developed in comparison with classical mathematical programming. These global optimization techniques have been applied to practical design optimization. In addition, these methods are applicable to the multi-objective optimization problems. In general, the population-based optimization techniques require a large number of function evaluations to find the global minimum and a set of Pareto-optimal solutions. This makes the direct application of these optimization techniques to practical design optimization problems difficult in some cases due to the time-consuming. Since classical mathematical programming requires the sensitivity of the objective and constraints, it is not applicable to non-differentiable problems. In addition, function evaluations for calculating the sensitivity and determining the step-size are required. Nowadays, the time made available to develop new products is continuously being shortened, making it preferable to reduce the computing-time required for optimization. This implies that one of the most important aspects is reducing the function evaluations in practical design optimization. It is important to find the global minimum with high accuracy using global optimization techniques, and these global optimization techniques generally require a large number of function evaluations. However, it is also important to find an approximate global minimum for a design problem with a small number of function evaluations even when the objective and constraints are not known explicitly.
If the objective and constraints are not known explicitly but can be evaluated through computationally intensive numerical simulation, the response surface, which is called meta-modeling, is an attractive method for finding an approximate global minimum with a small number of function evaluations (Wang and Shan 2007). The Design of Experiment (DOE) is one of the most popular response surface methods (Myers and Montgomery 1995) . The general and classical response surface procedure is briefly summarized as follows:
Step 1 First, numerous sampling points in the design variable space are set. The orthogonal array or Latin Hypercube Design (LHD) is often used to determine these sampling points.
Step 2 The objective and constraints are evaluated at these sampling points. Thus, the number of sampling points is equal to the function evaluations.
Step 3 Then, a response surface which approximates the objective and constraints is constructed. Quadratic polynomials, the Kriging, and the Radial Basis Function (RBF) network are used to construct the response surface.
