For a handlebody of genus g ≥ 6 it is shown that every automorphism of the complex of separating meridians can be extended to an automorphism on the complex of all meridians and, in consequence, it is geometric.
Definitions and statements of results
For a compact surface S, the complex of curves C (S) , introduced by Harvey in [2] , has vertices the isotopy classes of essential, non-boundary-parallel simple closed curves in S. A collection of vertices spans a simplex exactly when any two of them may be represented by disjoint curves.
The arc complex of S, denoted by A (S) , is defined analogously, with curves replaced by arcs. The arc complex has been studied by several authors (see [3] , [4] , [5] ).
Similarly, for a 3−manifold M, the disk complex M (M) is defined by using the proper isotopy classes of compressing disks for M as the vertices. It was introduced in [9] , where it was used in the study of mapping class groups of 3−manifolds. In [8] , it was shown to be a quasi-convex subset of C (∂M) . By H g we denote the 3−dimensional handlebody of genus g. We regard M (H g ) as a subcomplex of C (∂H g ) . Definition 1. Let SM (H g ) be the simplicial complex with vertex set being the isotopy classes of separating meridians in H g . The k−simplices are given by collections of k + 1 vertices having disjoint representatives.
Note that the dimension of SM (H g ) is 2g − 4. Hence, for g = 2 the complex SM (H g ) is just an infinite set of vertices so we assume that g ≥ 3. It is wellknown that SM (H g ) is connected for g ≥ 3. We will not need this result in the sequel, however, an easy proof of this result can be obtained by the general technique presented in [10, Lemma 2.1] considering the action of the mapping class group of H g on SM (H g ) and using the specific set of generators for the mapping class group of H g given in [1, Corollary 3.4, page 99] If D is a separating meridian in H g , the vertex containing D, i.e. the isotopy class containing D will again be denoted by D.
The aim of this paper is to show Theorem 2. Every automorphism of SM (H g ) extends uniquely to an automorphism of the complex of all meridians M (H g ) , provided that g ≥ 6.
It is shown in [6] that the automorphism group of M (H g ) is isomorphic to the mapping class group of H g . In particular, every automorphism group of M (H g ) is geometric. Thus, we have Corollary 3. Every automorphism of SM (H g ) is geometric i.e., it is induced by an element of the mapping class group of H g , provided that g ≥ 6.
As every automorphism of SM (H g ) is geometric, the extension posited in Theorem 2 is unique and, thus, we have Corollary 4. The mapping class group of H g is isomorphic to the automorphism group of SM (H g ) , provided that g ≥ 6.
The proof of Theorem 2 is based on the following property (see Theorem 12) of genus 1 separating meridians preserved by automorphisms of SM (H g ): if two genus 1−meridians have common non-separating meridian, so do their images under an automorphism of SM (H g ) . This property allows the extension of an automorphism of SM (H g ) to the whole complex of meridians.
We first show this property for genus 1−meridians which live inside a genus 2 handlebody with 2 spots on the boundary and this is the point where the assumption g ≥ 6 is required. This is achieved by showing that an automorphism φ of SM (H g ) induces an automorphism on the arc complex of the boundary surface of type (2, 2) and then using the fact (see [4] ) that the mapping class group of the boundary surface is isomorphic to the group of automorphisms of the arc complex.
We then extend the above mentioned property to the case where the two genus 1−meridians live in the complement of a cut system, that is, a maximal collection of pairwise disjoint non-separating meridians which split the handlebody H g to a 3−ball. Finally we extend the property to arbitrary genus 1−meridians by using the fact that the complex of cut systems is connected (see [11] ).
Properties of Automorphisms of SM (H g )
We first give definitions and notation. Throughout this section φ will denote an arbitrary automorphism of SM (H g ) . All intersections between arcs and disks are assumed transverse and minimal.
Let D be a separating meridian splitting H g into two handlebodies of genus, say, k and g − k where 1 ≤ k ≤ g − 1. Such a separating meridian will be called a (k, g − k) −meridian and the handlebodies will be called the genus k and g − k components of D and will be denoted by H k (D) and H g−k (D) respectively.
For each (1, g − 1) −meridian D, the genus 1 handlebody H 1 (D) contains a unique non-separating meridian disjoint from D which will be denoted by δ (D) .
Let D 1 and D 2 be disjoint separating meridians of type (k 1 , g − k 1 ) and (k 2 , g − k 2 ) respectively and let τ be an arc properly embedded in ∂H g with one endpoint in ∂D 1 and the other in ∂D 2 . By the union D 1 ∪ τ D 2 of D 1 and D 2 along τ we mean the separating meridian whose boundary is obtained by joining ∂D 1 , ∂D 2 along the arc τ where it is implicit that the interior of τ is disjoint from both ∂D 1 , ∂D 2 . We also say that D 1 ∪ τ D 2 is the meridian obtained by joining
We will also use the notion of the sum of two flag complexes. Recall that a complex K is a flag complex if the following property holds: if {v 0 , . . . , v n } is a set of vertices with the property the edge (v i , v j ) exists for all 0 ≤ i, j ≤ n, then {v 0 , . . . , v n } is a simplex. Observe that M (H g ) as well as SM (H g ) are flag complexes.
If K, L are simplicial complexes we will write K ⊕ L to denote the (flag) complex defined as follows:
(1) the vertices of K ⊕ L is the union of the vertices of K and the vertices of L.
In other words, by (1) and (2) the vertices and the edges are defined and then we require K ⊕ L to be the (unique) flag complex generated by these.
Definition 5. We will say that a complex M splits, equivalently M admits a splitting, if there exist subcomplexes K, L such that M = K ⊕ L.
Proof. The proof of (a) is straightforward by dimension arguments on Lk (D) .
(b) An automorphism φ maps Lk (D) onto Lk (φ (D)) isomorphically and, thus, preserves the splitting (resp. non-splitting).
(c) Pick a non-separating meridian X ∈ H k (D) and a simple closed curve σ intersecting X at a single point, intersecting both E and F but disjoint from D. Let X (σ) be the meridian X ∪ σ X obtained by joining two copies of X by σ. Clearly,
do not belong to the same summand of the splitting of Lk (φ (D)) then φ (X (σ)) would have to intersect φ (D) , a contradiction.
Before proceeding with further properties of an automorphism φ we need a result concerning the curve complex of a sphere with holes (see [7] ):
If n > 4 then all elements of Aut (C (S 0,n )) are geometric, that is, they are induced by a homeomorphism of S 0,n .
A cut system C for the handlebody H g is a collection {C 1 , . . . , C g } of pairwise disjoint non-separating meridians such that H g \ ∪ g i=1 C i is a 3−ball with 2g spots. We will denote this spotted ball by H g \ C.
A separating cut system Z for the handlebody H g is a collection
is a 3−ball with g spots. We will denote this spotted ball by H g \ Z. Note that given C we can find Z so that C i is the unique non-separating meridian in
is a 3−ball with g spots. Every simple closed curve in the boundary of the spotted 3−ball H g \ Z is a separating meridian and vice-versa. Thus, if g ≥ 4 an automorphism φ of SM (H g ) induces an element in Aut (C (S 0,g )) which is geometric by (1). Thus we have Theorem A. Let Z = {Z 1 , . . . , Z g } be separating cut system for H g , g ≥ 4, and φ an automorphism of SM (H g ) . Then φ acts geometrically on the subcomplex
In fact, after composing φ by a homeomorphism of H g we may assume that φ is the identity on every separating meridian not intersecting ∪ g i=1 Z i . Lemma 7. Let E, F, D be three pair-wise disjoint separating meridians and E ∪ τ F the separating meridian obtained by joining E and F along an embedded arc τ which has one endpoint in ∂E and the other in ∂F.
with 2 spots and, in addition,
Without loss of generality, we may assume that
and X, E, F are disjoint meridians which bound a 3−ball in H g E +g F (X) . All these properties hold for their images φ (E) , φ (F ) and φ (X) , hence, there is a unique (up to homotopy) arc τ ′ with endpoints in φ (E) , φ (F ) not intersecting φ (X) . As φ (E) , φ (F ) and φ (X) bound a 3−ball containing τ ′ we clearly have
The meridian X = E ∪ τ F intersects D in one arc which splits both X, D into two subdisks. By surgery along this arc we obtain four separating meridians W i , i = 1, . . . , 4 which bound a 3−ball containing X and D. Clearly we may find a separating cut system Z such that for each i = 1, 2, 3, 4 W i ∈ H g \Z. In particular, Z does not intersecting X and D and the result follows from Theorem A.
(c) We may assume that E is a (
Observe that for an arbitrary arc σ joining ∂E with ∂F we have, by Lemma 6(c)
⇔ |σ ∩ D| is even (2) and, equivalently,
We first show the result in the case D, E, F do not bound a 3−ball which is equivalent to
(ii) surgery along Y E ∩ Y F produces E, F, D and a separating meridian of type
(iii) in particular, D along with a subdisk of Y E and a subdisk of Y F bound a 3−ball with 2 spots.
. Then, by case (b), property (3) above and Lemma 6, all four above properties (denoted
′ , these subarcs must be disjoint from φ (Y E ) and φ (Y F ) . Hence, all these subarcs would have to be contained in the 3-ball given by (iii)
′ . Since the boundary of this 3-ball is an annulus, we may perform an elementary isotopy to eliminate them, showing that k = 1.
We now examine the case D, E, F bound a 3−ball or, equivalently, g E + g D + g F = g. We work under the assumption g − g D ≥ 3, hence, at least one of g E , g F is ≥ 2. Without loss of generality we assume that g E ≥ 2. Let E 1 be a (
for some simple arc ρ with endpoints on ∂E 1 , ∂E 2 and ρ ∩ E = ∅.
all with one endpoint on φ (∆) and the other on φ(B), φ(E), φ(F ) respectively.
Extend τ to a simple arc τ 1 with endpoints on ∂E 1 , ∂F. Clearly |τ 1 ∩ D| = 2 and E 1 , D, F do not bound a 3−ball. Thus, by the previous case, |τ
) be the handlebody bounded by the meridians φ (Y (τ )) and φ (Y (τ 1 )) . Then the above inequality implies that φ(D) intersects H g E 2 in more that one components. As |τ
This completes the proof of (c).
(d) Since g ≥ 6 we have that the genus of
There is a unique (up to homotopy with endpoints on ∂E, ∂F ) arc ρ disjoint from τ and D. Clearly, E ∪ ρ F = D. Pick an arc σ disjoint from µ, D and B ′ , which has endpoints on τ and ∂B, intersecting ∂D ′ at a single point. Set ∆ to be the meridian
Clearly, ∆ is a (g − 3, 3)-meridian and |ρ ∩ ∂∆| = 2. By part (c)
Similarly, by part (b), 
This completes the proof of the Lemma.
Assume from now on that g ≥ 6 and let A, B be two disjoint separating meridians such that H g \ (A ∪ B) consists of 3 components: H k (A) with k ≥ 2, H k ′ (B) with k ′ ≥ 2 and a genus 2 handlebody bounded by A and B, denoted by H 2 (A, B) , being the intersection
The assumption g ≥ 6 is imposed so that Lemma 7 can be used in order to define an automorphism on the arc complex of the boundary of H 2 (A, B) .
For arbitrary A, B as above and any automorphism φ of SM (H g ) , we may assume, using Theorem A, that φ fixes A and B. The rest of this section is devoted into showing the following
is a genus k handlebody with m spots A 1 , . . . A m we write ∂ (H k (A 1 , . . . A m )) to denote ∂H k with the interior IntA 1 ∪. . .∪IntA k of the spots removed. In particular, ∂H 2 (A, B) is a genus 2 surface Σ 2,2 with two boundary components ∂A and ∂B. Denote by A the arc complex of the boundary surface Σ 2,2 of H 2 (A, B) .
Lemma 9. φ induces an automorphism φ : A → A which is geometric on Σ 2,2 .
Before we proceed with the proof we need to state the following three Lemmata A, B and C. Lemma B. Let τ be simple arc with endpoints on ∂A and ∂B and σ a simple arc with endpoints on ∂B. Let E 1 , E 2 be two disjoint separating meridians inside the component H k ′ (B) of B (not containing A) and σ 1 , σ 2 two disjoint arcs joining the endpoints of σ with ∂E 1 and ∂E 2 respectively. Then the following holds
where | · | denotes the number of connected components and E (σ) the meridian obtained by
Proof. Clearly we have
and the proof follows immediately from Lemma 7(c,d) applied to the meridians Z (τ ) , E 1 , E 2 and the arc σ which intersects Z (τ ) at 2 points.
Using in the same manner Lemma 7 we similarly obtain Lemma C. Let σ, σ ′ be two simple arcs σ, σ ′ with endpoints on ∂B. Let E 1 , E 2 be two disjoint separating meridians inside the component H k ′ (B) of B (not containing A) and σ 1 , σ 2 (resp. σ ′ 1 , σ ′ 2 ) two disjoint arcs joining the endpoints of σ (resp. σ ′ ) with ∂E 1 and ∂E 2 respectively. Assume the arcs σ 1 , σ 2 , σ
Proof. of Lemma 9. CASE 1: We will first define φ (τ ) for τ being a simple arc properly embedded in Σ 2,2 = ∂ (H 2 (A, B) ) with one endpoint in ∂A and the other in ∂B. For any such arc τ,
is a (2, g − 2)-separating meridian inside H 2 (A, B) obtained by joining ∂A, ∂B along the arc τ. Clearly, the opposite is also true: if X is a (2, g − 2)-separating meridian inside H 2 (A, B) then X splits H 2 (A, B) into two components. The boundary of the genus 0 component is a pair of pants whose boundary consists of ∂A, ∂B and ∂X. There is unique homotopy class of arcs from ∂A to ∂B (disjoint from ∂X) and for any arc τ in this class we have ∂A ∪ τ ∂B = ∂X and, thus,
and by Lemma 6(a) it is a (2, g − 2) meridian. By the previous argument there is a unique, up to homotopy, arc τ from ∂A to ∂B disjoint from
Since the correspondence τ → Z (τ ) is 1-1 the same holds for φ viewed as a map on the set of homotopy class of arcs from ∂A to ∂B. In other words, if τ 1 , τ 2 are arcs each having one endpoint in ∂A and the other in ∂B, then
where = means non-homotopic. Similarly, since every (2, g − 2)-separating meridians inside H 2 (A, B) has a pre-image under φ, φ is onto.
viewed as a map on the set of homotopy classes of arcs from ∂A to ∂B. Moreover,
As A, B and Z (τ 1 ) are pairwise disjoint and τ 2 intersects Z (τ 1 ) at 2 points, by Lemma 7(c) we have that φ (Z (τ 1 )) and φ (Z (τ 2 )) intersect at 2 points and, thus, φ (τ 1 ) ∩ φ (τ 2 ) = ∅. Working similarly for the converse we obtain
Observation 1: it is straightforward to extend the above property for any finite collection of pairwise disjoint simple arcs τ 1 , . . . , τ m from ∂A to ∂B.
Observation 2: For any simple arc ρ with both endpoints in ∂B define n ρ to be the maximal number of pairwise disjoint and non-homotopic simple arcs from ∂A to ∂B with each being disjoint from ρ (for example, if ρ non-separating, then n ρ = 4). If ρ, ρ ′ are two arcs with endpoints in ∂B with ρ non-separating and ρ ′ separating, then clearly n ρ > n ρ ′ .
CASE 2:
In this case we will define φ (σ) when σ is a simple arc properly embedded in Σ 2,2 = ∂ (H 2 (A, B)) with both endpoints in ∂B and which does not separate Σ 2,2 . For this, we will use the whole collection of (isotopy classes of) simple arcs τ from ∂A to ∂B with the property τ ∩ σ = ∅.
We claim that there exists a unique non separating arc σ with endpoints in ∂B satisfying the following property for every arc τ from ∂A to ∂B with
For the existence of such σ, pick any two disjoint separating meridians E 1 , E 2 inside the component H k ′ (B) of B (not containing A). Extend σ to an arc σ 12 = σ 1 ∪ σ ∪ σ 2 where σ 1 , σ 2 are two disjoint arcs joining the endpoints of σ with ∂E 1 and ∂E 2 respectively and let E (σ) = E 1 ∪ σ 12 E 2 . By Lemma 7(c,d), the image φ (E (σ)) must be of the form E (σ) for some arc σ which intersects ∂B at two points. To check property (8), let τ be an arc from ∂A to ∂B with the property τ ∩ σ = ∅. Then
where the first equivalence is by Lemma B, the second is just an interpretation of φ (E (σ)) and φ (Z (τ )) and the third is straightforward. To see that such an arc σ is unique, assume σ ′ is an other such. Then by Lemma A(a) there exists an arc α with endpoints on A and B such that α∩σ = ∅ and α ∩ σ ′ = ∅. Since φ is onto (see property 7), there exists an arc τ with
which means that σ ′ does not satisfy property (8) , hence, σ is unique with respect to property (8) . Note also that by Observations 1 and 2, σ must be nonseparating.
We may now define φ (σ) := σ where σ is the above described non-separating arc uniquely determined by σ.
CASE 3:
In this last case we will define φ (σ) when σ is an arc properly embedded in Σ 2,2 = ∂ (H 2 (A, B) ) with both endpoints in ∂B and which separates Σ 2,2 .
As in Case 2, we will show that there exists a unique separating arc σ with endpoints on ∂B satisfying the property for every arc τ from ∂A to ∂B with τ ∩ σ = ∅ ⇒ φ (τ ) ∩ σ = ∅.
Existence and uniqueness of such an arc σ follows exactly as in Case 2 by using Lemma A(b) instead of A(a). By Observations 1 and 2, σ must be separating. We may now define φ (σ) := σ where σ is the above described separating arc uniquely determined by σ.
In an identical way as in Cases 2 and 3, the image of an arc with endpoints in ∂A is defined. In order to show that φ is a well defined automorphism of the arc complex A of Σ 2,2 , it remains to check that disjoint arcs σ, σ ′ are mapped to disjoint arcs σ, σ ′ . This is straightforward if ∂σ ⊂ ∂A and ∂σ ′ ⊂ ∂B. If ∂σ ⊂ ∂A and σ ′ has one endpoint in ∂A and one in ∂B, the desired property follows from Lemma B. The last case ∂σ ⊂ ∂B and ∂σ ′ ⊂ ∂B follows from Lemma C since σ, σ ′ can always be extended to arcs σ 12 = σ 1 ∪ σ ∪ σ 2 and σ
To check that φ is injective, recall property (6) and observe that φ, by its definition, respects separating (resp. non-separating) arcs σ with ∂σ ⊂ ∂A (or ∂σ ⊂ ∂B). For, if σ, σ ′ are separating (resp. non-separating) arcs with σ = σ ′ , by Lemma A(b) (resp. A(a)), there exists an arc τ from ∂A to ∂B such that
By Lemma B,
which contradicts the assumption σ = σ ′ . It is shown in [4] that every (injective) automorphism of the arc complex of a surface S g,b is geometric provided that (g, b) = (0, 1), (0, 2), (0, 3), (1, 1) . Thus, the above defined φ : A → A is geometric. This completes the proof of Lemma 9.
Clearly, φ : A → A induces an automorphism on the curve complex C (Σ 2,2 ) denoted again by φ. We next show that φ agrees with φ on the meridian curves in Σ 2,2 .
Lemma 11. If X is a separating meridian in H 2 (A, B) then ∂ (φ (X)) = φ (∂X) .
Proof. If X is a (2, g − 2) meridian then, as explained in the proof of Lemma 9, Case 1, X is of the form Z (τ ) = A ∪ τ B for some (unique) arc τ with endpoints on A and B and the result follows from the definition of φ. If X is a (1, g − 1) meridian, we may choose a (1, g − 1) meridian Z disjoint from X, mutually disjoint arcs τ 1 , τ 2 with endpoints on ∂A and ∂B not intersecting ∂Z, ∂X and an arc τ 3 disjoint from ∂X, τ 1 , τ 2 but with τ 3 ∩ ∂Z = ∅. Then, Σ 2,2 \ (τ 1 ∪ τ 2 ) has two components, say ∂ + , ∂ − , each of type (1, 1) . By construction, φ (∂X) must lie in one of the components, say ∂ + , and φ (∂Z) as well as τ 3 must be in ∂ − . As there is only one simple separating curve in a surface of type (1, 1) , which is in fact a meridian curve (parallel to the boundary), φ (∂X) is meridian curve. On the other hand, φ (X) is a meridian disjoint from τ 1 , τ 2 , τ 3 , hence, its boundary is also contained in ∂ + . This completes the proof.
and D = δ (X) the (unique) non-separating meridian in H 1 (X) . It suffices to show that φ (∂D) bounds a disk. We may assume, by Theorem A that φ fixes X and, by the above Lemma, φ fixes ∂X.
If α is any simple closed curve in
We will show that if φ (∂D) = ∂D then φ (∂D) does not satisfy property (10) for all simple closed curves intersecting φ (∂D) once. Assume, on the contrary, that φ (∂D) = ∂D. Then, clearly, φ (∂D) is not homotopically trivial in H 1 (X) . Pick a base point x 0 on ∂X and generators x, y for π 1 (H 2 (A, B) ) such that x is a simple closed curve contained in X and y a simple closed curve contained in H 2 (A, B) \ H 1 (X) . As φ (∂D) is not homotopically trivial and contained in H 1 (X) we have that φ (∂D) is represented in π 1 (H 2 (A, B) ) by a power x n with n = 0. Cutting ∂H 1 (X) along φ (∂D) , we obtain a pair of pants with boundaries ∂X and two copies φ (∂D) + , φ (∂D) − . Choose disjoint arcs σ + (resp. σ − ) with endpoints x 0 and x
1 being identified at a single point x 1 in φ (∂D) . Then the juxtaposition of σ + , σ − , y determines a simple closed curve, say β, with the property φ (∂D) ∩ β = |{x 1 }| = 1. Clearly, [β] = x m y ±1 for some m ∈ Z. As the commutator
must be trivial, it follows that n = 0. This is a contradiction as φ (∂D) was represented by a nontrivial power of x. 
Extension to the Complex of Meridians
In order to extend an automorphism φ :
Our first task is to generalize Proposition 8 in the case where the (1, g − 1)-separating meridians are contained in the complement of a cut system in H g . We will use the following Terminology 13. Let Z be a genus (1, g − 1) −meridian and E any separating meridian disjoint from δ (Z). A component of H 1 (Z) ∩ E is called a stripe if it can be isotoped to the boundary ∂E of E. We say that E intersects Z in stripes if every component of H 1 (Z) ∩ E is a stripe. If E intersects Z in a single stripe we define a stripe-elimination E of E to be the meridian obtained from E as shown in Figure 2 . There are two non-isotopic ways to perform a stripe elimination. However, for our purposes, this ambiguity will be irrelevant. Clearly, E is disjoint from Z. If E intersects Z in several stripes we may perform a stripe elimination on the outer most stripe and this can be done repeatedly for any number of stripes.
Lemma 14. Let C = {C 1 , . . . , C g } be a cut system in H g , X, Y be (1, g − 1)-separating meridians both disjoint from C and φ an automorphism of SM (H g ).
Proof. Pick a separating cut system Z = {Z 1 , . . . , Z g } so that C i is the unique non-separating meridian in
By Theorem A we may assume that φ fixes Z.
Claim 1: Any (1, g − 1)-separating meridian X disjoint from C has the form C i ∪ σ C i for some C i ∈ C and σ a simple closed curve in X intersecting C i at a
Proof of Claim 1: Set ∆ = δ(X) and let σ be the simple closed curve so that X = ∆ ∪ σ ∆. Suppose ∆ ∩ Z = ∅. Then, since ∆ and X are disjoint from C, we have that ∆ and σ lie in the spotted 3−ball H g \ C. However, ∆ would be a separating meridian in H g \ C making |∂∆ ∩ σ| = 1 impossible. Thus ∆ ∩ Z = ∅ which implies that either ∆ = C i for some C i ∈ C or, ∆ lies in the spotted 3−ball H g \ C. As above, the latter case is impossible and this completes the proof of Claim 1.
Therefor, it suffices to show the result for the meridians Z 1 and X where X is a (1, g − 1)-separating meridian in H g \ C formed by C 1 ∪ σ C 1 where σ is a simple closed curve intersecting C 1 at a single point and σ ∩ C i = ∅ for all i = 2, . . . , g.
Claim 2: there exists a (1, g − 1)-separating meridian X (g) in H g \ C disjoint from Z g such that ( * ) holds for X and X (g) .
Proof of Claim 2: Cut along C 2 , . . . , C g to obtain a genus 1 handlebody, denoted by H (Z 1 ) , with 2 (g − 1) spots denoted by C 
, . . . to obtain the separating meridian
which is of type (2, g − 2) . By construction, H g−2 (E g−1 ) contains C 2 , . . . , C g−1 whereas H 2 (E g−1 ) contains X and C g . Moreover, both X and E g−1 intersect Z g in stripes. If E g−1 does not intersect Z g we may perform repeatedly stripe eliminations on X to obtain a (1, g − 1) −meridian X which does not intersect Z g . Clearly, X and X (g) := X are contained in H 2 (E g−1 ) so, by Proposition 8(c), ( * ) holds for X and X (g) as claimed.
If E g−1 intersects Z g it suffices to find meridians E g−1 , X so that
Then, applying this step a finite number of times we reach the desired meridian X (g) . All components of H 1 (Z g )∩(E g−1 ∪ X) are (parallel) stripes. If the outermost stripe amongst all stripes in
) ∩ X we may perform a stripe elimination on X using the outermost stripe and the resulting meridian X satisfies (11) because
If the outermost stripe amongst all stripes in
g−1 we may perform (repeatedly, if necessary) stripe eliminations on E g−1 to obtain a meridian E g−1 such that the outermost stripe amongst all
and, hence, the previous case applies. This completes the proof of the Claim 2.
In an identical way we may show that there exists a (1, g − 1)-separating meridian
such that ( * ) holds for X (g − j + 1) and X (g − j) . At the last step, i.e., j = g − 2, we obtain a meridian X(2) disjoint from Z g , . . . , Z 2 with
If |X(2) ∩ Z 1 | = 2 then X(2), Z 1 belong to a genus 1 handlebody with two boundary spots so we may apply Proposition 8(b) for the meridians X (2) and Z 1 to conclude the proof of the Lemma.
Next assume |X(2) ∩ Z 1 | = 2k. By induction, it suffices to find a meridian X(2) with X(2) ∩ Z 1 ≤ 2k − 2 and δ X(2) = δ (X (2) 
. We may construct a meridian X(2) by
The components A 2j−1 , A 2j can be eliminated by an isotopy so, clearly, X(2) satis-
to a genus 1 handlebody with two spots and by Proposition 8(b), δ X(2) = δ (X(2)) .
We will use a result of B. Wajnryb (see [11] ) which states that the complex of cut systems is connected. Let H g be a handlebody of genus g with a finite number of spots (that is, disjoint, distinguished disks) on its boundary. The complex of cut systems is a 2−dimensional complex with vertices being cut systems of H g and two cut systems are connected by an edge if they have g − 1 meridians in common and the other two are disjoint. The cut system complex CS (H g ) of H g is defined to be the 2−dimensional flag complex determined by the above mentioned vertices and edges, that is, if {C 0 , C 1 , C 2 } is a set of vertices with the property the edge (C i , C j ) exists for all 0 ≤ i, j ≤ 2, then {C 0 , C 1 , C 2 } is a 2−simplex. The following is shown in [11] :
Theorem B. The cut system complex CS (H g ) is connected and simply connected.
Since for any given (1, g − 1)-separating meridian X we may pick a cut system C X with X ⊂ H g \C X , the proof of Theorem 12 follows from Lemma 14, Theorem B and the following Lemma 15. Let X, Y be (1, g − 1)-separating meridians with δ (X) = δ (Y ) ≡ ∆ and
. . , C g } cut systems connected by an edge in the cut system complex CS (H g ) such that
Proof. Cutting H g along C X ∪ {C Y } we obtain two components (3−balls) with a total of 2g + 2 spots (each meridian gives rise to 2 spots). If the 2 spots corresponding to ∆ lie on the same component, we may find a simple closed curve σ ⊂ ∂H g intersecting ∂∆ at a single point and, in addition,
Then the meridian C X,Y = ∆ ∪ σ ∆ clearly has δ (C X,Y ) = ∆ and satisfies
Suppose now that the 2 spots corresponding to ∆ lie on distinct components of Hence by Lemma 14, δ (φ (X)) = δ (φ (X 1 )) and δ (φ (Y )) = δ (φ (Y 1 )) .
Moreover, as σ X ∩ σ Y = ∅, σ Y intersects ∂X 1 at 2 points, thus, there exists a genus 1 handlebody with two spots containing both X 1 and Y 1 . By Proposition 8(b), δ (φ (X 1 )) = δ (φ (Y 1 )) and, thus, δ (φ (X)) = δ (φ (Y )) as desired.
This completes the proof of the Lemma and, in turn, of Theorem 12.
We may now extend an arbitrary automorphism φ : SM (H g ) → SM (H g ) to an automorphism φ M : M (H g ) → M (H g ) on the whole complex of meridians M (H g ) . . Thus, the map φ M is injective and surjective. In the sequel we will suppress the lower index in φ M .
Proposition 17. The map φ : M (H g ) → M (H g ) is the unique complex automorphism of M (H g ) extending the given automorphism of SM (H g ) .
Proof. Let D 1 , D 2 be non-separating meridians. We must show
If D 1 ∩ D 2 = ∅, we may find disjoint Z 1 , Z 2 with δ (Z 1 ) = D 1 and δ (Z 2 ) = D 2 hence, φ (Z 1 ) ∩ φ (Z 2 ) = ∅ which clearly implies φ (D 1 ) ∩ φ (D 2 ) = ∅. As φ has an inverse, the converse follows in an identical way.
Let now D be non-separating and X a separating meridian. We must show
The "if" direction is straightforward. For the converse, observe that it suffices to check D ∩ X = ∅ ⇒ φ (D) ∩ φ (X) = ∅ only for X being a (1, g − 1)-separating meridian: for, if X is a (k, g − k)-separating meridian with 2 ≤ k ≤ g − 2 and D ∩ X = ∅, we may choose a (1, g − 1)-separating meridian X k (resp. X g−k ) in H k (X) (resp. H g−k (X)) intersecting D. Then, for the (1, g − 1)-separating meridians X k , X g−k we have
By Lemma 6(c), the meridians φ (X k ) , φ (X g−k ) belong to distinct components of H g \ φ (X) , hence, φ (D) must intersect φ (X) .
Assume X is a (1, g − 1)-separating meridian with D∩X = ∅. If δ (X)∩D = ∅ then, by (12), φ (δ (X)) ∩ φ (D) = ∅ which implies that φ (D) intersects φ (X) . If δ (X) ∩ D = ∅ assume, on the contrary, that φ (D) ∩ φ (X) = ∅. Pick any Z disjoint from φ (X) with δ (Z) = φ (D) . Then for the meridians Z, φ (X) we have, by the "if" direction of (13), that φ −1 (φ (X)) = X is disjoint from φ −1 (Z) . This is a contradiction because δ (φ −1 (Z)) = D and D intersects δ (X) . 
