Recently, the parametric spectrum of pressure signals, power spectral density estimation (PSD) algorithm for including arterial, intracranial, cardiac pressure, etc. has nonstationary pressure signals. The pressure signal is assumed been studied by Aboy et al. [4, 5]. They constructed a novel to be an autoregressive (AR) 
amplitude modulation (AM) of a multi-frequency pulse y(t) = H(t)x(t) + -(t), (8) pressure carrier with respiration as the modulating signal.
where x(t) and y(t) are respectively the state vector and Synthetic pressure signals are generated using the following the observation vector at time instant t . F(t) and H(t) are model: model* respectively the state transition matrix and the observation y(t)= u + [1 + ar, (t)]. C,e j2zr fnt + kr(t).
(1) matrix. The state noise vector w(t) and the observation n=1 noise vector £(t) are zero mean Gaussian noise with
In this model, u. is the DC component of the pressure covariance matrices Q(t) and R(t) respectively. Let signal, rn (t) is the normalized respiratory signal x(tI k) (k =t -1, t) present the estimator of x(t) given the ( Irn (t) <. ), and a is the modulation index. The carrier measurements up to time instant k, and P(t / k) be the signal is a quasi-periodic signal with an arbitrary pulse morphology that can be approximated as a multi-harmonic spondin errocrianc arix o t T periodic signal with a fundamental cardiac frequency f s. xd(ta+ Klm t)f=iF(t)xe(tuIt), (9) The respiratory signal rn (t) can also be modeled as a multi-
harmonic signal with a fundamental respiratory frequency
Jr To tell the frequency variability of f, and Jr, they can e(t) y(t) -H(t)x(tIt-i),
be both considered as the sum of a constant carrier
frequency f and a stochastic frequency variation A(t):
xtt=x(/-)+K)e),(13)
with 2r (t) =-akAr (t -k) + w(t), 
The lower part of the equation is a conventional LS where 1(t) [y(t -1),***, y(t -M)] is the observation estimation of x(t) from the current measurement y(t of (25) and (26), the state vector x(t) or the AR coefficients Because only one measurement is used to update the a(i,t) can be estimated using the Kalman filter recursion.
state vector in (19), the bias error is low especially when the , system is fast time-varying. On the other hand, if the system Using the estimated a(i, t) , the instantaneous PSD is is time-invariant or slow time-varying, more measurements calculated by: used for tracking state vector can reduce the estimation M variance. Given the block of measurements as P(t,f) 52(t) 1-Za(i,t)e 2rijf (27) [y(t -L),-., y(t),-,y(t + L)], where the total number of measurements is h =2L + Including all these where j -, and &2(t) is the measurement noise measurements in (16) or (19) gives: variance estimate.
t= Ft-1)}IT y,t-L),., y(t),., yQt+LT, (20) As 
determine the optimal h' and the corresponding adaptive i=1 PSD. The details of ICI rule and adaptive spectrum where a(i, t) is the time-varying AR coefficient and 77(t) is estimation are omitted to save space, and more information assumed to be a zero mean Gaussian white noise sequence can be found in [6, 7] . The number of measurements h's used to compute a 6 series of PSDs are: 1, 9, 17, and 25. The parametric PSDs with h =1 and h =25 are shown in Fig. 2 and Fig. 3 , 2f0 respectively. Comparing Fig. 2 and 3 , we can see that the 4 PSD using the conventional Kalman filter ( h = 1), has a 3 f better time resolution, but the frequency resolution is 2 unsatisfactory because of the large variance of AR L 2f coefficient estimates. Fig. 3 with h =25 exhibits a much 1 better frequency resolution, which means a large number of 5 10 15 20 measurements are used reduce the estimation variance.
Time (s) However, in the time segment when the frequency contents Fig. 1 . Theoretical time-frequency content.
change rapidly (lOs <t < IIs), a large h may lead to a blurred time resolution, as seen in Fig. 3 . Fig. 4 Time (s) 6, pp. 1292-1296, 1999 .~~~~F ig. 5. PSD using Kalman filter with adaptive h.
