Deep learning architecture has been applied in computer vision to learn features in an unsupervised manner. Thousands of features can be achieved in such manner. Furthermore, in some modified architectures, multi-scale features which contain middle layer features and output layer features, can connect to classifier. The classifier is trained using these features to predict the label of input image. The multi-scale can provide both global structures and local details, but it is prone to cause overfitting due to the expansion of features, which will make the performance degrade. In this paper, we propose a method to limit the number of features by multi-scale receptive fields (MSRF) learning. With this method, we can choose the most effective receptive fields in multiple scales. It will improve classification performance in the object recognition task. In our experiments, we compare several pre-define pooling strategies and receptive fields learning algorithm. The MSRF learning achieves the best performance among the results.
Introduction
Recently, a great number of computer vision researches is in the field of deep learning. Deep learning has drawn much attention due to its hierarchical unsupervised learning properties. Break through of neural networks happened in 2006, Hinton, et al. proposed deep learning architecture for handwritten digits recognition [1] . The network can be trained layer by layer in a unsupervised manner. Then, these trained layers are stacked to be a network. In the following years, layer-wise training [2] become extremely popular. Numerous algorithms based on deep learning architecture were resented. Deep learning offers an effective way to find structures hidden in the data. With this method, we can use a multilayer pipeline to find good image features. Some deep learning networks start with extracting patches from raw images or descriptor maps [3] (such as HOG or SIFT). An overcomplete dictionary is learned using these patches with k-means or sparse coding algorithm. Then, a representation is achieved by encoding with the overcomplete dictionary. Using a smaller labeled training dateset, fine-tuning is implemented in the networks to its optimal state. The terminology of receptive field is borrowed here from biology. It consists of simple cells in mammalian primary visual cortex and it can be characterized as being spatially localized, oriented and bandpass. In [4] , the authors apply the concept in constructing image representation, proposing sparse coding to simulate working manners of V1 region in human brain that only response to specific characteristics. The researches of receptive fields in visual nervous system inspire the idea of spatial pooling which combines the responses of features at nearby locations by some statistic operations, such as average or maximum. Pooling is an important component in many computer vision architectures, for instance, convolutional neural networks. Some literatures systematically make analysis and comparison on pooling strategies [5] . The common used spatial pooling is on regular grid. In [6] , [7] , a type of pooling region called spatial pyramid is proposed, which provides a reasonable cover with scale information. Jia et al. designs overcomplete receptive fields to improve networks performance [8] . The overcomplete receptive fields consist of all rectangle candidates on the raw image or feature map. Coates et al. uses receptive field learning to limit connections between layers, which greatly reduces the parameters in deep networks. In this paper, we investigate that how to sufficiently utilize features in various scales. In the classification pipeline we adopted, local details and global representation are used to predict labels in final classifier. However, not all local and global features are fed into the classifier. An incremental feature selecting algorithm is implemented to decide which feature can be connected. To further improve the performance, the idea of overcomplete receptive fields is adopted in the final pooling stage for learning a group of overcomplete multi-scale pooling regions. We integrate overcomplete receptive fields with multiscale features in our experiments. The experiments with our algorithm on the dataset CIFAR-10 show an improvement in accuracy which is better than results in [8] . The overcomplete multi-scale receptive fields show the best performance with middle scale dictionary, though, to our surprise, the learning algorithm on overcomplete MSRF dose not obtain the top accuracy in the experiments.
The Network Architecture
The architecture adopted in our research is a two stage networks and each stage has two layers, a coding layer and a pooling layer. We achieve different scale features in each stage. Finally, a classifier uses all of these multi-scale features to make prediction.
A. Coding
Before we begin to code raw images or lower features, it is necessary to learn an overcomplete dictionary. An overcomplete dictionary means that the columns in the dictionary are far greater than the dimension of input data. Normalization and ZCA whitening should be performed on raw images or lower features before training and coding since that we hope the training algorithm see the pixels or features less redundant and same variance. There are two simple and effective unsupervised learning algorithms, k-means and OMP-k, shown us a quite good performance in [9] . k-means clustering is a fast training algorithm and easy to implement. It computes the centroid of size k by minimizing the squared distance:
where x (i) is a vector that is reshaped from patches sampled randomly from raw images or lower features and s (i) is the centroid should be learnt. OMP-k is also an unsupervised learning algorithm. It aims to minimize the reconstruction error with constraint and can be described as follows:
where ||s (i) || 0 denotes the number of non-zero elements in s(i). That means each patch can be represented by a combination of at most k codes. D (i) stands for a column in dictionary D. Then, employing Orthogonal Matching Pursuit (OMP) algorithm [10] , [11] , we can obtain a dictionary with at most k codes. When we choose k=1 in OMP-k, the learning method became similar to k-means which dictionary elements D (j) all have unit length. Obtained the dictionary using above learning method, we then need to choose encoder that converts low-layer features to high-layer. Soft thresholding is a type of encoder. The encoder calculates the inner product of the x (i) and each elements of the dictionary. Then, we select a maximum value between zero and the result subtracts a fixed threshold:
where a is the threshold specified manually. Another commonly used technique, triangle coding, is proposed in [12] . It can be described as:
is the mean of the z. The activation function means that when the distance to the centroid c k is farther than the average μ(z), the function outputs 0. The two encoding approaches take advantage of fast and efficient for feature coding. In our experiments below, for compromise speed and performance, we will perform k-means to training dictionary and the triangle encoder is adopted for coding.
B. Pooling
The idea of pooling operation originates in research on complex cell in visual cortex [13] . The region of pooling is called receptive fields in neuroscience. Pooling operation is to aggregate statistics of features over a local neighborhood and pooling will generate a certain degree of translation invariant and reduce dimensions to avoid overfitting. In details, after obtaining coded features as described above, we can take average or max operation on the neighborhood feature activations, such as 2×2 and 3×3. A set of values is work out to represent these adjacent regions. These pooled features are smaller representation than input features maps. The pooling regions have many kinds of types. It is usually to define pooling regions on regular grids [7] or spatial pyramids [6] . However, Jia et al. [8] have proposed a novel overcomplete receptive fields that can effectively improve classification accuracy. The overcomplete receptive fields consist of all rectangular regions on a n×n grid. Applying overcomplete receptive fields will make the number of receptive field candidates rapidly increase. There will be 100 overcomplete regions more than 16 regular pooling regions on a 4×4 regular grid. Hence, the number of pooled features is easy to become unacceptable when there are enormous feature maps. It is hard to train a classifier well in this situation.
Multi-Scale Receptive Fields Learning
Inspired by the idea of the multiple path approaches in convolutional neural networks that can fuses local and global information [14] , [15] , we propose an algorithm to learn receptive fields in multiple scales for improving classification performance. The most effective receptive fields can be selected from a large number of candidates. Using the small part of receptive field candidates will avoid overfitting and forms a multi-scale representation containing effective local and global information.
A. Multi-Scale Features
Traditional convolutional neural networks (CNN) are constructed in strict feed-forward layered structure that lower layer's output is taken as input of the layer above. Instead, a type of CNN that each layer has a global branch and a local branch is proposed in [14] . The global branch can enlarge the region of receptive fields, and the local branch can capture more local details of image and is directly connected to classifier. There are some unsupervised versions described in [15] . These networks are constructed based on convolutional sparse coding with layer-wised pre-training at each stage. This architecture with multi-scale receptive fields may makes parameters of classifier blow up. The blowup leads difficulty in training and to cause overfitting easily. In reality, only a small portion of receptive fields have contribution and a majority of receptive fields have no effect and time-consuming for training. The problem can be settled by finding which are the most effective features from multi-scale receptive fields.
B. Receptive Fields Learning
Given multi-scale receptive fields, we can achieve pooled features from different layers after pooling operation on these fields. Each pooled feature relates to a receptive field. Contribution of each pooled feature reflects that the importance of corresponding receptive field. Hence, the goal of learning algorithm is to discriminate importance of these pooled features and to remove redundance. Feature selection algorithms can meet this goal and there are various methods to choose. Here, we adopt an incremental approach [16] which scales linearly with the number of samples and most quadratically with the number of features. Features are gradual selected to a feature set while training a classifier using gradient Descent. It is able to balance speed and performance well. Before we begin, we introduce a multiple-class linear classifier with structured sparsity constraint. The multiple-class linear classifier brings two benefits: reducing feature computation and sharing features among classifiers [8] . Utilizing global and local features, we train the classifier y=f(x)=Wx+b by optimizing energy function below:
where W, b and N are weight matrix, bias and the number of samples, x n notates input features and y n stands for the labels. There are also approaches using additional term λ 2 s, where s is the number of selected features, or sparsity regularization λ 2 ||W|| 1,∞ . We do not adopt these ideas, because the number of learned features is fixed in our experiments. In addition, feature selection algorithm implicitly introduces sparsity in the optimization. Hence, we drop the structure sparsity constraint. The first term is a multi-class extension of the binomial negative log likelihood (BNLL) loss function [16] (5), we can implement grafting algorithm to select features. With this method, a set of pooled features will be obtained. Receptive fields corresponding to these features are the most effective regions for improving performance. The algorithm can be described as following steps:
Step 1. Establish a empty selected feature set S and a candidate feature set S c which contains all the features;
Step 2. Add features to the set S and remove the features from S c ;
Step 3. Retrain the model when new features are added.
Repeat
Step 2 and Step 3 until a fixed number of features are obtained. In details, we can assume that there are a set S c that contains pooled feature candidates and a set S that keeps the features which are selected. In each iteration, we calculate a score for each unselected feature:
where L (W, b) is the objective function. We choose the feature with maximum score, add it to the set S and remove it from the set S c . Then, the classification model should be retrained. Take the parameter trained in last iteration as initial value in next iteration.
Experiments
We have implemented our method on the CIFAR-10 dataset which contains 60000 32×32 color image (50000 training images and 10000 testing images) from 10 categories. The experimental pipeline is described in Section II and we employ k-means training algorithm and triangle encoder in the experiment. For comparative purposes, some experiment parameters are the same as experiments in literature [8] , [9] . When implementing overcomplete receptive fields or selecting algorithm, λ is fixed to 0.01 in eq.(5). For pre-define pooling regions, SVM regularization term is chosen to train the classifier with 5-fold cross validation on the training data.
In first stage, we use 6×6 receptive fields to learn dictionary and extract features. After coding step, a 32×32 color image becames 200 27×27 feature maps where we have a dictionary of size 200. Then pooling operation is implemented on these feature maps. We use average or maximum pooling over adjacent, disjoint 3×3 spatial blocks. 9×9×200 pooled features are achieved as first stage representation. For obtaining second stage features, we connect each feature extractor to a rectangle area within feature maps, rather than connecting extractor to all features in the first stage. By this means, the number of parameters is dramatically reduced. That will make the networks achieve higher performance. We take 2×2×50 receptive fields on each first stage feature maps to extract 25 feature maps. It means that we randomly choose 50 maps of first layer as a group and extract patches from 2×2 regions on these first layer maps. We have 8 groups to achieve 8×8×200 feature maps in the stage. Then 4×4×200 features are done with 2×2 pooling operation. In the experiments, the overcomplete receptive fields are defined on 4 regular grid. Hence, an extra-pooling is needed. For example, in first stage we implement an extra-pooling on 8×8×200 pooled features to have 4×4×200 features with 2×2 pooling regions. Overcomplete regions then will be constructed on these features.
A. Comparison of Different Pooling Strategies
Results from Table 1 show us that overcomplete receptive fields is more effective than regular grid pooling. Here, we refer to Jia et al.'s results [8] as baseline in Table I and, in fact, our result, 76.01% (in Table 2 ), is slight lower than theirs, 76.44%, with all overcomplete features. Max pooling always has better result than average pooling when we choose overcomple as our pooling strategies. We can find more discussions about overcomplete receptive fields in literature [8] , but the effect of pooling operator has not been involved. In our experiments, we take overcomplete receptive fields in first stage and second stage as a MSRF. We compare our multiscale receptive field (MSRF) to other pooling regions. The overcomplete pooling always has better results than regular grid and the MSRF can improve the performance based on regular grid or overcomplete receptive fields. Though our result 76.50% with MSRF learning is lower than the accuracy 76.72% in [8] , but it is better than the results using all overcomplete receptive fields, 76.01%, in our implementation, which is 76.44% in [8] . To our surprise, using overcomplete multi-scale receptive fields without learning, we obtain the best performance 77.68% among all results in the experiments, which has an improvement of 1.21%. Table 2 shows us the performance with various receptive fields.We can see that the accuracy is hard to increase too much even using higher layer features with regular grid pooling or overcomplete receptive fields. In their experiments, the accuracy based on first layer features is slight better than second layer features without any other constraints. Similar results can be seen in our experiments. Comparing to use receptive fields in the stage-1, the performance of stage-2 decrease by 2% on average. Only maximum pooling makes the accuracy increase by 0.04% with 2×2 pooling regions. However, our MSRF can improve the performance to 76.50% with learning. Intuitively, MSRF learning algorithm should have the top accuracy in the experiments, but we have the best performance 77.68% by means of MSRF without learning. The results may suggest that the incremental feature learning algorithm cannot capture the most useful features well, when the MSRF is implemented in the classification pipeline.
B. Comparison of Multi-Scale Receptive Fields

Conclusion
In this paper, we have investigated the effect of multiscale receptive fields on the classification task. While using a denser grid or overcomplete can obtain performance increase, it is hard to achieve a better accuracy employing higher layer feature. To address the problem, we have proposed to combine the multi-scale features with overcomplete receptive fields in hierarchical unsupervised learning architecture. Then, we implement learning algorithm on the overcomplete receptive fields. With MSRF learning, we hope to take full advantage of local details and global information to enhance the performance of classification pipeline. To our surprise, using overcomplete multi-scale receptive field, we obtain the best performance among all results in the experiments without learning. With this method, an improvement has shown in our experiments compare to overcomplete receptive fields. Our further work is to find explanations: why does the learning algorithm not work as our expectation and how to design a powerful method to address the problem on multi-scale features.
