Kakutani Equivalence of Unipotent Flows by Kanigowski, Adam et al.
ar
X
iv
:1
80
5.
01
50
1v
1 
 [m
ath
.D
S]
  3
 M
ay
 20
18
Kakutani equivalence of unipotent flows
Adam Kanigowski Kurt Vinhage∗ Daren Wei†
Abstract
We study Kakutani equivalence in the class of unipotent flows acting on compact
quotients of semisimple Lie groups. For every such flow we compute the Kakutani
invariant of M. Ratner, the value of which being explicitly given by the Jordan block
structure of the unipotent element generating the flow. This, in particular, answers a
question of M. Ratner. Moreover, it follows that the only standard unipotent flows are
given by
(
1 t
0 1
)
× id acting on (SL(2,R)×G′)/Γ′, where Γ′ is an irreducible lattice
in SL(2,R)×G′ (with the possibility that G′ = {e}).
1 Introduction
Classical ergodic theory studies representations of a group G as automorphisms of measure
spaces: g 7→ Tg. For such group actions there is a natural notion of isomorphism: two group
actions (Tg)g∈G on (X,µ) and (Sg)g∈G on (Y, ν) are (measure theoretically) isomorphic if
there exists a (measure preserving, invertible) map R : (X,µ)→ (Y, ν) such that
R ◦ Tg = Sg ◦R, for all g ∈ G.
In what follows, we will consider the classical setting, where the acting group is Z or R,
corresponding to the iteration of a single automorphism, or flow along a one-parameter
measurable family of automorphisms, respectively. Classifying Z or R actions up to iso-
morphism is too difficult of a problem in full generality (see e.g. [2], [12], [11]). A much
weaker equivalence relation than isomorphism is that of orbit equivalence. We recall, that
(Tg)g∈G and (Sg)g∈G are called orbit equivalent if there exists a measure preserving, in-
vertible map R taking (Tg)g∈G orbits to (Sg)g∈G orbits (as sets). This notion is however
too weak as according to Dye’s theorem, [6], [7] it follows that for G = Z (or R), any two
ergodic measure preserving actions are orbit equivalent.
For Z and R actions, an equivalence relation weaker than isomorphism but stronger
than orbit equivalence was introduced by S. Kakutani [13]. Following [13], we say that
two Z actions T and S are Kakutani equivalent if there exist measurable sets A ⊂ X and
B ⊂ Y such that (T|A, A, µA) and (S|B, B, νB) are isomorphic, where T|A and S|B denote
the corresponding induced isomorphisms and µA and νB denote the induced measures.
Analogously, we say that two R-actions (Tt)t∈R and (St)t∈R are Kakutani equivalent if there
exists an L1(X,µ) time change of (Tt)t∈R which is isomorphic with (St)t∈R (see Definition
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22.1). Kakutani originally called this notion weak isomorphism, but as this terminology was
later used in a different context, modern treatments use Kakutani equivalence instead.
By Abramov’s formula, [1], it follows that Kakutani equivalence preserves the class of
zero-entropy, finite entropy systems and infinite entropy systems. In the present paper we
study the zero entropy case.
A. Katok, [15], showed that any two ergodic actions with discrete spectrum are Kak-
utani equivalent. In particular, we call an automorphism T (a flow (Tt)t∈R) standard or
loosely Bernoulli of zero entropy if it is Kakutani equivalent to an irrational rotation (to
a linear flow on T2).1 Kakutani originally conjectured that all zero entropy systems were
standard (although he did not use this terminology) [13]. It turns out that the class
of standard systems is quite broad, it contains all systems of local rank one [10] and is
closed under factors, inverse limits and compact extensions, [15], [20], [3]. Hence, all distal
systems are standard, and, in particular, all nil-systems are standard.
The first non-standard system of zero entropy was constructed by J. Feldman, [9], by
the cutting and stacking method. Later, A. Katok, [15], and D. Ornstein, D. Rudolph,
and B. Weiss, [20], independently, constructed uncountably many non-Kakutani equivalent
zero entropy systems. However, these systems were manufactured to be non-standard and
were not systems of general interest. Instead, they were created via certain combinatorial
constructions which were later shown to have smooth models. In fact, until now, Kakutani
classification of smooth zero-entropy systems which were not created solely for this purpose,
has only been answered in a few special cases by M. Ratner. Namely, in [21], it is shown
that horocycle flows (ht)t∈R acting on finite volume quotients of SL(2,R) are standard.
Then, in [22], it was shown that ht × ht acting on SL(2,R)/Γ× SL(2,R)/Γ, the cartesian
square of these systems, is not standard, for any (hyperbolic) cocompact lattice Γ. Finally,
in [23], it was shown that the product of k-copies of (ht) is not Kakutani equivalent to the
product of l-copies with k 6= l. The method in [23] was to introduce, for a general flow
(Tt), an invariant of Kakutani equivalence, which was called the Kakutani invariant and
denoted by e((Tt), log), which then was estimated to be different for (ht)
k and (ht)
l.
Notice that these examples come from a very specific class: unipotent flows on quotients
of semisimple Lie groups. The study of the Kakutani invariant for these flows was suggested
by M. Ratner (see Problem 1, [25]). In this class, all previous methods require the use
of certain properties of the lattice action. As a result, results were limited to the very
restricted class of products of SL(2,R) with reducible lattices. For many years, the study
of the Kakutani equivalence for unipotent flows had no progress in view of these limitations.
In fact, since the work of M. Ratner in the 1980s, no progress was made on the question
of Kakutani equivalence for any naturally defined systems. The results of the present
paper represent the first major step forward in over thirty years for our understanding of
Kakutani equivalence of algebraic actions. We show that for every unipotent flow on a
semismiple Lie group quotient, the Kakutani invariant can be explicitly computed from
the Jordan block structure of the unipotent element that generates the flow (see Definition
3.8).
There is a remarkable difference between the semisimple and nilpotent cases: for the
semisimple case, there is a nontrivial but explicit formula for the Kakutani invariant in
terms of the slow entropy. In particular, by Corollary 1.2 there are very few unipotent flows
1Notice that standardness implies ergodicity. By the above result of A. Katok, all irrational rotations
(linear flows on T2) are Kakutani equivalent.
3which are standard. In the nilpotent case, the slow entropy can be arbitrarily large, but the
resulting systems are always standard. At first glance this may be quite a surprise, since
the local behavior of unipotent flows on quotients of semisimple groups and nilmanifolds
are very similar. In fact, there is a unified argument that shows that the slow entropy
of these systems does not see the global structure of these groups (see [17]). However,
in the nilmanifold case, the directions in which the maximal divergence is seen are not
mixed with the directions which cause divergence, even after recurrence. These directions
are central in the group and descend tori on the nilmanifold. But in the semisimple case,
the directions in which divergence are seen are mixed with the remaining directions which
cause divergence after they recur.
The proof we implement here is not an adaptation of Ratner’s argument in [22] and
[23], which uses specific properties of hyperbolic lattices in PSL(2,R) and their boundary
actions. Instead, we replace it by using multi-scale analysis, which controls orbits on
intermediate scales, combined with a polynomial divergence property, which generalizes
the divergence properties of horocycle flows and was first observed in [28]. This has many
advantages over previously used technology, as it works for arbitrary semisimple groups. In
particular, we use only very coarse properties of these groups such as exponential volume
growth, estimates on the number of lattice points in balls, and the existence of certain
renormalizing flows which interact in special ways with the unipotent flows (see Section
3.3.1).
1.1 Statement of Main Results
In what follows G is a semisimple linear Lie group2 and Γ is a cocompact lattice in G. Let
moreover g = Lie(G) denote the Lie algebra of G. A flow (φt) on G/Γ is called unipotent,
if φt is the left translation action by exp(tU), where U ∈ g is such that adUk = 0 for some
k, where adU ∈ End(g) is the adjoint operator, adU (X) = [U,X]. The flow (φt) preserves
Haar measure µ on G/Γ. We may also associate a list of numbers (m1, . . . ,mn) called the
chain structure of U which are the sizes of the Jordan blocks for adU (see Definition 3.8).
Then, we have the following invariant which is the growth rate or slow entropy of (φt):
GR(U) :=
1
2
n∑
i=1
mi(mi + 1). (1)
As shown in [17], the number GR(U) describes the asymptotic orbit growth (both in the
topological and metric category). Moreover (see Section 3.4), it follows that GR(U) > 3.
The main theorem is the following (see Definition 2.3):
Theorem 1.1. Let G be a semisimple linear Lie group and (φt) = Lexp(tU) a unipotent
flow on G/Γ, where Γ is cocompact. We have
e((φt), log) = GR(U)− 3.
Moreover, if GR(U) = 3, then (φt) is standard.
By a direct computation, one gets e((ht)
k, log) = 3k−3. This, in particular, generalises
M. Ratner’s result, [23] to any co-compact lattice on SL(2,R)k. Theorem 1.1 allows one
to deduce the following immediately from Lemma 3.9:
2We do not lose much generality in assuming that G is a linear Lie group, as any Lie group is a discrete
cover of some matrix group
4Corollary 1.2. The only ergodic unipotent flows on compact quotients of linear semisimple
Lie groups which are standard are of the form φt =
(
1 t
0 1
)
× id acting on (SL(2,R)×G′)/
Γ, where Γ is irreducible.
Theorem 1.1, gives a solution to M. Ratner’s Problem 1 in [25] (see also [18]):
Corollary 1.3. Let G be a linear semisimple Lie group with dimG > 3, and G/Γ be a
compact homogeneous space of G.
(i) There are ergodic unipotent flows on G/Γ which are not standard.
(ii) If G is simple, no unipotent flow on G/Γ is standard.
(iii) If G has real rank at least two, there are two unipotent flows on G/Γ (which are not
identity, but not necessarily ergodic) which are not Kakutani equivalent.
(iv) If G ∼= SL(d,R), then there are at least d − 1 flows on G/Γ which are pairwise
non-Kakutani equivalent.
In fact, we expect the number of pairwise non-Kakutani equivalent flows on SL(d,R)/Γ
to grow on the order of d3 (see Remark 3.10). A proof of Corollary 1.3 is given in Section 3.4.
Moreover, our main result also allows one to construct algebraic examples which answer
negatively the following question by A. Katok, [15]: if T ◦ S = S ◦ T (i.e. S ∈ C(T ))
and T is standard, does it follow that S is standard? The first such counterexamples were
constructed by de la Rue in [5]. However, these examples were Gaussian systems which
are not known to have smooth finite dimensional models.
Corollary 1.4. Let T = h1× id and S = h1×h1 acting on SL(2,R)2/Γ with Γ irreducible.
Then S and T are ergodic and commute, with T standard and S non-standard.
We finish the introduction with the following questions:
Question 1. When is the flow (φt) = Lexp(tU) acting on G/Γ Kakutani equivalent
with its action on G/Γ′?
Notice that if Γ and Γ′ are conjugated, then the actions are isomorphic and hence
Kakutani equivalent. Therefore the interesting case is to consider question 1 for Γ and Γ′
which are not algebraically related.
The above question is a particular case of the following general question:
Question 2. Let U ∈ g and U ′ ∈ g′. Is it true that if GR(U) = GR(U ′) then the flows
(φt) = Lexp(tU) and (φ
′
t) = Lexp(tU ′) are Kakutani equivalent?
A positive answer to Question 2 would mean that the Kakutani invariant is a full
invariant in the class of unipotent flows (the same way as Kolmogorov-Sinai entropy is a
full invariant for Bernoulli shifts, [19]). Notice also that Question 1 is a special case of
Question 2.
Notice that in Theorem 1.1, we use the log function to compute the Kakutani invariant
e((φt), log). In general (see [26]), one may consider any u : [0,+∞) → [0 +∞) such that
limt→+∞
u(at)
u(t) = 1, for any a > 0. We have the following general problem:
Problem 1: For any function u as above construct a flow (Tt) such that 0 < e((Tt), u) <
+∞.
5Notice that it is much harder to construct systems with a prescribed Kakutani invariant
than with the Hamming one (this invariant is called slow entropy in [16]). Indeed, it follows
from [16] that (for natural systems such as unipotent flows) slow entropy behaves well under
taking products, which is not the case for the Kakutani invariant, as is demonstrated by
considering (ht) on SL(2,R)/Γ and (ht × ht), first considered in [22].
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1.2 A Reader’s Guide
We write the paper with readers from two distinct fields in mind: ergodic theory and
measurable invariants, and Lie groups and homogeneous dynamics. We therefore include
a section to describe some standard tools from each (Sections 2 and 3). In Section 4,
we combine ideas from each of these fields to make definitions which allow us to analyze
the decay rate of Kakutani balls. Section 5 contains some algebraic lemmas which are
applied in Sections 6 and 7. Since some proofs have a clear main idea but are technical,
we have included outlines of each important reduction (before its proof) to explain what
the technicalities mean intuitively.
The key technique of the paper is developing new counting results for the Kakutani
invariant. The main idea is that if two points are Kakutani close (which, in general, is very
hard to control), then they are algebraically close on a long block. In particular, the first
reduction of Theorem 1.1 is in Section 6 (Theorem 6.1), which relates Kakutani balls to
“Bowen-like” balls (Definition 4.2). These are algebraically, and not dynamically, defined
and we can obtain good estimates on their decay rates. Therefore, the main purpose
of Theorem 6.1 is to relate the dynamically defined Kaktuni balls with a more algebraic
definition.
The main difficulty with the Kakutani invariant is that the dynamical criterion for being
in a Kakutani ball does not give us control over the full orbit. Therefore, the strength of
Theorem 6.1 is the guarantee that this does happen: not only for a large proportion of
time do we have closeness of orbits, but also for a very long interval.
The remainder of the paper is dedicated to the proof of Theorem 6.1. A series of further
reductions to prove Theorem 6.1 are made in Section 7. The main idea is the following:
to guarantee a long interval in which orbits are close, and not just a large proportion of
time as guaranteed by the Kakutani condition, one must show that orbits cannot align,
separate, and realign in a negligible amount of time on large scales. Proposition 7.1 is a
way to guarantee that this cannot happen: for any matching of orbits, the smaller segments
of matching times cannot take up a large portion of the matching interval.
Let us point out that our technique is different from Ratner’s methods from [22], [23].
Indeed, the methods in [22] and [23] are crucially based on the fact that the lattice is a
product of hyperbolic lattices in SL(2,R). Our method is based on controlling the algebraic
(polynomial) divergence of the unipotent flow and not on controlling the behaviour of the
return times using finer properties of the lattice. The details will be explained more in
future sections.
6Remark 1.5. The only place were we use the fact that G is linear is the computation
in Appendix, where we compute products of elements from the sl(2,R)-triple in G. If
G is linear, it follows that the homomorphism φ : sl(2,R) → g lifts to a homomorphism
Φ : SL(2,R) → G (and not just its universal cover, which is all that is guaranteed from
general Lie theory), see Lemma 3.4. This allows us to make computations in SL(2,R) and
conclude things about the corresponding products in G.
2 Preliminaries on Kakutani Equivalence
In this section we will introduce some basic definitions. We first recall the definition of
Kakutani equivalence. For a flow (Tt) on (X,B, ν) and a function α ∈ L1+(X,B, ν), the
flow (Tαt ) is called a time change of (Tt) (along α) if
Tαt (x) = Tu(t,x)(x),
where u(t, x) is a (unique) solution to∫ u(t,x)
0
α(Tsx)ds = t.
it follows that (Tαt ) preserves measure dν¯ := α(·)dν.
Definition 2.1 (Kakutani equivalence, [14]). Two ergodic measure preserving flows (Tt)
on (X,B, ν) and (St) on (X˜,C , ν˜) are Kakutani equivalent, if (St) is isomorphic to (T
α
t )
for some α ∈ L1+(X,B, ν).
Following [26], we will introduce the Kakutani invariant for an ergodic flow (Tt) acting
on a Lebesgue space (X,B, ν). For a finite measurable partition P of X and an element
x ∈ X, we denote by P(x) the atom of P containing x and let IR(x) := {Tsx : s ∈ [0, R]}.
Let l denote the Lebesgue measure on [0, R].
Definition 2.2 ((ε, P )-matchable, [26]). For x, y ∈ X, ε > 0 and R > 1, IR(x) and IR(y)
are called (ε,P)-matchable if there exists a subset A = A(x, y) ⊂ [0, R], l(A) > (1−ε)R and
an increasing absolutely continuous map h = h(x, y) from A onto A′ = A′(x, y) ⊂ [0, R],
l(A′) > (1−ε)R such that P(Ttx) = P(Th(t)y) for all t ∈ A and the derivative h′ = h′(x, y)
satisfies
|h′(t)− 1| < ε for all t ∈ A. (2)
We call h an (ε,P)-matching from IR(x) onto IR(y).
The Kakutani invariant is defined based on the above definition.
Definition 2.3 (Kakutani invariant, [26]). Define
fR(x, y,P) = inf{ε > 0 : IR(x) and IR(y) are (ε, P )-matchable}.
Then denote BR(x, ε,P) = {y ∈ X : fR(x, y,P) < ε} as (R,P)-ball of radius ε > 0
centered at x ∈ X, R > 1. A family αR(ε,P) of (R,P)-balls of radius ε > 0 is called
(ε,R,P)-cover of X if ν(∪αR(ε, P )) > 1− ε. Denote KR(ε,P) = inf |αR(ε, P )| where |A|
denotes the cardinality of A and infimum is taken over all (ε,R,P)-covers of X. Let F
7denote the family of all nondecreasing functions from R+ onto itself, converging to +∞.
For u ∈ F , we denote,
β(u, ε, P ) = lim inf
R→∞
logKR(ε, P )
u(t)
;
e(u, P ) = lim sup
ε→0
β(u, ε, P );
e((Tt), u) = sup
P
e(u, P ).
(3)
We also recall the following theorems, the first one is the generator theorem.
Theorem 2.4 (Generator theorem, [26]). Let (Tt) be an ergodic measure-preserving flow
on (X,B, ν) and let P1 6 P2 6 . . . be an increasing sequence of finite measurable partitions
of X such that ∨∞n=1Pn generates the σ−algebra B. Then e((Tt), u) = supm e(u,Pm) for
all u ∈ F .
The following theorem shows that the above quantity is an invariant of Kakutani equi-
valence.
Theorem 2.5 ([26]). Let (Tt) and (St) be two ergodic Kakutani equivalent measure pre-
serving flows on (X,B, ν) and (X˜, B˜, ν˜). Then
e((Tt), u) = e((St), u)
for all u ∈ F with
lim
t→∞
u(at)
u(t)
= 1 for all a > 0.
Moreover, we have the following theorem (see e.g. [26]):
Theorem 2.6. A zero-entropy ergodic measure preserving flow (Tt) is standard if and
only if e((Tt), u) = 0 for all u ∈ F .
We will also use the following definition of matching balls:
Definition 2.7. Fix ε > 0, let x, y ∈ M be (ε,P)-matchable (see Definition 2.2) and let
h : A(x, y)→ A′(x, y) be an (ε,P)-matching. For u ∈ A(x, y) and L > 0 let
B(u,L) := {r ∈ A(x, y) : r > u, r − u 6 L}.
denote the matching ball around (u, h(u)).
Finally, we give a simple general remark, which we will use in the proof of Theorem
1.1.
Remark 2.8. If there exists a set D ⊂ X, such that for every y ∈ D, we have
µ(BR(y, ε,P) ∩D) 6 a(R, ε),
for ε < µ(D), then KR(ε/5,P) > 1a(R,ε) .
On the other hand if for every y ∈ Dε, µ(Dε) > 1− ε, we have
µ(BR(y, ε,P)) > b(R, ε),
then KR(5ε,P) 6 1b(R,ε) .
We recall also that ft(·, ·,P) does not define a metric (triangle inequality fails), however
it is close to a metric: if x ∈ BR(y, ε,P) and y ∈ BR(z, ε,P), then x ∈ BR(z, 5ε,P).
83 Preliminaries on Homogeneous Spaces
In this section, we recall some basic facts from the theory of Lie groups and homogeneous
spaces. Throughout the paper G will denote a semisimple Lie group with Lie algebra
g. Given g ∈ G, let Lg, Rg : G → G denote the left and right translations on G. Let
exp : g→ G denote the exponential mapping of the Lie algebra g onto G. Then exp has a
local inverse log sending a neighborhood of e ∈ G to a neighborhood of 0 ∈ g.
3.1 Metrics and Measures on Homogeneous Spaces
Let Γ ⊂ G be a (discrete) subgroup. We introduce a metric on a the homogeneous space
Γ\G by first introducing a right-invariant metric on G. Fix an inner product 〈·, ·〉0 on g,
and define for v,w ∈ TgG:
〈v,w〉 = 〈dRg−1v, dRg−1w〉0
By construction, 〈·, ·〉 is right-invariant, so it induces a Riemannian metric on the space
Γ\G. The Riemannian metric also has an associated exponential mapping expgeom : g→ G,
which is C∞ and satisfies
d0 expgeom = id. (4)
Like the algebraic exponential, there is a local inverse of expgeom which we will denote
by loggeom. The following is immediate from the definition of the inner product.
Lemma 3.1. The Riemannian volume is a (right) Haar measure on G. In particular, it is
independent of the metric 〈·, ·〉0 when determining a probability measure on a homogeneous
space.
3.2 The Adjoint Representation
G acts on itself by conjugation Cg : h 7→ g−1hg, and taking the derivative at the identity
in the coordinate h gives the adjoint representation of G on g = TeG, Ad : G → GL(g).
Taking the derivative of this map in the g coordinate yields the Adjoint representation of
the Lie algebra g, ad : g→ End(g), which coincides with the Lie bracket: ad(X)Y = [X,Y ].
The following are standard tools from the theory of Lie groups, which we write as a Lemma
to reference.
Lemma 3.2. If X,Y ∈ g,
expalg(−X) expalg(Y ) expalg(X) = expalg(Ad(expalg(X))Y )
exp(ad(X)) :=
∞∑
k=0
ad(X)k
k!
= Ad(expalg(X))
93.3 Decompositions and Subgroups of Semisimple Groups
3.3.1 sl(2,R) triples
Let V =
(
0 0
1 0
)
, X =
(
1 0
0 −1
)
and U =
(
0 1
0 0
)
be the standard generators of sl(2,R).
Let G be a simply-connected semisimple Lie group of rank r, and g = Lie(G). We abusively
let U ∈ g denote an arbitrary unipotent element (i.e., an element such that 0 is the only
eigenvalue of U). This is because given any unipotent element, there exists a homomorph-
ism ϕ : sl(2,R) → g such that ϕ(U) is this given element. While this homomorphism is
not unique, it is unique up to automorphism of g fixing U . We therefore identify sl(2,R)
with its image under ϕ.
Given a subalgebra isomorphic to sl(2,R) of g, we may consider the action ad :
sl(2,R) → End(g) which maps X 7→ adX . Since it is a subalgebra, this is a repres-
entation of sl(2,R). Since sl(2,R) is a semisimple algebra, this representation splits as a
sum of irreducible representations. The irreducible representations of sl(2,R) classified up
to isomorphism, with classes indexed by N. Let En be an (n+ 1)-dimensional real vector
space generated by vectors X2k−n, k = 0, . . . , n. Then there exist nonzero constants an,k
such that:
πn(U)X2k−n = X2k−n+2 (5)
πn(X)X2k−n = (2k − n)X2k−n (6)
πn(V )X2k−n = an,kX2k−n−2 (7)
where we assume U sends Xn to 0 and V sends X−n to 0. Note that the first three
are special cases: π0 is the trivial representation, π1 is the standard representation and π2
is the adjoint representation. Given elements Y1, . . . , Yn ∈ g, let C(Y1, . . . , Yn) denote the
common centralizer of the Yi. That is:
C(Y1, . . . , Yn) = {H ∈ g : adYi(H) = 0 for all i = 1, . . . , n}
The following is a straightforward finite-dimensional version of the Howe-Moore the-
orem:
Lemma 3.3. If A ∈ C(U,X), then A ∈ C(U, V,X).
Proof. Pick a basis
{
Xj2i−mj : i = 0, . . . mj and j = 1, . . . , n
}
of g such that Xj2i−mj span
a representation πmj of sl(2,R) with relations determined by (5)-(7). We may write A =∑
ai,jX
j
2i−mj
, and notice that adX(A) =
∑
ai,j(2i −mj)X2i−mj ,j. If adX(A) = 0, then
ai,j = 0 unless 2i = mj. Furthermore, adU (A) =
∑
ai,jX2i−mj+2,j. This implies that
ai,j = 0 unless 2i − mj = mj . If ai,j 6= 0, the first condition implies i = mj/2 and the
second implies i = mj . The only way this occurs is when i = mj = 0. That is, A must be
a sum of vectors spanning trivial representations, and V must act trivially as well.
The following lemma allows us to make computations in SL(2,R) directly for the
corresponding elements of G:
Lemma 3.4. Let H ⊂ GL(N,R) be a Lie group and φ : sl(2,R) → Lie(H) be a homo-
morphism. Then there exists a unique φ˜ : SL(2,R)→ H such that dφ˜ = φ
10
Proof. Notice that φ induces a representation of sl(2,R) on RN which we denote by the
same name, since φ(X) is a matrix in Lie(H) ⊂ gl(N,R) by definition. Then we may
decompose RN as a direct sum of irreducible subrepresentations RN =
⊕n
i=1Ei. But it
is known that each of the irreducible finite-dimensional represenations of sl(2,R) lifts to a
unique representation of SL(2,R). Therefore, we may lift φ by lifting in each subspace Ei,
and taking the corresponding direct sum of representations.
3.3.2 SL(2,R) and Hyperbolic Geometry
Recall that the group PSL(2,R) = SL(2,R)/ {±id} is isomorphic to Isom(H2), which
gives a canonical action of SL(2,R) on H2.
Lemma 3.5. There exists C > 0 with the following property: If 0 < ε < 1 and S ⊂
SL(2,R) has S ⊂ B(e,R), then the minimal number of ε-balls in SL(2,R) required to
cover S is less than Cε−3e2CR.
Proof. Notice that µ(B(x, ε)) = µ(B(y, ε)) > C1ε
3 for the standard hyperbolic measure
µ and all x, y ∈ H2, since ε is sufficiently small. Notice also that µ(B(x0, R)) ≤ C2ehGR,
where hG is larger the exponential volume growth rate for balls in G. Therefore, one has
at most C2e
2hGR/µ(B(e, ε/2)) = C−11 C2(ε/2)
−3e2hGR disjoint balls in B(e,R). Any such
set which is maximally chosen will also cover B(e,R) when taking ε-balls, so the result
holds.
The following Lemma gives estimates on distances of the horocycle flow on SL(2,R):
Lemma 3.6. There exists C > 0, t0 > 1 such that d(e, exp(tU)) ≤ C log t if t ≥ t0.
Proof. Write exp(tU) =
(
1 t
0 1
)
as exp(tU) = k1ak2, where k1, k2 ∈ SO(2,R) are ro-
tation matrices, and a = exp(sX) is a diagonal matrix. Observe that d(e, exp(tU)) ≤
d(e, k1ak2) ≤ d(e, k1) + d(k1, k1a) + d(k1a, k1ak2) ≤ 2D + d(e, a), since the metric on
SL(2,R) is right-invariant, and left-invariant under SO(2,R). But d(e, a) = s, and we
may compute s by finding the eigenvalues of exp(tU) exp(tU)T = k1ak2k
T
2 a
TkT1 = k1a
2k−11 .
Notice that:
exp(tU) exp(tU)T =
(
1 + t2 t
t 1
)
which has top eigenvalue 12
(
t2 +
√
t2 + 4t+ 2
)
. Therefore, the distance from e to
exp(sX) is 12 log
(
1
2
(
t2 +
√
t2 + 4t+ 2
))
≤ 2 log t. Therefore, by choosing t0 large enough
we get that d(exp(tU), e) ≤ 2 log t+ 2D ≤ C log t.
3.3.3 Presentation of Group Elements
Let G be a Lie group, g = Lie(G), and g = e1 ⊕ e2 ⊕ · · · ⊕ en be a vector subspace
decomposition of g. We do not require that the subspaces e1 are subalgebras or that they
commute with one another. The following is an easy adaptation of the classical lemma
that exp : g→ G is a local diffeomorphism at 0.
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Lemma 3.7. If g ∈ G is sufficiently close to e ∈ G, then there exists unique Xi ∈ ei close
to 0 such that g = exp(X1) exp(X2) . . . exp(Xn)
Proof. Let ϕ : g→ G be the map defined via ϕ(X) = exp(X1) exp(X2) . . . exp(Xn), where
X =
∑
Xi and Xi ∈ ei. One can easily check that ϕ′(0) = id, and hence ϕ has a local
inverse at e = ϕ(0) by the inverse function theorem.
3.4 Properties of unipotent flows
The following definition is important for describing the orbit growth of a unipotent flow
(see [17]).
Definition 3.8. Let g be a Lie algebra and U ∈ g be a unipotent element. A chain in g
with respect to U of depth m is a linearly independent set {Xi : 0 ≤ j ≤ m} such that X0
is in the centralizer of U and:
adU (Xi) = Xi−1 for all 1 ≤ i ≤ m.
A chain basis of g with respect to U is a basis of chains. The sequence of depths
(m1, . . . ,mn) of chains is called the chain structure of U . We will denote the chain basis
by {X1i }m1i=0, {X2i }m2i=0, . . . , {Xni }mni=0. We will often denote chains using the notation:
Xn 7→ Xn−1 7→ · · · 7→ X1 7→ X0
While every unipotent element U has a chain basis, we will use special structures
associated to semisimple groups to construct a canonical one. In particular, notice that
the weight spaces for the representations of the sl(2,R) triple can be taken as the chain
basis by (5). We reindex them replacing the index n− 2k by i for convenience. Therefore,
the basis element Xji is an eigenvector for adX with eigenvalue mj − 2i. The elements
V 7→ X 7→ U may be taken as a chain, so there is always at least one chain of depth 2. We
call this the Jacobson-Morozov chain. This implies that any unipotent flow in a semisimple
homogeneous space has GR(U) ≥ 3. Call any chain of depth 0 a trivial chain. Note that
trivial chains span trivial subrepresentations of ad.
Lemma 3.9. Let φt(gΓ) = exp(tU)gΓ act on G/Γ ergodically. The following are equival-
ent:
1. GR(U) = 3.
2. The only nontrivial subrepresentation of ad is the Jacobson-Morozov representation
3. dimG− dimC(X) 6 3
4. g ∼= sl(2,R)⊕ g′, Γ is irreducible and under this isomorphism, U =
((
0 1
0 0
)
,0
)
∈
sl(2,R)⊕ g′.
Proof. We show that 1. =⇒ 2. =⇒ 3. and 3. =⇒ 2. =⇒ 4. =⇒ 1. That 1. =⇒
2. is a direct consequence of the definition of GR and the fact that the Jacobson-Morozov
representation has depth 2. Now assume 2. As discussed in Section 3.3.1, the trivial chains
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span trivial subrepresentations for ad |sl(2,R) and therefore adX also acts trivially. That is,
the remaining chain basis elements are in C(X).
Now suppose 3. We claim that this implies dimG − dimC(X) = 2. Notice that we
have the lower inequality since U, V ∈ g, but neither U nor V commute with X. We
must therefore rule out the case of 3. This implies that there exists exactly one more
linearly independent element which fails to commute with X. But by considering each
representation πn as described in Section 3.3.1, we see that there are always an even
number of linearly independent elements which fail to commute with X in each chain
basis. In particular, we have 2.
Now assume 2. We claim that in this case sl(2,R) is an ideal in g. Indeed, all basis
elements which are not from the Jacobson-Morozov representation act trivially on V , X
and U (since the Lie bracket is anti-commutative), and V , X and U act on each other by
the standard sl(2,R) relations. Since g is semisimple and sl(2,R) is an ideal, there exists
a complementary subalgebra g′. Since the flow must be ergodic, Γ must be irreducible.
That is, we have 4.
One can see 4. =⇒ 1. by direct computation.
Proof of Corollary 1.3. Let G be a semisimple Lie group of dimension at least 4. Then
g = Lie(G) 6∼= sl(2,R). If g 6∼= sl(2,R)⊕g′, by Lemma 3.9, any unipotent U has GR(U) > 3.
In particular, any ergodic unipotent flow on the quotient of a simple Lie group other than
covers of SL(2,R) are non-standard (this proves (ii)). If g = sl(2,R) ⊕ g′ , then g′ is also
semisimple (since g is semisimple). Therefore, each simple factor has a Cartan subalgebra,
with associated roots, and in particular, has unipotent elements of the root spaces. Take
U ′ = U +
∑
Uαi , where Uαi is an element from a root space in each simple factor of g
′.
By the Howe-Moore ergodicity theorem, the action of U ′ is ergodic, and GR(U ′) > 3 since
each Uαi has its own sl(2,R) triple in its semisimple factor (the sl(2,R) triple for g will
be the sum of the elements from each factor). Therefore, we have produced an ergodic
unipotent flow which is non-standard (this proves (i)).
Finally, assume that rankR(G) ≥ 2, and let a denote a Cartan subalgebra of g. We
have shown G carries an ergodic unipotent flow, so if there is one which is not ergodic,
we produce two flows which are not Kakutani equivalent. Therefore, we need to produce
elements U and U ′ such that GR(U) 6= GR(U ′). If G is not simple, we take some U in one
factor and V in another, and set U ′ = U + V . This clearly yields two flows with different
values for GR. If G is simple and has rank at least 2, we may decompose g = g0⊕
⊕
α∈∆ gα
into a root space decomposition for some a ⊂ g0 ⊂ g. Here, g0 is the centralizer of a, a
split Cartan subalgebra of g, and ∆ is a set of R-valued functionals on a such that if
X ∈ a and Y ∈ gα, then [X,Y ] = α(X)Y . Now take any two roots α1, α2 ∈ ∆ which are
non-proportional, and let Uαi ∈ gαi be elements of the root spaces. We set U = Uα1 and
U ′ = Uα1 + Uα2 .
Let Xm 7→ · · · 7→ X1 7→ X0 7→ 0 be any chain for U ′. We will show that from this we
may produce chains for U , hence we may choose a chain for U as chains smaller than that
of U ′. If we show that there is at least one chain that is broken up into two smaller ones,
then we get strict inequality, as desired. Write Xi as a sum of root spaces Xi =
∑
βX
β
1 ,
then adUα1 (Xi) =
∑
β adUα1 (X
β
i ) =
∑
β X
β+α1
i . We may choose α1 and α2 as simple
roots, and since all roots are integral linear combinations of the simple roots, every β ∈ ∆
has uniquely determined integer coefficients for α1 and α2, call them l1(β) and l2(β). Let
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gk =
⊕
β:l1(β)+l2(β)=k
gβ. Then adU and adU ′ both map gk to gk+1. Hence we may choose
chain bases for both so that Xji ∈ gk for some k. Notice that any chain for U ′ which starts
at gk can be decomposed into chains for U , by starting a new chain for U at adUα2 (X
j
i ),
if Xji we a chain basis element for U
′). In particular, the Jordan blocks for U are shorter
than the corresponding ones for U ′. Finally, we need to find at least one chain for U ′ which
is broken into shorter ones for U . Consider the sl(2,R)-triple for Uα2 , giving Vα2 ∈ g−α2
and Xα2 ∈ g0. Since α1 and α2 are both simple, α1 − α2 6∈ ∆ (the integral coefficients for
the simple roots are either all positive or all negative). In particular, adU (Vα2) = 0. But
adU ′(Vα2) = Xα2 , showing that at least one chain is shorter for U than for U
′. This proves
(iii).
If G ∼= SL(d,R), an explicit formula for GR(U) can be found. If Ul ∈ sl(d,R) has one
Jordan block of size l, then:
GR(Ul) =
1
6
l(4l + 1)(l − 1) + l(d− l)(l − 1)
Since it acts via the representation πl−1 on the off-diagonal blocks, with the main term
coming from Corollary 1.13 of [17]. One easily confirms that these are distinct numbers for
l = 2, . . . , d by computing GR(Ul+1)−GR(Ul) = l(2d− l), giving d−1 flows with different
Kakutani invariant. This proves (iv).
Remark 3.10. In fact, the leading term of the general formula for GR(U) obtained in [17]
is cubic, and GR(U2) (in the notation above) grows linearly in d. We expect most numbers
interpolating the cubic and linear growth to be possible by taking more involved Jordan
block structures, and therefore expect the number of pairwise non-Kakutani equivalent
flows on SL(d,R) to grow like d3.
4 Some additional definitions
Let G be a semisimple Lie group and Γ ⊂ G be a cocompact lattice as considered in Section
3, with projection π : G → G/Γ. We fix a compact fundamental domain F ⊂ G for G/Γ.
Then every point of G/Γ has at least one lift to F , and there is a unique lift on an open,
dense subset of G/Γ (corresponding to the interior of F ).
Notice that π : F → G/Γ is a measurable isomorphism, so we can think of the left
action G on G/Γ equivalently as an action on F . In particular, if x, y ∈ G/Γ, then they
are cosets x = x˜Γ and y = y˜Γ for some unique (except for points on the boundary of
F ) x˜, y˜ ∈ F . Then gx = y is equivalent to gx˜ = y˜γ for some γ ∈ Γ. This allows us
to consider the homogeneous flow (φt) on F instead on G/Γ, as we shall in Section 7.
which preserves the Haar measure µF . We may lift the metric on G/Γ to F/ ∼ by setting
dF (x, y) := infγ∈Γ dG(x˜, y˜γ), where F/ ∼ is the topological quotient space of F by the
usual relation.
For a point y ∈ G/Γ let inj(y) denote the injectivity radius of y, i.e.
inj(y) := sup{r > 0 : BG(y, r) ∩BG(y, r)γ = ∅ for all γ 6= e}.
For a set K ⊂ G/Γ let inj(K) = infy∈K inj(y). We have the following classical lemma
which we state here for reference.
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Lemma 4.1. inj(G/Γ) > 0
4.1 Kakutani-Bowen Balls
Given a unipotent element U ∈ g, we may use the results of Sections 3.3.1 and 3.4 to
obtain a basis {V,X,U} ∪
{
Xji : i = 1, . . . ,mj , j = 1, . . . , n
}
, where {V,X,U} generates a
subalgebra of g and satisfy the standard relations for the sl(2,R)-triple, and the remaining
elements are chains for U . We may therefore apply Lemma 3.7 to write elements of G
sufficiently close to e as
g = exp(aV (g)V ) exp(aX(g)X) exp
(
aU (g)U +
∑
aij(g)X
j
i
)
(8)
Let τ(g) = exp
(
aU (g)U +
∑
aij(g)X
j
i
)
be the standard chain component of g. The
following definition combines dynamical and algebraic features, which is critical to our
analysis of the Kakutani balls BR(x, ε,P) (see Theorem 6.1).
Definition 4.2 (Kakutani-Bowen Balls). For ε > 0, R > 0 let
Bow(R, ε, e) := {g ∈ G : dG(exp(rU)g exp(−rU), e) < ε, for every r ∈ [0, R]}.
be the Bowen ball of e ∈ G for U . If x, y ∈ G/Γ we say that x ∈ Kak(R, ε, y) if and
only if x = gy and
(a) |aV (g)| < ε/R
(b) |aX(g)| < ε
(c) τ(g) ∈ Bow(R, ε, e)
where aV (·), aX(·) and τ(·) are as in (8).
We will often consider Kakutani balls as subsets of F , since points in F are in one-to-
one correspondence with points in G/Γ (except for those on the boundary). Furthermore,
if ε is sufficiently small, depending only on inj(G/Γ), if y˜ is any point of G such that
y˜Γ = y, Kak(R, ε, y) lifts uniquely to a neighborhood of y˜. The definition of Kak(R, ε, y)
has the following explanation. We will see that points that differ in the direction Xki will
see polynomial divergence in the direction Xkj with degree i− j for j < i. Since {V,X,U}
is taken as a chain for U , points that differ in V direction split with quadratic speed in
the direction of U and with linear speed in the direction of X. Such points can be easily
matched with the ft-metric (even though they can not by d¯-Bowen metric) as long as we
don’t see divergence in X direction, since we are allowed to correct by the flow. This is
the reason why in the definition of Kak we take |aV | 6 εR . Similarly, points differences
in X direction yield linear divergence, but only in the U direction and hence the control
required on the X coefficient does not grow.
Since the condition for being in a Kakutani ball does not tell us the direction of di-
vergence, we make the following additional definitions which allow us to distinguish points
whose divergence is first seen in the sl(2,R)-triple components, and those which see diver-
gence in the other chains first.
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Fix δ > 0, and set
Kak1,δ(R, ε, y) := Kak(R, ε, y) ∩
{
x ∈ G/Γ : |aV (g)| < R−(1+10δ) in Definition 4.2
}
(9)
and
Kak2,δ(R, ε, y) := Kak(R, ε, y) \Kak1,δ(R, ε, y). (10)
For sufficiently large R, Kak1,δ are exactly points in which the divergence is guaranteed
to be seen first in the other chains (due to the increased control on aV ). Kak
2,δ is therefore
the points in which we are guaranteed to see some divergence in the X direction, since in
this case |aV | ∈ [R−(1+10δ), ε/R].
Definition 4.3 (Splitting time). For x, y ∈ G/Γ define the splitting time of x, y
S(x, y, ε) := sup{R > 0 : x ∈ Kak(R, ε, y)}. (11)
The following observation is a straightforward consequence of continuity of (φt): there
exists a function f : R→ R such that f(m)→ +∞ as m→ +∞ and
S(x, y, ε) > f(m) as dG/Γ(x, y) < m
−1. (12)
We also have the following general definition which establishes a useful notation when
dealing with matching of x, y. A priori, given a matching between x and y, the points may
have long periods of matching, diverge for a small amount of time, and realign to have
another long period of matching. This is exactly what happens for the classical horocycle
flow. The following definition identifies that maximal interval on which the matching could
be extended before seeing divergence and waiting for another realignment.
Definition 4.4. Fix a partition P of G/Γ and x, y ∈ G/Γ which are (η,P)-matchable
(with matching function h). For u ∈ A(x, y) denote xu = φux ∈ G/Γ, yu = φh(u)y ∈ G/Γ
and let for ε > 0
S(u, ε) = S(xu, yu, ε).
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4.2 Summary of notations
G A fixed semisimple linear Lie group
g The Lie algebra of G
Γ A cocompact lattice in G
x, y, z Points of G/Γ
x˜, y˜, z˜ Lifts of x, y, z to G
g, h Elements of G
inj(G/Γ) The largest number such that if dG/Γ(x, y) < inj(G/Γ),
x = gy for a unique g ∈ BG(e, inj(G/Γ))
{V,X,U} Fixed generators of a subalgebra isomorphic to sl(2,R)
φt The left translation action by exp(tU)
GR(U) The polynomial slow entropy of φt (ie, the growth rate
for the number of Bowen balls to cover M){
Xji
}mj
i=1
, j = 1, . . . , n Vectors generating g together with {V,X,U}, having
certain relations with {V,X,U} (see Section 3.3.1)
Bow(R, ε, y) The Bowen ball around y of radius ε up to time R
BR(y, ε,P) The Kakutani ball around y, ie the set of all points
x which are (ε,P)-matchable with y
Kak(R, ε, y) Intuitively, points which stay ε-close to y after lifting to
G, allowing correction of x by the flow (see Section 4.1)
Kak1,δ(R, ε, y) A set of points in Kak(R, ε, y) which see non-orbit
divergence in directions other than X first
Kak2,δ(R, ε, y) The remaining points of Kak(R, ε, y)
S(x, y, ε) The first time x, y split and cannot be made close
by applying φt to y in the universal cover
S(u, ε) With a fixed matching of x and y, S(xu, yu, ε),
where xu and yu is the matching at time u
5 Orbit divergence estimates
In this section we state results on orbit divergence for unipotent flows. These results play
an important role in the proofs of Theorem 1.1 and 6.1.
We recall that following lemmas, which will be used in the proof:
Lemma 5.1. Let p(t) =
∑d
k=0 akt
k be a polynomial of degree d. There exists C(d) such
that if |p(t)| < ε for all t ∈ [0, T ], then |ak| < C(d)T−kε for all k = 0, . . . , d. Conversely, if
|ak| < C(d)−1T−kε for all k, then |p(t)| < ε for all t ∈ [0, T ].
Let g = exp
(
aU (g)U +
∑n
j=1
∑mj
i=0 aij(g)X
j
i
)
.The following formulas are important
for computing divergence rates:
exp(sX) exp(tU)g exp(−tU) exp(−sX)
= exp
e2saU (g)U + n∑
j=1
mj∑
i=0
mj−i∑
k=0
e(mj−2i)s
tk
k!
a(k+i)j(g)
Xji
 (13)
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exp(tU) exp(sX)g exp(−sX) exp(−tU)
= exp
e2saU (g)U + n∑
j=1
mj∑
i=0
mj−i∑
k=0
e(mj−2(k+i))s
tk
k!
a(k+i)j(g)
Xji
 (14)
Equations (13) and (14) follow from Lemma 3.2 and the choice of chain basis made
in section 3.3.1. The proof of the following lemma is almost identical to that of [17,
Proposition 3.7], so we provide only a sketch.
Lemma 5.2. There exists ε0 such that for every y ∈ G/Γ and every ε < ε0, we have
C(ε0)R
−GR(U)+2
> µF (Kak(R, ε, y)) > C(ε0)R
−GR(U)+2. (15)
Sketch of Proof. Set ε < ε0 := inj(G/Γ)/3. It follows that the projection π : G → G/Γ
is injective on Kak(R, ε, y) ⊂ B(y, 3ε). Write x = gy, and note that the coefficients of
Xki for log(exp(tU)τ(g) exp(−tU)) are all polynomials of degree i by (13). Therefore, by
Lemma 5.1 and (13) with s = 0, a sufficient condition for τ(g) is that |aik| ≤ C ′(ε)R−i,
and a necessary one is that |aik| ≤ C ′(ε)−1R−i (by shrinking ε0 if necessary to absorb
the constant C(d)). Let L : U → RV ⊕ RX ⊕
RU ⊕⊕
i,k
RXki
 be the inverse function
provided by Lemma 3.7. Then we have shown that
[−ε/R, ε/R] × [−ε, ε] ×
[−ε, ε] ×∏
i,k
[
− ε
C ′(ε)Ri
,
ε
C ′(ε)Ri
] ⊂ L(Kak(R, ε, y))
⊂ [−ε/R, ε/R] × [−ε, ε] ×
[−ε, ε] ×∏
i,k
[−C ′(ε)ε
Ri
,
C ′(ε)ε
Ri
]
Notice that the hypercubes which contain and are contained in L(Kak(R, ε, y)) de-
cay with the rate prescribed. Since the Jacobian of L is bounded above and below in a
neighborhood of e in G, we get the desired decay rate.
In the study of slow entropy, ie the covering rate for G/Γ via Bowen balls, the result
analogous to Lemma 5.2 is sufficient to estimate the number of Bowen balls to cover the
space. However, Kakutani balls have a more complicated behavior, since we only insist
that the points are close for a large proportion of times. The remaining lemmas help to
show that if points stay together for a certain interval, then that amount of time can be
quantified, and that each such interval has a long interval afterwards in which the points
diverge, but in a controlled way as to avoid recurrence.
The following lemma allows us to explictly describe an optimal matching function when
x and y are sufficiently close.
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Lemma 5.3. There exists ε1 > 0 such that if we let h = exp(aV V ) exp(aXX) ∈ G and
ψ(t) := teaX/(e−aX − aV eaX t) with |aX | < ε1, then for every |t| ∈ [0, ε1a−1V ], we have
exp(ψ(t)U)h exp(−tU) = exp(αtV ) exp(βtX), (16)
with |αt| 6 2|aV | and |βt| 6 2(|aX |+ |aV ||t|).
Proof. By Lemma 3.4, we may make computations in SL(2,R) and conclude the relevant
relations in G. Abusing the notation in this proof slightly, we let V,X,U ∈ sl(2,R) denote
the generators of the opposite horocycle flow, geodesic flow, and horocycle flow respectively.
By a direction computation and the definition of ψ(·), we have
exp(ψ(t)U) exp(aV V ) exp(aXX) exp(−tU) =
(
eaX + ψ(t)aV e
aX 0
aV e
aX e−aX − aV eaX t
)
.
(17)
Let αt and βt be defined so that
exp(αtV ) exp(βtX) = exp(ψ(t)U) exp(aV V ) exp(aXX) exp(−tU).
Direct computation shows that
αte
βt = aV e
aX ,
e−βt = e−aX − aV eaX t.
(18)
Thus we have
αt = aV e
aX (e−aX − aV eaX t),
βt = − log(e−aX − aV eaX t).
(19)
Since |aX | < ε1 and |t| ∈ [0, ε1a−1V ], we have
|αt| < 2|aV |, |βt| 6 2(|aX |+ |aV ||t|).
This finishes the proof.
Remark 5.4. We will use the following property of ψ(·) which follows by a direct compu-
tation: under the above assumptions if additionally |aX | < ε2, then for every t ∈ [0, ε2a−1V ]
we have
ψ′(t) ∈ (1 − ε, 1 + ε).
Lemma 5.5. There exists ε1 > 0 such that for every ε ∈ (0, ε1] and for every x, y ∈ G/Γ
if x ∈ Kak(R, ε3, y), then for every |L| ∈ [0, R/3] there exists |ℓ| < R such that
φℓ(x) ∈ Kak(R/2, ε, φLy).
Proof. By Definition 4.2, it follows that we may write
x = exp(aV V ) exp(bX)gy
where |aV | 6 ε3R−1, |b| 6 ε3 and g ∈ Bow(R, ε3, e), with g having no V or X component.
Therefore, for every ℓ > 0
exp(ℓU)x =
(
exp(ℓU) exp(aV V ) exp(bX) exp(−LU)
)(
exp(LU)g exp(−LU)) exp(LU)y
(20)
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Moreover by Lemma 5.3 if we define ℓ := ψ(L) (by the bound on aV this is well defined),
then |ℓ| 6 R/2 (see Remark 5.4), and we have
exp(ℓU) exp(aV V ) exp(bX) exp(−LU) = exp(bLV ) exp(cLX),
where |bL| 6 εR−1, and |cL| < ε. Notice also that if mℓ = exp(LU)z exp(−LU) then for
every t ∈ [0, R − L], we have
dG(exp(tU)mℓ exp(−tU), e) = dG(exp((t+ L)U)g exp(−(t+ L)U), e) < ε3 (21)
the last inequality since g ∈ Bow(R, ε3, e). Therefore ml ∈ Bow(R/2, ε3, e) and the V and
X coordinates of ml are zero since the spaces generated by each chain are invariant for
ad(tU) (see Definition 4.2). Therefore
φℓx = exp(ℓU)x = exp(ℓU) exp(aV V ) exp(bX)gy = exp(bLV ) exp(cLX)mℓφLy
which by Definition 4.2 and (21) implies that φℓx ∈ Kak(R/2, ε, φLy). This finishes
the proof.
The following Lemma quantifies the renormalization phenomenon related to the relation
[X,U ] = 2U . Recall Definition 4.2 and equation (8).
Lemma 5.6. Let g ∈ Bow(R, ε, e) be such that aV (g) = aX(g) = 0.There exists C > 0
(independent of ε) such that for every ε ∈ (0, ε1], every δ′ ∈ [0, C−2), every R > 0 and
every s ∈ [0, 12(1 + δ′) log(R)], we have
exp(−sX)g exp(sX) ∈ Bow(R1/2−Cδ′ , ε1/3, e)
and aV (exp(−sX)g exp(sX)) = aX(exp(−sX)g exp(sX)) = 0.
Proof. Since aV (g) = aX(g) = 0, we can write g = exp
(
aU (g)U +
∑
i,j aij(g)X
j
i
)
, where
{X0i }m0i=1, . . . , {Xni }mni=1 are standard chains, each of which span a finite-dimensional repres-
entation of sl(2,R) (see Definition 3.8). Note that the claims that
aV (exp(−sX)g exp(sX)) = aX(exp(−sX)g exp(sX)) = 0
follow from the fact that each chain
{
Xji
}
spans a finite-dimensional representation of
sl(2,R) and that U is an eigenvector for both adX and adU . Since g ∈ Bow(R, ε, e) it follows
that for 0 6 t 6 R, dG(exp(tU)g exp(−tU), e) 6 ε. Since dG(exp(tU)g exp(−tU), e) < ε
for 0 6 t 6 R it follows by Lemma 5.1 applied to the Xj0 terms of (13) with s = 0 that
|aij(g)| 6 C(d, ε)ε
Ri
(22)
for all j, where C(d, ε) is determined by Lemma 5.1 and the norm of d(loggeom ◦ exp) on
B(e, ε1) (since d(e, exp(Y )) =
∣∣∣∣loggeom(exp(Y ))∣∣∣∣).
Let Rs(g) = exp(−sX)g exp(sX). We need to show that Rs(g) ∈ Bow(R1/2−Cδ′ , ε1/3, e).
Hence we only need to show that for every 0 6 t 6 R1/2−Cδ
′
,
dG(exp(tU)Rs(g) exp(−tU), e) < ε1/3.
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Notice that by (14),
aij(s, t) =
mj−i∑
k=0
tk
k!
e−(mj−2(i+k))sa(i+k)j(g)
denotes the coefficient of Xji for exp(tU)Rs(g) exp(−tU) at time t. We will control
each coefficient αijk =
1
k!e
−(mj−2(k+i)s)a(k+i)j(g).
Our bound on aij(g), (22), and the condition that 0 ≤ s ≤ 12(1 + δ′) log(R) gives:
|αijk| ≤ C(d, ε1)ε
k!
R−
1
2
(mj−2(k+i))(1+δ′)−(k+i) ≤ C(d, ε1)εR−
1
2
mj+(k+i−
1
2
mj)δ′
Therefore, by Lemma 5.1, since k+i ≤ mj and since the maximal power of t by aij(s, t)
is mj − i (and therefore tk 6 R(1/2−Cδ′)(mj−i), we have
sup
t∈[0,R1/2−Cδ
′
]
aij(s, t) ≤ mjC1(d, ε1)εR(1/2−Cδ′)(mj−i)− 12mj(1−δ′) =
mjC1(d, ε1)R
−1/2i−Cδ′(mj−i)+1/2mjδ
′
Notice that −1/2i − Cδ′(mj − i) + 1/2mjδ′ 6 0.
Therefore, if ε is sufficiently small, we can guarantee that supt∈[0,R1/2−Cδ′ ] aij(s, t) can
be made less than ε1/3/C ′′ for arbitrary C ′′. So by choosing ε sufficiently small, we may
guarantee Rs(g) ∈ Bow(R1/2−Cδ′ , ε1/3, e).
Lemma 5.7. There exist constants C2, ε1, R0 > 0 such that for every ε 6 ε1, every
R > R0, s 6
1
2 log(R), and for every g = exp(Y ) ∈ Bow(R, ε, e),
exp(−sX)g exp(sX) ∈ exp(YC)BG(e, C2εR−
1
2 ).
for some YC ∈ C(U). Moreover, for s = 12 log(R), the same holds for some YC ∈ C(U,X).
Proof. Recall, (see (13) and (22)) that if g = exp
(∑
i,j aij(g)X
j
i
)
∈ Bow(R, ε, e), then
|aij(g)| 6 C(d)i!ε
Ri
,
and
exp(−sX)g exp(sX) = exp
 n∑
j=1
mj∑
i=0
e−s(mj−2i)aij(g)X
j
i
 , (23)
Therefore, if s 6 12 logR, we get the following bound on the X
j
i coefficient of
exp(−sX)g exp(sX) (denoting s = cs log(R), so that cs < 12)
|e−s(mj−2i)aij(g)| 6 C(d)i!εR−i−cs(mj−2i).
Moreover, if mj − 2i > 0, then −i − cs(mj − 2i) 6 −i and if mj − 2i < 0, then −i −
cs(mj−2i) 6 −i− 12(mj−2i) = −12mj and recall that mj > i. Therefore, if i > 0, then for
every j, the coefficient by Xji in (23) is at most C(d)i!εR
−1/2. Notice that by Definition
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3.8, Xj0 ∈ C(U). Let YC =
∑n
j=0 a0j(g)X
j
0 . Pulling YC out of the expression for g does
not cost much, since all expressions given by Lemma 3.7 are tangent to the identity. In
particular, exp(A+B) = exp(A+O(|A| · |B|)) exp(B). Therefore,
exp(−sX)g exp(sX) exp(−ZC) ∈ BG(e, C2εR−
1
2 ).
Moreover, for s = 12 logR it follows that −i − 12(mj − 2i) = −12mj 6 −12 , unless
mj = 0, but chains of length 0 correspond to vectors in C(U,X) (they must span trivial
representations, see Section 3.3.1) and are absorbed in YC . This finishes the proof of the
second part.
Before we state next lemmas, we need the following general lemma about polynomials.
We use the following technical tool in the proof:
Lemma 5.8 (Brudnyi-Ganzburg inequality [4]). Let V ⊂ R be an interval, and ω ⊂ V a
measurable subset. Then for any polynomial p of degree at most d:
sup
V
|p| ≤
(
4 |V |
|ω|
)d
sup
ω
|p|
Lemma 5.9. Let p be a polynomial with deg(p) ≤ d. There exists C1(d) > 0 such that
for every η > 0 if N > 0 satisfies |p(N)| > ε (for ε 6 ε0) and |p(0)| < C(d)−1ε (recall C(d)
is defined in Lemma 5.1), then∣∣w ∈ [0, N1+η ] : |p(w)| 6 10ε∣∣ 6 C1(d)N (1+η−η/d) .
Proof. Notice that since p(N) > ε it follows that for some t ∈ [0, N1+η ], we have |p(t)| >
C(d)−2εNη. Indeed, if |p(t)| < C(d)−2εNη on [0, N1+η ], then by Lemma 5.1 above, the
coefficients of p(·) satisfy |ak| < C(d)−1εNηN−(1+η)k. Using this to control coefficients
k > 0 and the assumption on p(0) for k = 0 we may apply the converse of Lemma 5.1, it
follows that p(N) < ε. Then let ω := {t ∈ [0, N1+η ] : |p(t)| 6 10ε}. By the Brudnyi-
Ganzburg inequality, and the above estimate, it follows that
|ω| 6 4 supω |p(t)|
1/d|V |
supV |p(t)|1/d
.
So
|ω| 6 4 (10ε)
1/dN1+η
(C(d)−2εNη)1/d
6 40C(d)2N1+η−η/d.
Setting C1(d) = 40C(d)
2 finishes the proof.
The above lemma and the orbit divergence estimate yields the following corollary:
Corollary 5.10. There exists C2(d) > 0 and ε3 > 0 such that for every η > 0 and
ε3 > ε > 0 if g /∈ Bow(R, ε, e) and dG(g, e) < C(d)−1ε (recall C(d) is defined in Lemma
5.1) then∣∣w ∈ [0, R1+η ] : dG(exp(wU)g exp(−wU), e) < 10ε∣∣ 6 C2(d)R(1+η−η/d) .
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Proof. Recall that if g = exp(
∑
i,j aijX
j
i ), then exp(wU)g exp(−wU) will have the coeffi-
cients of Xji as polynomials in w by (13). Let pij(w) denote the polynomial for X
j
i and let
R > w > 0 be the largest number such that g ∈ Bow(w, ε, e), then analogously to (22) it
follows that there exists j such that
|p0j(w)| > ε.
Indeed, this follows from the fact that if ε is small enough (depending only on U), then
|pij(w)| 6 |p0j(w)|.
Therefore using Lemma 5.9, we have∣∣w ∈ [0, R1+η ] : |p0j(w)| 6 10ε∣∣ 6 C1(d)R(1+η−η/d) .
Since dG(exp(wU)g exp(−wU), e) < 10ε implies in particular that every coordinate is less
than 10ε (by taking log and since Jacobian is close to 1 around e). Let C2(d) = C1(d).
This finishes the proof.
Denote LU = max{mj : j = 1, . . . , n} to be the depth of the longest chain for U .
Lemma 5.11. For every 1
2L2U+2LU+1
> η′ > 0, every ε ∈ [0, ε0] there exist Rε,η′ such
that for every R > Rε,η′ , every g ∈ Bow(R, ε, e) such that aV (g) = aX(g) = 0 and
dG(g, e) < ε/C(d) and every t ∈ [0, R1+η′ ] for which
dG(exp(tU)g exp(−tU), e) > 10ε,
there exists |s| ∈ [0, 2(LU + 1)η′ logR] and Ct := aU (t)U +
∑n
j=0 cj(t)X
j
0 such that
maxj |cj(t)| ≥ ε/n and
dG(exp(−sX) exp(tU)g exp(−tU) exp(sX), exp(Ct)) < R−η′ ,
Proof. Write g = exp
(
aU (g)U +
∑n
j=1
∑mj
i=0 aij(g)X
j
i
)
, and let
pij(t, s) =
mj−i∑
k=0
tk
k!
e−(mj−2i)sa(k+i)j
be the coefficient of Xji for exp(−sX) exp(tU)g exp(−tU) exp(sX) as determined by (13).
The condition that g ∈ Bow(R, ε, e) implies that |akj| < C(d)εk!/Rk by Lemma 5.1. Thus,
if t ≤ R1+η′ ,
tk/k!a(k+i)j ≤
R(1+η
′)k
Rk+i
C(d)εk! = Rkη
′−iC(d)εk! < R1/2−iε/(mj + 1)
if R is sufficiently large.
Thus, if i ≥ 1, |pij(t, 0)| < R−1/2ε. Similarly for sufficiently large R, |p0j(t, 0)| ≤
(mj + 1)C(d)
2εRmjη
′ ≤ C(d)2εRLUη′ < 2R(LU+1)η′ε/n for every j
By assumption, t is such that dG(exp(tU)g exp(−tU), e) > 10ε. Therefore, there exists
some j such that p0j(t, 0) ≥ 8ε/n. Let D = 2(LU + 1), and consider the function ζ :
s 7→ (p01(t, s), . . . , p0n(t, s)) ∈ Rn. Since p0j(t, 0) ≥ 8ε/n for some j, it follows that
ζ(0) 6∈ [0, 7ε/n]n. But since |p0j(t, 0)| < 2R(LU+1)η′ε/n, we get
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∣∣p0j(t,Dη′ logR)∣∣ = R−mjDη′ |p0,j(t, 0)| < 2R(LU+1)(1−2mj )η′ ≤ 2ε/n
for every j, provided mj ≥ 1. If mj = 0, the only term appearing is Xj0 which is
constant in both t and s. Therefore its coefficient is bounded by ε/C(d) by the assumption
that d(z, e) < ε/C(d). Therefore, ||ζ(Dη′ logR)|| ≤ 2ε.
By continuity of ζ, we may therefore choose s ∈ [0,Dη′ logR] such that ||ζ(s)|| = 2ε.
Then, since |pij(t, 0)| < R−1/2ε, we get that |pij(t, s)| ≤ R−(mj−2i)Dη′−1/2ε < R−2η′ for
i ≥ 1 if η′ is sufficiently small. Setting Ct = e−2saU (z)U +
∑n
j=1 p0j(t, s)X
j
0 gives that:
dG(exp(−sX) exp(tU)z exp(−tU) exp(sX), exp(Ct)) ≤
ℓ
∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
j=1
mj∑
i=1
pij(t, s)X
j
i
∣∣∣∣∣∣
∣∣∣∣∣∣ ≤ ℓR−2η′
∑
mj < R
−η′
Here, ℓ is the Lipshitz constant for log : BG(e, 100nε) → g and the last inequality holds
if R is chosen sufficiently large. Finally, notice that since ζ(s) = 2ε, there exists some j
such that pij(t, s) > ε/n.
6 Proof of Theorem 1.1
In this section we will prove Theorem 1.1. The proof is rather technical and consists of
several steps, which we will divide into subsections to improve readability. The following
Theorem is a crucial step in the proof of Theorem 1.1 since it shows that for most points,
being Kakutani close implies that there exists a long block on which they are close in the
metric on G/Γ (see Definition 4.2).
Sequence of Partitions. Let Pm be a partition of G/Γ such that the atoms of Pm
are sets with diameter in [ 1
2m2
, 1
m2
] (with smooth boundaries). It is clear that (Pm)m∈N is
generating (and we can use Theorem 2.4). Let ε′ > 0 be a small constant fixed from now
on, in particular ε′ < min(ε1, inj(G/Γ)). We have the following theorem:
Theorem 6.1. Let (φt) be the flow generated by U and assume that U does not satisfy
the conditions of Lemma 3.9. There exists δ0 > 0 such that for every 0 < δ 6 δ0 there
exists a set E = Eδ ⊂ M , µ(Eδ) > 99/100 and mδ, Rδ ∈ N such that for every m > mδ,
R > Rδ and every x, y ∈ B which are ( 1100 ,Pm)-matchable there exists u ∈ A(x, y) such
that (see Definition 4.4)
S(u, ε′) > R1−δ.
The proof of Theorem 1.1 can be deduced from Theorem 6.1. We will first give a con-
ditional proof of Theorem 1.1 (assuming that Theorem 6.1 holds) and then prove Theorem
6.1 in a separate section. The proof of Theorem 1.1 is divided into two parts: (i) the upper
bound on the number of balls and (ii) lower bound on the number of balls. It follows that
we only need Theorem 6.1 for (ii). In the proof we will use Remark 2.8.
Outline of the proof: The proof shows first that e((φt), log) ≤ GR(U) − 3 and
then that e((φt), log) ≥ GR(U) − 3. For the proof of the upper bound, we will apply
Lemma 5.2. To do so, we need to relate Kak(R, ε, y) and BR(y, ε,P). The key idea is
this: Kak(R, ε, y) is defined in such a way that all coordinates are controlled in such a way
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that if x ∈ Kak(R, ε, y), for each u ∈ [0, R], we can apply φt to bring φu(x) close to φu(y),
with t well-controlled. The decay rate of Kak, however, is 1 away from the claimed decay
rate for BR(y, ε,P). This is because the definition of Kak assumes that x and y are close
initially, while for BR(y, ε,P), we only require a forward orbit of x (which is small relative
to R, but can depend linearly on R) to be close to y. This accounts for the slower decay
rate of BR versus Kak.
Claim A is the relationship between Kak and BR: if x ∈
⋃ε3R
p=0 φ−p(Kak(R, ε
5, y)),
then they are in one Kakutani ball, i.e. x ∈ BR(y, ε,Pm). Then Claim B shows that the
forward orbits of Kak(R, ε5, y) do not overlap giving the desired rate with Lemma 5.2.
For the lower bound we use Theorem 6.1 to show that if x ∈ BR(y, ε,Pm), then (30)
holds. This together with the upper bound in Lemma 5.2 implies the lower bound.
Proof of Theorem 1.1. We will separately prove the upper bound which will follow from
general estimates on asymptotic divergence of orbits and the lower bound which is a con-
sequence of Theorem 6.1. Fix m ∈ N (this also fixes the partition Pm) and let ε > 0,
ε < min
{
m−3, inj(G/Γ)
}
.
Upper bound on the number of balls. Let V mε2 be the ε
2 neighborhood of the bound-
ary of Pm. Since the boundaries are smooth, it follows that µ(V mε2 ) = O(m2ε2). Applying
the ergodic theorem to (φt) and the set χVm
ε2
, we obtain a set Dε such that µ(Dε) > 1− ε2
and a number Nε > 0 such that for every R > Nε and every y ∈ Dε, we have
|{t ∈ [0, R] : φt(y) ∈ V mε2 }| 6
εR
2
. (24)
The upper bound will follow from the following two claims:
Claim A. For every y ∈ Dε, every R > Nε and every x ∈ F if there exists p ∈ [0, ε3R]
such that if
φpx ∈ Kak(R, ε5, y)
then x ∈ BR(y, ε,Pm) (see Definition 2.3).
Claim B. For every y ∈ Dε and every p, q ∈ [0, ε3R], with |p− q| > 1, we have
φ−p(Kak(R, ε
5, y)) ∩ φ−q(Kak(R, ε5, y)) = ∅.
Before we prove the claims, let us show how they imply the upper bound.
Take y ∈ Dε. By Claim A it follows that⋃
p∈[0,ε3R]
φ−p(Kak(R, ε
5, y)) ⊂ BR(y, ε,Pm).
Therefore by Claim B. and Lemma 5.2, we have
µ(BR(y, ε,Pm)) > µ
 ⋃
p∈[0,ε3R]
φ−p(Kak(R, ε
5, y))
 >
ε3Rµ(Kak(R, ε5, y)) > εd+3R−GR(U)+3
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Since this holds for every y ∈ Dε and µ(Dε) > 1 − ε it follows that for some C(ε) > 0
depending on ε only and by Remark 2.8, we have
KR(5ε,P) 6 C(ε)RGR(U)−3. (25)
Therefore β(log, 5ε,Pm) 6 GR(U)− 3 and so by Theorem 2.4, e((φt), log) 6 GR(U)− 3.
Notice moreover, that if GR(U) = 3, then by (25) it follows that the number of balls
does not depend on R. Therefore e((φt), u) = 0 for every function u ∈ F . By Theorem 2.6
it follows that if GR(U) = 3, then (φt) is standard.
So it remains to prove Claim A and Claim B.
Proof of Claim A. Take y ∈ Dε and let p ∈ [0, ε3R] be such that exp(pU)x ∈
Kak(R, ε5, y).
This by Definition 4.2 implies that for some |b| < ε5, |a| < ε5R , and g ∈ Bow(R, ε5, e)
satisfying aV (g) = aX(g) = 0, we have
x = exp(−pU) exp(aV ) exp(bX)gy. (26)
Let ψ(t) := te
b
e−b−aebt
be as in Lemma 5.3, h(t) = ψ(t) + p, A(x, y) := {t ∈ [0, R] :
φt(y) /∈ V mε2 } (notice that by (24), we have |A(x, y)| > (1 − ε)R). Moreover (see Remark
5.4), |h′(t)− 1| < ε for every t ∈ [0, R] and hence h satisfies the condition to be a (ε,Pm)-
matching function. We will show that for every t ∈ [0, R], we have
dF (φty, φh(t)x) 6 ε
3. (27)
This by right invariance, the definition of h(·) and (26) follows by showing
dG(e, exp(ψ(t)U)(exp(aV ) exp(bX) exp(−tU) exp(tU)g exp(−tU)) 6 ε3.
Since g ∈ Bow(R, ε5, e) it follows that dG(exp(tU)g exp(−tU), e) < ε5 for t ∈ [0, R].
Moreover, by Lemma 5.3, we have
dG(exp(ψ(t)U) exp(aV ) exp(bX) exp(−tU), e) < ε4.
The two above inequalities finish the proof of (27). By (27), for every t ∈ A(x, y) (see
(24)), we have Pm(φty) = Pm(φh(t)x). Since |(A(x, y)| > (1 − ε)R, it follows that x ∈
BR(y, ε,Pm). This finishes the proof of Claim A.
Proof of Claim B. We will argue by contradiction assuming that there exists x ∈
φq−p(Kak(R, ε
5, y)) ∩ Kak(R, ε5, y), with ε3R > |p − q| > 1 and y ∈ Dε. This, by the
Definition 4.2 in particular means (denoting r = p− q) that
x = exp(aV ) exp(bX)gy,
and,
exp(−rU)x = exp(a′V ) exp(b′X)g′y,
where g, g′ ∈ Bow(R, ε5, e) satisfy aV (·) = aX(·) = 0, |a|, |a′| 6 ε5R and |b|, |b′| 6 ε5. Choose
lifts x˜, y˜ ∈ G of x, y ∈ G/Γ minimizing dG(x˜, y˜). In particular since ε < inj(G/Γ),
x˜ = exp(aV ) exp(vX)gy˜ exp(−rU)x˜ = exp(a′V ) exp(b′X)g′y˜γ (28)
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for some γ ∈ Γ. Therefore using the second equality to express y˜γ and the first to
express y˜−1, we get
y˜γy˜−1 = g′
−1
exp(−b′X) exp(−a′V ) exp(rU) exp(aV ) exp(bX)g.
Notice that since |r| > 1 and all the other terms are ε small, it follows that γ 6= e.
Multiplying on the left by exp(−sX) and on the right by exp(sX) with s = 12 log ε2R gives
(exp(−sX)y˜)γ(exp(−sX)y˜)−1 = exp(−sX)g′−1 exp(sX) exp(−b′X)·
exp(e2sa′V ) exp(e−2srU) exp(e2saV ) exp(bX) exp(−sX)g exp(sX). (29)
By the definition of s it follows that max(|e2sa′|, |b′|, |e−2sr|, |e2sa|, |b|) 6 ε3. Moreover,
by Lemma 5.6 (with δ′ = 0) it follows that for w ∈ {g, g′−1} (since each such w ∈
Bow(R, ε5, e))
dG(exp(−sX)w exp(sX), e) < ε5/3.
Therefore, the RHS of (29) is ε2 close to e. But since we have chosen ε < inj(G/Γ),
dG((exp(−sX)y˜)γ(exp(−sXy˜))−1, e) > ε. This contradiction finishes the proof of the
upper bound.
Lower bound on the number of balls. Notice that from the upper bound estimates (in
particular, (25)), it follows that if GR(U) = 3, then (φt) is standard. Hence in what follows
we assume that GR(U) > 3, which, by Lemma 3.9 is equivalent to dimG−dim(C(X))−3 >
0 and we can use Theorem 6.1.
Fix δ > 0, 0 < ε < 1/100, and m ≥ mδ satisfying 1/m2 < ε′/C(d) and R > Rδ
and assume that x ∈ G/Γ and y ∈ Eδ are (ε,Pm)-matchable. Using Theorem 6.1 and
Definition 4.4 it follows that there exists p, q ∈ [0, R] (in fact p = u and q = h(u) where h
is the matching function) such that
φpx ∈ Kak(R1−δ, ε′, φqy).
This implies that
x ∈ φ−p
(
Kak(R1−δ, ε′, φqy)
)
.
Therefore,
BR(y, ε,Pm) ∩ Eδ ⊂
⋃
p,q
φ−p
(
Kak(R1−δ, ε′, φqy)
)
.
Let (Ri)
R2δ
i=1 be given by Ri = iR
1−2δ. We will show that any x, y ∈ Eδ which are
(1/100,Pm)-matchable have to satisfy
x ∈
⋃
p∈[−2R,2R]
φ−p
R2δ⋃
i=1
Kak(R1−4δ , ε′1/3, φRiy)
 (30)
Before we give the proof of (30), let us show how it implies the lower bound. By (30), we
have
BR(y, ε,Pm) ∩ Eδ ⊂
⋃
p∈[−2R,2R]
φ−p
R2δ⋃
i=1
Kak(R1−4δ , ε′1/3, φRiy)
 .
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Since ε′ < inj(G/Γ), by Lemma 5.2, for some c(ε′) > 0 (depending on ε′ only)
µ(BR(y, ε,Pm) ∩ Eδ) 6 4R1+2δmax
i
(µ(Kak(R1−4δ , ε′1/3, φRiy))) 6
c(ε′)R1+2δR−(1−4δ)(GR(U)−2) .
This gives
µ(BR(y, ε,Pm) ∩ Eδ) 6 c(ε)RU(δ),
where U(δ) = 1+2δ−(1−4δ)(GR(U)−2). Hence the number of balls needed to cover 1−ε
of space, i.e. KR(ε,Pm) is at least C(m)R−U(δ) (for some constant depending on m only).
Therefore β(log, ε,Pm) > −U(δ) and since the sequence (Pm) is generating e((φt), log) >
−U(δ). The proof is finished by taking limit as δ goes to 0, since −U(0) = GR(U)− 3. So
it remains to show (30).
Using Theorem 6.1 and Definition 4.4 it follows that there exists p, q ∈ [0, R] (in fact
p = u and q = h(u) where h is the matching function) such that
φpx ∈ Kak(R1−δ , ε′, φqy)
Let Rj be the number minimizing |q − Ri| (over all i). To finish the proof of (30) it is
enough to show that there exists ℓ = ℓ(p, q), |ℓ| 6 R such that (since |p+ ℓ| < 2R)
φp+ℓx ⊂ Kak(R1−2δ, ε′1/3, φRj (y)).
This however follows by Lemma 5.5 with ε3 = ε′, z = φpx, y = φqy, L = Rj − q. This
finishes the proof of Theorem 1.1.
So it remains to prove Theorem 6.1
7 Proof of Theorem 6.1
Outline of the proof: Assume that x, y ∈ G/Γ are (1/100,Pm)-matchable. Then every
matching arrow (of φux and φh(u)y) can be parametrized by j = j(u) ∈ N and w ∈ {1, 2}:
j ∈ N measures the splitting time of φux and φh(u)y in exponential scale (see the set
Cj,R,m(x, y) below). Moreover w ∈ {1, 2} gives the direction which is responsible for the
splitting, i.e. if w = 1 then the splitting is definitely produced by directions different than
V and if w = 2 then the splitting might be (but not necesarilly has to be) produced by
V (see (31) and (32)). Propositions 7.1 and 7.2 are purely of combinatorial nature (no
dynamics involved, just a counting argument). Proposition 7.1 states, that if for every j
(sufficiently large) the measure of arrows with label j, w, for w ∈ {1, 2} is exponentially
small (see b.) than the total measure of the matching is also small (since the series is
summable over j). Proposition 7.2 states that if in every window of size 2j(1+cδ) for c = 2
(in (A)) and c = 40 (in (B)) the relative measure of arrows with label j is exponentially
small, then the total measure of arrows with label j has to be small.
Fix δ > 0, m > 0 and R, j ∈ R+. Assume that x, y ∈ M are (1/100,Pm)-matchable.
Let A(x, y) ⊂ [0, R] denote the matching set and h : A(x, y)→ [0, R] the matching function.
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We define two sets which will play a crucial role in the proof. Recalling Definitions and
4.4 and 4.3, we define
Cj,R,m(x, y) := {u ∈ A(x, y) : dG(xu, yu) < 2m−2 and 2j 6 S(u, ε′) < 2j+1}.
Let (see Definition 4.4 and (9), (10))
C1j,R,m(x, y) := Cj,R,m ∩ {u ∈ A(x, y) : xu ∈ Kak1,δ(2j , ε′, yu)} (31)
and
C2j,R,m(x, y) := Cj,R,m ∩ {u ∈ A(x, y) : xu ∈ Kak2,δ(2j , ε′, yu)}. (32)
By definition, Cj,R,m(x, y) = C
1
j,R,m(x, y) ∪ C2j,R,m(x, y). Let d and be as in Lemma 5.9.
The following proposition implies Theorem 6.1:
Proposition 7.1. There exists c(d) > 0 and δ0 > 0 such that for every δ0 > δ > 0 there
exists a set Eδ ⊂ M , µ(Eδ) > 99100 and mδ, Rδ ∈ N such that for every m > mδ, R > Rδ
and every x, y ∈ Eδ there exist WR(x, y) ⊂ A(x, y) satisfying:
(a). |WR(x, y)| > 99100R;
(b). for every j ∈ N satisfying 2j 6 R1−40δ any (1/100,Pm)-matching of x and y (with
matching function h), we have for w = 1, 2∣∣Cwj,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y))∣∣ 6 c(d)R2d−1δj .
We will prove Proposition 7.1 in a separate subsection. Let us now show how the above
proposition implies Theorem 6.1.
Proof of Theorem 6.1. Fix δ > 0, R > Rδ, m > mδ, x, y ∈ Eδ and a ( 1100 ,Pm)-good
matching of x and y with the setA(x, y) and the matching function h. Notice that by the
definition of Pm and Cj,R,m(x, y), we have
A(x, y) ∩WR(x, y) ⊂
⋃
j∈N
Cj,R,m(x, y).
Moreover, by (12) and the definition of Cj,R,m(x, y), for j 6 log2 f(m),
Cj,R,m(x, y) = ∅. (33)
Hence, by (a) and the definition of Cj,R,m(x, y), we have (recall also that h is the
matching function, hence it is absolutely continuous)
1
m
> f¯PmR (x, y)
> 1− |((WR(x, y))
c ∪ h−1(WR(x, y))c) ∩ [0, R]|
R
−
1
R
∑
j>0
|Cj,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y))|
>
9
10
− 1
R
∑
j>0
|Cj,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y))|
(34)
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Let jR be such that,
2jR 6 R1−40δ < 2jR+1. (35)
By (33), (b) and Cj,R,m(x, y) = C
1
j,R,m(x, y) ∪C2j,R,m(x, y), we have
1
R
∑
j<jR
|Cj,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y))| 6
1
R
∑
log f(m)6j6jR−1
2c(d)R
2d
−1δj
6
1
1000
,
(36)
by enlarging m if necessary (since f(m) goes to ∞). Therefore and by (34) there exists
j1 > jR such that
Cj1,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y)) 6= ∅. (37)
By definition of Cj1,R,m(x, y) and (35) it follows that there exists u ∈ A(x, y) such that
S(u, ε′) > 2jR >
1
2
R1−40δ > R1−41δ . (38)
Since δ > 0 is arbitrary (changing δ′ = 41δ), this finishes the proof of Theorem 6.1.
7.1 Proof of Proposition 7.1
We will formulate a proposition which will imply Proposition 7.1.
Proposition 7.2. There exists c′(d) > 0 and δ0 > 0 such that for every δ0 > δ > 0
there exists a set Eδ ⊂ M , µ(Eδ) > 99100 and mδ, Rδ ∈ N such that for every m > mδ,
R > Rδ and every x, y ∈ Eδ there exist WR(x, y) ⊂ [0, R] such that (a) holds for every
(1/100,Pm)-matching of x, y (with matching function h) and for every j ∈ N satisfying
2j 6 R1−40δ, we have
(A) for every u ∈WR(x, y) (see Definition 2.7)
|C1j,R,m(x, y) ∩B(u, 2(1+2δ)j) ∩WR(x, y) ∩ h−1(WR(x, y))| 6 c′(d)2(1+2δ−2δ/d)j ;
(B) for every u ∈WR(x, y)
|C2j,R,m(x, y) ∩B(u, 2(1+40δ)j ) ∩WR(x, y) ∩ h−1(WR(x, y))| 6 2(1+20δ)j ;
Before we prove Proposition 7.2 let us show how it implies Proposition 7.1.
Proof of Proposition 7.1. Notice that by assumptions of Proposition 7.2 it follows that we
only need to prove (b) in Theorem 6.1 (with w = 1, 2 in (b)). The proof for w = 1 uses
(A) and the proof for w = 2 uses (B). Since the proofs in both cases follow the same lines,
we will give the proof in case w = 1. Fix j as in (b). Divide the interval [0, R] into disjoint
intervals I1, . . . , Ik of length 2
(1+2δ)j in the following way. Fix the smallest element
u1 ∈ C1j,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y)).
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Let I1 be an interval with right endpoint u1 and length l
1
j := 2
(1+2δ)j . Now inductively for
u > 1, we pick uw to be the smallest element in C
1
j,R,m(x, y)∩WR(x, y)∩ h−1(WR(x, y)) \
(I1 ∪ ... ∪ Iu−1). As uw satisfies (A), we let Iw be the interval with right endpoint uw and
length l1j . We continue until we cover C
1
j,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y)).
Since 2j 6 R1−40δ, we have 2(1+2δ)j < R1−δ ≪ R and hence k > 1. Moreover by
definition, we have
k 6
[
R
l1j
]
+ 2. (39)
Notice that by Definition 2.7, the fact that C1j,R,m(x, y) ⊂ A(x, y) and the definition of
(Ii) it follows that
C1j,R,m(x, y) ∩ Ii ∩WR(x, y) ∩ h−1(WR(x, y)) ⊂
⊂ C1j,R,m(x, y) ∩B(ui, 2(1+2δ)j) ∩WR(x, y) ∩ h−1(WR(x, y))
Therefore and by (A), we have
|C1j,R,m(x, y) ∩ Ii ∩WR(x, y) ∩ h−1(WR(x, y))| 6 c′(d)2(1+2δ−2δ/d)j . (40)
Summing over i ∈ {1, . . . , k} by (40) and (39), we get
|C1j,R,m(x, y) ∩WR(x, y) ∩ h−1(WR(x, y)| 6 (
R
l1j
+ 2)c′(d)2(1+2δ−2δ/d)j 6
c(d)R
2d−1δj
,
the last inequality by the definition of l1j and defining c(d) = 2c
′(d). This finishes the proof.
7.2 Proof of Proposition 7.2
In this section we will prove Proposition 7.2. It is the most technical part of the paper.
We will start by giving an outline of the proof:
Outline of the proof of Proposition 7.2: The arguments are very different in
proving (A) and (B). All the difficulty in proving (B) is transferred to Lemma 7.3. Indeed,
Lemma 7.3 directly implies Corollary 7.4 which implies (B). We will give the outline of
proof of Lemma 7.3 in the next section. The method in proving (A) is based on the fact
that if x ∈ Kak1,δ(2j , ε′, y) then the first non-orbit divergence occurs in a direction other
than V , X or U (the V coordinate is too small by definition of Kak1,δ) and consequently
the direction in which x, y split belongs to the centralizer C(U) but is different than
the flow direction. Since f¯ - metric allows one to “slide” along the orbits of points (ie,
U direction) only, there is no way to correct the splitting in the C(U) direction if it is
different than the flow (which is the case for (A)). Let us also stress out that the condition
dimG− dim(C(X))− 3 > 0 is only used in the proof of Lemma 7.3.
We divide the proof in several subsections. For j ∈ N let (see (9))
G(δ, j, y) = Kak2,δ(2j , ε′, y) ∩
 ⋃
p,q∈[2j(1+20δ),2j(1+40δ)+1]
φ−p(Kak
2,δ(2j , ε′, φqy)
 , (41)
We have the following lemma:
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Lemma 7.3. For j ∈ N let
EG(δ, j) = {y ∈ G/Γ : G(j, y) = ∅}.
There exists jδ > 0 such that for j > jδ ,
µ(EG(δ, j)) > 1− j−2.
By the above lemma it follows that if we define
E′δ :=
⋂
j>j′δ
EG(δ, j), (42)
then µ(E′δ) > 1− 106 if j′δ := max(jδ , 1010).
We will prove Lemma 7.3 in the last section, let us first state the following immediate
corollary:
Corollary 7.4. For y ∈ E′δ and x ∈ Kak2,δ(2j , ε′, y) with j > jδ, we have
φpx /∈ Kak2,δ(2j , ε′, φqy),
for any p, q ∈ [2j(1+20δ), 2j(1+40δ)+1].
Proof. This just follows by the definition of E′δ, since for y ∈ E′δ, we have G(δ, j, y) = ∅ for
j > jδ.
We can now prove Proposition 7.2:
Proof of Proposition 7.2. By ergodic theorem for χE′δ it follows that there exists a set
Eδ ⊂ E′δ ⊂ F , µ(Eδ) > 999/1000 and Nδ > 0 such that for every x, y ∈ Eδ and every
R > Nδ, we have
|WR(x, y) := WR(x) ∩WR(y)| > 99/100,
where, for z ∈ Eδ,
WR(z) := {t ∈ [0, R] : φtz ∈ E′δ}.
Notice that by the definition of WR(x, y) and the set E
′
δ it follows that (a) and (b)
hold. Hence we only need to show that (A) and (B) in Proposition 7.2 hold. The methods
of proof are different for (A) and (B), (B) being a simple consequence of Corollary 7.4.
Proof of (B): Notice that by the definition of C2j,R,m(x, y) (see also Definition 4.4) it
follows that if u ∈ C2j,R,m ∩WR(x, y) ∩ h−1(WR(x, y)), then yu = φh(u)y ∈ E′δ ⊂ Eδ and
xu ∈ Kak2,δ(2j , ε′, yu).
Notice that since h is an (1/100,Pm)-matching function it follows that for every v − u ∈
[2j(1+20δ), 2j(1+40δ)], we have
|h(v) − h(u)| < 2|v − u|.
Therefore and by Corollary 7.4 for y = yu and x = xu it follows that for any v ∈ [u +
2j(1+20δ), u+ 2j(1+40δ)] (notice that |h(v)− h(u)| < 2j(1+40δ)+1)
φv−u(xu) /∈ Kak2,δ(2j , ε′, φh(v)−h(u)(yu)).
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Note that φv−u(xu) = xv and φh(v)−h(u)(yu) = φh(v)y = yv.
Therefore
C2j,R,m(x, y) ∩
(
B(u, 2j(1+40δ)) \B(u, 2j(1+20δ))
)
= ∅.
So
|C2j,R,m(x, y) ∩B(u, 2j(1+40)δ) ∩WR(x, y) ∩ h−1(WR(x, y))| 6 2j(1+20δ).
and this finishes the proof of (B).
Proof of (A): Let u be the smallest element in C1j,R,m(x, y)∩B(u, 2j(1+2δ))∩WR(x, y)∩
h−1(WR(x, y)) (if such u doesn’t exist, then the intersection is empty and the proof is
finished).
We will show that there exists a setA′u ∈ [h(u), h(u)+2j(1+2δ) ], |A′u| 6 C ′(d)2j(1+2δ−2δ/d) ,
such that for every h(v) ∈ [h(u), h(u) + 2j(1+2δ)] \ A′u,
v /∈ C1j,R,m(x, y) ∩B(u, 2j(1+2)δ) ∩WR(x, y) ∩ h−1(WR(x, y)). (43)
This will finish the proof of (A) since |h′ − 1| < ε on A(x, y).
Assume for contradiction that (43) does not hold and let v belong to the RHS of (43).
By the definition of C1j,R,m(x, y) and Definition 4.4 and 4.3 it follows that for w = u, v, we
have
xw = exp(awV ) exp(bwX)gwyw, (44)
where |aw| < 2−j(1+10δ), |bw| < m−2 and gw ∈ Bow(2j , ε′, e) and aV (gw) = aX(gw) = 0
with dG(gw, e) < m
−2. Moreover, since |aw| 6 2−j(1+10δ), by Definition 4.4, Definition 4.3
and Definition 4.2, it follows that3
gw /∈ Bow(2j+1, ε′, e) (45)
Notice that ε′ is fixed, so we may choose m sufficiently large so that the condition
dG(gw, e) < m
−2 will imply that dG(gw, e) < C(d)
−1ε′, where C(d) is as in Corollary
5.10. Applying this Corollary with R = 2j+1 and ε = ε′ it follows that there exists
Au ⊂ [0, 2j(1+2δ)], |Au| 6 C(d)2j(1+2δ−2δ/d) and such that for every r ∈ [0, 2j(1+2δ)] \ Au,
we have
dG(exp(rU)gu exp(−rU), e) > 10ε′.
Hence, by Lemma 5.11, with R = 2j , and η′ = 2δ we have that for every r ∈ [0, 2j(1+2δ)]\Au
there exists sr ∈ [0, 4(LU + 1)jδ],
dG(exp(−srX) exp(rU)gu exp(−rU) exp(srX), exp(Cr)) < 2−δj , (46)
where Cr ∈ C(U) is as in the statement of Lemma 5.11.
Notice that xv = exp((v − u)U)xu and yv = exp((h(v)− h(u))U)yu. Therefore and by
(44) (setting p = v − u and q = h(v)− h(u)) it follows that if x˜ and y˜ are lifts of x and y,
for some γ ∈ Γ,
exp(pU) exp(auV ) exp(buX)gu exp(h(u)U)y˜
= exp(avV ) exp(bvX)gv exp(qU) exp(h(u)U)y˜γ
(47)
3The splitting time is defined through the V coefficient and dynamical control on gw. Since we are
in the set C1 (see the definition of Kak1,δ) it follows that the V coefficient is of lower order, hence the
splitting has to be produced by gw.
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We will consider two cases:
Case I. γ = e in (47). In this case we get
exp(pU) exp(auV ) exp(buX)gu exp(−qU) = exp(avV ) exp(bvX)gv (48)
By Lemma 5.3 and since |au| < 2−j(1+10δ), it follows that there exists l = l(p) with
p/2 < |l| < 2p, such that
exp(pU) exp(auV ) exp(buX) = exp(bpV ) exp(cpX) exp(lU),
and |bp| < 2|au|, |cp| < 4m−2. Therefore, using (48), we have
exp((l − q)U) exp(qU)gu exp(−qU) = exp(−cpX) exp(−bpV ) exp(avV ) exp(bvX)gv . (49)
If q ∈ [0, 2j(1+2δ) ] \ Au, then by (46), we have, that there exists s ∈ [0, 4(LU + 1)jδ] such
that
dG(exp(−sX) exp(qU)gu exp(−qU) exp(sX), exp(C)) < 2−jδ. (50)
Conjugate (49) by exp(sX). Since s 6 4(LU +1)jδ 6
1
2 log 2
j (since δ is of lower order
than LU ), by Lemma 5.7, we have
dG(exp(−sX)gv exp(sX), e) < m−1,
since ‖(zv)C‖ 6 dG(zv , e) 6 m−2. Moreover since |av|, |bp| 6 2−(1+10δ)jand |bv|, |cp| 6
4m−2 and since s 6 4(LU + 1)jδ, the RHS of (49) after conjugating by exp(sX) (term by
term) is 40m−2 close to e. Hence and by (50), we get
dG(exp(e
−2s(l − q)U), exp(−C)) 6 40m−2,
this however contradicts the properties of C (see Lemma 5.11), if m is chosen so that
ε′ > m−1/100. Consequently, for q ∈ [0, 2j(1+2δ) ] \ Au it follows that (50) does not hold.
Recall that q = h(v)− h(u). This shows that for v ∈ h−1([0, 2j(1+2δ) ] \Au), (43) holds. It
remains to define A′u = h
−1(Au) and notice that |A′u| 6 (1 + ε)|Au| (since h is a matching
function).
Case II. γ 6= e in (47). In this case (47) is equivalent to
exp(−qU)(gv)−1 exp(−bvX) exp(−avV ) exp(pU) exp(auV ) exp(buX)gu =
exp(h(u)U)y˜γy˜ exp(−h(u)U) (51)
Let s := 12 log 2
j(1+3δ). We have
dG(exp(−sX) exp(pU) exp(auV ) exp(buX)gu exp(sX), e) < 8
m1/3
. (52)
Indeed, this follows from applying the conjugation term-wise and by |p| < 2j(1+2δ), |au| <
2−j(1+10δ), |bu| 6 m−2 and dG(exp(−sX)gu exp(sX), e) < 1m1/3 (see Lemma 5.6 with
δ′ = 3δ). By an analogous reasoning, (52) holds also for v (and g−1v and −q instead of gu
and p). So by (51), for every, we have
dG((g−syu)γ
′(g−syu)
−1, e) <
16
m1/3
,
and this contradicts Lemma 4.1, since m is chosen after inj(G/Γ).
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7.3 Proof of Lemma 7.3
Let us start by giving outline of the proof:
Outline of the proof: We start by (53), which is the definition of G(j, y) not being
empty. Next, we transform (53) (using the bounds on coefficients) to (59). Then using
the properties P1 and P2 (which we prove in the appendix) we further transform it to
(63). We then have Lemma 7.5, which tells us that the set of solutions to (63) is 1
T (j)j3
small. Then using theorems on the cardinality of lattice points in balls in semisimple Lie
groups, it follows that Lemma 7.5 follows by Lemma 7.6 (in Lemma 7.5 we are summing
over γ ∈ Γ and in Lemma 7.6 the element γ ∈ Γ is fixed). The crucial result here is Lemma
7.7. It allows to show that there are (sufficiently many) small translations of the set Si,γ
which are disjoint. Therefore the measure of the set cannot be too large (this is made
precise in the proof of Lemma 7.6). The crucial condition dimG − dim(C(X)) − 3 > 0
is used to show that the "sufficiently many" translates is enough to get the estimates
since the cardinality of translates which are pairwise disjoint is strongly related to the
number dimG−dim(C(X))−3 (see the statement of Lemma 7.7)4. In fact this is the only
place in the whole proof of Theorem 1.1 in which we need this assumption. The method
of proving Lemma 7.7 goes by a straightforward calculation using the properties of the
adjoint representation of the sl(2,R) triple.
Proof of Lemma 7.3. Fix δ > 0 and j ∈ N. If G(δ, j, y) 6= ∅, there exists x ∈ G/Γ
such that x ∈ Kak2,δ(2j , ε′, y) and φpx ∈ Kak2,δ(2j , ε′, φqy). By (10) this implies that
x ∈ exp(aV ) exp(bX)gy, where g ∈ Bow(2j , ε′, e). (53)
with |a| ∈ [2−j(1+10δ), 2−j ], |b| 6 ε′ and aV (g) = aX(g) = 0. Analogously,
exp(pU)x ∈ exp(cV ) exp(dX)τ(g′) exp(qU)y, where g′ ∈ Bow(2j , ε′, e)
with c, d satisfy the same estimates as a, b and aV (g
′) = aX(g
′) = 0. We may lift x and
y to x˜ and y˜ so that the first equation holds for the lifts as well. We may without loss
of generality assume that y˜ is in a fixed fundamental domain F Combining the two above
equations and denoting yq = φqy and y˜q = exp(qU)y˜, yields for some γ ∈ Γ:(
exp(pU) exp(aV ) exp(bX)Bow(2j , ε′, e) exp(−qU))∩(
exp(cV ) exp(dX)Bow(2j , ε′, e)y˜qγ(y˜q)
−1
) 6= ∅.
In what follows below, we will conjugate equations by exp(sX) and exp(rU) and use the
fact that they preserve measure, hence the measure of the set of y for which the above
holds will be equal to that of the conjugated equation.
Conjugating the above equation by exp(−sX), with s = 12 log(2j) and using [X,U ] =
2U and [X,V ] = −2V , implies that for y˜′ = exp(−sX)y˜q and some γ ∈ Γ, we have
(
exp(p′U) exp(a′V ) exp(bX) exp(−sX)Bow(2j/2, ε′, e) exp(sX) exp(−q′U)
)
∩(
exp(c′V ) exp(dX) exp(−sX)Bow(2j/2, ε′, e) exp(sX)y˜′γ(y˜′)−1
)
6= ∅, (54)
4It follows that Lemma 7.7 is one of the main new tools which allows to generalize Ratner’s results from
[23].
35
where
p′, q′ ∈ [220jδ , 240jδ] |a′|, |c′| ∈ [2−10jδ , 1] and |b|, |d| 6 ε′. (55)
Moreover by Lemma 5.7 it follows that
exp(−sX)Bow(2j/2, ε′, e) exp(sX) ⊂ exp(C(U,X)ε′)BG(e, 2−j/2).
where C(U,X)ε′ = Bg(0, ε) ∩ C(U,X). Denote
h = exp(−dX) exp(−c′V ) exp(p′U) exp(a′V ) exp(bX) and B˜ = hBG(e, 2−j/2)h−1.
Notice that for w ∈ {d,−c′, a′, b} and W ∈ {U, V,X} (since all the numbers are small),
we have for every small enought r > 0, exp(wW )BG(e, r) exp(−wW ) ⊂ BG(e, Cr) (with a
global constant C). Moreover, by the bound on p′ (see (55)) it follows that
exp(p′U)BG(e, C2
−j/2) exp(−p′U) ⊂ BG(e, 2−j/2+KU jδ), for some global constant KU .5
Therefore, (by enlarging KU if necessary), we have
B˜ ⊂ BG(e, 2−
j
2
+KU jδ). (56)
Therefore (54), (56) and Lemma 3.3 imply that
y˜′γ(y˜′)−1 ∈ BG(e, 2−j(
1
2
−KUδ))m(p′, q′, a′, b, c′, d) exp(C(U,X)ε′1/3) (57)
where m(p′, q′, a′, b, c′, d) = exp(−dX) exp(−c′V ) exp(p′U) exp(a′V ) exp(bX) exp(−q′U).
From now, instead of the previous equation, we consider the square of the previous
equation. The reason is that in the Appendix we do the computations in SL(2,R) (and
then transfer to G) and this allows to deal with −id ∈ SL(2,R). Notice that considering
the adjoint action of components of m(p′, q′, a′, b, c′, d) one by one (see e.g. (13) and (14)
) on the ball BG(e, 2
−j( 1
2
−KUδ)) and since the elements in C(U,X)ε′1/3 are small, we have
if m = m(p′, q′, a′, b, c′, d), then
(m exp(C(U,X)ε′1/3))
−1BG(e, 2
−j( 1
2
−KUδ))m exp(C(U,X)ε′1/3) ⊂ BG(e, 2−j(
1
2
−2KUδ)).
(58)
Then our new equation is:
y˜′γ2(y˜′)−1 ∈ BG(e, 2−j( 12−2KUδ))m2(p′, q′, a′, b, c′, d) exp(C(U,X)2ε′1/3). (59)
In the Appendix we will show that for every p′, q′, a′, b, c′, d as above we have the
following: there exists K ′U > 0 (depending only on U) such that
P1. dG(m
2(p′, q′, a′, b, c′, d), e) < K ′U jδ,
and
P2. m2(p′, q′, a′, b, c′, d) = h exp(sX)h−1, where 40jδ−5 6 |s| 6 160jδ+6, h commutes
with C(U,X) and
h−1BG(e, 2
−j(1/2−2KU δ)+1)h ⊂ BG(e, 2−j(
1
2
−K ′Uδ))). (60)
Let (mi)
T (j)
i=1 ∈ G, be a 2−j/2 dense set in m2(p′, q′, a′, b′, c′, d), i.e. for every m2, there
exists mi such that d(m
2,mi) 6 2
−j/2. Notice that by P1 and Lemma 3.5 it can be done
with
T (j) 6 2K
′′
U jδ+3j/2. (61)
5Here the reasoning follows from (13) with s = 0 and t = p′ .
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for some K ′′U depending only on U , since BG(x, ε) ⊃ BSL(2,R)(x, ε). Then (59) implies
that for some i ∈ {1, . . . T (j)}, we have
y˜′γ2(y˜′)−1 ∈ BG(e, 2−j(
1
2
−2KUδ)+1)mi exp(C(U,X)2ε′1/3). (62)
By P2 it follows that mi = gi exp(siX)g
−1
i and moreover that gi commutes with
C(U,X). Therefore and by (60), if we denote γ′ = γ2 and z˜ = giy˜
′, then (62) implies that
z˜γ′(z˜)−1 ∈ BG(e, 2−j( 12−K ′Uδ)) exp(siX) exp(C(U,X)2ε′1/3) (63)
Since T (j) 6 2K
′
U jδ(23j/2), by the above reasoning6, Lemma 7.3 follows straightforward
by the following lemma:
Lemma 7.5. For j > jδ and for every i ∈ {1, . . . T (j)}
µ({z˜ ∈ F : ∃γ′ ∈ Γ, such that z˜ satisfies (63)}) 6 1
T (j)j3
. (64)
We will now show Lemma 7.5:
Notice that if z˜ ∈ F is a solution of (63), then by triangle inequality and the bound on
si (see P2) it follows that
dG(γ
′, e) 6 2dG(z˜, e) + 2 + |si| 6 81jδ.
By [8] Theorem 1.7 it follows that for some constant CΓ > 0
|γ ∈ Γ : dG(γ, e) 6 81jδ| 6 2CΓjδ. (65)
Define
S = Si,γ := {z˜ ∈ F : such that z˜ satisfies (63) with γ′ = γ}. (66)
By (65), Lemma 7.5 follows by showing:
Lemma 7.6. For every j ≥ jδ and γ ∈ Γ, with dG(γ, e) < 81jδ and every i ∈ {1, . . . , T (j)},
we have
µ(Si,γ) 6
1
j3T (j)2CΓjδ
(67)
For the remainder of the proof, we will let U,X, V be denoted by X00 , X
0
1 and X
0
2 so
as to simplify notation (our index on the superscript began at 1 before). In particular,{
Xkl : k = 0, . . . , n and l = 0, . . . ,mk
}
is a basis of g. Observe that C(X) = 〈Xkmk/2 : k =
1, . . . , n and mk ∈ 2Z〉. To prove Lemma 7.6, we need the following lemma:
Lemma 7.7. There exists a constant DU (depending on U only) such that for 0 6 tkl, skl 6
2−DU jδ for k = 1, . . . , n and l = 0, . . . mk, l 6= mk/2, if there exists (k0, l0) such that
|tk0l0 − sk0l0 | > 2−j(
1
2
−DUδ), then
exp
∑
k
∑
l 6=mk/2
tklX
k
l
Si,γ ∩ exp
∑
k
∑
l 6=mk/2
sklX
k
l
Si,γ = ∅, (68)
6We have assumed (53) and transformed the equation to (63). Hence the measure of y solving (53)
(and hence also belonging to the set EG(j) Lemma 7.3) is no larger than the measure of y′- solutions to
(63).
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Before we prove Lemma 7.7, let us show how it implies Lemma 7.6 and hence also
finishes the proof of Lemma 7.3.
Proof of Lemma 7.6. We take a maximal 2−j(
1
2
−DUδ)-separated set A inside the cube
[0, 2−DU jδ]dimG−dimC(X). Then by definition of maximal separated sets, we have
|A| > 2(j( 12−2DU δ)−1)(dimG−dimC(X)) (69)
Suppose s, t ∈ A, then they differ in one direction by at least 2−j( 12−DUδ). Notice that
since (tkl) ∈ [0, 2−DU jδ]dimG−dimC(X), we have
exp
(∑
tklX
k
l
)
Si,γ ⊂ V1(F ),
where V1(F ) = {x ∈ G : dG(x, F ) 6 1}.
Therefore, by (68), we have
µ(V1(F )) > µ
 ⋃
(tkl)∈A
exp
(∑
tklX
k
l
)
Si,γ
 = ∑
(tkl)∈A
µ
(
exp
(∑
tklV
k
l
)
Si,γ
)
= |A|µ(Si,γ),
(70)
Letting C ′Γ = µ(V1(F )), the above inequality and (69) implies:
µ(Si,γ) 6 C
′
Γ|A|−1 6 C ′Γ2−(j(
1
2
−2DUδ)−1)(dimG−dimC(X)). (71)
Since by assumption dimG − dim(C(X)) > 4, for small enough δ (smallness depending
only on constants DU ,K
′
U and CΓ ), we have
(j(
1
2
− 2DUδ) − 1)(dimG− dimC(X)) > 4(j(1
2
− 2DU δ)− 1) >
[CΓjδ +K
′
U jδ +
3
2
j] +
j
10
.
So by the bound on T (j) (see (61)), if 2j/10 > C ′−1Γ j
3 (which is always true for large j),
we have
CΓ2
−(j( 1
2
−2DUδ)−1)(dimG−dimC(X)) 6
1
j3T (j)2CΓjδ
.
This and (71) finish the proof of Lemma 7.6.
So it only remains to prove Lemma 7.7.
Proof of Lemma 7.7. Suppose that for t = (tkl), s = (skl) there is a (k0, l0) such that
|tk0l0 − sk0l0 | > 2−j(
1
2
−DUδ) and suppose by contradiction that there is a x˜ (different than
the x˜ from the start of this section) such that
x˜ ∈ exp
(∑
tklX
k
l
)
Si,γ ∩ exp
(∑
sklX
k
l
)
Si,γ .
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By definition (see (66) and (63)), that means there exists g1, g2 ∈ B(e, 2−j( 12−K ′Uδ)),
160jδ + 6 > |α| > 40jδ − 5 (in fact α = si) and h1 = exp(Y1), h2 = exp(Y2) with
Y1, Y2 ∈ C(U,X)2ε′1/3 , such that
g1h1 exp(αX) = exp
(
−
∑
tklX
k
l
)
x˜γx˜−1 exp
(∑
tklX
k
l
)
,
g2h2 exp(αX) = exp
(
−
∑
sklV
k
l
)
x˜γx˜−1 exp
(∑
sklX
k
l
)
.
(72)
Computing x˜γx˜−1 from the second equation and plugging into the first one, we get
g1h1 exp(αX) =
exp
(
−
∑
tklX
k
l
)
exp
(∑
sklX
k
l
)
g2h2 exp(αX) exp
(
−
∑
sklX
k
l
)
exp
(∑
tklX
k
l
)
.
(73)
Lemma 7.8. Let
M : (Y1, . . . , Yn) 7→ logalg(exp(Y1) . . . exp(Y2)).
Then there exists κ > 0, σ > 0 such that if ||(Y1, . . . , Yn)|| < σ, then∣∣∣∣∣∣M(Y1, . . . , Yn)−∑Yi∣∣∣∣∣∣ < κmax
i 6=j
||Yi|| · ||Yj|| .
Proof. This is an easy corollary of Taylor’s theorem with the knowledge that [Yi, Yi] = 0
for every i.
As 0 6 skl, tkl 6 2
−DU jδ, by Lemma 7.8 it follows that there exists K ′′′U > 0 and
g′2 ∈ B(e, 2−j(
1
2
−K ′′Uδ)) such that
exp
(
−
∑
tklX
k
l
)
exp
(∑
sklX
k
l
)
g2 = g
′
2 exp
(
−
∑
tklX
k
l
)
exp
(∑
sklX
k
l
)
.
Using this and multiplying (73) by exp(αX)−1 from the right, we have
g′−12 g1 exp(Y1) = exp
(
−
∑
tklX
k
l
)
exp
(∑
sklX
k
l
)
exp(Y2) exp(αX)·
exp
(
−
∑
sklX
k
l
)
exp
(∑
tklX
k
l
)
exp(−αX). (74)
We apply Lemma 7.8 to write exp
(−∑ tklXkl ) exp (∑ sklXkl ) as
exp
(
Y ′ +
∑
(skl − tkl)Xkl
)
,
where ||Y ′|| < κmax {|sk1l1tk2l2 |}. Notice that since the chain basis elements are eigen-
vectors for adX , we have by applying the conjugation to exp
(
Y ′ +
∑
(skl − tkl)Xkl
)
:
exp(αX) exp
(
−
∑
sklX
k
l
)
exp
(∑
tklX
k
l
)
exp(−αX) =
exp
(
Y ′′ +
∑
(skl − tkl)e(mk−2l)αXkl
)
(75)
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where if Y ′ =
∑
yklX
k
l , Y
′′ =
∑
e(mk−2l)αyklX
k
l , so∣∣∣∣Y ′′ − Y ′∣∣∣∣ < κmax{∣∣∣1− e(mk−2l)α∣∣∣}max {|sk1l1tk2l2 |} .
Therefore, since all terms are small
exp
(
−
∑
tklX
k
l
)
exp
(∑
sklX
k
l
)
exp(Y2) exp(αX)·
exp
(
−
∑
sklX
k
l
)
exp
(∑
tklX
k
l
)
exp(−αX) =
exp
(
Y ′ +
∑
(skl − tkl)Xkl
)
exp(Y2) exp
(
−Y ′′ −
∑
(skl − tkl)e(mk−2l)αXkl
)
=
exp
(
(Y ′ − Y ′′) + Y ′′′ +
∑
(skl − tkl)(1− e(mk−2l)α)Xkl + Y2
)
(76)
where
∣∣∣∣Y ′′′∣∣∣∣ ≤ κmax{∣∣∣∣∣∣Y ′ +∑(si − tj)Vi∣∣∣∣∣∣ ||Y2|| , ∣∣∣∣∣∣Y ′′ −∑(si − tj)eλilVi∣∣∣∣∣∣ ||Y2|| ,∣∣∣∣∣∣Y ′ +∑(si − tj)Vi∣∣∣∣∣∣ ∣∣∣∣∣∣Y ′′ −∑(si − tj)eλilVi∣∣∣∣∣∣} .
Thus if we set Y = Y ′′′ + Y ′ − Y ′′, we get the following very rough bound since all
terms in Y ′′′ and Y ′ − Y ′′ are products of terms bounded by this small number:
‖Y ‖ 6 ε′1/100
∥∥∥∑(skl − tkl)(1− e(mk−2l)α)Xkl ∥∥∥ . (77)
Finally notice that since 40jδ − 5 < |α| < 160jδ + 6 and by the choice of k0, l0 (recall
|sk0l0 − tk0l0 | > 2−j(
1
2
−DUδ)), we have
max
k,l
|(skl − tkl)(1 − e(mk−2l)α)| > |(sk0l0 − tk0l0)(1 − e(mk0−2l0)α)| >
1
2
|sk0l0 − tk0l0 | >
1
2
· 2−j( 12−DUδ). (78)
Recall that g1 ∈ B(e, 2−j( 12−K ′′Uδ)), g′2 ∈ B(e, 2−j(
1
2
−K ′′′U δ)) and then there exists a
constant K ′′′′U > 0 only depends on chain structure such that
g′−12 g1 ∈ B(e, 2−j(
1
2
−K ′′′′U δ)).
Thus, by Lemma 7.8, we have
g2
′−1g1 exp(Y1) = exp
(
Y1 +
∑
cklX
k
l
)
where |ci| 6 2−j( 12−K ′′′U δ). It follows that the X lk coefficients of the LHS of (74) are less than
2−j(
1
2
−K ′′′U δ) (since Y1 ∈ C(U,X) ⊂ C(X)). However, the coefficient by k0, l0 of the RHS of
(74) is by the definition of Y , (78), (77) and (76) bounded below by 12 · 2−j(
1
2
−DUδ), hence
if DU is large enough (in terms of K
′′′′
U ) we get a contradiction with (74). This finishes the
proof.
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Appendix: Proof of P1 and P2.
Recall that we have the homomorphism φ : sl(2,R) → g taking the standard horocyclic
generator of sl(2,R) to U . By Lemma 3.4, φ extends to φ˜. Therefore to prove P1 and P2
it is enough to make the computations in SL(2,R).
Recall that
m(p, q, a, b, c, d) = exp(−dX) exp(−cV ) exp(pU) exp(aV ) exp(bX) exp(−qU), (79)
where U, V,X with
p, q ∈ [220jδ, 240jδ ], |a| , |c| ∈ [2−10jδ, 1], |b|, |d| 6 ε′. (80)
We can consider this matrix in SL(2,R) or G equivalently. We have
Lemma 7.9. For every p, q, a, b, c, d as in (80), we have that m2 = h exp(sX)h−1, where
|s| ∈ [40jδ − 5, 160jδ + 6] and h = k exp(αU), with k ∈ SO(2) and |α| ≤ 2K ′Uδj for some
fixed K ′U
Before we prove the above Lemma let us show how it implies P1 and P2:
Proof of P1 and P2. Notice that by right invariance of dSL(2,R) and triangle inequality,
we have
1
2
dSL(2,R)(m
2, e) 6 dSL(2,R)(m, e) 6 dSL(2,R)(exp(−dX), e) + dSL(2,R)(exp(−cV ), e)+
dSL(2,R)(exp(pU, e)+dSL(2,R)(exp(aV ), e)+dSL(2,R)(exp(bX), e)+dSL(2,R)(exp(−qU), e)
Notice that by (80) it follows that the terms of the RHS with d, c, a, b are bounded.
Moreover, by Lemma 3.6 it follows that
dSL(2,R)(exp(pU, e), dSL(2,R)(exp(−qU, e) 6 Cmax(log p, log q) 6 40Cjδ.
This finishes the proof of P1.
Notice also that the first part of P2 follows from Lemma 7.9 with
h = k exp(αU). Let us now show (60). Notice that
k exp(αU)BG(e, 2
−j(1/2−2KU δ)+1) exp(−αU)k−1 =
exp(αU)BG(e, 2
−j(1/2−2KU δ)+1) exp(−αU). (81)
Futhermore, by the bound on α and (13), we get that the right hand side above is
contained in BG(e, 2
−j(1/2−K ′′U δ)) for sufficiently large j. This finishes the proof.
So we only need to prove Lemma 7.9
Proof of Lemma 7.9. Then by direct computation, we have
m =
(
eb
(
ae−dp+ e−d
)
e−b−dp− eb (ae−dp+ e−d) q
eb
(
a
(
ed − cedp)− ced) e−b (ed − cedp)− eb (a (ed − cedp)− ced) q
)
. (82)
The trace of this matrix is
e−b−d
(
qe2(b+d)(a(cp − 1) + c) + e2b(ap+ 1) + e2d(1− cp)
)
.
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Notice that |acpq| eb+d is the dominating term above (see (80)), we have 910 |acpq| eb+d ≤
Tr(m) ≤ 1110 |acpq| eb+d. Therefore,
220jδ−1 6 |Tr(m)| 6 280jδ+1. (83)
Since |Tr(m)| > 2, m is diagonalizable. As a result we have Tr(m) = λ−1+λ (suppose
|λ| > 1), with 220jδ−2 6 |λ| 6 280jδ+2. The estimate of m2’s eigenvalue will follow from
this.
So m can be diagonalized as m = h′
(
λ
λ−1
)
h′−1. Write h′ = kan′, with k ∈
SO(2,R), a a diagonal matrix, and n′ = exp(α′U) for some α′ ∈ R. Then h′ = kna, and
notice that if ±h′ exp(sX)h′−1 = m, then if h = kn, ±h exp(sX)h−1 = m.
Now, d(±h exp(sX)h−1, e) = d(±kn exp(sX)n−1k−1, e) = d(±n exp(sX)n−1, e). If
n = exp(αU), then n exp(sX)n−1 = exp((1 − λ−2)αU) exp(sX), so
d(± exp((1 − λ−2)αU, e) = d(n exp(sX)n−1 exp(−sX), e)
≤ d(n exp(sX)n−1, e) + d(exp(−sX), e) = d(m, e) + |s| ≤ 160Cjδ + 160jδ + 4. (84)
On the other hand, d(± exp((1 − λ−2)αU, e) ≥ c log ∣∣(1− λ−2)α∣∣ − π ≥ c log |α| +
c log
∣∣1− λ−2∣∣−π (we get a π because we may need to multiply by −id which has distance
π to e). Therefore, log |α| ≤ 2K ′U jδ.
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