Abstract. Tail asymptotics for the supremum of an independent subadditive process are obtained as a function of the logarithmic moment generating function. We use this analysis to obtain large deviations results for queueing networks in their stationary regime. In the particular case of (max,plus)-linear recursions, the rate of exponential decay of the stationary solution can be explicitly computed.
Introduction
In this paper, we study large deviations asymptotics of the form lim x→∞ 1 x log P(Z > x) = −θ * , (0. 1) where the random variable Z corresponds to a "global" state variable of a random process. We only deal with exponentially decaying distributions. This paper is made of three parts, each of them building up on the results of the previous one. Here is a brief overview:
• In part one, we derive tail asymptotics of the form (0.1) where Z is the global maxima of an independent subadditive process. In particular, we show that the associated θ * is positive and give an explicit way of computing its value.
• In the second part, we derive the tail asymptotics (0.1) where Z corresponds to the "time to empty" a queueing network in its stationary regime. This definition will be made precise in the framework of monotone-separable networks.
• In the last part, we concentrate on a sub-class of the monotone-separable networks, namely the (max,plus)-linear networks. We derive for the stationary solution of a (max,plus)-linear recursion the associated θ * in an explicit way.
Tail asymptotics for the supremum of an independent subadditive process. Let S n = X 1 + · · · + X n be a random walk where the sequence {X, X i , 1 ≤ i} is a sequence of independent identically distributed (i.i.d) random variables, whit E[X] < 0. Define M := sup n≥1 S n < ∞ a.s. Then we have lim x→∞ 1 x log P(M > x) = −θ * , where θ * = sup θ > 0, log E e θX < 0 , (0. 2) with the convention that the supremum of the empty set is −∞. Note that this case has been extensively studied in the literature and much finer estimates are available, see the complementary works of Iglehart [17] and Pakes [24] .
In the first part, we extend this result by considering instead of the additive process S n , a subadditive process Y [1,n] . Our main result is that the tail asymptotics (0.2) remains valid when one replace the logarithmic moment generating function of the X i 's by the properly scaled logarithmic moment generating function of the process Y [1,n] . In particular, all the information needed to establish (0.2) is contained in the scaled logarithmic moment generating function. We do not require any large deviation principle for the process { Y [1,n] n }. This is a surprising fact in the field of large deviations for subadditive processes. Indeed studying the random variable M is much simpler than trying to get a large deviations principle for the process {Y [1,n] /n} (which remains an open question in the independent subadditive case) and we give an example of two subadditive processes with the same scaled logarithmic moment generating function but satisfying large deviation principle with different rate functions.
Large deviations for monotone separable networks. Literature on large deviations of queueing networks with feedback is rare and confined to the setting of networks described by finite-dimensional Markov processes, see Dupuis and Ellis [11] , Dupuis, Ellis and Weiss [12] and the recent work of Igniatiouk-Robert [18] , [19] . Moreover, these works concentrate on local large deviations and cannot handle the large deviations of the network in its stationary regime. The large deviation asymptotics of queueing systems are difficult to analyze because they are dynamical systems with discontinuities. To the best of our knowledge, there is no rigorous result on the large deviations of non-exponential networks with feedback in their stationary regime.
We will show in the second part that the monotone-separable framework allows us to derive the tail asymptotics for "global" variable of the stationary version of such networks. This framework was first introduced by Baccelli and Foss [3] to study the stability condition of these networks. In particular, this framework includes generalized Jackson networks, stochastic Petri Nets and polling systems. The main theorem of this second part is Theorem 4.2 that gives the exponential decay of the stationary maximal dater (which will be defined latter) for such networks in term of the asymptotic logarithmic moment generating function.
Case of study: (max, plus)-linear systems. To apply our Theorem 4.2 we consider the subclass of the monotone separable networks consisting of the (max,plus)-linear networks. From a queueing point of view, these networks include for example the single server queue, tandem queues, fork-join systems and the maximal dater corresponds to the end-to-end delay. Our work extends the analysis of tandem queues done by Ganesh [13] .
More generally we study in the third part the stationary solution of a (max,plus)-linear recursion. Results concerning large deviations of products of random topical operators have been obtained by Toomey in [26] . In rough words, these results would correspond to large deviations of the process Y [1,n] (i.e. before taking the supremum). However very restrictive conditions are required on the coefficients of the matrix. Here we do not assume these requirements to be fulfilled but we show that under mild assumptions on the matrix structure, the tail behavior of sup n Y [1,n] is explicitly given and can be computed (or approximated) in practical cases.
We should stress that the general methodology developed in this paper is not restricted to the class of (max,plus)-linear networks. In particular, the case of generalized Jackson networks is studied in [22] and will be the main focus of [21] . Part 1. Tail asymptotics for the supremum of an independent subadditive process
Framework and main result
Assume the variables {ξ n } are random variables defined on a common probability space (Ω, F, P, θ), where θ is an ergodic, measure-preserving shift transformation, such that ξ n • θ = ξ n+1 . We assume that there exists a set of functions {g ℓ }, g ℓ : K ℓ → R, such that:
for all m ≤ n. The functions g n are deterministic and we assume that they are such that the family of random variables Y = {Y [m,n] , m ≤ n, m, n ∈ Z} is a subadditive process, i.e. satisfies the following three conditions:
, for all m ≤ ℓ < n; (2) stationarity: the joint distributions of {Y [m,n] , m ≤ n} are the same as the joint distributions of
and all n ≥ 0.
Under the foregoing ergodic assumption, there exists a constant µ such that (see Kingman [20] )
In what follows, we will make the following assumptions:
(A1) the constant µ defined in (1.2) is negative; (A2) the sequence {ξ n } is a sequence of i.i.d. random variables; (A3) There exists η > 0 such that, E e ηY [1, 1] < ∞, and for θ > 0, if E e θY [1, 1] 
then E e θY [1,n] = ∞ for all n.
In view of assumption (A1), one can define the following random variable:
Note that the random variables
are independent whenever a ≤ b < c ≤ d < · · · < e ≤ f , we say that the subadditive process Y is independent.
We know that a subadditive independent process is superconvolutive and the existence of the following moment generating function follows [16] (see Lemma 3.1 for a proof),
log E e θY [1,n] ,
where the supremum of the empty set is −∞. Theorem 1.1. Under previous assumptions, we have θ * > 0 and
Theorem 1.1 extends a well-known result in the case of random walks to the case of independent subadditive processes. One important point is that we do not require any large deviations principle for the process {Y [1,n] /n}. The existence of the constant θ * is ensured by the moment condition (A3) and its value is explicitly given by (1.3).
Example.
• A first difference with the additive case is that it is possible that P(M > x) > 0 for any x > 0 while θ * = ∞: consider the following subadditive process,
where {X i } is a sequence of i.i.d. Bernoulli random variables with P(X = 1) = p = 1 − P(X = 0) < 1 and Z ∼ N ormal(0, 1) is independent of everything else. We have clearly lim n→∞ Y [1,n] /n = −1 and log e θY [1,n] = log p n (e θ 2 /2 − 1) + 1 − nθ.
Hence we have Λ(θ) = −θ < 0, for all θ > 0 and P(M > x) ≥ P(X 1 = 1)P(Z > x+1) > 0 for all x.
• Note that in the additive case, the fact that E e θY [1, 1] = ∞ implies that E e θY [1,n] = ∞ for all n. In the subadditive case, this not anymore true and Assumption (A3) is needed for Theorem 1.1 to hold. Consider a sequence of i.i.d. exponentially distributed (with mean 1) random variables {X n } n and consider the subadditive process (n ≤ m):
In this case, we clearly have M = X 1 , hence P(M > x) = e −x and
• Consider the case
, where the processes Z and S are independent, S is a non-negative additive process (i.e. a random walk) and Z is a subadditive process with
Then we have for θ > 0, E e θY [1,n] = E e θZ [1,n] E e −θS [1,n] ≥ E e θY [1, 1] E e −θS [1, 1] n−1
, and Assumption (A3) is satisfied as soon as E e ηY [1, 1] < ∞ for some η > 0.
To make the connection with the existing literature, we state the following result (which proof is given in Section 3.4): 
Without the assumption that the process Y [1,n] is subadditive, this kind of result has been extensively studied in the queueing literature (we refer to the work of Duffy, Lewis and Sullivan [10] ). However, we see that considering the moment generating function instead of the rate function allows us to get a more general result than (1.4) since we do not require the assumption on the tail (see the example of section 8). Indeed this assumption ensures that the tail asymptotics of P(Y [1,n] > nc) for a single n value cannot dominate those of P(M > x). In this case, equation (1.4) has a nice interpretation: the natural drift of the process Y [1,n] is µn, where µ < 0. The quantity I(α) can be seen as the cost for changing the drift of this process to α > 0. Now in order to reach level x, this drift has to last for a time x/α. Hence the total cost for reaching level x with drift α is xI(α)/α and the process naturally choose the drift with the minimal associated cost. We will see how this non-rigorous heuristic can be made more precise in what follows.
Beyond the Gärtner-Ellis theorem
In this section, we discuss the relations between Theorem 1.1 and Gärtner-Ellis Theorem.
If the origin belongs to the interior of the domain D Λ = {θ, Λ(θ) < ∞} (which is not required here), we see that Assumption 2.3.2 of [8] is satisfied. In which case, the upper bound of the Gärtner-Ellis Theorem holds (see Theorem 2.3.6 in [8] ), hence for α > 0 we have,
where Λ * (x) = sup θ≥0 {θx − Λ(θ)} is the Fenchel-Legendre transform of Λ(θ). Note that we restrict the supremum over the set θ ≥ 0 and the function x → Λ * (x) is non-decreasing in x > 0 (see the following Section 3.5 for a justification).
We give now an example of a subadditive independent process for which the upper bound (2.1) given by Gärtner-Ellis Theorem is not tight.
Consider the following independent sequences {σ 1 i } and {σ 2 i } of i.i.d. random variables:
i=u σ ℓ i and we define the random variable
With max(1+p, 3p) < a < 3, we can define M = sup n (Z [1,n] −na) < ∞ which is the supremum of an independent subadditive process with negative drift. We denote the moment generating functions as follows Λ ℓ (θ) = log E e θσ ℓ 1 . It is easy to compute (this will be done in a much more general context in Part 3),
Thanks to Theorem 1.1, we see that we have
Note that our example corresponds to a system of 2 queues in tandem and that this result follows directly from the work of Ganesh [13] .
The rate functions for S 1 [1,n] and S 2 [1,n] are
On the exponential scale a deviation happens in the most likely way. Hence, we have for all x ≥ max(1 + p, 3p):
where I(x) = min(J 1 (x), J 2 (x)). This function is clearly not convex as shown on Figure 1 for p = 1/3. We have I(x + a) ≥ Λ * (x) and these functions are distinct. Hence, in this case, the upper bound given by Gärtner-Ellis Theorem is not tight.
There is no hope to find a general large deviation theory of subadditive processes where the rate function would be given by the convex conjugate of the logarithmic moment generating function. Another example (leading to the same conclusion) can be found in [25] . In their work, Seppäläinen and Yukich consider subadditive Euclidean functionals that are regular nearly additive processes. This property allows them to derive a LDP for such functionals. In our framework, such an approach is not valid since it cannot handle previous example.
Our example provides a simple illustration of a limitation inherent in the convex methodology: the upper rate function is the best possible convex upper bound and does not necessary coincide with the actual rate function. A similar phenomena in the context of mixture of probability measures was observed by Dinwoodie and Zabell in [9] .
We end this section by showing that the information given by the scaled moment generating function is not enough to prove a LDP. We modify our example in order to get two independent subadditive processes with the same scaled moment generating function but with different rate functions.
Consider the following sequence {σ 3 i } of i.i.d. random variables independent of previously defined random variables,
With the same notation as above, we takeZ [1,n] 
. With the following choice of parameters: p = 1/3, q = 1/2, k = 2 and y = 1/5 we have Λ 3 (θ) ≤ max(Λ 1 (θ), Λ 2 (θ)). Hence the processes Z [1,n] andZ [1,n] have the same scaled moment generating function but they clearly have different rate functions as shown on Figure 2 . 
for some 0 ≥ θ ≥ τ , τ < 0 and all r. Then the limits,
exist for all x and all θ ≤ 0 and satisfy
This results allows Grossmann and Yakir [15] to prove a similar result to ours but for the large deviations of the global maxima of independent super-additive processes. We should stress that Proposition 2.1 leaves open the question: for what values of x is it the case that ψ(x) < 0? In particular, Grimmett gives in [14] , an example of a subadditive process for which it is not the case that ψ(µ − ǫ) < 0 (where µ = lim n Y [1,n] n ).
Proofs

Moment generating function.
Lemma 3.1. Under the foregoing assumption, the following limit
Thanks to the subadditive property of Y , we have,
and Y [1,n] and Y [n+1,n+m] are independent. Hence for θ ≥ 0, we have,
Hence we can define for any θ ≥ 0,
as an extended real number. The fact that Λ is a proper convex function follows from Lemma 2.3.9 of [8] . The last fact follows from Assumption (A3) and, 1 n log E e θY [1,n] ≤ log E e θY [1, 1] for θ ≥ 0.
Under the foregoing assumptions, we have θ * > 0 and
Proof. Let
We fix n such that
We first show that θ n > 0 and
The function θ → Λ n (nθ) is convex, continuous and differentiable on [0, η). Hence we have
which is less than zero for sufficiently small δ > 0. Hence, the set over which the supremum in the definition of θ n is taken is not empty and θ n > 0. Now (3.3) and (3.4) follow from the definition of θ n , the convexity of θ → Λ n (nθ) and the fact that Λ n (0) = 0.
We now show that θ n → θ * as n → ∞. We have for θ ≥ 0
Hence for θ ≥ 0, we have
This implies that θ * ≥ θ n > 0. If θ * < ∞, we can choose ǫ > 0 such that θ * − ǫ > 0 and then we have Λ n (n(θ * − ǫ))/n → Λ(θ * − ǫ) < 0. Hence for sufficiently large n, we have
hence θ * − ǫ ≤ θ n , and we proved that θ n → θ * . Λ(.) is a convex function and since Λ(0) = 0, the lemma follows.
If θ * = ∞, we still have θ n → ∞ (that will be needed in proof of Lemma 3.3) by the same argument as above with θ * − ǫ replaced by any real number. 
Proof. For any L ≥ 1, we denote for n ≥ 0,
and we have, for
and the right-hand term is almost surely finite.
We will show that under previous assumptions, we have lim sup
where θ L is defined as in (3.2).
Thanks to Lemma 3.2 we know that θ L → θ * as L tends to infinity, hence the lemma will follow.
We now prove (3.5). We define
For all θ and ǫ > 0, there is a finite positive constant A such that,
The constant A depends on θ and ǫ, but this is suppressed in the notation.
We have (with the convention that the constant A differs from line to line but is always finite),
and thanks to Lemma 3.1, we have
Therefore, E e θU (L) ≤ A for some finite constant A. Hence by Chernoff's inequality,
Since the above holds for all 0 < θ < θ L , we get lim sup
3.3. Lower Bound. We take the following notation: P n (A) = P(Y [1,n] ∈ A), and the same convention forP θ,n defined for θ such that Λ n (nθ) < ∞, as the transformed measure:
The function θ → Λ(θ) is convex, hence the left-hand derivatives Λ ′ (θ−) and the right-hand derivatives Λ ′ (θ+) exist for all θ > 0. Moreover, we have Λ ′ (θ−) ≤ Λ ′ (θ+) and the function θ →
where ∆ is at most countable.
The following lemma is similar to Lemma 10 of Zerner [27], Lemma 3.4. Let θ > 0, and u < v such that
Proof. First note that Λ ′ (θ+) is well defined hence there exists y > 0 such that Λ(θ + y) < ∞, hence Λ n (n(θ + y)) < ∞, for all n sufficiently large. We have for all 0 < x < y,
Hence, we have lim sup
which is negative for small x. A corresponding statement holds for the event {Y [1,n] ≤ nu}, this implies (3.6).
Lemma 3.5. Under the foregoing assumptions, we have
Proof. We consider first the case where there exists θ > θ * such that Λ(θ) < ∞. In this case we have Λ(θ * ) = 0 and Λ ′ (θ * +) > 0. To prove this, assume that Λ ′ (θ * +) = 0. Take θ < θ * , thanks to Lemma 3.2, we have Λ(θ) < 0. Choose ǫ > 0 such that 0 < Λ(θ * + ǫ) < ǫ|Λ(θ)|. We have
which contradicts the convexity of Λ(θ).
Hence, we can find t ≤ θ * + ǫ such that
Note that these conditions imply t > θ * and Λ ′ (t) ≥ Λ ′ (θ * +) > 0.
Moreover for any α > 0, ǫ > 0, we have
Fix α := Λ ′ (t) − ǫ/2 > 0. Given x > 0, define n := ⌊x/α⌋. We have
hence we have
Taking the limit in x and n (while α is fixed) gives thanks to Lemma 3.6 lim inf
We consider now the case where for all θ > θ * , we have Λ(θ) = ∞.
Fix
Thanks to subadditivity, we haveP K (Y [1,n] ≤ nK) = 1 and the following moment generating function is bounded, for θ ≥ 0,
Moreover, we havẽ
Thanks to subadditivity, we have
hence thanks to the independence, we can define,
Thanks to the preceding proof, there exists α > 0 such that lim inf
Hence we have lim inf
Note that for any fixed θ, the function Λ K (θ) is nondecresing in K and lim K→∞ Λ K (θ) = Λ(θ). Hence we haveΛ K (θ * + ǫ) → ∞ as K tends to infinity. Hence for sufficiently large K, we havẽ Λ K (θ * + ǫ) > 0 and this implies thatθ K ≤ θ * + ǫ.
Hence dividing by α and taking the limit K → ∞ in (3.7) gives:
and the lemma follows. Thanks
For θ * + ǫ > θ > θ * , we have Λ(θ) > 0 thanks to Lemma 3.2. Hence there exists α * ∈ R such that θα * − I(α * ) > 0. Since I is non-negative and θ > 0, we have α * > 0 and,
Since we took any θ * + ǫ > θ > θ * , we proved
3.5. Estimating tails. In this paper, we are interested in estimating tail probabilities. As in [7] , we introduce (Λ * denotes the convex conjugate of Λ),
Lemma 3.6. We have
and the function Λ * + (x) is non-decreasing in x.
Proof. We show that Λ * (γ(0)−a) = 0 and for all x ≥ γ(0)−a, we have Λ * (x) = sup θ≥0 {θx − Λ(θ)}, from which the lemma follows. Since Λ n (defined in (3.1)) is convex and differentiable in 0, we have Λ n (θ) ≥ Λ ′ n (0)θ and taking the limit on both sides, we get
Hence for all x ≥ γ(0) − a, we have for θ < 0
The monotonicity of Λ * + follows from the monotonicity of θx − Λ(θ) in x as θ is fixed.
Part 2. Large deviations for monotone-separable networks
In this part, we consider a stochastic network described by the following framework
• The network has a single input point process N , with points {T n }; for all m ≤ n ∈ N , let N [m,n] be the restriction of N , namely the point process with points {T ℓ } m≤ℓ≤n .
• The network has a.s. finite activity for all finite restrictions of N : for all m ≤ n ∈ N , let X [m,n] (N ) be the time of last activity in the network, when this one starts empty and is fed by N [m,n] . We assume that for all finite m and n as above, X [m,n] is finite.
We assume that there exists a set of functions {f ℓ }, f ℓ : R ℓ × K ℓ → R, such that:
for all n, m and N , where the sequence {ζ n } is that describing service times and routing decisions.
We say that a network described as above is monotone-separable if the functions f n are such that the following properties hold for all N :
(1) Causality: for all m ≤ n,
(2) External monotonicity: for all m ≤ n,
whenever N ′ := {T ′ n } is such that T ′ n ≥ T n for all n, a property which we will write N ′ ≥ N for short; (3) Homogeneity: for all c ∈ R and for all m ≤ n
4. Tail asymptotics of the maximal dater 4.1. Stability and stationary maximal daters. In this section, we summarize the main results of Baccelli and Foss [3] .
By definition, for m ≤ n, the [m, n] maximal dater is
Note that Z [m,n] (N ) is a function of {ζ l } m≤ℓ≤n and {τ l } m≤ℓ≤n only, where τ n = T n+1 − T n . In particular, Z n := Z [n,n] (N ) is not a function of N (which makes the notation consistent).
Under the above conditions, the variables X [m,n] and Z [m,n] satisfy the internal monotonicity property: for all N , m ≤ n,
In particular, the sequence {Z [−n,0] (N )} is non-decreasing in n. Put 
Assume the variables {τ n , ζ n } are random variables defined on a common probability space (Ω, F, P, θ), where θ is an ergodic, measure-preserving shift transformation, such that (τ n , ζ n ) • θ = (τ n+1 , ζ n+1 ). The following integrability assumptions are also assumed to hold:
Denote by Q = {T ′ n } the degenerate input process with T ′ n = 0 a.s. for all n.
Lemma 4.2. [3] Under the foregoing ergodic assumption, there exists a non-negative constant
The main result on the stability region is the following:
Under the foregoing ergodic assumptions, either Z = ∞ a.s. or Z < ∞ a.s.
A proof of this result can be found in [1] see Theorem 2.11.3. We give in Section 5 an upper bound and a lower bound that allow to prove Theorem 4.1. These bounds will be used for the study of large deviations.
Moment generating function and tail asymptotics.
In the rest of the paper, we will make the following assumptions (that are of course compatible with previous stationary ergodic assumptions):
• Assumption (AA) on the arrival process into the network {T n }:
{T n } is a renewal process independent of the service time and routing sequences {ζ n }.
Moreover for all real θ, the function
is finite in a neighborhood of 0.
• Assumption (AZ): the sequence {ζ n } is a sequence of i.i.d. random variables, such that the random variable Z 0 := Z [0,0] is light-tailed, i.e. for θ in a neighborhood of 0,
• Stability: γ(0) < a := E[T 1 − T 0 ] see Theorem 4.1.
The subadditive property of Z directly implies the following property (its proof follows the lines of the proof of Lemma 3.1): for any monotone separable network that satisfies assumption (AZ), the following limit
exists in R ∪ {+∞} for all θ. Further, the origin belongs to the interior of its domain
Note that the subadditive property of Z is valid regardless of the point process N (see Lemma 4.1). Like in the study of the stability of the network, it turns out that the right quantity to look at is Z [m,n] (Q) where Q is the degenerate input point process with all its point equal to 0.
Theorem 4.2. Under previous assumptions, we have
where
It is relatively easy to see that under our light-tailed assumption the stationary maximal dater Z will be light-tailed (see Corollary 3 in [4] ). Theorem 4.2 shows that the tail distribution of Z is indeed exponentially decaying for any monotone-separable network. But the main contribution of this theorem is to give an explicit way of computing this rate of decay. It is the goal of the third part of this paper to show that it is actually possible to calculate the logarithmic moment generating function Λ Z for various categories of networks.
In the context of heavy-tailed asymptotics (and more precisely for subexponential distributions), the moment generating function is infinite for all θ > 0. There is no general result for the tail asymptotics of the maximal dater of a monotone separable network. However the methodology derived by Baccelli and Foss [4] allows to get exact asymptotics for (max,plus)-linear networks [6] and generalized Jackson networks [5] .
Upper G/G/1/∞ queue and lower bound for the maximal dater
The material of this section is not new and may be found in various references (that are given in what follows). For the sake of completeness, we include all the proofs. We derive now upper and lower bounds for the stationary maximal dater Z. These bounds allow to prove Theorem 4.1 and will be the main tools for the study of large deviations.
We first derive a lower bound that will give us part (b) of Theorem 4.1.
Proposition 5.1. We have the following lower bound
Proof. For n fixed, let N n be the point process with point
where we used external monotonicity in the first inequality and homogeneity between the first and second line.
Proof. of Theorem 4.1 part (b)
Suppose that λγ(0) > 1, then we have
which concludes the proof of part (b).
We assume now that γ(0) < a. We pick an integer L ≥ 1 such that
which is possible in view of Lemma 4.2. Without loss of generality, we assume that T 0 = 0. Part (a) of Theorem 4.1 will follow from the following proposition (that can be found in [4] ):
Proposition 5.2. The stationary maximal dater Z is bounded from above by the stationary response timeR in the G/G/1/∞ queue with service timeŝ where L is the integer defined in (5.1) . Since 
Proof. To an input process N , we associate the following upper bound process, N + = {T + n } ≥ N , where T + n = T kL if n = (k − 1)L + 1, . . . , kL. Then for all n, since we assumed T 0 = 0, we have thanks to the external monotonicity,
We show that for all k ≥ 1,
This inequality will follow from the two next lemmas Lemma 5.1. Assume T 0 = 0. For any m < n ≤ 0,
Then by the separability property, we have
Assume now that Z [m,n−1] (N ) − τ n−1 > 0. Let N ′ = {T ′ j } be the input process defined as follows
Then we have N ′ ≥ N and X [m,n−1] (N ′ ) ≤ T ′ n , hence by the external monotonicity, the separability and the homogeneity properties, we have
From this lemma we derive directly Lemma 5.2. Assume T 0 = 0. For any n < 0,
with the convention 3) . We now return to the proof of Proposition 5.2. We have
from Lemma 5.2.
Proofs of the tail asymptotics
Recall that we defined
Note that Λ Z (.) and Λ T (.) are proper convex functions, hence Λ(.) is a well defined convex function. It is the scaled moment generating function of the process {Y [0,n] := Z [−n,0] (Q)+T −n − T 0 } which satisfies the assumptions of the Part 1. Note in particular that by the monotonicity property, we have for n ≥ 0,
which directly implies Assumption (A3). The fact that θ * > 0 follows directly from Lemma 3.2.
6.1. Lower Bound.
Lemma 6.1. Under previous assumptions, we have
Proof. We have (see Proposition 5.1)
Hence the lemma follows directly from Theorem 1.1.
Upper bound. Lemma Under previous assumptions, we have
Proof. For L sufficiently large, we have with the convention
where θ L is defined as in (3.2) and the lemma will follow since θ L → θ * as L tends to infinity (see Lemma 3.1).
As in the proof of Lemma 3.3, for all θ ∈ (0, θ L ), we have
Hence by Chernoff's inequality,
Part 3. Case of study: (max, plus)-linear systems
(Max, plus)-linear systems and monotone-separable networks
We now study in more details a specific class of monotone-separable networks.
7.1. Framework. The (max, plus) semi-ring R max is the set R ∪ {−∞}, equipped with max, written additively (i.e., a ⊕ b = max(a, b)) and the usual sum, written multiplicatively (i.e., a ⊗ b = a + b). The zero element is −∞.
For matrices of appropriate sizes, we define (
Let s and m be arbitrary fixed natural numbers such that m ≤ s. We assume that two matrix-valued maps A and B are given:
where the matrix A = A(ζ) has the following block structure:
where each A(ℓ, ℓ) is an irreducible matrix.
The (max, plus)-linear system associated to A and B Given a marked point process N = {(T n , ζ n )} −∞<n<∞ , with ζ n = (ζ
n ) ∈ R m + , we can define the sequence of matrices {A n } and {B n } by
To the sequences {A n }, {B n }, and {T n }, we associate the following (max, plus)-linear recurrence:
where {X n , n ∈ Z} is a sequence of state variables of dimension s. The stationary solution to this equation is constructed as follows. We write 
In view of (7.2), the sequence {Y [−n,0] } is non-decreasing in n, so that we can define the stationary solution of (7.1),
We give in the next section the assumptions on A and B under which this network is monotoneseparable.
7.2.
Conditions for a monotone-separable network. We now give the assumptions on A and B:
(MS1) For all i, there exists k such that ζ i = A (k,k) (ζ). And each submatrix A(ℓ, ℓ) has at least one diagonal coefficient which is not −∞.
where 0 is the vector with all its entries equal to 0.
We stress that any FIFO event graph with a single input fits into our framework; see [2] and [22] for details on this class.
Note that the random sequence of matrices {A n , B n } has fixed structure, i.e. for each i, j, A
n ) is equal to −∞ for all n or is non-negative for all n. Moreover, each irreducible matrix A(ℓ, ℓ) is aperiodic, i.e. there exists N < ∞ such that A(ℓ, ℓ) N has all entries finite, because of Assumption (MS1).
The following lemma shows that the conditions above define a monotone-separable network.
Lemma 7.1. The network associated with a (max,plus)-linear recurrence is monotone-separable provided {A n , B n } has fixed structure and A n ⊗ 0 ≤ B n ⊕ 0 for all n.
Proof. The first three properties are immediate. Let us prove that separability holds. If
So by monotonicity,
Hence we have
We show by induction that for all n ≥ l + 1,
In view of (7.3), it is true for n = l + 1. Suppose it is true for n, then we have by monotonicity,
Now taking the maximum over the indices in (7.4) gives X [m,n] (N ) ≤ X [l+1,n] (N ), but the converse inequality is clearly true in view of the definition of the mapping X(.). Hence we have finally
Tail asymptotics for (max,plus)-linear networks
We consider now a (max,plus)-linear network as described in the above section (which is a monotone-separable network). We assume moreover that the stochastic assumptions of Section 4.2 are valid. Namely stability holds and we can define the stationary maximal dater by
Moreover the sequence {ζ n } is a sequence of i.i.d. random variables and we make the additional assumption that each component of the vector ζ n is independent of each other and that for all i, for θ in a neighborhood of the origin,
Note that we have
0 , hence this ensures that assumption (AZ) holds.
Theorem 8.1. Let Z be the stationary maximal dater of a (max,plus)-linear network. Associated to the irreducible matrices {A n (ℓ, ℓ)}, we define the following function:
where the limit exists in R ∪ {∞} and is independent of u, v. Then we have
where θ * = min{θ ℓ } and the θ ℓ 's are defined as follows
In a queueing context, the sequence of matrices {A n (ℓ, ℓ)} corresponds to a specific "component" of the network. It is well-known that the stability of such a network is constraint by the "slowest" component. Here we see that in a large deviations regime, the "bad" behavior of the network is due to a "bottleneck" component (which is not necessarily the same as the "slowest" component in average).
The computation of the function Λ ℓ (θ) is not easy in general and will not be discussed here. One practical question of interest would be to find good ways to estimate this function from the statistics made on the traffic. We should stress that we made the assumptions that each component of the vector ζ n are independent of each other. This is of course not required to get the asymptotics (8.2), however removing this assumptions will change the moment generating function Λ Z (given here in Lemma 9.3) and hence the value of θ * (see the example below). Note that if one removes the assumptions of independence (in n) of the sequence of matrices (A n , B n ), it is still possible to get some results. In [23] , specific techniques on gaussian processes allow to get some asymptotics when the sequence ζ n is driven by a fractional Brownian motion.
Example. Consider the (max,plus)-linear recursion associated with the following sequence of matrices:
where we used the shorthand notations, ζ
It is clear that these matrices satisfy the required assumptions to belong to the monotoneseparable framework. We refer to Section 2.2.4 of [22] to see that this system corresponds to a tree queueing network.
The associated irreducible matrices are of size one and boxed in (8.3), hence we have for ℓ = 1, 2, 3,
, and Λ 4 (θ) = 0. Hence for ℓ = 1, 2, 3, θ ℓ corresponds to the exponential rate of decay for the supremum of the random walk: sup n n i=0 ζ (ℓ) n − τ n , i.e. the stationary workload of a single server queue with arrival process N and service times given by the sequence {ζ (ℓ) n } n . As a special case if each ζ (ℓ) has the same exponential distribution with mean 1/µ and if the arrival process is Poisson with rate λ < µ, we have θ ℓ = µ − λ = θ * . Now assume that we have ζ
n for each n and the sequence {ζ (1) n } is a sequence of i.i.d random variables exponentially distributed with mean 1/µ. We have the same marginal probabilities as above but we are clearly not anymore in the framework of Theorem 8.1. However the system is still monotone separable and we can apply results from Part 2 but we have to compute the moment generating function Λ Z corresponding to these stochastic assumptions. In this simple case, it is easy to see that
for θ < µ/2 and Λ Z (θ) = ∞ otherwise. Hence if we assume that the arrival process is Poisson with rate λ < µ, then we have
In particular note that in the case λ ≤ µ/2, the condition on the tail (2) of Corollary 1.1 fails whereas Theorem 1.1 still holds. For small values of λ, the tail of the sojourn time is determined by the total service requirement of a single customer.
9.
Computation of the moment generating function 9.1. Auxiliary result.
Lemma 9.1. We have
Proof. From the definition, we have
We will prove that for all 0 ≤ k ≤ n,
from which the lemma follows.
We have
iterating we get
Taking the supremum of all the components of the vector gives (9.1).
9.2. (Max,plus) algebra and computation of the moment generating function. We begin with a general result showing the existence of the function Λ ℓ . Let {M n } be an i.i.d. sequence of irreducible aperiodic (max,plus)-matrices with fixed structure. We denote
Lemma 9.2. The following limit exists in R ∪ {+∞} and is independent of i and j,
Proof. We denote
We first take θ ≥ 0. We have
In particular for j = i, we have
Moreover thanks to the fixed structure assumption, there exists N such that for n ≥ N , we have M For arbitrary i and j, choose n, m ≥ N and note that Λ (i,j) (θ, n + m) ≥ Λ (i,i) (θ, n) + Λ (i,j) (θ, m),
where all terms are in R ∪ {+∞}. Letting n → ∞ while keeping m fixed, it follows that lim n→∞ 1 n Λ (i,j) (θ, n) = lim n→∞ 1 n Λ (i,i) (θ, n).
The arguments for the case θ < 0 exactly parallels the one just given, but exploits (min,plus)-inequalities rather than (max,plus)-inequalities.
We now compute Λ Z (θ) for a (max,plus)-linear system. We introduce first some notations, ) (i,j)
.
We now derive the upper bound.
We first introduce some notations:
(1) Let Υ = {(n 1 , . . . , n d ) ∈ N d , n 1 + n 2 + · · · + n d = n + 1} and denote n(i, j) = n i + · · · + n j for i ≤ j. (2) Let ∆ ℓ denotes the size of the irreducible matrix A(ℓ, ℓ) and ∆(i, j) = ∆ i + · · · + ∆ j for i ≤ j.
We take the convention that if i > j + 1 then n(i, j) = 0, ∆(i, j) = 0 and D where the maximum is taken with the same constraints as above for the α i 's and β i 's. We can rewrite it as follows: , where we used independence in the last equality. Now observe that |Υ| = Assume that Λ ℓ (θ) < ∞ for all ℓ implies log(δ(θ)) < ∞. Then for such θ, there are positive constants such that log E exp θ max We now show that Λ ℓ (θ) < ∞ for all ℓ implies log(δ(θ)) < ∞. In this case we have for all i ∈ [1, m], E e θζ hence the upper bound follows.
