Email spam is a security problem that involves di®erent techniques in machine learning to solve this problem. The rise of this security issue makes organisation email service unreliable and has a direct relation with vulnerability of clients through unexpected spam mails, like ransomware. There are several methods to identifying spam emails. Most of these methods focused on feature selection; however, these models decreased the accuracy of the detection. This paper proposed a novel spam detection method that is not only to decrease the accuracy, but eliminates unsuitable features with less processing. The features are in the terms of contents, and the number of features is very big, so it can decrease the memory complexity. We use Hewlett-Packet (HP) laboratory samples text emails. First, GA algorithm is employed to select features without limited number of feature selection with the aid of Bayesian theory as a¯tness function and checked with a di®erent number of repetitions. The result improved with GA by increasing number of repetitions, and tested with distinctive selection method, Random selection and Tournament selection. In the second stage, the dataset classi¯es emails as Spam or Ham by Naive Bayes. The results show that Naive Bayes and hybrid GA-Naive Bayes are almost identical, but GA-Naive Bayes has a better performance.
Introduction
Today, emails are part of human's life that is the most famous, easiest, and cheapest way for communication, but passive e®ects versus spam emails or unsolicited emails were formed that store in the junk folder of email services.
Spam email is a challenging discussion for user and network since it is a common type of cyber-attacks and security threats, or it is included in advertisements such as software, jewellery, stocks, etc. that not only consumes the users' time, but they waste mailbox' space and network bandwidth as well.
Spam email is a branch that spammers constantly update tools against users. For this reason, detection and¯ltering spam is a feasible way to¯ght spam email. In the paper Heydari et al. (2015) , it considers articles, which were published between 2007 and 2014, and understand and review the trend of spam detection related research. They found three groups focused in identifying spam emails, known as, spam 62%spammer 31%-group spammer 7%.
Researchers proposed di®erent features' extraction techniques, e.g. weighting and normalisation methods (Clark et al., 2003) , tag-based feature and behaviour-based feature (Wu, 2009) , detecting opinion spammers, based on various methods (Savage et al., 2015) .
There are two methods to implement¯ltering spam email: (Ismaila Idris, 2014) . Knowledge engineering . Machine learning
In knowledge engineering methods, spam email is detected based on spam or Ham, and it is required to set speci¯ed rules to provide speci¯c rule-based spam¯ltering method. In this method, rules continuously must be updated, which it is time consuming. Singh and Gani (2015) has employed Formal Concept Analysis (FCA) algorithm to o®er conceptual knowledge in hierarchical and computing the weight of concepts in fuzzy settings by entropy theory. Machine learning methods focus on a di®erence between spam and Ham and classi¯ed email, and do not require any rules. These methods have two stages: Train and Test Data.
Di®erent machine learning approaches, algorithms were used to identify spams, e.g. SVM 1 (Sculley and Wachman, 2007) , ANN 2 (Wu, 2009 ), J48 classi¯er (Youn and McLeod, 2007) , etc. Khan et al. (2018) has focused on DoS 3 attack, which consider network features such as network tra±c, packet header information by entropy calculation and granulation computing, but it did not consider content features.
One of the spammer frauds is a textural email, which is formed image and embedded textural message into images that known as image spam. The image spam is di®erent from normal spam in colour, contents, etc. (Kumar and Biswas, 2017) detect image spam with SVM and Gaussian kernel based classi¯er. Shao et al. (2017) focused on unstructured datasets with deep semantic analysis, that spam images have global and local features, where the global features are colour, shape, text, and local features are the area of image that implies more details.
Spam¯lter consists of four stages that operate such as a pipeline. In the proposed method, we discuss four-stage approach, which is focused on the content features to classify an email. This approach is based on the content of email in the last stage 1 Support Vector Machine. 2 Arti¯cial Neural Networking. 3 Denial-of-Service.
( Fig. 1 ). We use a database that considers content of email, which has 4,601 samples. Two-third of data is set for training data and the rest as the test data.
In this approach, GA algorithm is employed for the feature selection, parameter optimisation and have been proposed to reduce processing (Lee et al., 2010) , and Naive Bayes is to classify email as a spam or a ham. Feature selection can reduce the accuracy, but employing the GA algorithm, and selecting¯tness functions are to evaluate chromosomes. This cannot only increase the accuracy of Bayes, but also can eliminate the unsuitable features, which reduce the processing and memory complexity. Therefore, the key important advantage of the proposed method is that it can increase the accuracy in comparison between GA-Naive Bayes and single Naive Bayes, with less features and less processing. GA algorithm is tested with three di®erent number of reputations and tested with distinctive selection methods.
The rest of the paper follows the description of the database and features, GA binary algorithm and¯tness function, Naive Bayes classi¯cation, and pursues the discussion on the result and reducing feature, and the last part is the conclusions of the work.
Related Work
There are two methods for spam¯lter modelling:
. Spammer behaviour . Based on the mail-feature Previous approaches propound spam behaviour method that rules process of features' extraction, and can update by feature weight of Back Propagation Neural Network algorithm; this solution used keywords for the email spam, and it is distinguished from the other emails (Wu, 2009 ). In the paper (Sedhai and Sun, 2017) , semi-supervised framework of learning spam pattern is proposed, which includes two modules, detection spam mails in real-time module and updating module. Smadi et al. (2018) proposed a combined neural network and reinforcement learning to re°ect changes in new pattern method. This model solved the problem of limited datasets. Most of the proposed articles are based on network features (Ramachandran and Feamster, 2006) and keywords for the context of email method, which is applied in di®erent algorithms (Sasaki and Shinnou, 2005) .
Some of the methods for¯ltering spams are as follows:
(a) Single algorithm: Four tools for spam¯ltering are introduced, Spam Assassin, Spam Probe, Spam Bayes, and CRM-114 that use Naive Bayes (Ouyang et al., 2014) . In paper (Provost, 1999) Naive Bayes and RIPPER are compared and showed that Naive Bayes is a statistics' method, and RIPPER is a rule-based method (Ma et al., 2009) . This paper used negative selection in detecting spam emails without using any prior knowledge about any spam mails. (b) Parallel processing: In another paper (Singh et al., 2014) , they used a method to detect Peer-to-Peer Botnet attacks, which build up on the progress of open source tools like Hadoop, Hive and Mahout. (c) Hybrid algorithms such as:
(1) KPCA 4 and CSVM 5 are employed by Geng et al. (2014) , where feature selection is the duty of KPCA and CSVM works as the classi¯cation algorithm, while it achieved a higher detection rate and improved detection e±ciency.
(2) RHS 6 and SVM 7 are proposed by Debarr et al. (2013) that showed two combined algorithms are su±cient to improve 9.3% versus RONI.
(3) Combination of NSA 8 and various evaluations in another article by Idris and Selamat (2014) are proposed. Combination of NSA and Swarm optimization has more accuracy than singular NSA, with a threshold of 0.4, for which the accuracy is 68.68%, while by deploying NSA and Swarm optimisation, the accuracy is increased to 91.12%. (4) GA and MLP 9 are used by Behjat et al. (2012) that feature selection is taken place by GA. The number of 256 features decrease to 76, and classify email with MLP, that the number of hidden node is 3 to 15. (5) Combination of NSA and PSO are proposed by Idris et al. (2015) . In this paper, they showed that PSO was implemented to improve the random detector generation in the negative selection algorithm (NSA), and the accuracies of the proposed NSA and PSO model are better than the accuracy of the standard NSA model. Experiences have shown that hybrid methods have a better performance than single methods (ZhiWei et al., 2017) . Naive Bayes, SVM, and decision tree algorithms are e®ective methods. Diale et al. (2016) have focused on parameter optimisation, and kernels function in SVM algorithm to be considered for spam detection. Jatana and Sharma (2014) worked on a research that showed that the data was encoded and fragmented used in Gram Naive Bayes. In this method, time processing is decreased 5-6 times.
In the paper Teraguchi et al. (2012) , Bayesian algorithm was proposed to defect the spammers. Since spam keywords are constantly changed, this paper is evaluated by a time-series algorithm.
Another paper by Ouyang et al. (2014) describes a pipeline model ( Fig. 2 ) and showed di®erent layers can be connected together, and also explained the structure and stability of information layer.
In the paper Miller et al. (2014) , which is worked on twitter social network as a case study, extract hash tag-mention-shortened URLs is selected as the feature. They use classi¯cation on the twitter site with DenStream and StreamKþþ algorithms. Cohen et al. (2018) focus on malicious webmail attachment to¯nd a novel feature on malware propagation pattern, based on time-series representation of downloaded le rates. In another paper, Seyyedi and Minaei-Bidgoli (2018) introduced a new model for feature selection and estimator learning based on automation subset selection. They use Estimator Learning Automata as the learning method by using di®erent subsets and then estimates the best subset.
As we will discuss in Sec. 3, this research paper uses features' selection and eliminated some features to decrease memory complexity, and classify emails with Naive Bayes that focused on the text-based feature; however, many hybrid methods pose detection spam.
This paper aims to¯nd some of the potential terms as features by selection features and binary GA. 
Methodology
In our proposed approach, for¯ltering of spam emails, features are selected by GA, and later, emails are classi¯ed by Naive Bayes. Fitness function in GA algorithm has an important role in selection of chromosome and in this proposed methodology, Bayesian theory is employed a as¯tness function.
Dataset
In this section, the way of features' development of emails is discussed. The dataset that this research is collected is the same standard as the UCI machine learning repository 10 (Hopkins et al., 1999 ) that emails are classi¯ed as two di®erent types of spam and Ham. The multi-variable data is extracted from the Hewlett-Packet (HP) laboratory.
In the context of spam emails, TF-IDF 11 is used to evaluate the important terms that are contained in spam emails.
This dataset contains a series of features, which represent consecutive words and characters, features, and the last column of the database denoted whether the email is considered as a spam (1) or not (0).
Types of features are as follows:
(1) 48¯rst features are the real number that are percentage of words, which repeated frequently (word freq WORD) (2) 6 features are the real number that are percentage of characters, which repeated frequently (char freq CHAR) (3) 1 feature is a real number that represents the letter length of uninterrupted sequences of capital letters average (capital run length average). (4) 1 feature is an integer [1. . .], that represents the longest uninterrupted sequence in email (capital run length longest) (5) 1 other feature is also an integer [1. . .], that represents the total number of capital letters in emails (capital run length total) (6) 1 nominal class attribute that expresses the type of spam, which can be denoted as spam (1) and ham (0).
Genetic algorithm and features selection
Genetic Algorithm is a type of evolutionary algorithm that works on one problem and executes repeatedly several times to achieve the best and optimised possible answer. The steps of the evolutionary algorithm are as follows:
(1) De¯ne a structure for existing population that includes position and cost (position is chromosome and the cost is output of¯tness function), and it creates a new random population and evaluates this population.
(2) Do random or tournament selection and select parents, then apply it to crossover for creating the population of children.
(3) Two percentage members of chromosomes are random selection mutated.
(4) Implement crossover on the main population of children, mutant and then create main population by RoulettWheel selection methods. (5) End condition is the number of repetitions, and it will be checked, if it is false, the algorithm is repeated from step 2. (6) End
In this research, the output of GA algorithm is a binary vector that assists to select the feature; 1 means the feature is selected, and 0 means it is not selected.
Fitness functions
In any objective evaluation, it is important to optimise function as a maximise or minimise objective function. In this research, the¯tness function is proposed based on Bayesian theory. The¯tness function is working based on the following steps:
Let X be a feature vector, which X ¼ ðX1; X2; . . . ; X57), therefore, P ðCjXÞ ¼ P ðXjCÞ Ã P ðCÞ P ðXÞ :
1. C includes two classes:
(a) ham email, (b) spam email.
2. P ðxÞ is the normalization form. 3. P ðXjC i Þ ¼ P ðX 1 jC i Þ Ã P ðX 2 jC i Þ ; . . . ; P ðX 57 jC i Þ in continuous mode employed normal distribution
Fitness function is Minimise ((À1)* Probability result of Bayesian theory).
How select, sort and merge take place
There are tree populations (main population, children population, mutate population), and the way of selecting, sorting and merging are based on¯tness function as shown in Fig. 3 . Pressure selection parameter can be controlled through operator selection. If it is equal to zero, then all of chromosomes contains equal probability of selection, and uses random selection; if it is þ1, then it can be selected as the best member. Subsequently, two sampling methods have been used: Random selection (select pressure, when it is equal to zero) and Tournament selection (when pressure is not to equal zero).
Naive Bayes
Naive Bayes is a probabilistic classi¯er in machine learning that is based on the Bayesian theory with the independency of features from each other. This problem identi¯es emails that belong to spam or ham group, and it is highly scalable, and required a number of linear parameters. Maximum-likelihood training can be done by evaluating the train data, which takes a linear time, rather than expensive iterative approximation.
The Bayesian theory is calculated statistically as arg max kf1;2;...;kg pðC k Þ Y n i¼1 pðx 1 ; C k Þ:
Proposed algorithm
The structure of the proposed Hybrid GA-Native Bayes algorithm is as follows: 
Result of Implementation
In the proposed model,¯ltering of spam email is done based on email contents that include two steps; the¯rst step is a feature selection, and the second step is a Fig. 3 . Process of select, sort, and merge. classi¯cation approach. For¯ltering, two-third of data are used for the train and the rest of the data are used for test. The result of training implementation deliberates in two steps, in which¯rst step is a novel feature selection based on end condition of GA, and second step is comparing the result of two algorithms, single Naive Bayes and a hybrid of two GA and Naive Bayes algorithm.
First step: Feature selection
In the step of features' selection, end conditions of GA are the value of Maxit (The number of repetitions), and the selection stopped when the value of Maxit is equal 20, 40, 400. In the following chart (Fig. 4) , end conditions of GA are tested and also Number Function Evaluation (NFE) is measured.
As it is shown in the chart, if Maxit is equal 20, cost starts from 0 and time of cost is improving, and it can be seen that the best response is almost À5.7*10 23 when NFE ¼ 460.
If the Maxit is equal to 40, cost starts from 0, and it improves in a linear format, then based on the result the best response is À3.5*10 27 when NFE ¼ 380, the result is shown in Fig. 5 .
From the result shown in Fig. 6 , if the Maxit is equal to 400, cost starts from 0, and it is improves in the step format, then the best response is À3.2*10 29 when NFE ¼ 8; 800. Regarding comparison of illustration and outcome of these three graphs, the result comes up with incrimination of Maxit (Maximum number of Iterations), response improves, so the best response is when the Maxit ¼ 400 in NFE ¼ 8800.
Second step
In this section, it compares two algorithms of Naive Bayes and hybrid of GA and Naive Bayes algorithm to measure the accuracy of both. The output of the classi¯ed Naive Bayes is a confusion matrix. The matrix element of the confusion matrix is shown in Table 1 :
Single Naive Bayes
For the classi¯cation of emails in this section, the single Naive Bayes algorithm is used, and the outcome is illustrated in the graph (Fig. 7) . It shows that the accuracy of discovering spam email is 73% and 95% for Ham emails. This result is optimised, because it considered only 57 features. Based on the result the 16% of spam detects as a ham and 2% of ham detects as a spam.
Hybrid GA-Bayesian
In the development process of the proposed model, we use feature selection through binary GA and then classify the model by the Naive Bayes algorithm. In the¯rst stage, feature selection selects 30-38 feature, so the classi¯cation takes less process Fig. 7 . Result of classi¯ed single Naive Bayes. and less time. For the¯rst step of Hybrid model of GA and Naive Bayes algorithm, the method (Random or Tournament) is selected with the di®erent Maxit. Random selection chooses the best chromosome of a perfect random, and Tournament selection does not choose the hard random, which are setting parameters in GA.
The result is shown in the graph (Fig. 8) , when the Maxit is equal to 20, and selection is in the form of Random; in analysing the selected 30 features, the accuracy is 69% for discovering spam email and 95.2% accuracy in discovering of Ham email. Whereas, when selection is in the form of Tournament (Fig. 9 ), in the selected 33 features, the accuracy of discovering spam is 63.6% and the e±ciency of discovering Ham email is 96.7%.
As it is illustrated in Fig. 10 , when the Maxit is equal to 40 and the type of selection is random; in the 36-feature selection, the accuracy of spam email discovery is 61.6%, and the accuracy of Ham email is 96.5%. However, when the selection is in the form of Tournament, and correspondingly, it is shown in the graph (Fig. 11) , the feature selection is 38 and the accuracy of discovering of spam email is 70.9%, and the accuracy in the Ham email is 94.5%.
Whereas, the Maxit is equal to 400 and the type of selection is random, in the 35-feature selection, the discovery accuracy is 61.3% in spam email and 93.7% in Ham email, and the result is illustrated in the graph (Fig. 12) . Although in the type of Tournament selection, that is shown in Fig. 13 , the number of selected feature is 38, and the discovery accuracy is 71% in the spam email and 94.5% in the Ham email.
Furthermore, the accuracy of the single Naive Bayes, when the number of feature selectin is 57, it is almost same as the accuracy of the hybrid of GA and Naive Bayes algorithm with less feature selection (around 30-38 features). Based on statistical theories, extracting a suitable number of features from identi¯ed emails is su±cient for the proposed model. Therefore, this model can be generated and use for other purposes, such as medical diagnosis, etc. The di®erent number of Maxit has fewer e®ects on the accuracy, but the selection method (Random or Tournament) has a high-impact in°uence on the accuracy of the model. 
Conclusions and Future Work
In this research, a modi¯ed machine learning technique introduced a hybrid method to¯lter spam email that is a combination of Genetic algorithm and Naive Bayes algorithm. The GA and Naive Bayes algorithms sequentially operated and proceeded, in which GA algorithm selects suitable features, and the¯tness function of Bayesian theory works based on the possibility. In GA algorithm, end condition is the number of repetitions (Maxit) that can be tested with di®erent values of Maxit. Furthermore, Naive Bayes is classi¯ed and categorised emails as a spam or a Ham (through Random and Tournament selection methods) with a high-impact accuracy.
The proposed model is tested with a low size data in the university, and the result showed 10% more performance in the accuracy of GA-Naive Bayes compared to the simple Naive Bayes algorithm. However, GA-Naive has fewer processes to achieve the result by less selected features. The used dataset collects from Hewlett-Packet (HP) laboratory and considers email content, and two-third of data is used for train the rest for test. The single Naive Bayes is considered with 57 features has the accuracy of 95% in discovering Ham email and 73% e±ciency in spam email; whereas hybrid GA-Naive Bayes method, with the suitable selected features where the number of features is 30-38, accuracy measurement is close to consider all the 57 features. The results showed the di®erent values of Maxit had less impact on the accuracy. However, with di®erent selection in accuracy investigation of the proposed model, we can detect spam email similar to a single Naive Bayes with the help of elimination of the unsuitable features.
The proposed hybrid model has improved the spam detection systems, and it can be used in the similar applications with di®erent dataset. This research is an improvement of the study of the computational intelligence¯eld.
For the future work, it is suggested to use parallel algorithms to improve the behaviour detection of spammer method and increase the accuracy; moreover, the proposed method can be tested in a larger dataset. Furthermore, to solve the limitation of datasets, other learning algorithms like reinforcement learning can be implied. This can re°ect changes in the behaviour activities. This model is not only depended upon the application in this¯eld; it can be used in other¯elds like, text classi¯cation as well. 
Crossover function
Define function for single point crossover, double point Crossover and Uniform Crossover (create Random Mask and effect in the answer) and assign probabilities to them, Define Roullwheel selection Function that chooses one of the selection Method that attention to probability of single point crossover, double point crossover and uniform crossover
Mutation function
Number of mutate Percentage* 100 mutate 1 convert to 0, and 0 convert to 1
Fitness function
The input Chromosome X and output Evaluate the X according to Theory Bayesian Similar to Main Algorithm find X on TrainData Compute S Ki the average of X K for every class of C Compute @ Ki the Varian of X K for every class of C 
