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The capacitance of an arbitrarily shaped object is calculated with the same second-kind integral
equation method used for computing static and dynamic polarizabilities. The capacitance is simply
the dielectric permittivity multiplied by the area of the object and divided by the squared norm of
the Neumann-Poincare´ operator eigenfunction corresponding to the largest eigenvalue. The norm of
this eigenfunction varies slowly with shape thus enabling the definition of two scale-invariant shape
factors and perturbative calculations of capacitance. The result is extended to a special class of ca-
pacitors in which the electrodes are the equipotential surfaces generated by the equilibrium charge
on the object. This extention allows analytical expressions of capacitance for confocal spheroidal ca-
pacitors and finite cylinders. Moreover, a second order formula for thin constant-thickness capacitors
is given with direct applications for capacitance of membranes in living cells and of supercapacitors.
For axisymmetric geometries a fast and accurate numerical method is provided.
PACS numbers: 41.20.Cv, 82.47.Uv, 87.19.rf, 87.50.C-
I. INTRODUCTION
Potential theory has been proved very successfully in
solving some boundary value problems such as the Dirich-
let and the Neumann problems or the electrostatic charge
distribution on conductors. For domains with sufficiently
smooth boundaries (i.e., a regular piecewise Lyapunov
surface) the above problems use specific types of poten-
tials like the volume, the single-, and the double-layer
potentials, the logarithmic potential for two-dimensional
domains, etc.1,2. The Dirichlet and Neumann prob-
lems defined on domains with sufficiently smooth bound-
aries can be recast in integral equations which lead to
compact operators on domain boundary: the Neumann-
Poincare´ (or double-layer) operator and its adjoint2.
These methods are applied in some practical and physi-
cal problems regarding dielectric heterogeneous systems
like the radio-frequency and microwave dielectric spec-
tra of living cells3 and plasmonic properties of metal-
lic nanoparticles4,5. Another problem is the equilibrium
charge distribution on a conductor (the Robin problem)6
and the implicit capacitance with applications in compu-
tational biophysics7, in scanning probe microscopy8,9, or
in electrical charge storage in supercapacitors10.
The capacitance of an arbitrarily shaped body is cal-
culated by “mimicking” some directly related phenom-
ena like the diffusion-controlled reactions11 or the ergodic
generation of the equilibrium charge distribution12. The
standard procedures for solving the Laplace equation are
the Finite Element Method (FEM)13 or the Boundary
Integral Equation (BIE) method with the finite element
formulation as the Boundary Element Method (BEM)14.
In contrast to the FEM, in the BEM only the surfaces
of the inclusions are discretized, such that with numeri-
cal algorithms like the fast multipole method (FMM) of
Rokhlin and Greengard15,16 the calculations are essen-
tially of O(N), where N is the number of nodes. The
capacitance of an arbitrary object has been treated in
different contexts with O(N) FMM schemes (see Ref. 17
and the references therein). It can be treated as a first-18
or as a second-kind integral equation. The second-kind
integral formulation is based either on the Neumann-
Poincare´ operator19 or on its adjoint17. The most con-
venient approach is, however, the second-kind integral
equation with the adjoint of the Neumann-Poincare´ op-
erator which provides both the charge density and the
capacitance17.
In this paper we adopt such a BIE method to
calculate the capacitance and the equilibrium charge
on an arbitrarily shaped object with several applica-
tions. The capacitance is obtained concurrently with
other physical properties like the static and the dy-
namic polarizabilities of nanoparticles with applications
in nanoparticle manipulation20 and plasmonics5. We
use a spectral method21–23 which provides an exponen-
tial convergence24. Moreover, our basis functions include
spherical harmonics21 that can be directly related with
the multipoles in the FMM of Rokhlin15,16. Compared
to others the present method shows directly that the ge-
ometric dependence of capacitance is incorporated in a
norm of a given eigenvector of the Neumann-Poincare´
operator. This eigenvector norm varies slowly with the
geometry hence two scale-invariant defined shape factors
can be readily used in the estimation of capacitance for
arbitrary shapes. Furthermore, we define a specific class
of capacitors in which the electrodes are the equipoten-
tial surfaces generated by the equilibrium charge on an
arbitrarily shaped metallic object with applications re-
garding some analytical results like confocal spheroidal
capacitors and finite cylinders. We also provide a second
order compact capacitance formula for thin and constant-
thickness capacitors with other applications referring to
2membrane capacitance of living cells and charge storage
in supercapacitors.
The paper is organized as follows. In the second sec-
tion we define the capacitance in the second-kind integral
form. Then, we define a general capacitor and a specific
class of capacitors in the following section. Section 4 de-
scribes the numerical method and the applications just
mentioned above. A summary is given in the last section.
II. CAPACITANCE OF A METALLIC OBJECT
IN A SECOND-KIND INTEGRAL
FORMULATION
We assume an arbitrarily shaped domain Ω bounded
by the surface Σ in the 3-dimensional space. The follow-
ing operators can be defined on Σ: Mˆ , its adjoint Mˆ †,
and Sˆ.1,2 The action of Mˆ on a function u signifies the
normal electric field to Σ generated by the charge density
u. The operator Mˆ †, which is the Neumann-Poincare´ (or
double-layer) operator, acts on the dipole density v gen-
erating an electric potential on Σ. On the other hand,
Sˆ is a Coulomb (single-layer) operator which acts on the
charge density u creating an electric potential on Σ.
The operators Mˆ and Mˆ † have the same spectrum
within −1/2 and 1/2 and the eigenfunctions ui of Mˆ
are related to the eigenfunctions vi of Mˆ
† by vi = Sˆ [ui],
which makes them bi-orthogonal, i.e., 〈vj |ui〉 = δij23.
The largest eigenvalue of Mˆ and Mˆ † is 1/2 irrespective
of the domain shape2,21 and the corresponding eigenfunc-
tion v1 of Mˆ
† is a constant function, i. e., v1 =constant
on Σ. As we will discuss below, the companion eigenfunc-
tion u1 of Mˆ is proportional to the equilibrium charge
distribution on a conductor of shape determined by Σ.
We note that the spectrum of Mˆ and Mˆ † is scale invari-
ant, but the spectrum of Sˆ is proportional to the linear
size of Ω.
Mˆ and Sˆ can be used in the resolution of many
physical problems like the static20 or the dynamic ob-
ject polarizability represented by the dielectric spectra
of living cells3,21 or the optical properties of metallic
nanoparticles4,5,22,23. Another closely related issue is the
Robin problem of finding the equilibrium charge distri-
bution uR on a conductor of arbitrary shape
6. It can be
cast into an integral equation of the second-kind that has
the operator form
Mˆ [uR] =
1
2
uR (x) , (1)
with the constraint
∫
x∈Σ
uR(x)dΣ(x) = 1. The constraint
can be put in the following form 〈1|uR〉 = 1, where 1
is the constant function of value 1 on Σ. Equation (1)
has the obvious solution uR ∝ u1. The constant value
VR of the electric potential generated by uR is formally
given by Sˆ [uR] = VR1 and is called the Robin constant,
while its inverse is the capacitance C of the body bounded
by Σ. If we consider the dielectric permittivity ε of
FIG. 1: Schematic representation of a capacitor with the con-
figurations of fields inside Σ1 and outside Σ2. The dotted
lines delimitate a Gaussian surface used in the text.
the embedding medium and the constraint 〈1|uR〉 = 1
the capacitance is C = ε/〈uR|Sˆ[uR]〉. Furthermore, if
uR = a1u1, one can prove that the constant a1 is the
proportionality factor between v1 and the constant dis-
tribution 1, i. e., 1 = v1/a1. Then we can relate a1
to the norm of v1 by the following chain of equations
〈v1 |v1〉 = ‖v1‖2 = a21 〈1 |1〉 = a21A, where A is the area
of Σ. Finally, the capacitance takes a simple and compact
form
C =
εA
‖v1‖2
. (2)
One can show that ‖v1‖2 is proportional to the linear size
of Ω therefore, the capacitance itself is also proportional
to the linear size of the body. Equation (2) shows explic-
itly both the geometric dependence of capacitance of an
arbitrarily shaped object and the scale invariance of the
shape factor C/
√
4piA. The shape factor varies slowly
with the conductor shape25 hence, as we will discuss in
the next section, ‖v1‖2 is a slowly varying function of the
conductor shape and perturbative estimations of capaci-
tance can be performed.
III. CAPACITORS AND THEIR CAPACITANCE
A. Definition
In general, a capacitor consists of two separated con-
ducting bodies. We consider a capacitor that is made of
two smooth surfaces Σ1 and Σ2 in which Σ2 encloses Σ1
(Fig. 1). The capacitance of the capacitor is defined as
the total charge that is held on Σ1 when the electrical
potential is 1 on Σ1 and 0 on Σ2. Therefore, the electro-
static problem is the Laplace equation in the space Ω12
between Σ1 and Σ2:
∆u(x) = 0; x ∈ Ω12 (3)
with the boundary conditions u (x) = 1 for x ∈ Σ1 and
u (x) = 0 for x ∈ Σ2. It is easy to see that with these
boundary conditions the solution of the Laplace equation
inside of Σ1 and outside of Σ2 is the constant 1 and the
3constant 0, respectively. Inside Ω12 we seek a solution
for (3) in the form of two single-layer potentials
u (x) =
∫
y∈Σ1
µ1 (y)
4pi |x− y|dΣ (y) +
∫
y∈Σ2
µ2 (y)
4pi |x− y|dΣ (y),
(4)
where µ1 and µ2 are the induced charge densities on Σ1
and Σ2. Similar to Mˆ and Sˆ we define on Σ1 and Σ2 four
operators Mˆij and four operators Sˆij as follows
Mˆij [µj ] =
∫
x∈Σiy∈Σj
µj (y)n (x) · (x− y)
4pi |x− y|3 dΣ (y), (5)
Sˆij [u] =
∫
x∈Σiy∈Σj
u (y)
4pi |x− y|dΣ (y), (6)
with i, j = 1, 2. In Eq. (5) n is the normal vector to Σ1,2.
The equations obeyed by µ1 and µ2 are
Mˆ11 [µ1] + Mˆ12 [µ2] =
1
2µ1
Mˆ21 [µ1] + Mˆ22 [µ2] = − 12µ2
Sˆ11 [µ1] + Sˆ12 [µ2] = 1
Sˆ21 [µ1] + Sˆ22 [µ2] = 0.
(7)
The first two equations of (7) set the normal fields on Σ1
from inside and on Σ2 from outside to zero, while the last
two equations are the boundary conditions of (3). The
solution of the first two equations in (7) is the solution
of (3) up to multiplicative constants. The multiplicative
constants are fixed by the last two equations of (7).
B. A special class of capacitors
The capacitance of the capacitor is the total charge on
Σ1 and depends on inter-surface operators Mˆij and Sˆij .
In the special case when Σ2 is an equipotential surface
determined by the equilibrium charge distributed on Σ1
a compact capacitance formula can be deduced with the
help of Mˆ and Sˆ only. It is not hard to see that so-
lutions µ1 and µ2 of the first two equations of (7) are
proportional to the equilibrium charge densities on Σ1
and Σ2, respectively. To determine µ1 and µ2 one needs
the boundary conditions given by the last two equations
of (7). Thus, by integrating the third equation of (7) on
Σ1 and the fourth equation on Σ2 one obtains the fol-
lowing relations V1 + V2 = 1 and V12 + V2 = 0, where V1
is the electric potential induced by µ1 on Σ1, V2 is the
electric potential induced by µ2 inside Σ2 as well as on
Σ1, and V12 is the electric potential induced on Σ2 by
µ1. On the other hand, the total charges on Σ1 and on
Σ2 are Q1 = C1V1 and Q2 = C2V2, which are valid only
if Σ2 is one of the equipotential surfaces determined by
an equilibrium charge distributed on Σ1. Equation (2)
provides the expressions of C1 and C2 that are the ca-
pacitances of Σ1 and Σ2, respectively. Keeping in mind
that Q1 +Q2 = 0 we obtain the capacitance
Ccond =
(
1
C1
− 1
C2
)−1
. (8)
In the limiting case of very thin capacitors (i. e., Σ2
being very close to Σ1) Eq. (8) takes a planar-like capac-
itor expression given by
Cthin capacitor = ε
∫
y∈Σ
dΣ (y)
δd
, (9)
where δd is the ”distance” between Σ1 and Σ2 locally
defined below. In the vicinity of Σ1 a coordinate system
(ζ1, ζ2, ζ3) can be defined, such that ζ1 and ζ2 describe
Σ1 while ζ3 is the electric potential following the field
lines from Σ1 to Σ2. The electric potential V2 on Σ2 is
related to V1, the electric potential on Σ1, by
V2 ∼= V1 + ∂V
∂ζ3
δζ3, (10)
where δζ3 is a small variation of ζ3 from Σ1 to Σ2. The
local thickness of the capacitor is δd = hζ3δζ3, with hζ3
as the Lame´ coefficient corresponding to ζ3
26. From Eq.
(10) Gauss theorem (see for instance Fig. 1) provides the
charge density σ = ε(V1 − V2)/δd. Integrating the charge
σ over Σ1 and dividing by V1 − V2 one obtains (9). Now
we consider without loss of generality that (ζ1, ζ2, ζ3) is
orthogonal. Then using Eq. (9) the form of Eq. (8) can
be recast as
Ccond = ε(
0∫
1
dζ3∫
y∈Σ
dΣ(y)
hζ3(y)
)−1. (11)
The validity of (9) is more general than that of the case
considered above (in which Σ2 is an equipotential sur-
face generated by the equilibrium charge on Σ1). Some
examples will be provided in the next section, where it
will be also discussed cases in which (9) may not be good
enough.
Particular examples of Eqs. (8) and (11) are the capac-
itances of concentric spheres and of coaxial cables. For
a capacitor made of two concentric spheres the capaci-
tance is Csph cond = 4piεR1R2/(R2 −R1), where R1 and
R2 are the radii of the two spheres with R2 > R1. Since
the capacitance of a sphere is Csph = 4piεR, it is easy to
check that Csph cond has the form given by Eq. (8).
The capacitance of a capacitor made of two confo-
cal spheroids obeys also (8) and can be calculated with
Eq. (11). Two confocal spheroids are conveniently de-
scribed in spheroidal coordinates (η, ξ, ϕ), which for pro-
late spheroids obey the equations
x = c
√
η2 − 1
√
1− ξ2 cos (ϕ)
y = c
√
η2 − 1
√
1− ξ2 sin (ϕ)
z = cηξ.
(12)
4The two confocal spheroids defining Σ1 and Σ2 are de-
termined by η = η1 and η = η2, respectively. The coor-
dinates (η, ξ, ϕ) are orthogonal and it can be shown that
the equipotential surfaces of the eqiulibrium charge on
the spheroid of equation η = η1 is any confocal spheroid
of equation η = η2 > η1
26. From Eq. (11) one obtains di-
rectly the capacitance of a confocal spheroidal capacitor
as in the following expression
Cprolate capacitor =
4piεc
Q00 (η1)−Q00 (η2)
, (13)
where Q00 (η) = ln((η + 1)/(η − 1)). Eq. (13) is of
form (8) since the capacitance of a prolate spheroid
alone (η2 → ∞) is Cprolate spheroid = 4piεc/Q00 (η1)
which is given in the standard textbooks of classical
electrodynamics26. The capacitances of oblate confocal
spheroids are found replacing η by iη and c by −ic. An
expression similar to (13) was found in a recent paper27,
where the authors did not notice the significance of Eq.
(13) in terms of Eq. (11).
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FIG. 2: Matrix elements of Mˆ in the Y˜Lm basis. The ma-
trix indices designate the indices L of the spherical harmonics
Y˜Lm. For axisymmetric objects only m = 0 is relevant.
IV. APPLICATIONS AND DISCUSSION
A. A Numerical method
The capacitance can be determined in numerical sim-
ulators used to calculate other physical properties like
the dynamic polarizabilities needed for localized plas-
mon resonances in metallic nanoparticles4,5. Simultane-
ous calculations of capacitance and polarizability were
also performed in the path integral formulation by av-
eraging over random walk trajectories28. Our numerical
method is an operator based BIE method that calcu-
lates the eigenvalues χk and the eigenvectors uk and vk
of Mˆ and Mˆ †, respectively. In order to have normed uk
and vk one needs also to calculate the matrix elements
of Sˆ23. The present method belongs to the class of the
FIG. 3: (Color online) The equilibrium surface charge density
on rods with various cappings shown in the inset: hemisphere
(black solid line), oblate hemispheroid (blue dotted line), and
prolate hemispheroid (red dashed line).
spectral methods which are fast converging24. In these
methods the functions of the basis set are defined glob-
ally rather than locally like in the standard FEM. In our
approach the function set is related to the spherical har-
monics YLm(θ, ϕ) defined on a sphere that is related to
Σ by the map x → (θ(x), ϕ(x)). Details of the method
for axisymmetric objects are given in Refs. 21,22. In
Fig. 2 we plotted the matrix elements of Mˆ for a generic
axially symmetric object. It is easy to notice that the
matrices are sparse with the significant matrix elements
being around the diagonal or/and at low-value indices
which are basically low-order multipoles. The matrix el-
ements of Sˆ show also a similar behavior. Thus, our
method is similar to the FMM in which the major con-
tributions come from the low-order multipoles15,16. The
validity of the numerical method was checked by calcu-
lations performed on oblate and prolate spheroids, which
have analytical expressions discussed above. Our numer-
ical calculations show a very good agreement with the
analytical results. The relative error is at most 5× 10−5
with a relative small overhead of 25 functions in the basis
and 96 quadrature points. The implementation of BIE
for axisymmetric shapes has also shown to provide very
accurate results of the depolarization factors which are
related to other eigenvalues of Mˆ and Mˆ †29.
B. Cylindrical rods
We have also performed numerical calculations on
cylindrical rods with different end-cap geometries: half
of an oblate spheroid with 1/2 aspect ratio, half of a
sphere, and half of a prolate spheroid with an aspect ra-
tio of 2. In Fig. 3 we have plotted the surface charge
density of metallic rods with the above cappings. Two
aspect ratios have been considered: 10 and 20. Since
the charge preserves the axial symmetry only the lon-
5gitudinal dependence is shown. Fig. 3 illustrates that,
ignoring the capping zones, the charge density is almost
the same. The resemblance is greater as the aspect ratio
becomes larger. In addition, in the middle of the rod the
charge density is almost constant and decreases with the
increase of the aspect ratio.
Let us now consider two hemispherically capped rods.
The first one is determined by the surface Σ1 that is a
cylinder of length L and caps of radius R1. The other
rod is determined by the outer surface Σ2 with the same
length L, but with a radius R2 > R1. Σ1 and Σ2 have
the same normal hence, geometrical intuition tells us that
we can apply Eq. (11) to obtain the capacitance of a
such capacitor made of two finite cylindrical rods with
hemispherical ends. Explicit numerical calculations of
equipotential surfaces show that the above assumption is
quite good. Therefore, by applying Eq. (11) we obtain
the following expression
Crod capacitor =
2piεL
ln(R2(R1+L/2)R1(R2+L/2) )
. (14)
Eq. (14) recovers known results in two limiting cases:
(a) concentric spheres, L → 0; and (b) coaxial cable,
L→∞. In the limiting case of R2 →∞ one obtains the
capacitance of a finite cylindrical rod with hemispherical
cappings
Chemispherical rod =
4piεR1(m− 1)
ln(m)
, (15)
withm = (L+ 2R1)/(2R1) as the aspect ratio of the rod.
This result can be extended to finite cylinders with
hemispheroidal cappings where the equipotential surfaces
are determined by the corresponding confocal spheroids.
In the particular case of oblate hemispheroidal cappings
one may obtain the limit of cylinder with flat cappings.
Thus, after some tedious but otherwise straightforward
calculations the capacity of cylinders with flat endings is
Cflat rod =
4piεR(m2 + 1)
m(ln(m) + pi2m )
, (16)
with m = L/(2R) as the aspect ratio of the rod. Here
L is the length of the rod and R is its axial radius. We
easily notice that for m → 0 Eq. (16) reproduces the
capacitance of a disk26.
We have compared numerical capacitance calculations
of cylindrical rods having different capping geometries
(flat, oblate hemispheroidal, and hemispherical) with
Eqs. (15) and (16) and with Smythe’s30 and Jackson’s31
analytical results. Numerical results are obtained us-
ing either the BIE method for rods with oblate hemi-
spheroidal and hemispherical cappings or the multi-
physics program ANSYS (found at wwww.ansys.com) for
rods with flat cappings. The results are given in Fig.
4a. The oblate hemispheroidal cappings are chosen to be
thin (an aspect ratio of 10), which provides quite good
approximants for cylinders with flat ends. For exam-
ple, the capacitances of flat and oblate hemispheroidal
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FIG. 4: (Color online) (a) Analytical and numerical calcula-
tions of capacitance for various cylindrical rods at relatively
small aspect ratios. (b) Various analytical results over a suf-
ficiently large range of aspect ratios. The capacitances are
given in terms of ε0R, with ε0 as the vacuum permittivity
and R as the cross-sectional radius.
capped cylinders are apart only by 2% at an aspect ratio
of 1/2. Moreover, for aspect ratios greater than 5 the
capacitance of the rods do not depend any longer on the
end-cap geometry (the differences are well below 1%).
On the other hand, the analytical results of Eq. (15) are
apart by up to 5.5% from the BIE calculations for cylin-
ders with hemispherical ends at the aspect ratio of 20.
Furthermore, Eq. (16) is also within a few percentage
points from the exact results at low aspect ratios, but
at larger aspect ratios Eqs. (15) and (16) are sufficiently
close. In Fig. 4b we compare Eqs. (15) and (16) with the
Smythe’s30 and Jackson’s31 formulae. There are known
that the Smythe’s formula is valid at low aspect ratios
(below 10)30, while the Jackson’s31 works well at large
aspect ratios. We mention that in another derivation
there were obtained also two different expressions of ca-
pacitance for short and the long cylinders, respectively32.
In contrast, as one can see from Fig. 4 Eqs. (15) and (16)
work well for both short and the long cylinders and also
have simple algebraic expressions. These results are not
that surprising after all. They are asymptotically exact
form→ 0 and m→∞ by construction. The case of very
6long cylinders was first considered by Maxwell33, who
stated that, for m → ∞, the charge density tends to be
constant. As proved in a separate paper34 the charge and
implicitly the capacitance given by Jackson31 are similar
to those of Maxwell’s (e.g., C = 4piεRm/(ln(4m) − 1))
which are accurate for large but not for small m′s.
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FIG. 5: (Color on-line) Scale-invariant shape factors versus
aspect ratio. The shape factors are defined either by the area
of the object (sA-dotted lines with symbols) or by its volume
(sV -solid lines with symbols). The spheroids and the cylidri-
cal rods are denoted by black squares and by red triangles,
respectively.
C. Scale-invariant shape factors and some
consequences
Since the capacitance is proportional to the linear size
of the object one can define shape factors that are scale-
invariant. For instance one can employ the surface or
the volume of the object to define scale-invariant shape
factors. Two of such shape factors are presented in Fig.
5 for cylinders and spheroids.
The first scale-invariant shape factor defined as sA =
A1/2/(2pi1/2||v1||2) is related to the area A of the object,
such that it becomes 1 for spherical shape. It shows a
relative shape insensitivity for aspect ratios less than 5
and for flat structures. This shape factor has been used
in isoperimetric inequalities to estimates the capacitance
of objects with shapes close to the spherical shape25.
The second scale-invariant shape factor related to ca-
pacitance is defined by sV = V
1/3/(pi1/3||v1||2). It is
determined by the volume V of the object and shows
shape insensitivity for long structures (Fig. 5). Thus for
aspect ratios from 5 to 40 sV is almost 1 for both rods
and spheroids. In contrast to sA, sV varies not much for
long structure, but it goes to 0 for flat structures.
These shape factors can be straightforwardly utilized
in approximate capacitance calculations for metallic ob-
ject of various shapes. For instance, the capacitance for
smooth shape approximants of the object can be calcu-
lated with the BIE method and then we may amend the
FIG. 6: (Color online) (a) The axial (z-) dependence of the
first and (b) of the second eigefunctions of Mˆ and Mˆ† for a
dimer; u1 and u2 are plotted with blue solid line, while v1
and v2 are depicted with black dashed lines. The inset of (b)
shows the actual dimer.
final result with the appropriate area or volume by con-
sidering that the shape factor remains unchanged.
Our findings explain the V 1/3 scaling found for quan-
tum capacitance of molecular nanowires35, at least for
the aspect ratios m from 5 to 30. For long rods, on the
other hand, the volume V and the area A of the rod scale
almost linearly with m. But the quantum capacitance is
in fact proportional to ln(m) (see Ref. 35), which turns
out to be quite close to m1/3 for m between 5 and 30.
This simple remark explains the V 1/3 scaling of quantum
capacitance in the same range of aspect ratios. So, for
long structures the volume plays a greater role in deter-
mining both classical and quantum capacitances.
An interesting case is that of a dimer with slightly con-
nected metallic particles of nearly spherical shape22,23
with the shape depicted in the inset of Fig. 6b. In
these systems the area and the volume related shape fac-
tors should become equivalent or close to that since they
scales as R2 and R3, respectively, R being the radius
of the particles (the particles in the dimer are not quite
7spheres but very close that). As a result the capacitance
of the dimers scales with the radius of the constituent
particles. Our numerical calculations show that both the
area and the volume related shape factors are very close
to 1, i. e., sA = 1.009 and sV = 0.986. Now we consider
the case of two just touching spheres like that treated
in Refs. 36,37, where analytical expressions of capaci-
tance are provided. The capacitance of touching spheres
is36,37: Cdimer = (2ln2) × 4piεR ≈ 1.386 × 4piεR. If we
consider that sA = 1 we obtain a capacitance CdimerA =
21/2×4piεR ≈ 1.4142×4piεR. Similarly if sV = 1 the ca-
pacitance is CdimerV = (8/3)
1/3× 4piεR ≈ 1.387× 4piεR.
It is easy to check that the two scale-invariant shape fac-
tors also reproduce with a good accuracy the results of
the asymmetric dimers given in Ref. 36.
In dimers made of slightly connected particles many
eigenfunctions of Mˆ and Mˆ † are hybrid eigenfunctions of
the constituent particles22,23. An example is provided in
Figs. 6a and 6b, where the first two eigenfunctions of Mˆ
and Mˆ † are plotted. The first eigenfunctions u1 and v1 of
Mˆ and Mˆ †, respectively are basically symmetric combi-
nations of the first eigenfunctions in the constituent par-
ticles. At the same time, the second eigenfunctions u2
and v2 are antisymmetric combinations of the same first
eigenfunctions of the constituent particles. We notice
that the first eigenmode u1 provides the charging while
it can not be a plasmon mode in metallic nanoparticles23.
In the space between the particles of the dimer the charge
is repelled thus, the particles themselves repell each other
(Fig. 6a). The second eigenmode, however, is a plasmon
active mode in the long wavelength range22. Since the
shape of v2 is also constant on each particle, the first and
the second eigenmode of Mˆ lead to the reminiscence of
C(V, V ) and C(Q,−Q), respectively, when the particles
of the dimer are separated36,38. C(V, V ) is the capaci-
tance when the two particles are kept at the same poten-
tial V and, at touching, turns into the dimer capacitance
discused above. In contrast, C(Q,−Q) is the capacitance
when the two particles are charged with opposite charges
Q and −Q. It logarithmically diverges as the spheres ap-
proach the touching point36,38 since the charging mode
transforms into a dipole-active mode. This behavior of
C(V, V ) and C(Q,−Q) is expected to hold for dimers of
any shape as it has been recently found for ellipsoidal39
or other, more general40, shaped dimers. In addition,
Fig. 6a is an illustative image of sphere repulsion when
they are in contact37 and Fig. 6b provides a glimpse of
sphere attraction when they are kept at a constant volt-
age difference37,38.
D. Thin capacitors
Another application is the estimation of capacitance
in thin capacitors like the membrane capacitance in liv-
ing cells. The shelled ellipsoidal model and the spheroidal
model, in particular, are two of the most common models
of living cells used in modeling the dielectric spectroscopy
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FIG. 7: (Color online) The percentage error of the planar-like
capacitor formula with respect to the full numerical calcu-
lations (the square symbols) and with respect to analytical
formula (the star symbols), i. e., Eq. (17), for thin constant-
thickness spheroidal capacitors.
experiments. In the spheroidal shelled model the shell
designates the cell membrane, which is practically non-
conductive and bounded by two confocal spheroids. Both
the spherical41 and the spheroidal42 models have analyt-
ical solutions for α-(below the frequency of 10 KHz) and
β- (in the MHz range of the radiofrequency spectrum)
relaxations43. On the other hand, the membrane capac-
itance needs to be estimated as an input parameter in
the analysis of α- and β-relaxations41. Eq. (13) gives
us also an analytical form of the membrane capacitance
in the spheroidal model, putting the ellipsoidal and the
spherical models on the same footing in terms of solvabil-
ity. However, realistic cell models would imply constant-
thickness membrane, which is not found in the spheroidal
model. In living cells, on the other hand, the membrane
is very just a few tens of nm thick for a cell size in the µm
range. Apparently, Eq. (9) is quite general for thin ca-
pacitors. The control parameter for accuracy is ζ1 which
is weighted by its Lame´ coefficient. Thus, it is of great
interest to look for the validity of (9) in the case of thin
and constant-thickness capacitors.
We suppose that Σ1 is sufficiently smooth and let
us pick an arbitrary point r0 on Σ1 that is locally
parametrized by r(ζ1, ζ2) and consider its two principal
directions in which the curvature tensor is diagonal. We
assume without loss of generality that ζ1 is the parame-
terization of the first principal direction and ζ2 the pa-
rameterization of the second. We further assume that
the unit tangent vectors are t1,2 =
∂r
∂ζ1,2
, such that the
surface element is dΣ1 = dζ1dζ2. Hence, the unit normal
vector on Σ1 at r0 is n = t1 × t2. We also denote the
curvature along the first principal direction at r0 as κ1
and the curvature along the second principal direction
at r0 as κ2. In this situation the constant-thickness ca-
pacitor is determined by Σ1 and by Σ2 that is defined
as r′(ζ1, ζ2) = r(ζ1, ζ2) + δan(ζ1, ζ2), where δa is the is
8small and constant. Then the tangent vectors on Σ2 are
t′1,2 = t1,2(1 + δaκ1,2). Therefore, in the linear approx-
imation with respect to δa, the surface element on Σ2
is dΣ2 = dζ1dζ2(1 + 2δaH), with the mean curvature
H = (κ1 + κ2)/2. The key approximation that comes
under scrutiny is Eq. (10), which is valid as long as the
electric field on Σ2 is the same as the electric field on
Σ1. According to the Gauss theorem the product of elec-
tric field and the surface element must be constant. In
the linear approximation with respect to δa the field E2
on Σ2 is E2 = E1(1 − 2δaH), where E1 is the field on
Σ1. Therefore, it is not hard to see that the voltage drop
V1 − V2 must be amended by the factor (1 − δaH) and
Eq. (10) must be changed to
Cmembrane = ε
A
δa
+
∫
y∈Σ1
εHdΣ1(y). (17)
Eq. (17) is a second order approximation of thin
constant-thickness, where the first term on the right-
hand side is the leading term. We have two straighfor-
ward consequences. First, Eq. (17) explains why the
capacitance of cell membranes appear to be much larger
whenever the membrane is folded44. Second, it gives us
also the validity criterion of parallel-plane capacitor-like
formula which is δa
∫
HdΣ1(y)/A ≪ 1. In Fig. 7 we
present the percentage error of the planar-like capacitor
formula, Eq.(9), with respect to full numerical calcula-
tions and with respect to Eq. (17) for thin constant-
thickness capacitors of prolate spheroidal shape. Three
thicknesses are considered: 0.1, 0.05, and 0.01 of the
largest axial cross-sectional radius of the spheroid. The
calculations show that Eq. (17) is a good approximation
of constant-thickness capacitors up to significant thich-
nesses. On the other hand, for extremely thin capacitors
(a thickness of 0.01) the error of Eq.(9) is about 1%.
A useful application of Eq. (17) is the assessment of
the geometry-dependent energy storage in supercapac-
itors. In a recent paper Huang et al.45 noticed that
the normalized capacitance (capacitance per unit area)
of spherical and cylindrical double-layer capacitors in-
crease with decreasing sphere and cylinder diameters.
They also noticed that the capacitances of spherical ca-
pacitors increase faster than that of cylinders and argued
that this behavior is related to the principal curvatures of
those shapes45. Eq. (17) provides not only the proof for
the curvature-related capacitance but also a quantitative
evaluation of shape dependent capacitance. In addition,
the same equation can be utilized for double-layer capac-
itors of arbitrary shapes.
V. SUMMARY
In the second-kind integral equation based on the ad-
joint of the Neumann-Poincare´ operator the capacitance
as well as the static and dynamic polarizabilities can be
simultaneously calculated for arbitrarily shaped objects.
A compact capacitance formula is obtained and is simply
stated as follows. The capacitance is direct proportional
to the dielectric permittivity of the embedding medium
and to the area of the object, and inverse proportional to
the squared norm of the eigenfunction of the Neumann-
Poincare´ operator with the largest eigenvalue. A spectral
based numerical implementation of the method is accu-
rate and resembles the fast multipole method. Several
applications are discussed. The capacitance formula al-
lows us to define scale-invariant shape factors that varies
slowly with shape and can be used in approximate cal-
culations of capacitance. We have analyzed two scale-
invariant shape factors. One of the shape factors em-
ploys the volume of the object and is more suitable for
long shapes like rods or wires. The other shape factor,
which is defined in terms of the object area, is more ap-
propriate for objects with shapes close to a sphere. Both
scale-invariant shape factors, however, provide an accu-
rate capacitance of touching metallic dimers.
We have extended the above results to capacitors.
More explicitly, we have considered a special class of ca-
pacitors defined by the equipotential surfaces of the equi-
librium charge on an arbitrarly shaped body. In this case
the capacitor behaves like a series capacitor with the to-
tal capacitance as being the capacitance of the inner sur-
face in series with the opposite (negative) capacitance of
the outer surface of the capacitor. This result leads to
an integral form of capacitance that was used to estimate
analytically the capacitance of confocal spheroidal capac-
itors and of finite cylinders. Another consequence is a
second-order formula for thin constant-thickness capaci-
tors of arbitrary shape. The first order term has a plane-
capacitor like form, while the second order term is the
surface integral of the mean curvature. Applications of
a thin constant-thickness capacitor formula are encoun-
tered in the capacitance estimation of membrane in living
cells and of supercapacitors with arbitrary shapes.
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