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Résumé
Cette thèse traite de l’apprentissage automatique pour la classification de données. Afin de réduire le
coût de l’étiquetage, l’apprentissage actif permet de formuler des requêtes pour demander à un opérateur
d’étiqueter seulement quelques données choisies selon un critère d’importance. Nous proposons une
nouvelle mesure d’incertitude qui permet de caractériser l’importance des données et qui améliore les
performances de l’apprentissage actif par rapport aux mesures existantes. Cette mesure détermine le
plus petit poids nécessaire à associer à une nouvelle donnée pour que le classifieur change sa prédiction
concernant cette donnée. Nous intégrons ensuite le fait que les données à traiter arrivent en continu dans
un flux de longueur infinie. Nous proposons alors un seuil d’incertitude adaptatif qui convient pour un
apprentissage actif à partir d’un flux de données et qui réalise un compromis entre le nombre d’erreurs de
classification et le nombre d’étiquettes de classes demandées. Les méthodes existantes d’apprentissage
actif à partir de flux de données, sont initialisées avec quelques données étiquetées qui couvrent toutes
les classes possibles. Cependant, dans de nombreuses applications, la nature évolutive du flux fait que de
nouvelles classes peuvent apparaître à tout moment. Nous proposons une méthode efficace de détection
active de nouvelles classes dans un flux de données multi-classes. Cette méthode détermine de façon
incrémentale une zone couverte par les classes connues, et détecte les données qui sont extérieures à cette
zone et proches entre elles, comme étant de nouvelles classes. Enfin, il est souvent difficile d’obtenir un
étiquetage totalement fiable car l’opérateur humain est sujet à des erreurs d’étiquetage qui réduisent les
performances du classifieur appris. Cette problématique a été résolue par l’introduction d’une mesure
qui reflète le degré de désaccord entre la classe donnée manuellement et la classe prédite et une nouvelle
mesure d’"informativité" permettant d’exprimer la nécessité pour une donnée mal étiquetée d’être ré-
étiquetée par un opérateur alternatif.
Mots-clés: Classification, Apprentissage actif, Flux de données, Détection de nouveautés, Erreurs d’éti-
quetage
Abstract
This thesis focuses on machine learning for data classification. To reduce the labelling cost, active
learning allows to query the class label of only some important instances from a human labeller. We pro-
pose a new uncertainty measure that characterizes the importance of data and improves the performance
of active learning compared to the existing uncertainty measures. This measure determines the smallest
instance weight to associate with new data, so that the classifier changes its prediction concerning this
data. We then consider a setting where the data arrives continuously from an infinite length stream. We
propose an adaptive uncertainty threshold that is suitable for active learning in the streaming setting and
achieves a compromise between the number of classification errors and the number of required labels.
The existing stream-based active learning methods are initialized with some labelled instances that cover
all possible classes. However, in many applications, the evolving nature of the stream implies that new
classes can appear at any time. We propose an effective method of active detection of novel classes in
a multi-class data stream. This method incrementally maintains a feature space area which is covered
by the known classes, and detects those instances that are self-similar and external to that area as novel
classes. Finally, it is often difficult to get a completely reliable labelling because the human labeller is
subject to labelling errors that reduce the performance of the learned classifier. This problem was solved
9
by introducing a measure that reflects the degree of disagreement between the manually given class and
the predicted class, and a new informativeness measure that expresses the necessity for a mislabelled
instance to be re-labeled by an alternative labeller.
Keywords: Classification, Active learning, Data stream, Novelty detection, Label noise.
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Notations
1. R est l’espace des nombres réels
2. N est l’espace des nombres entiers
3. d est la dimension de l’espace
4. X ⊆ Rd est l’espace des instances (aussi appelé espace des entrées ou des caractéristiques), où d
est le nombre de dimensions (ou de caractéristiques)
5. x ∈ X est un vecteur de caractéristiques représentant une instance (une donnée)
6. xi est une ième instance
7. x(j)i la j
ème composante de l’instance xi (c.à.d. la valeur de la jeme caractéristique pour l’instance
xi)
8. Y est l’ensemble des classes de données
9. y ∈ Y est une étiquette de classe (un nom unique d’une classe)
10. (x, y) est un couple représentant une instance x étiquetée avec y (x est dit membre de la classe y)
11. h est un modèle de classification (classifieur) présenté sous forme d’une fonction h : X → Y , tel
que h(x) = y
12. argmax
i
F (i) permet la sélection de la valeur i qui donne la valeur maximale pour la fonction F (i)
13. argmin
i
F (i) permet la sélection de la valeur i qui donne la valeur minimale pour la fonction F (i)
14. O est l’ordre de grandeur d’une complexité algorithmique
15. dist(x1, x2) est la distance euclidienne entre deux instances x1 et x2
16. L est un ensemble de données étiquetées
17. U est un ensemble de données non étiquetées
18. H(x, r) est l’hypersphère de centre x et de rayon r
19. p est la mesure de probabilité
20. w est un poids associé à une instance
21. wˆ est le plus petit poids (poids suffisant) à associer à une instance étiquetée pour faire basculer la
prédiction du classifieur.
22.  est une constante représentant le taux d’apprentissage 0 <  1
23. θ est le seuil d’incertitude
24. yo l’étiquette observée pour une instance x (donnée par un opérateur).
25. SVM est l’abréviation de Séparateur à Vaste Marge ("Support Vector Machine")
26. kNN est l’abréviation de la méthode des k plus proches voisins ("k Nearest Neighbours")
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1.1 Contexte
Le cadre général de cette thèse concerne les systèmes capables d’améliorer leur performance avec
l’expérience. Ce vaste domaine, connu sous le nom d’apprentissage automatique, a pour objectif de
développer des algorithmes permettant aux machines d’apprendre à partir de données existantes. Cet
apprentissage est effectué dans le but d’accomplir des tâches précises impliquant la prise de décisions
concernant de nouvelles données. Dans cette thèse, nous nous intéressons plus particulièrement à la
tâche de classification automatique de données, qui consiste à attribuer une classe ou catégorie à chaque
donnée.
Cette thèse a été réalisée dans le contexte du projet industriel DoD ("Documents on Demand") pro-
posé par la société ITESOFT. Cette société est un éditeur de logiciels novateurs spécialisé dans différents
aspects de l’analyse et la gestion de documents. Elle traite des milliers de documents administratifs hété-
rogènes qui sont quotidiennement numérisés. Leur traitement doit être rapide et efficace afin de permettre
un gain de productivité pour les administrations et un gain de réactivité et de temps de réponse pour les
utilisateurs. Dans le contexte du projet DoD, les documents arrivent sous forme d’un flux continu, et la
tâche de classification automatique intervient à différents niveaux.
Premièrement, la classification des documents dans différentes catégories telles que des chèques ban-
caires, des reçus de frais médicaux, des factures, des ordonnances, etc. permet de les diriger automatique-
ment vers des dispositifs de traitements spécifiques (selon leur catégorie) ou vers des services spécialisés
dans leur gestion. Leur classification par thème permet également de donner du contexte au texte du do-
cument afin de lever des ambiguïtés concernant la reconnaissance de certains mots clés. Deuxièmement,
la classification des zones contenues dans un document administratif en différentes classes telles que "lo-
gos", "signatures", "tables", "annotations manuscrites", "tampons", etc. permet d’identifier le type de ces
zones afin d’utiliser des techniques de reconnaissance spécifiques à leur contenu. Par exemple, si nous
savons qu’une zone à l’intérieur d’un document représente un tableau, alors des techniques spécialisées
dans l’extraction des informations à partir de tableaux peuvent être utilisées. Enfin, les notions d’ap-
prentissage et de classification abordées dans cette thèse sont génériques et peuvent concerner d’autres
13
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données traitées par la société (e.g. courriers électroniques), mais aussi diverses autres applications en
dehors du contexte d’ITESOFT.
1.2 Problématique
Il existe plusieurs types d’apprentissage automatique pour la classification : supervisé, non-supervisé,
semi supervisé et actif. L’apprentissage supervisé permet aux utilisateurs de préciser les classes voulues
selon les besoins spécifiques de l’application. Il utilise une base de données d’apprentissage dans la-
quelle chaque donnée est étiquetée manuellement avec sa classe respective. L’obtention d’un classifieur
performant nécessite l’étiquetage manuel d’un nombre suffisamment grand de données pour chacune des
classes, ce qui s’avère être coûteux. L’apprentissage non supervisé ne nécessite pas d’étiquetage et essaie
plutôt de découvrir des clusters (groupes de données proches entre elles) dans un ensemble de données
non étiquetées. Mais les clusters découverts ne correspondent pas toujours aux classes spécifiques vou-
lues par l’utilisateur. L’apprentissage semi-supervisé permet aux utilisateurs de spécifier des classes sans
nécessiter beaucoup d’étiquetage. En effet, les techniques d’apprentissage semi-supervisé peuvent ap-
prendre en utilisant à la fois des données étiquetées et non étiquetées, ce qui permet d’alléger le coût
d’étiquetage. Enfin, l’apprentissage actif permet de demander à un opérateur l’étiquetage de quelques
données "importantes" sélectionnées de manière pertinente, ce qui réduit considérablement le coût d’éti-
quetage. Le principal problème à résoudre pour un apprentissage actif concerne la façon de sélectionner
les données à étiqueter. Ceci n’est pas un problème trivial car une solution idéale doit permettre à la fois
(i) d’étiqueter autant de données que nécessaires pour avoir un classifieur performant, et (ii) de réduire
au maximum le coût d’étiquetage, qui peut être estimé par le nombre de données à étiqueter.
Par ailleurs, quel que soit le type d’apprentissage utilisé pour entraîner un classifieur, la plupart des
méthodes existantes ont besoin de connaître à l’avance l’ensemble des données utilisées pour l’appren-
tissage. Ceci n’est pas possible dans le cas d’un flux où les données arrivent en continu et deviennent
disponibles au fil du temps (flux infini). Dans ce cas, l’apprentissage se fait au fur et à mesure de l’arrivée
des données : chaque nouvelle donnée est utilisée immédiatement et une seule fois, pour mettre à jour
le modèle de façon incrémentale. La plupart des méthodes d’apprentissage à partir de flux de données
supposent que le nombre de classes de données dans le flux est connu. Cependant, dans les applications
réelles, cette supposition est souvent incorrecte. En effet, il est difficile d’obtenir des échantillons de
données étiquetées à partir de toutes les classes de données possibles qui apparaîtront dans le futur. De
plus, la nature évolutive du flux fait que de nouvelles classes peuvent apparaître à tout moment. Si une
nouvelle classe n’est pas automatiquement détectée, toutes les données de cette classe seront inévitable-
ment classées par erreur dans des classes existantes (connues). L’identification de nouvelles classes est
donc importante pour éviter de telles erreurs de classification.
Les méthodes d’apprentissage actif à partir de flux de données supposent implicitement que les don-
nées utilisées pour leur initialisation, couvrent toutes les classes possibles, et demandent à un opérateur
les étiquettes des données "importantes" dont l’importance est déterminée selon ces classes connues. La
détection de nouvelles classes n’est pas triviale pour ces méthodes car elles doivent demander des éti-
quettes pour des données se trouvant dans différentes régions inexplorées de l’espace des entrées, ce qui
rend la réduction du coût d’étiquetage plus difficile.
En outre, les méthodes d’apprentissage existantes, qu’elles soient supervisées, semi-supervisées ou
actives, supposent que les étiquettes observées (i.e. données par un opérateur) sont parfaitement cor-
rectes. Cependant, dans des applications du monde réel, cette hypothèse n’est souvent pas satisfaite. En
effet, il est difficile d’obtenir des étiquettes totalement fiables car l’opérateur humain peut commettre des
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erreurs d’étiquetage qui réduisent les performances de classification du modèle appris.
L’apprentissage actif permet de demander l’étiquetage des instances qui sont susceptibles d’amélio-
rer le modèle de classification si l’on suppose que les étiquettes de classes obtenues sont correctes. La
présence d’erreurs d’étiquetage fait que l’algorithme a besoin de plus d’étiquetage afin de converger vers
un bon modèle, ce qui rend la réduction du coût d’étiquetage encore plus difficile.
À travers cette discussion, apparaissent trois aspects principaux qui doivent être pris en compte par
l’apprentissage et qui sont traités dans cette thèse :
1. Minimisation des interventions humaines pour :
– L’étiquetage manuel des données utilisées pour l’apprentissage.
– Le paramétrage du système.
2. Adaptation au caractère évolutif du flux de données qui implique l’émergence de nouvelles classes
non apprises et qui n’ont jamais été vues auparavant.
3. Apprentissage en présence d’erreurs d’étiquetage dues à la non fiabilité de l’opérateur qui super-
vise le système.
1.3 Organisation du mémoire
Ce mémoire est organisé comme suit. Dans le chapitre 2, nous introduisons la terminologie rela-
tive à la tâche de classification puis les différents types d’apprentissage, avant de justifier notre choix
d’apprentissage actif semi-supervisé. Nous présentons également les bases des données utilisées lors des
différents expérimentations.
Dans le chapitre 3, nous exposons les stratégies utilisées en apprentissage actif pour choisir les
données qui améliorent l’apprentissage (données informatives) et qui sont donc manuellement étique-
tées de sorte à minimiser l’effort d’étiquetage fourni par l’humain. Nous proposons ensuite une nouvelle
stratégie d’incertitude qui permet de caractériser l’"informativité" des données et qui améliore les perfor-
mances de l’apprentissage actif par rapport aux stratégies d’incertitudes existantes. Des expérimentations
sont ensuite présentées pour prouver l’efficacité de la stratégie d’apprentissage actif proposée.
Dans le chapitre 4, nous étudions des méthodes basées sur l’algorithme NG ("Neural Gas"), permet-
tant d’apprendre de façon non supervisée la topologie des données en entrée. Nous proposons ensuite une
extension semi-supervisée et active, de l’un de ces algorithmes. La méthode proposée dans ce chapitre
constitue principalement un point de départ pour la méthode de détection de nouvelles classes proposée
dans le chapitre suivant.
Dans le chapitre 5, nous traitons le problème de détection active de nouvelles classes dans un flux
de données. Tout d’abord, nous étudions les méthodes qui sont habituellement utilisées dans la littérature
pour la détection de nouveautés. Comme, elles ne sont pas adaptées à un apprentissage actif à partir
d’un flux de données multi-classes, nous étendons l’algorithme proposé dans le chapitre 4 pour détecter
automatiquement les nouvelles classes dans le flux. Le chapitre se termine par des expérimentations qui
montrent l’efficacité de la méthode de détection de nouvelles classes proposée.
Dans le chapitre 6, nous abordons le problème de gestion des erreurs d’étiquetage. Tout d’abord,
nous présentons des méthodes existantes qui permettent de filtrer des données mal étiquetées ou de
réduire leur impact sur les résultats de classification. Ensuite nous proposons une méthode pour traiter
ce problème dans le cadre d’un apprentissage actif à partir d’un flux de données.
Ce mémoire se termine par une discussion sur ce qui est accompli ainsi que les perspectives à court
et long terme dans le chapitre 7.
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1.4 Résumé des contributions
Stratégie d’apprentissage actif à partir de flux de données
Nous proposons une stratégie qui détermine le plus petit poids nécessaire à associer à une nouvelle
donnée pour que le classifieur change sa prédiction concernant cette donnée. Si un petit poids est suffisant
pour modifier la prédiction, le classifieur est considéré incertain, et la vraie classe de cette donnée est
demandée à l’opérateur. Afin de déterminer si le poids suffisant est "assez petit", nous proposons un
seuil d’incertitude adaptatif qui convient pour un apprentissage actif à partir d’un flux de données, tout
en faisant un compromis entre le nombre d’erreurs et le nombre d’étiquettes de classe demandées. La
stratégie proposée permet également de s’abstenir de classifier des données incertaines afin de réduire le
taux d’erreurs. Ainsi, la contribution de cette partie se résume dans les points suivants :
– Une nouvelle mesure d’incertitude basée sur la pondération des instances.
– Un seuil d’incertitude adaptatif pour l’apprentissage actif à partir d’un flux de données.
– Un algorithme d’apprentissage incrémental semi-supervisé actif pour la classification de flux de
données.
Ces contributions ont donné lieu à 5 publications [Bouguelia 15(3)], [Bouguelia 15(2)], [Bouguelia 13(3)],
[Bouguelia 13(2)], [Daher 14].
Détection de nouvelles classes dans un flux de données
Nous proposons une méthode de détection de classes inconnues, qui maintient de façon incrémen-
tale une zone couverte par les classes connues (les régions de l’espace des entrées où les données de
classes connues ont été observées), et détecte les données qui sont extérieures à cette zone et proches
entre elles, comme étant de nouvelles classes. L’algorithme permet de demander les vraies étiquettes de
classes seulement pour les instances qui permettent de mieux discriminer entre les classes existantes et
les nouvelles classes identifiées. Ainsi, la contribution de cette partie se résume dans les points suivants :
– Méthode adaptative pour la détection, en temps réel, de données qui sont étrangères aux classes.
connues
– Distinction efficace entre les classes nouvelles et existantes.
La contribution de cette partie a donné lieu à trois articles [Bouguelia 14(3)], [Bouguelia 14(2)],
[Bouguelia 14(1)].
Gestion des erreurs d’étiquetage
Concernant la gestion des erreurs d’étiquetage, nous développons les questions suivantes : parmi les
instances dont les étiquettes ont été demandées, lesquelles sont les plus susceptibles d’être mal étique-
tées ? Faut il toujours s’abstenir d’apprendre lorsqu’on suspecte qu’une donnée est mal étiquetée ? Parmi
les instances mal étiquetées lesquelles nécessitent un ré-étiquetage ? Nous proposons une mesure qui re-
flète la vraisemblance de mauvais étiquetage (le degré de désaccord entre la classe donnée manuellement
et la classe prédite) pour filtrer dès réception les instances potentiellement mal étiquetées. Un opérateur
expert alternatif peut ainsi être sollicité pour corriger l’instance filtrée. La méthode est capable de sé-
lectionner (pour ré-étiquetage) seulement les instances qui méritent d’être corrigées selon une nouvelle
mesure d’informativité. Ainsi, la contribution de cette partie se résume dans les points suivants :
– Mesure du degré de désaccord entre la classe donnée manuellement et la classe prédite.
– Mesure d’informativité permettant d’exprimer combien une donnée mal étiquetée mérite d’être
ré-étiquetée.
Cette contribution a été publiée dans [Bouguelia 15(1)].
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2.1 Classification
La classification est la tâche consistant à attribuer une classe à une donnée qu’on veut classer, ou
autrement dit, à assigner une donnée à une classe de données.
Plus formellement, soitX ⊆ Rd un ensemble représentant un espace à d dimensions, appelé l’espace
des instances. La donnée x ∈ X est appelée une instance et représente un point dans l’espace X .
L’instance x est présentée sous forme d’un vecteur de taille d, x = (x(1), ..., x(d)), où chaque composante
x(i) ∈ R est une valeur discrète ou continue. Soit Y un ensemble fini de classes où chaque classe y ∈ Y
est présentée sous forme d’une valeur discrète appelée étiquette de classe (un nom ou identifiant unique
pour la classe). Le classifieur se présente alors sous forme d’une fonction de classification h (appelée
aussi modèle de classification) permettant d’associer une donnée x ∈ X à une étiquette de classe y ∈ Y
(équation 2.1).
h :
∣∣∣∣ X −→ Yx 7−→ y = h(x) (2.1)
Notez que pour le problème de classification, l’espace des réponses Y ⊂ N est discret et fini, vu que
chaque y ∈ Y représente une classe. Lorsque Y est continu (c.à.d. Y ⊂ R), on parle alors du problème
de régression qui sert à estimer la relation entre une ou plusieurs variables x(i) ∈ R et une autre variable
y ∈ R. Dans le cadre de cette thèse, nous nous intéressons au problème de classification plutôt qu’au
problème de régression.
La probabilité conditionnelle p(y|x) est appelée probabilité a posteriori de la classe y pour l’instance
x. Une discussion sur les propriétés de classifieurs spécifiques dépasserait le cadre de cette introduction.
Nous mentionnons simplement que la plupart des classifieurs, non seulement retournent la classe y pré-
dite pour une instance x telle que définie dans l’équation 2.1, mais donne également un score ou une
estimation pˆ(y|x) de la probabilité a posteriori.
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Afin d’évaluer la qualité d’une classification pour un classifieur h, une fonction lh dite fonction de
coût (en anglais "loss function" ou "cost function"), est généralement utilisée :
lh :
∣∣∣∣∣∣∣
X×Y −→ R+
(x, y) 7−→ l(h(x), y) =
{
0 si h(x) = y
1 si h(x) 6= y
(2.2)
où x est une instance dont la classe est y, et l(h(x), y) donne un coût nul lorsque h(x) = y (c.à.d. lorsque
la classe de x est correctement prédite).
Ainsi, le taux d’erreur d’un classifieur h peut être estimé en pratique sur un ensemble de n don-
nées étiquetées suivant l’équation 2.3. Lorsque n tend vers l’infini, ce taux d’erreur correspond alors
à la probabilité de mauvaise prédiction P (h(x) 6= y), et la probabilité complémentaire P (h(x) = y)
correspond au taux de bonne classification et est appelée "exactitude" ("accuracy" en anglais) ou taux de
reconnaissance.
Eh =
1
n
n∑
i=1
lh(xi, yi) (2.3)
La question principale qui se pose, est de savoir comment obtenir un bon classifieur h, autrement dit,
comment apprendre h. Ce point est abordé ci-après.
2.2 Apprentissage
La notion d’apprentissage inclut toute méthode permettant de produire une fonction, des règles géné-
rales, ou plus généralement un modèle qui représente les informations présentes dans les données d’ap-
prentissage. Un algorithme d’apprentissage essaie de modéliser la relation qui existe entre les entrées
(instances) et les sorties (classes) en construisant la fonction h : X −→ Y de sorte que la probabilité de
mauvaise prédiction P (h(x) 6= y) soit minimale.
A titre d’exemple, dans le scénario standard d’apprentissage supervisé, on dispose d’un ensemble
L = {(x1, y1), ..., (xn, yn)} d’instances étiquetées, appelé ensemble de données d’apprentissage ou
tout simplement base d’apprentissage. Les données d’apprentissage sont utilisées avec un algorithme
d’apprentissage pour produire un classifieur h, qui est ensuite utilisé pour prédire la classe d’une nouvelle
instance. Le rôle des étiquettes de classes associées aux données d’apprentissage, est de guider ou de
superviser un algorithme d’apprentissage vers la règle de classification désirée qui minimise l’erreur de
classification des nouvelles instances.
2.2.1 Types d’apprentissage
Il existe plusieurs types d’apprentissage permettant de produire des classifieurs.
2.2.1.1 Supervisé
L’apprentissage supervisé nécessite une base d’apprentissage où chaque instance est préalablement
étiquetée avec sa classe respective. Supposons que nous disposions d’une grande quantité de données
non étiquetées. Un opérateur étiquette manuellement autant de données que possible pour les utiliser
dans un algorithme d’apprentissage supervisé, dans le but d’apprendre un classifieur. Notez ici que les
données d’apprentissage à étiqueter manuellement sont choisies préalablement et au hasard parmi les
données disponibles. On dit alors que l’apprentissage se fait de façon passive.
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Il existe principalement deux familles de méthodes d’apprentissage supervisé pour la classification :
les méthodes discriminatives et les méthodes génératives (voir Figure 2.1). Les méthodes discriminatives
sont celles qui sont les plus utilisées et incluent, entre autres : SVM, KNN, régression logistique et
réseaux de neurones. Elles permettent de définir une séparation entre les classes en créant des frontières
de décision entre elles. La classification d’une nouvelle instance se fait selon la position de cette instance
par rapport aux frontières de décision. Les méthodes génératives visent, quant à elle, à apprendre des
modèles qui décrivent la façon dont les données de chaque classe sont générées en considérant les classes
indépendamment les unes des autres. Des exemples de cette famille de méthodes incluent les HMM, la
classification naïve bayésienne, etc.
De nombreuses méthodes d’apprentissage supervisé pour la classification, existent dans la littérature.
Plus de détails sur le fonctionnement de ces méthodes sont donnés dans [Sebastiani 02, Kotsiantis 06,
Bishop 06]. Plusieurs de ces méthodes ont été appliquées à la classification de documents images et sont
revues dans [Chen 07].
FIGURE 2.1 – (a) Approches discriminatives où des frontières sont construites pour la séparation, (b)
Approches génératives ou un modèle est défini par classe.
2.2.1.2 Non supervisé
L’apprentissage non supervisé ne nécessite pas l’étiquetage des données de la base d’apprentissage.
Ce type d’apprentissage peut être utilisé pour découvrir des clusters formés par l’ensemble des données.
Il s’agit de partitionner les instances en différents ensembles homogènes (clusters) tel que (i) les ins-
tances d’un même cluster partagent des caractéristiques communes, qui correspondent à des critères de
proximité que l’on définit le plus souvent grâce à des mesures de distance entre les paires d’instances,
et (ii) les instances appartenant à des clusters différents soient différenciées (éloignées). Pour exemple,
la mesure de distance la plus connue est probablement la distance euclidienne définie par l’équation 2.4
pour deux instances x1 et x2.
dist(x1, x2) =
√√√√ d∑
i=1
(x
(i)
1 − x(i)2 )2 (2.4)
Cependant, les clusters découverts naturellement dans les données, ne correspondent pas nécessai-
rement aux classes que nous voulons apprendre. Ceci provient du fait que les caractéristiques avec les-
quelles les instances sont représentées dans l’espaceX , ne sont jamais parfaitement corrélées aux classes
qu’on désire obtenir. La Figure. 2.2 montre le cas d’un espace à d = 2 dimensions (les instances sont
représentées par deux caractéristiques). Un apprentissage non supervisé n’est pas forcément adapté pour
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la tâche de classification. Pour utiliser un apprentissage non supervisé pour une tâche de classification,
les clusters doivent coïncider avec les frontières de décision des classes désirées. Si cette hypothèse est
fausse (ce qui est souvent le cas), les résultats obtenus seront erronés.
De nombreuses méthodes pour la classification non supervisée de documents text, sont revues dans
[Aggarwal 12].
FIGURE 2.2 – Cas d’un apprentissage non supervisé : les clusters ne coïncident pas avec les classes
désirées.
2.2.1.3 Semi-supervisé
Dans l’apprentissage semi-supervisé, l’idée de base est de réduire le coût d’étiquetage en utilisant
peu de données étiquetées et en exploitant les données non étiquetées. À titre d’exemple, une méthode
d’apprentissage semi-supervisée très basique consiste à apprendre un modèle de classification à partir
des données étiquetées et prédire les classes des données non étiquetées. Les données non étiquetées les
plus sûres (pour lesquelles le classifieur est le moins incertain), avec leurs étiquettes prédites, sont alors
ajoutées à la base d’apprentissage pour apprendre un nouveau modèle de classification, et ainsi de suite.
L’hypothèse faite par l’apprentissage semi-supervisé est que la distribution des données non étique-
tées p(x) partage des caractéristiques en commun avec la distribution des données dans leurs classes
respectives p(x|y). Ainsi, l’apprentissage semi-supervisé peut aider à améliorer les résultats d’apprentis-
sage si cette hypothèse est vraie, mais peut conduire à une dégradation des performances du classifieur
appris dans le cas contraire.
Les méthodes d’apprentissage semi-supervisé ont été appliquées à la classification de documents
text dans [Krithara 08, Carmagnac 04, Nigam 06]. Une revue de littérature des principales méthodes
d’apprentissage semi-supervisé est présentée dans [Zhu 08].
2.2.1.4 Actif
Dans le cas d’un apprentissage supervisé, le but est d’apprendre un modèle qui lie les instances
à leurs classes respectives, en utilisant un échantillon aléatoire de données d’apprentissage étiquetées.
Dans ce cas, l’algorithme d’apprentissage apprend un modèle de classification en fonction des données
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dont il dispose déjà, autrement dit, de données imposées. Afin d’enrichir la qualité des données utilisées
pour l’apprentissage, il est possible d’autoriser des interactions entre l’algorithme d’apprentissage et
l’opérateur qui effectue l’étiquetage des données. Il s’agit alors d’un apprentissage actif (à l’opposé d’un
apprentissage passif).
L’apprentissage actif peut être considéré comme un protocole d’étiquetage agissant comme un ap-
prentissage semi-supervisé afin de réduire le coût d’étiquetage, en permettant de choisir les données à
étiqueter. Le choix des instances à étiqueter pour l’apprentissage, peut influencer considérablement la
qualité du classifieur appris. En effet, les étiquettes de classes associées aux instances, dirigent le sys-
tème vers la règle de classification désirée. Il est donc important d’étiqueter des instances informatives
qui permettent de converger plus rapidement vers cette règle de classification. Par exemple, le gain d’éti-
queter manuellement une instance qui est très bien classée par le classifieur (avec une grande confiance)
est faible, comparé à d’autres instances plus informatives (pour lesquelles le classifieur est incertain).
Contrairement à un apprentissage passif, l’apprentissage actif consiste ainsi à se demander quelles se-
raient les instances les plus informatives à présenter à l’opérateur, afin de les utiliser comme données
étiquetées pour l’apprentissage.
Nous donnons un état de l’art des méthodes d’apprentissage actif existantes dans la section 3.3.
2.2.2 Apprentissage à partir de flux de données
Un flux de données peut être vu comme un ensemble possiblement de longueur infinie où les données
arrivent les unes après les autres de façon continue. Leur ordre n’est pas maîtrisé, et l’accès à ces données
est strictement séquentiel.
Généralement, les méthodes d’apprentissage, quelque soit leur type, ont besoin d’une base de don-
nées d’apprentissage préparée à l’avance et effectuent plusieurs itérations sur ces données. Ce mode
d’apprentissage est dit "hors-ligne". Dans ce dernier, les phases d’apprentissage et de classification (re-
connaissance) sont séparées. Le classifieur est d’abord entraîné statiquement sur une base d’apprentis-
sage, puis il est utilisé pour classer de nouvelles données. Dans le cas d’un flux de données, il existe
plusieurs méthodes d’apprentissage qui sont capables d’apprendre "en-ligne". Dans cette configuration,
l’apprentissage et la classification sont effectuées conjointement, ainsi, le système apprend continuel-
lement pour améliorer ses performances tout au long de son utilisation. L’apprentissage en-ligne est
souvent effectué de façon incrémentale, même s’il est aussi possible de refaire l’apprentissage lorsque de
nouvelles données sont disponibles (en stockant toutes les données). Un apprentissage incrémental est
capable d’apprendre à partir de chaque nouvelle donnée en mettant à jour le modèle de classification et
en ajustant ses paramètres, sans remettre en cause ce qui a déjà été appris et sans refaire un apprentissage
sur toutes les données précédentes.
Les méthodes d’apprentissage à partir d’un flux de données sont souvent confrontées à de nouvelles
contraintes. Par exemple, ces méthodes sont particulièrement sensibles à l’ordre d’arrivée des données
vu que chaque donnée n’est visitée qu’une seule fois et est utilisée dès sa réception pour mettre à jour le
modèle appris. De plus, vu que la base d’apprentissage n’est pas disponible à l’avance, l’ensemble des
données d’apprentissage initial n’est souvent pas diversifié et conséquent. Ainsi, le système doit s’adapter
pendant son utilisation à différentes situations, telles que l’apparition de nouvelles classes de données,
des classes de données qui ne sont que partiellement représentées dans l’espace des entrées, l’adaptation
automatique des paramètres d’apprentissage, etc.
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2.3 Description des bases de données utilisées dans l’évaluation
Afin de diversifier nos données et montrer l’efficacité de nos algorithmes, nous avons utilisé plusieurs
types de bases : bases de documents, bases de chiffres manuscrits, bases de lettres et bases d’images.
Bases de documents
Nous considérons dans nos évaluations expérimentales différents ensembles de documents adminis-
tratifs numérisés fournis par des clients de la société ITESOFT. Chaque document est traité par OCR 1 et
représenté par un sac de mots textuels, un vecteur qui contient les nombres d’occurrences des mots dans
le document. Les vecteurs de chaque ensemble sont représentés dans un espace à d dimensions où d est
la taille du vocabulaire des mots utilisés. Les ensembles de documents utilisés contiennent des nombres
différents de classes (de 13 à 141 classes) :
– DocSet : 779 documents, d = 413, 13 classes.
– CAF : 1158 documents, d = 271, 141 classes.
– LIRMM : 1951 documents, d = 277, 24 classes.
– MMA : 2591 documents, d = 292, 25 classes.
– APP : 19742 documents, d = 328, 139 classes.
Les documents considérés peuvent être mono-pages ou multi-pages et sont de natures hétérogènes.
D’une part, les documents d’une même classe peuvent présenter une large variabilité. À titre d’exemple,
la figure 2.3 montre deux documents différents de la base MMA, qui appartiennent à une même classe.
D’autre part, les documents de deux classes différentes peuvent être similaires, difficiles à distinguer, et
sont donc susceptibles d’être confondus. À titre d’exemple, la figure 2.4 montre deux documents de la
base APP qui présentent beaucoup de similarités (visuelles et textuelles), mais qui appartiennent à deux
classes différentes. De plus, certains documents (par exemple, le document de la figure 2.5) peuvent
contenir une faible quantité d’informations.
Bases de chiffres manuscrits
Deux bases de données représentant des chiffres manuscrits sont utilisées ; elles sont disponibles
dans le répertoire UCI [Bache 13].
1) Optdigits est dédiée à la reconnaissance optique de chiffres manuscrits à partir de formulaires pré-
imprimés. 43 personnes ont contribué à la création de ces données. Afin de réduire la dimensionnalité
et donner de l’invariance aux petites déformations, les images de taille 32 × 32 sont divisées en blocs
de 4 × 4 qui ne se chevauchent pas, et le nombre de pixels noirs est compté dans chaque bloc. Ceci
donne lieu à une matrice de taille 8× 8 (donc d = 8× 8 = 64) où chaque élément est un nombre entier
entre 0 et 16. Des exemples d’images de la base optdigits sont donnés dans la figure 2.6a. Cette base
contient plusieurs cas de chiffres ambigus et difficiles à distinguer. Par exemple, la figure 2.6b montre
des chiffres manuscrits appartenant à la classe du chiffre 2, mais certains échantillons (entourés en rouge
sur la figure) peuvent facilement être confondus avec la classe du chiffre 1.
2) Pendigits est utilisée pour la reconnaissance de chiffres manuscrits en-ligne, écrits à l’aide de
stylos numériques. 44 personnes ont été invitées à écrire sur une tablette 250 chiffres chacune, dans un
ordre aléatoire, à l’intérieur de zones de 500 × 500 pixels. Les dix premiers chiffres sont ignorés parce
que la plupart des sujets ne sont pas familiers avec ce type de périphériques d’entrée. Les chiffres sont
représentés en utilisant leurs coordonnées dans la zone d’écriture, sous forme de vecteurs de caractéris-
tiques de longueur fixe, en utilisant des techniques de ré-échantillonnage temporel et spatial. La Figure
1. reconnaissance optique de caractères (en anglais, Optical Character Recognition)
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FIGURE 2.3 – Deux documents différents appartenant à une même classe.
FIGURE 2.4 – Deux documents similaires mais appartenant à deux classes différentes.
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FIGURE 2.5 – Document contenant une faible quantité de text.
FIGURE 2.6 – Exemples d’images de chiffres manuscrits de la base optdigits.
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FIGURE 2.7 – Exemples d’images de chiffres manuscrits de la base pendigits. Tous les échantillons des
chiffres manuscrits sont tracés en gris et superposés par classes. Les moyennes sont sont visualisées en
noir.
2.7 montre des images de la base pendigits. Tous les échantillons des chiffres de la base sont tracés en
gris et superposés, par classes. Les moyennes sont visualisées en noir.
En résumé, voici les informations sur ces deux bases :
– Optdigits : 5620 instances, d = 64, 10 classes.
– Pendigits : 10992 instances, d = 16, 10 classes.
Base de lettres
La base Letter-recognition est disponible dans le répertoire UCI [Bache 13]. L’objectif est de recon-
naître des lettres de l’alphabet anglais. Les images de caractères appartiennent à 20 polices différentes.
Des exemples de lettres sont donnés dans la Figure 2.8.
– Letter-recognition : 20000 instances, d = 16, 26 classes.
Base d’images
Dans la base Image-segmentation du répertoire UCI [Bache 13], les données ont été choisies au
hasard à partir d’une base d’images de paysages. Les images ont été segmentées manuellement en régions
de 3 × 3 pixels classées dans les 7 classes suivantes : brique, ciel, feuillage, ciment, fenêtre, chemin et
herbe. Chaque région est représentée par 19 descripteurs morphologiques se basant sur les couleurs
(R,G,B) et la densité des pixels. Ainsi, la base est présentée comme suit :
– Image-segmentation : 2310 instances, d = 19, 7 classes.
Les images originales de cette base ne sont pas disponibles publiquement.
2.4 Conclusion
Dans ce chapitre, nous avons introduit les principaux types d’apprentissage automatique utilisés pour
la tâche de classification de données. La classification a été décrite comme la tâche consistant à assigner
une donnée à une classe de données, en utilisant un modèle de classification (i.e. classifieur) qui lie les
instances à leurs classes respectives. Afin d’apprendre ce modèle, les différents type d’apprentissage,
leurs avantages et inconvénients, ont été présentés.
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FIGURE 2.8 – Exemples d’images de lettres de la base Letter-recognition.
Dans le chapitre suivant, nous nous focaliserons sur l’apprentissage actif qui permet des interactions
entre l’algorithme d’apprentissage et l’opérateur humain afin d’améliorer la qualité de l’apprentissage et
réduire l’effort humain qui est nécessaire pour la supervision du système.
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3.1 Introduction
Dans les méthodes d’apprentissage entièrement supervisées, un modèle de classification est appris
en effectuant plusieurs passes sur un ensemble de données contenant un nombre suffisamment grand de
données étiquetées. Ces approches ne sont pas applicables dans notre contexte pour deux raisons : (i)
il n’est pas possible de réaliser plusieurs passes car les données arrivent continuellement à partir d’un
flux de longueur infinie ; (ii) l’étiquetage manuel d’un grand nombre de données est un procédé très
coûteux. Les techniques d’apprentissage semi-supervisées peuvent apprendre en utilisant des données
étiquetées et non étiquetées, et peuvent donc être utilisées pour alléger le coût d’étiquetage. Dans le cas
d’un apprentissage actif, c’est l’algorithme qui décide de demander les étiquettes de classes de certaines
données "importantes" à un opérateur. Ce type d’apprentissage est adapté pour la classification de flux
de données, où les données non étiquetées sont disponibles en grande quantité alors que leurs étiquettes
sont coûteuses à obtenir.
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L’apprentissage actif peut être mis en œuvre avec n’importe quel classifieur. Le principal problème
à résoudre concerne la façon de sélectionner les instances pour lesquelles un étiquetage sera demandé.
Pour ce faire, plusieurs stratégies ont été étudiées dans la littérature. Nous en verrons les principales dans
la Section 3.3.
Notre contribution dans ce chapitre est faite selon deux actions. Tout d’abord, nous proposons dans
la Section 3.4 une nouvelle mesure d’incertitude qui améliore les performances de l’apprentissage actif
par rapport aux mesures d’incertitude de la littérature. La mesure proposée détermine le plus petit poids
qu’il faut associer à une instance pour que la prédiction du classifieur change d’une étiquette à une
autre. Si un petit poids est suffisant pour que la prédiction change, le classifieur est incertain, et la vraie
étiquette de classe est demandée à un opérateur. Ensuite, nous proposons dans la sous-section 3.4.5 un
seuil d’incertitude adaptatif qui convient pour un apprentissage actif à partir d’un flux de données, tout
en faisant un compromis entre le nombre d’erreurs et le nombre d’étiquettes demandées.
3.2 Apprentissage actif vs passif
L’apprentissage actif peut être mieux expliqué si on l’oppose à l’apprentissage passif. Dans l’ap-
prentissage supervisé usuel, qui représente un cas d’apprentissage passif, l’objectif est d’apprendre un
classifieur à partir de données d’apprentissage étiquetées. Ces données sont présentées sous forme de
paires d’entrées-sorties (x, y) : la sortie (ou l’étiquette) y représente la bonne réponse à une question
associée à l’entrée (ou l’instance) x. Par exemple, dans le problème de la classification du courrier élec-
tronique, l’étiquette y peut être la réponse "oui" ou "non" indiquant si un e-mail particulier x est un spam
ou non. Ces instances étiquetées sont collectées avant le processus d’apprentissage, et sont utilisées pour
apprendre un classifieur qui sera déployé afin de prédire les étiquettes des instances à rencontrer dans
l’avenir.
L’apprentissage actif modélise un processus légèrement différent dans lequel les données disponibles
au départ ne sont pas associées à des étiquettes de classe. Autrement dit, chaque donnée d’apprentissage
est tout simplement une entrée x sans étiquette y associée. L’objectif de l’apprenant actif est le même
que celui d’un apprenant passif : apprendre un classifieur performant à partir des entrées. Cependant,
l’apprenant actif est autorisé à demander l’étiquette y de n’importe quelle entrée x. Dans l’exemple de
classification du courrier électronique, cette fonction de l’apprenant actif peut être considérée comme
demandant à l’utilisateur si un e-mail particulier dans la boîte aux lettres est un spam ou non.
Les motivations pratiques de l’apprentissage actif sont fondées sur le fait que les données non éti-
quetées sont aujourd’hui souvent disponibles en grande quantité. Mais, l’étiquetage nécessite une inter-
vention manuelle pour évaluer ou analyser les données en entrée, et cela peut s’avérer être une tâche
coûteuse. Par conséquent, dans de nombreuses applications de l’apprentissage automatique, seules les
instances non étiquetées sont disponibles en grande quantité, tandis que les étiquettes sont coûteuses à
obtenir. L’apprentissage actif relève le défi rencontré dans ces applications en modélisant explicitement
le processus d’obtention des étiquettes pour les données non étiquetées. Le but est que l’apprenant actif
demande juste les étiquettes de quelques instances soigneusement choisies, afin de produire un classifieur
performant.
3.3 État de l’art
Il existe dans la littérature principalement deux approches pour sélectionner les données à étiqueter
par un opérateur. La première décrite dans [Angluin 88], consiste à apprendre en formulant des requêtes
avec des données synthétisées (générés de façon automatique). Cette méthode d’apprentissage peut de-
mander l’étiquette de n’importe quelle instance de l’espace d’entrée x ∈ X , y compris des instances
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que la méthode génère elle même. Cependant, comme indiqué dans [Angluin 04], cette approche n’est
efficace que pour des problèmes à domaineX fini. De plus, de telles instances peuvent être difficiles à éti-
queter pour un opérateur humain. Par exemple, dans [Lang 92], les auteurs ont utilisé cette approche pour
entraîner un classifieur à reconnaître des caractères manuscrits, mais ils ont rencontré un problème : la
plupart des images générées contenaient des caractères qui n’avaient pas de signification sémantique na-
turelle et ne contenaient donc pas de symboles facilement reconnaissables par un humain. Pour remédier
à ces problèmes, une deuxième approche plus naturelle a été introduite. Au lieu de demander l’étiquetage
d’une instance qu’on génère dans une région arbitraire de l’espace des caractéristiques, on sélectionne
une instance existante issue de la distribution réelle des données, selon un critère d’importance. Nous
nous intéressons dans ce chapitre exclusivement aux méthodes issues de cette dernière approche. Ce
choix est essentiellement dû : (i) aux domaines d’applications propres à ITESOFT, dans lesquelles les
données non étiquetées arrivent abondamment à partir d’un flux, alors que l’étiquetage de ces données
est coûteux ; et (ii) au fait que l’on veut étiqueter des données réelles, ce que l’opérateur humain sait faire
sans ambiguïté.
3.3.1 Apprentissage actif statique et séquentiel
Soit X l’espace d’entrée (des instances) et Y l’espace de sortie. Le but d’un apprentissage actif est
d’apprendre un modèle de classification efficace h : X → Y en utilisant un nombre minimal d’étiquettes
demandées. En vérité, il existe principalement deux cas d’apprentissage actif :
Cas statique. Pour de nombreux problèmes d’apprentissage réels, une grande collection de données
non étiquetées peut être réunie en une seule fois. Ainsi, on dispose d’un ensemble statique de données non
étiquetées U ⊂ X et d’un petit ensemble initial de données étiquetées L. La méthode d’apprentissage
doit sélectionner de manière itérative une instance x ∈ U afin de demander son étiquette de classe y ∈ Y
à un opérateur. La sélection de telle ou telle instance pour étiquetage peut être faite selon plusieurs
stratégies de demandes. En général, les instances sont triées selon une mesure d’"informativité" utilisée
pour évaluer toutes les instances de l’ensemble U . L’instance la plus informative est alors présentée à un
opérateur pour l’étiquetage.
Cas séquentiel. Dans le cas d’un apprentissage actif séquentiel, à chaque instant t, on reçoit une nou-
velle instance non étiquetée x ∈ X à partir d’un flux de données de longueur infinie. La méthode d’ap-
prentissage doit décider, au temps t, si oui ou non l’étiquette correspondante y ∈ Y doit être demandée.
Si l’étiquette y de x est demandée, alors le modèle de classification est entraîné en utilisant l’instance
étiquetée (x, y). Sinon, l’étiquette prédite y = h(x) est retournée. Cette approche est dite séquentielle,
car contrairement au cas statique, les instances non étiquetées arrivent une à une à partir d’une source de
données (sous forme d’un flux), et la méthode d’apprentissage doit décider de demander son étiquette ou
de l’ignorer. Pour une instance donnée x, la décision de demander ou non son étiquette peut être exprimée
de plusieurs façons. On peut, par exemple, définir explicitement une région d’incertitude [Cohn 94], qui
représente la région de l’espace des entrées qui est encore ambigüe au modèle ; l’ambiguïté est quantifiée
à l’aide d’une mesure d’informativité et d’un seuil défini sur cette mesure. Les étiquettes des instances
ayant une informativité au dessus de ce seuil, sont demandées.
La principale différence entre l’apprentissage actif statique et l’apprentissage actif séquentiel est que
le premier évalue et trie tout l’ensemble de données avant de choisir la meilleure instance (la plus infor-
mative), tandis que le second parcourt les données séquentiellement et prend des décisions de demandes
individuelles. Nous exposons dans la Section 3.3.2 les différentes stratégies de demandes utilisées dans
la littérature.
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3.3.2 Stratégies pour mesurer l’informativité des instances
Il existe différentes stratégies pour mesurer l’informativité des instances et donc pour demander ou
non leurs étiquettes de classes à un opérateur. Ces stratégies sont basées sur divers critères que nous
présentons dans cette section.
Comme expliqué précédemment, un apprentissage actif statique consiste à choisir pour étiquetage
l’instance (parmi toutes les instances) qui maximise une mesure d’informativité, tandis que celui sé-
quentiel consiste à demander l’étiquetage d’une instance dont l’informativité est supérieure à un seuil.
Les stratégies présentées dans cette section sont utilisables telles quelles dans le cas d’un apprentissage
actif statique mais nécessitent d’introduire un seuil dans le cas séquentiel.
3.3.2.1 Stratégies basées sur l’incertitude
Les stratégies les plus simples et les plus courantes sont celles basées sur l’incertitude. Avec ces
stratégies, l’apprentissage actif demande l’étiquetage des instances pour lesquelles il est le moins certain
(ou le plus incertain) de leur classe. Il existe principalement 3 types de mesures d’incertitude :
Faible probabilité de prédiction. Les instances à étiqueter sont sélectionnées en fonction de la pro-
babilité (ou score) de prédiction retournée par le classifieur [Lewis 94]. L’instance la plus informative xˆ
parmi un ensemble de données non étiquetées est donc celle qui est la plus incertaine selon l’équation
suivante :
xˆ = argmin
x
Ph(y1|x) (3.1)
où Ph(y1|x) indique la probabilité que x appartient à la classe y1, et y1 est l’étiquette de classe la plus
probable pour x sous le modèle h :
y1 = argmax
y∈Y
Ph(y|x)
Toutefois, ce critère ne prend en compte que la classe la plus probable et ignore les probabilités de
prédiction des autres étiquettes de classes.
Marge entre les deux classes les plus probables. Une autre mesure d’incertitude appelée "marge"
[Scheffer 01] est aussi utilisée dans le cadre de l’apprentissage actif. Cette mesure vise à corriger une
lacune de la stratégie précédente, en intégrant la probabilité de la deuxième classe la plus probable.
Essentiellement, la différence (marge) entre les probabilités des deux classes les plus probables est cal-
culée :
xˆ = argmin
x
Ph(y1|x)− Ph(y2|x) (3.2)
où y1 et y2 sont respectivement la 1ère et la 2ème classe les plus probables pour x sous le modèle h :
y1 = argmax
y
Ph(y|x) y2 = argmax
y 6=y1
Ph(y|x)
Intuitivement, les classes des instances avec de grandes marges sont faciles à prédire correctement,
vu que dans ce cas, le classifieur a peu de doute dans la différenciation entre les deux classes les plus
probables. Une instance avec une petite marge est plus ambigüe, vu que le classifieur n’arrive pas à bien
différencier entre les deux classes les plus probables. Dans ce cas, connaître la vraie étiquette de classe
aiderait le modèle à discriminer plus efficacement entre ces deux classes.
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Entropie. Principalement utilisée en théorie de l’information, l’entropie [Shannon 48] est souvent
considérée comme une mesure d’incertitude ou d’impureté dans le domaine d’apprentissage automa-
tique. Contrairement aux deux mesures précédentes, l’entropie prend en considération la distribution de
probabilités pour toutes les classes :
xˆ = argmin
x
|Y |∑
i=1
Ph(yi|x) logPh(yi|x) (3.3)
où yi prend toutes les étiquettes de classes possibles.
Un des avantages des stratégies basées sur l’incertitude est qu’elles sont faciles à mettre en œuvre
et peuvent être utilisées avec n’importe quel classifieur, qu’il soit probabiliste ou non. En effet, des
stratégies d’incertitude similaires ont été considérées avec des classifieurs non probabilistes en consi-
dérant le score de classification retourné par le classifieur, par exemple, pour les arbres de décision
dans [Lewis 94 (2)], les plus proches voisins (KNN) dans [Lindenbaum 04], ou encore les SVM dans
[Tong 00].
Les stratégies d’apprentissage actif basées sur l’incertitude qui sont présentées ici, permettent toutes
de réduire le coût d’étiquetage par rapport au cas passif. Par ailleurs, la mesure de "marge" semble
appropriée si l’objectif est de réduire les erreurs de classification, car elle privilégie les instances qui
aideraient le modèle à mieux discriminer entre des classes spécifiques. Cependant, des comparaisons
empiriques de ces mesures d’incertitudes dans [Korner 06, Schein 07, Settles 08] ont donné des résultats
différents, ce qui laisse entendre que la meilleure stratégie peut dépendre de l’application.
Dans le cas d’un apprentissage actif à partir d’un flux de données, si une instance incertaine x est
étiquetée manuellement et correctement, deux objectifs sont atteints : d’une part, le classifieur évite de
retourner une probable erreur de classification (vu qu’il était incertain de la classe de x), et d’autre part,
connaître la vraie classe de x est utile pour améliorer h et réduire son incertitude globale (x est dite
informative).
3.3.2.2 Stratégies basées sur un ensemble de modèles
D’autres types de stratégies pour sélectionner des instances informatives sont basées sur l’utilisation
d’un ensemble de modèles [Seung 92]. L’approche consiste à maintenir un ensemble de C modèles du
même type (issus d’un même classifieur) qui sont tous entraînés sur un ensemble d’instances étiquetées
L, mais représentent des modèles concurrents. Chaque modèle de l’ensemble est alors autorisé à voter sur
l’étiquetage d’instances candidates. L’instance la plus informative est considérée comme l’instance pour
laquelle les modèles sont le plus en désaccord. L’idée fondamentale de ces stratégies est de minimiser
l’espace de versions, qui est l’ensemble des modèles qui sont cohérents avec les données étiquetées L.
L’apprentissage actif peut alors être vu comme la recherche du "meilleur" modèle dans l’espace de ver-
sions. Dans ce cas, le but de l’apprentissage actif est de réduire la taille de cet espace autant que possible,
de sorte que la recherche devienne plus précise, en utilisant le moins possible d’instances étiquetées.
Afin de mettre en œuvre un algorithme basé sur ce type de stratégie, il faut être en mesure de
construire un ensemble de modèles qui représentent différentes régions de l’espace de versions. Pour
les types de modèles génératifs tels que l’analyse discriminante linéaire (LDA) ou la classification naïve
bayésienne, cela peut être fait par la génération aléatoire d’un nombre arbitraire de modèles à partir
d’une distribution a posteriori P (h|L), comme par exemple dans [McCallum 98] pour la classification
naïve bayésienne. Pour les types de modèles discriminants ou non probabilistes, l’auteur dans [Abe 98]
construit l’ensemble des modèles en employant des méthodes d’apprentissage d’ensemble bien connues
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(boosting et bagging) afin de construire l’ensemble des modèles. D’autre méthodes telles que celles men-
tionnées dans [Muslea 00, Melville 04] construisent un ensemble de modèles en partitionnant l’espace
des caractéristiques afin d’encourager explicitement la diversité parmi les modèles de l’ensemble. Il n’y
a pas d’accord général dans la littérature sur la taille appropriée de l’ensemble à utiliser, qui peut en effet
varier selon les types de modèle ou d’application.
Afin de mesurer le niveau de désaccord entre les modèles de l’ensemble pour une instance donnée
x, une approche courante utilisée dans [Dagan 95], est le vote par entropie qui peut être vue comme une
généralisation de l’incertitude basée sur l’entropie :
xˆ = argmin
x
∑
i
V (yi)
C
log
V (yi)
C
(3.4)
où C est la taille de l’ensemble, yi parcourt toutes les étiquettes de classes possibles, et V (yi) est le
nombre de votes pour l’étiquetage de x avec yi.
D’autre approches issues de la théorie de l’information telles que la divergence de Kullback-Leibler
ou encore la divergence de Jensen–Shannon ont également été utilisées pour mesurer le niveau de désac-
cord dans [McCallum 98] et [Melville 05] respectivement.
Cependant, les méthodes utilisées pour construire un ensemble de modèles ne sont que des approxi-
mations de l’espace de versions. En effet, l’auteur dans [Haussler 94] montre que la taille de l’espace de
versions peut croître de façon exponentielle avec la taille de L. Cela signifie qu’en général, l’espace de
versions d’un type de modèle arbitraire ne peut pas être représenté de manière explicite dans la pratique.
Aussi, contrairement aux stratégies basées sur l’incertitude, cette stratégie n’est pas indépendante du type
de modèle utilisé.
3.3.2.3 Minimisation de l’espérance d’erreur
Une autre stratégie, basée sur la théorie de la décision, vise à mesurer la réduction de l’espérance
d’erreur future (aussi appelée risque). L’objectif ici est de réduire le nombre total espéré de prédictions
incorrectes. Cette stratégie a été proposée dans [Roy 01].
Pour une instance non étiquetée x ∈ U qui est candidate pour l’étiquetage, et pour chaque étiquette
possible yi, l’idée est d’estimer l’espérance d’erreur d’un modèle entraîné en utilisant L ∪ {(x, yi)} sur
tout l’ensemble des instances non étiquetées U , qui est supposée être disponible à l’avance et utilisée
comme une sorte de jeu de validation. L’espérance est calculée en moyennant sur toutes les étiquettes de
classes yi possibles. L’instance candidate avec l’espérance d’erreur minimale est choisie pour l’étique-
tage. Plus formellement :
xˆ = argmin
x
∑
u∈U
Ey[1− Ph+(x,y)(yˆ|u)] (3.5)
où Ey est l’espérance sur tous les étiquetages possibles de x, et (1 − Ph+(x,y)(yˆ|u)) est l’incertitude du
modèle sur l’instance u après avoir été entraîné en utilisant x.
Notez que nous ne connaissons pas la véritable étiquette de chaque instance x, donc nous approxi-
mons en utilisant l’espérance sur toutes les étiquettes possibles sous le modèle actuel h. Ainsi, l’instance
x choisie, peut être vue comme celle qui donne lieu a un modèle plus "certain" sur ses prédictions, s’il
est entraîné avec cette dernière.
D’autres variantes de cette stratégie ont aussi été utilisées dans la littérature. Par exemple, dans
[Guo 01], la même stratégie est utilisée en calculant l’espérance avec différentes mesures d’incertitude
(voir Section 3.3.2.1). Dans [Zhu 03], cette stratégie est combinée avec une approche d’apprentissage
semi-supervisé, conduisant à une amélioration des résultats de classification.
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L’avantage de cette stratégie est qu’elle est quasi-optimale et ne dépend pas du type du modèle utilisé.
Elle nécessite bien sûr un classifieur qui permet d’estimer les probabilités de prédiction et surtout, que
l’ensemble des instances non étiquetées U soient disponibles à l’avance. Elle ne peut donc pas être
adaptée à un flux de données. De plus, cette stratégie est la plus coûteuse en calcul, car non seulement
une estimation de l’espérance d’erreur est nécessaire sur tout l’ensemble U pour chaque requête x, mais
un nouveau modèle doit aussi être re-entraîné pour chaque estimation.
3.3.2.4 Autres stratégies
Exploitation de la structure des clusters. D’autres stratégies qui sont différentes des précédentes,
consistent à partitionner l’ensemble des données non étiquetées U (qui est supposé être disponible à
l’avance) en clusters et à exploiter la structure de ces clusters pour un apprentissage actif. L’idée est de
demander l’étiquetage de quelques instances de chaque cluster, d’attribuer à chaque cluster l’étiquette
majoritaire, puis d’utiliser l’ensemble de ces données étiquetées pour l’apprentissage (voir Figure. 3.1).
Des exemples de cette stratégie sont proposés dans [Nguyen 04, Dasgupta 08, Dasgupta 11]. Néanmoins,
en général, la structure des clusters n’est pas aussi clairement définie, et on peut obtenir des résultats
médiocres lorsque les clusters ne coïncident pas du tout avec les limites de décision des vraies classes.
FIGURE 3.1 – Exploitation de la structure des clusters
Maximisation de l’espérance de changement du modèle. Une autre stratégie moins courante consiste
à sélectionner les instances qui auraient une grande influence sur le modèle courant si elles sont étique-
tées. Cette influence est estimée par le degré de changement du modèle avant et après l’introduction de
l’instance qui est candidate pour l’étiquetage. Par exemple, l’auteur dans [Settles 08 (2)], utilise cette
stratégie dans le cadre d’un apprentissage multi-instances [Sorower 10] avec les méthodes basées sur
l’algorithme du gradient. Ainsi, on demande la classe d’une instance x si le changement du gradient qui
aurait lieu, si cette instance était apprise, est grand. Cependant, cette stratégie reste aussi coûteuse que
celle présentée dans le paragraphe 3.3.2.3, et dépend fortement du type de modèle utilisé.
3.4 Stratégie d’incertitude basée sur la pondération des instances
Dans cette section, nous proposons une nouvelle stratégie d’apprentissage actif. La méthode proposée
mesure l’incertitude du classifieur en se basant sur la notion de pondération des instances. Elle détermine
le plus petit poids qu’il faut associer à une instance, pour que la prédiction du classifieur bascule d’une
étiquette à une autre. Si un petit poids est suffisant pour que la prédiction change, le classifieur est
incertain, et la vraie étiquette de classe est demandée à un opérateur.
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3.4.1 Pondération des instances
La pondération des instances est une pratique courante dans le domaine de l’apprentissage automa-
tique pour la classification [Yang 07, Jiang 07, Dudani 76, Frank 02, Xia 13]. Un poids associé à une ins-
tance permet de quantifier l’importance relative de cette instance par rapport aux autres. Toute méthode
d’apprentissage usuelle peut être modifiée de sorte à donner plus d’importance aux instances auxquelles
on associe un poids élevé. De cette façon, une instance avec un petit poids n’affectera pas beaucoup le
modèle de classification h, contrairement à une instance avec un poids plus élevé. La pondération des ins-
tances est généralement utilisée en classification pour les problèmes d’adaptation de domaine [Jiang 07]
ou des problèmes de classification dans le cas de données non équilibrées (en donnant plus de poids
aux instances des classes minoritaires). Dans ce chapitre, nous utilisons la notion de pondération des
instances pour proposer une nouvelle stratégie d’apprentissage actif performante.
D’une façon générale, la pondération des instances est prise en compte en multipliant la fonction que
le classifieur minimise, par le poids associé à l’instance. Par exemple certains classifieurs tels que SVM
ou la régression logistique, essaient de minimiser une fonction de coût ("loss function" en anglais) lors
de l’apprentissage. Dans ce cas, chaque instance peut être pondérée en multipliant tout simplement ce
coût par un poids associé à cette instance, tel que décrit dans [Jiang 08]. Dans le cas de la méthode des
plus proches voisins (KNN), la classe prédite pour une instance x est celle qui est majoritaire dans son
voisinage. Ainsi, chaque instance parmi les K plus proches de x, vote sur une étiquette pour classer x.
Si les instances sont pondérées, alors leurs contribution au vote est pondérée en conséquence.
Dans ce qui suit, nous considérons un modèle de classification noté h, indépendamment du type de
classifieur utilisé. D’une façon générale, entraîner le modèle h en utilisant l’instance (x, y, w) (c.à.d. x
étiqueté avec y et pondérée parw), peut aussi être mise en œuvre en entraînant h sur (x, y), un nombre de
fois proportionnel à w. Ainsi, associer un poids à une instance lors de l’apprentissage revient simplement
à dupliquer cette instance, c.à.d., apprendre plusieurs fois sur cette instance, selon le poids.
3.4.2 Notion de poids suffisant
Supposons que nous disposons de deux classes y1 et y2, et que le modèle h prédise la classe y1 pour
l’instance x, c.à.d., h(x) = y1. Supposons que nous forçons h à apprendre x, mais que x est étiquetée
avec l’étiquette de classe opposée y2 (i.e. différente de celle qui a été prédite : y1) et pondérée par un
poids w ∈]0, 1]. Notons h¯w le modèle obtenu. Si un petit poids w est suffisant pour que h¯w prédise y2
(c.à.d. pour que h¯w(x) = y2), alors h était incertain dans sa première prédiction y1. En d’autres termes,
le modèle h est incertain dans sa prédiction sur x si un petit poids w est suffisant pour que la prédiction
change d’étiquette. De même, h est assez confiant dans sa prédiction si un poids élevé w est nécessaire
pour modifier sa prédiction concernant x. L’idée de base de la mesure d’incertitude proposée est de
rechercher le poids suffisant wˆ (le plus petit poids) pour que le classifieur h change son avis sur la classe
prédite pour une donnée x en entrée.
Plus formellement, étant donné un modèle de classification h et une nouvelle instance x tel que
h(x) = y1, si h¯w fait référence au modèle h après avoir été entraîné avec (x, y2, w), alors le "poids
suffisant" wˆ est défini selon l’équation 3.6 comme étant le poids minimal pour lequel la prédiction h¯w(x)
donne y2 au lieu de y1.
wˆ = min {w ∈]0, 1] | h¯w(x) 6= h(x)} (3.6)
Plus la valeur de wˆ est petite, plus l’instance x est incertaine. En effet, une petite valeur de wˆ signifie
que le modèle de classification h n’a pas été beaucoup affecté, mais malgré cela, sa prédiction a basculé
de y1 à y2. Ainsi, h est incertain dans sa prédiction.
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Dans un cadre multi-classes, y1 et y2 peuvent être définies respectivement comme la première et la
deuxième classe les plus probables pour x.
y1 = h(x) = argmax
y∈Y
Ph(y|x) y2 = argmax
y 6=y1
Ph(y|x)
3.4.3 Mesure de l’incertitude par l’approximation du poids suffisant
Pratiquement, au lieu de rechercher la valeur exacte du "poids suffisant" wˆ, il est possible d’approxi-
mer cette valeur à l’aide d’une recherche dichotomique sur l’intervalle ]0, 1]. En effet, puisque wˆ est le
poids minimal pour que h¯wˆ prédise une étiquette différente de y1 (voir l’équation 3.6), alors pour tout
poids w inférieur à wˆ, h¯w(x) donne toujours y1, et pour tout poids w supérieur ou égal à wˆ, h¯w(x)
change :
∀w < wˆ, h¯w(x) = y1 (3.7)
∀w ≥ wˆ, h¯w(x) 6= y1 (3.8)
À partir des équations 3.7 et 3.8, nous savons que si w fait que le modèle change sa prédiction sur x,
alors le poids suffisant wˆ est inférieur ou égal à w, sinon, il est supérieur à w. Par conséquent, la valeur
de wˆ peut être estimée à l’aide d’une recherche dichotomique qui est illustrée par l’algorithme 1 et dont
la complexité est de O(log2 1E ), où E est la taille de l’intervalle de tolérance pour approximer wˆ, tel que
0 < E  1. Dans la suite, nous ferons référence à wˆ comme étant la valeur retournée par l’algorithme 1.
Algorithm 1 Approximation du poids suffisant
1: Entrées : x, h (copie du modèle), E
2: Soit y1 = argmax
y
Ph(y|x), y2 = argmax
y 6=y1
Ph(y|x)
3: Soit low = 0, up = 1
4: répéter
5: w = up+ low2
6: Définir h¯w en entraînant h avec (x, y2, w)
7: si h¯w(x) = y1 alors
8: low = w
9: sinon
10: up = w
11: fin si
12: jusqu’à up− low ≤ E
13: retourner w
3.4.4 Apprentissage actif statique et séquentiel avec le poids suffisant
Dans le cas d’un apprentissage actif statique, le poids suffisant wˆ doit être calculé en utilisant l’al-
gorithme 1 pour chaque instance non étiquetée x ∈ U . L’instance ayant le plus petit poids suffisant wˆ
(c.à.d. l’instance la plus incertaine) est sélectionnée pour être étiquetée (voir Algorithm 2).
Dans le cas d’un apprentissage actif à partir d’un flux de données (séquentiel), nous demandons l’éti-
quette d’une nouvelle instance x si son poids suffisant est inférieur à un seuil θ, autrement dit, l’étiquette
est demandée si wˆ < θ. Cela nécessite de calculer wˆ pour chaque nouvelle instance x et de le comparer
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Algorithm 2 Apprentissage actif statique
1: Entrées : modèle de classification h, ensemble de données non étiquetées U
2: tant que critère d’arrêt non vérifié faire // e.g. atteindre le nombre souhaité d’étiquettes demandées
3: min_wˆ = 1 // initialisée à la plus grande valeur du poids
4: pour chaque x ∈ U faire
5: Calculer le poids suffisant wˆ pour l’instance x via l’algorithme 1
6: si wˆ < min_wˆ alors
7: min_wˆ = wˆ
8: xˆ = x
9: fin si
10: fin pour
11: demander y la classe de xˆ à un opérateur
12: entraîner h en utilisant (xˆ, y)
13: U = U − {xˆ}
14: fin tant que
à θ. En fait, il est possible d’éviter de calculer wˆ pour toutes les instances. L’équation 3.8 implique que,
pour un poids donné w, si wˆ < w alors h¯w(x) 6= y1. Il s’ensuit que pour un seuil donné θ, si wˆ < θ,
alors h¯θ(x) 6= y1. Par conséquent, demander l’étiquette de x quand wˆ < θ est équivalent à demander
l’étiquette de x quand h¯θ(x) 6= y1 (voir Figure 3.2). En d’autres termes, il suffit de demander l’étiquette
de x si le seuil θ, utilisé comme un poids, fait que le modèle change sa prédiction concernant x.
FIGURE 3.2 – Seuil θ pour demander l’étiquetage des instances
L’algorithme 3 montre l’apprentissage actif à partir d’un flux de données avec la stratégie proposée,
en utilisant un seuil fixe θ. Ce seuil peut être adapté automatiquement comme présenté dans la section
suivante.
3.4.5 Seuil adaptatif pour l’apprentissage actif à partir d’un flux de données
Comme nous l’avons mentionné précédemment, dans le cas d’un flux de données, les méthodes habi-
tuelles d’apprentissage actif qui sont basées sur l’incertitude, définissent une région d’incertitude en uti-
lisant un seuil de confiance fixe θ. L’étiquette d’une instance est demandée à un opérateur si la confiance
est inférieure à ce seuil. Il s’agit d’une instance incertaine. Cependant, il est souvent difficile de fixer ma-
nuellement le seuil θ car il dépend fortement des données en entrée et de la mesure de confiance utilisée.
Lorsque θ est trop élevé, beaucoup d’instances sont étiquetées, bien que la plupart d’entre elles ne soient
pas nécessairement informatives. De même, quand θ est trop petit, peu d’étiquettes sont demandées, ce
qui peut donner lieu à un classifieur sous entraîné. Nous proposons ici un seuil adaptatif qui peut être
utilisé avec n’importe quelle stratégie d’incertitude. Cependant, nous considérons comme exemple, la
stratégie proposée basée sur le "poids suffisant" que nous avons défini précédemment.
Soient x une nouvelle instance du flux, wˆ le poids suffisant correspondant à cette instance, obtenu en
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Algorithm 3 Apprentissage actif à partir d’un flux
1: Entrées : modèle de classification sous-jacent h, seuil de décision θ
2: pour chaque nouvelle instance x à partir du flux faire
3: Soit y1 = argmax
y
Ph(y|x), y2 = argmax
y 6=y1
Ph(y|x)
4: Définir h¯θ en entraînant h avec (x, y2, θ)
5: si h¯θ(x) 6= y1 alors // (équivalent à wˆ < θ)
6: demander y la classe de x à un opérateur
7: entraîner h en utilisant (x, y)
8: sinon
9: sortir y1 la classe prédite pour x
10: fin si
11: fin pour
utilisant l’algorithme 1, y1 = h(x) l’étiquette de la classe prédite pour x, et y l’étiquette de la vraie classe
de x qui est demandée à un opérateur si wˆ < θ. Soit  une constante représentant un taux d’apprentis-
sage tel que 0 <   1. Un bon seuil θ doit prendre en considération deux objectifs : (i) minimiser les
demandes d’étiquetage non nécessaires, (ii) minimiser les erreurs de prédiction.
(i) Minimiser les demandes d’étiquetage non nécessaires. Supposons que l’étiquette y de x a été
demandée parce que x est considérée comme incertaine, étant donné la valeur actuelle de θ (c.à.d.
wˆ < θ), mais que l’étiquette prédite y1 était correcte (c.à.d. y1 = y). Dans ce cas, nous devrions
demander moins d’étiquettes, c.à.d. être plus confiant. Cela se fait en décrémentant la valeur de θ
proportionnellement à une quantité ∆dec
θnew = θ − ×∆dec
(ii) Minimiser les erreurs de prédiction. Si y1 6= y, alors une erreur de prédiction a eu lieu et le
classifieur doit être entraîné sur plus de données étiquetées. Dans ce cas, nous devrions être moins
confiants et demander plus d’étiquettes. Cela se fait en incrémentant la valeur de θ proportionnel-
lement à une quantité ∆inc
θnew = θ + ×∆inc
Afin de définir les quantités ∆dec et ∆inc, nous considérons chaque cas séparément.
Minimiser les demandes d’étiquetage non nécessaires Pour le premier cas, la décision de demander
la vraie classe y a été prise parce que wˆ < θ, bien que le classifieur ait prédit correctement l’étiquette
de classe de x. Cela correspond à une demande non nécessaire. Cependant, si la valeur de seuil θ était
au moins égale à wˆ, la décision inverse (c.à.d. de ne pas demander y) aurait été prise. Ainsi, la valeur à
soustraire de θ afin de prendre la décision inverse est : θ − wˆ, parce que dans ce cas, la valeur du seuil
aurait été θ − (θ − wˆ) = wˆ. Par conséquent, si y est demandée et y1 = y, alors θ est décrémentée
proportionnellement à ∆dec = θ − wˆ, comme suit :
θnew = θ − × (θ − wˆ) (3.9)
La valeur θ devant être définie sur l’intervalle ]0, 1], il est important de noter qu’en diminuant θ de
cette façon, sa valeur ne devient jamais inférieure à 0, même si elle est décrémentée une infinité de fois.
En effet, à tout moment, nous soustrayons à θ une valeur plus petite qu’elle-même ( × (θ − wˆ)), ainsi,
le seuil qui en résulte est toujours positif θ − × (θ − wˆ) > 0.
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Minimiser les erreurs de prédiction Pour le second cas, une erreur de prédiction s’est produite (y1 6=
y) et θ devrait être augmenté. Si l’erreur de prédiction survient alors que le classifieur est confiant sur
sa prédiction, alors θ devrait encore être augmenté. Une valeur élevée de wˆ signifie que le classifieur est
assez confiant sur sa prédiction. Ainsi, dans le cas d’une erreur de prédiction, θ devrait être augmenté
proportionnellement à wˆ. Cependant, nous voulons aussi que θ soit toujours inférieur à 1, même s’il
est augmenté une infinité de fois. Par conséquent, si y est demandée et y1 6= y, nous augmentons θ
proportionnellement à ∆inc =
wˆ (1−θ)
θ , comme suit :
θnew = θ + × wˆ (1− θ)
θ
(3.10)
En incrémentant θ de cette façon, il est augmenté proportionnellement à wˆ et on peut facilement
prouver que les valeurs résultantes de θ, même s’il est incrémenté une infinité de fois, sont toujours
inférieures à 1. En effet, vu que l’étiquette y est demandée lorsque wˆ < θ, nous avons :
wˆ < θ ⇔ wˆ1− θ
θ
< 1− θ ⇔ θ + wˆ1− θ
θ
< 1⇔ θ + × wˆ(1− θ)
θ
< 1
En adaptant θ selon les équations 3.9 et 3.10, ses valeurs constituent une séquence qui est positive et
bornée supérieurement par 1, donc à tout moment θ ∈]0, 1[. L’algorithme général d’apprentissage actif
à partir d’un flux en utilisant un seuil adaptatif est décrit par l’algorithme 4. N’importe quel classifieur
peut être utilisé pour apprendre le modèle h.
Algorithm 4 Apprentissage actif séquentiel avec un seuil adaptatif
1: Entrées : modèle de classification h, valeur initiale du seuil θ (e.g. 0.5)
2: pour chaque nouvelle instance x à partir du flux faire
3: Soit y1 = h(x) = argmax
y
Ph(y|x), y2 = argmax
y 6=y1
Ph(y|x)
4: Obtenir h¯θ en entraînant h avec (x, y2, θ)
5: si h¯θ(x) 6= y1 alors // (équivalent à wˆ < θ)
6: demander y la classe de x à un opérateur
7: calculer wˆ en utilisant Algorithm 1
8: si y1 = y alors
9: θ ← θ − × (θ − wˆ)
10: sinon
11: θ ← θ + × wˆ(1−θ)θ
12: fin si
13: entraîner h en utilisant (x, y)
14: sinon
15: sortir y1 la classe prédite pour x
16: fin si
17: fin pour
3.5 Expérimentations
Afin d’évaluer la stratégie d’apprentissage actif proposée dans ce chapitre, un SVM est utilisé comme
classifieur. Nous utilisons l’implémentation python disponible sur scikit-learn [Pedregosa 11].
Plus la constante E , utilisée dans Algorithm 1, est petite, plus la valeur approximée du poids suffisant
est proche de la vraie valeur wˆ. Ainsi, E est fixée à une petite valeur 0.0001 qui représente un bon
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compromis entre l’approximation du poids suffisant wˆ et la complexité de l’algorithme. En effet, avec
cette valeur de E , le poids suffisant pour une instance, est approximé par ±0.0001 après seulement 13
itérations : log2
1
E = log2
1
0.0001 ' 13.
Les expérimentations sont faites en deux temps. Dans la section 3.5.1, la mesure d’incertitude basée
sur la notion de poids suffisant, est évaluée dans le cas statique afin de la comparer à d’autres mesures
d’incertitude. Dans la section 3.5.2, le seuil adaptatif proposé est évalué avec la stratégie de poids suffi-
sant dans le cas d’un flux de données.
Pour ces deux expérimentations, nous avons initialisé le modèle de classification en utilisant environ
10% des données, choisies aléatoirement à partir de l’ensemble des données. Cependant, dans le cas de la
base pendigits, la différence de performance entre les différentes stratégies comparées n’est perceptible
qu’à la fin de l’apprentissage ; c’est pourquoi, pour cette base, le modèle de classification est initialisé
en utilisant un nombre plus élevé d’échantillons. Les données utilisées pour l’initialisation du modèle de
classification, couvrent toutes les classes possibles, afin de pouvoir demander à un opérateur les étiquettes
des données dont l’incertitude est déterminée selon ces classes connues. Ceci n’est plus le cas dans le
chapitre 5 où le système peut démarrer de zero connaissance et détecter automatiquement les données
appartenant à de nouvelles classes inconnues.
3.5.1 Stratégie du poids suffisant
Dans cette première expérimentation, nous évaluons la stratégie d’apprentissage actif proposée. La
stratégie du "poids suffisant" est comparée à une stratégie aléatoire et deux stratégies basées sur des
mesures d’incertitude couramment utilisées : la "marge" et l’"entropie" (voir paragraphe 3.3.2.1). Pour
chaque stratégie, nous sélectionnons de manière itérative, pour l’étiquetage, l’instance la plus incertaine
parmi un lot d’instances non étiquetées.
Les graphiques de la figure 3.3 montrent le taux de reconnaissance que l’on obtient sur une base
de données de test (Dt) en utilisant le modèle appris h, en fonction du nombre d’étiquettes qui ont été
demandées pour apprendre h. Chaque graphique correspond à un ensemble de données différent. Le
nombre de données de chaque base de test |Dt| représente environ 30% du nombre total des données. Le
taux de reconnaissance Rh sur la base de test est calculé selon l’équation 3.11
Rh =
1
|Dt|
∑
(xi,yi)∈Dt
1(h(xi) = yi) (3.11)
où 1(C) vaut 1 si la condition C est remplie et 0 sinon.
Ainsi, chaque fois qu’une nème donnée sélectionnée est étiquetée et utilisée pour entraîner h, le taux
Rh est calculé. Ceci permet d’évaluer la capacité de h à classer correctement des données non vues
de la base de test, en étant entraîné avec seulement n données étiquetées choisies selon une stratégie
d’apprentissage actif.
Dans la figure 3.3, les courbes en rouge montrent le taux de reconnaissance Rh obtenu, en choisis-
sant les instances à étiqueter, via la mesure du "poids suffisant" proposée. Les courbes en vert et bleu,
représentent l’utilisation des mesures de "marge" et d’"entropie", respectivement. Les courbes en violet
représentent une stratégie aléatoire qui n’est basée sur aucune mesure, et qui sélectionne au hasard les
instances à étiqueter, indépendamment de leur caractère informatif.
Tout d’abord, nous pouvons remarquer sur la figure 3.3 que, pour toutes les bases de données, la
stratégie aléatoire (courbes en violet) donne un taux de reconnaissance inférieur à celui des autres stra-
tégies. Ceci confirme que l’utilisation d’une stratégie d’apprentissage actif, pour choisir les données à
étiqueter, est toujours préférable au choix aléatoire. Par exemple, pour la base "MMA", en étiquetant 400
instances choisies aléatoirement, le taux de reconnaissance obtenu est de ∼ 75, 7% ; il est plus grand
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si les 400 instances sont choisies via une mesure d’incertitude. Deuxièmement, pour les bases "MMA",
"LIRMM", "DocSet", "Image-Segmentation" et "Pendigits" (i.e. toutes les bases à l’exception de la base
"Optdigits"), nous pouvons constater que la stratégie du "poids suffisant" donne les meilleurs résultats.
Par exemple, pour atteindre un taux de reconnaissance de 94% dans le cas de la base "LIRMM", il a
fallu étiqueter ∼ 60 instances choisies via la mesure du "poids suffisant" ; or, pour atteindre ce même
taux de reconnaissance, il faut étiqueter respectivement ∼ 105 et ∼ 130 instances, si elles sont choisies
via la mesure de "marge" ou d’"entropie". Ainsi, la stratégie proposée en utilisant la mesure du "poids
suffisant" permet toujours d’obtenir un meilleur taux de reconnaissance que les stratégies basées sur les
mesures de "marge" ou d’"entropie", à l’exception de la base "optdigits" où les trois mesures atteignent
une performance relativement égale. Cela prouve que les instances sélectionnées, en utilisant la stratégie
proposée, sont généralement plus informatives.
3.5.2 Seuil d’incertitude adaptatif
Dans cette deuxième expérimentation, nous évaluons l’apprentissage actif à partir d’un flux de don-
nées en utilisant le seuil adaptatif proposé. Nous considérons tout d’abord un cas idéal où le modèle est
entraîné en utilisant chaque nouvelle instance du flux étiquetée avec sa vraie étiquette de classe. Ce cas
entièrement supervisé conduit à un modèle qui permet d’obtenir les meilleures performances en terme
de taux de reconnaissance sur la base de test, vu que toutes les instances sont étiquetées manuellement.
Ainsi, une bonne stratégie devrait atteindre un taux de reconnaissance qui est très proche du cas idéal,
mais en utilisant beaucoup moins d’instances étiquetées. Le cas "entièrement supervisé" est comparé à
la stratégie utilisant la "marge" et la stratégie proposée "poids suffisant". Ces deux dernières stratégies
utilisent le seuil adaptatif proposé dans la Section 3.4.5.
Les figures 3.4, 3.5 et 3.6 illustrent les résultats obtenus sur les différents ensembles. Pour chaque
ensemble de données, nous montrons (i) le taux de reconnaissance obtenu par le modèle appris sur un
ensemble de tests, (ii) le nombre d’instances étiquetées parmi les instances reçues à partir du flux, et
(iii) le nombre d’erreurs parmi les classes prédites qui sont retournées par l’algorithme (voir ligne 15
de l’algorithme 4). La courbe en violet montre le cas entièrement supervisé, où chaque instance du flux
est étiquetée manuellement. Les courbes en vert et en rouge, montrent respectivement l’utilisation de la
mesure de "marge" et du "poids suffisant" pour choisir les instances à étiqueter.
Tout d’abord, nous observons, pour tous les ensembles de données, qu’un taux de reconnaissance
proche du cas "entièrement supervisé" (i.e. cas idéal) est obtenu dans les deux cas : "poids suffisant" et
"marge". Nous observons aussi, pour tous les ensembles de données, que le nombre d’étiquettes deman-
dées (i.e. nombre d’instances manuellement étiquetées) est beaucoup plus faible que celui du cas en-
tièrement supervisé. Par exemple, pour la base "LIRMM" (voir la figure 3.4(b)), le nombre d’étiquettes
demandées dans le cas "entièrement supervisé" est supérieur à 1200. Ce même nombre est proche de
200 seulement dans les deux cas : "poids suffisant" et "marge". Ainsi, l’utilisation d’un seuil adaptatif
dans les deux cas "marge" et "poids suffisant", permet d’obtenir un taux de reconnaissance proche du cas
parfait, tout en minimisant considérablement le nombre d’étiquettes demandées. Ceci prouve l’efficacité
du seuil adaptatif proposé. De plus, on peut voir pour la plupart des bases, que la stratégie de "poids
suffisant" atteint un taux de reconnaissance qui est plus proche du cas "entièrement supervisé" et par-
fois même égal. Ceci est particulièrement vrai pour les bases "MMA" (figure 3.4(a)), "Pendigits" (figure
3.5(c)), "DocSet" (figure 3.5(d)) et "Optdigits" (figure 3.6(f)), où les courbes de taux de reconnaissance
en rouge et en violet, sont quasi superposées. Par ailleurs, on peut voir pour toutes les bases de données,
que le nombre d’erreurs de prédiction est plus petit dans le cas de la stratégie du "poids suffisant", sauf
pour la base "Image-segmentation" (figure 3.6(e)) où la stratégie de "marge" réalise un meilleur résultat.
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FIGURE 3.3 – Apprentissage actif dans le cas statique
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FIGURE 3.4 – Apprentissage actif à partir d’un flux de données, bases MMA et LIRMM
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FIGURE 3.5 – Apprentissage actif à partir d’un flux de données, bases Pendigits et DocSet
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FIGURE 3.6 – Apprentissage actif à partir d’un flux de données, bases Segmentation et Optdigits
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3.6 Conclusion
Dans ce chapitre, nous avons abordé le problème de l’apprentissage actif à partir d’un flux de don-
nées. Nous avons d’abord présenté les différentes stratégies existant dans la littérature. Puis, nous avons
proposé une nouvelle stratégie d’apprentissage actif pour sélectionner les instances qui doivent être éti-
quetées, en se basant sur la pondération d’instances et l’incertitude définie par le principe du "poids
suffisant". La stratégie proposée améliore significativement les performances de l’apprentissage actif par
rapport aux stratégies d’incertitude couramment utilisées. Ensuite, nous avons proposé un seuil adaptatif
qui peut être utilisé avec n’importe quelle mesure d’incertitude. Le seuil adaptatif proposé permet à l’ap-
prentissage actif d’atteindre un taux de reconnaissance qui est très proche du cas idéal (c.à.d. entièrement
supervisé) tout en nécessitant beaucoup moins d’étiquetage.
Dans le chapitre suivant, nous proposons une méthode d’apprentissage incrémentale semi-supervisée
active pour la classification de flux de données, qui instancie la stratégie d’apprentissage actif proposée
dans ce chapitre. Cette méthode sera ensuite étendue dans le chapitre 5 afin de traiter le problème de
détection de nouvelles classes dans un flux de données.
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4.1 Introduction
Ce chapitre présente une méthode d’apprentissage incrémental pour la classification de flux de don-
nées qui utilise la stratégie d’apprentissage actif définie dans le chapitre précédent. En se basant sur un
algorithme d’apprentissage non supervisé appelé IGNG (en anglais "Incremental Growing Neural Gas"),
nous proposons un algorithme d’apprentissage semi-supervisé actif qui permet de maintenir un graphe
de nœuds étiquetés (représentants de données) et qui apprend de façon incrémentale la topologie des
données entrant à partir du flux. Cette méthode sera utilisée et étendue dans le chapitre 5 pour traiter le
problème de détection de nouvelles classes.
Nous décrivons dans la section 4.2 une famille de méthodes neuronales d’apprentissage non super-
visé, qui sont à l’origine de la méthode proposée dans ce chapitre. Dans la section 4.3 nous détaillons
notre extension de l’algorithme "IGNG" en un algorithme d’apprentissage semi-supervisé actif que nous
appelons "A2ING" (en anglais "Active Adaptive Incremental Neural Gas"). Nous terminons ce chapitre
par quelques expérimentations.
4.2 Méthodes neuronales d’apprentissage non supervisé
Il existe dans la littérature différentes méthodes permettant de faire un apprentissage non supervisé
(clustering) de façon incrémentale, à partir d’un flux de données de longueur infinie, notamment, les
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méthodes neuronales non supervisées qui prennent en compte les relations de voisinage entre les repré-
sentants des données et font preuve de bonnes performances. Parmi ces méthodes neuronales, l’algo-
rithme GNG [Fritzke 95] ainsi que ses dérivées ont attiré une attention toute particulière. Ils permettent
d’apprendre la topologie des données en maintenant un graphe de façon dynamique, à l’aide d’une stra-
tégie d’apprentissage Hebbien compétitif [Martinetz 93], dont les nœuds, aussi appelés neurones, sont
des représentants de données.
4.2.1 Algorithme NG
La méthode Neural Gas (NG) [Martinetz 91] est une méthode d’apprentissage non-supervisée inspi-
rée de l’approche des cartes auto-organisatrices (en anglais, SOM : Self Organizing Maps) de Kohonen
[Kohonen 90]. Cette approche cherche une représentation optimale, par des vecteurs de caractéristiques,
d’un ensemble de données en entrée. L’appellation "gaz neuronal" est due à la dynamique des vecteurs
de caractéristiques des neurones au cours du processus d’apprentissage, qui se répartissent comme un
gaz dans l’espace d’entrée.
Soit un ensemble fini de N neurones ni ∈ Rd, i = 1, ..., N présentés sous forme de vecteurs de
caractéristiques. À chaque instant, une nouvelle donnée x (appelée instance dans la suite) est présentée
à l’algorithme et la distance de cette donnée vers les neurones ni est calculée. Notons i0 l’indice du
neurone le plus proche de x (c.à.d., ni0), i1 l’indice du second neurone le plus proche de x, etc. jusqu’à
iN−1 qui est l’indice du neurone le plus éloigné de x. Chaque neurone (k = 0, ..., N − 1) est adapté en
fonction de cette nouvelle donnée x en corrigeant sa position selon l’équation 4.1.
nik ← nik + × e
−k
λ × (x− nik) (4.1)
où  ∈]0, 1[ est un taux d’apprentissage et λ est un paramètre appelé "rang de voisinage".
À chaque adaptation, non seulement le neurone le plus proche de l’entrée x mais aussi tous les
autres neurones, sont repositionnés, c.à.d. adaptés par un pas d’adaptation  × e−kλ qui décroit avec
l’accroissement de l’ordre de distance k. Après un nombre suffisant d’étapes d’adaptation (c.à.d. un
nombre suffisant de données en entrée), les neurones couvrent l’espace de données avec une erreur de
représentation minimale. Néanmoins, un inconvénient majeur de cet algorithme est que le nombre de
neurones est fini et fixé au départ.
4.2.2 Algorithme GNG
L’algorithme Growing Neural Gas (GNG) [Fritzke 95] résout ce problème en permettant au nombre
de neurones d’évoluer. Les neurones dans GNG représentent des nœuds dans un graphe. Ils seront "adap-
tés" au cours de l’apprentissage, en fonction des caractéristiques de la distribution des données. Ainsi, un
nombre minimal de nœuds est initialement créé, puis, de nouveaux nœuds et de nouvelles connexions de
voisinage (arêtes) entre eux sont ajoutés au fil de l’apprentissage. L’algorithme permet également de sup-
primer des nœuds ainsi que les connexions entre eux en se basant sur une notion d’âge limite des arêtes
amax. Les arêtes qui ont atteint cet âge, sans avoir été "rafraîchies", sont supprimées ainsi que les nœuds
devenus isolés. Par ailleurs, la création d’un nouveau nœud se fait seulement périodiquement (après
chaque nombre fixe d’itérations ou périodes de temps λ) entre les deux nœuds voisins qui ont cumulé
l’erreur la plus importante dans la représentation des données. L’algorithme 5 décrit le fonctionnement
de GNG.
Un inconvénient majeur de l’algorithme GNG concerne le choix de la période λ (pour la création d’un
nouveau nœud) et rien n’indique s’il faut ou non continuer à créer de nouveaux nœuds à une période
donnée. Certaines adaptations ont été apportées à GNG pour faire face à cette contrainte d’évolution
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Algorithm 5 GNG
1: Initialiser un graphe G avec deux nœuds choisis au hasard parmi les instances disponibles
2: nbr ← 0 // nombre d’itérations
3: pour chaque nouvelle instance x faire
4: Soient n1, n2 les deux nœuds les plus proches de x dans G
5: Incrémenter l’âge des arêtes liées à n1
6: Ajouter la distance au carrée, entre x et n1, à une variable d’erreur locale
errn1 ← errn1 + dist(x, n1)2
7: Modifier n1 et ses voisins nv (liés à n1) pour se rapprocher de x par les taux 1 et 2.
n1 ← n1 + 1 × (x− n1)
nv ← nv + 2 × (x− nv),∀nv ∈ Voisins(n1)
8: si n1 est lié par une arête à n2, alors remettre l’âge de l’arête à 0 (rafraîchir la connexion)
9: sinon lier n1 et n2 par une nouvelle arête d’âge 0
10: fin si
11: Supprimer les arêtes avec un âge supérieur à amax. Si ceci donne lieu à des nœuds isolés, alors
les supprimer aussi.
12: nbr ← nbr + 1
13: si nbr est multiple de λ alors // on a atteint une période de temps
14: Trouver le nœud nq ayant la plus grande erreur cumulée errnq
15: Trouver le nœud nf ayant la plus grande erreur cumulée errnf parmi les voisins de nq
16: Créer un nouveau nœud nnew situé à mis distance entre nq et nf
nnew ← 0.5× (nq + nf )
17: fin si
18: fin pour
périodique. La principale adaptation est la version incrémentale de GNG, "IGNG" (Incremental Growing
Neural Gas) [Prudent 05] qui relâche la contrainte relative à l’évolution périodique.
4.2.3 Algorithme IGNG
Le principe de base de IGNG [Prudent 05] est que la création d’un nouveau nœud se fait selon un
seuil de distance global r. Chaque fois que la distance d’une instance d’entrée x au nœud le plus proche
est supérieure à r, un nouveau nœud basé sur x est créé. Une version simplifiée de IGNG est présentée
dans l’algorithme 6.
L’inconvénient principal de IGNG est que le seuil r doit être fourni en tant que paramètre avant
l’apprentissage, dépendant des données en présence. Or, ceci n’est pas facile à déterminer dans le cas où
les données arrivent en continu, ce qui met en défaut le caractère incrémental annoncé par ses auteurs.
Certaines extensions de IGNG ont été proposées pour essayer de remédier à ce problème en définissant un
seuil propre à chaque nœud. Dans l’algorithme SOINN [Furao 07], le seuil associé à un nœud ni est défini
heuristiquement comme étant la distance de ni à son voisin le plus éloigné si ce dernier existe, sinon la
distance de ni au nœud le plus proche dans G. L’algorithme I2GNG (Improved IGNG) [Hamza 08]
définit un seuil local ri à chaque nœud ni, seuil qui est continuellement adapté durant l’apprentissage. Si
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Algorithm 6 IGNG
1: Initialiser un graphe G avec deux nœuds choisis au hasard parmi les instances disponibles
2: pour chaque nouvelle instance x faire
3: Soient n1, n2 les deux nœuds les plus proches de x dans G
4: si dist(x, n1) > r alors
5: Ajouter un nouveau nœud nnew au graphe G à la position de x
6: sinon
7: si dist(x, n2) > r alors
8: Ajouter un nouveau nœud nnew au graphe G à la position de x
9: Lier nnew avec n1 par une arête d’âge 0
10: sinon
11: Incrémenter l’âge des arêtes liées à n1
12: Modifier n1 et ses voisins nv (liés par une arête à n1) pour les rapprocher de x
n1 ← n1 + 1 × (x− n1)
nv ← nv + 1 × (x− nv),∀nv ∈ V oisins(n1)
13: si n1 est lié par une arête à n2, alors remettre l’âge de l’arête à 0 (rafraîchir la connexion)
14: sinon lier n1 et n2 par une nouvelle arête d’âge 0
15: fin si
16: Supprimer les arêtes avec un âge supérieur à amax. Si ceci donne lieu à des nœuds isolés,
alors les supprimer aussi.
17: fin si
18: fin si
19: fin pour
aucune donnée n’est associée à un nœud ni alors un seuil par défaut r (paramètre donné manuellement)
est utilisé. Dans les autres cas, le seuil ri, associé au nœud ni, est défini selon l’équation 4.2
ri = d¯ni + α× σni (4.2)
où d¯ni est la distance moyenne de ni aux instances qui lui sont associées, σni est l’écart type correspon-
dant, et α, un paramètre.
L’inconvénient principal de I2GNG est lié à son initialisation. En effet, le choix des valeurs pour les
paramètres r et α est important car l’adaptation du seuil dépend fortement de ces derniers. Par exemple, si
ces paramètres sont fixés à des valeurs trop petites, alors un nombre excessivement grand de nœuds peut
être créé inutilement (et inversement si leur valeur est trop grande). Cela rend les systèmes utilisant un tel
seuil dépendant d’un utilisateur expert et ne joue pas en faveur du caractère incrémental de l’algorithme.
4.3 Extension de "IGNG" en apprentissage semi-supervisé actif "A2ING"
Les algorithmes précédents sont non supervisés et ne sont pas directement applicables à la tâche de
classification souhaitée. Nous proposons une extension de la méthode IGNG pour apprendre de façon
semi-supervisée (à partir de données étiquetées et non étiquetées) un graphe G dont les nœuds sont
étiquetés. Nous appelons la méthode présentée ici "A2ING" pour "Active Adaptive Incremental Neural
Gas".
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A2ING maintient un grapheG (voir Figure.4.1) de nœuds étiquetés qui est modifié à chaque nouvelle
arrivée d’une instance. Chaque nœud n ∈ G est un représentant de données présenté sous forme d’un
vecteur de caractéristiques qui est continuellement mis à jour.
FIGURE 4.1 – A2ING apprend la topologie des données de façon incrémentale. (a) : données synthétiques
à 2 dimensions. (b) : graphe G de nœuds étiquetés
FIGURE 4.2 – Le schéma général de la méthode
Le graphe G est initialisé avec quelques nœuds étiquetés qui représentent les premières instances du
flux. Ensuite, pour chaque nouvelle instance x (voir Figure 4.2 (1)), un indice d’incertitude est calculé
pour déterminer si l’instance x est informative (voir Figure 4.2 (2)). La méthode utilisée pour ce calcul,
est celle qui est décrite dans le chapitre 3. Si l’instance est considérée comme informative, sa vraie classe
(étiquette) y est demandée à un opérateur (voir Figure 4.2 (3)) ; sinon, sa classe est prédite y = h(x).
L’instance classée (x, y) est ensuite utilisée (voir Figure 4.2 (4)) pour mettre à jour le graphe G tel que
décrit dans la sous-section 4.3.2.
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4.3.1 Classification et informativité d’une instance
Pour chaque nouvelle instance x, nous utilisons la méthode des k plus proches voisins (KNN) pour
calculer une probabilité d’appartenance à ses deux classes les plus probables.
Soit N(x) = {ni|i = 1, ..., k} les k nœuds étiquetés les plus proches de x sélectionnés à partir de
G, triés dans l’ordre croissant en fonction de leur distance à x. P (y|x), la probabilité que l’instance x
appartienne à la classe y, est déterminée comme suit :
P (y|x) =
∑
ni∈N(x)
f(ni, y)
k
(4.3)
où f(ni, y) =
{
1 if label(ni) = y
0 sinon
Pour une instance x donnée, la fonction de classification h(x) retourne l’étiquette de classe y1 qui
maximise la probabilité P (y|x). Notons y1 = argmax
y
P (y|x) et y2 = argmax
y 6=y1
P (y|x) respectivement
les première et seconde classes les plus probables, telle que P (y1|x) ≥ P (y2|x).
Afin de calculer le poids suffisant tel que décrit dans la section 3.4, il suffit de recalculer la probabilité
P (y2|x) en intégrant parmi les k plus proches nœuds de x, l’instance (x, y2, w), c.à.d., l’instance x
étiquetée avec y2 (plutôt que la classe prédite y1) et associée à un poids w. Le poids suffisant wˆ est alors
celui qui fait que P (y2|x) devienne supérieure à P (y1|x).
Pour illustrer l’emplacement des instances incertaines (avec un faible poids suffisant) qui sont in-
formatives pour notre modèle, la Figure 4.3 (a) montre trois classes de données synthétiques qui se
chevauchent, et la Figure 4.3 (b), les données pour lesquelles on demande la classe, c’est-à-dire celles
qui sont situées dans une région d’incertitude et donc considérées comme informatives. Connaître leur
véritable étiquette de classe, permettra de mieux séparer les classes qui se chevauchent.
FIGURE 4.3 – (a) 3 classes de données synthétiques (suivant une distribution gaussienne) qui se che-
vauchent. (b) Les données incertaines (informatives).
4.3.2 Mise à jour du modèle
Soit (x, y) une instance classée, où x est une nouvelle instance reçue à partir du flux, et y est soit
l’étiquette de la classe prédite soit celle de la classe observée de x (demandée à un opérateur). Soient
n1 ∈ G et n2 ∈ G les deux plus proches nœuds de x, telle que dist(x, n1) < dist(x, n2). Étant donné
un seuil de distance r, l’algorithme met à jour de façon dynamique le graphe G comme décrit ci-après,
selon les 3 cas traités par l’algorithme IGNG et illustrés sur la Figure 4.4.
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FIGURE 4.4 – les 3 cas de A2ING pour la génération et l’adaptation des nœuds
1. si r < dist(x, n1) alors (Figure 4.4(a))
– Ajouter un nouveau nœud nnew = x étiqueté par y au graphe G
2. si dist(x, n1) ≤ r < dist(x, n2) alors (Figure 4.4(b))
– Ajouter un nouveau nœud nnew = x étiqueté par y au graphe G
– Relier nnew à n1 par une arête.
3. si dist(x, n1) < dist(x, n2) ≤ r alors (Figure 4.4(c))
– Relier n1 à n2 par une arête (s’ils ne sont pas déjà reliés)
– si y = yn1 (x est étiqueté de la même façon que n1)
– Modifier n1 pour le rapprocher de x, n1 ← n1 + 1 × (x− n1)
– Modifier les voisins de n1 étiquetés différemment de x pour les éloigner de x
∀nv ∈ V oisins(n1) et y 6= ynv : nv ← nv − 2 × (x− nv)
– si y 6= yn1 (x est étiqueté différemment de n1)
– Modifier n1 pour l’éloigner de x, n1 ← n1 − 1 × (x− n1)
– Modifier les voisins de n1 ayant la même étiquette que x pour les rapprocher de x
∀nv ∈ V oisins(n1) et y = ynv : nv ← nv + 2 × (x− nv)
Lorsque x est assez loin de n1 (1er cas), un nouveau nœud basé sur x et étiqueté avec y est ajouté
au graphe G. Lorsque x est assez proche de n1 mais assez loin de n2 (2eme cas), un nouveau nœud basé
sur x et étiqueté avec y est aussi ajouté au graphe G, et il est relié à n1 par une nouvelle arête. Lorsque
x est assez proche de n1 et de n2, le nœud n2 devient un voisin de n1 (c.à.d. n1 et n2 sont liés par une
arête). Si ces deux nœuds sont étiquetés différemment, l’arête les reliant sera appelée arête inter-classes.
L’algorithme peut déterminer une meilleure séparation entre les classes, en éloignant deux nœuds voisins
étiquetés différemment. En effet, si n1 a la même étiquette que x (i.e. y = yn1), alors n1 est mis à jour
pour être moins éloigné de x, et les nœuds voisins de n1 qui sont étiquetés différemment de x, sont mis à
jour pour être plus éloignés de x. D’autre part, si n1 est étiqueté différemment de x (i.e. y 6= yn1), alors
n1 est mis à jour pour être plus éloigné de x, et les nœuds voisins de n1 qui sont étiquetés comme x sont
mis à jour pour être moins éloignés de x.
Pour rapprocher ou éloigner le nœud n1 et ses voisins de x, on leur applique une mise à jour en
utilisant un taux d’apprentissage : 1 pour n1 et 2 pour ses nœuds voisins. Généralement, un taux d’ap-
prentissage trop grand favorise une instabilité des nœuds, tandis qu’un taux d’apprentissage trop petit
conduit à ce que les nœuds n’apprennent pas assez à partir des données qui leur sont attribuées. Les
valeurs typiques sont 0 < 1  1 et 0 < 2  1. Soit Nn1 le nombre de documents attribués à n1.
Dans A2ING, 1 = 1Nn1 , il diminue lentement, proportionnellement au nombre de données attribuées
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à n1 (plus n1 apprend, plus il devient stable), et 2 est tout simplement défini comme 2 = 1Nn1×100 ,
c’est-à-dire une valeur 100 fois plus petite que la valeur de 1 (2  1).
Notez que cet apprentissage de la topologie des données est incrémental et n’a pas besoin de sau-
vegarder les données déjà vues. Le graphe étiqueté G évolue dynamiquement en fonction des nouvelles
données. L’apprentissage du graphe est décrit en détail dans l’algorithme 7
Algorithm 7 A2ING
1: Input : graphe G initialisé avec au moins deux nœuds étiquetés
2: pour chaque nouvelle instance x à partir du flux faire
3: Soit (x, y) l’instance classée, où y est la classe prédite ou demandée via l’algorithme 4
4: Soient (n1, yn1) et (n2, yn2) les deux nœuds étiquetés les plus proches de x dans G
5: si r < dist(x, n1) alors
6: G← G ∪ {(nnew, y)|nnew = x}
7: sinon si r < dist(x, n2) alors // c.à.d. dist(x, n1) ≤ r < dist(x, n2)
8: G← G ∪ {(nnew, y)|nnew = x}
9: Relier nnew à n1 par une arête.
10: sinon // c.à.d. dist(x, n1) < dist(x, n2) ≤ r
11: Relier n1 à n2 par une arête (s’ils ne sont pas déjà reliés)
12: si y = yn1 alors
13: n1 ← n1 + 1 × (x− n1)
14: ∀nv ∈ V oisins(n1) et y 6= ynv : nv ← nv − 2 × (x− nv)
15: sinon
16: n1 ← n1 − 1 × (x− n1)
17: ∀nv ∈ V oisins(n1) et y = ynv : nv ← nv + 2 × (x− nv)
18: fin si
19: fin si
20: fin pour
4.4 Expérimentations
Nous considérons dans notre évaluation expérimentale différents ensembles de documents adminis-
tratifs réels fournis par des clients de la société ITESOFT. Chaque document est d’abord traité par un
OCR (type FineReader) et ensuite représenté par un sac de mots textuels, un vecteur où chaque compo-
sante représente le nombre de ses occurrences dans le document. Les vecteurs de chaque ensemble sont
représentés dans un espace à p dimensions, où p est la taille du vocabulaire 2.
Nous testons, en plus de la méthode proposée, une variante active de SVM [Bordes 05]. Les données
les plus proches de la limite de décision de SVM sont celles qui sont les plus susceptibles d’être étiquetées
manuellement. Nous utilisons aussi, pour effectuer des comparaisons, un certain nombre de classifieurs
classiques en les entraînant via un apprentissage entièrement supervisé tel que : KNN [Jiang 07 (2)], Lo-
gitBoost [Friedman 98], NaiveBayes [Lowd 05] et RandomForest [Breiman 01]. Pour rappel, la méthode
que nous proposons offre deux qualités supplémentaires, comparée aux classifieurs considérés (sauf la
variante active de SVM) : (i) seulement quelques documents considérés informatifs sont manuellement
labellisés durant le processus de classification, (ii) la classification et l’apprentissage sont faits en paral-
lèle en traitant les documents un par un à la volée (à la différence des méthodes classiques où chaque
document peut être revisité de nombreuses fois au cours de l’apprentissage).
2. Ceci est le nombre de mots significatifs ou fréquents pour chaque ensemble de documents
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Les mesures d’évaluation considérées sont :
– Le taux des instances qui ont été manuellement étiquetées.
– Le taux d’erreurs calculé sur une base de test.
– La précision moyenne sur une base de test.
– Le rappel moyen sur une base de test.
Pour une classe y donnée, soient vpy le nombre d’instances correctement classées dans la classe y
(vrais positifs), fpy le nombre d’instances incorrectement classées dans la classe y (faux positifs), et
fny le nombre d’instances qui ont pour vraie classe y, mais n’ont pas été classées dans la classe y (faux
négatifs).
La précision de la classe y est precisiony =
vpy
vpy+fpy
, elle exprime le ratio d’instances correctement
classées dans la classe y par rapport au nombre total d’instances classées dans la classe y.
La rappel de la classe y est rappely =
vpy
vpy+fny
, il exprime le ratio de données correctement classées
dans la classe y par rapport au nombre total de données de la classe y.
Nous utilisons le rappel et précision moyens par rapport à toutes les classes. Le taux d’erreurs est
calculé sur une base de test (Dt) différente. Le nombre de données de la base de test |Dt| représente
∼ 30% du nombre total des données. Le taux d’erreurs calculé correspond au nombre total d’instances
incorrectement classées sur le nombre d’instances de la base de test. Ce taux est calculé selon l’équation
4.4
Error =
1
|Dt|
∑
(xi,yi)∈Dt
1(h(xi) 6= yi) (4.4)
où 1(C) vaut 1 si la condition C est remplie et 0 sinon.
Les résultats obtenus sont présentés dans le Tableau 6.1. Nous faisons quelques remarques à propos
de ces résultats. Tout d’abord, dans la méthode développée, le nombre d’instances qui ont été étiquetées
manuellement (en interrogeant un opérateur) représentent en moyenne 41.05% du nombre total d’ins-
tances utilisées, ce qui est meilleur que le taux obtenu par le SVM actif. Ensuite, les autres méthodes
sont entièrement supervisées et ont donc besoin que l’ensemble des données utilisées pour l’appren-
tissage soient étiquetées. Le Tableau 6.1 montre que pour la base DocSet, notre méthode réalise les
meilleures performances. Pour la base CAF, notre méthode a nécessité l’étiquetage de moins de don-
nées que les autres méthodes, tout en atteignant des performances similaires. En ce qui concerne la base
LIRMM, bien que la méthode proposée nécessite seulement l’étiquetage de 23.67% des instances, elle
réalise une performance comparable aux autres méthodes. Cependant, RandomForest et LASVM réa-
lisent une meilleure performance. Pour la base MMA, SVM est légèrement supérieur à notre méthode,
tandis que pour l’ensemble APP, notre méthode réalise les meilleures performances en termes de taux
d’erreurs et de rappel. Enfin, les résultats moyens sur toutes les bases de données sont indiqués en bas du
Tableau 6.1. Nous pouvons constater que la méthode proposée atteint en moyenne de meilleures perfor-
mances en ce qui concerne la précision, et des performances comparables aux autres méthodes en ce qui
concerne le rappel et le taux d’erreurs, tout en utilisant nettement moins de données étiquetées.
Ceci confirme l’efficacité de la stratégie d’apprentissage actif proposée, qui permet d’obtenir des
résultats meilleurs ou comparables à ceux obtenus par un apprentissage supervisé classique, mais en
étiquetant moins de données, et en réduisant donc le coût d’étiquetage.
4.5 Conclusion
Les algorithmes neuronaux d’apprentissage non supervisé sont intéressants pour l’apprentissage in-
crémental de la topologie des données en entrée. Cependant, ces algorithmes ne sont pas directement
applicables pour la tâche de classification souhaitée. Nous avons donc présenté dans ce chapitre une
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TABLE 4.1 – Résultats expérimentaux sur différentes bases de documents
Méthode Étiquettes % Erreur % Précision % Rappel %
Base DocSet
A2ING 49.13 18.8 83.2 81.1
KNN 100 25.7 76.0 74.2
LogitBoost 100 19.2 80.9 80.8
NaiveBayes 100 25.3 76.6 74.6
RandomForest 100 21.1 77.9 78.8
SVM actif 51.05 20.7 81.3 79.2
Base CAF
A2ING 61.78 29.8 74.4 70.2
KNN 100 31.6 74.7 68.4
LogitBoost 100 38.0 69.9 61.9
NaiveBayes 100 28.7 75.8 71.2
RandomForest 100 32.6 72.5 67.4
SVM actif 66.9 29.2 73.9 70.7
Base LIRMM
A2ING 23.67 4.7 95.6 95.2
KNN 100 5.6 94.6 94.3
LogitBoost 100 4.4 95.4 95.5
NaiveBayes 100 4.4 96.1 95.5
RandomForest 100 3.07 96.9 96.8
SVM actif 42.2 3.53 96.2 96.4
Base MMA
A2ING 43.11 24.9 78.4 75.0
KNN 100 27.2 76 72.8
LogitBoost 100 27.4 73.1 72.5
NaiveBayes 100 24.4 76.5 75.6
RandomForest 100 25.7 76 74.3
SVM actif 43.5 22.5 79.1 77.4
Base APP
A2ING 27.6 14.8 85.3 85.1
KNN 100 15.8 84.4 84.2
LogitBoost 100 18.9 81.6 81.0
NaiveBayes 100 22.8 81.1 77.1
RandomForest 100 16.0 84.3 83.9
SVM actif 30.2 15.22 85.7 84.8
Résultats moyens sur tous les Base de documents
A2ING 41.05 18.6 83.4 81.3
KNN 100 22.26 81.14 78.78
LogitBoost 100 21.58 80.18 78.34
NaiveBayes 100 21.12 81.22 78.8
RandomForest 100 19.69 81.25 80.24
SVM actif 46.77 18.23 83.24 81.7
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extension semi-supervisée active de l’algorithme IGNG pour la classification de flux de données. La mé-
thode A2ING permet d’apprendre à partir de données étiquetées et non étiquetées un graphe G de nœuds
étiquetés qui représentent la topologie des données en entrée.
Cependant, A2ING, tout comme les autres méthodes d’apprentissage actif, demande l’étiquetage des
instances informatives dont l’informativité est déterminée en fonction des classes connues (déjà vues).
Or, le flux étant de nature évolutive, de nouvelles classes inconnues peuvent apparaître à tout moment.
Le graphe G appris par A2ING définit un "espace couvert par les classes connues". Le volume de cet
espace dépend du seuil de distance r qui est utilisé dans IGNG et repris par A2ING. Ce seuil est fixé
manuellement et n’est pas adapté au problème de détection de nouvelles classes. De même, les versions
adaptatives de ce seuil, tel que défini par I2GNG par exemple, ne sont pas initialement pensées pour la
détection de nouvelles classes. Nous étendons donc A2ING dans le chapitre suivant pour traiter de façon
adaptative et efficace, le problème de détection de nouvelles classes.
57
Chapitre 4. Apprentissage de la topologie des données
58
Chapitre 5
Détection de nouvelles classes
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5.1 Introduction
La plupart des méthodes existantes pour la classification de flux de données [Gaber 07, Aggarwal 07,
Zliobaite 11] supposent un nombre fixe de classes dans le flux. Cependant, dans les scénarios réels, cette
hypothèse n’est souvent pas satisfaite. En effet, il est difficile d’obtenir des instances étiquetées à partir
de toutes les classes possibles. De plus, vu la nature évolutive du flux, de nouvelles classes (inconnues)
peuvent apparaître à tout moment. Si ces nouvelles classes ne sont pas détectées, toutes leurs instances
seront inévitablement classées par erreur dans des classes existantes (connues) avec lesquelles le classi-
fieur aura déjà été entraîné. Ce problème majeur de classification de flux de données est généralement
appelé "évolution du concept" (concept evolution) 3
Un simple classifieur, par exemple, un simple SVM linéaire comme dans la Figure. 5.1, est capable
de discriminer entre les classes avec lesquelles il a été entraîné, mais échoue lorsqu’il s’agit de classer
les instances d’une nouvelle classe non détectée. L’identification de nouvelles classes est très importante
car elle permet de réduire considérablement le travail à fournir par un humain pour corriger les erreurs
de classification dues à une nouvelle classe non détectée.
3. Ceci est différent de ce qui est appelé dérive de concept (concept drift) [Zliobaite 11] où les changements concernent la
relation entre les données existantes et leur classes associées.
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FIGURE 5.1 – Un SVM avec un noyau linéaire entraîné sur deux classes de données A et B, classifie par
erreur dans A et B les instances d’une nouvelle classe non détectée.
Comme expliqué dans le Chapitre 3, les méthodes d’apprentissage actif sont intéressantes pour la
classification des flux de données, car elles réduisent le coût d’étiquetage manuel, en ne demandant
à un opérateur humain que les étiquettes de classes des données qui sont informatives (souvent, les
données incertaines). Cependant, ces méthodes supposent implicitement que les données utilisées pour
leur initialisation, couvrent toutes les classes possibles, et elles demandent les étiquettes des instances
informatives dont l’informativité est déterminée en fonction de ces classes connues. La détection de
nouvelles classes n’est pas triviale pour ces méthodes parce qu’elles doivent demander des étiquettes pour
des instances se trouvant dans différentes régions inexplorées de l’espace. Ceci représente une difficulté
supplémentaire et un obstacle pour l’apprentissage actif afin de réduire la complexité de l’étiquetage
[Dasgupta 05].
Nous verrons dans la Section 5.2 que les méthodes habituellement utilisées dans la littérature pour
la détection de nouveautés ne sont pas adaptées pour un apprentissage actif à partir d’un flux de données
multi-classes. Nous étendons ensuite l’algorithme A2ING, vu dans le chapitre 4, pour détecter automati-
quement les nouvelles classes. La méthode proposée maintient progressivement une topologie de nœuds
(représentants de données) qui évoluent de façon dynamique. Les nœuds sont des centres d’hypersphères
couvrant les régions de l’espace des caractéristiques où les données de classes connues ont été observées.
Une donnée se trouvant en dehors de la zone couverte, est appelée "étrangère" et peut être un membre
d’une possible nouvelle classe. En collectant plusieurs données étrangères, notre algorithme est capable
de distinguer avec précision les données étrangères qui sont similaires entre elles et qui sont donc plus
susceptibles d’être membres d’une nouvelle classe, de celles qui sont plus susceptibles d’appartenir à des
classes existantes qui sont en expansion. L’algorithme demande les vraies étiquettes de classes seulement
pour les instances qui permettent de mieux discriminer entre les classes existantes et les nouvelles classes
identifiées.
5.2 État de l’art
La détection de nouveautés dans les données est étroitement liée à la détection d’anomalies ou de
données aberrantes ("outliers" en anglais). De nombreuses applications nécessitent d’être capables de
décider si une nouvelle instance appartient à la même distribution que les instances existantes (c’est une
donnée normale ou régulière), ou doit être considérée comme différente (c’est une donnée aberrante ou
irrégulière). Cette capacité peut être utilisée pour nettoyer les ensembles de données, ou pour détecter
des nouveaux patterns dans les données :
– Détection de nouveautés : la base d’apprentissage n’est pas polluée par des données aberrantes
mais contient des données appartenant à de nouvelles classes.
– Détection des données aberrantes : la base d’apprentissage contient des données aberrantes qui
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sont éliminées afin d’améliorer la qualité de l’apprentissage.
En général, les méthodes utilisées pour la détection de données aberrantes peuvent aussi être utili-
sées pour la détection de nouvelles classes. Cette section présente les méthodes qui sont habituellement
utilisées dans la littérature. Tout d’abord, nous étudions dans la section 5.2.1 les méthodes basées sur la
notion de distance. Ces méthodes déterminent la nouveauté des instances principalement par rapport à
leur distance aux données voisines ou aux représentants de données. Nous verrons ensuite dans la section
5.2.2 des méthodes qui permettent de construire une frontière regroupant les données dites "normales"
dans une classe et détectent toute donnée qui dévie de cette classe comme étant une donnée aberrante
ou appartenant à une nouvelle classe. Enfin, nous étudions dans la section 5.2.3 les méthodes d’appren-
tissage actif à partir de flux de données qui prennent en considération la détection de nouvelles classes
et d’autres méthodes statiques qui proposent des stratégies actives pour découvrir des classes inconnues
qui n’étaient pas disponibles lors de la phase d’apprentissage.
5.2.1 Méthodes basées sur la distance
Des approches utilisant une mesure de distance (ou similarité) entre deux instances peuvent être
utilisées pour la détection de nouvelles classes. Ces approches se basent principalement sur le clustering
ou sur les méthodes des plus proches voisins.
Pour le clustering, les auteurs dans [Srivastava 06] utilisent des méthodes type k-means. Dans ce type
de méthodes générales, une classe dite "normale" est caractérisée par un petit nombre de représentants
dans l’espace d’entrée. Pour quantifier une nouveauté, la distance d’une instance de test au plus proche
représentant est utilisée [Zhou 11]. Plus la distance est grande, plus il est probable qu’il s’agisse d’une
instance d’une nouvelle classe. La mesure de distance utilisée est souvent une métrique classique tel
que la distance Euclidienne. Dans [Ertoz 04], l’auteur explore un algorithme de clustering qui remplace
la notion de distance classique par la notion des "plus proches voisins en commun". Cette technique
cherche d’abord les plus proches voisins de chaque instance et redéfinit la similarité entre deux instances
en termes de nombre de voisins communs entre elles. Une approche basée sur le clustering adaptée au
flux de données est proposée dans [Spinosa 08]. Cette méthode suppose qu’il existe une seule classe
connue et que toutes les autres classes sont nouvelles et n’est donc pas pas directement applicable à un
flux de données multi-classes.
Les approches basées sur les plus proches voisins sont les méthodes les plus couramment utilisées
pour la détection de données aberrantes et peuvent directement être utilisées pour la détection des don-
nées appartenant à de nouvelles classes, en considérant qu’une donnée "normale" est un membre d’une
classe existante et qu’une donnée "aberrante" est un membre d’une nouvelle classe. La méthode des k
plus proches voisins (KNN) est basée sur l’hypothèse que les instances normales ont des voisins proches
"normaux", alors que les instances aberrantes sont situées loin des instances "normales" [Hautamaki 04].
Une instance est donc déclarée comme aberrante ou appartenant à une probable nouvelle classe si elle
se trouve loin de ses voisins. Par exemple, l’approche proposée dans [Angiulli 02] considère la somme
des distances de chaque instance vers ses k plus proches voisins et classifie les instances qui ont les plus
grandes sommes comme des données aberrantes.
Certaines techniques, comme dans [Knorr 98], partitionnent l’espace d’entrée en une grille d’hyper-
cubes de tailles fixes. Si un hypercube contient de nombreuses instances, ces instances sont susceptibles
d’être normales. Inversement, si une instance de test se trouve dans un hypercube qui contient très peu
d’instances, cette dernière est susceptible d’être une donnée aberrante.
Une autre méthode pour la détection de données aberrantes se basant sur la densité, a été proposée
dans [Knorr 00]. Une mesure pour caractériser les données aberrantes est calculée pour chaque instance.
Cette mesure permet de quantifier l’isolement d’une instance en calculant sa densité locale et les densités
locales de ses voisins. La zone du voisinage pour une instance est déterminée par un nombre minimum
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d’instances voisines, qui est un paramètre fourni par l’utilisateur. En comparant la densité locale d’une
instance aux densités locales de ses voisins, il est possible d’identifier des régions de densités similaires,
et des instances ayant une densité sensiblement inférieure à celle de leurs voisins. Celles-ci sont considé-
rées comme des données aberrantes. Notez que cette mesure trie les instances en considérant seulement
la densité des instances dans le voisinage et peut donc rater d’éventuelles instances aberrantes dont les
densités sont proches de celles de leurs voisins. Dans [Tang 02], l’auteur présente une variante de la
méthode précédente (proposée dans [Knorr 00]) qui considère à la fois la densité d’une instance de test
dans son voisinage et une nouvelle mesure qui reflète le degré de connectivité de l’instance avec d’autres
instances. Cette mesure est calculée en utilisant le rapport entre la distance moyenne de l’instance vers
ses k plus proches voisins et la distance moyenne de ses k plus proches voisins avec leurs propres k plus
proches voisins. Les instances qui ont une valeur grande pour cette mesure sont plus susceptibles d’être
des données aberrantes ou appartenant à de nouvelles classes. Cette approche s’est révélée être plus ef-
ficace pour la détection des données aberrantes, en particulier pour les données éparses, où les instances
"normales" peuvent se trouver dans des régions de faible densité.
Une autre méthode est proposée dans [Yu 06] pour détecter des données aberrantes qui peuvent se
trouver dans le voisinage de données "normales", plutôt que d’être loin d’elles. La similarité entre les
instances est mesurée par un graphe de similarités pondéré. Un poids pour une paire d’instances indique
la similarité entre elles. Une instance peut être considérée comme aberrante si sa similarité dans son
voisinage (sa similarité avec ses voisins) est inférieure à la similarité de ses voisins dans leurs voisinages.
Cette utilisation des graphes de similarité surmonte l’inconvénient des autres méthodes basées sur la
similarité (qui supposent que les instances aberrantes sont très loin des instances "normales").
Les approches basées sur la distance ne nécessitent pas une connaissance a priori de la distribution
des données. Cependant, les techniques basées sur les plus proches voisins, reposent sur l’existence de
métriques de distance appropriées afin d’établir la similarité entre deux instances. En outre, la plupart
de ces techniques identifient les nouvelles instances seulement de façon globale et ne sont pas assez
flexibles pour détecter des nouveautés locales dans des données qui ont différentes densités et des formes
arbitraires.
5.2.2 Méthodes basées sur la construction de frontières
Les méthodes de détection de nouveautés basées sur la construction de frontières essaient de ré-
pondre à la question suivante : est ce qu’une nouvelle instance est différente ou semblable à l’ensemble
des données existantes ? Autrement dit, pouvons-nous la distinguer des autres données ou non ? Pour
apporter une réponse, ces méthodes apprennent de façon non supervisée une frontière représentée dans
un espace de dimension d, délimitant le contour des données initiales. Si de nouvelles données se si-
tuent à l’intérieur du sous-espace délimité par cette frontière, elles sont considérées comme provenant
de la même population que les données initiales. Sinon, nous pouvons dire qu’elles sont anormales ou
nouvelles avec une confiance proportionnelle à leur distance de la frontière.
Les SVMs représentent une technique connue pour former des frontières de décision qui séparent les
données en différentes classes. La méthode SVM d’origine utilise un hyperplan qui maximise la marge de
séparation entre deux classes. Les instances de la base d’apprentissage qui se trouvent près de la frontière
de décision qui définit cette marge de séparation sont appelées vecteurs de support. Depuis l’introduction
de cette méthode, plusieurs modifications et améliorations lui ont été apportées [Song 02, Hu 03]. Ces
méthodes ne traitent pas le problème de détection de nouveautés, mais il existe cependant des SVMs,
communément appelés "SVMs à une classe", utilisés pour la détection de nouveautés. Par exemple, dans
[Scholkopf 01], l’auteur introduit une extension de l’algorithme SVM pour le cas de données non étique-
tées, permettant de créer une frontière de décision englobant les données de la base d’apprentissage (une
classe dite "normale", de données régulières). Comme pour la méthode SVM d’origine, cette méthode
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FIGURE 5.2 – Visualisation d’une frontière apprise par un SVM non supervisé avec un noyau non-
linéaire. Source : scikit-learn.org
utilise seulement les instances qui se trouvent proches de la frontière et toutes les autres instances de
la base d’apprentissage ne sont pas prises en compte dans la construction de la frontière de décision.
L’appartenance de nouvelles données à la classe "normale" est alors déterminée selon leur position par
rapport à la frontière. Dans [Li 03], l’auteur propose une extension de cet algorithme qui diffère du SVM
d’origine, dans le sens où les données d’apprentissage sont traitées de manière séquentielle. Une autre
méthode à une classe basée sur SVM est proposée dans [Scholkopf 99]. Cette dernière nécessite de fixer
a priori le pourcentage d’instances "normales" qui sont autorisées à être en dehors de la description de la
classe "normale" définie par la frontière de décision. Cependant, comme discuté dans [Manevitz 02], ce
paramètre influe fortement sur la performance de cette approche.
Une autre approche appelée SVDD (Support Vector Data Description), proposée dans [Tax 99], dé-
finit la frontière de décision comme étant l’hypersphère de volume minimum qui renferme toutes les
(ou la plupart des) instances d’apprentissage existantes. Cette méthode optimise automatiquement les
paramètres du modèle en utilisant des données non étiquetées générées artificiellement, uniformément
réparties dans l’hypersphère englobant la classe "normale". Une instance de test qui se trouve à l’intérieur
de l’hypersphère est considérée comme étant une instance normale, sinon elle est aberrante ou appartient
à une nouvelle classe.
La figure 5.2 montre la frontière apprise autour de quelques données synthétiques en utilisant un
SVM à une classe [Scholkopf 01]. Les données d’apprentissage (régulières) sont visualisées par des
cercles blancs, et les nouvelles données (régulières et irrégulières) par des cercles verts et rouges respec-
tivement.
En résumé, les méthodes basées sur la construction de frontières présentées dans cette section ap-
prennent une frontière de décision (une surface) sous forme d’une seule classe qui englobe les instances
régulières, puis détectent tout simplement si une nouvelle instance s’écarte de cette classe. Ces méthodes
sont généralement insensibles à la densité de la classe cible (définissant les données normales) et à la
distribution des données, car elles décrivent seulement la frontière de cette classe et non pas sa densité.
Cependant, il n’est pas facile de choisir des valeurs pour les paramètres qui contrôlent la taille de la
frontière de décision. De plus, ces méthodes supposent qu’il n’y a qu’une seule classe de données "régu-
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lières" et sont incapables de déterminer si une donnée "anormale" est une instance d’une nouvelle classe
ou tout simplement une donnée aberrante.
La méthode que nous proposons est différente de ces méthodes traditionnelles à "une classe". Tout
d’abord, notre méthode est capable de différencier différentes classes et détecter l’émergence d’une nou-
velle classe dans le flux en déterminant s’il y a de fortes similitudes entre des instances non régulières,
ce qui confirme la présence d’une nouvelle classe. De plus, le modèle de détection de nouvelles classes
ainsi que ses paramètres évoluent de façon dynamique.
5.2.3 Méthodes basées sur l’apprentissage actif
Il existe des méthodes comme celles présentées dans [He 07, Escudeiro 12], qui fournissent des stra-
tégies d’apprentissage actif pour découvrir, lors de la phase de test, des classes inconnues qui n’étaient
pas disponibles lors de l’apprentissage. Par exemple, dans [Escudeiro 12], l’algorithme proposé utilise
une mesure d’incertitude pondérée par la distance afin de demander l’étiquetage des instances qui sont
à la fois incertaines par rapport aux classes connues (via une mesure d’incertitude comme celles vues
dans le chapitre 3) et aussi loin d’elles. Dans [He 07], l’algorithme proposé détecte les instances qui sont
potentiellement membres de nouvelles classes, en mesurant la densité locale autour de chaque instance
dans la base d’apprentissage, puis sélectionne de façon itérative l’instance avec la variation maximale
de densité, pour demander son étiquette. La variation de densité pour une instance est définie comme
étant la différence entre la densité locale de cette instance et la densité locale d’une autre instance de
son voisinage. Ainsi, une instance est considérée comme membre d’une classe inconnue si elle se trouve
dans une région à forte densité et contient dans son voisinage une instance avec une faible densité. Étant
donné l’ensemble des données S, la densité locale D(x) d’une instance x est mesurée selon l’équation
5.1 comme étant le nombre d’instances proches de x à l’intérieur d’un rayon r donné.
D(x) = |{xi|xi ∈ S, dist(x, xi) ≤ r}| (5.1)
Ces méthodes nécessitent que l’ensemble des données soient disponibles à l’avance et ont besoin de
parcourir ces données plusieurs fois, ce qui n’est pas envisageable pour un flux de données. De plus,
la méthode proposée dans [He 07] a besoin de connaître à l’avance le nombre de classes et d’avoir une
estimation de la taille de chaque classe (nombre d’instances dans chaque classe).
Une méthode de classification de flux de données avec détection de nouvelles classes est proposée dans
[Masud 11]. Cette méthode est la plus proche de celle que nous proposons dans ce chapitre. Elle divise
le flux de données en plusieurs grands blocs de taille identique et maintient un ensemble de classifieurs,
chaque classifieur étant entraîné sur un bloc. Afin de détecter les nouvelles classes, une frontière de dé-
cision est créée pour les classes connues en appliquant la méthode de clustering K-means sur chaque
bloc de données, ce qui réduit l’importance de cette méthode et la rend partiellement adaptée au flux de
données. D’autre part, pour les données détectées comme membres d’une nouvelle classe, la méthode
ne permet pas de choisir lesquelles sont les plus informatives pour demander leur étiquetage. En outre,
bien que la méthode fournisse un moyen de détection de nouvelles classes, il est supposé qu’après la
classification des données du bloc courant, toutes les vraies étiquettes des données de ce bloc seront
obtenues ultérieurement. Ceci n’est pas concevable lorsque l’étiquetage est coûteux. Cette méthode a
également été considérée avec un apprentissage actif dans [Masud 10]. Cependant la stratégie d’incerti-
tude utilisée reste définie en fonction des classes connues. Par conséquent, les instances incertaines des
classes connues sont présentées avec toutes les instances qui sont identifiées comme nouvelles, pour un
étiquetage manuel. La méthode que nous proposons dans ce chapitre est différente dans le sens où elle
maintient de façon incrémentale un modèle multi-classe qui est capable d’identifier l’émergence d’une
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nouvelle classe dont les instances sont similaires entre elles. De plus, au lieu de demander l’étiquetage de
toutes les instances nouvelles, la méthode peut sélectionner les instances pour lesquelles nous sommes
le plus incertain de leur nouveauté, afin de demander leurs vraies étiquettes de classe.
5.3 Détection des nouvelles classes
L’algorithme A2ING, tel qu’il a été présenté dans le chapitre 4, se concentre sur la sélection d’ins-
tances incertaines dont l’incertitude est déterminée en fonction des classes existantes. En effet, cette
incertitude est définie par la notion de "poids suffisant" qui fait basculer la prédiction du classifieur d’une
classe existante y1 à une autre classe existante y2 (voir chapitre 3). Comme les méthodes habituelles
d’apprentissage actif, A2ING n’explore pas explicitement les régions de l’espace où de nouvelles classes
peuvent apparaître. Par conséquent, il ne parvient pas à détecter de nouvelles classes, sauf si par hasard
quelques instances de ces nouvelles classes se trouvent dans sa région d’incertitude.
Dans cette section, nous étendons l’algorithme A2ING, en introduisant une nouvelle méthode de
détection de nouvelles classes. Nous présentons d’abord dans la Section 5.3.1 une stratégie adaptative
pour la détection de données dites "étrangères". Nous expliquons ensuite dans la Section 5.3.2 comment
atteindre une meilleure distinction entre les classes existantes et nouvelles. Enfin, nous montrons dans
la Section 5.3.3 comment demander les étiquettes des instances incertaines parmi celles d’une nouvelle
classe détectée.
5.3.1 Espace couvert et détection adaptative de données étrangères
Chaque nœud n ∈ G constitue le centre d’une hypersphère définie par le rayon r. Nous appelons zone
ou espace couvert l’union de toutes les hypersphères. Une donnée x est à l’extérieur (resp. à l’intérieur)
de la zone couverte si la distance à son nœud le plus proche est supérieure (resp. inférieure) à r (vu que
toutes les hypersphères ont le même rayon r).
x
def
= étrangère ⇐⇒ min
n∈G
dist(x, n) > r
x
def
= régulière ⇐⇒ min
n∈G
dist(x, n) ≤ r
Étant donné une valeur fixe de r, nous voulons observer combien de données étrangères (resp. ré-
gulières) sont effectivement membres de nouvelles classes (resp. de classes existantes). Nous effectuons
alors un test sur la base "Optdigits" qui contient 10 classes : nous utilisons 7 classes dans le flux comme
des classes connues (existantes), et nous conservons les 3 autres classes inconnues afin de les introduire à
l’instant t avec les autres instances des classes existantes. En utilisant différentes valeurs fixes de r nous
déterminons les taux suivants :
1. Instances étrangères qui sont vraiment des membres de nouvelles classes (précision de détection
de nouvelles classes).
2. Instances régulières qui sont vraiment des membres des classes existantes (précision de détection
de classes existantes).
3. Instances appartenant à de nouvelles classes qui sont détectées comme des instances étrangères
(rappel de détection des nouvelles classes).
4. Instances appartenant à des classes existantes qui sont détectées comme des instances régulières
(rappel de détection des classes existantes)
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5. F-score pour les nouvelles classes et les classes existantes (moyenne harmonique de la précision
et du rappel)
6. Bonnes distinctions (l’exactitude) entre les classes nouvelles et existantes.
La figure 5.3 montre la distinction correcte entre les instances appartenant aux nouvelles classes et
celles appartenant aux classes existantes, en fonction de différentes valeurs de r. Lorsque r est trop petit,
de nombreuses instances sont détectées comme étrangères et la plupart d’entre elles sont donc considé-
rées à tort comme des instances de nouvelles classes. De même, lorsque r est trop grand, de nombreuses
instances sont détectées comme régulières et la plupart d’entre elles sont à tort considérées comme des
instances de classes existantes. Dans la figure 5.3, une valeur optimale de r pour la base considérée,
semble se situer autour de la valeur 23. En fait, il est difficile d’initialiser manuellement r à une valeur
convenable, car elle dépend fortement des données. Par conséquent, vu que notre méthode est active et
semi-supervisée, nous utilisons les étiquettes associées aux instances pour ajuster automatiquement la
valeur du rayon r.
FIGURE 5.3 – Distinction des classes existantes et nouvelles en fonction de valeurs du rayon r, sur la
base Optdigits. Une valeur optimale pour cette base est d’environ 23
Soit x une donnée dont la classe est prédite en utilisant A2ING ou demandée (si x est incertaine ou
étrangère). Soit n1 le nœud le plus proche de x et  (tel que 0 <   1) une petite valeur constante
représentant un taux d’apprentissage. r est adapté de façon incrémentale comme suit :
1) Si x est une instance étrangère et label(x) = label(n1) alors x a été considéré comme donnée étrangère
à tort. Dans ce cas, nous incrémentons r comme suit :
r ← r + × | dist(x, n1)− r|
2) Si x est une instance régulière et label(x) 6= label(n1) alors x a été considéré comme donnée régulière
à tort. Dans ce cas, nous décrémentons r comme suit :
r ← r − × | dist(x, n1)− r|
Nous montrons dans les expérimentations que quelle que soit sa valeur initiale, r converge toujours
vers une valeur qui est proche de la valeur optimale. Autrement dit, la valeur initiale de r n’affecte pas
les résultats. Par conséquent, r peut toujours être initialisé à la plus petite valeur initiale possible r = 0,
car il est adaptatif.
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5.3.2 Distinction entre les classes existantes et nouvelles
Selon la méthode décrite précédemment, nous décidons si une nouvelle instance appartient à une
nouvelle classe ou à une classe existante dès que nous recevons cette instance. Néanmoins, en recueillant
plus de données, nous sommes en mesure de distinguer plus précisément les instances des nouvelles
classes de celles des classes existantes, en déterminant les données étrangères qui sont similaires entre
elles. Cela est possible lorsque un temps d’attente est toléré jusqu’à ce que quelques données soient
collectées à partir du flux, ou quand un mini-lot de données est traité globalement.
Soit B un mini-lot (buffer) de nouvelles instances non étiquetées collectées à partir du flux. Ces ins-
tances sont d’abord séparées en deux ensembles : N (ensemble des instances étrangères) et E (ensemble
des instances régulières) comme suit :
N = {x ∈ B : min
n∈G
dist(x, n) > r}
E = {x ∈ B : min
n∈G
dist(x, n) ≤ r}
Nous rappelons que A2ING maintient le graphe G de nœuds étiquetés représentant des classes exis-
tantes (avant d’intégrer les données de B). Soit G˜ le graphe de nœuds non étiquetés obtenus à partir de
N en utilisant l’algorithme 8.
Algorithm 8 getUnlabelledGraph (N, r)
1: Initialiser G˜ avec deux nœuds choisis aléatoirement à partir de N
2: pour chaque x ∈ N faire
3: Soit n1, n2 les deux nœuds les plus proches de x dans G˜
4: si dist(x, n1) > r alors
5: Ajouter un nouveau nœud nnew à G˜
6: fin si
7: si dist(x, n1) ≤ r < dist(x, n2) alors
8: Ajouter un nouveau nœud nnew à G˜
9: Lier nnew à n1 par une nouvelle arête
10: fin si
11: si dist(x, n1) < dist(x, n2) ≤ r alors
12: Lier n1 à n2 par une nouvelle arête
13: Mettre à jour n1 et ses nœuds voisins pour qu’ils soient plus proche de x
14: fin si
15: fin pour
16: retourner G˜
Étant donné une instance x ∈ B, notons dEx resp. dNx la distance moyenne de x à ses k plus proches
nœuds de G resp. G˜ :
dEx =
∑
n∈Sx
dist(x, n)
k
dNx =
∑
n∈S˜x
dist(x, n)
k
où Sx (resp. S˜x) est l’ensemble des k nœuds les plus proches de x dans G (resp. dans G˜).
La probabilité P (N |x) que x appartient à une nouvelle classe est proportionnelle à la distance dEx , et
la probabilité P (E|x) que x appartient à une classe existante est proportionnelle à la distance dNx . Elles
sont donc déterminées comme suit :
P (N |x) = d
E
x
dEx + d
N
x
P (E|x) = d
N
x
dEx + d
N
x
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Algorithm 9 distinguishExistingNovel (G,B, r)
1: E := {x ∈ B | min
n∈G
dist(x, n) ≤ r} // régulières
2: N := {x ∈ B | min
n∈G
dist(x, n) > r} // étrangères
3: répéter
4: G˜ = getUnlabelledGraph(N, r) // Appel à l’algorithme 8
5: N ′ := {x ∈ N | P (N |x) < P (E|x)} // fausses nouvelles
6: E′ := {x ∈ E | P (N |x) > P (E|x)} // fausses existantes
7: N := {x ∈ N | x 6∈ N ′} ∪ E′ // déplacement des fausses existantes de E vers N
8: E := {x ∈ E | x 6∈ E′} ∪N ′ // déplacement des fausses nouvelles de N vers E
9: jusqu’à N ′ = E′ = ∅ // il n y a plus d’instance qui se déplace
10: retourner N,E
L’algorithme 9 montre comment atteindre une meilleure distinction entre les instances des nouvelles
classes et celles des classes existantes. L’algorithme 8 est appelé afin d’obtenir un graphe de nœuds
non étiquetés à partir de l’ensemble N , qui est utilisé pour déterminer les probabilités d’appartenance
aux classes nouvelles ou existantes. L’ensemble N ′ reçoit les instances dites "fausses-nouvelles" qui
sont identifiées comme étant les instances de N qui sont plus susceptibles d’appartenir à des classes
existantes (ayant P (N |x) < P (E|x)). De même, l’ensemble E′ reçoit les instances dites "fausses-
existantes". Ensuite, les deux ensembles E et N sont mis à jour en déplaçant les "fausses-nouvelles"
instances sélectionnées à partir de N vers E, et vice versa. Cette tâche peut être répétée un certain
nombre de fois jusqu’à ce qu’il n’y ait plus d’instance qui se déplace entre les deux ensembles N et E.
Enfin, l’algorithme retourne les ensembles N et E des instances qui sont identifiées comme membres de
nouvelles classes et de classes existantes respectivement.
La Figure. 5.4 montre le taux de bonne distinction entre les nouvelles classes et les classes existantes
pour les instances qui sont dans B, durant chaque itération. L’algorithme se termine après seulement 5
itérations. Dans le cas où aucune itération n’est effectuée, les instances de B sont juste séparées en ins-
tances étrangères et instances régulières, et le taux obtenu de bonne distinction entre les classes nouvelles
et existantes est de 88.15%. Après une seule itération, ce taux s’élève à 96.66%.
Selon l’application, il est possible d’équilibrer entre la rapidité de la détection de nouveautés et son
efficacité en contrôlant la taille du buffer |B|. Par exemple, si une application donnée fonctionne en temps
réel et ne tolère pas de temps d’attente, la taille du buffer peut être mise à 1, ce qui s’avère être le même
scénario que celui de la Section 5.3.1 (c.à.d. une instance étrangère va être immédiatement considérée
comme membre d’une nouvelle classe). L’influence de la taille de B sur le résultat final est discutée dans
les expérimentations (voir Figure. 5.7).
5.3.3 Étiquetage des nouvelles instances incertaines
Après avoir distingué les instances qui sont probablement membres d’une nouvelle classe, le modèle
doit être mis à jour avec certaines instances étiquetées de cette classe. Demander l’étiquetage de toutes
les instances qui sont détectées comme nouvelles serait coûteux. Il est possible de choisir au hasard
certaines instances, à partir de N pour l’étiquetage manuel. Il est également possible de demander les
étiquettes des nœuds obtenus à partir de N en appliquant l’algorithme 8. Néanmoins, nous proposons
une stratégie plus intéressante qui consiste à demander l’étiquetage des instances de N pour lesquelles
la méthode est la plus incertaine concernant leur nouveauté.
Les nouvelles instances qui sont incertaines se trouvent généralement dans les zones de chevau-
chement entre les nouvelles classes et les classes existantes. Soit la quantité Qx définie par l’équation
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FIGURE 5.4 – Le taux de bonne distinction entre les classes nouvelles et existantes selon différentes
itérations, sur la base Optdigits, avec un buffer de taille |B| = 200
suivante :
Qx = |P (N |x)− P (E|x)|
Une instance incertaine x aurait alors une faible valeur de Qx parce que la probabilité P (N |x) que x
appartienne à une nouvelle classe serait proche de la probabilité P (E|x) que x appartienne à une classe
existante. Par conséquent, au lieu de sélectionner au hasard m instances de N pour l’étiquetage manuel,
nous sélectionnons les m instances ayant les plus faibles valeurs Qx. Ces instances sont informatives car
connaître leurs vraies étiquettes de classe serait utile pour mieux discriminer entre les classes nouvelles
et existantes.
5.4 Expérimentations
Dans cette section nous expérimentons, tout d’abord, la capacité de la méthode proposée à détecter
correctement les instances étrangères de façon dynamique. Ensuite, nous testons la capacité de la mé-
thode à mieux distinguer les classes nouvelles et existantes. Enfin, nous comparons la méthode proposée
avec une méthode existante de détection de nouveautés, basée sur un SVM à une classe.
5.4.1 Capacité de détection des instances étrangères
La première série d’expérimentations permet de constater la capacité de la méthode proposée à dé-
tecter correctement les instances étrangères et les instances régulières à l’aide du seuil adaptatif r re-
présentant le rayon d’hypersphère décrit dans la section 5.3.1. Nous considérons qu’une donnée est
correctement détectée comme étrangère (resp. régulière) si elle appartient à une classe nouvelle (resp.
existante). Nous montrons notamment que, étant donné un ensemble de données et une valeur initiale de
r : (i) à terme, r converge vers la même valeur, indépendamment de la valeur initiale, (ii) cette valeur est
proche de la valeur optimale, et (iii) cette convergence nécessite peu de données.
La Figure. 5.5 (A) montre les valeurs de r obtenues après adaptation, en fonction des valeurs initiales
de r. Nous pouvons voir que, quelque soit sa valeur initiale, r converge toujours vers des valeurs qui sont
proches les unes des autres. La Figure. 5.5 (B) montre le taux de bonne distinction entre les données
étrangères et régulières selon différentes valeurs de r. Nous constatons que lorsqu’on utilise une valeur
fixe de r (c.à.d. fixée manuellement et non adaptative), la valeur optimale du taux est obtenue avec r = 23
pour cette base de données. Tandis que lors de l’utilisation d’un r adaptatif, le taux obtenu est toujours
proche de l’optimal quel que soit la valeur de r initiale. La Figure. 5.5 (C) montre la valeur courante de r
69
Chapitre 5. Détection de nouvelles classes
FIGURE 5.5 – Capacité à bien détecter les données étrangères/régulières en utilisant le seuil (rayon)
adaptatif r, sur la base optdigits
selon le nombre de données observées à partir du flux et en choisissant différentes valeurs initiales de r.
Nous pouvons en conclure que quelque soit sa valeur initiale, r converge rapidement sans nécessiter de
nombreuses données pour son adaptation. Cela prouve que la méthode est insensible à la valeur initiale
de r qui peut donc toujours être initialisée à 0.
Un paramètre intuitif impliqué dans l’adaptation de r, est le taux d’apprentissage . Afin de montrer
l’effet de  sur r, la Figure. 5.6 indique la valeur de r selon le nombre de données observées à partir
du flux, en utilisant différentes valeurs de . Le taux d’apprentissage est généralement beaucoup plus
petit que 1 et légèrement supérieur à 0 (c.à.d. 0 <   1). Pour toutes les valeurs de , r se stabilise à
terme, mais ceci arrive avec des vitesses différentes selon la valeur de . En effet, quand  est petit (par
exemple 0.01), r change peu à chaque étape de l’adaptation. D’autre part, une grande valeur de  (par
exemple 0.3), fait que r change de façon plus importante à chaque étape de l’adaptation. Pour la suite
des expérimentations, nous fixons  à une valeur constante  = 0.02, intéressante pour quasiment toutes
les bases de données.
5.4.2 Capacité à mieux distinguer les classes existantes et nouvelles
La deuxième série d’expérimentations permet de comprendre la capacité de la méthode proposée à
détecter avec précision les instances des nouvelles classes et de les distinguer des instances de classes
existantes, comme décrit dans la section 5.3.2.
La Figure. 5.7 (A) montre le temps moyen nécessaire pour la détection de nouvelles classes selon
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FIGURE 5.6 – L’effet de  sur l’adaptation de r, sur la base optdigits
différentes valeurs de la taille du buffer (mini-lot) |B|. Ce temps croit linéairement avec la taille du buffer.
La Figure. 5.7 (B) montre le taux de bonne distinction entre les instances de nouvelles classes et celles
de classes existantes en fonction de la taille du buffer. Ce taux commence par croître rapidement puis
se stabilise. Cela est dû au fait que la collecte d’un nombre suffisant de données permet de détecter plus
précisément les instances étrangères qui sont similaires entre elles et confirme la présence d’une nouvelle
classe formée par ces instances.
5.4.3 Comparaison
Nous comparons notre méthode de détection de nouvelles classes à une méthode de détection bien
connue basée sur un SVM à une classe (nous utilisons l’implémentation en python disponible sur la
plateforme scikit-learn [Pedregosa 11]).
Les deux méthodes sont utilisées avec A2ING comme classifieur de base afin de comparer les résul-
tats définitifs de classification. Chaque jeu de données est organisé sous forme d’un flux dans lequel de
nouvelles classes sont introduites progressivement.
Le Tableau 5.1 montre les résultats obtenus en termes de F-scores pour les classes nouvelles et
existantes (FN% and FE%), le taux de bonne distinction entre les classes nouvelles et existantes (Acc1
%), et le taux de reconnaissance (classification) final (Acc2%). Le score FN est la moyenne harmonique
de la précision PN et du rappel RN . De même, FE est la moyenne harmonique de la précision PE et le
rappel RE . Ils sont exprimés comme suit :
FN =
2×PN×RN
PN+RN
avec
PN = true_noveltrue_novel+ false_novelRN = true_noveltrue_novel+ false_exist
FE =
2×PE×RE
PE+RE
avec
PE = true_existtrue_exist+ false_existRE = true_existtrue_exist+ false_novel
où true_novel est le nombre d’instances qui sont correctement identifiées comme membres de nouvelles
classes ; false_novel est le nombre d’instances de classes existantes qui sont identifiées à tort comme
membres de nouvelles classes ; true_exist est le nombre d’instances qui sont correctement identifiées
comme membres des classes existantes ; et false_exist est le nombre d’instances de nouvelles classes qui
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FIGURE 5.7 – Temps et taux de bonnes distinctions selon la taille du buffer B, sur la base optdigits
sont à tort identifiées comme membres des classes existantes. Acc1 est exprimé comme
Acc1 =
true_novel + true_exist
true_novel + false_novel + true_exist + false_exist
Le taux de reconnaissance finalAcc2 représente le nombre d’instances qui sont correctement classées
dans leurs classes correspondantes, sur le nombre total d’instances.
La méthode basée sur le SVM à une classe est considérée dans deux cas : dans le 1er cas ("SVM No-
velty V1"), toutes les classes connues sont représentées par un modèle SVM. Dans le 2ème cas ("SVM No-
velty V2"), les classes connues sont représentées par l’union de plusieurs modèles SVM, chacun d’entre
eux étant entraîné sur une classe connue. Notre méthode est également considérée dans deux cas : avec
un buffer (taille |B| = 200), et sans buffer (|B| = 1).
En ce qui concerne la distinction entre les classes nouvelles et existantes, nous pouvons voir à partir
du tableau 5.1 (FN , FE , et Acc1) que : (i) la méthode basée sur le SVM à une classe donne de meilleurs
résultats dans le cas où plusieurs modèles SVM sont utilisés (SVM Novelty V2), et (ii) notre méthode
donne toujours de meilleurs résultats que celle basée sur SVM. De plus, les résultats sont meilleurs
dans le cas des mini-lots (avec buffer). Ceci est dû au fait que la présence d’instances étrangères qui
sont similaires entre elles dans le buffer permet de mieux confirmer la présence d’une nouvelle classe
formée par ces dernières. En ce qui concerne le taux de reconnaissance final (Acc2), le tableau 5.1
montre qu’il est généralement proportionnel au taux de bonne distinction entre les classes nouvelles et
existantes (Acc1). Cependant, dans certains cas, comme pour les bases "optdigit" et "documents", le
taux de reconnaissance final est légèrement plus élevé quand "SVM Novelty V2" est utilisé, par rapport
à notre méthode sans buffer. Cela est dû au fait que le taux de reconnaissance dépend également de
l’informativité des nouvelles instances manquées (non détectées).
Par ailleurs, comme indiqué dans le paragraphe précédent, Acc1 est meilleur dans le cas où les ins-
tances arrivent par lots, plutôt qu’isolément. Si une instance est correctement détectée comme apparte-
nant à une nouvelle classe, alors le modèle de classification est entrainé avec cette dernière et apprendra
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à mieux classer des instances similaires à celle-ci. De ce fait, détecter correctement les instances appar-
tenant à de nouvelles classes, permet d’améliorer les performances du classifieur. C’est pourquoi le taux
de bonne distinction entre les classes nouvelles et existantes (Acc1 %) est en général proportionnel au
taux de reconnaissance (Acc2%). Il est alors naturel que le taux de reconnaissance (Acc2%) soit meilleur
dans le cas où les instances arrivent par lots, plutôt qu’isolément.
TABLE 5.1 – Résultats comparatifs
Méthode FN% FE% Acc1% Acc2%
Base Optdigits
SVM Novelty V1 71.70 46.53 63.0 95.13
SVM Novelty V2 86.19 79.80 83.6 98.25
Proposée (sans buffer) 91.32 86.04 89.3 97.33
Proposée (avec buffer) 98.26 97.63 98.0 98.46
Base Pendigits
SVM Novelty V1 83.38 62.66 77.0 95.01
SVM Novelty V2 88.98 85.28 87.4 97.44
Proposée (sans buffer) 89.97 86.51 88.5 97.61
Proposée (avec buffer) 94.73 93.54 94.2 98.30
Base Letters-recognition
SVM Novelty V1 18.69 77.86 65.2 82.33
SVM Novelty V2 55.98 80.31 72.8 82.42
Proposée (sans buffer) 74.60 79.96 77.6 84.67
Proposée (avec buffer) 87.21 90.53 86.8 85.40
Base de Documents
SVM Novelty V1 29.52 89.38 81.0 88.47
SVM Novelty V2 24.69 88.24 79.66 88.91
Proposée (sans buffer) 59.25 88.17 81.66 88.69
Proposée (avec buffer) 90.84 91.14 91.0 90.08
Résultats moyens sur toutes les bases
SVM Novelty V1 50.82 69.10 71.55 90.23
SVM Novelty V2 63.96 83.40 80.86 91.75
Proposée (sans buffer) 78.78 85.17 84.26 92.07
Proposée (avec buffer) 92.76 93.21 92.5 93.06
5.5 Conclusion
Dans ce chapitre, nous avons abordé le problème de la détection de nouvelles classes pour la clas-
sification des flux de données. Notre méthode diffère des méthodes existantes selon plusieurs aspects.
Tout d’abord, elle maintient de façon incrémentale un modèle multi-classe des classes connues, tout en
étant capable de détecter l’émergence de nouvelles classes dans un flux de données de longueur infinie.
Deuxièmement, elle demande seulement l’étiquetage des instances informatives appartenant aux classes
nouvelles et existantes. Troisièmement, elle ne fait aucune supposition sur la distribution des données.
Enfin, elle est adaptative.
Par ailleurs, un problème qui est souvent omis dans la littérature sur l’apprentissage actif concerne
les erreurs d’étiquetage. En vérité, nous n’avons pas toujours la garantie d’obtenir une étiquette parfaite-
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ment fiable lorsqu’on la demande à un opérateur humain. Des erreurs d’étiquetage peuvent se produire
pour plusieurs raisons : erreurs accidentelles ou d’inattention, la subjectivité de classes, l’expertise de
l’opérateur, etc. Ces erreurs d’étiquetage ont non seulement un impact sur les performances de la clas-
sification mais aussi sur la sélection des instances informatives. Nous abordons ce problème dans le
chapitre suivant.
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6.1 Introduction
Comme nous l’avons montré dans le Chapitre 3, l’apprentissage actif réduit le coût d’étiquetage ma-
nuel, en demandant à un opérateur humain seulement les étiquettes de classes pour les données qui sont
informatives (généralement les données incertaines). Nous avons vu que les méthodes d’apprentissage
actif donnent de très bons résultats pour la classification des flux de données. La plupart de ces méthodes
supposent que les étiquettes demandées (données par un opérateur) sont parfaitement correctes. Cepen-
dant, dans la pratique, cette hypothèse n’est souvent pas satisfaite. En effet, il est difficile d’obtenir des
étiquettes totalement fiables. L’opérateur est sujet à des erreurs d’étiquetage qui peuvent se produire et
cela pour plusieurs raisons : l’inattention ou les erreurs accidentelles, les connaissances incertaines du
domaine, la subjectivité des classes, etc.
Comme il a été expliqué dans le chapitre 3, l’apprentissage actif demande l’étiquetage des instances
incertaines. Ces instances sont susceptibles d’améliorer le modèle de classification si l’on suppose que
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les étiquettes de classe qui sont demandées sont correctes. Ainsi, l’apprentissage actif vise à chercher
des instances qui réduisent son incertitude. Toutefois, les erreurs d’étiquetage conduisent l’algorithme
à concentrer de manière incorrecte la recherche sur les régions pauvres (ne contenant pas des instances
informatives) de l’espace des entrées. Cela représente une difficulté supplémentaire pour l’apprentissage
actif pour réduire la complexité de l’étiquetage [Dasgupta 05]. Si les erreurs d’étiquetage ne sont pas
détectées et atténuées, l’apprenant actif peut facilement échouer à converger vers un bon modèle. Par
conséquent, les erreurs d’étiquetage sont nocives pour l’apprentissage actif et leur gestion est donc une
tâche importante.
La détection des erreurs d’étiquetage n’est pas triviale dans le cadre d’un apprentissage actif à par-
tir d’un flux, principalement pour deux raisons. D’une part, dans le contexte d’un flux de données, la
décision de filtrer ou non une instance, potentiellement mal étiquetée, doit être prise immédiatement.
D’autre part, vu que l’apprentissage est actif, les instances mal étiquetées sont celles dont le classifieur
est incertain de leur classe.
Dans la méthode que nous proposons, nous effectuons un apprentissage actif à partir d’un flux de
données en présence d’erreurs d’étiquetage. La principale question que nous abordons est la suivante :
parmi les instances dont les étiquettes ont été demandées, lesquelles sont mal étiquetées et lesquelles
nécessitent un ré-étiquetage ? Nous proposons une mesure qui reflète la vraisemblance de mauvais éti-
quetage pour filtrer dès réception toutes les instances potentiellement mal étiquetées. Un opérateur expert
alternatif peut ainsi être sollicité pour corriger l’instance filtrée. La méthode est capable de sélectionner
(pour le ré-étiquetage) seulement les instances qui méritent d’être corrigées selon une nouvelle mesure
d’informativité.
6.2 État de l’art
Les erreurs d’étiquetage représentent un problème important pour la classification, avec des consé-
quences négatives. De nombreux travaux dans la littérature ont été consacrés à l’étude des erreurs d’éti-
quetage et au développement de techniques pour y remédier. Dans cette section, nous donnons la défi-
nition des erreurs d’étiquetage, les potentielles sources de ces erreurs, leurs types et leurs conséquences
sur les classifieurs. Ensuite, nous présentons des méthodes conçues pour l’apprentissage en présence de
données mal étiquetées.
Les erreurs d’étiquetage que nous prenons en considération représentent des étiquettes observées ju-
gées incorrectes. Nous supposons qu’aucune autre information n’est disponible, contrairement à d’autres
contextes où l’opérateur peut par exemple fournir un indice de confiance ou d’incertitude sur son étique-
tage.
6.2.1 Apprendre à partir de données mal étiquetées
Quelle que soit la méthode d’apprentissage utilisée, l’approche usuelle consiste à produire un clas-
sifieur à partir d’un ensemble de données étiquetées où les étiquettes de classes guident l’algorithme
d’apprentissage vers la règle de classification désirée. L’étiquette associée à une donnée d’apprentissage
correspond généralement à la vraie classe de cette donnée. Cependant, l’étiquetage, tel que présenté dans
[Angluin 88], peut être soumis à un processus de "bruit" avant d’être présenté à l’algorithme d’appren-
tissage. Les données du monde réel peuvent être exposées à des erreurs d’étiquetage qui sont définies
dans [Hickey 96] comme étant tout ce qui obscurcit la relation entre les caractéristiques d’une donnée et
sa classe. Il est donc important de distinguer la véritable étiquette de classe d’une instance de l’étiquette
observée.
Les erreurs d’étiquetage deviennent de plus en plus courantes dans les tâches de classification. Ceci
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est dû au fait que les données étiquetées de manière fiable, sont souvent coûteuses et difficiles à ob-
tenir. D’autant plus que les tâches impliquant un étiquetage deviennent de plus en plus complexe. Par
exemple, dans des applications d’analyse de documents administratifs hétérogènes, les classes de docu-
ments ne sont pas toujours faciles à distinguer. Dans des applications médicales, les tests de diagnostic
médical ne sont pas parfaits et atteignent rarement une précision de 100%, comme c’est indiqué dans
[Bross 54, Joseph 95, Hadgu 96]. De nombreux travaux tels que [Zhu 04, Krishnan 90, Krishnan 01,
Yasui 04, Malossini 06] ont montré que les erreurs d’étiquetage affectent négativement les performances
de classification des classifieurs existants ; ce qui implique la nécessité de mettre en œuvre des techniques
qui éliminent l’effet des erreurs d’étiquetage ou réduisent leurs conséquences. Dans certains travaux, les
erreurs d’étiquetage sont aussi appelées "bruit d’étiquettes" ("label noise" en anglais). Dans [Quinlan 86]
et [Zhu 04], deux types de bruits sont distingués :
o Bruit de caractéristiques : affecte les valeurs d’une caractéristique pendant leur extraction.
o Bruit d’étiquettes : affecte les étiquettes de classes qui sont associées aux instances.
Dans [Zhu 04] et [Saez 14], il est montré que le bruit d’étiquettes est potentiellement plus nocif que
le bruit de caractéristiques, ce qui souligne l’importance de prendre en compte ce type de bruit. Ceci est
expliqué principalement par deux raisons :
1. Pour une instance donnée, il existe de nombreuses caractéristiques alors qu’il n’y a qu’une seule
étiquette de classe associée à cette instance.
2. L’importance des caractéristiques est variable alors que celles des étiquettes de classes est toujours
grande car les étiquettes guident l’apprentissage vers la règle de classification désirée.
Des constats similaires sont faits dans [Quinlan 86] où le bruit de caractéristiques semble être moins
nocif que le bruit d’étiquettes (erreurs d’étiquetage) pour les arbres de décision, sauf dans le cas où un
grand nombre de caractéristiques sont affectées par le bruit de caractéristiques.
6.2.2 Causes des erreurs d’étiquetage
Selon l’auteur de [Hickey 96], les causes des erreurs d’étiquetage ne sont pas nécessairement aussi
importantes que les conséquences de ces erreurs. Cependant, elles peuvent aider à mieux comprendre
les différents types d’erreurs et peuvent être utiles dans certains cas pour modéliser le processus qui
génère les erreurs d’étiquetages. Par exemple dans [Fang 13], les erreurs sont dues aux connaissances
incertaines de l’opérateur concernant les instances de certaines classes, ce qui a permis aux auteurs de
modéliser explicitement les connaissances de l’opérateur afin de ne lui demander que l’étiquetage de ce
qu’il connait. Néanmoins, les causes des erreurs d’étiquetage sont diverses et il est souvent impossible de
connaître avec précision la source d’une erreur. Les erreurs d’étiquetage sont humaines et peuvent avoir
plusieurs causes potentielles :
1. La nature subjective des classes impliquées dans la tâche d’étiquetage. Par exemple, comme il est
indiqué dans [Smyth 94] pour l’analyse de données images, il peut exister une variabilité impor-
tante dans l’étiquetage par plusieurs experts.
2. D’après l’auteur dans [Hickey 96], l’information qui est fournie à l’opérateur peut être de mauvaise
qualité ou insuffisante pour déterminer la véritable étiquette d’une instance donnée. L’utilisateur
peut donc juste supposer ou deviner la classe qu’il pense être convenable pour cette instance.
3. L’opérateur a des connaissances incertaines du domaine. En effet, vu que la collecte des étiquettes
fiables est une tâche fastidieuse et coûteuse, il y a un intérêt croissant pour l’utilisation d’opérateurs
non experts pour un étiquetage facile et pas cher, tel que dans [Snow 08, Ipeirotis 10, Raykar 10,
Yuen 11], en utilisant des frameworks tels que "Amazon Mechanical Turk". Les étiquettes fournies
par des opérateurs non experts sont moins fiables.
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4. Des erreurs intentionnelles telles que celles considérées dans [Servedio 03, Biggio 11, Xiao 12].
Par exemple, dans les tâches de filtrage de mails, un utilisateur mal intentionné peut introduire des
erreurs d’étiquetage volontairement pour tromper le classifieur de spam.
5. L’incompréhension du mécanisme utilisé pour effectuer l’étiquetage, ou tout simplement le manque
d’attention (e.g. des clics accidentels), ou même des erreurs de perception dues à la fatigue.
6.2.3 Types des erreurs d’étiquetage
Selon les auteurs dans [Sloan 95, Angluin 88(2)], les erreurs d’étiquetage peuvent être classées en
deux grandes catégories : les erreurs aléatoires et les erreurs non aléatoires, tel que décrit ci-après. Consi-
dérons les notations suivantes : x est une instance, y est la classe de x, yo est l’étiquette observée. y 6= yo
indique donc une erreur d’étiquetage.
6.2.3.1 Erreurs aléatoires
Les erreurs d’étiquetage aléatoires se produisent indépendamment de la donnée en entrée. Ainsi,
l’étiquette erronée est susceptible de concerner n’importe quelle instance. Autrement dit, la survenance
d’une erreur est indépendante de x. Dans ce cas, l’étiquette observée yo est différente de y la vraie classe
avec une probabilité pe = P (y 6= yo), qui représente le taux d’erreurs. Afin de simuler des erreurs de ce
type, l’auteur dans [Aslam 96] décide aléatoirement si l’étiquette observée yo est correcte ou non, puis,
l’étiquette erronée est choisie au hasard dans l’ensemble Y − {y}, où Y est l’ensemble de toutes les
étiquettes de classes possibles.
La plupart des travaux considèrent que les erreurs d’étiquetage peuvent affecter toutes les instances
sans distinction. Ces erreurs aléatoires sont celles qu’on rencontre le plus souvent et peuvent survenir
par exemple à cause de l’inattention, la fatigue ou à cause d’un utilisateur qui souhaite augmenter sa
productivité en donnant simplement l’étiquette sans analyser attentivement les données.
6.2.3.2 Erreurs non aléatoires
Contrairement aux erreurs aléatoires, les erreurs non-aléatoires dépendent de la donnée en entrée,
et cette dernière a une influence sur l’attribution de l’étiquette par l’opérateur. Autrement dit, vu que la
survenance d’une erreur dépend de x, les erreurs d’étiquetage sont plus probables dans certaines régions
de l’espace d’entrée X . Ainsi, l’étiquette observée yo est différente de la vraie étiquette y de x avec une
probabilité pe(x) = P (y 6= yo|x), qui dépend de la donnée x.
Selon les auteurs dans [Kolcz 09, Takenouchi 08], les instances peuvent être plus susceptibles d’être
mal étiquetées quand elles sont similaires aux instances d’autres classes. Ainsi, les erreurs non aléatoires
ont tendance à apparaître plus près de la limite de décision, là où les instances sont plus difficiles à classer.
Les étiquettes sont aussi moins fiables dans les régions de faible densité, où l’étiquetage des opérateurs
est basé sur un très petit nombre d’instances similaires rencontrées précédemment. Dans le contexte de
la classification de données textuelles, une preuve empirique est donnée dans [Klebanov 10] montrant
que plusieurs instances difficiles à classer (proches de la limite de décision ou dans les régions à faible
densité) sont mal étiquetées. Ainsi, afin de simuler des erreurs de ce type, l’instance à laquelle on assigne
une étiquette erronée est choisie selon sa proximité aux régions d’incertitude.
Du point de vue applicatif, les erreurs aléatoires peuvent être considérées comme étant plus générique
car dans ce cas, on fait moins d’hypothèses sur la nature des erreurs. Une erreur non aléatoire, dépend
plus de l’application et de la connaissance a priori sur la nature de l’erreur peut être utile pour la traiter
plus efficacement.
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Les erreurs non aléatoires traitées dans [Servedio 03, Biggio 11, Xiao 12] sont des erreurs intention-
nelles et malicieuses dont le but est de tromper le fonctionnement du classifieur. Nous ne traitons pas ces
cas d’erreurs intentionnelles dans le contexte de cette thèse.
6.2.3.3 Erreurs symétriques et non symétriques
Selon certains auteurs tels que dans [Lugosi 92], que les erreurs soient aléatoires ou non aléatoires,
il est possible de distinguer encore deux sous-catégories : les erreurs symétriques et asymétriques. Les
erreurs de type symétrique se produisent de manière uniforme pour toutes les classes. Autrement dit, la
probabilité qu’une classe soit perturbée (contienne des instances mal étiquetées) est la même pour toutes
les classes. Par contre, les erreurs de type asymétrique peuvent se produire dans une classe plus qu’une
autre. On peut distinguer les quatre cas suivants :
1. Erreurs d’étiquetage aléatoires symétriques : les erreurs d’étiquetage sont équiprobables pour
toutes les instances de toutes les classes. Dans ce cas, l’erreur d’étiquetage est indépendante de
x (l’instance en entrée) et de y (la vraie classe de x).
2. Erreurs d’étiquetage aléatoires asymétriques : les erreurs d’étiquetage peuvent concerner n’im-
porte quelle instance mais sont plus probables pour certaines classes. Dans ce cas, l’erreur d’éti-
quetage dépend de y.
3. Erreurs d’étiquetage non aléatoires symétriques : les erreurs d’étiquetage sont plus probables dans
certaines régions de l’espace d’entréeX et peuvent concerner n’importe quelle classe. Dans ce cas,
l’erreur d’étiquetage dépend de x.
4. Erreurs d’étiquetage non aléatoires asymétriques : les erreurs d’étiquetage sont plus probables
dans certaines régions de l’espace d’entrée X et pour certaines classes. Dans ce cas, l’erreur d’éti-
quetage dépend de x et de y.
Dans le cas d’absence d’informations et d’hypothèses a priori sur la nature des erreurs, le cas le
plus général est souvent considéré, à savoir, que les erreurs peuvent affecter n’importe quelle classe sans
distinction (erreurs symétriques). Toutefois, il est illustré dans [Lugosi 92] que, si on suppose que les
classes sont distribuées symétriquement dans l’espace des données, alors les erreurs de type symétrique
affectent moins les résultats, mais cette supposition est souvent incorrecte dans les données du monde
réel.
Le type exact des erreurs d’étiquetage est souvent inconnu, car la cause des erreurs d’étiquetage est
difficilement identifiable.
6.2.4 Types des erreurs dans le cas d’un apprentissage actif
Dans le cas d’un apprentissage actif, les erreurs d’étiquetage peuvent affecter n’importe quelle ins-
tance parmi celles qui sont manuellement étiquetées. Cependant, l’apprenant actif demande l’étiquetage
des instances incertaines seulement. Par conséquent, parmi toutes les instances disponibles (étiquetées
ou non), celles qui sont les plus susceptibles d’être mal étiquetées sont les plus incertaines. On peut donc
en déduire que dans le cas d’un apprentissage actif, une erreur d’étiquetage est naturellement de type non
aléatoire, vu qu’elle dépend forcément de l’instance en entrée x (cf. paragraphe 6.2.3.2)
6.2.5 Solutions existantes au problème
Il existe un nombre croissant de travaux de recherche qui visent à résoudre les problèmes liés à
l’apprentissage à partir de données associées à des étiquettes de classes qui peuvent être erronées.
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6.2.5.1 Méthodes de filtrage des erreurs
La plupart des approches existantes effectuent un pré-traitement pour éliminer ou ré-étiqueter toutes
les données suspectées d’être mal étiquetées [Brodley 99, Sanchez 03, Barandela 00, Muhlenbach 04,
Jiang 04]. Elles essaient de détecter les instances mal étiquetées en utilisant diverses heuristiques qui ont
montré leur efficacité contre les erreurs d’étiquetage. Les approches de filtrage sont faciles à mettre en
œuvre, mais présentent parfois le risque d’éliminer une quantité assez importante de données utiles, ce
qui peut influencer négativement la performance de classification, surtout lorsque le nombre de données
d’apprentissage est limité.
La détection des instances mal étiquetées n’est pas triviale. De nombreuses méthodes ont été pro-
posées pour "nettoyer" des bases de données d’apprentissage, avec différents degrés de succès. Nous
décrivons ci-après plusieurs méthodes qui permettent de détecter, supprimer, ou ré-étiqueter des ins-
tances mal étiquetées. Ces méthodes se basent sur des mesures de confiance associées à des seuils, la
prédiction du classifieur, les voisins les plus proches, ou la combinaison de plusieurs classifieurs.
Filtrage basé sur des mesures de confiance et des seuils : Plusieurs méthodes de filtrage des erreurs
d’étiquetage se basent sur des mesures dites d’anomalie. Dans ce cas, les instances peuvent être suppri-
mées lorsque la mesure dépasse un seuil prédéfini. Par exemple, dans [Sun 07], l’anomalie est vue au
travers de la mesure d’entropie de la distribution de probabilité P (Y |X) estimée en utilisant un classi-
fieur probabiliste. Les instances, avec une faible entropie, correspondent à une classification confiante.
Par conséquent, ces instances (confiantes) pour lesquelles le classifieur est en désaccord avec l’étiquette
observée sont ré-étiquetées en utilisant l’étiquette prédite. Cependant, de telles instances confiantes sont
typiquement celles qui sont loin de la limite de décision. Or, les erreurs d’étiquetage peuvent apparaître
n’importe où dans l’espace d’entrée ou, lorsqu’il s’agit d’erreurs non aléatoires (ex. dans le cas d’un
apprentissage actif) forcément près de la limite de décision. De plus, ces instances sont celles dont le
classifieur est incertain, donc leur étiquette prédite peut être erronée et ne doit pas être utilisée pour le
ré-étiquetage de ces instances.
Filtrage basé sur la prédiction du classifieur : Les prédictions des classifieurs peuvent être utilisées
pour détecter les instances mal étiquetées. Par exemple, dans [Thongkam 08], la méthode entraîne un
SVM en utilisant des données d’apprentissage puis supprime toutes les instances qui sont étiquetées
différemment de l’étiquette prédite par le SVM. Cette méthode peut être appliquée à tout classifieur
de base. Par exemple, dans [Jeatrakul 10], la même méthode est utilisée avec un réseau de neurones.
Dans [Miranda 09], un ensemble de classifieurs est utilisé en faisant un vote sur les prédictions des
différents classifieurs. Ces méthodes éliminent toutes les instances qui se trouvent du mauvais côté de la
frontière de classification, ce qui peut altérer les performances [Guyon 96]. Par ailleurs, les instances qui
sont incorrectement classées par le classifieur, ne sont pas forcément des instances mal étiquetées. Elles
peuvent constituer des erreurs de prédiction tout à fait normales ou provenir des faibles performances du
classifieur s’il a été entraîné sur un ensemble de données contenant des erreurs d’étiquetage.
Filtrage basé sur un ensemble de classifieurs : Les méthodes précédentes étant confrontées au risque
d’écarter beaucoup d’instances, des ensembles de classificateurs sont utilisés dans [Brodley 99, Brodley 96,
Brodley 96(2)] pour éviter ce problème. L’objectif est d’apprendre m différents classifieurs en utilisant
un sous-ensemble aléatoire de données et de les utiliser pour classer les données restantes. Puis, pour
chaque donnée classée, on décide si elle est mal étiquetée ou non. Deux possibilités sont étudiées dans
[Brodley 99, Brodley 96, Brodley 96(2)] : un "vote majoritaire" et un "vote par consensus". Le vote ma-
joritaire classe une instance comme étant mal étiquetée si une majorité des m classifieurs la classent de
façon erronée. Le vote par consensus, quant à lui, exige que tous les classifieurs classent l’instance de
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façon erronée, pour qu’elle soit considérée comme mal étiquetée. Ce processus est répété plusieurs fois
jusqu’à ce que aucune instance ne soit considérée comme mal étiquetée. Les méthodes de ce type ne sont
pas adaptées à un flux de données car elles ont besoin d’entraîner un ensemble de classifieurs plusieurs
fois sur un ensemble de données disponibles à l’avance.
Une autre méthode proposée dans [Zhu 03 (2)], partitionne l’ensemble de données en petits sous-
ensembles et apprend un classifieur sur chaque sous-ensemble. L’ensemble des classifieurs peut être
utilisé pour filtrer l’ensemble des données en utilisant un vote majoritaire ou par consensus. La méthode
décrite dans [Venkataraman 04] utilise également un ensemble de classifieurs. Chaque classifieur de
l’ensemble est obtenu en entraînant un SVM sur un sous-ensemble différent de caractéristiques. Les
auteurs affirment que la méthode est efficace contre les erreurs d’étiquetage. Cependant, le problème avec
cette approche, est que les classifieurs de l’ensemble sont construits à partir des données d’apprentissage
qui contiennent toujours des erreurs d’étiquetage.
Filtrage basé sur les plus proches voisins : Plusieurs méthodes de filtrage des erreurs d’étiquetage
basées sur les plus proches voisins, telles que celles présentées dans [Wilson 00, Wilson 97], existent
dans la littérature. La méthode proposée dans [Koplowitz 81] classe une instance x en utilisant kNN ,
puis vérifie s’il y au moins k′ instances appartenant à la classe prédite parmi les k plus proches voisins de
x. Si tel est le cas, l’instance est ré-étiquetée avec la classe prédite, sinon elle est simplement écartée de
la base d’apprentissage. Cette heuristique vise à garder seulement les instances dont l’étiquette apparaît
fortement dans leur voisinage. Dans [Barandela 00], une méthode similaire à la précédente est introduite
pour écarter de façon itérative les instances dont l’étiquette de classe est en désaccord avec la classe
de la plupart de leurs voisins les plus proches, si le désaccord dépasse un seuil prédéfini. Il est princi-
palement montré que la répétition de la méthode proposée dans [Koplowitz 81], un certain nombre de
fois, améliore les résultats en présence d’erreurs d’étiquetage. Ces techniques supposent que l’étiquette
d’une instance mal étiquetée a tendance à être en désaccord avec l’étiquette d’autres instances dans son
voisinage immédiat. L’avantage de cette approche est sa robustesse à la forme de la classe car elle ne fait
aucune hypothèse sur la distribution des données. Cependant, la détection des erreurs d’étiquetage est
effectuée localement en supposant que la plupart des voisins d’une instance mal étiquetée sont étiquetés
correctement.
Il existe encore d’autres méthodes pour le filtrage des données mal étiquetées. Par exemple, dans
[Hughes 04], étant donnée une base de données étiquetées, les étiquettes des instances (et non les ins-
tances elles-mêmes) qui sont proches des frontières de classification sont supprimées, puisque l’opérateur
(qui effectue l’étiquetage) peut être moins fiable dans cette région (erreurs non aléatoires). Puis, un ap-
prentissage semi-supervisé est effectué en utilisant à la fois les instances étiquetées et les instances non
étiquetées (auxquelles on a retiré les étiquettes). Cependant, les instances dépourvues de leurs étiquettes
sont justement celles pour lesquelles un étiquetage manuel est demandé dans le cas d’un apprentissage
actif, et ce sont les seules instances étiquetées dont on dispose.
Dans plusieurs travaux telles que [Miranda 09, Cuendet 08], il a été observé que la simple élimina-
tion des instances mal étiquetées est aussi efficace que leur ré-étiquetage. Cependant, tel que souligné
par Teng dans [Teng 00, Teng 01, Teng 05], les méthodes de filtrage peuvent éliminer beaucoup d’ins-
tances (sur-filtrage), surtout lorsqu’il s’agit de classes minoritaires. En effet, les instances des classes
minoritaires sont plus susceptibles d’être éliminées (car elles sont aussi plus susceptibles d’être incor-
rectement classées), ce qui rend l’apprentissage, selon [Seiffert 07], encore plus difficile. D’une part, il
est montré dans [Matic 92] que le sur-filtrage peut réduire les performances des classifieurs ; et d’autre
part, il est suggéré dans [Brodley 99] que garder des instances mal étiquetées peut nuire au classifieur
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plus que d’enlever trop d’instances correctement étiquetées. Par conséquent, un compromis doit être
trouvé entre l’élimination de "beaucoup d’instances mal étiquetées" et de "peu d’instances correctement
étiquetées". Il n’est pas toujours trivial de réaliser ce compromis dans l’absence d’informations sur les
erreurs d’étiquetage (par exemple, le taux des erreurs et leur type). Au lieu d’écarter les instances qui
sont susceptibles d’être mal étiquetées, une autre solution serait de les faire ré-étiqueter par un expert,
comme proposé dans [Matic 92, Rebbapragada 12]. Toutefois, selon les applications, ceci peut se révéler
trop coûteux.
6.2.5.2 Méthodes basées sur un apprentissage semi-supervisé
Un algorithme d’apprentissage semi-supervisé en présence d’erreurs d’étiquetage est proposé dans
[Breve 10]. L’ensemble de données est converti en un graphe, où les instances sont des nœuds (étique-
tés et non étiquetés) avec des arêtes entre les instances similaires. Chaque nœud étiqueté diffuse sont
étiquette à travers le graphe et coopère avec les nœuds étiquetés de la même façon dans son voisinage,
afin d’étiqueter les instances non étiquetées. Le comportement intéressant dans cette méthode est que
les étiquettes des instances mal étiquetées sont dominées par les instances proches qui sont étiquetées
différemment, ce qui empêche une instance mal étiquetée d’influencer l’étiquetage des instances non
étiquetées proches. Dans [Bruzzone 11] et [Guan 11], les instances étiquetées sont d’abord utilisées pour
étiqueter les instances non étiquetées à l’aide d’un algorithme d’apprentissage semi-supervisé, puis les
nouvelles étiquettes sont utilisées pour filtrer les instances mal étiquetées.
6.2.5.3 Méthodes basées sur la détection de données aberrantes
Traiter les erreurs d’étiquetage est étroitement lié à la détection de données aberrantes et à la détection
d’anomalies. En effet, une instance mal étiquetée peut apparaître comme une instance aberrante par
rapport à la classe qui correspond à son étiquette incorrecte, ou si son étiquette a une faible probabilité
d’occurrence dans son voisinage. Par conséquent, de nombreuses méthodes comme celles décrites dans
[Xiong 06] et [Lukashevich 09] sont développées pour gérer les données aberrantes sont aussi utilisées
pour gérer les erreurs d’étiquetage. Cependant, comme indiqué dans [Collett 76], il est important de
souligner que les données mal étiquetées ne sont pas nécessairement des données aberrantes ou des
anomalies. De même, il est montré dans [Liu 02] qu’une donnée aberrante n’est pas nécessairement
une instance mal étiquetée, car elle peut provenir du bruit des caractéristiques ou tout simplement d’un
événement à faible probabilité.
6.2.5.4 Cas de flux de données et d’apprentissage actif
La plupart des méthodes présentes dans la littérature pour gérer les erreurs d’étiquetage supposent
que l’ensemble de données est disponible préalablement et essaient de le nettoyer avant que l’apprentis-
sage n’ait lieu en enlevant, de façon répétitive, les instances les plus susceptibles d’être mal étiquetées
parmi toutes les instances de l’ensemble de données. Toutefois, il existe quelques méthodes qui per-
mettent un apprentissage à partir de flux de données en présence d’erreurs d’étiquetage. Une méthode
proposée dans [Zhu 08] est conçue pour le nettoyage des flux de données, en enlevant les instances
potentiellement mal étiquetées à partir d’un flux de données étiquetées. Cependant, la méthode ne consi-
dère pas un cadre d’apprentissage actif où les erreurs d’étiquetage concernent des instances incertaines.
De plus, la méthode divise le flux de données en gros morceaux et essaie de détecter les instances mal
étiquetées dans chaque morceau, ce qui rend la méthode partiellement adaptée au flux de données.
En ce qui concerne l’apprentissage actif, des méthodes comme dans [Fang 13, Tuia 13] prennent en
compte uniquement les erreurs d’étiquetage liées aux connaissances incertaines de l’opérateur. D’une
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manière générale, ces méthodes reposent sur le principe qu’il vaut mieux prévenir que guérir. En effet,
elles essaient de modéliser la connaissance de l’opérateur et évitent de demander l’étiquette d’une ins-
tance si elle appartient à l’ensemble des connaissances incertaines de l’opérateur. Toutefois, ceci peut
entraîner la perte de nombreuses données informatives. De plus, ces méthodes supposent implicitement
que l’opérateur est toujours le même, vu que sa connaissance est modélisée.
Une autre méthode proposée dans [Rebbapragada 12] considère une correction active des étiquettes,
mais l’apprentissage lui-même n’est pas actif. La méthode sélectionne de façon itérative les k instances
susceptibles d’être les plus mal étiquetées à partir d’un ensemble de données étiquetées et les présentent
à un expert pour la correction plutôt que de les écarter.
Des méthodes telles que celles présentées dans [Sheng 08, Ipeirotis 14, Yan 11] peuvent être appli-
quées à l’apprentissage actif, mais elles essaient de réduire l’effet des erreurs différemment : plutôt que
d’essayer de détecter les instances qui sont éventuellement mal étiquetées, elles demandent l’étiquette
d’une instance à plusieurs opérateurs en utilisant des techniques de "crowd-sourcing". Ces méthodes
nécessitent de multiples opérateurs qui peuvent fournir des étiquettes redondantes pour chaque instance
incertaine et ne sont pas destinées à être utilisées avec un seul opérateur alternatif.
6.3 Impact des erreurs d’étiquetage sur l’apprentissage actif
Dans cette section, nous montrons comment les erreurs d’étiquetage impactent l’apprentissage actif.
Comme mentionné précédemment, nous n’avons pas la certitude d’obtenir une étiquette parfaitement
fiable lorsqu’on la demande à un opérateur humain. Nous considérons un processus d’erreurs d’étique-
tage dans lequel l’opérateur non fiable a une probabilité σ de donner une mauvaise réponse et 1 − σ
de donner la bonne réponse, chaque fois qu’une étiquette de classe lui est demandée pour une instance
incertaine.
La Figure. 6.1 montre les résultats obtenus en utilisant un algorithme d’apprentissage actif séquen-
tiel en présence d’erreurs d’étiquetage avec différentes intensités de σ et par rapport au cas sans erreurs
σ = 0. La Figure. 6.1 (A) montre le taux de reconnaissance du modèle h sur une base de test, se-
lon le nombre d’instances reçues à partir du flux. Comme pour les méthodes d’apprentissage supervisé
usuelles, il n’est pas surprenant de voir que pour l’apprentissage actif, les erreurs d’étiquetage réduisent le
taux de reconnaissance. La Figure. 6.1 (B) représente le taux de reconnaissance en fonction du nombre
d’étiquettes demandées (instances étiquetées manuellement). Nous pouvons constater que, en plus de
dégrader le taux de reconnaissance, les erreurs d’étiquetage entraînent un accroissement du nombre de
demandes d’étiquetage. Ceci est confirmé par la Figure. 6.1 (C) qui montre le nombre d’instances dont
l’étiquette est demandée en fonction du nombre d’instances observées dans le flux. Ceci s’explique par
le fait que l’instance la plus incertaine peut être informative si nous obtenons sa vraie étiquette de classe,
mais peut facilement devenir celle qui induit le plus en erreur si elle est mal étiquetée. Par conséquent,
les instances mal étiquetées font que l’apprentissage actif se concentre à tort sur les régions pauvres de
l’espace des entrées, et s’écarte des instances qui sont vraiment informatives.
En résumé, l’apprentissage actif à partir d’un flux est très sensible aux erreurs d’étiquetage. Ces
erreurs ont non seulement une incidence sur les capacités prédictives du modèle appris, mais conduisent
aussi à demander les étiquettes des instances qui ne sont pas nécessairement informatives. Ceci provoque
une demande plus élevée d’instances étiquetées et représente un obstacle pour la minimisation de la
complexité de l’apprentissage actif en terme de nombre d’étiquettes demandées [Dasgupta 05].
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FIGURE 6.1 – Un apprentissage actif à partir d’un flux de données (base optdigits) avec différents niveaux
d’intensité d’erreurs (σ)
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6.4 Caractérisation des instances mal étiquetées
Dans cette section, nous proposons des mesures pour caractériser les instances mal étiquetées et leur
importance. Tout d’abord, nous présentons un coefficient de désaccord qui reflète la probabilité qu’une
instance soit mal étiquetée. Puis, nous dérivons une mesure d’informativité qui reflète l’importance de
l’instance, qui est ensuite utilisée pour déterminer si l’instance mérite d’être ré-étiquetée.
Soit x une donnée dont l’étiquette est demandée. L’étiquette de classe donnée par l’opérateur est
notée yg. Soit yp = argmax
y∈Y
Ph(y|x) l’étiquette de classe de x qui est prédite par le classifieur. Si
yp = yg, alors l’étiquette donnée par l’opérateur est approuvée et nous considérons que ce n’est pas une
erreur ; sinon, une erreur peut avoir eu lieu.
6.4.1 Vraisemblance d’erreur
Supposons que yp 6= yg. Nous exprimons la probabilité que x soit mal étiquetée en estimant le degré
de désaccord entre la classe prédite yp et la classe observée yg, qui est proportionnel à la différence de
probabilités de yp et yg. Soient pp = P (yp|x) et pg = P (yg|x). En utilisant le coefficient de silhouette
[Rousseeuw 87] et étant donné que pp ≥ pg, nous avons :
pp − pg
max(pp, pg)
=
pp − pg
pp
= 1− pg
pp
Par conséquent, le degré de désaccord D1(x) ∈ [0, 1] est exprimé par :
D1(x) = 1− P (yg|x)
P (yp|x)
La Figure. 6.2 montre la répartition d’un ensemble d’instances dont l’étiquette yg a été demandée à
un opérateur et ayant yg 6= yp, selon le degré de désaccord D1. Plus la valeur de D1 est grande, plus il
est probable que x soit mal étiquetée avec yg, parce que la probabilité que x appartienne à yg serait faible
par rapport à celle de yp.
FIGURE 6.2 – Instances mal étiquetées et correctement étiquetées, distribuées selon la mesure D1
Nous présentons une deuxième mesure inspirée par l’apprentissage multi-vues [Sun 87] pour estimer
le degré de désaccord. Dans ces approches, les classifieurs sont entraînés sur différentes vues des données
à l’aide de différents sous-ensembles de caractéristiques. Les instances dans une vue (décrite par une
caractéristique f1) sont dispersées de façon différente que les mêmes instances dans une autre vue (décrite
par une caractéristique f2). Par conséquent, il est possible pour une instance x d’être incertain sur sa
classe dans une vue et moins incertain dans une autre vue.
Considérons les caractéristiques séparément. La valeur de chaque caractéristique fi d’une instance
x a une contribution qfiy pour la classification de x dans une classe y. Par exemple, dans un document
textuel dont les caractéristiques sont des mots, certains mots peuvent avoir un grand poids dans le choix
de la classe. qfiy peut être considéré comme un score qui montre avec quel poids la valeur de fi attire
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x vers la classe y. Par exemple, soit xfi l’instance x limitée à la caractéristique fi. Soit d
fi
y la distance
moyenne de xfi à ses k voisins les plus proches appartenant à la classe y, limités à la caractéristique fi.
Alors, qfiy peut être définie comme inversement proportionnelle à la distance d
fi
y , par exemple, q
fi
y =
1
d
fi
y
.
Compte tenu de la classe prédite yp et la classe donnée yg, q
fi
yp et q
fi
yg représentent la contribution
de la caractéristique fi à la classification de x dans yp et yg respectivement. Soit Fp l’ensemble des
caractéristiques qui contribuent à la classification de x dans la classe prédite plus que dans la classe
donnée, et inversement pour Fg :
Fp = {fi|qfiyp > qfiyg} Fg = {fi|qfiyp ≤ qfiyg}
La quantité d’information qui reflète l’appartenance de x à yp (resp. yg) est :
qp =
∑
fi∈Fp
(qfiyp − qfiyg) qg =
∑
fi∈Fg
(qfiyg − qfiyp)
Notons que qp ∈ [0,+∞) et qg ∈ [0,+∞). Encore une fois, en appliquant le coefficient de silhouette,
un degré de désaccord D′2(x) ∈ [−1, 1] entre yp et yg peut être exprimé par :
D′2(x) =
qp − qg
max(qp, qg)
FIGURE 6.3 – Instances mal étiquetées et correctement étiquetées réparties selon D′2
La Figure. 6.3 montre quelques données réparties selon le degré de désaccord D′2. Ce dernier peut
être normalisé pour être dans [0, 1] plutôt que dans [−1, 1] simplement par D2 = D
′
2+1
2 .
La répartition des instances selon D1 et D2 est présentée dans la Figure. 6.4. Nous pouvons défi-
nir un score de mauvais étiquetage D en fonction de D1 ou D2 ou d’une combinaison des deux : la
moyenne D1+D22 , max(D1, D2), ou min(D1, D2). Afin de décider si une instance x est potentiellement
mal étiquetée, une façon habituelle consiste à définir un seuil (que nous noterons tD) sur D.
En résumé, la mesure de désaccord présentée exprime la probabilité que x soit mal étiquetée. Une
grande quantité d’information reflétant la classe prédite et une faible quantité d’information reflétant la
classe observée, indique une erreur d’étiquetage. C’est le cas par exemple lorsque la plupart des termes
dans un document textuel attirent fortement vers une classe, alors que les autres termes attirent faible-
ment vers la classe donnée par l’opérateur. Néanmoins, le score de mauvais étiquetage ne donne pas
d’informations sur l’importance d’une instance, ni sur la nécessité d’un éventuel ré-étiquetage. Ce point
est abordé dans la section suivante.
6.4.2 L’informativité des instances mal étiquetées
Dans l’apprentissage actif, les instances pour lesquelles le modèle est incertain, sont désignées
comme informatives et leur classe est demandée. Dans cette section, nous ne discutons pas de l’in-
formativité des instances en termes d’incertitude (les instances considérées sont déjà incertaines). Nous
86
6.5. Atténuation de l’effet des erreurs d’étiquetage
FIGURE 6.4 – Répartition des instances mal étiquetées et correctement étiquetées selon D1 et D2
essayons de déterminer dans quelle mesure le ré-étiquetage d’une instance éventuellement mal étiquetée
serait utile.
Il est possible que le degré de désaccord, utilisantD1 et/ouD2, soit incertain concernant une instance
x, si elle se trouve dans la région de chevauchement entre les instances mal étiquetées et les instances
correctement étiquetées (Figure. 6.4). Cela se produit essentiellement lors de la présence d’informations
contradictoires dans x, soit lorsque P (yp|x) ' P (yg|x) et qp ' qg.
Prenons l’exemple d’un document textuel :
– Informations fortement contradictoires : certains termes attirent fortement le document vers yp et
d’autres termes l’attirent avec la même force vers yg. Dans ce cas qp et qg sont à la fois élevés et
proches l’un de l’autre.
– Informations faiblement contradictoires : les termes attirent faiblement mais de façon égale le
document vers yp et yg, c.à.d. qu’il n’existe pas d’information pertinente ni pour yp ni pour yg.
Dans ce cas qp et qg sont à la fois faibles et proches l’un de l’autre.
Dans ces deux cas, qp− qg est faible. Cependant, les instances présentant des informations fortement
contradictoires sont plus informatives si leurs vraies classes sont connues, et méritent d’être corrigées
plus que les autres instances. Par conséquent, en plus de la mesure d’erreur d’étiquetage, nous définissons
la mesure d’informativité I ∈ [0,+∞) telle que I = √qp × qg
Plus I est grand, plus l’étiquette demandée mérite d’être examinée et éventuellement corrigée. La
Figure. 6.5 justifie le choix de I =
√
qp × qg, car on obtient une valeur élevée lorsque les valeurs qp et
qg sont toutes les deux élevées et proches l’une de l’autre. La mesure I n’a pas de borne supérieure mais
peut être normalisée, par exemple en divisant par une valeur maximale de I qui peut être calculée sur un
ensemble de données de validation. De cette façon, un seuil (que nous noterons tI ) peut être défini sur la
mesure d’informativité I .
6.5 Atténuation de l’effet des erreurs d’étiquetage
Lorsqu’une instance x est considérée comme potentiellement mal étiquetée, l’étape suivante consiste
à décider quel traitement lui adapter. Dans les méthodes habituelles de filtrage des erreurs d’étiquetage,
une base de données étiquetées est disponible à l’avance et les méthodes éliminent les instances qui sont
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FIGURE 6.5 –
√
qp × qg est élevée quand qp et qg sont élevées et proches l’une de l’autre
susceptibles d’être mal étiquetées ou prédisent leurs étiquettes. Afin d’atténuer l’impact des erreurs sur
l’apprentissage actif, nous étudions plusieurs stratégies : le rejet, la pondération, le ré-étiquetage par un
opérateur, et nous proposons une approche hybride.
6.5.1 Rejet, pondération et ré-étiquetage
Ce qu’il ne faut pas faire (prédiction) : Dans un apprentissage actif à partir d’un flux de données, la
correction d’une instance mal étiquetée en prédisant son étiquette n’est pas la bonne façon de faire. En
effet, la mise à jour du modèle h en utilisant l’étiquette prédite de x (y = h(x)) plutôt que l’étiquette
demandée, est généralement plus nuisible à l’apprentissage actif que l’étiquette erronée elle-même. Cela
est dû au fait que les instances mal étiquetées sont les instances pour lesquelles le modèle h était incer-
tain de leur classe. Par conséquent, prédire leurs étiquettes va probablement entraîner une erreur que le
modèle serait incapable de détecter (sinon il l’aurait évitée).
Rejet : Lorsque D(x) > tD, x est considéré comme mal étiqueté, sinon il est considéré comme cor-
rectement étiqueté. De cette façon, si x est identifié comme étant mal étiqueté, il peut être simplement
écarté, c’est-à-dire qu’on ne met pas à jour le modèle de classification h avec x.
Pondération : En fonction du classifieur de base utilisé, les instances peuvent être pondérées afin que
le classifieur apprenne plus à partir des instances avec un poids plus élevé. Une alternative possible
pour atténuer l’effet des erreurs d’étiquetage sans définir un seuil sur D, est de mettre à jour le modèle
h en utilisant toute instance x avec son étiquette observée yg pondérée par w = 1 − D(x) qui est
petit lorsque la probabilité de mauvais étiquetage D(x) est grande. Ainsi, une instance qui a une forte
probabilité d’erreur d’étiquetage aura un poids plus proche de 0 et n’affectera pas beaucoup le modèle
de classification h, contrairement à une instance avec une faible probabilité d’erreur d’étiquetage.
Ré-étiquetage : Si un opérateur alternatif fiable est disponible, l’étiquette d’une instance potentiel-
lement mal étiquetée (ayant D > tD) peut être vérifiée et éventuellement corrigée par cet opérateur.
Ensuite, le modèle h est mis à jour en utilisant l’instance et son étiquette corrigée.
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FIGURE 6.6 – Apprentissage actif à partir d’un flux de données avec une intensité d’erreurs σ = 0.3
et tD = 0.6. La base de données utilisée est optdigits. Le cas "Rien" indique qu’aucune stratégie n’est
utilisée : les erreurs d’étiquetage ne sont pas atténuées.
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La Figure. 6.6 montre les résultats obtenus en utilisant les différentes stratégies. La meilleure solution
consiste à ré-étiqueter correctement les instances qui sont identifiées comme mal étiquetées. Toutefois,
cela a un coût et nécessite l’intervention d’un opérateur expert qui est supposé être fiable. Rejeter les
instances potentiellement mal étiquetées peut améliorer les résultats de la classification. Toutefois, des
instances informatives qui ont été correctement étiquetées peuvent être perdues, surtout si de nombreux
cas sont rejetés à tort (dépendamment du seuil tD). Plutôt que de rejeter des instances potentiellement
mal étiquetées, la pondération de toutes les instances, avec une importance qui dépend de la probabilité
d’erreur peut améliorer les performances sans perdre des instances informatives (mais avec le risque de
sous-pondération de certaines instances informatives). Enfin, la Figure. 6.6 confirme qu’il est dange-
reux de prédire l’étiquette d’une instance filtrée x et de mettre à jour le modèle en utilisant l’instance x
avec son étiquette prédite. En effet, certaines méthodes de nettoyage de bases de données utilisées pour
l’apprentissage supervisé proposent de prédire l’étiquette des instances potentiellement mal étiquetées.
Cependant, dans le cas d’un apprentissage actif, cela devient dangereux, parce que les étiquettes deman-
dées sont précisément celles des instances incertaines (pour lesquels le classifieur est incertain sur sa
prédiction).
Stratégie hybride : La correction des instances mal étiquetées en utilisant leur véritable étiquette de
classe donne les meilleurs résultats. Cependant, cela nécessite un opérateur expert et implique un coût
élevé car cet opérateur est supposé ne pas faire d’erreurs. Nous présentons une approche hybride qui
minimise le coût de l’utilisation d’un opérateur expert. Vu que le ré-étiquetage est coûteux, nous suppo-
sons que nous avons un budget limité B pour le ré-étiquetage, c’est-à-dire que l’expert peut examiner
et corriger seulement B instances. Étant donné un budget B, le problème consiste à choisir les B ins-
tances à corriger. En fait, le ré-étiquetage des instances qui sont informatives selon la mesure I (voir
la section 6.4.2) est plus susceptible d’améliorer l’exactitude de la classification. Par conséquent, si une
instance x est identifiée comme étant mal étiquetée et a une grande informativité I(x) > tI , alors elle
sera ré-étiquetée. Autrement, la stratégie de rejet ou de pondération peut être utilisée.
6.6 Expérimentations
Nous utilisons pour nos expérimentations les bases de données vues précédemment. Un SVM est
utilisé comme classifieur de base (nous utilisons l’implémentation python disponible sur scikit-learn
[Pedregosa 11]). Le seuil tD est fixé à 0.6 pour tous les ensembles de données, même si un meilleur seuil
peut être trouvé pour chaque ensemble de données.
6.6.1 Évaluation du degré de désaccord
Cette expérimentation montre la capacité de la mesure de désaccord D proposée à caractériser cor-
rectement les instances mal étiquetées. Les étiquettes des instances sont corrompues de telle sorte que
les instances avec une faible probabilité de prédiction sont plus susceptibles d’être mal étiquetées. En-
suite, les instances de chaque ensemble de données sont triées selon leur degré de désaccord défini en
termes de D1 et D2. Les résultats sont comparés à une mesure d’entropie E qui est couramment utilisée
dans l’apprentissage actif. Une instance avec une faible entropie implique une classification confiante.
Les instances qui ont une entropie E faible sont plus susceptibles d’être mal étiquetées si leur étiquette
prédite yp (qui est confiante) est différente de l’étiquette observée yg.
E = −
∑
y∈Y
Ph(y|x)× logPh(y|x)
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FIGURE 6.7 – Types d’erreurs comme présentées dans [Brodley 99] : err1 représente les instances cor-
rectement étiquetées qui sont détectées à tort comme étant mal étiquetées, et err2 les instances mal
étiquetées qui ne sont pas détectées.
Nous sélectionnons les n instances ayant le plus grand degré de désaccord de chaque ensemble de
données et nous calculons deux types d’erreurs : err1 qui représente les instances correctement étiquetées
qui sont sélectionnées à tort, et err2 les instances mal étiquetées qui ne sont pas sélectionnées (Figure
6.7) :
err1 =
correct_selected
correct
err2 =
mislabelled_unselected
mislabelled
où "correct_selected" est le nombre d’instances correctement étiquetées qui sont sélectionnées comme
étant potentiellement mal étiquetées. "mislabelled_unselected" est le nombre d’instances mal étiquetées
qui ne sont pas sélectionnées. "correct" et "mislabelled" sont respectivement le nombre total d’instances
correctement étiquetées et mal étiquetées.
Nous calculons également le pourcentage d’instances sélectionnées qui sont mal étiquetées prec, ce
qui représente la précision de détection des erreurs :
prec =
mislabelled_selected
selected
où "mislabelled_selected" est le nombre d’instances mal étiquetées qui sont sélectionnées et "selected"
est le nombre d’instances sélectionnées.
Le Tableau 6.1 montre les résultats obtenus. Nous pouvons voir que pour les bases documents et
pendigits, D2 atteint de meilleurs résultats que D1 et inversement pour les bases optdigits and letter-
recognition. Cependant, combiner D1 et D2 en utilisant D = max(D1, D2) peut donner de meilleurs
résultats que D1 et D2 séparés, et atteint toujours de meilleurs résultats que la mesure d’entropie E.
Ceci est confirmé par les résultats "en moyenne" obtenus sur l’ensemble des bases. Dans la suite, nous
utilisons la mesure D, comme mesure de désaccord pour tous les ensembles de données.
6.6.2 Atténuation de l’effet des erreurs d’étiquetage
Dans cette expérimentation, nous considérons un apprentissage actif à partir d’un flux où les erreurs
d’étiquetage sont atténuées suivant différentes stratégies : ré-étiquetage, rejet et pondération. Une stra-
tégie hybride est également considérée où seul un petit nombre d’instances est étiqueté manuellement
selon un budget de ré-étiquetage B. Pour la stratégie hybride, sans perte de généralité, nous avons utilisé
dans nos expériences, un budget de B = 20 instances autorisées à être ré-étiquetées. Les résultats avec
d’autres valeurs de B conduisent à des conclusions similaires. Les stratégies envisagées sont énumérées
ci-dessous :
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TABLE 6.1 – Mesures de vraisemblance d’erreurs
D1 D2 D E
Base Optdigits
err1 0.67 1.49 1.12 1.27
err2 1.22 3.14 2.26 2.61
prec 98.44 96.53 97.4 97.05
Base des Documents
err1 3.51 3.29 2.96 4.50
err2 3.07 2.56 1.79 5.38
prec 92.2 92.69 93.42 90.0
D1 D2 D E
Base Pendigits
err1 2.34 2.19 2.07 2.61
err2 1.37 1.02 0.75 2.00
prec 94.75 95.10 95.35 94.15
Base Letter-recognition
err1 1.82 3.2 1.93 2.29
err2 21.1 24.3 21.35 22.18
prec 94.87 91.03 94.6 93.57
D1 D2 D E
Résultats moyens sur toutes les bases
err1 2.08 2.54 2.02 2.66
err2 6.69 7.75 6.53 8.04
prec 95.07 93.84 95.20 93.70
– Ré-étiquetage complet : ré-étiqueter toute instance x qui est identifiée comme mal étiquetée (c.à.d.
si D(x) > tD, alors x est ré-étiquetée).
– Rejet complet : rejeter toutes les instances x qui sont identifiées comme mal étiquetées.
– Pondération complète : utiliser toutes les instances avec leurs étiquettes demandées (x, yg) pondé-
rées par w = 1−D(x) pour mettre à jour le modèle de classification.
– Rejet et ré-étiquetage hybride : ré-étiqueter une instance qui est identifiée comme mal étiquetée
seulement si elle a une grande informativité (I(x) > tI ) et le budget B n’est pas encore épuisé.
Dans le cas contraire, l’instance est rejetée.
– Pondération et ré-étiquetage hybride : identique à la stratégie hybride ci-dessus mais en utilisant
la pondération au lieu du rejet.
Les résultats obtenus pour chacune des stratégies sont illustrés à la Figure. 6.8 et le tableau 6.2.
Le taux de reconnaissance obtenu sur une base de test est représenté sur la Fig. 6.8 en fonction du
nombre d’instances étiquetées. Le Tableau 6.2 montre l’exactitude finale de la classification, le nombre
final d’instances N1 dont l’étiquette a été demandée au premier opérateur (non fiable), et le nombre
d’instances N2 qui sont ré-étiquetées par l’opérateur expert (fixé à N2 = B = 20 pour les stratégies
hybrides). Soient c1 et c2 respectivement le coût requis par le premier opérateur et l’opérateur expert
pour étiqueter une seule instance. On suppose que c2 > c1 vu que l’opérateur expert est supposé être
fiable (ou beaucoup plus fiable que le premier opérateur). Le coût d’étiquetage est alors c1 ×N1, le coût
du ré-étiquetage est c2 ×N2, et le coût global est C = c1 ×N1 + c2 ×N2.
Tout d’abord, les résultats sur la Figure 6.8 confirment que la stratégie de "ré-étiquetage complet"
est évidement la stratégie la plus efficace en termes d’exactitude de la classification puisque toutes les
instances qui sont identifiées comme étant mal étiquetées sont ré-étiquetées par l’opérateur expert. En-
suite, les résultats obtenus sur l’ensemble des jeux de données montrent que rejeter les instances qui
sont potentiellement mal étiquetées n’est pas meilleure que la stratégie de pondération. En fait, il a été
observé dans de nombreux travaux qui traitent les erreurs d’étiquetage [Gamberger 96, Brodley 99] que
l’apprentissage avec les instances mal étiquetées nuit plus que d’enlever trop de cas correctement étique-
tés, mais ce n’est pas vrai dans le cadre d’un apprentissage actif, comme il est confirmé par les résultats
obtenus. Ceci est dû au fait que, dans le cadre d’un apprentissage actif, les instances écartées sont plus
susceptibles d’améliorer le modèle de classification si elles sont correctement étiquetées, ainsi, les reje-
ter peut avoir un impact négatif sur les performances de l’apprentissage actif. Pour la même raison, nous
pouvons voir que la stratégie de "pondération et ré-étiquetage hybride" fonctionne mieux que la stratégie
de "rejet et ré-étiquetage hybride". En outre, la Figure. 6.8 montre pour la stratégie de "pondération et
ré-étiquetage hybride" que le ré-étiquetage de seulement B = 20 instances ayant une valeur élevée de I ,
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TABLE 6.2 – Taux de reconnaissance et coût final selon différentes stratégies
Ré-étiquetage Rejet
Rejet
et
ré-étiquetage
Pondération
Pondération
et
ré-étiquetage
Base Optdigits
Reconnaissance 97.49% 96.21% 96.43% 96.66% 97.21%
N1 290 432 359 412 364
N2 92 0 20 0 20
Base Pendigits
Reconnaissance 98.11% 94.02% 97.31% 96.36% 97.88%
N1 307 464 420 420 363
N2 105 0 20 0 20
Base Letters-recognition
Reconnaissance 85.98% 53.95% 66.79% 80.26% 85.52%
N1 914 1242 956 1537 1344
N2 211 0 20 0 20
Base Documents
Reconnaissance 96.15% 81.84% 90.61% 94.46% 96.0%
N1 406 413 424 701 646
N2 104 0 20 0 20
Moyenne sur l’ensemble des bases
Reconnaissance 94.42% 81.50% 87.78% 91.93% 94.15%
N1 479.25 637.75 539.75 767.5 689.25
N2 128 0 20 0 20
améliore grandement l’exactitude par rapport à la stratégie de "rejet complet" ou de "pondération com-
plète". Nous pouvons voir dans le Tableau 6.2 que la stratégie de "pondération et ré-étiquetage hybride"
atteint une exactitude de classification finale qui est assez proche de celle de la stratégie de "pondéra-
tion complète". Par exemple, l’exactitude finale obtenue par la stratégie "pondération et ré-étiquetage
hybride" pour l’ensemble de données "optdigits" est 97.21%, tandis que celle obtenue par la stratégie du
"pondération complète" est 97.49%. Comme expliqué précédemment, les erreurs d’étiquetages font que
l’apprentissage actif demande plus d’instances étiquetées. Cela explique pourquoiN1 dans le tableau 6.2
est plus petit dans la stratégie de "pondération complète". Toutefois, en prenant en compte le coût induit
par le ré-étiquetage des instances mal étiquetées, la stratégie de "pondération complète" aura un coût
global plus élevé que les autres stratégies, car toutes les instances qui sont identifiées comme étant mal
étiquetées sont ré-étiquetées.
Enfin, nous pouvons conclure que, bien que la stratégie de "pondération et ré-étiquetage hybride" ait
un faible coût de ré-étiquetage, elle permet d’obtenir un taux de reconnaissance finale qui est proche de
celui obtenu par la stratégie de "ré-étiquetage complet". Par conséquent, si un budget de ré-étiquetage
limité est disponible, ce budget devrait être consacré au ré-étiquetage des instances avec une grande
informativité I .
6.7 Conclusion
Dans ce chapitre, nous avons abordé le problème de détection et d’atténuation des erreurs d’étique-
tage dans le cadre d’un apprentissage actif à partir d’un flux de données. Afin d’identifier les instances
potentiellement mal étiquetées, nous avons proposé une mesure qui reflète la vraisemblance qu’une ins-
tance soit mal étiquetée en se basant sur le degré de désaccord entre les probabilités et la quantité d’infor-
mations que l’instance porte pour la classe prédite et la classe observée. Ensuite, nous avons calculé une
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FIGURE 6.8 – Taux de reconnaissance obtenu sur une base de test en fonction du nombre d’étiquettes
demandées en utilisant les différentes stratégies
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mesure d’informativité qui reflète à quel point une étiquette demandée serait utile si elle est corrigée. Nos
expériences sur des données réelles montrent que le coefficient de désaccord proposé est plus efficace
dans la caractérisation des erreurs d’étiquetage par rapport à la mesure d’entropie couramment utilisée.
L’évaluation expérimentale montre également que les instances potentiellement mal étiquetées avec des
informations hautement contradictoires méritent d’être ré-étiquetées.
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7.1 Conclusion générale
Nous avons abordé dans cette thèse, le problème de l’apprentissage et de la classification de flux de
données. L’une des principales questions que nous avons considérée concerne la supervision du système
d’apprentissage pour savoir comment réduire le coût de l’étiquetage manuel tout en atteignant des per-
formances de classification similaires à celles d’un apprentissage entièrement supervisé. Pour répondre
à cette question, nous avons proposé une nouvelle stratégie d’apprentissage actif sélectionnant les ins-
tances qui doivent être étiquetées manuellement. Cette stratégie est accompagnée d’un seuil adaptatif lui
permettant d’être utilisable dans le cadre d’un flux de données et d’être indépendant du paramétrage d’un
utilisateur expert. Les expérimentations réalisées confirment que la stratégie proposée améliore significa-
tivement les performances de l’apprentissage actif par rapport aux stratégies d’incertitude couramment
utilisées. Elle permet d’atteindre des performances similaires à celles d’un apprentissage entièrement
supervisé, tout en nécessitant beaucoup moins d’étiquetage. De plus, elle joue le rôle d’une fonction de
rejet afin de réduire le taux d’erreurs en permettant au classifieur de s’abstenir de classer les données
dont il est incertain.
Par ailleurs, dans de nombreuses applications, le flux de données est de nature évolutive et de nou-
velles classes inconnues peuvent donc apparaître à tout moment. Ceci pose un problème pour l’appren-
tissage actif car il détermine l’importance des instances à étiqueter, selon des classes connues. Pour
répondre à cette contrainte, nous avons proposé une méthode adaptative pour la détection active de nou-
velles classes. L’évaluation expérimentale montre la capacité de la méthode à s’adapter efficacement
à l’évolution du flux, et montre des résultats supérieurs en comparaison avec la méthode "SVM à une
classe", couramment utilisée pour la détection de nouveautés.
En outre, les erreurs d’étiquetage ont un impact négatif sur l’apprentissage actif. Afin de répondre à
ce problème, nous nous sommes posés deux questions principales : (i) quelles instances sont susceptibles
d’être mal étiquetées ? et (ii) quelles instances méritent d’être ré-étiquetées ? Nous avons répondu à la
première question par l’introduction d’une mesure qui calcule le degré de désaccord entre la classe pré-
dite et celle donnée par l’opérateur. La seconde question a été abordée par l’introduction d’une nouvelle
mesure d’informativité caractérisant des informations hautement contradictoires. Les expérimentations
effectuées concluent qu’une approche hybride consistant à filtrer les instances mal étiquetées via la pre-
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mière mesure et ré-étiqueter les instances informatives via la deuxième mesure, améliore significative-
ment les performances de l’apprentissage.
Les contributions apportées trouvent toutes leurs intérêts dans les domaines d’application où les
données peuvent être disponibles en grandes quantités, mais où l’étiquetage manuel de ces données
est fastidieux, non fiable et coûteux. Par exemple, dans le domaine de la recherche d’information, les
systèmes doivent être entraînés avec des documents étiquetés avec des annotations détaillées. L’opérateur
doit identifier des entités, tels que les noms de personnes et d’organisations, ou des relations d’intérêt
dans le texte, tel que le fait qu’une personne travaille pour une organisation particulière. La localisation
de ces entités et relations est un processus coûteux en temps et énergie. De même, apprendre à classer
des documents très divers issus du Web, nécessite qu’un utilisateur donne une étiquette particulière pour
chaque document. L’étiquetage de milliers de ces documents peut être fastidieux et même redondant.
Dans le domaine de la reconnaissance vocale, un étiquetage précis de séquences vocales est extrêmement
coûteux en temps ; en effet, il est rapporté dans [Zhu 05] que l’annotation d’un mot peut prendre dix
fois plus de temps que sa prononciation (c.à.d. une seule minute de parole prend dix minutes pour être
étiquetée).
7.2 Travaux futurs
Dans le futur, nous envisageons d’apporter les améliorations suivantes.
Jusqu’à maintenant, le coût d’étiquetage a été présenté en termes de nombre de données à étiqueter
manuellement. Cependant, il est aussi possible d’introduire une vraie notion de "coût d’étiquetage" : si
par exemple les données sont des documents, alors il peut être plus coûteux, pour un opérateur humain,
d’étiqueter certains documents plutôt que d’autres. Ainsi, en fonction du type et de la qualité des docu-
ments, on peut prendre en compte un coût d’étiquetage variable selon les documents. Ce coût peut être,
par exemple, fonction de la durée moyenne nécessaire pour étiqueter chaque type de document.
Par ailleurs, l’une des limites de la méthode de détection de nouvelles classes proposée est que sa
performance est affectée négativement par les rares nouvelles classes de petites tailles qui se chevauchent
fortement avec les classes existantes. Les quelques méthodes existantes pour détecter ce genre de classes
[He 07], font des hypothèses qui ne sont pas valables pour un flux de données. Ceci reste un défi de
recherche ouvert qui n’a pas encore été résolu pour les flux de données et constitue l’un de nos travaux
futurs. En outre, la détection de nouvelles classes dépend de la fonction de distance utilisée ; elle peut
souffrir de ce qui est appelé "fléau de la dimension" dans le cas de données hautement multidimen-
sionnelles. Cela peut être résolu en utilisant la "distance partagée des plus proches voisins" (en anglais,
"shared-nearest-neighbour distance") proposée dans [Houle 10] pour laquelle il a été montré que les ré-
sultats sont améliorés dans le cas d’un grand nombre de dimensions et de caractéristiques non pertinentes.
Cependant, le calcul d’une telle distance est très coûteux en temps.
Concernant la gestion des erreurs d’étiquetage, une limitation de la méthode proposée est qu’elle
nécessite un seuil sur la mesure d’informativité I qui est difficile à adapter automatiquement, vu qu’on
ne dispose pas d’une vérité terrain indiquant si une instance est correctement étiquetée ou pas. Ainsi,
une amélioration possible consiste à minimiser le coût de ré-étiquetage, par la définition et l’optimisa-
tion d’une fonction multi-objectifs qui combine à la fois : (i) la probabilité d’erreur d’étiquetage, (ii) le
caractère informatif d’une instance, et (iii) le coût de ré-étiquetage.
Un autre aspect à approfondir concerne le comportement de la méthode proposée dans les environne-
ments dynamiques. Actuellement, la méthode est capable de s’adapter à l’apparition de nouvelles classes
dans le flux. Un travail futur consiste à caractériser le comportement de la méthode en présence d’une
dérive des concepts.
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