Abstract-The following outlier detection problem is studied in a universal setting. Vector observations are collected each with M coordinates. When the i-th coordinate is the outlier, the observations in that coordinate are assumed to be distributed according to the "outlier" distribution, distinct from the common "typical" distribution governing the observations in all the other coordinates. Nothing is known about the outlier and the typical distributions except that they are distinct and have full supports. The goal is to design a universal detector to best discern the outlier coordinate. A universal detector is proposed and is shown to be universally exponentially consistent, and a singleletter characterization of the exponent for a symmetric error criterion achievable by this detector is derived. An upper bound for the error exponent that applies to any universal detector is also derived. For the special case of M = 3, a tighter upper bound is derived that quantifies the loss in the exponent when the knowledge of the outlier and typical distributions is absent, from when they are known.
I. INTRODUCTION
We consider the inference problem of outlier detection in a completely universal setting. In particular, from vector observations each with M ≥ 3 coordinates, it is assumed that there is one outlier coordinate. Specifically, when the i-th coordinate is the outlier, the distribution governing the observations in that coordinate is assumed to be distinct from that governing the observations in all the other coordinates. The former and the latter distributions are termed the "outlier" and the "typical" distributions respectively. The goal is to design a scheme to best detect the outlier coordinate. The detector has to perform well without any prior knowledge of the outlier and typical distributions except that they must be, of course, different and have full supports. Applications of outlier detection include event detection and environment monitoring in sensor networks, understanding of visual search in humans and animals, and anomaly detection in large data sets.
Universal outlier detection is related to, but is also unique from, the other inference problems studied in the universal setting. For example, in homogeneity testing [1] - [5] , one wishes to decide whether or not the two samples come from the same probabilistic law. A broader inference problem in a universal setting is classification [2] , [3] . For classification problems, training data is provided to the classifier to learn the different probabilistic laws for the various classes before the performance of a classifier is evaluated on test data. Classification can be distinguished from the universal hypothesis testing problem studied, for example, in [6] - [9] . In the universal hypothesis testing problem, certain information is given to the tester at the outset describing the classes of probabilistic laws of the observations under various hypotheses, and a universal test is designed to perform well with respect to all possible laws in such classes. No training data is provided.
In our outlier detection problem, we have neither any information regarding the outlier and the typical distributions, nor any training data to learn about these distributions before the detection is performed. The only thing we know is that there is only one outlier coordinate in the observation vector, while the rest of the coordinates come from the same typical distribution. In other words, the only prior knowledge we have about the hypotheses is in terms of the structure of the joint distribution of observation vector under each hypothesis. As a consequence, it is not clear at the outset that a universally consistent detector should exist for this detection problem. Even if it does, it is not clear what the structure and the performance of the detector should be. In this paper, we provide what we believe to be the first analytical results for this important detection problem.
Our technical contributions are as follows. First, we propose a universal outlier detector that is based on empirical distributions of coordinates of the observation vector. We then prove that this detector is universally exponentially consistent for any M . We provide an upper bound on the error exponent that applies to any universal detector. For the special case of M = 3, we derive a tighter upper bound on the error exponent, which can be used to quantify the loss in performance when the knowledge of the outlier and the typical distributions is absent, from when they are known. 
II. PRELIMINARIES
Consider n independent and identically distributed (i.i.d.) vector observations, each of which has M ≥ 3 independent coordinates. We denote the i-th coordinate of the k-th observation by Y
It is assumed that only one coordinate is the "outlier," i.e., the observations in that coordinate are uniquely distributed (i.i.d.) according to the "outlier" distribution μ ∈ P(Y), while all the other coordinates are commonly distributed according to the "typical" distribution π ∈ P(Y). Nothing is known about μ and π except that μ = π, and that each of them has full support. Clearly, if M = 2, either coordinate can be considered as an outlier; hence, it becomes degenerate to consider outlier detection in such case.
When the i-th coordinate is the outlier, the joint distribution of all the observations is
where
The outlier detection is done based on a universal rule δ : y Mn → {1, . . . , M}. In particular, the detector δ must not depend on (μ, π).
For a universal detector, the maximal error probability, which will be a function of both the detector and (μ, π), is
Note that at the outset, the detector is unaware of what the outlier and typical distributions can be. Consequently, for each p, q ∈ P(Y), p = q, it is desirable for the detector to perform well under both situations when μ = p, π = q, and μ = q, π = p. In other words, a detector should not favor one situation over the other. For this reason, we introduce the following symmetric error criterion defined as
which is, by definition, symmetric in (p, q). Another motivation for using such a symmetric error criterion will be provided in the next section. The symmetric error exponent is defined, as a function of a given sequence of detectors and p, q, as
The following technical facts will be useful; their derivations can be found in [10] . Consider random variables Y n which are i.i.d. according to p ∈ P(Y). Let y n ∈ Y n be a sequence with an empirical distribution γ ∈ P(Y). It follows that the probability of such sequence y n , under p and under the i.
where D(γ p) and H(γ) are the relative entropy between γ and p, and entropy of γ, defined as
and
respectively. Consequently, it holds that for each γ, the p which maximizes p(y n ) is p = γ, and the associated maximal probability of y n is
III. RESULTS When (μ, π) is known to the detector, the optimal exponent for the maximal error probability:
can be characterized.
, in a completely non-universal setting, the optimal exponent for the maximal error probability is given by:
where B(μ, π) is the Bhattacharyya distance between μ and π which is defined as
Remark 1. It is interesting to note that the optimal non-universal error exponent is symmetric in (μ, π).
Specifically, for any two distributions p, q, p = q, the optimal non-universal error exponents when μ = p, π = q, and μ = q, π = p are the same, i.e., 2B(p, q).
This symmetry is another motivation for our adoption of the symmetric error criterion (1) in the universal setting.
For the universal setting, it holds that for any sequence of universal detectors, and any p, q, p = q,
Contrary to the non-universal setting, since a universal detector has to be designed without any knowledge of μ, π, it is not clear at the outset that we can design a sequence of detectors to satisfy β(p, q) > 0 for every p, q, p = q. One of our main contributions in this paper is that it is indeed possible to design such a detector, and such detector will be said to enjoy universally exponential consistency.
A. Our Proposed Universal Detector
For each i = 1, . . . , M, denote the empirical distributions of y (i) by γ i . The detector consists of two steps. The first step involves using y Mn to produce the maximum likelihood (ML) estimates of μ and π conditioned on the event that the i-th coordinate is the outlier, for i = 1, . . . , M. In particular, when the i-th coordinate is the outlier, it follows from (2) that
. . .
respectively. Then we use these estimates to compute the normalized log-likelihood of y Mn when the i-th coordinate is the outlier, as if μ =μ i , π =π i , namely,
Lastly, we decide upon the coordinate i that is most likely to be the outlier (with the smallest such normalized loglikelihood), i.e.,
As a consequence, we call this detector the minimum conditional entropy detector. Our second theorem establishes the universally exponential consistency of our proposed detector and characterizes its achievable symmetric error exponent.
Theorem 2. The proposed sequence of detectors is universally exponentially consistent. Furthermore, for the proposed detector, and for every p, q ∈ P, p = q, it holds that
where the outer minimum above is over the set of (p 1 , . . . , p M ) such that
In our last result, we derive a simple upper bound for the symmetric error exponent β(p, q) that is applicable to any detector for M = 3. This upper bound quantifies the loss in performance when the knowledge of the outlier and typical distributions is absent, from when they are known.
Theorem 3. For M = 3, and for any sequence of detectors and for every p, q ∈ P(Y), p = q, it holds that
where C(p, q) is the Chernoff information between p and q, defined as
IV. NUMERICAL RESULTS
We now provide numerical results for the special case of M = 3, and Y = {0, 1}. Instead of plotting the symmetric error exponent and its upper bounds for every p, q ∈ P(Y), p = q, we look at a one-dimensional subset of such pairs, namely, p = ( , 1 − ) and q = (1 − , ), where ∈ (0, 1). The plots show that our proposed detector yields a symmetric error exponent which is roughly half of its upper bound C(p, q) for (p, q) in such subset. The plots also quantify the exact loss in the error exponent when the knowledge of the outlier and typical distributions is absent, from when they are known.
V. DISCUSSION
In the setup of this paper, we assumed that all the data from all the coordinates are available to the detector in equal amounts. When data is collected one coordinate at a time, and there is a constraint on the total amount of the data that the detector can collect across all coordinates, a natural question that arises is how to adapt the data-acquiring rate from each of the coordinates to facilitate the outlier detection. In this situation, it will also be interesting to seek an adaptive data-acquiring scheme that can depend on the past collected data. The design of such adaptive scheme calls for understanding a new type of optimal trade-off between "exploration and exploitation" that should be distinct from that in the well-known multi-armed bandit problem [11] - [13] . In particular, in the latter, the more one is confident about the arm that yields the highest reward, the less one should learn about all the other arms. On the other hand, in outlier detection, it is not clear how the amount of resource spent on learning the typical distribution is related to the confidence about the outlier. An even more interesting open research problem arises in the sequential hypothesis testing setting in which the detector chooses a stopping time for the data collection process to effect a good tradeoff between the amount of data collected and the accuracy of detection.
VI. SKETCHES OF PROOFS
For any finite set Y, let T n (Y) be the set of all possible empirical distributions of all sequences in Y n . For any γ ∈ T n (Y), let T γ be the set {y ∈ Y n : γ y = γ ∈ T n (Y)}. The following identities are well-known and will be useful in all our proofs [10] ,
For random variables Y n which are i.i.d. according to p ∈ P(Y), it now follows from (2), (10) , that for
A. Sketch of Proof of Theorem 1
When μ and π are known, it is clear that the optimum detector is the ML one. Specifically, for any
Then the ML detector is
By the symmetry, it is also clear that
It now follows from (13) and from the symmetry, that in order to calculate the optimal error exponent, we only need to analyze the exponent of the event
The latter can be computed using (11), (12) to be
The optimization problem (14) is convex and its solution can be easily computed to be 2B(p, q).
The identity (4) follows just by observing that in the non-universal setting, the detector has more information (namely, it knows μ, π) than in the universal one .
B. Sketch of Proof of Theorem 2
For the universal setting, our detector in (6) is
andμ i ,π i are as in (5) . Consider the following two pmfs on y Mn ,
By similar arguments and symmetry leading to (13) , to calculate the symmetric error exponent achievable by our detector, it suffices to analyze the exponent of the event
. This symmetric error exponent can be computed using (11) , (12) to be the value of the optimization problem (7) .
Unlike the convex optimization problem (14) in the non-universal setting, the current one (7) for the universal setting is much more complicated, and a closedform solution is not readily available. However, we show that the value of (7) is strictly positive for every p, q, p = q. In particular, it is not hard to see that the objective function is continuous in p 1 , . . . , p M and the constraint set (8) is compact. The claim then follows by virtue of fact that the value of the objective function in (7) is strictly positive at every feasible p 1 , . . . , p M . This proves that our proposed detector is universally exponentially consistent.
C. Sketch of Proof of Theorem 3
Consider the two collection of pmfs p A i y (1) , y (2) , y (3) , p B i y (1) , y (2) , y (3) , i = 1, 2, 3, as defined in (15) respectively, the upper bound now follows by the wellknown result in binary hypothesis testing based on i.i.d. observations, namely, the operational significance of the Chernoff information between p and q [10] .
