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5Résumé
Analyse modale des structures avec incertitudes par la méthode des
éléments finis stochastiques spectrale
Dans le cadre de la modélisation de structures comportant des paramètres incertains, nous
nous intéressons aux caractéristiques spectrales des systèmes mécaniques.
Alternatives aux méthodes de Monte-Carlo pour le traitement des problèmes de propagation
d’incertitudes dans les modèles mécaniques structuraux, les méthodes d’éléments finis
stochastiques (MEFS) connaissent un succès grandissant depuis une dizaine d’années,
concrétisé par de nombreux travaux de recherche internationaux. Le présent travail s’inscrit
dans le cadre de ces recherches.
Dans cette optique, nous décrivons dans une première partie les caractéristiques spectrales,
aussi bien les valeurs propres que les modes propres, des structures comportant des
paramètres modélisés par des variables aléatoires ou par des champs aléatoires. Pour ce faire,
nous utilisons la méthode spectrale des éléments finis stochastiques, que nous avons étendue
au calcul des valeurs et vecteurs propres. Les propriétés du matériau sont modélisées par un
développement de Karhunen-Loève, alors que les valeurs et les vecteurs propres sont
développés sur la base du chaos polynomial. Une méthode de résolution adoptée est proposée
pour le découplage du système d’équations.
La méthode proposée, essentiellement valable pour les problèmes linéaires, présente l’intérêt
de permettre la prise en compte, non seulement de variables aléatoires, mais également de
champs stochastiques pour la modélisation probabiliste des paramètres incertains du modèle.
Quatre applications à différents niveaux de complexité permettent de juger de ses possibilités.
Nous étudions ensuite le couplage de la conception robuste et de la MEFSS, cette dernière
représente un outil puissant pour l’optimisation de la performance dynamique des systèmes
mécaniques, puisqu’elle permet d’obtenir, à moindre coût, la moyenne et l’écart-type de la
réponse, afin d’évaluer la solution robuste. L’intérêt de l’outil présenté est illustré par deux
exemples sur des structures en automobile.
Mots clé
Analyse modale, propagation d’incertitudes, variables aléatoires, dynamique, Méthode
Spectrale des Éléments Finis Stochastiques.
6Abstract
Modal analysis of structures with uncertainties using the Spectral
Stochastic Finite Elements Method
We are interested in modelling structures with uncertain parameters. We focus on the
characteristics of dynamic responses of such mechanical systems, especially the modal
frequencies and shapes.
Stochastic Finite Element Methods (SFEM) have been developed for thirty years to study
uncertainty propagation in structural problems. The main issue aims at avoiding Monte-Carlo
simulations, too expensive for many problems. This thesis is a contribution to the
development of SFEM for modal analysis of structures.
In the first part, we investigate the case of structures with uncertain parameters. We are
particularly interested in the dynamic response, such as eigenfrequencies and eigenmodes. An
innovative method is carried out, which uses the spectral stochastic finite element method in
order to determine the main stochastic characteristics of the response.
The material properties are modelled by a Karhunen-Loève series, whereas the eigenvalues
and eigenvectors are developed on the basis of the polynomial chaos. The solution procedure
is proposed for decoupling of the system of equations. This method, practical for linear
problems, has the advantage of allowing the modelling of the uncertain input parameters as
random variables and stochastic fields. Four numerical applications are considered to test the
capabilities of the proposed method.
Finally, we studied the extension of the MEFSS to deal with robust mechanical design. The
proposed approach represent a powerful tool for the optimization of the dynamic performance
of the mechanical systems, since it is possible to obtain, with lower computation effort, the
mean and the standard deviation of the response, in order to evaluate the robust solution. The
advantage of the presented method is illustrated by two examples dealing with car structures.
Keywords
Modal analysis, uncertainty propagation, dynamics, Spectral Stochastic Finite Element.
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Introduction générale
L’incertitude n’est pas dans les choses mais dans notre tête : l’incertitude est
une méconnaissance.
Jacques Bernoulli (1654-1705)
La connaissance progresse en intégrant en elle l’incertitude, non en
l’exorcisant.
Edgar Morin (1921)
La modélisation de systèmes physiques nécessite une mise en équations mathématique, qui
doit traduire au mieux les phénomènes étudiés. La résolution n'est pas toujours simple, car,
plus le modèle est complet, plus la complexité des équations associées est importante. On est
alors amené à faire un certain nombre d'hypothèses simplificatrices, pour obtenir une
modélisation qui reste satisfaisante du point de vue de la physique du problème, sans pour
autant engendrer un modèle mathématique trop lourd.
Comme les performances des ordinateurs augmentent considérablement avec le temps, la
prise en compte de phénomènes complexes jusque là négligés ou simplifiés devient
envisageable. Ceci se traduit par une modélisation plus coûteuse, mais aussi plus réaliste des
systèmes mécaniques. Ainsi, il devient possible de travailler sur des problèmes dont certaines
données sont incertaines, ce qui permet de prendre en compte les incertitudes intrinsèques aux
propriétés des matériaux et des structures. De plus, les paramètres mesurés peuvent varier à la
fois d'une pièce à une autre, mais aussi dans le temps. C'est pourquoi on introduit la notion
d'incertitude dans les modèles.
En fait, la gestion de la variabilité dans les modèles structuraux est une extension naturelle et
nécessaire des techniques de calcul déterministes. En incorporant la modélisation de
l'incertitude dans les méthodes de calcul, la méthode des éléments finis stochastiques
(regroupant l'approche perturbative, l'approche spectrale et les techniques de simulation de
Monte-Carlo) a reçu une grande attention dans la littérature scientifique. Une telle approche a
souvent pour objectif de caractériser la sensibilité de la réponse du modèle à la variabilité des
paramètres d'entrée. Elle peut aussi être exploitée pour étudier la fiabilité de la structure.
Dans ce contexte, cette thèse vise à développer une méthode pour l’analyse modale des
structures et systèmes mécaniques, lorsque les propriétés des matériaux sont aléatoires. Ce
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travail est orienté sur les approches dites de second ordre, dans lesquelles les deux premiers
moments statistiques de la réponse de la structure sont estimés. Etant donné son aptitude à
traiter des problèmes caractérisés par un fort niveau de variabilité, la méthode des éléments
finis stochastiques spectrale est choisie pour étudier la propagation de la variabilité des
paramètres d'un modèle dynamique incertain. Un outil de calcul est développé avec la
capacité de gestion d'une définition large de la variabilité matérielle (variables et champs
aléatoires) et ceci pour les matrices de rigidité et de masse. Les exigences de cet outil sont
étudiées et optimisées, en réduisant la dimension aléatoire du problème et en améliorent les
performances.
Finalement, les méthodes étudiées sont validées, au moyen de la confrontation des résultats
avec ceux obtenus par la simulation de Monte-Carlo, à travers l’analyse de plusieurs
applications : structures à barres articulées, barre en traction, plate-forme pétrolière et ligne
d’échappement. La propagation de l'incertitude dans les effets propres à la modélisation par
champs aléatoires est examinée. Quelques remarques relatives à l'influence de la loi de
distribution des paramètres dans les méthodes de simulation sont évoquées.
Méthodes stochastiques
Les méthodes des éléments finis stochastiques combinent deux techniques, à savoir l'analyse
déterministe par éléments finis et l'analyse probabiliste. On cherche en général à déterminer
les caractéristiques stochastiques des réponses aléatoires, à partir de la connaissance des aléas
sur les propriétés des matériaux, la géométrie, les conditions aux limites, ou encore les
chargements appliqués. Ces réponses peuvent être des réponses statiques ou dynamiques.
Dans ce travail, nous nous intéressons au calcul des valeurs et modes propres aléatoires.
Différentes techniques existent pour résoudre de tels problèmes [Ben88, Ibr87]. Ces méthodes
sont généralement classées en trois catégories : les méthodes de simulation, les méthodes de
perturbation et les méthodes spectrales. Ces méthodes d'éléments finis stochastiques traitent
essentiellement des variables aléatoires, les champs aléatoires étant discrétisés.
Les simulations de Monte-Carlo sont considérées comme des méthodes de référence pour les
calculs sur des systèmes comportant des paramètres incertains. Elles utilisent un échantillon
de grande taille, représentatif des quantités aléatoires du problème. La solution obtenue par
les statistiques sur la population des réponses permet de connaître les propriétés des grandeurs
aléatoires. Néanmoins, la quantité de calculs mise enœuvre se révèle souvent prohibitive pour
l'emploi de ces méthodes.
La méthode des perturbations est basée sur un développement en séries de Taylor de la
réponse autour de sa moyenne. Ce développement permet de calculer directement les
moyennes et les écarts-types des réponses par rapport aux variables aléatoires d’entrée
[Alv98, Kle92]. Le problème principal des méthodes de développement en séries de Taylor
provient des conditions assurant la convergence de ces séries. Les variables doivent avoir une
faible dispersion, et la méthode est mise en difficulté lors des calculs de réponses dynamiques
telles que les fonctions de transfert.
On peut envisager une autre forme de développement des solutions sous formes de
polynômes. Ces méthodes utilisent des fonctions de base dans l'espace de Hilbert associé au
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problème aléatoire. Nous pouvons utiliser des polynômes orthogonaux d'une façon générale,
et en particulier un chaos polynomial [Gha91].
C'est cette dernière méthode que nous allons mettre en œuvre dans ce mémoire. Il semble en
effet intéressant d'utiliser les propriétés de bonne convergence du chaos polynomial pour
calculer les propriétés des réponses dynamiques des systèmes mécaniques. Nous traiterons
donc le cas du calcul des valeurs propres aléatoires et celui du calcul des modes propres
aléatoires, aussi bien que le calcul par superposition modale.
Structure du mémoire
Le premier chapitre de ce mémoire est consacré à la problématique des systèmes comportant
des incertitudes. Ce chapitre est composé d’une introduction générale et de trois parties.
Après avoir introduit la dynamique des systèmes mécaniques, la théorie des probabilités est
présentée pour permettre la prise en compte des incertitudes que l’on veut introduire dans les
modèles. Ensuite nous présentons les principales méthodes de résolution des problèmes
stochastiques, prenant en compte les incertitudes sous la forme de variables aléatoires et de
champs stochastiques dans les modèles mécaniques.
Dans le deuxième chapitre, nous présentons les résultats des développements originaux
effectués à partir de la méthode des éléments finis stochastiques spectrale proposée par
Ghanem et Spanos. Cette méthode est adaptée pour le calcul des modes et des valeurs propres
d’un système comportant des paramètres incertains. Nous commençons dans un premier
temps par présenter la méthode permettant de connaître les paramètres modaux à travers une
projection sur le chaos polynomial homogène. De plus, compte tenu de la taille importante
des modèles éléments finis réalistes, nous présentons une approche permettant de réduire
fortement la taille des problèmes stochastiques par les calculs des constantes issues de la
méthode de Galerkin.
Dans le troisième chapitre, nous présentons quelques implémentations de la méthode
développée dans le chapitre 2 sur des systèmes mécaniques relativement simples mais
néanmoins représentatifs de problèmes réels. Dans un premier temps, nous montrons
l’efficacité de la méthode sur un système à deux degrés de liberté dont les incertitudes sont
représentées par des variables aléatoires normales ou lognormales, puis nous traitons le cas de
structures plus compliquées comme une plate-forme pétrolière de plusieurs étages.
Ensuite, nous abordons le cas des champs aléatoires sur une barre où les incertitudes sur les
matériaux sont représentées par des processus gaussiens et lognormaux. Sur cet exemple sont
étudiés l’effet de troncature des processus et l’ordre du chaos polynomial. Les histogrammes
des valeurs propres se révèlent instructifs quant à la répartition non gaussienne de la réponse
modale.
Dans tous les exemples traités, la solution de référence est obtenue par simulations de Monte-
Carlo. La convergence de ces solutions est effectuée avant de servir de référence.
Le quatrième chapitre traite le problème de fiabilité du produit en conception. La conception
robuste vise l’optimisation de la solution moyenne et la réduction de la variabilité qui résulte
de l'incertitude sur les paramètres. Après la présentation des principes de l’optimisation
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robuste, nous appliquons la MEFSS proposée pour le dimensionnement probabiliste des
structures dynamiques.
Enfin, une conclusion générale permet de dresser un bilan de ce travail et de tirer quelques
perspectives de poursuites.
Chapitre1
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Do not be proud of your knowledge; consult the ignorant and the wise. The
limits of art are not reached.
Ptahhotep (2400 BC)
La probabilité de réussir la mise sur orbite d'une fusée est d'une chance sur
un million. Dépêchons-nous de rater 999.999 lancements.
Jacques Rouxel - Extrait de la BD Les Shadoks
1.1 Position du problème
1.1.1 Contexte et objectif de l’étude
Dans le cadre de l'étude des systèmes mécaniques, une des principales hypothèses faites est
que le modèle est déterministe, c'est-à-dire que les paramètres utilisés dans le modèle ont des
valeurs bien définies et invariantes. Ces hypothèses se sont révélées nécessaires pour qu'une
résolution numérique puisse être mise en œuvre. En effet, même si nous arrivons aujourd'hui à
traiter des modèles éléments finis de grande taille, il est très difficile de prendre en compte le
caractère incertain des données. Pourtant, il suffit d'avoir procédé à des expérimentations pour
se rendre compte des limites d'une modélisation déterministe. En fait, la gestion de la
variabilité présente dans les modèles structuraux est une extension naturelle et nécessaire des
techniques de calcul déterministe. Le traitement des problèmes mécaniques modélisés par
éléments finis dont certains paramètres sont incertains constitue le principal objectif de cette
étude. Pour modéliser ces incertitudes statistiques, on utilise des variables aléatoires, dont on
connaît la loi de probabilité. S'il s'agit de processus aléatoires, les propriétés des systèmes sont
considérées comme des réalisations de ces processus qu'on discrétise généralement en termes
de variables aléatoires ; le besoin de prendre en compte ces incertitudes conduit au
développement de différents outils mathématiques, tant du point de vue stochastique que
déterministe.
La prise en compte des incertitudes dans les modèles éléments finis peut répondre à différents
types de besoins, parmi lesquels nous distinguons deux grandes catégories : analyse et
conception. En général, les pièces ou structures modélisées doivent répondre à un cahier des
charges, imposant par exemple des normes de sécurité, de fiabilité, ou encore de confort. Les
modèles déterministes classiques permettent dans une certaine mesure de répondre à ces
exigences. Le système mécanique est modélisé autour des paramètres moyens, considérés
comme déterministes, et une série de calculs peut être lancée pour connaître son
comportement mécanique (contraintes, déplacements, modes propres...). Introduire à ce
niveau des paramètres incertains permet de s'assurer que les variations sur des entrées du
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système vont se traduire par des variations des sorties telles qu'elles restent conformes au
cahier des charges. Si ce n'est pas le cas, c'est que la sortie est "trop" sensible à certains
paramètres. Il faudra alors soit réduire cette sensibilité, soit imposer une plus faible marge
d’erreur sur les variables d'entrée. Un tel changement a un coût ; il semble alors intéressant de
prendre en compte les incertitudes dès le début de la vie d'un produit, c'est-à-dire lors du
processus de conception.
Dans la phase de préconception, nous ne connaissons souvent que "grosso modo" les valeurs
globales des variables de conception. Ni la géométrie finale, ni les matériaux ne sont fixés.
Par contre nous pouvons définir des valeurs limites dans un cahier des charges. Ceci est
valable aussi bien pour les données géométriques, que pour les résultats mécaniques, tels que
les déplacements, les fréquences propres, les amplitudes lors des résonances et les contraintes.
Nous pouvons alors prendre en compte, dans une phase de conception, les incertitudes
inhérentes au processus de fabrication (par exemple tolérances lors de l'usinage), et aux
matériaux (module d'Young, coefficient de Poisson, masse volumique...). Lors de cette phase,
les dimensions et les matériaux sont choisis en fonction de paramètres tels que le coût, la
fiabilité... pour répondre au cahier des charges.
Nous présentons sur la figure 1.1 les outils utilisés dans cette thèse ainsi que les applications à
développer. Ces outils seront développés dans ce qui suit.
Figure 1.1. Les outils et les applications de cette thèse.
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1.1.2 Equations générales du système dynamique
Le contexte de notre travail est le suivant : nous considérons une structure linéaire dont le
comportement dynamique est décrit par un modèle éléments finis (EF) à N degrés de liberté
(ddl), de la forme :
        )t(ftqKtqCtqM   (1.1)
où [M], [C] et [K] sont respectivement les matrices de masse, d’amortissement et de rigidité
de la structure, et  tq ,  tq et  tq sont les vecteurs d’accélérations, de vitesses et de
déplacements nodaux.
Nous recherchons ainsi les propriétés statistiques des solutions du problème aux valeurs
propres associé à l'équation (1.1) :
([K] - λ[M]){φ}=0 (1.2)
où {φ} est le vecteur propre aléatoire associé à la valeur propre aléatoire λ.
Pour toutes les méthodes décrites dans ce mémoire, nous prenons comme modèle un système
physique ayant des propriétés aléatoires. Ce modèle comporte m paramètres scalaires
incertains {yi}1im, affectant les matrices [K] et [M], donc nous pouvons décomposer [K] et
[M] sous la forme :
  iK yKK  (1.3a)
     iM yMM  (1.3b)
où K et M sont les parties déterministes de [K] et [M], et   iyK et   iyM sont les parties
aléatoires à moyenne nulle.
Le problème que l'on se pose est alors, connaissant [K] et [M], en se donnant une description
probabiliste appropriée de l’incertitude sur yi, nous cherchons à évaluer les propriétés
statistiques des solutions du problème aux valeurs propres (équation 1.2). Nous cherchons
aussi les propriétés statistiques des vecteurs propres {φ}.
Il s'agit typiquement d'un problème de propagation d'incertitude à travers un problème
mécanique. Pour le résoudre, nous commençons par choisir (généralement sur la base d'une
analyse statistique) un modèle probabiliste convenable pour yi. Soit Yi un tel modèle, de type
variable ou champ aléatoire.
Pour évaluer ces caractéristiques, la stratégie qui vient naturellement à l'esprit, compte tenu
des difficultés de l'entreprise, est de recourir à l'emploi d'une méthode directe de Monte-Carlo
[Dit96]. Néanmoins, les méthodes de ce type, qui consistent à simuler des réalisations de Yi, à
calculer les réalisations correspondantes de la réponse du système et à estimer statistiquement
les caractéristiques recherchées à partir de l'échantillon numérique de la réponse ainsi
obtenue, peuvent être très onéreuses en temps de calcul du fait du nombre important d'appels
à la fonction qu'elles nécessitent, pour garantir de bonnes approximations. C'est pourquoi,
nous préférons généralement les réserver à des calculs exceptionnels ou au traitement
d'exemples de référence destinés à tester la validité et les propriétés d'autres méthodes
d'approximation. C'est le rôle que nous leur avons attribué dans ce travail. Nous notons que
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les méthodes de Monte-Carlo ont connu un essor considérable ces vingt dernières années, dû
non seulement aux progrès exceptionnels réalisés dans le domaine de l'informatique mais
également à la prise de conscience des chercheurs et industriels des immenses possibilités de
ces méthodes [Au 99].
En dehors des méthodes directes de Monte-Carlo, toutes les méthodes existantes dédiées à la
résolution de ce problème sont regroupées sous l'appellation commune de Méthodes
d’Eléments Finis Stochastiques (MEFS), parce qu’elles sont fondées sur l'emploi d'un modèle
EF. Les recherches menées autour de ces méthodes ont pour beaucoup en perspective
l'élaboration de procédures de calcul capables de traiter des problèmes réels (i .e. industriels),
dans des temps raisonnables. La plupart des travaux concernent des problèmes
mécaniquement linéaires. Ceux relatifs aux problèmes mécaniquement non linéaires sont plus
rares mais font l'objet d'un engouement grandissant. Nous citons, par exemple, les travaux de
[And99, And01 et Zha98] pour les comportements élastoplastiques, ceux de [Zel98] pour les
comportements avec matériaux endommageables, ou encore ceux de [Liu87] pour les non
linéarités géométriques. Tous ces travaux montrent qu'une MEFS se construit en deux grandes
étapes : une étape opérant sur les modèles probabilistes des paramètres incertains et
concernant notamment la façon de les prendre en compte (i.e. de les représenter) dans le
modèle EF et une étape de choix et de construction des outils numériques destinés au calcul
des grandeurs cibles (moments) liées aux paramètres de contrôle. Plusieurs options existent
dans chacune de ces étapes qui, croisées, conduisent aux différents types de MEFS. Il importe
de noter, et c'est un point de distinction très important, que certaines MEFS modifient le
modèle EF [Kle92, Deo91a, Gha91], tandis que d'autres ne le modifient pas [Der88].
1.1.3 Dynamique des structures et analyse modale
Les approches stochastiques en mécanique sont généralement basées sur une transformation
du problème stochastique en un problème déterministe équivalent simple ou en un ensemble
de problèmes déterministes équivalents. L'approche spectrale de la MEFS se fonde sur une
telle transformation et pour cette raison, le cadre déterministe est d'abord rappelé.
Cette section est consacrée à la dynamique analytique des systèmes mécaniques [Ger96]. Une
approche basée sur la discrétisation du champ de déplacement par éléments finis
conventionnels est abordée [Bat76, Zie89]. De plus, le régime harmonique permet de ramener
l'ensemble des équations différentielles du second ordre à un ensemble d'équations
algébriques complexes. Le cas harmonique est important pour deux aspects : d’une part, c’est
le comportement du système en fonction de la fréquence que l’on peut identifier plus
facilement par voie expérimentale, d’autre part, le régime harmonique est représentatif de
nombreux modes d’excitation observés. Une fois les notions classiques de fréquences et de
modes propres rappelées, nous abordons quelques aspects plus spécifiques dont la méthode de
superposition modale pour le calcul de la réponse à une excitation extérieure.
1.1.3.1 Modélisation éléments finis
Si nous mettons de côté les aspects aléatoires, le comportement mécanique des structures est
déjà très complexe, et la modélisation requiert des algorithmes numériques à la fois précis et
efficaces. La méthode des éléments finis, depuis de nombreuses années, a prouvé son
efficacité pour résoudre une grande variété de problèmes. Il apparaît donc clairement que
l'introduction des aléas et des incertitudes doit rester compatible avec la formulation éléments
finis déterministe classique.
Chapitre 1 : Etude bibliographique
28
Généralement, les déplacements sont approchés par une interpolation des vecteurs nodaux :
{u(x,t)} = [N(x)] {q(t)} (1.4)
où {u(x,t)} représente le champ de déplacements approchés, [N(x)] est la matrice des
fonctions de forme et {q(t)} le vecteur des déplacements nodaux, dont les composantes sont
les inconnues de l'approximation. L'utilisation de la méthode de Rayleigh-Ritz permet d'écrire
l'équation matricielle linéaire (forme faible discrète) décrivant le comportement d'un système
dynamique :
      )t(FtqKtqCtqM   (1.5)
L'équation (1.5) est l'équation matricielle générale du mouvement d'un solide, avec :
 

 dNNM T (1.6a)
   

 dBDBdNNC TbTa (1.6b)
 

dBDBK T (1.6c)
où est la masse volumique, ηa et ηb sont les coefficients d'amortissement externe et interne,
[B] est la matrice de passage des déplacements aux déformations et [D] la matrice d'élasticité.
Les matrices symétriques [M], [C] et [K] sont les matrices de masse, d'amortissement et de
rigidité élastique, respectivement. Le vecteur {F} est le vecteur des excitations. L'intégration
des relations (1.6) sur le domaine Ω peut être ramené à un assemblage de matrices
élémentaires. Les conditions aux limites doivent être imposées avant de résoudre le système
(1.6). Enfin, la matrice d'amortissement [C] est généralement exprimée comme une
combinaison linéaire des deux matrices [K] et [M], ce qui permet un découplage complet de
l'équation lors de la projection du système linéaire sur la base modale du problème. Nous
parlons ainsi d’un amortissement de Rayleigh, lorsque la matrice d’amortissement s’écrit :
[C]=αM[M]+αK[K] (1.7)
oùαM etαK sont des coefficients.
La modélisation par éléments finis dans le domaine des fréquences conduit à l'équation
matricielle suivante :
(-ω2[M] + ω[C] + [K]){q}={F} (1.8)
Dans ce cas, l’amortissement est dit structural lorsque :
 KC

 (1.9)
La procédure de résolution du problème déterministe discret repose sur le calcul des matrices
[K], [M] et [C], et sur la solution, pour chaque fréquence discrète ω, du système linéaire (1.8).
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1.1.3.2 Calcul des modes propres
L’hypothèse de vibration libre sans amortissement et de mouvement harmonique ramène
l’équation (1.7) à la forme :
(-ω2[M] + [K]){q}=0 (1.10)
Le problème de la détermination des modes et fréquences propres (ωi et {i}, i{1,…, N}),
de vibration d’un système mécanique se ramène toujours au calcul des solutions propres du
système linéaire homogène :
 i2ii MK   (1.11)
La propriété d’orthogonalité des vecteurs propres est exprimée par :

 




ijj
T
i
2
iijj
T
i
M
K


(1.12)
quand les vecteurs propres sont normalisés par rapport à la masse, où δij désigne le symbole
de Kronecker.
1.1.3.3 Méthode de superposition modale
Une technique de superposition modale peut également être utilisé pour calculer la réponse du
système dans le domaine de fréquence. Cette technique est basée sur l'identification d'une
base appropriée pour représenter la réponse du système. Le principe de base est que la
réponse de la structure est la combinaison de différents modes propres de vibration. La
contribution de chacun des modes est donnée par un facteur d’amplitude à déterminer :
 


N
1i
iiyq  (1.13)
où N est le nombre de termes significatifs et yi est l’amplitude du mode i. Nous pouvons
écrire :
 yq  (1.14)
où [Φ] est la matrice des vecteurs propres du système et [y] est la matrice d’amplitude
modale. L’équation du mouvement, tronquée aux N premiers modes, est écrite sous la forme :
FyKyCyM    (1.16)
Cette expression est multipliée par le vecteur propre du mode i
  FyKyCyM TiTiTiTi    (1.17)
L’orthogonalité des modes propres réduit le système à une série d’équations découplées
(amortissement orthogonal) :
  FyKyCyM TiiTiiTiiTi    (1.18)
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ou bien
ii
2
iiiii fyyc2y   (1.19)
avec
Ff tii  (1.20)
et itii Cc  est le coefficient d’amortissement. Il suffit de résoudre séparément
chacune de ces équations pour déterminer l’amplitude associée yi(t).
Une simplification de la méthode de superposition modale réside dans le fait que la solution
complète du problème aux valeurs propres (1.11) n'est généralement pas nécessaire. En fait,
seuls les vecteurs propres dominants doivent être identifiés pour l’analyse dynamique des
structures en basse fréquence.
L'avantage de cette méthode est qu'elle ne nécessite pas une résolution complète à chaque
fréquence discrète. En fait, la projection modale permet la diagonalisation du système, ce qui
réduit considérablement l’effort numérique. Toutefois, la résolution du problème aux valeurs
propres est nécessaire, ce qui représente un coût informatique non négligeable, mais ce calcul
ne se fait qu'une seule fois. Des procédures de calcul très efficaces sont disponibles pour
l'analyse spectrale en basse fréquence des matrices [K] et [M] [Bai00].
1.2 Modélisation probabiliste des paramètres incertains
1.2.1 Introduction
Les méthodes stochastiques sont les méthodes non déterministes les plus utilisées. La raison
essentielle de ce succès vient tout simplement du fait qu'elles reposent sur la théorie des
probabilités, dont l'utilisation s'impose naturellement lorsqu'il s'agit de modéliser les effets du
hasard, et donc par extension les incertitudes que l'on veut introduire dans les modèles.
Les toutes premières notions de probabilité datent du seizième siècle et concernent les jeux de
hasard (en particulier, les jeux de dés). Les concepts mathématiques associés ont été
formalisés dès le début du dix-huitième siècle, à travers les travaux de Bernoulli, Bayes,
Laplace, et Pascal.
Après une maturation progressive des concepts jusqu'à l'intervention de Kolmogorov qui
fonde définitivement dans [Kol56] la théorie des probabilités dans les termes de la théorie de
la mesure, des outils se sont développés de façon importante au cours de la seconde moitié du
vingtième siècle avec la forte émergence des moyens informatiques. Dans le domaine de la
mécanique, nous sommes peu à peu arrivés à la création d'une discipline à part entière, traitant
du calcul stochastique en mécanique, en vue de modéliser précisément les incertitudes dans le
système étudié, dont nous allons maintenant dresser un panorama non exhaustif (nous
trouvons plus de précisions dans un état de l’art dans [Sch97], [Sch01]). Pour plus de détails
sur la théorie des probabilités elle-même, nous pouvons par exemple conseiller de consulter
[Gri91].
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1.2.2 Types des paramètres stochastiques
Comme nous l'avons déjà évoqué dans l'introduction de ce mémoire, les méthodes
stochastiques permettent d’étudier les effets des incertitudes affectant les paramètres du
modèle sur la variabilité de la sortie. Pour cela, il faut préciser la définition des paramètres
incertains en termes stochastiques.
Les types de paramètres incertains que l'on peut introduire dans des modèles stochastiques
sont les suivants :
 les variables aléatoires, à valeurs dans R, sont généralement caractérisées chacune par
une densité de probabilité, et les unes vis-à-vis des autres par des matrices de
corrélation (idéalement, une description complète de ces variables serait caractérisée
par la loi conjointe de probabilité, mais celle-ci est souvent difficile à établir en
pratique),
 les champs stochastiques sont des fonctions à valeurs dans R, dépendant à la fois de
l'aléa et de l'espace x ; ces champs sont généralement caractérisés chacun par la
donnée d'une moyenne et d'une variance dépendant de l'espace, et d'une fonction de
covariance entre deux points de l'espace,
 les processus stochastiques sont des fonctions dépendant à la fois de l'aléa et du
temps ; les processus sont au temps ce que les champs stochastiques sont à l'espace, ce
qui implique des possibilités de traitement analogues.
1.2.3 Variables aléatoires
Classiquement l’observation d’un phénomène aléatoire est appelée épreuve. Toutes les
réalisations possibles d’une épreuve forment l’ensemble de tous les résultats d’une expérience
aléatoire, qui sera noté Θ. Un événement E est défini comme un sous-ensemble de Θ
contenant les réalisations  . La théorie des probabilités consiste en l’association de
nombres aux événements, i.e. leur probabilité d’occurrence. Notons P cette mesure de
probabilité. L’ensemble de tous les événements possibles ayant une probabilité ainsi définie
est appelé une σ-algèbre associée à Θ, et est notée F. Finalement l’espace de probabilité
construit grâce à ces notions est noté (Θ, F, P).
Une variable aléatoire réelle X est une application X : (Θ, F, P) → R. Pour les variables
aléatoires continues, la densité de probabilité et la fonction de répartition sont notées fX(x) et
FX(x), respectivement, et l’indice X pourra être omis lorsqu’il n’y a pas de risque de
confusion. Pour souligner le caractère aléatoire de X, nous utilisons dans ce mémoire la
notation X. Un vecteur aléatoire X est un vecteur dont les composantes sont des variables
aléatoires.
L’espérance mathématique est notée E[.] :
    dxxfxggE Xx (1.21)
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La moyenne, la variance et les moments d’ordre n de X sont :
  dxxxfE XXX (1.21)
       dxxfxE X222 XXX X  (1.22)
   dxxfxE XnnX (1.23)
Les moments centrés réduits d’ordre 3 et 4 portent respectivement les noms de coefficient
d’asymétrie (ou skewness) et d’aplatissement (ou kurtosis) ; ils sont définis par :
  
3
3
X
E

 XX (1.24)
  
4
X
4E

 XX  (1.25)
La covariance de deux variables aléatoires X et Y est définie par :
Cov[X,Y] = E[(X-μX) (Y-μY)] (1.26)
En introduisant la densité de probabilité conjointe fX,Y(x,y) de ces variables, l’équation (1.26)
peut se réécrire :
    


 dxdy)y,x(yx,Cov f
,YX
YXYX 
(1.27)
Si σX et σY sont respectivement les écarts-types des variables X et Y, le coefficient de
corrélation entre deux variables aléatoires X et Y est défini par :
 
YX
YX,
YX,

Cov (1.28)
L’espace vectoriel de dimension finie des variables aléatoires réelles de second moment est
noté L(Θ,F,P). L’opérateur de moyenne permet de définir dans cet espace un produit scalaire
et une norme associée comme suit :
 XYYX E,  (1.29)
où :
   dxdyy,xf.y.xE Y,X




XY
 2XX E (1.30)
Nous montrerons qu’on peut choisir comme base de L(Θ, F, P) les polynômes d’Hermite
multidimensionnels de variables gaussiennes centrées réduites.
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1.2.3.1 Loi de probabilité normale
Il est en général très courant de choisir pour une variable aléatoire X une loi de probabilité
dite normale, dont la densité de probabilité s'écrit sous la forme :
  


 
2
2
2 2
x
exp
2
1
xf



(1.31)
où μ=E[X] est l'espérance et σ=E[(X-E[X])2]1/2 l'écart-type de la variable aléatoire X ainsi
définie.
Dans tout ce mémoire, nous notons ξ= N(0, 1) une variable aléatoire gaussienne centrée
réduite (v.a.g.c.r.) c’est-à-dire de moyenne nulle et d’écart-type 1, de densité de probabilité :
 2
2
e
2
1




 (1.32)
et de fonction de répartition :
 




 dse
2
1 2
s2
(1.33)
L'importance de cette loi est due au théorème central limite, dont l'énoncé est le suivant :
Si l'on considère n variables aléatoires indépendantes X1,…,Xn d'espérances respectivesμk et
d'écarts-types respectifsσk, alors la loi de répartition de :



n
k
kn
1
XS (1.34)
tend lorsque n→∞vers une loi normale d'espéranceμet d'écart-typeσ:



n
k
k
n
k
k ,
1
2
1
 (1.35)
Ceci tend à justifier pourquoi les paramètres structuraux tels que la masse ou la rigidité sont
souvent modélisés par des variables aléatoires de loi normale. Cette loi pose un problème
théorique : vu que son domaine de définition est l'ensemble des réels, des réalisations non
positives peuvent se produire, ce qui n'a pas de sens physique pour des paramètres tels que la
masse ou la raideur. Deux solutions sont alors envisageables :
 si, avec la loi normale utilisée, la probabilité d'occurrence d'une valeur négative est
suffisamment faible au regard des probabilités envisagées, nous pouvons faire en sorte
de ne pas prendre en compte ces valeurs aberrantes, ce qui nécessite de normaliser
ensuite la densité de probabilité de la loi,
 une loi de probabilité, proche de la loi normale, mais dont le domaine de définition est
réduit à R*+, peut être utilisée : il s'agit de la loi lognormale [Mic00].
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1.2.3.2 Variables aléatoires lognormales
Une variable aléatoire X est dite suivre une loi lognormale de paramètres μX et σX si la
variable Y=ln(X) suit une loi normale de paramètresμetσ.
La loi lognormale de paramètresμetσadmet pour densité
  


  2
X
2
X
X 2
xln
exp
2x
1
xf



(1.36)
l'espéranceμX et l’écart type σX étant reliés aux paramètres l'espéranceμet l’écart typeσde Y
par les expressions :
22
2
2
2
XX e1e,e
    

  (1.37)
1.2.4 Champs aléatoires
1.2.4.1 Présentation
Bien qu’ils soient de manipulation plus complexe, les champs stochastiques représentent de
manière bien plus réaliste des paramètres mécaniques incertains, pour lesquels la prise en
compte de la variabilité spatiale est nécessaire, comme par exemple les propriétés mécaniques
et géométriques. En effet, modéliser le module de Young d'une poutre en acier par une
variable aléatoire seulement revient à supposer que deux poutres en acier quelconques
n'auront pas forcement le même module, mais par contre que le module de chaque poutre est
constant sur toute sa longueur, et cette hypothèse implicite de constance du module de Young
peut se révéler bien trop imprécise suivant les applications.
Un champ aléatoire scalaire G(x) peut être défini comme un ensemble de variables aléatoires
indexées par un paramètre continu x , où Ω est un ensemble ouvert de Rd décrivant la
géométrie du système. A x0 fixé, G(x0) est une variable aléatoire. Inversement, G0(x) est une
réalisation du champ aléatoire (trajectoire), c’est-à-dire une fonction de Rd dans R. Un champ
aléatoire est dit vectoriel si la quantité G(x) attachée au point x est un vecteur aléatoire. Par
souci de simplicité, nous ne considérons dans la suite que des champs scalaires
multidimensionnels permettant de représenter le module de Young, les coefficients de
Poisson, les charges réparties, etc.
Le champ aléatoire est gaussien si n’importe quel vecteur {G(x1),…., G(xn)} est un vecteur
gaussien. Un champ aléatoire gaussien est complètement défini par sa moyenne μ(x), sa
varianceσ2(x) et sa fonction d’autocovariance C(x1, x2) définie par :
C(x1, x2) = Cov[G(x1), G(x2)] (1.38)
Nous notons ρ(x1,x2) la fonction d’autocorrélation :
    21
21
21 x)x(
x,xCx,x

  (1.39)
Un champ aléatoire est stationnaire d’ordre 2 si sa moyenne et sa variance sont constantes et
si ρne dépend que de la différence x2-x1.
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1.2.4.2 Champs aléatoires lognormaux
Soit G = (G(x), x R) un champ gaussien, stationnaire, de moyenne μG et de fonction de
covariance CG : R R : u CG(u) telle que CG(u) = E[(G(x+u) - μG)(G(x) - μG)]. Alors le
champ stationnaire Y = (Y(x), x R), à valeurs dans R+, tel que :
Y = eG (1.40)
est dit lognormal scalaire. Sa moyenneμY = E[Y(x)] et sa fonction de covariance CY : R R
: u CY(u) = E[(Y(x + u) -μY)(Y(x) -μY)] sont liées à celles de G par :




 
2
0G
GY
C
exp  (1.41)
     102  uCexpCexpuC GGGY  (1.42)
Il en résulte que tout champ lognormal scalaire stationnaire Y = (Y(x), xR), de moyenneμY
et fonction de covariance u CY(u) données peut s'écrire : Y = eG, avec G = (G(x), xR) un
champ gaussien stationnaire de moyenneμG et fonction de covariance u CG(u) telles que :










2
Y
Y
G
a1
ln
 (1.43)
 



2
1
Y
Y
G
uClnuC

(1.44)
où

Y
Y
Y
C
a

02
1
 (1.45)
est le coefficient de variation de Y.
1.2.4.3 Méthodes de discrétisation des champs aléatoires
La représentation des champs aléatoires est un point important pour la modélisation éléments
finis. Il s'agit de remplacer une quantité aléatoire continue par un ensemble de variables (plus
simples à gérer). Autrement dit, la discrétisation d’un champ aléatoire est l’approximation de
G(x) par x~G défini par un ensemble fini de variables aléatoires  n,...,i,i 1ξ :
 x~x GG  (1.46)
Nous distinguons deux grandes classes d'approximation que nous allons succinctement
présenter : les approximations discrètes et les approximations fonctionnelles. Pour ce faire,
nous nous limitons au contexte gaussien stationnaire, qui est le contexte naturel (nous venons
en effet de voir, dans le paragraphe précédent, que tout champ lognormal pouvait s'interpréter
comme une transformation exponentielle d'un champ gaussien). Nous nous bornons en outre,
pour simplifier, à un modèle probabiliste scalaire.
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(a) Approximations discrètes
Nous regroupons sous l'appellation approximations discrètes, les approximations du champ
G(G(x), xΩ) obtenues, soit à partir de ses observations en des points deΩ, soit à partir de ses
moyennes locales sur les éléments d'une partition deΩ, résultant par exemple d'un maillage
EF, si celui-ci est utilisé.
Soient Fn = (x1, … , xn), n N*, un ensemble fini de points deΩ. Approcher ponctuellement
G sur Fn consiste à remplacer G par un ensemble fini de ses observations aux points de Fn,
autrement dit par les v.a. n-vectorielles ξj tel que ξj = G(xj), dont nous notons qu'elles sont
complètement caractérisées : elles sont gaussiennes, de moyennes :
μξj = E[ξj] = E(G(xi)) =μG (1.47)
et de covariances :
           jiGGjGijiij x,xCxxEECC jiji    GGξξ (1.48)
Nous voyons ici le défaut de ce type d'approximation : pour qu'il soit fidèlement représentatif
du comportement statistique du champ G et notamment de sa corrélation, il nécessite un
nombre de points conséquent (i.e. n très grand) et engendre de ce fait des temps de calcul très
importants, voire irréalistes. Par ailleurs, il ne tient pas compte, par construction, du maillage
EF : les points de Fn sont choisis a priori, indépendamment de ce dernier. C'est pourquoi
d'autres versions de cette approche ont été développées pour tenir compte du maillage et pour
utiliser moins de points (cf. par exemple [Mat97, Lem05]) :
 la méthode de discrétisation utilisant les centres de gravité des éléments (mid-point
method) est la façon la plus simple de procéder : elle consiste à associer une variable
aléatoire à chaque élément du maillage, en supposant que celle-ci est la valeur du
champ stochastique au milieu de l'élément, les moments statistiques de ces variables
aléatoires sont alors obtenus en considérant ceux du champ stochastique aux différents
points milieux du maillage [Der88, Fal02, Imp03, Fal04],
 la méthode utilisant les noeuds des éléments (Nodal point method) et ses versions
améliorées : la méthode d'interpolation polynomiale (Interpolation method, [Mat97]),
la méthode des fonctions de forme (Shape function method), la méthode basée sur
l'emploi d'une technique d'estimation linéaire optimale (Optimal Linear Estimation,
[Li 93]), dite méthode OLE et qui n'est qu'une application particulière des techniques
de krigeage,
 la méthode utilisant les points d'intégration (Integration point method, méthode citée
par Matthies et al. [Mat97] et utilisée, à notre connaissance, par Brenner et Bucher
[Bre95]),
 la discrétisation par moyenne locale (local average method en anglais, [Zhu92]), basée
sur l'idée de construire les v.a. ξi en attribuant à chacune de ces variables la moyenne
spatiale du processus G sur un élément. Cette moyenne spatiale peut a priori être
calculée analytiquement ou estimée dans la pratique à partir d'observations du champ
en des points particuliers (par exemple des sondages en géotechnique).
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Nous notons que, dans toutes ces méthodes, le champ cible G est approché par un
champ G~ de la forme :
 


n
1i
ji xx
~
XG  (1.49)
ou :
 


n
1i
jiG xx
~ ξG  (1.50)
où les Xj sont des v.a. gaussiennes, ξj sont des v.a. gaussiennes centrées réduites et Φj
sont des fonctions dont les expressions dépendent de la méthode d'approximation
considérée : ce sont, par exemple, des fonctions indicatrices (celles des éléments) pour
les première et quatrième méthodes et des fonctions d'interpolation ou de forme pour
les deuxième et troisième méthodes.
 la discrétisation par intégrales pondérées (weighted-integral method) permet de
transformer le champ stochastique initial en un vecteur de variables nodales, qui sont
calculées lors de l'intégration numérique requise sur chaque élément pour le calcul de
la rigidité élémentaire [Tak90a–b, Deo91a-b]. Dans [Tak92], il a été montré que cette
discrétisation donnait une très bonne approximation de la variance de la réponse,
tandis que la discrétisation au milieu de l'élément avait tendance à la surestimer, et la
discrétisation par moyenne locale à la sous-estimer.
De l'expérience des utilisateurs de ces méthodes, nous pouvons avancer qu'aucune d'elles ne
s'est véritablement imposée comme méthode de référence. Chacune a son domaine
d'application, qui est plus au moins bien délimité, et de toute évidence des progrès restent à
faire dans ce domaine. En particulier, toutes ces méthodes restent seulement applicables à des
champs gaussiens [Sud00]. De plus, le fait que l'approximation discrète dépend du maillage
peut être un handicap dans certaines situations (cf. par exemple [Mah91]). Il est montré en
outre, pour la méthode de discrétisation par moyenne locale, que la variance du champ
approché varie avec les dimensions du maillage EF (phénomène de réduction de variance ou
effet d'échelle). Nous pouvons être alors amené à utiliser une autre forme d'approximation,
basée sur un développement en série du champ, que nous allons brièvement évoquer ci-
dessous.
(b) Approximations fonctionnelles
D'autres méthodes existent, comme le développement de Karhunen-Loève [Gha91], la
méthode spectrale [Shi91], ou des méthodes de développements orthogonaux [Eli79, Zha94].
Le développement de Karhunen-Loève est basé sur un ensemble de fonctions orthogonales
déterministes, qui sont les fonctions propres de la fonction de covariance du champ aléatoire.
L'inconvénient qui s'ensuit est qu'on est obligé de connaître les valeurs propres et les
fonctions propres de la fonction de covariance, dont la détermination par une équation
intégrale est difficile sauf dans les cas particuliers où des solutions analytiques existent. Un
avantage est que, en général, il faut moins de termes pour représenter correctement le champ
aléatoire qu'avec des polynômes orthogonaux. Il peut néanmoins exister des cas où un grand
nombre de termes est nécessaire.
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L'idée est de rechercher une représentation du champ aléatoire sous la forme d'un
développement en série, c'est-à-dire de l'écrire sous la forme [Law87] :
 



1i
iiG xx ξG  (1.51)
où les ξi sont des v.a. gaussiennes centrées indépendantes et φi sont des fonctions
orthogonales (par rapport à une certaine métrique) de Ωdans R, puis d'approcher G par un
champ G~ obtenu en tronquant à un certain ordre P la série précédente :
 


P
1i
iiG xx ξG  (1.52)
L'intérêt d'une telle procédure, basée sur l'écriture de G sur une certaine base fonctionnelle,
est qu'elle ne fait pas intervenir le maillage EF. Ajoutons que, dans son application spécifique
au contexte EF, elle est souvent couplée à un développement des coefficients aléatoires ξi en
chaos de Wiener [Wie38].
Les deux bases fonctionnelles les plus courantes sont celle des polynômes d'Hermite
normalisés (cf. annexe B) et celle des fonctions propres de l'opérateur de covariance du
champ G.
1.2.4.4 Discrétisation de Karhunen-Loève
La méthode de discrétisation de Karhunen-Loève [Loè77] permet de représenter tout champ
aléatoire G(x) en une partie déterministe (la moyenne μ(x)) et en une partie aléatoire
décomposée sur la base des valeurs propres λi et des fonctions propres fi(x) de la fonction
d’autocovariance CG(x, x) = σ(x) σ(x) ρ(x, x), solution du problème aux valeurs propres
suivant (équation intégrale de Fredholm) :
      xfdxfx,xC,...1i iiiG (1.53)
Le noyau CG étant une fonction d’autocovariance, il est borné, symétrique et défini positif.
Ainsi l’ensemble des {fi} forme une base complète orthogonale de l’espace des fonctions de
carrés intégrables L2(Ω). Les valeurs propres sont réelles, positives et en nombre fini. Chaque
réalisation de G(.) peut ainsi être développée sur cette base :
 



1i
iii xfξx)x(G  (1.54)
où {ξi, i=1,….} sont les coordonnées de la réalisation du champ aléatoire vis-à-vis de
l’ensemble des fonctions déterministes {fi}. En calculant Cov[G(x), G(x)] à partir de
l’équation (1.27) et en imposant son égalité à CG(x, x), nous avons :
  kllkE ξξ (Symbole de Kronecker) (1.55)
Cela signifie que la famille des 1iiξ forme un ensemble orthonormal de variables aléatoires
vis-à-vis du produit scalaire.
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Propriétés
La discrétisation de Karhunen-Loève vérifie les propriétés suivantes :
• Comme il ne peut y avoir des valeurs propres multiples (excepté éventuellement 0), il est
possible de les classer en une suite décroissante convergeant vers 0.
En tronquant la série (1.54) à un ordre M, nous avons l’approximation de Karhunen-Loève du
champ aléatoire :
  


M
1i
iii xfxx
~ ξG  (1.56)
• La base des fonctions propres de la fonction d’autocovariance est optimale au sens des
moindres carrés pour l’erreur (intégrée surΩ) due à la troncature à un ordre M.
• L’ensemble des variables aléatoires qui apparaissent dans l’équation (1.54) est orthonormal,
c’est-à-dire qu’elles vérifient (1.55), si et seulement si les fonctions de base {fi(x)} et les
constantes λi sont des solutions du problème aux valeurs propres (1.53).
• Comme les fonctions propres sont orthonormales, il est facile d’obtenir une expression de
chaque variable aléatoire qui apparaît dans les séries :
      dxfxx
1
i
i
i Gξ (1.57)
Ainsi, quand G(.) est un champ gaussien, chaque variable aléatoire ξi est une variable
aléatoire gaussienne. Il s’ensuit que les {ξi}1≤i≤∞ forment un ensemble de v.a.g.c.r.
indépendantes. De plus, on montre que la discrétisation de Karhunen-Loève d’un champ
gaussien est convergente presque sûrement.
• De l’équation (1.57), nous tirons que la variance de l’erreur obtenue après troncature à
l’ordre M est définie par :
        


M
1i
2
ii
2 x
~
VarxVarxfxx
~
xVar GGGG  (1.58)
Le membre de gauche de l’équation ci-dessus est toujours positif (car c’est la variance de
l’écart   x~x GG  ). Ainsi, la discrétisation de Karhunen-Loève sous-estime toujours la vraie
variance du champ.
Il est à noter qu’il existe d'autres développements se substituant à celui de Karhunen-Loève.
Ce dernier est en fait un cas particulier d'une famille plus large de développements, nommés
OSE (Optimal Series Expansions), applicables à un champ aléatoire non nécessairement
gaussien. Ce type de développement, cité dans [Sud00], semble cependant n'avoir été exploité
que par ses auteurs [Zha94]. Un autre développement, nommé EOLE (Expansion Optimal
Linear Estimation, [Li 93]), qui est une extension de la méthode OLE (variante de la méthode
utilisant les nœuds des éléments), est appliqué dans le cadre d'une MEFS [Sud00]. Cette
dernière méthode n'est plus limitée dans la pratique à quelques fonctions de covariance, mais
dépend néanmoins du maillage EF, contrairement au développement de Karhunen-Loève.
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Une dernière façon de procéder est de représenter le champ aléatoire par sa projection sur une
base de fonctions orthogonales, des polynômes de Legendre par exemple ([Eli79], [Zha94]).
Pour obtenir la même précision qu'un développement de Karhunen-Loève, il faut plus de
termes, mais il y a moins de calculs puisqu'on évite la résolution d'une équation intégrale.
1.3 Méthodes stochastiques en calcul des structures
Cette partie donne un aperçu des différentes méthodes stochastiques, prenant en compte les
incertitudes sous forme de variables aléatoires et de champs stochastiques dans les modèles
mécaniques en calcul des structures. Nous étudions ensuite les concepts et les applications
que peuvent apporter ces méthodes au niveau de la validation des modèles.
Nous présentons dans les paragraphes suivants les méthodes classiques de résolution des
problèmes stochastiques [Ibr87, Ben88]. Quelques problèmes peuvent être résolus
analytiquement, mais ce sont en général des problèmes académiques simples. Les simulations
de Monte-Carlo sont largement employées, malgré leur fort coût en temps de calcul, et
servent de référence pour les méthodes approchées. La méthode des perturbations, qui
s'appuie sur un développement en séries de Taylor à un ordre faible (un ou deux en général),
est la méthode la plus employée, malgré ses problèmes de convergence. Dans le même ordre
d'idée, le développement en séries de Neumann peut être employé, mais il souffre lui aussi de
problèmes de convergence. Une méthode plus récente est aussi présentée, qui utilise une
projection sur une base de polynômes orthogonaux de variables gaussiennes. Enfin, lorsque
les variables sont bornées, des méthodes spécifiques peuvent être envisagées.
1.3.1 Méthode analytique
Une première approche des problèmes aléatoires peut consister en une résolution analytique.
Nous définissons pour cela la distribution de l'image d'une variable par une fonction.
Soit f une fonction à valeurs réelles. Soit X une variable aléatoire, Y est donnée par Y= f (X).
Nous voulons connaître la distribution de Y sachant celle de X. Y est aussi une variable
aléatoire si P[f (X) ≤y] existe pour tout y. On peut montrer qu'il en est ainsi si f (x) a au plus
un nombre fini de discontinuités. Par définition,
     
   yf dxxpyfPyPyF XXY (1.59)
L'intégrale s'étend sur tous les segments où l'inégalité est vérifiée. Nous avons donc :
  
  yf dxxpdy
d
dy
ydFyp
X
(1.60)
En partitionnant sur les segments où la fonction est monotone, nous avons :
 
k
k
k dy
dgygpyp (1.61)
où gk est l'application inverse de f sur le kieme segment.
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Les limitations des résolutions analytiques sont atteintes très rapidement. En effet, nous ne
connaissons que difficilement les problèmes sous la forme Y = f(X). En général, nous avons
plutôt une forme implicite matricielle, qu'on ne sait pas résoudre analytiquement, la
dépendance de la sortie recherchée étant non linéaire par rapport aux variables aléatoires
[Ibr87].
1.3.2 Simulations de Monte-Carlo
L’approche la plus répandue est l'utilisation de la méthode de Monte-Carlo, détaillée dans de
nombreux ouvrages tels que [Fis96], qui est une approche statistique, car l'évaluation des
caractéristiques stochastiques de la réponse du système passe par le calcul d'un grand nombre
de problèmes déterministes.
En effet, l'utilisation de cette méthode nécessite de générer des réalisations des paramètres
aléatoires du modèle, appelées tirages, qui tiennent compte des lois de probabilité respectives
et des corrélations entre les différentes variables aléatoires mises en jeu. Nous obtenons ainsi,
pour chaque tirage des différents paramètres aléatoires, une structure pour laquelle un calcul
déterministe de la réponse peut être mené. Une étude statistique de ce jeu de réponses permet
alors de déterminer une moyenne et un écart-type, ou encore une probabilité d'occurrence d'un
critère mécanique.
1.3.2.1 Avantages et inconvénients
Le principal avantage des simulations de Monte-Carlo est de permettre de mener succes-
sivement plusieurs calculs déterministes une fois que les jeux de paramètres ont été tirés. Pour
peu que le problème déterministe soit traitable par un code de calcul classique ou
spécialement dédié, nous pouvons facilement étudier la réponse du modèle stochastique traité.
Néanmoins cet avantage constitue également le principal inconvénient de la méthode car un
nombre suffisamment grand de tirages doit être effectué pour que l'étude statistique de la
réponse converge.
Un résultat de convergence à une dimension peut être donné par une application du théorème
central limite : nous cherchons à estimer l'espérance d'une variable aléatoire Y. La méthode de
Monte-Carlo pour n tirages nous donne alors une estimation de cette espérance, à l'aide de n
variables aléatoires {Yk}k=1...n de même loi de probabilité que Y. Nous montrons alors que
l'écart :



n
k
knn
1
1 YY (1.62)
entre l'espérance de Y et son estimé suit une loi normale centrée d'écart-type
n
 où σest
l'écart-type de la variable aléatoire Y. Autrement dit, la vitesse de convergence de la moyenne
de Monte-Carlo est donc de l'ordre de
n
1 où n est le nombre de tirages.
Le nombre minimal de tirages requis pour un certain niveau de convergence peut alors
devenir considérable suivant l'objet de l'étude statistique, mais aussi suivant le nombre de
paramètres aléatoires du problème. C'est pourquoi de nombreuses techniques numériques ont
été mises au point pour contrebalancer cette exigence, dont quelques-unes sont présentées ci-
dessous.
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1.3.2.2 Amélioration de la méthode
Parallélisation
La structure même de la méthode de Monte-Carlo permet une parallélisation aisée des
opérations : il suffit de mener les résolutions des systèmes déterministes sur plusieurs
processeurs (ou ordinateurs), ce qui réduit ainsi assez fortement les temps de calcul. Nous
trouvons dans [Joh97, Pap99] quelques exemples récents d'implémentations.
Réduction de la variance
Les techniques dites de réduction de la variance (Importance sampling), permettent
d'accélérer la convergence de la méthode en augmentant la densité des réalisations dans les
régions d'intérêt, à savoir celles qui contribuent le plus à l'estimation statistique désirée. En
effet, nous avons vu précédemment que l'écart entre l'espérance cherchée et l'estimation par
Monte-Carlo suivait une loi normale centrée d'écart-type
n
 où σest l'écart type de la
variable aléatoire étudie, d'où l'idée de vouloir « réduire » cette variance.
La principale limitation de ce genre de méthode est liée au nombre de variables aléatoires
indépendantes : au-delà de dix, le coût de la technique de réduction de la variance devient
prohibitif par rapport au coût d'une méthode de Monte-Carlo classique.
Hypercube Latin sampling
La technique dite de l’Hypercube Latin, introduite dans [McK79], est très employée, car sa
propriété de « stratification » permet de réduire assez nettement le nombre de tirages requis.
Le domaine de définition de chaque variable aléatoire est divisé en n intervalles d'égales
probabilités, et nous tirons aléatoirement une valeur sur chacun de ces intervalles. Ensuite,
les n valeurs ainsi tirées pour la première variable aléatoire sont appariées aléatoirement avec
les n valeurs tirées pour la seconde variable aléatoire, formant ainsi n couples qui sont alors
associés aléatoirement avec les n valeurs tirées pour la troisième valeur aléatoire, et ainsi de
suite pour obtenir np - uplets, où p est le nombre de variables aléatoires du modèle, qui
constituent les n tirages finalement utilisés pour caractériser la réponse.
En pratique, ce nombre n de tirages est bien plus faible que celui requis avec une méthode de
Monte-Carlo classique pour un même niveau de convergence. Diverses améliorations ont été
menées depuis ; voir par exemple [Hel03].
Méta-modèles
Les techniques précédentes s'attachent à améliorer la méthode de Monte-Carlo elle-même. Il
est bien sûr possible de réduire le temps de calcul requis par les résolutions déterministes en
remplaçant le modèle « complet » initial par un modèle approché de substitution qui soit plus
rapide à mettre enœuvre. Nous parlons souvent de méthodes de surface de réponse (Response
Surface Methods) [Far89], ou encore de méta-modèles, dont le principe consiste à établir une
surface approchée de la réponse du modèle.
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Pour cela, la réponse du modèle déterministe complet est calculée pour différents jeux de
paramètres, de façon à obtenir suffisamment de points de réponse pour interpoler ces derniers
par une certaine forme de modèle de régression. Nous trouvons quelques exemples récents de
cette façon de procéder dans [Sch01, Hem01, Bou03]. Bien entendu, une étape préliminaire
indispensable dans l'élaboration de ces méta-modèles consiste à sélectionner les paramètres
du modèle les plus influents sur la réponse, ce à quoi s'attachent les méthodes décrites dans le
paragraphe 1.3.2.3, car comme pour les techniques précédentes, la principale limitation réside
dans le nombre de variables aléatoires indépendantes du modèle.
Dans le domaine de la mécanique, les calculs déterministes qui sont réalisés pour les jeux de
paramètres tirés font intervenir généralement une discrétisation spatiale du problème, de type
Eléments Finis. Nous sommes donc en présence, quoique de façon indirecte, de méthodes que
l'on pourrait qualifier d'Eléments Finis stochastiques.
1.3.3 Méthodes des Eléments Finis Stochastiques
Ce paragraphe présente succinctement les principales méthodes d'éléments finis stochastiques
(MEFS) actuellement disponibles dans la littérature, le paragraphe se terminant par quelques
éléments de comparaison entre ces méthodes. Depuis une vingtaine d’années, de nombreuses
méthodes ont été développées pour prendre en compte l’aléa dans des problèmes mécaniques.
L’expression éléments finis stochastiques regroupe différentes méthodes qui n’ont pas
forcément les mêmes origines. L’ensemble des définitions présentes dans cette section est issu
de [Van03, Van04, Sud00, Iem06].
C'est dans l'idée de mêler plus intimement la méthode des Eléments Finis, telle qu'elle existe
pour les problèmes déterministes, avec les outils probabilistes que s'est développée la
méthode des Eléments Finis Stochastiques (Stochastic Finite Elements Method). L'idée est de
considérer l'aléa comme une dimension supplémentaire du problème traité, tout en employant
la discrétisation spatiale proposée par le concept des Eléments Finis.
Soit le modèle EF d'un système mécanique, dont certains paramètres sont représentés par une
v.a. vectorielle. Nous avons montré que cette v.a. vectorielle pouvait être obtenue par
discrétisation de champs aléatoires et/ou par modélisation d'une ou plusieurs paramètres par
des v.a. scalaires. Le problème à résoudre consiste à utiliser le modèle EF et cette v.a.
vectorielle, afin de fournir une caractérisation probabiliste de la réponse mécanique, en termes
de moyenne et de variance au moins.
La bibliographie relative aux MEFS comporte des centaines d'articles et quelques
monographies [Sch97, Mat97, Sud00]. Citons aussi le récent ouvrage de Lemaire [Lem05]
comportant un chapitre sur le sujet. Il existe enfin quelques articles de synthèse dont [Mat97].
Nous trouvons dans [Ste09] un état de l’art des derniers développements des méthodes des
éléments finis stochastiques.
Après cette présentation générale, le paragraphe (1.3.4) porte sur la Méthode des éléments
finis stochastiques par perturbation, et le paragraphe (1.3.5) décrit la méthode des éléments
finis stochastiques spectrale.
La procédure globale de résolution de la Méthode des Eléments Finis Stochastiques est
récapitulée sur la figure 1.2.
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Figure 1.2. Procédure globale de résolution par la Méthode des Eléments Finis Stochastiques.
1.3.4 Méthode des Eléments Finis Stochastiques par perturbation
La méthode des Eléments Finis par perturbation (Perturbation SFEM) [Bae81] est très
largement employée dans le domaine des éléments finis stochastiques. C'est une méthode
basée sur une approximation des fonctions des variables aléatoires par leur développement en
série de Taylor autour de leur valeur moyenne. Dans la pratique, ces développements sont
tronqués à l'ordre deux, ce qui a l'avantage de n'utiliser que les deux premiers moments
statistiques des paramètres stochastiques.
Par exemple, si le problème discrétisé revient à résoudre un système de la forme [K]{U}={F},
des développements à l'ordre deux par rapport aux n variables aléatoires ξk donnent :
Méthodes de discrétisation de champs aléatoires
- Méthode des centres de gravité des éléments
- Méthode des noeuds des éléments
- Méthode d’interpolation polynomiale
- Méthode de moyenne locale
- Méthode d’intégrales pondérées
- Méthode d’estimation linéaire optimale
- Méthode de développements orthogonaux
- Méthode de développement de Karhunen-Loève
Génération des champs
stochastiques
Analyse par MEFS
* Approches Non statistiques
* Approches Statistiques
- Monte-Carlo
- Méthode de surface de réponse
- Technique de réduction de Variance
- Conception d’expriment
Evaluation de la réponse
- Méthode des Perturbations
- Séries de Neumann
- Méthode Spectrale
Estimation des moments
statistiques
- Estimation non statistique
- Estimation statistique
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où [K0],  IiK et  IIijK désignent respectivement la moyenne, et les dérivées premières et se-
condes de la matrice de rigidité [K] par rapport aux variables aléatoires, [U0],  IiU et  IIijU
sont les quantités analogues définies pour le champ de déplacement solution {U} que l'on
recherche.
La résolution se fait alors ordre par ordre successivement : voici les expressions pour la
détermination des ordres zéro, un et deux, avec i, j = 1 . . . n :
[K0]{U0}= {F} (1.65)
     00 UKUK IiIi  (1.66)
         00 UKUKUKUK IIijIiIjIjIiIIij  (1.67)
De nombreuses applications à des problèmes linéaires et non-linéaires ont été réalisées, en
statique comme en dynamique, avec de bons résultats lorsque les paramètres incertains
fluctuent dans des bandes étroites. Citons par exemple [Liu86a–b, Liu88] pour les premiers
travaux, ainsi que plus récemment [Eli95, Mus00]. Le cas des éléments de poutre incertains
est par exemple traité par [Cha91]. Les équations générales de résolution sont classiques, nous
pouvons les trouver dans l’état de l'art présenté par [Ben88]. L’article de Hien et Kleiber
[Hie90] est très complet, et permet d'avoir une version détaillée des calculs et des résultats.
La technique des perturbations étant basée sur un développement en séries de Taylor, elle est
sujette aux conditions d'existence et de validité de telles séries, en particulier au problème lié
au rayon spectral, comme le soulignent Ghanem et Spanos [Gha91] ; ce qui limite son champ
d'application aux cas où les variables varient peu, en particulier dans le cas des systèmes
dynamiques. [He00] présente néanmoins une méthode pour prendre en compte les paramètres
de grande dispersion. Les approximantes de Padé [Wei, Bre96], qui font partie des méthodes
d'accélération de convergence, peuvent être employés pour augmenter le domaine de validité
de l'approximation basée sur un développement en séries de Taylor. Une technique de ce type
a été utilisée par Roy et Spanos dans le cas d'une analyse non linéaire [Roy91].
1.3.5 Méthode Spectrale des Eléments Finis Stochastiques
Cette méthode est présentée de manière plus détaillée dans le chapitre 2, nous nous limitons
ici à l'énoncé de son principe [Gha99a, Gha96, Gha91]. Considérons un problème mécanique
décrit par un modèle EF, qui dépend d'un paramètre aléatoire y. Le paramètre y est modélisé
par un processus aléatoire gaussien stationnaire Y. Ce processus fait l'objet d'une
discrétisation par développement de Karhunen-Loève, (§ 1.2.4.4). La troncature du
développement produit un ensemble fini de variables aléatoires gaussiennes standard dont la
taille correspond à la dimension de la partie stochastique du modèle.
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Cependant, cette base n’est pas appropriée pour la représentation du champ de réponse à
cause de la relation non linéaire entre la réponse et la distribution gaussienne modélisant
l'incertitude. La réponse stochastique exigée est alors projetée sur le chaos polynomial obtenu
avec les variables aléatoires du développement de Karhunen-Loève. En fait, le chaos
polynomial d'ordre P sert de base à la représentation de n'importe quel polynôme de variables
aléatoires. Une expression explicite de la réponse aléatoire, analogue à une surface de
réponse, est finalement obtenue et permet l'évaluation des moments statistiques de la réponse.
Des développements récents dans ce domaine ont visé l’identification de la structure
particulière des systèmes linéaires impliqués dans les applications de la méthode et à proposer
des techniques efficaces de résolution pour ces systèmes. Ghanem et Kruger [Gha96]
proposent un arrangement efficace pour réduire la quantité de mémoire informatique exigée
pour stocker la matrice de rigidité. En raison de la dominance diagonale de cette matrice, un
procédé itératif de résolution peut être employé. Les méthodes de sous-espace, qui n'exigent
pas un stockage explicite de la matrice du système, sont adaptées au problème. Une approche
hiérarchique a été également proposée, dans laquelle une approximation de bas ordre est prise
comme conjecture initiale suffisamment précise pour une analyse stochastique d’ordre plus
élevé. Pellissetti et Ghanem [Pel00] analysent plus en détail ces techniques et recommandent
plusieurs implémentations numériques. D’autres améliorations successives de la MEFSS sont
apparues ces dernières années : développement pour un champ d'entrée lognormal [Bar07b]
puis champs quelconques [Gha99c, Gha99a], calcul systématique des moments de la réponse
sans recours au calcul formel [Sud00], recherche d'estimateurs d'erreurs dues à la
discrétisation des champs [Gha02, Fie04], propositions d'adaptation au calcul parallèle. Une
tentative de couplage entre la MEFSS et des simulations de Monte-Carlo a été proposée par
Ghanem. Cette idée, retenue dans l’état de l'art par Sudret et Der Kiureghian [Sud00], n'a fait
à notre connaissance l'objet d'aucun travail supplémentaire.
Les applications de la MEFSS sont nombreuses, mais restent limitées à des problèmes
mécaniquement linéaires. De premières applications ont considéré des structures simples
(poutres et plaques) [Spa89, Gha91, Gha99d], où le paramètre d'entrée incertain est un
module d'élasticité longitudinal ou une rigidité flexionnelle, modélisés par un processus ou un
champ gaussien, la matrice de rigidité aléatoire étant une fonction linéaire de ce paramètre.
Les coefficients de variation des paramètres de sortie, ainsi que les densités de probabilité des
déplacements sont estimés.
En statique, des massifs de sols ont été étudiés : (i) deux couches de sols, soumises à une
pression constante sur une partie de la surface et séparées par une interface située à une
profondeur variable modélisée par un champ gaussien, [Gha96], (ii) un massif de sol dont le
module d'élasticité longitudinal est modélisé par un champ lognormal, soumis à une charge
ponctuelle. Ce même modèle est exploité par Sudret et Der Kiureghian [Sud00], puis par
Sudret et al. [Sud04]. Les variations des contraintes et des efforts dans une structure
stochastique ont été étudiées par [Nga07].
Le développement de Neumann a été également employé par Ghanem et Spanos [Gha91]
dans le cadre de la méthode spectrale et fournit un développement alternatif à la projection sur
un chaos polynomial. L'avantage principal de ce traitement est que le système linéaire
impliqué dans le calcul de la réponse stochastique est un système triangulaire inférieur
(comme c'est le cas dans la méthode de perturbation), et par conséquent plus facile à résoudre
que le système couplé généré par le développement sur la base du chaos polynomial. Les
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applications numériques cependant montrent que le développement de Neumann produit de
plus mauvais résultats que le développement sur chaos polynomial. Mei et al, [Mei98]
emploient la méthode pour l'analyse stochastique des poutres.
Cette méthode a été également appliquée pour l’analyse dynamique des structures par Sarkar
et Ghanem [Sar02] en couplant la MEFSS à trois cadres déterministes adaptés à la gamme de
fréquence moyenne (Dynamique element Method, Energy Operator Approach et Proper
Orthogonal Décomposition). Karakostas et Manolis [Kar02] proposent une procédure
stochastique d'éléments de frontière basée sur la représentation spectrale, grâce à laquelle est
calculée la réponse dynamique d’un tunnel en considérant les propriétés stochastiques de la
terre. La MEFSS a aussi été appliquée à plusieurs problèmes de dynamique (interaction sol-
structure [Ghi02], vibrations aléatoires [Li 97]).
Enfin, la base de variables aléatoires proposée pour l'analyse statique par Lawrence [Law87]
peut être également considérée comme une approche spectrale. En fait, la méthode suppose
que toutes les quantités aléatoires impliquées dans la réponse stochastique peuvent être écrites
comme une somme de fonctions déterministes multipliées par des variables aléatoires non-
corrélées. Les fonctions déterministes sont choisies de telle manière qu'elles forment une base
complète (par exemple, des polynômes de Legendre). La moyenne et la variance des variables
aléatoires sont calculées à partir de la série des données d'entrée (la matrice de raideur et le
vecteur de force). Ce procédé implique, comme dans la SFEM spectrale, la résolution itérative
d'un système linéaire, mais qui est beaucoup plus grand et de plus couplé.
1.3.6 Autres méthodes
1.3.6.1 Méthode itérative ou séries de Neumann
Le développement de Neumann a été initialement proposé pour ses propriétés de convergence
et ses facilités de programmation, par rapport à la méthode de perturbations classique
[Yam88, Shi88b]. La v.a. {q} modélisant le vecteur des déplacements nodaux peut être
formellement obtenue par inversion du système linéaire :
[K]{q} = {F} {q} = [K]-1{F} (1.68)
Décomposons la matrice de rigidité comme la somme d'un terme moyen [K0] et d'un terme
aléatoire [K*] : [K] = [K0] + [K*]. Le développement en série tronquée de Neumann de
l'inverse de la matrice de rigidité [K] s'écrit :
[K]-1 = ([I] – [R] + [R]2 – [R]3 + …) [K0]
-1 , [R] = [K0]
-1 [K*] (1.69)
La méthode de Neumann consiste à écrire la solution {q} sous forme d'une série    nqq
[Ben88, Gha91].
L'approximation au premier ordre est la solution du problème sans [K*] :
{q0} = [K0]
-1 {F} (1.70)
La première itération sur {q0} donne un terme correctif {q1} :
{q1} =−[K0]-1 [K*]{q0} (1.71)
Une itération de plus donne :
Chapitre 1 : Etude bibliographique
48
{q2} =−[K0]-1 [K*]{q1} (1.72)
{q} peut donc être écrit :
     


0
0
1
0
n
n
qKq *K (1.73)
Bien entendu, nous retrouvons la condition de validité de la méthode :
   110  *KK (1.74)
Les applications numériques ne tiennent compte que des premiers termes de cette série. Les
applications ont par exemple concerné des structures constituées de barres [Shi88], une
plaque soumise à une traction répartie sur un côté, dont le module d'élasticité longitudinal est
un champ aléatoire bidimensionnel [Yam88]. Le développement de Neumann a été envisagé
(mais non retenu) par Ghanem et Spanos [Gha91], dans le cadre de la Méthode des Eléments
Finis Stochastiques Spectraux (MEFSS), que nous introduisons au paragraphe 1.4.
1.3.6.2 La méthode de quadrature
La méthode de quadrature permet d'estimer les moments d'ordre i d'une v.a. Z = g(Y), par
l'intégration numérique de type quadrature de Gauss.
Dans le cas simplifié où les v.a. Z et Y sont scalaires, la méthode de quadrature consiste alors
à approcher le moment d'ordre i de la v.a. Z par une somme de la forme :
 


N
k
kk
ii
Z yg
1
 (1.75)
où (yk, ωk)k=1..N sont N couples des points et poids définis en utilisant la relation de récurrence
suivante :
 01  y , 10 y ,     ybyayy jjjjj 11    (1.76)
Cette relation est valable pour toute famille de polynômes orthogonaux Фj dont le coefficient
du monôme de plus haut degré est égal à 1, avec :
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(1.77)
Les poids ωk sont déduits de la relation :
 
   kNk
k
N
NN
k
yy
y
E
1
11



 
 (1.78)
Les points yk sont les racines des polynômes ФN.
Dans un cadre non linéaire, statique ou dynamique, pour un nombre modéré de v.a., la
quadrature semble une alternative intéressante aux simulations. Une limite de l'approche est
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que le nombre d'évaluations s'élève à NM, où M est la dimension de Y, ce qui rend les temps
de calcul prohibitifs.
Cette méthode a été appliquée à des problèmes de géotechnique et d'une sphère sous pression
[Sud03], où suite à l'estimation de plusieurs moments statistiques, une densité de probabilité
de défaillance, puis une probabilité de défaillance sont éventuellement estimées. Si la
dimension M est trop grande (suite à la discrétisation de champs aléatoires par exemple), les
simulations de Monte-Carlo et ses variantes s’avèrent plus intéressantes [Gha99a].
1.3.6.3 Méthode fondée sur une discrétisation aléatoire par Intégrales
Pondérées
La méthode fondée sur une discrétisation aléatoire par Intégrales Pondérées fut surtout
développée par Deodatis [Deo91a, Gra01] et Takada [Tak90b, Tak90a]. Cette technique,
appelée dans la littérature « méthode des intégrales pondérées (MIP) » (weighted integrals
method) est à l'origine une technique de discrétisation de champs aléatoires (voir paragraphe
1.2.3). Par extension, les auteurs précités et les états de l'art ont appelé Méthode des Intégrales
Pondérées la MEFS incluant cette technique de discrétisation originale, associée à une
technique d'estimation de moments statistiques.
La MIP applique le principe de la perturbation à la représentation de la matrice de rigidité [K],
dépendant d'un champ aléatoire d'entrée G, gaussien et stationnaire. Le vecteur des
déplacements nodaux {q} est alors approché par un développement de Taylor au premier
ordre. Dans cette approche, la variance de {q} s'écrit en fonction de la densité spectrale de
puissance du champ gaussien G et d'une famille de fonctions appelées fonctions de variabilité
de la réponse (variability response function). Ces fonctions sont calculables analytiquement
pour le problème d'une barre dont le module d'élasticité longitudinal est modélisé par un
processus gaussien [Deo90a, Deo90b]. Mais le calcul pratique de cette variance reste délicat
dans un cas plus général [Sud00]. Malgré cette limite, la MIP a fait l'objet de diverses
applications dans le cadre des techniques de discrétisation des champs (fondation au module
d'élasticité longitudinal variable et soumise à une sollicitation aléatoire [Deo89], plaque en
flexion [Gra98], coque dont les coefficients de Lamé et éventuellement l'épaisseur sont
variables [Ste04]).
1.3.6.4 Méthodes non paramétriques
Dans toutes les méthodes stochastiques que nous venons de passer en revue, le choix des
paramètres incertains du modèle, à savoir le type de données (variables aléatoires ou champs
stochastiques) et des lois de probabilité associées, se révèle crucial pour l'étude de la
variabilité de la réponse. Dans ce cas, nous supposons que le modèle est parfaitement connu,
les incertitudes ne portant en effet que sur les paramètres de ce modèle. Or pour des systèmes
mécaniques suffisamment complexes, cette hypothèse peut être excessive. Certaines zones,
comme les liaisons par exemple, mettent en jeu des phénomènes qui souvent ne sont pas pris
en compte dans le détail, et sont donc représentées par des modèles simplifiés, pour lesquels
le choix des paramètres se révèle un peu artificiel. Il faut dans ces cas pouvoir prendre en
compte des incertitudes de modélisation.
Peu de travaux considèrent ce type d'incertitudes, citons par exemple [Soi86] pour une
première approche concernant le « chaos structural », défini comme l'ensemble des sous-
systèmes mécaniques secondaires reliés à la structure maîtresse, et qui ne sont pas
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modélisables classiquement, la finalité étant d'introduire une modélisation probabiliste globale
de ce chaos structural. Ce concept n'a pas pour but premier d'étudier la variabilité de la
réponse du système, mais vise à améliorer la prévision des Fonctions de réponse en
Fréquences (FRF) déterministes, initialement dans le domaine des moyennes fréquences, puis
dans la quantification des effets de l'amortissement dans le domaine des basses fréquences
[Soi94]. Les lois de probabilité étant appliquées à des quantités globales telles que des
impédances de frontière entre le flou structural et la structure maîtresse, cette dernière
approche est qualifiée de non paramétrique.
Plus récemment [Soi00], une autre méthode non paramétrique a été proposée pour prendre en
compte les incertitudes de modélisation, cette fois-ci avec pour but réel d'étudier la variabilité
des FRF. Dans ce cas, la méthode est non paramétrique car les paramètres incertains ne sont
pas directement modélisés par des variables aléatoires ou des champs stochastiques : les
incertitudes sont prises en compte de façon globale en modélisant directement les matrices du
modèle dynamique par des matrices aléatoires, formées à partir du principe du maximum
d'entropie. Puisque les niveaux de dispersion peuvent varier fortement au sein d'une structure
complexe, cette approche non paramétrique a été couplée dans [Che02] avec la méthode de
sous-structuration dynamique de Craig-Bampton pour pouvoir l'appliquer sur chaque sous-
domaine où le niveau d'incertitude peut être considéré comme homogène ; les résultats de
cette méthode sont alors confrontés aux mesures expérimentales sur deux plaques boulonnées.
1.3.6.5 La méthode de collocation stochastique
La méthode stochastique de Galerkin a été employée avec succès pour différents problèmes
avec petit nombre de variables aléatoires. L'inconvénient de cette méthode se situe dans sa
difficulté d’application pour des problèmes non linéaires. La méthode de collocation
stochastique a été développée comme une méthode numérique efficace pour la résolution des
équations différentielles stochastiques partielles avec coefficients aléatoires. Baroth et al.
[Bar07a] propose une méthode de collocation stochastique d'ordre élevé pour résoudre les
systèmes mécaniques non linéaires dont les paramètres incertains peuvent être modélisés par
variables aléatoires. Comme par les méthodes stochastiques de Galerkin, la convergence
rapide peut être réalisée quand la réponse dans l'espace stochastique est lisse. Cependant,
l'implémentation numérique de la méthode de collocation stochastique est aussi facile que la
méthode de Monte-Carlo puisqu'elle exige de générer des réalisations du modèle déterministe
existant.
1.3.6.6 Méthodes des intervalles
Les incertitudes dans les structures peuvent être traitées par les probabilités, ce qui est utilisé
de manière classique. Une autre façon de voir consiste à utiliser une représentation par
intervalles, car la distribution de probabilité est difficile à connaître dans beaucoup de cas.
Dans ce contexte, l'arithmétique des intervalles a été développée, de façon à pouvoir faire des
calculs qui prendraient en compte à la fois des erreurs physiques, expérimentales et les erreurs
dues aux machines de calcul. Le résultat serait alors considéré comme "robuste".
Les idées principales du calcul par intervalles sont apparues dans la thèse de R.E. Moore,
soutenue à Stanford en 1962. Moore publie son premier ouvrage, "Interval Analysis" [Moo66],
considéré comme œuvre de référence par beaucoup.
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Lorsque les systèmes mécaniques modélisés par éléments finis dépendent de paramètres
incertains et bornés, ils peuvent être étudiés grâce à l'arithmétique des intervalles. Le calcul
par intervalles a des propriétés spéciales en comparaison à l'arithmétique classique. En
particulier, si une variable intervalle revient plusieurs fois dans une expression, il est très
probable que le résultat sera surestimé. Pour la résolution de systèmes linéaires, il existe des
algorithmes spécialisés. La majorité considère toujours des matrices intervalles pleines (c'est-
à-dire chaque terme de la matrice est un intervalle indépendant). En effet, lors de la
construction des matrices éléments finis, on peut factoriser les paramètres intervalles, ce qui
permet d'éviter de trop importantes surestimations.
De nombreuses publications sont parues, où on pourra trouver les bases du calcul par
intervalles, en particulier [Did97, Kea96].
1.4 Application des méthodes stochastiques en analyse
modale
Nous avons montré dans les paragraphes précédents, le rôle prédominant joué par les
méthodes stochastiques dans la modélisation des incertitudes des modèles mécaniques et la
façon de quantifier la qualité de la prise en compte des ces incertitudes.
Dans ce paragraphe, nous présentons les applications des méthodes stochastiques pour le
calcul des valeurs et des vecteurs propres des structures avec incertitudes. L’application de la
méthode des éléments finis stochastiques par perturbation pour l’analyse modale des
structures est détaillée dans le paragraphe 1.4.1.
La méthode des simulations de Monte-Carlo, qui est une méthode de référence dans le calcul
stochastique, est souvent utilisée pour évaluer les statistiques des quantités modales aléatoires
des structures avec paramètres aléatoires. A titre d’exemple Szekelu et Schuëller [Sze01]
présentent des procédures pour le calcul des valeurs propres et des vecteurs propres aléatoires
basées sur la méthode des simulations de Monte-Carlo. Ces procédures permettent une
réduction significative des efforts numériques de la simulation en utilisant un arrangement
d'itérations de type sous-espace avec vecteurs initiaux (start-vectors) choisis de façon
optimale. Les procédures ne sont limitées à aucun genre de technique d'échantillonnage.
Venini et Mariani [Ven97] Oh et Librescu [Oh97] ont proposé la méthode SRRM (Stochastic
Raleigh-Ritz Method) pour la résolution des problèmes stochastiques aux valeurs propres,
cette méthode étant une extension stochastique de la méthode de Rayleigh-Ritz. Elle permet
de prendre en compte les aléas sur le module d’élasticité et la densité modélisés par des
champs aléatoires. Lei et Qiu [Lei00] présentent l’application de la méthode d’éléments finis
stochastiques de Neumann pour l’analyse dynamique des structures stochastiques, dont les
résultats sont comparés dans le même article avec les résultats de la méthode des éléments
finis stochastiques par perturbation et la méthode des simulations de Monte-Carlo.
Kaminski [Kam02] a utilisé la méthode de déférences finies stochastiques (SFDM-
Stochastique Finite Difference Method) pour calculer les statistiques des quantités
dynamiques des structures dont les paramètres sont modélisés par des variables ou champs
aléatoires. Cependant cette méthode ne permet pas d’évaluer les moments de degré supérieur
à 2.
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Cheng et Xiao [Che05] proposent un algorithme pour l’analyse probabiliste des vibrations
libres des ponts suspendus. Cet algorithme est basé sur la méthode des éléments finis
stochastiques, les surfaces de réponse et la méthode des simulations de Monte-Carlo. Guedria
et al. [Gue06] proposent une méthode de condensation dynamique de modèles stochastiques.
La condensation de premier niveau est basée sur une stratégie qui combine les éléments finis
stochastiques (SFEM) avec un modèle robuste de condensation. Elle est basée sur une
technique de discrétisation des champs aléatoires qui a été établie suivant le développement
de Karhunen-Loève. Alternativement, une approche modale de perturbation (MP) permet la
synthèse rapide de la réponse aléatoire.
Dans [Gao07a], deux méthodes appelées, méthode de facteur aléatoire (Random Factor
Method- RFM) et méthode d'intervalle des facteurs (Interval Factor Method- IFM), sont
utilisées pour l'analyse des modes propres et fréquences propres des structures avec
paramètres incertains. Dans la méthode RFM, les paramètres physiques et la géométrie
peuvent être considérés en tant que variables aléatoires. La rigidité structurale et les matrices
de masse peuvent alors, respectivement, être décrites comme un produit de deux parties
aléatoire et déterministe. Les fréquences propres, les modes propres et la réponse aléatoire
peuvent être exprimées en fonction des facteurs aléatoires. Puis les expressions numériques
de la moyenne et de l'écart-type des fréquences et des modes propres sont calculées. Par
contre dans la méthode IFM, les paramètres structuraux peuvent être considérés comme
variables d'intervalle et les expressions numériques des limites inférieures et supérieures des
fréquences et modes propres sont dérivées au moyen des opérations d'intervalle. Gao et
Kessissoglou [Gao07b] ont utilisé les résultats de ces deux méthodes pour analyser les
caractéristiques dynamiques des structures stochastiques des coques sous excitation aléatoire
non stationnaire. Les expressions numériques de la moyenne, de l'écart type et du coefficient
de variation de la valeur quadratique moyenne de la réponse aléatoire non stationnaire des
déplacements sont développés.
La méthode appelée (Modal Interval Analysis Method - MIAM) a été utilisée par Sim et al.
[Sim07] pour estimer les fréquences propres, les fonctions de réponse en fréquence (FRF) et
les vecteurs propres des structures avec paramètres incertains (mais bornés). Cette méthode
est basée sur une combinaison de l’analyse modale et du calcul d'intervalle. Elle cherche les
limites supérieures et inférieures des caractéristiques comme les fréquences propres, les
modes propres et les FRF.
Chen et al. [Che06] a utilisé la méthode d'analyse d'intervalle pour traiter le problème de
contrôle de vibration dans les structures avec des paramètres d'intervalle. Les expressions des
matrices d'intervalle de masse et de rigidité sont directement développées à partir des
paramètres d'intervalle. Un algorithme pour estimer les limites supérieures et inférieures de la
valeur propre complexe d'intervalle est développé. Par contre [Che09] a utilisé la théorie
d'intervalle et les séries de Taylor de second ordre, pour résoudre les problèmes stochastiques
aux valeurs propres des structures avec fortes incertitudes. Un algorithme, appelé epsilon-
algorithme, est employé pour accélérer la convergence de la série de Neumann et pour
augmenter la précision du calcul en réduisant l'effort numérique.
La méthode des éléments finis stochastiques par perturbation a été utilisée par Van den
Nieuwenhof [Van04, Van03] pour développer une approche modale originale qui permet de
calculer directement la dispersion des Fonctions de Réponse en Fréquence (FRF) pour des
paramètres incertains. Pour cela, l'étude de la variabilité du problème aux valeurs propres a
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été menée dans le cas d'incertitudes concernant aussi bien les raideurs que la géométrie.
Numériquement, une méthode mixte de perturbation couplée à des tirages de Monte-Carlo
permet de traiter, avec un faible coût, la variabilité des FRF, dont l'obtention est pourtant
issue d'un problème fortement non linéaire au niveau des pics de résonances.
1.4.1 Calcul des modes propres aléatoires par la MEFS par
perturbation
Nous reprenons ici le calcul des valeurs et des vecteurs propres présenté par Hien et Kleiber
[Hie90]. Nous ne considérons que les modes propres réels, mais la procédure peut s'étendre au
calcul des modes propres complexes.
Le mode aléatoire i vérifie l'équation :
    0 ii φMλK (1.79)
Les matrices [K] et [M] sont aléatoires et dépendent d'un vecteur de paramètres aléatoires {r}.
Nous définissons le vecteur de paramètres moyenr et la quantité   rdr  r . On fait alors
un développement en séries de Taylor de toutes les quantités :
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Pour une matrice [A] quelconque, nous adoptons les notations :
    0ArA  (1.84)
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A
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On introduit dans un premier temps les équations (1.80) à (1.83) dans (1.79), et on regroupe
les termes du même ordre. On obtient pour chaque mode i les équations suivantes :
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ordre 0
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L'équation d'ordre 0 n'est autre que l'équation déterministe, que nous résoudrons par les
méthodes habituelles. Pour les ordres 1 et 2, nous simplifions les problèmes en intégrant ces
équations après les avoir multipliées par la densité de probabilité conjointe de {r}.
Si N est le nombre de variables aléatoires, nous avons alors N systèmes à résoudre pour l'ordre
1, et un seul système pour l'ordre 2. Après quelques manipulations matricielles (voir [Hie90]),
nous obtenons finalement les dérivées d'ordre 1 et 2 des valeurs propres et des vecteurs
propres.
Nous notons rn la nième variable aléatoire, le développement ne pouvant se faire que pour des
valeurs propres de multiplicité 1. La dérivée de la valeur propre du premier ordre est donnée
par :
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La valeur propre du deuxième ordre est définie comme la double somme de la dérivée
partielle d'ordre 2 multipliée par la covariance des variables aléatoires :
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Pour le calcul des dérivées des vecteurs propres, il existe différentes techniques [Hum99].
Nous trouvons en particulier la méthode dite « exacte » de Nelson [Nel76] ; cette méthode a
l'avantage de fournir les dérivées exactes, mais elle est très coûteuse en temps de calcul. La
méthode de Fox par superposition modale [Fox68] est utilisée dans la suite de ce paragraphe.
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Pour compenser l'effet de la troncature modale, Wang propose de compléter la base modale
par un mode de correction statique [Wan91]. Zhang et Zerva proposent une implémentation
itérative de la méthode de Wang [Zha97]. Nous pouvons aussi citer les méthodes itératives du
gradient conjugué, proposées par Alvin [Alv98].
Nous décrivons ici deux méthodes. La première consiste à dériver les équations :
    0 ii φMλK (1.93)
   ijjti φMφ (1.94)
par rapport aux variables aléatoires, pour obtenir une équation supplémentaire pour chaque
couple valeur/vecteur propre. Cette technique a l'avantage de n'utiliser que la connaissance
des valeurs/vecteurs propres spécifiés, mais est lourde du point de vue numérique.
La deuxième technique consiste à exprimer les vecteurs propres aléatoires comme
combinaison linéaire des vecteurs propres du système d'origine (déterministe). On forme alors
des équations donnant les coefficients de cette combinaison linéaire en utilisant les conditions
d'orthogonalité par rapport aux matrices [K] et [M]. Un des avantages de cette méthode est
qu'elle ne requiert que la connaissance d'un nombre restreint de vecteurs propres dominants.
L'inconvénient majeur est qu'elle souffre de problèmes de précision liés à la troncature
modale.
Nous écrivons pour la dérivée d'ordre 1 du vecteur propre i :
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où nrilC correspond au coefficient l de la combinaison linéaire donnant la dérivée du vecteur
propre i par rapport à la variable aléatoire rn. Sa valeur est donnée par :
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De la même façon, nous trouvons pour la dérivée d'ordre 2 des vecteurs propres :
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que nous décomposons sous la forme :
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où :
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1.5 Conclusion du chapitre
Dans ce chapitre, nous avons posé et formulé le problème que nous nous proposons d'étudier
dans cette thèse, en mettant l'accent sur les spécificités et les difficultés qui lui sont attachées.
Nous avons ensuite rappelé brièvement les modèles probabilistes que nous utiliserons tout au
long de ce travail : des v.a. et des champs aléatoires scalaires gaussiens ou lognormaux. Pour
les champs, nous avons rappelé les deux grands types d'approximations dont on fait
généralement usage, et que nous utiliserons, en contexte éléments finis : l'approximation
ponctuelle et l'approximation fonctionnelle.
La deuxième partie de ce chapitre a présenté une étude bibliographique des principales
Méthodes d'Eléments Finis Stochastiques (MEFS). Les MEFS sont une alternative aux
simulations de Monte-Carlo qui s'avèrent en pratique trop coûteuses. Après avoir présenté les
méthodes de perturbation, nous avons passé en revue les principales MEFS.
Les critères de classification des MEFS sont variables, selon le problème traité. Il peut être
utile de distinguer les MEFS modifiant ou non le modèle EF d'étude : si la modification du
modèle représente un certain coût, un avantage est de pouvoir parfois prendre en compte une
v.a. vectorielle de grande dimension ; cette v.a. vectorielle peut être le résultat de la
discrétisation d'un champ aléatoire. Un inconvénient est que les MEFS exigent une
modification du modèle et se limitent en pratique aux problèmes linéaires (MEFSS, MIP) ou
faiblement non linéaires (perturbation). En revanche, les méthodes utilisant le modèle EF de
manière externe peuvent a priori être appliquées plus rapidement à des modèles non linéaires
(quadrature, surfaces de réponse). Une limite semble alors être le nombre de v.a. prises en
compte.
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L'étude des différents domaines d'application des MEFS peut conduire à de premiers critères
de classification. En effet, chaque domaine d'application peut être évalué en fonction d'un
degré d'analyse probabiliste, c’est-à-dire du nombre de v.a. prises en compte, ces v.a. pouvant
être indépendantes dans leur ensemble ou corrélées. Un autre critère de classification pourrait
être un indicateur du rapport (précision / temps de calcul) qui varie d'une méthode à l'autre.
En particulier, le coût de calcul est directement lié au nombre d'appels au modèle EF. Il
semble aussi d'un intérêt pratique de distinguer les méthodes modifiant ou non le modèle. Les
premières méthodes exigent une étude préalable éventuellement longue de la modélisation
EF. Remarquons enfin que nous avons distingué dans ce chapitre les méthodes de
discrétisation du champ d'entrée indépendantes ou non du maillage EF. Cette distinction
pourrait être aussi un critère pratique de classification. En effet, un maillage EF important
implique une discrétisation du champ qui doit aussi être importante.
Revenons enfin sur les méthodes présentées :
(a) Les méthodes de perturbations sont intéressantes pour des problèmes faiblement non
linéaires, où le coefficient de variation des v.a. ou champs d'entrée n'est pas élevé (15
à 20%). Le nombre de v.a. considérées en entrée doit être raisonnable. La méthode de
perturbation classique s'applique à des champs aléatoires, discrétisés a priori par des
méthodes dépendantes du maillage EF.
(b) La méthode de discrétisation par intégrales pondérées s'applique à l'étude des
structures élastiques. Les variables peuvent être modélisées par des champs gaussiens,
si la rigidité dépend linéairement de ceux-ci. Cette méthode nécessite la modification
du modèle EF et dépend aussi du maillage EF. Les difficultés de l'estimation de la
variance de la réponse du modèle EF conduisent à un temps de calcul prohibitif pour
des structures à grand nombre de ddl.
(c) La méthode de quadrature est applicable à toute catégorie de problème mécanique.
Elle s'applique de manière externe au modèle EF. Elle est simplement limitée à un
nombre restreint de v.a. modélisant les paramètres d'entrée du modèle : la méthode
n'est donc pas applicable en pratique à des champs aléatoires. Les coefficients de
variation des v.a. d'entrée doivent être relativement modérés, suivant la non linéarité
du problème traité.
(d) La méthode des EFS spectraux (MEFS) est appliquée à des problèmes linéaires où
l'aléa peut être modélisé par des v.a. ou par des champs gaussiens ou lognormaux,
quelle que soit la covariance associée. L'approche est intéressante pour l'étude de
processus gaussiens ou lognormaux, caractérisés par certaines covariances, pour
lesquelles la décomposition spectrale des processus est explicite. Un grand nombre de
v.a. d'entrée peut être pris en compte avec des coefficients de variation importants. Le
chapitre 2 est consacré à l'étude de cette méthode et de certaines de ses
possibilités.
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That which is static and repetitive is boring. That which is dynamic and
random is confusing. In between lies art.
John A. Locke (1632-1704)
Truth is nothing but a path traced between errors.
Franz Anton Mesmer (1734-1815)
Je vis dans l’approximatif et je m’en approche de plus en plus.
Julos Beaucarne (1936)
L'étude bibliographique a souligné l’intérêt de la Méthode des Eléments Finis Stochastiques
Spectrale (MEFSS), initiée par Ghanem et Spanos [Gha91], par rapport aux autres MEFS.
Cette approche permet la résolution de problèmes faisant intervenir des champs aléatoires, au
moyen d’une variable aléatoire (v.a) vectorielle, issue de la discrétisation d'un champ
aléatoire.
Nous nous focalisons dans cette partie sur la MEFSS. Dans un premier paragraphe, nous
explicitons sa formulation pour les problèmes statiques linéaires. Ensuite, la MEFSS est
étendue pour permettre le calcul des modes propres et des valeurs propres d'un système
comportant des variables et champs aléatoires. Compte tenu de la grande taille des modèles
éléments finis réels, nous proposons une méthode performante permettant de réduire
fortement la taille des problèmes stochastiques. Le cas du calcul des fonctions de transfert
stochastiques est abordé, ainsi que le cas du calcul par superposition modale.
2.1 La méthode des éléments finis stochastiques spectral
2.1.1 Le chaos polynomial
Dans ce paragraphe, nous introduisons les notions de base concernant le chaos polynomial.
Les solutions stochastiques sont projetées sur une base de polynômes orthogonaux dont les
variables sont gaussiennes orthonormales. Les propriétés de cette base de polynômes sont
utilisées pour générer un système d'équations linéaires au moyen de projections. La résolution
de ce système conduit à un développement de la réponse sur la base polynomiale, que nous
pouvons utiliser pour trouver de manière soit analytique, soit numérique la moyenne, l'écart-
type ou la distribution de la réponse aléatoire. La principale problématique est alors la
construction du développement pour les variables du problème. La base fonctionnelle la plus
courante est celle des polynômes d'Hermite normalisés détaillée ci-dessous.
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2.1.1.1 Polynômes d’Hermite
La première définition des polynômes d’Hermite a été donnée en 1864 comme une suite
fonctionnelle s’obtenant par dérivations successives :
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Ces polynômes vérifient la relation d’orthogonalité :
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où δnm est le symbole de Kronecker. Les polynômes d’Hermite vérifient la relation de
récurrence suivante :
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On note que le terme de plus haut degré de Hn est xn. Les premiers polynômes d’Hermite sont :
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Par ailleurs, les polynômes d’Hermite possèdent les propriétés suivantes, utiles par la suite :
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Pour toute v.a.g.c.r. ξ, l’équation (2.6) s’interprète comme suit :
   !n,E nmnm ξHξH (2.7)
Enfin, d’après (2.7), l’espérance d’un produit de trois polynômes de gaussiennes
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2.1.1.2 Chaos Polynomial homogène
Le chaos polynomial de dimension M et d’ordre p est défini comme l’ensemble des
polynômes d’Hermite multidimensionnels en M v.a.g.c.r. {ξ1,…, ξM}, dont le degré ne
dépasse pas p. Chacun de ces polynômes est complètement défini par une liste de M entiers
non négatifs {α1,…,αM} comme suit :
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Le tableau (2.1) présente un exemple complet du chaos polynomial à l’ordre 3 avec 3
variables aléatoires. Le nombre de polynômes de M variables de degré inférieur ou égal à p
est :
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Le tableau (2.2) présente le nombre de termes dans un chaos polynomial en fonction de
l’ordre du chaos p et du nombre de variables M.
2.1.2 Résolution des problèmes statiques linéaires
La MEFSS utilise, comme nous l’avons vu au paragraphe ci-dessus, une projection sur le
chaos polynomial de la partie aléatoire de la réponse recherchée, en association avec une
décomposition de Karhunen-Loève des paramètres incertains du modèle, le tout épaulé par
une représentation spatiale par éléments finis.
La toute première étape de la méthode consiste à décomposer les champs stochastiques du
modèle sur la base d'espace proposée par la décomposition de Karhunen-Loève décrite dans le
paragraphe 1.2.4.4. Par exemple, si nous considérons que c'est le module d'Young qui est
représenté par un champ E(x), nous pouvons écrire :
  



1i
iii xfxEx ξE  (2.11)
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où ξi sont des variables aléatoires non corré1ées de moyennes nulles et d'écarts-types
unitaires, formant ainsi une base orthonormée de l'aléa. Si le champ stochastique E(x) suit une
loi normale, alors les variables aléatoires ξi sont elles aussi normales, c'est l'hypothèse que
nous adoptons dans la suite.
La seconde étape consiste à utiliser cette base orthonormée de variables aléatoires ξi pour
décomposer le vecteur {q} contenant les inconnues nodales, provenant de la discrétisation
Eléments Finis du champ de déplacement solution recherché {u(x)}.
i iΨ  2iE 
0 1 1
1 1ξ 1
2 2ξ 1
3 3ξ 1
4 121 ξ 2
5 21ξξ 1
6 31ξξ 1
7 122 ξ 2
8 32ξξ 1
9 123 ξ 2
10
1
3
1 3ξξ 6
11
2
2
1 1 ξξ )(  2
12
3
2
1 1 ξξ )(  2
13
1
2
2 1 ξξ )(  2
14 321 ξξξ 1
15
1
2
3 1 ξξ )(  2
16
2
3
2 3ξξ 6
17
3
2
2 1 ξξ )(  2
18
2
2
3 1 ξξ )(  2
19
3
3
3 3ξξ 6
Tableau 2.1. Exemple de chaos polynomial pour M = 3 et p = 3
P=1 p=2 p=3 p=4
M=2 3 6 10 15
M=4 5 15 35 70
M=6 7 28 84 210
Tableau 2.2. Nombre des polynômes P dans la base du chaos. (M est le nombre de variables aléatoires
de la base et p le degré maximal)
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Nous pouvons montrer que le vecteur de variables aléatoires inconnues {q} peut s'écrire sous
la forme d'une somme de polynômes des variables aléatoires normales ξi :
           ....,qqq
1i
i
1i
ii2ii
1i
i1i00
1
1
2
2121
1
11
 

 


ξξΓξΓΓq (2.12)
où   
piip
,...,ξξΓ
1
désigne le chaos polynomial d'ordre p, qui engendre un sous-espace de
l'aléa appelé chaos homogène d'ordre p [Wie38] (nous trouvons dans [Gha91] le mode
d'obtention de ces polynômes). En pratique, nous réordonnons les termes sous la forme d'une
simple somme, que l'on tronque au Pième terme :
       





1P
0j
1P
0j
jjN1jj q,...,q ΨξξΨq (2.13)
Si nous ne considérons qu'un chaos polynomial de dimension N, c'est-à-dire si seules les M
premières variables aléatoires ξi sont conservées, la détermination du champ de déplacement
solution revient à déterminer les vecteurs {qj} de la décomposition (2.13).
La discrétisation éléments finis de la structure conduite au calcul d'une matrice de rigidité
globale issue de l'assemblage de matrices élémentaires de la forme :
    dBxB T DK (2.14)
où [B] est la matrice gradient exprimant les déformations en fonction du vecteur des incon-
nues nodales et [D(x)] est la matrice du comportement, faisant intervenir dans notre cas le
champ E(x). La décomposition de Karhunen-Loève (2.11) de ce champ, tronquée au Mième
terme, nous donne :
  


M
0i
iiK ξK (2.15)
où [Ki] correspond à l'intégration spatiale sur E de la quantité xfii issue de la
décomposition.
Le problème éléments finis revient alors à résoudre un système de la forme [K]{q}={F}, ce
qui nous amène, en utilisant les équations (2.13) et (2.15), à résoudre l'équation suivante :
    

 







1P
0j
jj
M
0i
ii FqK Ψξ (2.16)
que nous multiplions par Ψk, ce qui nous donne, en prenant l'espérance :
   k
1P
0j
N
0i
jikji EFqKE ΨΨΨξ

 
 (2.17)
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Au bilan, nous devons résoudre le système par blocs suivant :
     
     
    
 

 









































0
0
F
q
q
q
KKK
KKK
KKK
1P
1
0
)1P)(1P(1)1P(0)1P(
)1P(11110
)1P(00100





(2.18)
où chaque bloc est défini par :
    


M
0i
ikjikj KEK ΨΨξ (2.19)
La matrice finale étant d'ordre M(P-1), nous avons tout intérêt à ne pas l'assembler explicite-
ment. Dans [Gha96], deux algorithmes de résolutions sont proposés : le premier repose sur un
schéma itératif basé sur l'algorithme du Gradient Conjugué (pour plus de précisions, voir
[Axe94]), tandis que le second repose sur une hiérarchisation des systèmes à résoudre, rendue
possible par le caractère lui-même hiérarchique de la technique du chaos polynomial.
Des méthodes hybrides ont également été développées dans [Gha99 a,b,c,d] : elles permettent
de lier la SFEM à la méthode de Monte-Carlo et ses améliorations décrites dans le paragraphe
1.3.2.2, telles que le tirage d’importance (Importance sampling) ou la méthode d’hypercube
latin (Latin Hypercube sampling).
Dans le cas où le champ stochastique E(x) ne suit pas une loi de probabilité normale, nous
n'utilisons plus la décomposition de Karhunen-Loève (2.11) : à la place, nous appliquons
directement la décomposition sur le chaos polynomial, à savoir :
 



1P
0i
ii xex ΨE (2.20)
où les vecteurs de la base d'espace ei(x) sont donnés par :
   2i
i
i
xE
xe
Ψ
EΨ (2.21)
Le raisonnement reste alors le même, les blocs matriciels s'exprimant maintenant comme suit :
    


M
0i
ikjikj KEK ΨΨ (2.22)
avec [Ki] résultant de l'intégration spatiale de ei(x).
De la même façon, si le problème à traiter est non linéaire, la matrice de rigidité n'est plus une
fonction linéaire des variables aléatoires ξi : nous la décomposons alors sur le chaos
polynomial comme dans le cas de champs non normaux.
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2.2 Principe du calcul des paramètres modaux
Le calcul des propriétés des paramètres modaux stochastiques est essentiel pour la
connaissance du comportement global d'une structure réelle. Nous proposons, dans ce travail,
une méthode basée sur une double projection : une projection spatiale sur une base de
vecteurs, ici la base modale déterministe, et une projection sur l'espace aléatoire du chaos
polynomial.
2.2.1 Mise en équations
La formulation de la MEFSS présentée dans ce chapitre concerne les problèmes
mécaniquement linéaires, à N degrés de liberté (ddl). Le comportement est gouverné par
l’équation :
([K]−λi[M]){qi} = {0} (2.23)
avec [K] et [M] les matrices globales de rigidité et de masse, respectivement, (de dimensions
NN, où N est le degré de liberté de système). Les λi sont les valeurs propres du système (les
carrés des pulsations propres 2i ) et {qi} sont les vecteurs propres correspondants. Chacun de
ces vecteurs est lié au champ de déplacement u par la relation classique :
{u(x)} = [N(x)]{q} (2.24)
où [N(x)] est la matrice des fonctions de forme.
Nous nous intéressons au cas où l’incertitude affecte le module d'élasticité et la densité, dont
les matrices de masse [M] et de rigidité [K] dépendent linéairement. Nous sommes donc dans
la situation où les matrices de masse et de rigidité [M] et [K] sont aléatoires et par conséquent
il en est de même des valeurs propres et des vecteurs propres du système. Nous les noterons
désormais [M], [K], λet {q}, respectivement, pour indiquer ce caractère aléatoire. L'équation
aux valeurs propres (2.24) prend alors la forme :
([K] −λ[M]){q} = {0} (2.25)
Dans cette équation, il faut noter que les matrices [M] et [K] sont les données d’entrée, et
l’ensemble {(λi et {qi}), i=1,N} est la réponse du système à déterminer.
On note que {q} est une v.a. N-dimensionnelle, quel que soit le modèle probabiliste (variable,
processus ou champ aléatoire) retenu pour l’aléa. Cette v.a. est appelée vecteur aléatoire des
ddl. Par ailleurs, sachant que {q} est une v.a. N-dimensionnelle, nous allons chercher une
approximation appropriée pour la résolution du problème probabiliste. Nous ferons ensuite le
même travail pour λ, E et ρ.
2.2.2 Modèles probabilistes des matrices de masse et de rigidité
La matrice de rigidité aléatoire [K] résulte de l'assemblage des matrices de rigidité
élémentaires [Ke] relatives aux éléments du maillage du domaine Ω.
          
 e
el
dxxBxxB; e
T
e
ee
N
1e
A  DKKK (2.26)
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où A est l'opérateur d'assemblage, Ωe le sous-ensemble de Ωoccupé par l'élément fini e, Nel
est le nombre total d'éléments du maillage, [Be(x)] est la matrice élémentaire reliant les
déformations aux déplacements nodaux et [D(x)] est la matrice du comportement élastique
linéaire du matériau.
Dans tout ce qui suit, nous supposons que [D] est de la forme :
[D] = E(x) [ D ] (2.27)
où [ D ] est une matrice déterministe et E est une grandeur aléatoire scalaire modélisant le
module d'élasticité longitudinal du matériau constitutif représenté par un processus gaussien
stationnaire noté E(x).
De même, la matrice de masse aléatoire [M] résulte de l’assemblage des matrices de masse
élémentaires [Me] relatives aux éléments du maillage du domaineΩ.
          
 e
el
dxxNxxN; e
T
e
ee
N
1e
A  ρMMM (2.28)
où [Ne] est la matrice des fonctions de forme et ρ(x) est un processus aléatoire scalaire
modélisant la masse volumique.
La formulation (2.25) peut maintenant être écrite en introduisant les expressions (2.26) et
(2.28) de [K] et [M] :
           0dxxNxxNdxxBDxxB
e e
elel T
N
1e
e
T
e
N
1e
AA 

  

qρλE
 
(2.29)
2.2.3 Approximation de E etρ
Comme nous l’avons vu dans 2.1.2, E est une grandeur aléatoire scalaire modélisant le
module d'élasticité longitudinal du matériau constitutif. Nous supposons que E = (E(x), xΩ)
est un processus gaussien stationnaire scalaire de moyenne μE, d'écart-typeσE et de fonction
de covariance CE. Un tel processus peut alors s'écrire, x :
E(x)=μE+σEG(x) (2.30)
où G = (G(x), xΩ) est un processus gaussien stationnaire, de moyenne nulle, d'écart-type
unité et de fonction de covariance CG, telle que, u :
 
2
E
E
G
uCuC

 (2.31)
Pour obtenir une approximation de E, nous utilisons (toujours en suivant l'idée de Ghanem et
Spanos [Gha91]) un développement de Karhunen-Loève de ce processus. Le processus G est
de la forme :
  


x;xhx
1i
ii ξG (2.32)
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avec  ii 1ξ une famille dénombrable de copies indépendantes d'une v.a. gaussienne
standard et (hi)1≤i<∞une suite de fonctions réelles, telles que, i , x :
 xfxh iii  (2.33)
où les λi et fi sont les valeurs et les fonctions propres de la covariance CG solutions du
problème spectral relatif à CG :
     xfdxfx,xC iiG (2.34)
avec CG donnée par (2.31). De (2.30) et (2.32), nous obtenons :
    


x;xgx
i
iiE
1
ξE (2.35)
qui est le développement de Karhunen-Loève de E, avec i , x :
  xfxhxg iiEiEi   (2.36)
Une M-approximation E~ de E s'obtient alors en tronquant le développement (2.34) à l'ordre
M :
  

x;xgx
~ M
i
ii
0
ξE (2.37)
où :
 100  ξ;xg G (2.38)
De même, l’approximation ρ~ de ρest écrite sous la forme :
  

x;xrx~
M
0l
ll ξρ (2.39)
2.2.4 Approximation de {q}
L’approximation du vecteur propre du système est construite en utilisant un développement
de {q} sur les chaos de Wiener. Un tel développement s'écrit :
      
   
   








  

 


1 1 1
3
1 1
2
1
100
1
1
2
2
3
321321
1
1
2
2121
1
11
i
i
i
i
i
iiiiii
i
i
i
iiii
i
ii
,,q
,q
qq
ξξξΓ
ξξΓ
ξΓΓq
(2.40)
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où (ξi)1≤i≤∞est une famille de v.a. gaussiennes standard réelles et indépendantes,  1iq ,  21iiq , 
321 iii
q , . . . sont des vecteurs déterministes N-dimensionnels et Γk (1≤k<∞) sont des
polynômes s'identifiant à des polynômes d'Hermite. Rappelons qu'un chaos de Wiener
d'indice d et d'ordre p est l'espace engendré par les polynômes d'Hermite d'ordre p (i.e. par
tous les polynômes d'Hermite de degré de monôme le plus élevé égal à p).
On peut alors obtenir une approximation q~ de {q} en fixant le nombre de v.a. ξj à une valeur
finie M, en se donnant un ordre p et en limitant le développement de {q} aux p+1 premiers
chaos. On obtient ainsi, après réarrangement et réindiçage :
  



1P
0j
jjq
~ ξΨq (2.41)
où les coefficients {qj} sont à déterminer. ({qj})0≤j≤P-1 est une famille de vecteurs
déterministes N-dimensionnels et,  10  P,,j  , Ψj est un polynôme d'Hermite et ξune v.a.
gaussienne standard d-dimensionnelle, avec 1≤d≤M. P est lié à p et M par la relation :
 


p
k
k
kMCM,pPP
0
1 (2.42)
Dans ce qui suit, nous posons :
  1P,,0j,jj  ξΨΨ (2.43)
D'où la nouvelle expression de q~ :
  



1
0
P
j
jjq
~ Ψq (2.44)
Revenons à présent aux choix de modélisation probabiliste retenus pour le module d'élasticité
E, la masse volumique ρet les valeurs propres λ, ainsi que les vecteurs propres {q}.
Cherchons pour chacun d'eux une approximation appropriée pour la résolution du problème.
2.2.5 Approximation des valeurs propresλ
Le modèle retenu implique que les matrices aléatoires de masse et de rigidité soient
gaussiennes, et non pas presque sûrement positives. L’approximation λ~ de λest obtenue en
fixant le nombre de v.a. ξi à une valeur finie M, en se donnant un ordre p et en limitant le
développement de λaux p+1 premiers chaos. Nous obtenons ainsi, après réarrangement, sur la
base tronquée du chaos polynomial :




1P
0k
kk
~ ξΨλ  (2.45)
où λk est une famille de coefficients déterministes et,  10  P,,k  , Ψk est un polynôme
d'Hermite et ξune v.a. gaussienne standard d-dimensionnelle, avec 1≤d≤M.
Dans la suite, nous notons :
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  1P,,0k,kk  ξΨΨ (2.46)
D'où la nouvelle expression de λ~ :




1
0
P
k
kk
~ Ψλ  (2.47)
Il est important de noter que les équations (2.44) et (2.47) correspondent à une valeur propre
et au vecteur propre associé. L'expression des vecteurs propres et des valeurs propres en
termes de chaos polynomial est informatiquement avantageuse car on obtient un système
d’équations déterministes dérivées de l'équation stochastique. Le chaos polynomial est
ordonné, tel que les premiers m+1 polynômes sont ceux d'ordre 0 (  10 ξΨ ) et d'ordre 1
(  kk ξξΨ  ).
2.3 Formulation du problème
2.3.1 Méthode de recherche des valeurs propres
La formulation MEFSS peut maintenant être écrite en intégrant l'aspect aléatoire de l'entrée et
de la réponse du système : l'aléa dans les matrices de masse et de rigidité est modélisé par le
développement de Karhunen-Loève et l'aléa de la réponse lié aux valeurs et vecteurs propres
est représenté par le développement sur le chaos polynomial. Rappelons les approximations
obtenues pour les quantités aléatoires {q}, λ, ρet E :
 



1P
0j
jjq
~ Ψq , 



1P
0k
kk
~ Ψλ  ,  


1M
0i
ii xgx
~ ξE ,  


2M
0l
ll xrx
~ ξρ
Rappelons par ailleurs l'expression (2.29) exprimant l'équation aux valeurs propres du
système discrétisé :
           0dxxNxxNdxxBDxxB
e
el
e
el
e
T
e
N
1e
e
T
e
N
1e
AA 























qλρE

(2.48)
Introduisant les approximations de {q}, λ, E et ρdans cette équation, l'équation aux valeurs
propres peut être écrite en fonction des paramètres tronqués. Par conséquent, l'équation ci-
dessus prend la forme :
           0~~dxxNx~xNdxxBDx~xB
e
el
e
el
e
T
e
N
1e
e
T
e
N
1e
AA 























qλρE

(2.49)
Considérons le résidu :
          qλρEε ~~dxxNx~xNdxxBDx~xB
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





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










 
 
(2.50)
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qui s'écrit encore en introduisant les approximations des quantités aléatoires :
              
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(2.51)
Notons :
          
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i A  (2.52)
          
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1e
l A  (2.53)
L’équation (2.51) peut s’écrire sous la forme :
      
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La meilleure solution est obtenue quand l’espérance du résidu devient orthogonale à l'espace
d'approximation, mesuré par le chaos polynomial. Cette condition mène à un ensemble
d'équations algébriques non linéaires dont les variables sont les vecteurs {qj} et les grandeurs
scalaires λk. En écrivant que ce résidu est orthogonal aux v.a. {Ψn, n=0,…,P-1}, c'est-à-dire
que le produit intérieur (espérance) est égal à zéro (méthode de Galerkin) :
   100  P,,n,E n εΨ (2.55)
on obtient un système de la forme :
      1001
0
1
0




 




P,,n;qMK
P
j
j
P
k
kk,j,nj,n  (2.56)
où :
   


1
0
M
i
inijj,n KcK (2.57)
et :
   


2
0
M
l
lnlkjk,j,n MdM (2.58)
Les coefficients cnij et dnlkj dans l’équation ci-dessus sont définis par l’espérance du produit
des variables aléatoires et des polynômes d’Hermite :
 
 ljknnlkj
ijnnij
Ed
Ec
ξΨΨΨ
ξΨΨ


(2.59)
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avec, (n, k, j) {0,…,P-1}3
cnij et dnkj sont des nombres entiers qui sont évalués analytiquement en utilisant une formule
récursive des polynômes unidimensionnels d’Hermite. Ayant les propriétés d'orthogonalité du
chaos polynomial, la plupart des coefficients cnij et dnkj sont nuls. Nous présentons en annexe
B une procédure permettant un calcul exact et automatique des espérances figurant dans
(2.59).
Le système (2. 56) définit un système d’équations semblables à la formulation déterministe du
problème aux valeurs propres, où chaque équation est basée sur un polynôme
unidimensionnel d’Hermite. Dans ces équations, le premier terme (j=0) est lié à la moyenne
de la réponse du système, alors que les termes additionnels mènent aux identifications des
sensibilités du système par rapport aux incertitudes d’entrée (variables aléatoires).
Bien que ce système soit semblable au cas déterministe, sa solution présente deux grandes
difficultés : à savoir la dépendance non linéaire des variables λk et de {qj} et le développement
des procédures permettant, d’un part, le calcul exact et automatique des espérances figurant
dans (2.59), et d’autre part l’évaluation des mesures globales des parties stochastiques dans
les matrices de rigidité et de masse.
Comparant les définitions mentionnées ci-dessus au problème aux valeurs propres
déterministe, nous pouvons voir que la formulation du problème non déterministe mène à un
système de problèmes aux valeurs propres où la variabilité est introduite dans des sous
modèles déterministes discrets. Ainsi nous pouvons employer le même opérateur déterministe
pour calculer les sensibilités de la réponse. C'est l'un des avantages principaux de cette
méthode. Le coût additionnel de l'analyse stochastique en comparaison à celui de l’analyse
déterministe consiste seulement à résoudre le système non linéaire dont les matrices ont été
précédemment factorisées.
Les coefficients λk peuvent être facilement calculés en résolvant les P déterminants :
    01
0







P
k
kj,nj,n MKdet  (2.60)
ce qui mène à un système de P équations non linéaires avec P inconnues. Ce système peut
être résolu en utilisant des méthodes numériques standard, menant aux P solutions des
coefficients λk et par conséquent, les statistiques des valeurs propres peuvent être directement
données par :
j
1P
0k
kk
~ 




Ψλj  (2.61)
Il est important de souligner que chaque valeur propre (de λk grandeurs scalaires) est associée
à un vecteur propre {qj}. Ceci implique que l’algorithme utilisé ne doit pas modifier l’ordre
des différents modes. Pour cette raison, les solveurs itératifs ne sont pas appropriés car ils
arrangent les valeurs propres dans l'ordre croissant, sans se préoccuper de la forme
correspondante des modes. Ces solveurs présentent des solutions valables pour la moyenne de
la réponse (solution déterministe), mais ils ne sont pas appropriés pour le calcul des
coefficients de développement du chaos polynomial. En d'autres termes, le rapport entre les
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coefficients pour un mode donné n'est pas le même pour tous les termes de la série. Par
exemple, le premier mode aura la plus basse valeur propre pour k=0, mais pas nécessairement
la plus basse pour tous les autres termes k>0. Pour surmonter cette difficulté, le solveur
employé doit maintenir les valeurs propres dans le même ordre : cette condition est satisfaite
ici en employant l'algorithme standard de Jacobi.
Une fois que les coefficients dans le développement du chaos polynomial de la réponse
calculés, n'importe quelle analyse probabiliste désirée peut être exécutée en utilisant
l'approximation (2.61). En particulier, la moyenne et l'écart-type de λ~ sont calculés par :
 0~E λ (2.62a)




1P
1k
2
k
2
k~ Ψ (2.62b)
De la même manière, les coefficients d’asymétrie (skewness) ~ et d’aplatissement
(kurtosis) ~ s’écrivent respectivement par :








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1i
1g
1j
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kjikji2
~
~
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


 ΨΨΨ
(2.62c)
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lkjilkji4~
~
1 



 ΨΨΨΨ
(2.62d)
La fonction de répartition et la fonction de densité de probabilité des valeurs propres peuvent
être efficacement obtenues par des simulations de Monte-Carlo sur les expressions (2.61).
La procédure globale de résolution est récapitulée dans la figure 2.1.
On note que la caractérisation du vecteur aléatoire des valeurs propres est réduite à la
résolution d’un système non linéaire de taille (N×P), où N est le nombre de degrés de liberté
de la structure, et P est l'ordre de développement polynomial de la réponse. Ces deux facteurs
déterminent la taille du problème. Comme il était mentionné auparavant, il y a un rapport
entre le nombre des termes M retenus dans le développement de Karhunen-Loève d’un
processus, et le nombre de polynômes P exigé pour un développement complet de l'ordre p.
Le nombre de polynômes est relié au nombre de variables aléatoires M (ordre de l'expansion
du procédé stochastique) et le p (ordre maximum des polynômes Ψj) par :
 


p
k
k
kMCM,pPP
0
1
(2.63)
Cette expression montre que l'effort informatique peut devenir très important si la dimension
du problème stochastique augmente. Cependant, dans la pratique, seul un nombre restreint de
variables aléatoires peut être considérées pour l'évaluation précise des valeurs propres
stochastiques du système.
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Figure 2.1. MEFSS pour l'analyse modale des structures mécaniques
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2.3.2 Méthode de recherche des modes propres aléatoires
On cherche cette fois-ci à avoir l'orthogonalité des modes propres aléatoires par rapport aux
matrices de masse et de rigidité aléatoires :
   ijjTi φMφ (2.64)
  ij2jjjTi  ωλφKφ ij  (2.65)
Comme on a vu dans (1.1.2), on prendra toujours en compte dans cette partie les aléas sur la
matrice de rigidité et sur la matrice de masse. Les matrices [K] et [M] correspondent
respectivement aux matrices aléatoires de rigidité et de masse de la structure. Nous réécrivons
[K] et [M] (à partir du développement de Karhunen-Loève) par :
  


1
0
M
k
kkK ξK (2.66)
   


2M
0l
llM ξM (2.67)
où les ξi sont des variables aléatoires gaussiennes réduites indépendantes correspondant aux
polynômes Ψi.
Nous avons P inconnues pour jλ (les λn, n=0..N), donc (PN) inconnues pour les pulsations
propres, qui sont les coefficients λpi des expressions :




1P
0p
p
j
p
2
j
2
jj Ψω  (2.68)
De même, nous pouvons développer les modes propres aléatoires {jsur la base du chao
polynomial par :
   


1P
0p
p
j
pj Ψφ  (2.69)
Nous postulons qu’il est possible de décomposer  jp sur la base modale déterministe :
   


N
0n
n
n
p
j
p  (2.70)
avec les (PNN) inconnues pour les vecteurs propres qui sont les {pj} :
   




N
1n
1P
0p
pn
n
pj Ψφ  (2.71)
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La stratégie adoptée pour établir les équations permettant de trouver ces inconnues consiste à
multiplier les expressions (2.64) et (2.65) par les polynômes Ψm (m=0…P-1) (faire des
projections successives sur le chaos polynomial). En écrivant :
      mijmjTi EE ΨΨφMφ  (2.72)
on remplace les expressions (2.67) et (2.71) dans l’équation (2.72), ce qui donne
(PN(N+1)/2) équations non linéaires :
      mij1P
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(2.73)
De la même façon, en projetant (2.65) sur les polynômes Ψm :
      m2jijmjTi EE ΨωΨφKφ  (2.74)
et après avoir remplacé les expressions (2.66), (2.68) et (2.71) dans l’équation (2.74), nous
obtenons encore PN(N+1)/2 équations :
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pij
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 
(2.75)
Le problème de cette méthode est qu'elle oblige à trouver tous les vecteurs propres aléatoires
en une seule fois. Le système à résoudre est alors très grand, avec PN(N+1) équations non
linéaires à PN(N+1) inconnues. Nous résolvons ce système par une méthode numérique de
type Newton-Raphson.
Nous avons alors pour les pulsations propres :




1
0
22
P
p
p
i
pii Ψω  (2.76)
dont les moyennes et les écarts-types sont comme suit :
 moyenne :
  02i2iωE (2.77)
 écart-type :
 


1
0
2
2
P
p
i
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i
2
n
2
ω Ψ (2.78)
De même, pour les vecteurs propres :
   




N
1n
1P
0p
pn
n
pj Ψφ  (2.79)
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 moyenne :
    


N
1n
n
n
0j φE (2.80)
 écart-type :
       22 jj EEj φφφ  (2.81)
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L’avantage de cette méthode est que les vecteurs propres aléatoires sont orthogonaux par
rapport aux matrices de masse et de rigidité aléatoires. L’inconvénient principal est qu’on ne
peut pas rechercher chaque couple (vecteur propre, pulsation propre) séparément. Le système
non linéaire à résoudre est assez grand, même si le système matriciel de départ est de faible
taille.
2.3.3 Méthode de recherche du champ de déplacement aléatoire
La modélisation par éléments finis dans le domaine des fréquences conduit à l’équation
matricielle suivante :
(-ω2[M] + ω[C] + [K]){q}={F} (2.83)
Dans l’hypothèse où la matrice d’amortissement structural [C] peut se mettre sous la forme :
 KC i
l’équation (2.83) s’écrit :
    Fi  qMωK 21  (2.84)
où η est le facteur d’amortissement structural (appelé souvent facteur de pertes).
Nous décomposons [K] et [M] comme suit :
  


1
0
M
i
iiK K (2.85)
   


2
0
M
j
jjM M (2.86)
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Le vecteur {q} est projeté sur la base du chaos polynomial :
{q}=  


1
0
P
k
kkq Ψ (2.87)
Nous pouvons développer les vecteurs déterministes {qk} dans la base modale tronquée
déterministe (les {φn}) :
{qk}=  

N
n
n
k
n φ
1
 (2.88)
Nous multiplions à gauche l'équation (2.82) par {φp}T, pour p = 1..N. Nous nous servons des
propriétés d'orthogonalité des modes propres déterministes pour simplifier les expressions.
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Cette expression peut s’écrire après développement et réarrangement sous la forme :
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(2.90)
Nous avons donc N équations, que nous projettons sur les Ψm. Le système à résoudre est donc
un système linéaire à PN équations/inconnues :
          
       FEEM
EKi1Ei1
T
pm
1P
0k
N
1n
2M
1j
mkinj
T
p
k
n
2
1P
0k
N
1n
1M
1i
mkini
T
p
k
n
2
m
m
p
22
p


ΨΨΨΨ
ΨΨΨΨ
















  

  
(2.91)
En résolvant ce système, nous obtienons les kn , et donc le vecteurq~ :
  

 

1
0 1
P
k
N
n
kn
k
n
~ Ψq  (2.92)
2.3.4 Caractéristiques du second ordre du champ de déplacement
aléatoire
Une approximation  x~u du champ de déplacement aléatoire {u(x)} est obtenue en
remplaçant la variable aléatoire vectorielle {q} par son approximation q~ donnée par (2.92),
qui est maintenant connue. Le champ approximant u~ s’écrit donc :
   qu ~xNx~  (2.93)
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avec q~ donné par (2.92). Les approximations recherchées de la moyenne μ{u}(x), de la
variance matricielle V{u}(x) et de la fonction de covariance matricielle C{q}(x,x) du champ
{u(x)} sont alors obtenues en prenant les caractéristiques correspondantes de  x~u :
        x,xCx,xC;xVxV;x u~uu~uxu~u  (2.94)
Or, d'après (2.94), nous pouvons écrire :
    q~u~ xNx~Ex   u (2.95)
         xNCxNxxu~x)x(u~ExV Tq~Tu~u~u~   (2.96)
          xNCxNxxu~x)x(u~Ex,xC Tq~Tu~u~u~   (2.97)
où q~ et q~C sont la moyenne et la matrice de covariance de la v. a. vectorielleq~ , telle que,
d’après (2.92) :
      



1
0
0
P
j
jjq~ qEq
~E  q (2.98)
         


1
0
P
j
T
jjj
T
q~q~q~ qqcq
~q~EC  (2.99)
avec :
 2jj Ec  (2.100)
Les approximations recherchées sont finalement obtenues en portant (2.98) et (2.99) dans
(2.95), (2.96) et (2.97).
  0qxNxu~  (2.101)
     xNqqcxNxV T
P
j
T
jjju~ 







 


1
0
(2.102)
     xNqqcxNx,xC T
P
j
T
jjju~ 







 


1
0
(2.103)
2.4 Autres modélisations des paramètres stochastiques
Le processus gaussien stationnaire pose rigoureusement un problème théorique : vu que son
domaine de définition est l’ensemble des réels, des réalisations non positives peuvent se
produire, ce qui n’a pas de sens physique pour les paramètres tels que la masse ou la rigidité.
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Bien qu’ils soient de manipulation plus complexe, les variables aléatoires ainsi que les
champs aléatoires lognormaux représentent de manière bien plus réaliste des paramètres
mécaniques incertains car leur domaine de définition est R+
*.
2.4.1 Processus lognormal stationnaire
Nous supposons maintenant que E = (E(x), xΩ) est un processus lognormal stationnaire de
moyenne μE, d'écart-type σE et de fonction de covariance CE. Un tel processus peut alors
s'écrire, x :
  xexpGexpx GE GG   (2.104)
avec :
 
E
E
EEG
E
E
G a;alna;
a
ln 
 








 22
2
1
1
(2.105)
et où   x,xGG  est un processus gaussien stationnaire, de moyenne nulle, d'écart-type
unitaire de fonction de covariance GC , telle que, u :


 2
2
1
1
E
E
E
G aln
uCln
uC





  (2.106)
Le développement de Karhunen-Loève de G est de la forme (2.32) avec les λi et fi toujours
solutions de (2.34) mais avec GC donnée cette fois-ci par (2.106) et non plus par (2.31).
Une approximation E~ de E s'obtient alors en portant ce développement dans (2.104), en le
tronquant à l’ordre M, et en développant le processus obtenu sur les chaos de Wiener d'indice
M, jusqu'à l’ordre p. Il vient, tout calcul fait et après réarrangement :
  


x;xex
~ P
j
j
M
j
1
0
ΨE (2.107)
avec P donné par (2.42), (Ψj)0 ≤ j ≤P-1 la famille de polynômes définie par (2.43) et les
coefficients xeMj sont donnés par :
    MM
M
i
ijE
M
j N,,;xgc~xe i  

   1
1
1 (2.108)
où (α1,…,αM) est le multi-indice correspondant, dans le réindiçage utilisé, au polynôme
d'Hermite Ψj définissant la v.a. Ψj, c j est donné par :
 


M
i
ijj !Ec
1
2 Ψ (2.109)
gi(x) est donné par (2.36), avec λi et fi les éléments propres de la fonction de covariance
(2.106), et E~ est obtenu par :
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 





 

M
i
iGE xgexp~
1
2
2
1 (2.110)
2.4.2 V.a. lognormale
Nous supposons ici que E est une v.a. lognormale de moyenne μE et d’écart-type σE. Nous
pouvons donc l'écrire sous la forme :
 XE GGexp   (2.111)
avec :
 
E
E
EEG
E
E
G a;aln;
a
ln

 








 22
2
2
1
1
(2.112)
où X est une v.a. gaussienne standard.
Considérons le développement sur les chaos de Wiener de X et introduisons ce
développement dans (2.111), il vient, tous calculs faits :




0j
jjeE ξH (2.113)
où ξest une v.a. gaussienne standard, Hj est le polynôme d'Hermite d'ordre j et ej est donné
par :
   jj HeE!je GG1 (2.114)
Soit, après un calcul élémentaire,
 221 GG
j
G
j exp!j
e   (2.115)
Une approximation E~ de E s'obtient alors en tronquant le développement (2.113) à l’ordre p :




1
0
P
j
jje
~ ξHE (2.116)
avec :
P=P(p)=p+1 (2.117)
Posons :
ξHH jj  (2.118)
cette approximation prend la forme :




1
0
P
j
jje
~ HE (2.119)
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On remarquera que c'est un cas particulier de l'approximation (2.107). En effet, pour M = 1,
Ψj = Hj et  jMj exe  .
Ces approximations sont introduites dans l’équation (2.29), qui exprime l’équation aux
valeurs propres du système stochastique discrétisé, de la même manière que l’expression
(2.49), lorsque les propriétés des matériaux sont modélisées par des variables aléatoires
lognormales (2.119) ou par des processus aléatoires lognormaux (2.107).
2.5 Calcul de la fonction de transfert aléatoire
L'équation dynamique matricielle générale d'un système mécanique linéaire est, comme nous
l'avons vu au paragraphe 1.1.3.1 :
     FqMCiK  2 (2.120)
Les matrices [K], [C] et [M] sont les matrices de rigidité, d'amortissement et de masse, de
taille N×N.
Si certains paramètres de la structure sont incertains, nous avons vu que cette équation
comportait des matrices stochastiques et pouvait s’écrire :
     FqMCK  ~~i~ 2 (2.121)
La matrice de transfert aléatoire H~ est définie par :
  F~~ Hq  (2.122)
et la fonction de transfert aléatoire  ij~H est alors :
   jiji F~~ Hq  (2.123)
Nous pouvons décomposer la partie aléatoire des matrices de rigidité, de masse et
d’amortissement comme suit :
  


1
01
11
M
k
kkK
~ ξK (2.124a)
  


2
02
22
M
k
kkC
~ ξC (2.124b)
   


3
03
33
M
k
kkM
~ ξM (2.124c)
Ces décompositions découlent soit de l'expression directe des paramètres aléatoires, soit de la
décomposition des champs aléatoires (voir § 1.2 dans le premier chapitre) comme par
exemple le développement de Karhunen-Loève.
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Puisque la partie réelle et la partie imaginaire de la fonction de transfert sont des variables
aléatoires, nous pouvons admettre une décomposition sur la base du chaos polynomial pour
les coefficients de la matrice H~ :
    
 





N
i
N
j
P
p
p
ij
p
P
p
pp hH
~
1 0
1
0
1
0
ΨΨH (2.125)
Nous avons alors PM2 inconnues ijph (p = 0..P-1, i = 1..N et j = 1..N).
Nous pouvons alors écrire le problème sous la forme :
        IHMCiK P
p
pp
M
k
kk
M
k
kk
M
k
kk 

































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1
00
2
00
3
3
33
2
2
22
1
1
11
Ψξξξ  (2.126)
La méthode proposée en 2.2 permet de rechercher les [Hp]. La projection de l'équation (2.126)
sur les polynômes orthogonaux Ψm, pour m = 0..P-1, conduit à un système linéaire de la
forme :
           IEHMCiK mp
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M
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mpkk
M
k
mpkk
M
k
mpkk ΨΨΨξEΨΨξEΨΨξE 
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
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
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1
1
11

(2.127)
Une fois résolu, ce système donne les coefficients de la décomposition de la fonction de
transfert aléatoireH~ . Nous pouvons alors trouver facilement les premiers moments
(moyenne et écart-type) grâce aux formules
  0HH~  (2.128)
  



1
1
2
P
p
p
ij
p~ h ΨH (2.129)
Les simulations de Monte-Carlo peuvent aussi être effectuées sur l'expansion de H~
(équation (2.125)). C'est un calcul qui ne nécessite pas d'inversion, seulement une évaluation
de fonctions polynomiales pour chaque tirage. Il s'agit donc d'une opération peu coûteuse en
terme de temps de calcul, même lorsqu'on s'intéresse à un échantillon de grande taille. Cela
permet de plus de pouvoir travailler sur le module de la fonction de transfert. En effet, la
résolution du système construit par projection conduit à une expression des coefficients du
développement sous forme de nombres complexes. Les moments du module sont
difficilement calculables de façon analytique, puisque le calcul du module lui-même fait
intervenir une expression non linéaire des parties réelles et imaginaires. Par ailleurs, une
simulation de Monte-Carlo permet d'obtenir une estimation de la distribution, de la fonction
de répartition, de la densité de probabilité des parties réelles et imaginaires, ainsi que du
module. Nous pourrons également obtenir des informations sur les valeurs les plus probables,
les corrélations entre fonctions de transfert, etc.
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2.6 Méthode de superposition modale en contexte aléatoire
Le principe de base est que la réponse de la structure est la combinaison des différents modes
propres de vibration. La contribution de chacun des modes est donnée par une amplitude à
déterminer.
{q}= 

n
1i
iiY  (2.130)
avec Yi amplitude de mode i et {φi} le vecteur propre correspondant.
On peut alors écrire, dans le cas aléatoire, {q} comme une décomposition sur la base du chaos
polynomial et sur la base modale déterministe :
{q}=  

 
1P
0k
kn
N
1n
k
nY Ψ (2.131)
La décomposition de [K] et [M] est donnée sous la forme :
  


1
0
M
j
jjK ΨK (2.132)
   


2
0
M
m
mmM ΨM (2.133)
Enfin, la matrice d’amortissement structural [C] est généralement exprimée comme une
combinaison linéaire des deux matrices [K] et [M]. Par exemple, un amortissement de
Rayleigh est supposé, lorsque :
   MKC MK  
donc
  



)M,Mmax(M
m
mmC
123
0
ΨC (2.134)
Considérons l’équation du mouvement de la structure :
   Fqqq  KCM  (2.135)
Nous remplaçons les expressions (2.131), (2.132), (2.133) et (2.134) dans l’équation (2.135),
nous obtenons :
       
    FYM
YCYK
1P
0k
kn
N
1n
k
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n
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0p
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

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


















 

 

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ΨΨ
ΨΨΨΨ




(2.136)
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Nous multiplions à gauche l'équation (2.136) par le vecteur propre du mode i, {φi}, pour i =
1..N . Nous nous serrons des propriétés d'orthogonalité des modes propres déterministes pour
simplifier les expressions.
         
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(2.137)
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(2.138)
Nous avons donc P équations, que nous projetons sur les polynômes orthogonaux Ψl (l=0..P-
1). Le système à résoudre est donc un système linéaire d’équations différentielles à P(N + 1)
équations/inconnues (les inconnues sont les variables knY ) :
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Il suffit donc de résoudre ce système d’équations différentielles du 2ième ordre couplées pour
déterminer l’amplitude associée tY kn et donc q~ :
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2.7 Conclusion du chapitre
Dans ce chapitre, nous avons développé une formulation de la méthode des éléments finis
stochastiques spectrale (MEFSS) pour le calcul des réponses des systèmes dynamiques. En
d’autres termes, nous avons proposé une méthode de résolution des problèmes aux valeurs
propres dans le cadre des éléments finis stochastiques. Cette méthode est adaptée au calcul
des valeurs propres et modes propres aléatoires des structures où les propriétés aléatoires sont
caractérisées par des variables ou processus aléatoires gaussiens où lognormaux. Nous avons
ainsi été capables de décrire la propagation d'incertitudes à chaque étape de la méthode. Le
calcul des valeurs et vecteurs propres utilise une double projection sur une base modale
déterministe, puis sur le chaos homogène. Cette méthode permet de se ramener à la résolution
d'un système non linéaire. Nous pouvons alors évaluer les moments correspondant aux
valeurs et vecteurs propres, soit de façon analytique, soit par des simulations de Monte-Carlo.
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La résolution du système non linéaire est simplifiée grâce à une procédure de génération
automatique des espérances des produits de polynômes d'Hermite.
Nous avons ensuite étendu la MEFSS proposée aux calculs des fonctions de transfert aléatoire
et de la réponse par la méthode de superposition modale.
Un point fort de cette méthode est son aptitude à représenter un processus aléatoire par
plusieurs dizaines de v.a. corrélées, indépendamment de la discrétisation EF du modèle.
Cependant, la MEFSS nécessite la reformulation du modèle EF d'étude et ne reste a priori
applicable que dans un cadre mécanique linéaire restrictif : la relation entre le vecteur des
paramètres incertains du modèle et la réponse de ce dernier doit en effet être linéaire.
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I do not fear computers. I fear the lack of them
Isaac Asimov (1920-1992)
Computers are useless. They can only give you answers
Pablo Picasso (1881-1973)
Nous présentons dans ce chapitre quelques applications de la MEFSS sur des systèmes
mécaniques relativement simples mais néanmoins représentatifs de problèmes réels.
Dans un premier temps, nous montrons l’efficacité de la méthode sur une structure simple
forméede deux barres articulées à deux degrés de liberté, qui permet de comprendre
l’influence des paramètres incertains représentés par variables aléatoires normales ou
lognormales. L’effet des incertitudes dans les matrices de rigidité et de masse est étudié, ainsi
que l’effet des écarts-types de ces variables. Le tracé de l’histogramme des valeurs propres
pour différentes valeurs d’entrée se révèle instructif quant à la répartition non gaussienne de
ces variables.
Ensuite, nous abordons le cas d’une barre en traction-compression, où les incertitudes sur les
matériaux (module d’élasticité et densité) sont représentées par des processus gaussiens ou
lognormaux, ce qui permet d’analyser l’influence des paramètres tels que l’effet de troncature
des processus et l’ordre du chaos polynomial. Le cas où la masse volumique est modélisée par
un processus stochastique est intéressant, car c’est un paramètre qui apparaît de façon non
linéaire dans les équations dynamiques.
Le cas des structures plus complexes est intéressant du point de vue industriel. Nous avons
alors appliqué la méthode proposée pour le calcul des valeurs propres dee structures
suivantes :
 une plateforme pétrolière de plusieurs étages, où les incertitudes de modèle sont
représentées par des variables aléatoires,
 une ligne d’échappement pour laquelle les incertitudes sont modélisées par des
processus stochastiques.
Dans tous les exemples traités, la solution de référence est obtenue par des simulations de
Monte-Carlo. L’étude de convergence de ces solutions est présentée avant de commencer
l’analyse par la MEFSS. Dans le cas des processus aléatoires, il y a deux solutions de
références à calculer. La première est obtenue par la simulation directe du processus et la
deuxième par la simulation du développement de Karhunen-Loève du processus ; dans ce cas,
les fonctions propres sont estimées au centre des éléments finis constituant le maillage.
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3.1 Incertitudes modélisées par variables aléatoires
3.1.1 Structure composée de deux barres articulées
Le premier exemple d'étude est une structure plane composée de deux barres rectilignes en
acier, assemblées par une articulation, comme l’illustre la figure 3.1. La section et les
longueurs des deux barres sont notées A et li (i=1,2), respectivement. Nous supposons que les
liaisons avec le bâti aux noeuds 1 et 3 sont parfaites, et que les barres ne travaillent qu'en
traction-compression. Les caractéristiques de ces barres dont le matériau est supposé
homogène et isotope sont données dans le tableau 3.1.
Le modèle stochastique est obtenu en introduisant, à partir du modèle déterministe précédent,
des incertitudes sur la rigidité et la masse caractérisées pour chaque barre par des variables
aléatoires. Le choix de la loi de probabilité est guidé par les réflexions menées au paragraphe
1.2.2. Si nous supposons que les sources d'incertitude proviennent uniquement des
coefficients des matériaux, nous pouvons décider de choisir une loi de probabilité normale
pour chacune de ces variables aléatoires. Nous considérons pour chaque barre, deux variables
aléatoires de distribution normale pour représenter les dispersions du module de Young et de
la masse volumique, de moyennes μEi etμρi, et d’écarts-types σEi et σρi, respectivement. Nous
décrivons les incertitudes en termes de coefficient de variation (CV) défini par le rapport de
l’écart-type sur la moyenne de la variable aléatoire (CVEi =σEi /μEi).
Ce problème comprend deux valeurs propres (carrés des pulsations propres ωi2). Nous
appliquons la MEFSS proposée au chapitre précèdent pour montrer la sensibilité de la
solution à l’écart-type des paramètres d’entrée. Nous évaluons aussi l’influence de l’ordre du
chaos polynomial. Afin de vérifier l'efficacité de la MEFSS, les résultats sont comparés à
ceux obtenus par simulations de Monte-Carlo.
Figure 3.1. Système de deux barres articulées
Notation Distribution Moyenne
Module de Young E Normale, Lognormale 210000 MPa
Masse volumique  Normale, Lognormale 7800 kg/m3
Longueur du premier élément l1 Déterministe 2 m
Longueur du deuxième élément l2 Déterministe 1,155 m
Section A Déterministe 10-4 m2
Tableau 3.1. Propriétés physiques et géométriques de la structure
1 3
2
Chapitre 3 : Applications de la MEFSS
93
3.1.1.1 Simulations de Monte-Carlo
La première étape lorsqu’on procède à des simulations de Monte-Carlo est de s’assurer que la
convergence a été obtenue. Pour ce problème, nous avons tracé sur les figures 3.2 et 3.3
l’évolution de la moyenne et de l’écart-type de la première valeur propre 21 ; ces résultats
correspondent à un coefficient de variation de 10% pour les paramètres d’entrée. Les résultats
montrent que les simulations de Monte-Carlo peuvent être rendues précises en augmentant le
nombre des tirages. Dans ce cas, les simulations de Monte-Carlo convergent complètement
pour un nombre de tirages NSMC=105 . Ceci rend les simulations de Monte-Carlo très coûteuses.
Nous représentons sur la figure 3.4 la répartition des valeurs propres obtenues avec ces
simulations pour le premier mode.
Figure 3.2. Convergence de la moyenne de la première valeur propre en fonction du nombre de tirages
Figure 3.3. Convergence du coefficient de variation de la première valeur propre en fonction du
nombre de tirages
CV(E,)=0,1
Nombre de tirages
Nombre de tirages
CV(E,)=0,1
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Figure 3.4. Répartitions des valeurs propres obtenues par simulations de Monte-Carlo (105 tirages)
3.1.1.2 Influence de l’ordre du chaos polynomial
La moyenne et l’écart-type des valeurs propres sont maintenant calculés par la MEFSS. Nous
avons retenu une projection sur le chaos polynomial d’ordre 2. Les résultats numériques sont
donnés dans le tableau 3.2. En outre, les résultats obtenus par les simulations de Monte-Carlo
sont donnés (105 simulations), afin de vérifier l'efficacité de la MEFSS. Les résultats de notre
méthode sont en bon accord avec les résultats estimés par les simulations de Monte-Carlo.
Nous voyons aisément que ce type de développement polynomial est une bonne
approximation de la réponse stochastique.
MEFSS SMC
Valeur moyenne
(rad /s)2
Ecart type
(rad /s)2
Valeur moyenne
(rad /s)2
Ecart type
(rad /s)2
Mode 1 30,02106 3,502106 29,57106 3,713106
Mode 2 52,01106 6,207106 51,77106 6,499106
Tableau 3.2. Résultats numériques des valeurs propres (CV(E,)=0,1)
Dans le tableau 3.3., l'erreur relative sur l’écart-type des valeurs propres est calculée pour
différents coefficients de variation des variables aléatoires d'entrée, et pour différents ordres p
du développement sur le chaos polynomial. Nous notons que l’approche MEFSS fournit des
résultats précis quand les coefficients de variation des variables d'entrée sont faibles (entre 0
et 0,1) même pour les valeurs de p=1 ou 2. Pour des valeurs du coefficient de variation plus
élevées, plus de termes sont nécessaires pour obtenir de bons résultats (p>3). Par exemple,
pour CV=0,5 nous observons la diminution de l’erreur relative avec l'augmentation de p (17%
pour p=1 et seulement 2% pour p=4).
Ainsi la SSFEM peut toujours être appliquée pour des valeurs importantes des coefficients de
variation en augmentant l'ordre du chaos polynomial (nombre de termes). En revanche, le
coût de calcul augmente rapidement avec l'ordre p ; ainsi la méthode devient numériquement
coûteuse :
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 quand le nombre de variables aléatoires M devient important, particulièrement ceux
qui décrivent la densité aléatoire ;
 quand le coefficient de variation est extrêmement grand, de sorte que le deuxième ou
le troisième ordre ne donne pas une évaluation précise.
p CV=0,05 CV=0,1 CV=0,15 CV=0,25 CV=0,5
1 5,27% 6,75% 10,73% 11,51% 16,75%
2 2,31% 2,95% 4,50% 5,76% 6,70%
3 0,82% 1,27% 1,38% 1,91% 2,88%
4 0,66% 0,84% 1,04% 1,44% 2,16%
Tableau 3.3. Erreur relative sur le calcul des coefficients de variation des valeurs propres
3.1.1.3 Comparaison avec la méthode de perturbation classique
La méthode des perturbations décrite dans le paragraphe 1.4.1 est utilisée pour calculer le
développement polynomial de la réponse.
Cette méthode, comme tout developpement en série de Taylor, est sujette à des problèmes de
convergence. La variable doit en effet être inférieure en norme au rayon spectral de la série,
sinon le developpement n’a plus de sens. Nous pouvons voir dans le tableau 3.4 les écarts-
types de la valeur propre pour une méthode de perturbations à l’ordre 2 et 4. Nous pouvons
voir aisément que ce type de développement polynomial ne donne pas une bonne
approximation de la valeur propre aléatoire. Les coefficients de variation pour cet exemple
sont de 10%. Nous comparons pour cet exemple la méthode des perturbations à une projection
sur un chaos polynomial, d’ordre 2 et 4. Ces résultats montrent la bonne précision de la
MEFSS par rapport à la méthode de perturbation de même ordre (erreur relative de 3% pour
la MEFSS contre 10% pour la MEFS par perturbation). La projection sur le chaos polynomial
est une approximation globale (projection sur des polynômes orthogonaux) par comparaison à
l’approximation locale effectuée lors d’un developpement en série de Taylor.
MEFS Spectrale MEFS par perturbationEcart type Monte-Carlo
Ordre 2 Ordre 4 Ordre 2 Ordre 4
Mode 1 3,713106 3,502106 3,668106 3,351106 3,492106
Mode 2 6,499106 6,207106 6,420106 5,921106 6,093106
Tableau 3.4. Ecarts-types des valeurs propres par la MEFS par perturbation et spectrale
(CV(E,)=0,1)
3.1.1.4 Sensibilité de la méthode vis-à-vis de l’écarte-type de l’entrée
Nous évaluons ici la sensibilité de la MEFSS vis-à-vis de l'écart type du module d’élasticité et
de la masse volumique. Comme nous pouvons nous y attendre, le coefficient de variation du
paramètre incertain joue un rôle important. Il est plus difficile d'approcher la solution et ses
moments statistiques quand ce coefficient devient grand, parce que la solution peut dévier
considérablement de sa valeur déterministe.
Dans le cas particulier où les incertitudes affectent le module de Young, la précision de la
solution est obtenue pour des ordres réduits (p=1,2) du chaos polynomial, même si les
coefficients de variation des variables d’entrées sont relativement élevés.
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La solution approchée (pour un ordre donné du chaos polynomial) dévie plus lorsque l'écart
type de la masse volumique est important, comme le montre la figure 3.5, sur laquelle le
coefficient de variation des valeurs propres a été tracé en fonction du coefficient de variation
de la masse volumique (0-50%) pour plusieurs ordres du chaos polynomial (ordre 1, 2, 3 et 4).
Sur cette figure, nous pouvons voir que quand le coefficient de variation est relativement
faible (jusqu'à 20%) le chaos polynomial du premier ordre donne une évaluation assez précise.
En revanche, pour des niveaux plus élevés de variabilité, plus de termes sont nécessaires pour
obtenir de bons résultats (l'erreur sur l'écart-type est de 6% pour le premier ordre et de 3%
pour le quatrième ordre).
Figure 3.5. Coefficient de variation de la première valeur propre en fonction du coefficient de
variation de la masse volumique
Nous pouvons en conclure que si le coefficient de variation est important, il faut augmenter
l'ordre du chaos polynomial sur lequel on fait la projection pour obtenir une bonne
approximation. De ces résultats, il s'avère que la MEFSS peut être appliquée sans risque pour
des problèmes pour lesquels la densité est aléatoire de même pour de grands coefficients de
variation. De plus, la MEFSS s'avère beaucoup plus simple et très efficace pour estimer l'effet
des incertitudes structurales.
3.1.1.5 Comparaison des temps des calculs
Le tableau 3.5 illustre les temps de calcul (en secondes sur un ordinateur avec une processeur
3GHz) pour chacune des trois méthodes : perturbation, MEFSS et simulations de Monte-Carlo.
Nous constatons que la MEFS par perturbations est la plus rapide, mais comme nous venons
de voir en 3.1.1.3, cette méthode ne donne pas des bonnes évaluations de la moyenne et de
l’écart-type sauf pour les cas où le coefficient de variations des variables d’entrée est inférieur
à 15%. La MEFSS d’ordre inférieure à 4 est beaucoup plus rapide que les simulations de
Monte-Carlo avec 105 simulations. Cependant le temps de calcul de la MEFSS augmente
rapidement avec l’ordre polynomial (le temps de calcul est multiplié par 38 entre les ordres
p=1 et p=6), mais il reste toutefois plus rapide que les simulations de Monte-Carlo). Les
résultats sont donnés pour trois coefficients de variation CV=0,05 – 0,10 et 0,02. Une autre
CV de la masse volumique
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remarque est que le temps de calcul augmente en fonction du coefficient de variation des
variables d’entrée surtout pour les ordres polynomiaux les plus élevées.
Sur la figure 3.6, nous avons tracé l’évolution de temps de calcul en fonction de l’ordre de
développement du chaos polynomial, pour différents coefficients de variation. Comme prévu,
le temps de calcul augmente fortement avec l’ordre du chaos polynomial. Les coefficients
élevés de variation produisent une très grande augmentation des temps du calcul.
SSFEM MCSCV(E,) Perturbation
p=1 p=2 P=3 p=4 p=5 p=6 104 105
0,05 1,2 1,8 2,2 3,3 7 20,1 66,1 33,1 162,1
0,1 1,2 1,8 2,2 3,3 7,5 21,9 71,2 34,2 166,9
0,2 1,2 1,8 2,2 3,9 9,9 32,7 116,5 42,1 206,9
Tableau 3.5. Temps de calcul de plusieurs méthodes et pour plusieurs valeurs de p
Figure 3.6. Evolution de temps de calcul en fonction de l’ordre du chaos polynomial p
3.1.1.6 Distributions des valeurs propres
Les variables gaussiennes sont souvent utilisées pour modéliser les paramètres incertains. Les
méthodes stochastiques conduisent à des expressions de la réponse des systèmes mécaniques,
permettant de calculer les moyennes et les écarts-types. On considère souvent, et à tort, que
ces valeurs de sortie sont gaussiennes, ce qui permet de prendre la moyenne plus ou moins
trois écarts-types comme intervalle de confiance de la réponse. Pour une variable gaussienne,
cet intervalle contient en effet 99% des valeurs possibles. Mais nous montrons que ces
paramètres (moyenne et écart-type) ne sont pas adaptés à la description précise du
comportement aléatoire des valeurs propres.
Les simulations de Monte-Carlo peuvent être directement effectuées sur l'équation (2.30), ou
sur le développement des valeurs propres obtenues par projection sur un chaos polynomial. Si
nous divisons les valeurs de sortie en 100 classes, nous pouvons tracer un histogramme de ces
valeurs, ce qui donne une bonne idée sur la distribution de la valeur propre pour un mode
donné.
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La figure 3.7 montre l’histogramme de la première valeur propre du système. Nous
considérons toujours le développement sur le chaos polynomial de la réponse, dans laquelle
les ξi, rappelons-le, sont des variables aléatoires de distribution normale, à moyenne nulle et à
variance unitaire. Nous avons effectué 104 tirages de Monte-Carlo, qu'on a divisés en 100
classes. L’histogramme est calculé à la fois pour la résolution directe du problème et pour la
projection des valeurs propres sur un chaos polynomial d'ordre 4 (CV=10%). La valeur
déterministe, la valeur moyenne ainsi que l’intervalle de confiance à plus ou moins trois
écarts-types ont été tracés.
A partir de la figure 3.7, nous remarquons que les deux solutions calculées par simulations de
Monte-Carlo et par simulations du chaos polynomial sont pratiquement confondues, ce qui
montre l'efficacité de notre méthode. Nous pouvons déjà nous apercevoir que μλi ± 3σλi ne
correspond pas à une enveloppe précise de la solution aléatoire pour ces fréquences et que cet
histogramme ne correspond pas à celui d’une variable gaussienne. Ceci explique pourquoi il
faut avoir recours à un chaos polynomial d'ordre élevé pour décrire correctement la solution
par rapport aux variables stochastiques.
Figure 3. 7. Histogramme de la première valeur propre aléatoire
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3.1.2 Treillis de plate forme pétrolière
Nous introduisons ici un exemple industriel dont les résultats pourront montrer l’efficacité de
la MEFSS. Nous faisons l’hypothèse d'une plate-forme pétrolière dont les sources
d’incertitudes sont parfaitement connues et qui peuvent être décrites à l’aide d’une méthode
stochastique. Afin d'obtenir les dispersions présentes dans la structure considérée, nous
décidons de représenter les incertitudes à 1'aide de paramètres stochastiques qui, dans le cadre
de ce travail, se limitent aux rigidités structurales.
En pratique, nous avons besoin de définir la nature des paramètres stochastiques intervenant
dans la simulation. Nous avons déjà eu 1'occasion de discuter de ce problème dans le
paragraphe 1.2.1 et nous avons montré que tous les paramètres stochastiques peuvent être
représentés à 1'aide de variables aléatoires, dont la manipulation est plus aisée.
La structure de plate-forme pétrolière est composée de quinze tubes (figure 3.8 et 3.9). La
largeur de la structure est de 56 m et sa hauteur s’élève à 56 m. Elle est composée de trois
étages et possède 12 degrés de liberté (translation dans les directions O X

et OY

), le matériau
constitutif étant l’acier. La distribution de la masse des installations sur la structure est
modélisée par deux charges appliquées sur les noeuds 4 et 5. Nous supposons que les liaisons
au sol des noeuds 1 et 2 sont parfaites et que les barres ne travaillent qu’en traction-
compression. Les caractéristiques de ces barres dont le matériau est supposé homogène et
isotrope sont données dans le tableau 3.6 et les dimensions géométriques sont répertoriées
dans le tableau 3.7.
Notation Moyenne
Module de Young E 210 GPa
Masse volumique  7800 kg/m3
Epaisseur des tubes E 2×10-2 m
Rayons des tubes R 1 m
Section A 628×10-4 m2
Tableau 3.6. Les paramètres physiques et dimensions géométriques de la structure
Elément 1 et 7 2 et 6 3 et 5 4 8 9 10 et 11 12 et 13 14 et 15
Longueur 27,16 18,1 11,06 16 22,21 18,36 36,87 27,12 20,4
Tableau 3.7. Longueur des éléments de la structure (m)
Le problème aux valeurs propres associé au modèle déterministe permet de déterminer douze
modes propres de vibrations, dont les deux premiers sont représentés sur la figure 3.10 ; les
composantes des quatre premiers modes (normalisés par rapport à leur maximum) ainsi que
les valeurs propres (carrés des pulsations propres) associées, sont consignés dans le tableau
3.8.
Le modèle éléments finis associé, dont le maillage est précisé sur la figure 3.9, constitue le
modèle déterministe. Nous considérons que les seules sources d'incertitudes sont liées au
matériau, ce qui oriente notre choix vers une loi lognormale, dont la moyenne correspond au
modèle déterministe. L’utilisation de la loi lognormale nous les réalisations non physiques
(négatives).
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Figure 3.8. Structure étudié : plate-forme pétrolière
Figure 3.9. Dimensions géométriques du problème de la plate-forme
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i=1 i=2 i=3 i=4
Valeur propre λi 302 343 1920 4861
Modesφi
0,025
0,007
0,258
0,001
1,000
-0,001
-1,000
-0,001
-0,258
0,001
-0,025
0,007
0,315
0,125
1,000
-0,001
-0,473
-0,004
0,473
-0,004
-1,000
-0,001
-0,315
0,125
-0,278
-0,390
0,822
0,012
-1,000
0,004
-1,000
-0,004
0,822
-0,012
-0,278
0,390
-0,612
1,000
0,028
-0,030
-0,005
0,001
0,005
0,001
-0,028
-0,030
0,612
1,000
Tableau 3.8. Détail des pulsations propres et modes propres associés au modèle déterministe de la
plate-forme pétrolière
Mode 2 Mode 1
Figure 3.10. Modes propres associés au modèle déterministe de la plate-forme pétrolière
Plus précisément, pour chaque barre, nous supposons que E est une v.a. lognormale de
moyenneμE et d’écart-typeσE. Nous pouvons donc l'écrire sous la forme :
 XE GGexp   (3.1)
avec :
 
E
E
EEG
E
E
G a;aln;
a
ln

 








 22
2
2
1
1
(3.2)
où X est une v.a. gaussienne standard.
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Le calcul des valeurs propres stochastiques se fait par simulations de Monte-Carlo, puis par la
MFESS, selon la technique expliquée par [Bar05]. Les développements polynomiaux de la
réponse sont ainsi obtenus. Le coefficient de variation des variables d’entrée est égal à 10%.
A partir des distributions, nous pouvons déterminer, pour chaque valeur propre, et pour un
ordre polynomial p donné, la moyenne et l’écart-type. De même, nous pouvons déterminer les
moments stochastiques concernant les modes propres.
Nous trouvons dans le tableau 3.9, l’erreur relative sur l’écart-type de la série polynomiale
obtenue par la MEFSS, en comparaison avec ces mêmes quantités calculées par simulations
de Monte-Carlo, pour les cinq premières valeurs propres du système. Ces résultats montrent
que la MEFSS donne des résultats satisfaisants même pour les ordres polynomiaux faibles.
L’erreur relative sur l’écart-type est de 14% pour les developpements polynomiaux d’ordre
p=1. Le développement sur les chaos polynomiaux d’ordre 2 et 3 permet d’avoir des résultats
plus précis, mais avec un coût numérique plus élevé, bien qu'il reste beaucoup plus efficace
que les simulations de Monte-Carlo.
Les modes propres aléatoires peuvent être facilement évalués et tracés par une simple
procédure de simulations de Monte-Carlo dont les dispersions des deux premiers modes
propres sont représentées sur la figure 3.11.
Comme cité précédemment, un avantage important de la MEFSS, est la disponibilité d’une
forme analytique de la réponse. Ayant les coefficients du chaos polynomial, la densité de
probabilité des valeurs propres peut être facilement tracée sans calculs supplémentaires. La
figure 3.12 représente l’histogramme calculé pour la première valeur propre par la méthode de
Monte-Carlo et par un chaos polynomial d’ordre 4. On constate que les deux distributions
sont éloignées l’une de l’autre. Ceci explique pourquoi il faut avoir recours à un chaos
polynomial d’ordre élevé pour décrire correctement la solution par rapport aux variables
stochastiques, au risque d’augmenter considérablement les temps de calcul. La figure 3.13
montre l’évolution de la FDP de la première valeur propre, pour différents ordres
polynomiaux. Une convergence numérique est clairement observée sur cette figure vers la
FDP de référence estimée par les simulations de Monte-Carlo, si on augmente l’ordre p du
chao polynomial. En raison de la méthode d’estimation, les courbes correspondantes sont
logiquement bruitées. C’est pourquoi des courbes lissées sont proposées à des fins de
comparaison.
Mode 2 Mode 1
Figure 3.11. Modes propres aléatoires de la plate-forme pétrolière
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Erreur relative sur l’écart-typeMode
p=1 p=2 p=3 p=4
1 16,92% 6,15% 4,62% 3,08%
2 14,93% 7,76% 5,37% 2,99%
3 13,74% 6,14% 4,17% 3,04%
4 11,72% 5,27% 3,86% 3,04%
5 10,45% 4,97% 3,95% 3,05%
Tableau 3.9. Erreur relative sur l’écart type des valeurs propres (M=15, CV(Ei)=10%)
Figure 3.12. Histogramme de la première valeur propre
Figure 3.13. Convergence numérique de la densité de probabilité de la première valeur propre
(courbes lissées)
MCS
p=8
p=6
p=4
p=2
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Prise en compte des fortes incertitudes
Pour pouvoir juger de la validité de la méthode pour la prise en compte des fortes incertitudes,
nous étudions à nouveau 1'exemple de la plate-forme pétrolière dont les incertitudes sont
toujours modélisées par des lois lognormales, la différence étant que 1es barres sont
maintenant caractérisées par des lois très « dispersées ». Nous avons volontairement exagéré
1'ecart-type de la loi des barres pour rendre le phénomène de forte incertitude plus visible sur
cet exemple.
C'est le premier mode qui est le plus affecté par les fortes incertitudes, c'est donc celui-ci qui
est retenu pour la détermination des variabilités effectives. Même si ce n'est pas nécessaire, vu
le faible nombre de degrés de liberté de la structure, nous appliquons la méthode proposée
dans son ensemble avec une base comprenant les 14 premiers modes propres, complétés par
un mode statique, pour des valeurs du coefficient de variation de 50%, 70% et 99%.
La propagation des incertitudes est également réalisée par une méthode de Monte-Carlo avec
105 tirages, et les distributions obtenues permettent de déterminer les dispersions effectives de
la première pulsation propre. Les résultats provenant des simulations de MC peuvent être
encore une fois considérés comme précis, et constituent donc une référence pour les
comparaisons effectuées.
Les résultats des deux méthodes, ainsi que les erreurs relatives, obtenues pour la première
valeur propre, sont consignées dans le tableau 3.10. Nous constatons que la MEFSS sous-
estime de près de 5% l’écart-type sur la première valeur propre à 99 %, et que cette méthode
est toujours applicable, même pour les cas de fortes incertitudes sur les paramètres d’entrée, et
donne des résultats proches de ceux obtenus à 1'aide des simulations de Monte-Carlo.
En conclusion, la MEFSS donne toujours de bons résultats pour les niveaux élevés
d’incertitude, ce qui rend la méthode plus appropriée à l’étude des problèmes stochastiques en
comparaison à d'autres méthodes, comme la méthode de perturbation, qui donne des résultats
erronés dans les situations où le coefficient de variation est élevé.
Néanmoins, nous pouvons remarquer des résultats moins bons en ce qui concerne les densités
de probabilité des valeurs propres de la structure. Une explication possible, déjà évoquée dans
le paragraphe 3.1.3, est liée à la façon de modéliser les incertitudes de base, qui entraîne des
résultats moins bons pour les valeurs à 70 % que pour les valeurs à 99 %.
Erreur relative sur l’écart typeValeur de CV
p=1 p=2 p=3 p=4
99% 28,58% 13,27% 8,22% 5,1%
70% 25,9% 12,92% 7,8% 5%
50% 24,18% 11,97% 7,8% 5,1%
Tableau 3.10. Comparaison des écarts types obtenus pour la première pulsation propre par la MEFSS
et simulations de Monte-Carlo
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3.2 Incertitudes modélisées par champs aléatoires
3.2.1 Application à une barre en traction
L'objet de ce paragraphe est d'appliquer la MEFSS pour le calcul des valeurs propres d'une
barre en traction. La caractérisation de la propagation des incertitudes dans le modèle
dynamique par différents estimateurs d'erreur de moyenne et de variance est présentée. Nous
menons alors une analyse de convergence de ces estimateurs d'erreur en fonction de différents
paramètres. Les estimateurs d'erreurs des paramètres sont calculés par rapport aux moyennes
et variances calculées par simulations de Monte-Carlo. Le modèle sera traité pour les 3
scénarios suivants :
 le module d'élasticité est un processus aléatoire,
 la masse volumique est un processus aléatoire,
 le module d'élasticité et la masse volumique sont modélisés par des processus
stochastiques gaussiens indépendants.
3.2.1.1 Description de la structure
Le problème étudié est le suivant : une barre rectiligne homogène de section constante est
encastrée à son origine et libre à son extrémité. Les variables déterministes du problème sont :
S l'aire de la section et L la longueur de la barre. Nous nous intéressons au calcul des valeurs
propres de la structure. Dix éléments finis sont employés dans le maillage de la structure
(Figure 3.14).
Les paramètres incertains sont le module d'élasticité E et la masse volumique ρdu matériau
constitutif. Les paramètres déterministes géométriques et physiques sont indiqués dans le
tableau 3.11.
Figure 3.14. Barre en traction
Paramètre Notation Valeur
Module d’Young E 210000 MPa
Masse volumique  7800 kg/m3
Longueur L 5 m
Section A 10-5 m2
Tableau 3.11. Paramètres de modèle déterministe
Les paramètres incertains E et ρsont modélisés par des processus gaussiens stationnaires,
notés E et ρ, indexé sur [0, L], de moyennesμE = 2,1×1011 Pa etμρ= 7800 kg/m3, de fonctions
d'autocorrélation REet Rρ, et de fonctions de covariance CE et Cρ, telles que :
CE(u) = RE(u)- 2E ,
Cρ(u) = Rρ(u)- 2 ,
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et d'écarts-types σE et σρ, tels que σE = CVE × μE et σ= CV×μ, où CVE et CVρsont les
coefficients de variation de E et ρrespectivement. Nous savons que E et ρpeuvent alors
s'écrire :
 xx EE EGE   (3.3a)
 xx   Gρ  (3.3b)
où GE(x) et G(x) sont des processus gaussiens stationnaires centrés, de variance unité et de
fonctions de covariance
EGC et GC .
Pour les données d'entrée du tableau 3.10, les quatre premières valeurs propres déterministes
de la structure sont données dans le tableau 3.12.
Mode de vibration Valeur propre
(×106 (rad/s)2)
1 2,665
2 24,361
3 69,910
4 143,768
Tableau 3.12. Résultats du modèle déterministe
3.2.1.2 Développement des processus aléatoires
Comme indiqué dans le paragraphe précédent, les paramètres aléatoires de l'étude sont le
module d'élasticité longitudinal et la masse volumique qui sont modélisés par deux processus
stationnaires E = (E(x), x[0,L]) et ρ= (ρ(x), x[0,L]) indexés sur [0,L].
Le développement ci-dessous est effectué pour le processus modélisant le module de Young,
le traitement de la masse volumique étant identique.
Choix des modèles d'autocorrélation
Le processus du module d’élasticité est complètement caractérisé par sa moyenne constante
μE = E[E(x)] et sa fonction d'autocorrélation RE(u) = E[E(x + u)E(x)] ou sa fonction de
covariance CE(u) = E[(E(x+u)-μE)(E(x)-μE)] = RE(u)- 2E .
Rappelons qu'au processus E , est associé un processus gaussien stationnaire : le processus G
de moyenne nulle et d'écart-type unitaire, tel que :
 xx EE GE   (3. 4)
Le relation entre les fonctions de covariance CE et CG de ces processus est :
 
2
E
E
G
uC
uC

 (3.5)
Sachant que les fonctions d'autocorrélation de G et E vérifient :
    22 EEEGGG uCuR;uCuR   (3.6)
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L’expression (3.5) devient :
  2
2 E
E
E
G a
uR
uR 

(3.7)
Pour la fonction d'autocorrélation, trois modèles sont possibles parmi d'autres :
* modèle A (exponentiel) :
   L,u,
b
u
expuCuR AG
A
G 0


 (3.8)
* modèle B (triangulaire) :
 
 





L,0u0
uu0
u
u
1
uCuR 00
B
G
B
G
si
si
(3.9)
* modèle C (exponentiel carré) :
   L,0u,
b
u
expuCuR
2
C
G
C
G 



 (3.10)
où b, c et u0 sont des constantes réelles strictement positives. À titre d'illustration, les trois
fonctions d'autocorrélation (3.8), (3.9), (3.10) sont représentées graphiquement sur la figure
3.15.
Figure 3.15. Fonctions d'autocorrélation du processus gaussien standard associé
u0 = b = c = 0,5 ; μE = 1 ; aE = 0,1
Longueur de corrélation
Pour un processus stationnaire G de moyenne μG, d'écart-type σG et de fonction
d'autocorrélation RG, on définit la longueur de corrélation lc comme la longueur à partir de
laquelle la corrélation entre les observations G(x) et G(x + lc) devient négligeable. En pratique,
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on la calcule comme la solution du problème d'optimisation suivant : trouver la plus petite
valeur de u qui réalise l'inégalité RG(u)- 2G ≤ε 2G oùεest un réel strictement positif petit fixé.
Cette caractéristique dépend bien entendu des paramètres de la fonction d'autocorrélation du
processus. Ainsi, pour le processus E concerné, et pour chacun des modèles d'autocorrélation
considérés, son expression est la suivante :
    lncl;ul;lnbl CcBcAc  10 (3.11)
avec :
 
 2
2
1
1
E
E
aln
aln

  (3.12)
Un intérêt notable de ce paramètre est qu'il permet de rationaliser les comparaisons. Ainsi, si
l'on veut comparer les performances ou les propriétés de plusieurs processus aléatoires dans
une procédure d'approximation, il sera judicieux de régler préalablement leurs paramètres de
telle sorte qu'ils aient tous la même longueur de corrélation. Le fait de rendre commune à tous
ces processus la valeur d'une de leurs caractéristiques importantes est une façon de
rationaliser la comparaison.
Par exemple, pour obtenir une longueur de corrélation lc de 0,5 m avec chacun des trois
modèles d'autocorrélation considérés pour le processus E, et en prenant pour εet aE les
valeurs ε= 10-2, aE = 0,1, il faut donner aux paramètres b, u0 et c les valeurs suivantes : b =
0,1 m, u0 = 0,5 m et c = 0,05 m.
La fonction d'autocorrélation G~R du processus approximant G
~ converge numériquement vers
la cible RG, en fonction du nombre M de termes du développement de Karhunen-Loève. Le
nombre de termes nécessaires à une bonne approximation G~R de RG augmente si la longueur
de corrélation lc diminue.
3.2.1.3 Résolution du problème spectral
Pour construire le développement de Karhunen-Loève de G, il est nécessaire de résoudre le
problème spectral relatif à CG, c'est-à-dire l'équation de Fredholm en (λ, f) :
      2210 12221 0 L,x,x;xfdxxfxxC
L
G   (3.13)
La solution de ce problème, c'est-à-dire la famille dénombrable (λi, fi) des valeurs et fonctions
propres de CG peut être calculée explicitement pour le modèle A et pour le modèle B si u0 > L,
ce que nous supposons ici. En revanche, pour le modèle C, elle doit être calculée
numériquement. Nous donnons ci-dessous les résultats obtenus pour les modèles A et B
[Gha91].
* modèle A :
  





impairestpour
pairestipour
i)xsin(O
)xcos(E
xf;
b
2
i
A
i
i
A
iA
i2
ib
1
A
i
2 


 (3.14)
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avec :
2
1
2
1
2
2
2
2




 


 
i
iA
i
i
iA
i
)Lsin(LO;)Lsin(LE



 (3.15)
les ωi étant solutions de :
 
 





pairipourLtanb
impairipourLtanb
0
0
1
1


* modèle B :
       




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avec :
  2
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2
2
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    2
1
2
2
24
2
2
1
2
















 



 LtanLsinLsinLLtanLO i
i
i
i
iiB
i





(3.18)
les ωi étant solutions de :
 


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
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

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Construction des approximations
La famille des paramètres spectraux (λi, fi) de CG étant construite, le développement de
Karhunen-Loève du processus G est complètement déterminé. Il s'écrit :
   L,x;xfx
i
iii 0
1



ξG  (3.19)
où (ξi)1≤i<∞ est une famille dénombrable de copies indépendantes d'une v.a. gaussienne
scalaire standard. On en déduit le développement de Karhunen-Loève du processus gaussien
stationnaire E =μE+σEG :
   L,x;xfx
i
iiiEE 0
1
 


ξE  (3.20)
Une approximation E~ de E est obtenue en tronquant le développement de Karhunen-Loève
(3.20) à l'ordre M :
   L,x;xfx~
M
i
iiiEE 0
1
 

ξE  (3.21)
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Formulation et résolution du problème
L'approximation visée des vecteurs propres aléatoires inconnus {q} et des valeurs propres
aléatoires λest recherchée sous la forme :
  



1
0
P
j
jjq Ψq
(3.22)




1
0
P
k
kkΨλ 
(3.23)
où le paramètre P et les v.a. Ψj sont fonctions des M variables aléatoires gaussiens i figurant
dans l'approximation E~ de E et ρ~ de , et les {qj} sont des vecteurs déterministes à calculer,
ainsi que les valeurs déterministes λk : ce sont les inconnues du problème.
Pour calculer ces quantités déterministes, nous utilisons la démarche exposée dans le
paragraphe 2.2, qui conduit à la résolution de l’équation (2.48). Une fois le système
d’équations non linéaires résolu, les λk sont obtenus et par conséquent l'approximation ~ de λ.
3.2.1.4 Simulation de Monte-Carlo
Nous avons vu que, dans les modèles stochastiques, la taille du problème numérique à
résoudre est directement liée au nombre de variables aléatoires d’entrée. Dans les simulations
de Monte-Carlo, l'effort informatique est proportionnel au nombre d'échantillons NMCS. Dans
cette application, les simulations de Monte-Carlo sont basées sur une discrétisation du
processus effectuée sur la base de ses valeurs au centre de chaque élément fini du maillage. Le
problème aux valeurs propres correspondant est résolu pour déterminer les valeurs propres et
les vecteurs propres de la structure. Cette opération est répétée NMCS fois. Les moments
statistiques de la réponse, en particulier les valeurs propres sont ainsi calculées. Dans notre
exemple, les simulations de Monte-Carlo convergent complètement pour 106 tirages. La
moyenne et l’écart-type sont illustrés sur les figures 3.16 et 3.17. La première valeur propre
montre une valeur moyenne de 2,665×106 (rad/s)2 et un écart-type de 2,042×105 (rad/s)2.
Figure 3.16. Convergence des simulations de Monte-Carlo (moyenne de la première valeur propre)
Nombre de tirages
CV(E,)=0,1 ; b=50 m
Moyenne
Moyenne à 106 tirages
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Figure 3.17. Convergence des simulations de Monte-Carlo (écart-type de la première valeur propre)
3.2.1.5 Analyse stochastique par la MEFSS
* Cas d’un processus modélisant le module de Young
Dans cet exemple, le module de Young est un processus aléatoire gaussien, alors que la masse
volumique est considérée déterministe. Nous supposons que le coefficient de variation (CV)
du module de Young est égal à 0,1 et la fonction d'autocorrélation du processus est choisie du
type exponentiel (modèle A) :  bxE exR / , où b est la longueur de corrélation, supposée
égale à 50 m.
* Influence de l’ordre du chaos polynomial
La précision de la MEFSS dépend du nombre de termes M dans le développement de
Karhunen-Loève aussi bien que de l'ordre du chaos polynomial p de la réponse. Par
conséquent, le taux de convergence doit être étudié en termes de ces deux paramètres. Pour
chaque ensemble de M et p, la valeur de P et de l'écart-type des valeurs propres sont indiqués
dans le tableau 3.13.
M p P σ(SSFEM)×103
Erreur
relative
1 2 3 160,1 21,4 %
3 4 185,5 9 %
4 5 194,3 4,7 %
5 6 197,1 3,3 %
2 2 6 173,3 15 %
3 10 195,4 4,1 %
4 15 201,9 0,9 %
5 21 203,2 0,3 %
3 2 10 180 11,7 %
3 20 199,3 2,2 %
4 2 15 183,7 9,9 %
3 35 201,6 1,1 %
Tableau 3.13. Influence des valeurs de M et p sur l’écart-type de la première valeur propre (b=50m).
L’exemple montre que l’erreur relative diminue fortement quand l'ordre du chaos polynomial
augmente. Par exemple, pour M=2-3, p=3 assure une erreur relative inférieure à 5% pour
l'écart-type. L’augmentation du nombre de termes M pris en compte dans le développement
CV(E,)=0,1 ; b=50 m
Ecart-type
Ecart-type à 106 tirages
Nombre de tirages
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de Karhunen-Loève permet également d’avoir des valeurs plus précises (erreur relative
inférieure à 1% pour M=3 et p=4), mais son effet reste largement inférieur que si on augmente
le nombre de termes dans le développement de la réponse (ordre p du chaos polynomial).
Cet exemple montre la convergence rapide avec peu de termes (ordres faibles du chaos
polynomial), qui n'est pas tout à fait étonnante parce le processus d’entrée (module de Young)
est gaussien.
* Influence de la longueur de corrélation
Pour étudier l'influence de la longueur de corrélation, deux nouvelles valeurs (b = 10 m et b =
2 m) sont considérées, au lieu de 50 m, tout en gardant les valeurs initiales de tous les autres
paramètres. Les résultats, donnés dans le tableau 3.14, peuvent être comparés à ceux dans le
tableau 3.13 (avec b = 50 m). Ils montrent que, quand la longueur de corrélation diminue, un
nombre plus élevé de termes M est exigé afin d’obtenir une précision acceptable dans la
discrétisation du champ aléatoire. Il s'avère également que les résultats satisfaisants (i.e.
erreur relative inférieure à 5%) sont obtenus pour M>3 et p>3 pour une longueur de
corrélation de b=10m, alors que cette précision est réalisée seulement pour M>3 et p>5 pour
une longueur de corrélation b=2 m. Il faut noter que des ordres plus élevés du chaos
polynomial mèneraient à des temps de calcul très importants. L’erreur relative est toujours
calculée par rapport aux valeurs de référence des simulations de Monte-Carlo.
Erreur relativeM p P
b=10 m b=2 m
1 2 3 28.06 % 35.34%
3 4 15.68 % 24.36%
4 5 10.75 % 20.49%
5 6 8.80 % 19.80%
2 2 6 18.99 % 24.18%
3 10 7.28 % 12.32%
4 15 3.08 % 7.36%
5 21 1.63 % 4.91%
3 2 10 14.92 % 20.04%
3 20 4.43 % 8.85%
4 2 15 12.74 % 18.42%
3 35 2.94 % 7.49%
Tableau 3.14. Influence de la longueur de la corrélation sur l’écart-type de la première valeur propre
Une première conclusion sur cet exemple est que l'approche MEFSS s'applique
indépendamment de la longueur de corrélation du champ, et donne des résultats assez précis.
Elle est peu coûteuse sur le plan numérique pour le cas où la longueur de corrélation est
grande, tant que le nombre de termes retenus dans le développement de KL ne dépasse pas 10.
En revanche, dû au coût de calcul, il est difficile d'employer la MEFSS avec des ordres du
chaos polynomial p>2 quand M=10 ou plus (cas des petites valeurs de la longueur de
corrélation). Autrement dit, les résultats calculés avec un développement d'ordre inférieur
peuvent ne pas être suffisamment précis.
* Masse volumique modélisée par un processus aléatoire
Dans ce paragraphe, les incertitudes affectent uniquement la matrice de masse du système, le
coefficient de variation de la masse volumique étant égal à 0,05. La fonction d'autocorrélation
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du processus est du type exponentiel :  b/xexR  , où b est la longueur de corrélation,
égale à 10 m.
Comme la précision dépend du nombre de termes M dans le développement de KL du
processus d’entrée modélisant la masse volumique, et de l'ordre p du développement du chaos
polynomial de la réponse, nous avons choisi M = 5 qui permet de bien représenter les
fluctuations aléatoires de la masse volumique avec une excellente précision, les effets des
termes supplémentaires étant largement inférieurs.
Figure 3.18. Coefficient de variation de la première valeur propre en fonction celui coefficient de la
masse volumique
Le coefficient de variation de la première valeur propre en fonction de celui de la masse
volumique est illustré sur la figure 3.18. Les résultats présentés sur cette figure sont calculés
pour M=5 termes avec différentes valeurs de p. Nous pouvons voir facilement que quand le
coefficient de variation est relativement faible (jusqu'à 15%) un chaos polynomial du
troisième ordre donne une évaluation assez précise de la réponse. En revanche, pour des
niveaux plus élevés de variabilité, plus de termes sont nécessaires dans le développement du
chaos polynomial pour obtenir de bons résultats (l'erreur relative est de 20% pour le troisième
ordre et de 8% pour le cinquième ordre pour une valeur de CV de 0,25). De ces résultats, il
ressort que l’utilisation de la MEFSS pour l’analyse stochastique des problèmes aux valeurs
propres donne toujours des résultats satisfaisants, quand les incertitudes affectent la matrice
de la masse, même dans le cas de grands coefficients de variation.
* Analyse stochastique avec deux processus stochastiques
Dans ce paragraphe, la valeur moyenne et l’écart-type des valeurs propres sont calculés pour
différents coefficients de variation des processus aléatoires d'entrée et pour différents ordres p
du développement du chaos polynomial. L’analyse est faite avec 5 termes dans les
développements de KL des deux processus E et(M=10). Les résultats sont rapportés sur la
figure 3.19.
Nous remarquons que, quand la MFESS est employée, la convergence de l'algorithme est
toujours réalisée, le nombre d'ordres polynômes exigés variant de 2 à 8, selon la dispersion
des données (des ordres polynomiaux plus élevées sont exigés pour un plus grand coefficient
CV de la masse volumique
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de variation). L'erreur relative diminue rapidement avec la diminution de la variabilité du
module de Young et de la masse volumique. Nous notons que des résultats de médiocre
qualité sont obtenus pour CV(E)=0,5 et CV(ρ) =0,25. Ceci était prévisible parce que ces
valeurs correspondent à un niveau élevé de variabilité, pour lequel l'approche MEFSS, avec
des ordres polynomiaux relativement petits, fournit des résultats médiocres (voir ci-dessus
pour l'influence de l'ordre polynomial). Dans tous les cas, le calcul par MEFSS converge vers
la valeur calculée par les simulations de Monte-Carlo, particulièrement quand l'ordre du chaos
polynôme est grand.
A partir des résultats de la figure 3.19, nous notons que l’approche MEFSS fournit des
résultats précis quand les coefficients de variation des variables d'entrée sont faibles
(inférieurs à 0,1) même pour les degrés p=2 à 4 de chaos polynomial. Pour des valeurs plus
importantes du coefficient de variation, plus de termes dans le développement de chaos
polynomial sont nécessaires pour obtenir une précision acceptable (p>4). Par exemple, pour le
cas de CV (E)=0,25 et CV (ρ) =0,5, la convergence de l'écart type vers la valeur de référence
est obtenue pour des ordres élevés de p (erreur relative égale à 0,76 pour p=2 et à 0,14 pour
p=8).
CV()
CV()
CV(E)
CV(E)
Ordre de chaos polynomial p=2
Ordre de chaos polynomial p=4
4
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Figure 3.19. Erreur relative du CV de la première valeur propre en fonction de CV(E) et CV(ρ) pour
différents ordre de chaos polynomial (p=2,4,6 and 8)
En conclusion, la MEFSS donne des résultats assez justes quand les niveaux élevés
d’incertitudes affectent la matrice de rigidité seulement, ou quand les variabilités dans la
matrice de masse sont relativement basses, même pour des chaos polynomial de deuxième et
de troisième ordre. Quand le coefficient de variation est élevé, les chaos polynomiaux de
deuxième et de troisième ordre ne donnent pas une évaluation suffisament précise, mais la
méthode pourrait toujours être appliquée sans risque en augmentant l'ordre du chaos
polynomal. En revanche, le temps de calcul augmente rapidement avec l'ordre p, et la
méthode devient numériquement coûteuse.
CV()
CV() CV(E)
CV(E)
Ordre de chaos polynomial p=6
Ordre de chaos polynomial p=8
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3.2.2 Ligne d’échappement d’un véhicule
Dans ce paragraphe, nous montrons l’efficacité de la méthode proposée, sur un modèle de
ligne d’échappement avec propriétés physiques incertaines. Le nombre de degrés de liberté est
significatif de façon à montrer que cette méthode permet de traiter des cas réalistes. Le
système est modélisé à l’aide du logiciel Matlab. Nous présentons les écarts-types et les
moyennes des valeurs propres et des vecteurs propres. Les calculs sont effectués par
projection sur le chaos polynomial et par simulations de Monte-Carlo.
3.2.2.1 Description du problème
Un système d'échappement est typiquement composé de tubes reliant différents éléments à
partir du moteur et finissant par le tuyau d’échappement (Figure 3.21). Le système est soumis
aux vibrations induites par le moteur du véhicule, le châssis et le gaz d'échappement. Pour ce
système, la température induite par le moteur doit être prise en considération, car elle modifie
les propriétés matérielles de l'acier, particulièrement le module d'élasticité. Pour l'analyse
modale, il peut être raisonnable d'employer des éléments finis de type poutre pour modéliser
cette structure.
Figure 3.20. Ligne d’échappement.
Le système étudié est composé de 28 éléments de type poutre, de longueur Li, qui représentent
les différentes parties du système : pot d'échappement, convertisseur catalytique, résonateur et
silencieux, comme représenté sur les figures 3.21 et 3.22. La section transversale du pot
d'échappement est cylindrique avec rayon R1. Le résonateur et le convertisseur catalytique
sont également modélisés par un tube de rayon R2, et le silencieux est modélisé par un tube de
rayon R3 (cette approximation est raisonnable pour l'analyse modale). ei est l'épaisseur de la
paroi de chacun des éléments.
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Figure 3.21. Configuration de système étudié.
Le système est encastré à la sortie du moteur. Il est attaché à la structure du véhicule par
quatre ressorts élastiques, avec des raideurs k1, k2, k3 et k4. Nous supposons que les vibrations
du système demeurent principalement dans le plan perpendiculaire à la surface de la route.
Un maillage fin a été employé initialement pour obtenir les valeurs de référence des valeurs
propres de la structure. Des maillages moins raffinés sont ensuite été mis en œuvre afin de
conserver le numbre minimum d'éléments possible, en respectant une erreur relative sur les
valeurs propres inférieure à 1%. Un maillage avec 28 éléments a ainsi été par la suite choisi.
Le moteur induit un gradient de température élevé le long du système d’échappement, qui
commence par une température de 800°C à la sortie de moteur et qui descend à 55°C à
l’extrémité de la ligne d’échappement. Ce gradient de température modifie considérablement
le module de Young, qui, par conséquent, influence de manière significative les fréquences de
vibration. Ainsi, il est important de définir le rapport entre le module de Young et la
température des tubes : un des modèles habituels est donné par l'expression [Ami06] :
E (T) = 216,2−0,0692 T (3.24)
avec E (module de Young) donné en GPa et T la température des éléments donnée en °C. La
variation spatiale de la température est supposée linéaire dans la direction x (voir la figure
3.21) variant de 800°C à 55°C comme mentionné ci-dessus.
3.2.2.2 Données aléatoires du problème
La MEFSS est employée pour calculer les valeurs propres de la structure. L’hypothèse de
départ est que le module de Young et la masse volumique sont considérés comme des
quantités aléatoires modélisées par des processus aléatoires homogènes. Nous supposons que
les processus varient seulement selon l’axe longitudinal des éléments. Ils sont donc modélisés
par des processus aléatoires indépendants scalaires unidimensionnels. Pour simplifier l’étude
nous considérons que les processus étudiés sont gaussiens.
La fonction d'autocorrélation des processus est du type exponentiel :  b/xexR  , où b est le
paramètre de corrélation, supposé égal à 1 m pour les deux processus. Le coefficient de
variation (CV) du module de Young et de la masse est égal à 0,1 et à 0,05, respectivement.
Les variables aléatoires modélisant les variations stochastiques des raideurs suivent des
distributions normales puisqu’elles représentent les erreurs de fabrication. Nous représentons
dans le tableau 3.15 les moyennes et les coefficients de variation (CV) des paramètres de
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conception. Il est à noter que la valeur moyenne du module de Young est calculée pour
chaque élément en fonction de la température.
Variable Notation Valeur
moyenne
Type Coefficient de
variation
Module de Young E E(T) Processus aléatoire 0,1
Masse volumique  7650 kg/m3 Processus aléatoire 0,05
Épaisseur des tubes e1 0,8 mm Déterministe
Épaisseur des tubes e2 1 mm Déterministe
Épaisseur des tubes e3 1,5 mm Déterministe
Épaisseur des tubes e4 1,25 mm Déterministe
Rayon des tubes R1 25 mm Déterministe
Rayon des tubes R2 40 mm Déterministe
Rayon des tubes R3 75 mm Déterministe
Raideur des ressorts k1, k2, k3 , k4 8 N/mm Variable aléatoire 0,20
Tableau 3.15. Moyennes et coefficients de variation des paramètres de la ligne d’échappement.
La précision du développement de KL du processus aléatoire dépend du nombre de termes M
retenus. Il s'avère que M=3 est suffisant pour assurer une erreur relative inférieure à 10%.
Naturellement, cette valeur est étroitement liée aux paramètres définissant le champ aléatoire,
en particulier la longueur de corrélation.
L’analyse probabiliste du système est divisée en trois parties :
1. analyse modale déterministe du système,
2. identification de la distribution de probabilité des valeurs propres par :
o les simulations de Monte-Carlo,
o la MEFSS,
3. quantification de l'impact des variabilités stochastiques d'entrée sur la dispersion des
valeurs propres et effet de l'aspect aléatoire des raideurs des ressorts.
3.2.2.3 Analyse déterministe
Nous commençons l’étude par une analyse modale déterministe, avec les valeurs moyennes
des paramètres. Le tableau 3.16 indique les quatre valeurs propres déterministes de la
structure. Cette analyse est faite pour les deux cas où le module de Young est considéré
constant ou dépendant de la température. Nous voyons clairement que l'effet de la température
est plus significatif pour les vibrations à haute fréquence : la première valeur propre est
seulement réduite de 22% tandis que la quatrième est réduite de 32%.
Valeur propre Module de Young
Constant f(T)
λ1 22268 17383
λ2 480686 349689
λ3 3213999 2475527
λ4 6486872 4411253
Tableau 3.16. Valeurs propres déterministes (rad/s)²
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3.2.2.4 Simulations de Monte-Carlo
Dans cette partie, la technique de Monte-Carlo est appliquée pour évaluer les caractéristiques
des valeurs propres, avec les paramètres aléatoires d'entrée, décrits dans le tableau 3.15. Les
statistiques de la solution sont calculées en effectuant 106 simulations de Monte-Carlo. Deux
cas sont considérés, selon l’hypothèse sur l'aspect aléatoire du système. Dans la première
hypothèse, la masse volumique et le module d’élasticité suivent des processus aléatoires et
dans la seconde, quatre variables aléatoires indépendantes sont ajoutées pour représenter les
appuis élastiques aléatoires.
Nous représentons dans le tableau 3.17 les moyennes, les écarts-types et les coefficients de
variation des quatre premières valeurs propres dans les deux cas. Nous pouvons facilement
vérifier que les moyennes de valeurs propres sont très proches des résultats de l'analyse
modale déterministe : cette observation confirme l'exactitude du procédé mis en œuvre. La
comparaison entre les deux scénarios prouve que, alors qu'aucune différence significative
n'est observée pour les valeurs moyennes, la dispersion est beaucoup plus grande pour le cas
où les variabilités des ressorts élastique sont prises en compte.
La différence entre les deux cas est encore plus grande pour les basses fréquences, i.e. un
coefficient de variation de 9,97% au lieu de 7,33% pour λ1 contre 11,12% au lieu de 11,18%
pour λ4, ce qui représente 31,6% d'augmentation pour λ1 contre 0,5% pour λ4 . Le tableau 3.16
montre également que le coefficient de variation est plus important dans les hautes fréquences,
par exemple le coefficient de variation est de 11,12% pour λ4 et de 7,33% pour λ1. Cette
observation mène à la constatation que les basses fréquences sont moins sensibles aux
incertitudes sur les paramètres.
Moyennes Ecarts-types Coefficients de variation
Déterministe Scénario 1 Scénario 2 Scénario 1 Scénario 2 Scénario 1 Scénario 2
λ1 17383 17286 17304 1278 1737 7,33% 9,97%
λ2 349689 348471 348877 38180 38324 10,96% 11,02%
λ3 2475527 2467136 2469682 276679 277666 11,12% 11,19%
λ4 4411253 4404461 4406190 492853 494611 11,12% 11,18%
Tableau 3.17. résultats des valeurs propres aléatoires
Ces résultants montrent que le coefficient de variation des valeurs propres du système est de
l’ordre de 10%, ce qui pose un souci de robustesse de la conception structurale pendant sa vie
opérationnelle. Le calcul de l’asymétrie et de l’aplatissement prouve que les distributions des
valeurs propres ne sont pas éloignées de la distribution normale (il est à rappeler que de
distribution normale a une asymétrie égale à 0 et un aplatissement égal à 3). Le premier mode
a une asymétrie de 0,29 et un applatissement de 3,14 (les effets aléatoires des supports
élastiques l'amènent même plus près de la normale, avec un assymétrie de 0,18 et un
applatissement de 3,10). Il est également observé que la distribution des valeurs propres n'est
pas symétrique et que la queue inférieure est particulièrement prolongée pour cette valeur
propre. Pour le processus de conception, cette observation signifie que la probabilité de
fabriquer un système avec de basses fréquences fondamentales est significative, et donc le
risque de résonance dans cette gamme doit être sérieusement considéré.
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3.2.2.5 Analyse stochastique par la MEFSS
Pour chacune des valeurs de M et de p, le nombre correspondant de termes dans le
développement du chaos polynomial P est donné dans le tableau 3.18, colonne 3. En suivant
la méthode décrite dans le paragraphe 2.2, l'erreur relative sur l’écart typeσSSFEM est donnée
dans la colonne 4.
Comme prévu, l’écart-type de la première valeur propre σSSFEM converge vers l’écart-type
calculé par simulations de Monte-Carlo σMCS pour chaque valeur de M, quand l'ordre p du
développement du chaos polynomial est augmenté. D’après les résultats du tableau 3.18, il
s'avère qu'au moins p=3 doit être choisi pour avoir une précision de 5%. En d'autres termes,
pour un processus aléatoire donné, cette approche fournit de bons résultats pour l'évaluation
de l’écart-type sans se soucier du nombre de termes dans le développement de Karhunen-
Loève.
En employant la MEFSS avec un chaos polynomial d'ordre p=5, il s'avère que des résultats
précis (c.-à-d. une erreur relative inférieure à 5% entre σSSFEM et σMCS) sont obtenus. Nous
soulignons que dans cet exemple, nous avons adopté un développement du chaos polynomial
tronqué composé de trois termes (M1=M2=3) qui assure une précision suffisante dans la
discrétisation du champ aléatoire ; de ce fait, l'utilisation du chaos polynomial d’ordre 5 dans
le développement de la réponse est toujours acceptable. Dans la pratique, le nombre de termes
nécessaires pour réaliser une discrétisation précise du champ aléatoire est habituellement plus
grand que 3. En conséquence, seul le chaos polynomial d’ordre 1 à 5 (p=1-5) est pratiquement
applicable. En limitant l'analyse MEFSS au chaos polynomial du troisième ordre, nous
remarquons que l'écart-type est précis (l'erreur relative est environ 5%). Il est évident que les
termes d’ordre supérieur dans le développement sont nécessaires afin de calculer exactement
la FDP des valeurs propres.
M p P σSSFEMerreur relative
4 1 5 34,65%
2 15 13,14%
3 35 9,63%
4 70 8,91%
5 126 8,85%
6 1 7 25,1%
2 28 9,04%
3 84 6,56%
4 210 6,11%
5 462 6,14%
8 1 9 19,9%
2 45 7,08%
3 165 5,16%
10 1 11 17,36%
2 66 6,2%
Tableau 3.18. Influence de l’ordre du chaos polynomial
Ces considérations soulèvent la question de la façon dont le chaos polynomial peut être
pratiquement appliqué dans le cas général. D'abord nous notons que nous avons effectué le
développement de Karhunen-Loève d’un processus gaussien homogène, et les différents types
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de distribution avec leurs polynômes orthogonaux correspondants peuvent être plus précis et
plus efficaces pour des problèmes spécifiques. En même temps, le choix du meilleur
développement peut être difficile, parce que les incertitudes dans les structures peuvent
atteindre des niveaux élevés. Dans ces cas, un degré élevé du chaos polynomial p est exigé ;
des calculs d'ordre réduit peuvent être prévus pour capturer des effets importants de l’aspect
aléatoire, mais ne représentent pas parfaitement la distribution de la réponse.
3.2.2.6 Fonction de densité de probabilité des valeurs propres
Un des avantages importants de la MEFSS est qu’elle fournit la réponse sous forme
analytique. Nous pouvons donc facilement calculer la fonction de densité de probabilité de la
réponse (p=7, M=8). Ainsi, la FDP de la première valeur propre est tracée sur la figure 3.23.
Nous pouvons voir que la FDP obtenue est très proche de la FDP obtenue par simulations de
Monte-Carlo. Tandis que la région centrale de cette distribution est assez précise, les queues
lointaines peuvent être moins précises.
Figure 3.22. FDP obtenue par la MEFSS et par les simulations de Monte-Carlo
3.3 Conclusion du chapitre
L'approche spectrale est mise en œuvre dans ce chapitre sur quatre exemples de systèmes
mécaniques. Nous avons commencé par un système simple de deux barres articulées à deux
degrés de liberté, afin de tester la sensibilité de la méthode aux différents paramètres. Ensuite,
nous abordons le cas d’une plateforme pétrolière de plusieurs étages. Les paramètres
incertains des deux modèles (modules d’élasticité et masses volumiques des différentes barres
constitutives) sont modélisés par une famille de variables aléatoires gaussiennes ou
lognormales indépendantes.
Le cas d’une barre en traction-compression, où les incertitudes sur les matériaux (module
d’élasticité et masse volumique) sont représentées par des processus gaussiens ou lognormaux
Première valeur propre
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a ensuite été étudié, permettant d’analyser l’influence des paramètres tel que l’effet de
troncature des processus et la longueur de corrélation.
Enfin, la dernière application a concerné la ligne d’échappement d’une voiture, une structure
industrielle où les incertitudes sur les modules d’élasticité et les masses volumiques sont
modélisées par des processus stochastiques gaussiens.
L'ordre du chaos polynomial joue un rôle important dans l'approximation. Plus il est élevé,
meilleure est la solution trouvée, ce qui paraît évident. Néanmoins, le temps de calcul reste
toujours faible en comparaison aux simulations de Monte-Carlo. Nous avons pu constater
l'influence du coefficient de variation. Plus celui-ci est faible, plus le nombre de termes requis
dans le développement du chaos polynomial est petit. L’histogramme des valeurs propres a
été tracé et comparé avec celui évalué par simulations de Monte-Carlo.
Quelques remarques sur la mise en œuvre de la MEFSS
L'application de la MEFSS afin de déterminer les variabilités de la réponse est aisée ; les
différentes étapes nécessaires pour sa mise en œuvre, ainsi que les estimations grossières des
coûts de calcul associés, sont les suivantes :
- la résolution complète du modèle théorique déterministe, ce qui, en pratique, se traduit
par la résolution d'un problème aux valeurs propres ;
- une phase de prétraitement qui se résume au développement de Karhunen-Loève des
paramètres stochastiques d’entrée. Ce développement reste peu coûteux, le coût
numérique résidant dans le nombre de termes à retenir ;
- en plus des développements des quantités d’entrée, s’ajoute le développement du
chaos polynomial de la réponse, intervenant dans 1'expression effective des valeurs
propres, dont la détermination des coefficients nécessite des résolutions de sous-
problèmes aux valeurs propres. Heureusement, pour les modèles à grand nombre de
degrés de liberté, il est possible d'utiliser des bases de réduction pour diminuer de
façon très nette le coût de ces résolutions ;
- le coût de calcul des moments stochastiques (moyenne, écart-type) des quantités
d'intérêt, et surtout la PDF, réside principalement dans le nombre de tirages de Monte-
Carlo.
En comparaison à l’application directe des simulations de Monte-Carlo, la MFESS est, à
précision égale, beaucoup moins onéreuse.
Ainsi, à la simplicité de mise en œuvre de la méthode s'ajoute aussi un coût de calcul total
plus faible que celui correspondant aux simulations de Monte-Carlo dont les résultats nous ont
servi de base de comparaison.
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Il n’y a rien de plus beau qu’une clef tant que l’on ne sait pas ce qu’elle ouvre
Maurice Maeterlinck
Tous les modèles sont faux ; quelques-uns sont utiles.
George Box
Dans ce chapitre, nous allons traiter le problème de l’optimisation stochastique et la
conception robuste des structures dynamiques.
La conception d’une grande partie des systèmes mécaniques dépend fortement des
caractéristiques dynamiques sous vibrations. Cependant, la réponse dynamique est
relativement sensible aux incertitudes sur les propriétés géométriques et matérielles. Pour
cette raison, la conception déterministe ne peut pas garantir la fiabilité requise. Pour éviter la
résonance, non seulement la moyenne des fréquences propres doit être considérée, mais aussi
leur écart-type doit être contrôlé. Toutefois, les applications de la conception robuste dans la
dynamique sont très rares.
Deux exemples de conception robuste sont présentés dans ce travail : l’exemple de la
conception robuste d'un système de suspension d’un véhicule est étudié pour démontrer
l'application de ces techniques à l'analyse vibratoire. L'approche s'assure que l'amplitude du
châssis est toujours inférieure à une limite critique sur un large intervalle de fréquences
d'excitation. Le modèle mathématique du système est développé puis optimisé par la
procédure de conception robuste combiné avec la méthode des simulations de Monte-Carlo.
Dans le deuxième exemple, l'effet des incertitudes structurales sur la vibration d'un dispositif
d'échappement est étudié. Le modèle éléments finis est combiné avec la MEFSS que nous
avons développé dans le deuxième chapitre, afin de calculer la dispersion des fréquences de
vibration, due aux incertitudes sur les matériaux et la géométrie.
Dans les deux exemples, une comparaison entre l’analyse déterministe et probabiliste est
effectuée. L’analyse de sensibilité nous permet d’identifier les paramètres sur lesquels nous
devons agir pour minimiser l’écart-type des grandeurs d’intérêts (fréquences propres du
système par exemple).
Le couplage entre la conception robuste et la MEFSS est un outil puissant pour l’optimisation
de la performance dynamique des systèmes mécaniques, puisqu’elle permet d’obtenir, à
moindre coût, non seulement la moyenne et l’écart type de la réponse, mais aussi une forme
analytique de la réponse en fonction des variables aléatoires d’entrée. La comparaison est
effectuée avec la méthode traditionnelle utilisée dans ce type de problèmes, qui est la méthode
de Monte-Carlo.
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4.1 Conception robuste
4.1.1 Introduction
La défaillance des systèmes technologiques en raison des vibrations est souvent rencontrée.
Par exemple, dans le domaine de la microélectronique, la vibration est la deuxième cause de
défaillance, qui compte 27% des cas (les défaillances dues à la température qui sont les plus
prépondérantes s’élèvent environ à 40%). Dans les systèmes mécaniques, les niveaux
excessifs de vibration induisent des problèmes de sûreté structuraux (fatigue par exemple)
aussi bien que d’inconfort humain. L'optimisation déterministe a permis d’améliorer les
performances dans tous les types de systèmes mécaniques. Cependant, l'optimisation
déterministe ne peut pas garantir les objectifs désirés à cause des incertitudes liées aux
paramètres matériels et géométriques tels que le module d’élasticité, l'épaisseur, la densité et
les contraintes résiduelles, mais aussi les erreurs de fabrication et d’assemblage. Des
problèmes de bruit et de vibration, provoqués par les paramètres incertains dans la dynamique
structurale, sont rarement pris en compte dans l'optimisation de la conception. Par conséquent,
les méthodes permettant de réduire l'effet des incertitudes sur les performances des produits
sont considérées primordiales.
La conception robuste est une méthodologie qui tente de s'assurer que les réponses sont peu
sensibles aux incertitudes d'entrée, sans éliminer réellement les causes. La conception robuste
inclut les approches « parameter design » où la moyenne est ajustée tout en maintenant
l’écart-type constant [Pha89], « tolerance design » où la moyenne est maintenue constante et
l’écart-type est ajusté pour atteindre un coût minimum [Spe97], « integrated design » où la
moyenne et l’écart-type sont simultanément ajustés [Sav06], et « conformance-based
design » dont la conception connue sous le nom de « Six-Sigma » [Yan03] est un exemple.
La conception robuste a été appliquée à une large variété de problèmes liés aux performances
statiques. Il existe dans la littérature quelques applications de conception robuste liée à la
performance dynamique en ce qui concerne la réduction des niveaux de vibration des
systèmes mécaniques.
La conception robuste améliore la qualité du produit en réduisant au minimum l'effet des
causes de la variation sans éliminer ces causes elles-mêmes. L'objectif est différent de celui de
l'approche fiabiliste, il s’agit d'optimiser la performance moyenne et de réduire au minimum
sa variation. Ceci est réalisé en optimisant le produit, ainsi que le processus de conception,
pour rendre la performance la moins sensible possible aux diverses causes de variation. Par
conséquent la conception robuste se concentre sur la distribution de probabilité au voisinage
des valeurs moyennes.
4.1.2 Optimisation robuste
L'incertitude sur les paramètres de conception signifie que la performance du système est une
variable aléatoire. Une option pour l'optimisation robuste est de réduire au minimum la
déviation de la valeur moyenne tf  et la variance 2f de la fonction de performance, où :
    x,z,sfEs,x zf  (4.1)
      2fz2f s,xx,z,sfEs,x   (4.2)
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où f(s,z,x) est la fonction objectif. La moyenne et l'écart-type de la performance du système
peuvent être calculés lorsque la fonction de densité de probabilité (FDP) des paramètres
incertains est connue. Pour la plupart des applications pratiques, ces FDPs sont inconnues,
mais nous supposons que toutes les variables sont normales ou lognormales indépendantes.
Cependant, les solutions des équations (4.1 et 4.2) sont extrêmement coûteuses. Pour réduire
le temps de calcul, les approximations utilisant les développements en série peuvent être
employés. Si seuls les termes linéaires sont retenus dans le développement, la moyenne et la
variance de la réponse sont aisément calculées en termes de moyennes et de variances des
paramètres incertains.
Les contraintes doivent également être respectées, pour toutes les valeurs des paramètres de
contrôle et de bruit. Les contraintes pour la minimisation de l’équation (4.2) peuvent être
approchée [Par93] par :
  0x
x
g
z
z
g
x,zg
l
l
l
j
i
i
i
i
j 



   (4.3)
Les dérivées sont évaluées en z et x , et iz et lx représentent les déviations des éléments
de z et x par rapport aux moyennes. En raison des valeurs absolues, cette approximation est
susceptible d'être très conservatrice. Pour une analyse statistique, la probabilité que les
contraintes soient satisfaites doit être choisie a priori. Les contraintes peuvent être écrites sous
la forme :
    0x,zkx,zg
igi
 (4.4)
où
ig
 est une approximation de l'écart-type de la iième contrainte et k est une constante qui
reflète la probabilité que la contrainte soit satisfaite. Par exemple, k = 3 signifie qu'une
contrainte est à 99,7% satisfaite, si les distributions des contraintes sont normales. Le
développement de la variance de la contrainte en série de Taylor au premier ordre donne :
    
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ii
 (4.5)
On supposons que certains paramètres de conception sont stochastiques appelés les facteurs
de bruit, tandis que les autres sont employés pour optimiser le système, ils sont appelés les
facteurs de contrôle.
4.2 Conception robuste d'un système de suspension
La conception robuste est appliquée à l’analyse dynamique d'un amortisseur de véhicule avec
paramètres incertains, utilisant l'approche d'optimisation par la programmation non linéaire.
L'objectif est de déterminer les paramètres de rigidité et d’amortissement, pour réduire au
minimum les déplacements du châssis sur une large gamme de fréquences d'excitation en
dépit de l'incertitude.
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4.2.1 Modélisation de la réponse
Le système adopté est montré sur la figure 4.1. La masse m1 représente la masse de la roue
plus une partie de la masse des bras de suspension, m2 représente 1/4 de la masse du corps de
la voiture (m2 est calculée avec plus de précision en prenant en considération la position du
centre de gravité de la voiture), k1 est la raideur radiale des pneus, k2 et r2 sont la raideur et le
coefficient d’amortissement linéaires du système de suspension. Les excitations stochastiques
viennent de l'irrégularité de la route ξ[Zan05, Son07, Gob01]. Le modèle est généralement
réputé être assez précis pour prendre en compte les caractéristiques essentielles du modèle.
Les équations du mouvement sont :
      0xkxxkxxrxm 1112212211   (4.6)
    0xxkxxrxm 12212222   (4.7)
Figure 4.1. Vibration forcée d’un système à deux degrés de liberté
Les paramètres liés au système d’amortissement sont les paramètres de conception m1, k2 et r2.
La fonction de transfert entre le déplacement ξet x1 est donnée par :
      jD mjrkkjX
2
2221
1
 (4.8)
avec
      421321222221122121 mmmmjrmkmkmkrjkkkjD   (4.9)
où ωest la pulsation, et j = 1 .
La fonction de transfert entre le déplacement ξet x2 est donnée par :
    

jD
jrkkjX 2212
 (4.10)
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Les deux amplitudes des fonctions de transfert X1 et X2 sont, respectivement :
 
    
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(4.11)
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 (4.12)
Pour le cas où l’amortissement r2 existe, le système principal a une fréquence propre que nous
allons noter ωr.
Pour le cas où l’amortissement est nul (r2 = 0), le système d’équations 4.6 et 4.7 s’écrit sous la
forme :
    0xkxxkxm 1112211   (4.13)
  0xxkxm 12222  (4.14)
ou autrement sous la forme matricielle :
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(4.15)
Le système a deux fréquences propres que nous notons ω1 et ω2 . Ces fréquences sont
différentes de la fréquence propre du châssis ωr. Elles sont la solution de l’équation aux
valeurs propres définie par :
  0XKM2  (4.16)
avec :
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4.2.2 Application numérique
Un véhicule type de petite taille est considéré ; les données de ce véhicule sont récapitulées
dans le tableau 4.1. La masse m2 représente le poids du châssis du véhicule vide ou chargé.
Les variations de k1 visent à représenter les raideurs des différents types de pneus. Par contre
les paramètres k2 et r2 sont les paramètres de conception que nous cherchons à optimiser.
Tous les résultats graphiques obtenus sont pour le même véhicule, et ils n'ont donc pas ainsi
une signification générale et pourraient même être qualitativement imprécis pour les autres
types de véhicules. Cependant, les formules dérivées dans le paragraphe précédent ont une
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signification générale et peuvent être employées pour simuler les performances des différents
véhicules selon le modèle de la figure 4.1.
Paramètre Valeur de référence Limites inférieures et
supérieures
CV
m2 (kg) 229 150-400 10%
m1 (kg) 31 -
k2 (kN/m) 25 10-40 3%
r2 (Ns/m) 1000 600-2400 10%
k1 (kN/m) 120 60-240 10%
Tableau 4.1. Paramètres de conception du système de suspension
La figure 4.2 montre les amplitudes de la fonction de transfert X2 pour différentes valeurs de
r2. Les fréquences du système sont1=9,1 rad/s,2= 68,8 rad/s etr= 21,4 Hz.
Figure 4.2. la réponse de la fonction de transfert normalisée pour 3 valeurs d’amortissement : r2=0,
r2=1000, and r2=50000.
Comme prévu, pour r2=0 Ns/m, l’amplitude maximale se produit aux fréquences ω1 et ω2,
mais elle est négligeable au r. Par contre, pour des valeurs d’amortissement assez grandes
(par exemple r2=50000 Ns/m pour montrer l’effet d’un amortissement infini), l'amplitude
maximum a lieu à r. En conclusion, une valeur finie d'amortissement (par exemple r2=1000
Ns/m) produit une amplitude normalisée sur tout l’intervalle des fréquences d'excitation, bien
que des maxima et minima locaux se produisent près de 1, 2 et r. Nous cherchons à
obtenir une faible amplitude normale. Comme suggéré par la figure 4.2, une alternative
raisonnable est de contrôler les amplitudes normales près des fréquences1, 2 etr. Ainsi,
par la convenance, nous choisissons ces trois fréquences comme fréquences critiques pour
représenter la plage de fréquences.
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4.2.3 Conception déterministe optimale
Dans ce paragraphe, nous considérons que les paramètres de conception sont déterministes.
Remplaçons les fréquences 1, 2 et r dans l’expression 4.12, nous obtenons trois
amplitudes :
i1iI XX  ,i={1,2,r} (4.17)
Afin de contrôler ces trois amplitudes, une fonction objectif est construit en termes des
paramètres r2 et k2 :
111111k,r
XXXimisermin
22
 (4.18)
sous les contraintes 2400r600 2 
40000k10000 2 
Pour les paramètres du tableau 4.1, nous trouvons r2= 2337 N.s/m et k2=14000 N.m.
4.2.4 Prise en compte des incertitudes
La conception déterministe améliore fortement la performance des systèmes mécaniques.
Cependant, elle peut nous mener à une conception non fiable si les incertitudes sur les
paramètres ne sont pas prises en compte.
Considérons le cas simple où les paramètres k1 et m1 sont des variables aléatoires lognormales
de moyennes μk1=120000 N.m etμm2=229 kg et d’écarts-typesσk1=12000 N.m et σm2=30 kg.
La figure 4.3 montre les amplitudes maximales et minimales obtenues par simulations de
Monte-Carlo avec 104 tirages. Cette figure montre également la solution du problème
d’optimisation déterministe. Les valeurs élevées de l’amplitude à cause des incertitudes dans
les paramètres d’entrée soulignent la faiblesse de la conception déterministe.
4.2.5 Conception robuste
Pour simuler les incertitudes dans le système, les paramètres incertaines m2, r2, k1 et k2 sont
modélisés par des variables aléatoires lognormales comme indiqué dans le tableau 4.1.
Les fréquences propres 1, 2 et r sont maintenant des quantités aléatoires ; par exemple,
nous représentons sur la figure 4.4 l’histogramme de la fréquence r par la méthode des
simulations de Monte-Carlo avec 104 tirages ; des histogrammes similaires peuvent être
construits pour les fréquences 1 et 2. La valeur de la fréquence propre qui peut engendrer
l’amplitude maximale du système est clairement inconnue.
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Figure 4.3. Amplitude de masse m2 avec k1 et m2 modélisée par des variables aléatoires lognormales,
la courbe en rouge est la courbe déterministe.
Figure 4.4. Histogramme de la pulsation propre ωr
La réponse maximale de X2 est toujours obtenue pour les trois pulsations propres aléatoires
1, 2 etr. Définissons donc ces trois quantités aléatoires :
 i2i2 ωXX  ,i={1,2,r} (4.19)
Considérons les quantités suivantes :
  
i2X
XmaxE
max2
 (4.20)



 


iXX 2max2
maxE  (4.21)
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Par conséquent, le problème de la conception robuste peut être formulée sous la forme :
minimiser
max2X
 ,
max2X
 (4.22)
sous les contraintes 400m150 2 
2400r600 2 
240000k60000 1
40000k10000 2
Nous cherchons donc le point de conception permettant de minimiser les deux fonctions
objectifs
max2X
 et
max2X
 .
Nous commençons par le point de conception optimale en minimisant chacune des deux
fonctions objectifs séparément, que nous notons (μ* , σ*). Ensuite, les deux fonctions sont
combinées dans une seule fonction objectif simple G :
 
*
X
*
X max2max2 1G





  (4.23)
où la pondération α[0, 1] représente l'importance relative des deux fonctions objectifs. G
est réduite au minimum pour αentre 0 et 1. La figure 4.5 montre les résultats dans l'espace
objectif, constitué des valeurs de
max2X
 et
max2X
 . La relation entre les deux fonctions
objectives peut être clairement observée. Les points représentés sur la figure sont les résultats
de l’optimisation des fonctions objectifs de la moyenne et de l’écart-type, pour différentes
valeurs de α. Les 11 solutions optimisées pour les paramètres du système de suspension
(rigidité et amortissement) ainsi que la solution issue d’une étude avec les valeurs de
référence sont donnés dans le tableau 4.2.
Figure 4.5. Résultats d’optimisation robuste
moyenne / moyenne optimale
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α k2 (N/m) r2 (Ns/m)
1 10100 2400
0,9 10800 2334
0,8 12000 1962
0,7 15100 1943
0,6 17000 1685
0,5 18800 1597
0,4 24600 1466
0,3 29600 1396
0,2 37400 1284
0,1 40000 1193
0 40000 1100
Référence 25000 1000
Tableau 4.2. les solutions de la conception robuste d’un système de suspension
A partir des résultats dans le tableau 4.2, nous remarquons que toutes les valeurs de
l’optimisation sont supérieures à la valeur de référence utilisée pratiquement pour le système
de suspension de cette voiture (1000 Ns/m). Les plus grandes valeurs d’amortissement
peuvent réduire l'amplitude de la réponse maximale très efficacement, bien que dans la
pratique la valeur de l’amortissement qu’on peut ajouter est limitée. Par contre la valeur de
référence de la raideur est proche de celles issues de l’optimisation.
Quatre formes représentatives sont étudiées, à savoir pour α= 1, α= 0,5, α= 0 et le cas
calculé à partir des valeurs de référence. Les dispersions de la réponse en fonction de la
fréquence sont tracées dans les Figures 4.6 à 4.9, ainsi que la réponse moyenne
correspondante. Les amplitudes de la réponse des trois cas de conception robustes (α= 1, α=
0,5 et α= 0) sont plus petites que ceux du système réel. Le cas α=1 a la moyenne de la
réponse réduite au minimum et les variations les plus importantes, tandis que le cas (α=0) a la
moyenne le plus élevée et les variations les moins importantes. Le cas (α=0,5) est un
compromis entre les deux cas précédents, avec une moyenne relativement faible et des
variations peu sensibles aux incertitudes. Une autre remarque importante sur la figure 4.9 est
que les incertitudes déclenchent le mode de vibration associé à ωr, c’est pourquoi nous avons
commencé par étudier les réponses de système non seulement à ω1 et ω2 mais aussi à ωr.
Figure 4.6. Simulation de Monte-Carlo (réel)
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Figure 4.7. Simulation de Monte-Carlo (α=1)
Figure 4.8. Simulation de Monte-Carlo (α=0)
Figure 4.9. Simulation de Monte-Carlo (α=0,5)
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4.3 Conception robuste d’une ligne d’échappement
La mise en œuvre de la méthode de conception robuste est maintenant réalisée sur l’exemple
industriel d’une ligne d’échappement que nous avons eu l’occasion de décrire dans le
paragraphe 3.2.2. Le modèle éléments finis associé est basé sur les caractéristiques
géométriques et physiques précisées dans le tableau 3.14. Les résultats obtenus dans le
paragraphe 3.2.2. constituent le modèle stochastique de base associé à notre problème de
conception robuste. Nous présentons par la suite l’étude d’optimisation.
4.3.1 Etude paramétrique de la conception de la ligne
d’échappement
Nous avons vu ci-dessus que la fiabilité structurale peut être améliorée en minimisant l’écart-
type de la fréquence propre de la structure. C’est pourquoi il est important de comprendre
l’effet de chaque paramètre sur la variabilité des valeurs propres du système. Dans cette étude,
nous avons décidé de définir plusieurs groupes d’incertitudes, pour montrer clairement leur
effet sur la dispersion des fréquences propres.
Les paramètres de la conception peuvent être divisés en trois groupes : 1) la masse volumique
, 2) les raideurs k1 à k4, et 3) Le rayon et l’épaisseur des tubes.
Les calculs numériques sont faits par la Méthode des Eléments Finis Stochastiques Spectrale
pour les groupes 1 et 2 et par les simulations de Monte-Carlo pour le groupe 3.
Cas d’étude CV f1(Hz) f2(Hz) f3(Hz) f4(Hz)
Tous les paramètres 3,90 4,24 6,92 7,33
Densité 0,02 0,23 0,4 1,19 1,64
R1: 0,02; e: 0,05 0,64 1,47 4,29 4,81Géométrie R1: 0,02; e: 0,10 1,21 2,23 6,81 7,21
0,05 0,61 0,16 0,06 0,11
0,10 1,19 0,32 0,12 0,21
0,15 1,78 0,48 0,18 0,31
0,20 2,45 0,63 0,24 0,42
Les raideurs de
ressorts
(k1 to k4)
0,30 3,63 0,96 0,36 0,63
Tableau 4.3. Ecart-type des quatre premières fréquences propres
Le tableau 4.3 montre les quatre premières fréquences propres en fonction des coefficients de
variations des paramètres du système. Il faut noter que les paramètres non mentionnés sont
considérés comme déterministes pour quantifier le seul effet des paramètres étudiés.
A partir des résultats du tableau 4.3, nous pouvons constater que :
1- la première fréquence propre peut avoir un coefficient de variation allant jusqu’à 10%,
et elle est la plus affectée par les incertitudes du système ;
2- pour le premier mode propre, les incertitudes des raideurs des ressorts ont un effet
prépondérant sur la fréquence propre, suivies par l’épaisseur des tubes. Ce résultat est
inversé pour les modes supérieurs, où l’épaisseur du tube devient en grande partie
dominante.
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3- les deux points précédents indiquent que les incertitudes des ressorts ont uniquement
un effet sur la première fréquence propre, comme nous pouvons le voir sur la figure
4.10, ces incertitudes peuvent être négligées pour les modes supérieurs.
4- pour les modes supérieurs à 3, les incertitudes sur l’épaisseur deviennent les seuls
paramètres à prendre en considération.
Figure 4.10. Ecart-type des quatre premières fréquences propres en fonction de l’écart-type des
ressorts.
Nous allons donc concentrer notre étude sur le mode fondamental de vibration, où les effets
des incertitudes des ressorts se sont montrés dominants en comparaison avec les autres
paramètres.
Il est nécessaire maintenant de déterminer quel ressort, parmi les quatre, joue un rôle
important dans les variabilités de la sortie. Ainsi, les raideurs de trois ressorts sont maintenues
déterministes et le quatrième est considéré aléatoire avec un coefficient de variation de 20%.
Nous trouvons donc les résultats présenté dans le tableau 4.4 et illustré sur la figure 4.11. Pour
la première fréquence, nous remarquons que les ressorts 1 et 2 ont les effets les plus
importants, tandis que les incertitudes des ressorts 3 et 4 ne sont pas significatives pour la
première fréquence propre. Concernant le deuxième mode, le ressort 2 devient significatif,
suivi par le ressort 3 ; cependant ces incertitudes restent faibles pour une conception pratique.
Cas d’étude CV f1(Hz) f2(Hz) f3(Hz) f4(Hz)
k1 : 0,2 3,447 0,154 0,118 0,012
k2 : 0 ,2 1,139 0,396 0,329 0,135
k3 : 0,2 0,308 0,826 0,046 0,043
ressort
k4 : 0,2 0,032 0,261 0,040 0,622
Tableau 4.4. influence des incertitudes des ressorts.
CV de k
Valeur propre-1
Valeur propre-2
Valeur propre-3
Valeur propre-4
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Figure 4.11. Ecart-type des premières quatre fréquences propres en fonction des incertitudes
des ressorts.
4.3.2 Position et valeur de la raideur des ressorts
L’étude ci-dessus a montré l’effet des incertitudes des ressorts (surtout 1 et 2) sur la variation
de la première fréquence propre. Par conséquent, il est intéressant d’optimiser la valeur
moyenne de ces ressorts et puis de chercher la position optimale des supports, afin
d’améliorer le niveau de fiabilité du système. La figure 4.12 montre l’effet des raideurs des
ressorts 1 et 2 sur la moyenne de la première fréquence propre (figure 4.12.a) et sur le
coefficient de variation (figure 4.12.b). Ces figures montrent que les valeurs élevées de k2
augmentent non seulement la moyenne de la fréquence, mais aussi sa variabilité, tandis que
les valeurs élevées de k1 augmentent les valeurs moyennes de la fréquence en grande partie
sans trop augmenter sa variabilité. Ce genre de courbes nous offre un outil puissant d’aide à la
décision, afin de définir la meilleure combinaison des paramètres de la raideur.
Figure 4.12. Moyenne et coefficient de variation de la première fréquence propre en fonction des
raideurs k1 and k2.
(a) (b)
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Figure 4.13. CV de la première fréquence propre en fonction des raideurs k1 et k2.
Sachant que la fréquence fondamentale désirée est fixée à 39 Hz, (valeur imposée par le
cahier des charges), une conclusion pratique peut être déduite de la figure 4.12 en recherchant
les valeurs des raideurs qui minimisent la dispersion de la fréquence propre. Ainsi, la surface
de la figure 4.12.a est coupée par un plan horizontal à f1=39 Hz, ce qui nous donne une courbe
définissant la relation entre k1 et k2, notée g(k1,k2)=39 Hz. Ensuite, le coefficient de variation
de la fréquence propre est tracé pour les points définis par cette équation, ce qui nous conduit
aux courbes sur la figure 4.13. Ainsi, le point de conception optimal de ces deux ressorts sont
k1=80 N/mm et k2=61,3 N/mm, puisqu’ils minimisent le coefficient de variation de la
fréquence propre.
Figure 4.14. Ecart-type de la première fréquence propre en fonction des positions des ressorts.
Le choix des positions de ces ressorts est un autre paramètre important dans la conception
probabiliste. En considérant les valeurs des raideurs (k1 = 80 N/mm, k2 = 61,3 N/mm), les
deux premiers ressorts sont déplacés dans un intervalle de [0, 75] cm mesuré à partir de
l’extrémité de la ligne d’échappement. La figure 4.14 montre les variations du coefficient de
variation de la fréquence fondamentale en fonction des positions des deux ressorts. La
solution optimale pour minimiser la dispersion de la fréquence propre est trouvée en déplaçant
le premier ressort à 32 cm à partir de l’extrémité de la ligne d’échappement (au lieu de la
distance initiale de 25 cm) et la position du deuxième ressort à 64 cm (au lieu de 75 cm). Dans
(cm)(cm)
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ce cas, l’écart-type de la fréquence propre est réduite à 3,1 au lieu de 3,9. Sur les bases de
cette étude, le but de la conception robuste est achevé en choisissant la meilleure combinaison
des moyennes et des positions des ressorts, afin d’atteindre la dispersion la plus basse tout en
satisfaisant la moyenne escomptée de la fréquence propre.
4.3.3 Effet de la corrosion des tubes
Le phénomène de corrosion cause une perte aléatoire de l’épaisseur des tubes de la ligne
d’échappement. Ainsi, il est important de concevoir le système non seulement pour une courte
durée, mais aussi pour résister sur le long terme. Une méthode pratique pour prendre en
compte le processus de la corrosion uniforme est d’utiliser une loi de puissance afin de
modéliser les pertes d’épaisseur :
ntCe  (4.24)
où e est la perte d’épaisseur, t est le temps écoulé et C et n sont les constantes de la
corrosion.
Sur la base des études statistiques en conditions atmosphériques, la moyenne et l’écart-type
sont, respectivement, 0,066 et 0,037 pour le constant C, et 0,53 et 0,14 pour le constant n.
Dans un environnement plus agressif, le processus de corrosion est activé et le paramètre C
augmente. Par conséquent, pour la même période de référence (10 ans), quatre taux de
corrosion sont considérés : taux atmosphérique, faible corrosion (C=0,132), corrosion
modérée (C=0,198) et forte corrosion (C=0,224). Pendant la durée de vie du système,
l’épaisseur (e-e) doit être considérée au lieu de l’épaisseur initiale.
La figure 4.15 montre l’évolution de l’écart-type de la fréquence fondamentale en fonction de
la durée de vie du système, pour différents taux de corrosion. Comme prévu, l’écart-type
augmente fortement avec le vieillissement du tube. La forte corrosion produit une très grande
diminution de la fiabilité. La non linéarité de ces courbes est plus remarquée pour les taux de
corrosion élevés.
Figure 4.15. Effet de la corrosion active sur l’écart-type de la fréquence fondamentale de système.
Temps (année)
Taux de corrosion
1- atmosphérique (C=0,066)
2- faible (C=0,132)
3- modérée (C=0,198)
4- forte (C=0,224)
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Ces informations peuvent être directement intégrées dans la description du coût global de
conception et de maintenance.
4.4 Conclusion
Dans ce chapitre, l’effet des incertitudes sur les matériaux et les paramètres géométriques, vis-
à-vis de la dispersion de la fréquence propre est analysé. La propagation des incertitudes est
effectuée soit par la méthode des éléments finis stochastiques spectrale, soit par la méthode de
Monte-Carlo. L’analyse des systèmes montre l’intérêt de la conception robuste. Elle fournit
des informations utiles sur la variabilité des fréquences propres. De plus, elle permet de
choisir les paramètres qui contrôlent la fiabilité du système. En comparaison avec la
conception déterministe, l’analyse probabiliste offre un outil puissant pour la conception
robuste des systèmes soumis aux charges dynamiques.
La MEFSS permet d’avoir à moindre coût les moments de la réponse (moyenne et écart-type)
des valeurs propres en vue de pouvoir traiter des problèmes d’optimisation avec plusieurs
fonctions objectifs. Nous avons montré par ces résultats que les méthodes de conception
robustes ont un grand potentiel dans le domaine de la dynamique des structures.
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Les méthodes d'éléments finis stochastiques (MEFS) sont des alternatives aux méthodes de
Monte-Carlo, notamment pour le traitement des problèmes de propagation d'incertitudes dans
les modèles mécaniques. Dans ce mémoire, nous avons proposé une méthode d’éléments finis
stochastiques spectraux pour la résolution des problèmes aux valeurs propres. Cette méthode
est basée sur une projection sur un chaos polynomial homogène. Le schéma de résolution est
adapté au calcul des valeurs propres ainsi qu'aux modes propres aléatoires.
Après avoir défini le concept de l’étude stochastique permettant de représenter les incertitudes
de la structure étudiée, divers outils mathématiques ont été introduits pour la description de
ces incertitudes. L'étude bibliographique nous a conduit à une classification des MEFS. Il peut
être utile de distinguer les MEFS modifiant ou non le modèle. La MEFSS présente l'avantage
de pouvoir prendre en compte un grand nombre de v.a, ces dernières pouvant résulter, par
exemple, de la discrétisation d'un champ aléatoire.
Nous nous sommes ensuite intéressés à l'élaboration d'une MEFSS pour l’analyse modale des
structures linéaires avec incertitudes. La MEFSS est formulée pour l’analyse de la
propagation des incertitudes dans les problèmes aux valeurs propres, où l'aléa porte sur le
module d'élasticité et sur la masse volumique. Ces paramètres sont modélisés soit par des
variables aléatoires (gaussiennes ou lognormales) soit par des processus (gaussiens ou
lognormaux). Le calcul des valeurs et des modes propres utilise une double projection sur une
base modale déterministe, et sur le chaos homogène. Cette méthode permet de se ramener à la
résolution d'un système non linéaire de faible taille, même si le problème éléments finis est de
taille importante. On peut alors trouver à moindre coût les moments correspondant aux
valeurs et aux vecteurs propres, soit de façon analytique, soit par une rapide simulation de
Monte-Carlo. Cette méthode permet d'obtenir, non seulement les moments de la réponse, mais
également sa densité de probabilité, constituant ainsi un outil intéressant pour les analyses de
fiabilité et de sensibilité.
La méthode proposée est ensuite mise en œuvre sur plusieurs exemples d'application, afin de
montrer son efficacité, et ses performances. Après l’analyse d’une structure simple composée
de deux barres articulées, nous avons étudié une plate-forme à trois étages. Les paramètres
incertains du module d'élasticité et de la masse volumique sont modélisés par une famille de
v.a. gaussiennes ou lognormales. Les processus stochastiques ont été validés sur l’exemple
d’une barre en traction dont le module d’élasticité et la masse volumique sont aléatoires.
Enfin la MEFSS est appliquée à la ligne d’échappement d’une voiture.
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La mise en oeuvre de la méthode et sa comparaison avec les résultats de référence obtenus par
les simulations de Monte-Carlo montrent l'efficacité et la bonne précision de cette méthode,
aussi bien pour le calcul des valeurs propres que pour le calcul des modes propres. Dans ces
exemples d'application, le coût de la MEFSS proposée paraît minime par rapport à celui des
simulations de Monte-Carlo.
Finalement, nous avons étudié l’extension de La MEFSS pour traiter des cas d’études qui
relèvent de la conception robuste. Deux applications sont concernées : un système
d’amortissement et une ligne d’échappement.
Cette étude relève un certain nombre d’éléments susceptible d’être améliorés.
Tout d’abord, le choix des lois de probabilité pour la modélisation des incertitudes doit être
étudié de manière plus approfondie afin d’améliorer la précision des résultats obtenues. Nous
avons vu dans les exemples la nécessité de quantifier à quel point les développements utilisés
du processus d’entrée et de la réponse permettent une vision réaliste de la variabilité de la
réponse de la structure considérée. En effet, dans ces problèmes, le nombre de v.a. est
important du fait de la nécessité de construire des approximations de ces champs sous la
forme de développements en séries tronquées contenant beaucoup de v.a. en général. Nous
avons néanmoins constaté l’effet de ces développements sur l’exactitude de la réponse, et il
serait donc intéressant de mener des études complémentaires dans cette voie.
De plus, il serait intéressant de tester dans de futurs travaux la qualité d’estimation de la
densité de probabilité dans le conteste du calcul fiabiliste. Il faudra en effet vérifier que la
qualité des queues de distribution est satisfaisante pour le calcul de la probabilité de
défaillance.
Enfin, il nous faut citer que dans ce mémoire, seules les incertitudes concernant les rigidités et
les masses structurales sont prise en compte. Il reste à envisager son extension à la description
des incertitudes concernant les excitations et l’environnement dans le contexte d’une analyse
de la réponse dynamique au cours du cycle de vie de la structure.
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Annexe A
Notations
A.1 Vecteurs, matrices et opérateurs
{X} Vecteur Colonne – Matrice de dimension N 1
[X] où [Xij] Matrice de dimension NM
.T Opérateur de transposition
A.2 Notations propres à la modélisation EF
Det(.) ou | . | déterminant d’une matrice
Ωe domaine élémentaire d’un maillage EF
M nombre des termes dans le développement de Karhunen-Loève
Nel nombre d’EF
N dimension du vecteur des déplacements nodaux {q}
A
elN
e 1
opérateur d’assemblage sur l’ensemble des EF
{F} vecteur des sollicitations nodales équivalentes
{q} vecteur des déplacement nodaux
q vecteur d’accélérations
q vecteur de vitesses
{u} champ de déplacement
[Be] matrice des dérivées des fonctions de forme
[C] matrice d’amortissement
[D] matrice de comportement
[H] matrice de transfert
[K] et [Ke] matrice de rigidité globale et élémentaire
[M] et [Me] matrice de masse globale et élémentaire
[N] matrice des fonctions de forme
δij symbole de Kronecker
λi iième valeur propre de système
η coefficient d’amortissement structural
Annexes
162
ηa coefficient d’amortissement externe
ηb coefficient d’amortissement interne
E Module d’élasticité des matériaux
ρ Coefficient de masse volumique
ωi iième pulsation propre de système
{φi} iième mode propre de système
[Φ] matrice des vecteurs propres de système
A.2 Grandeurs aléatoires
X variable aléatoire en majuscule
x réalisation d’une variable aléatoire en majuscule
XT={ξ1 ,…,ξM} v.a. M-dimensionnelle
ξ variable aléatoire réelle
PXi loi de probabilité de X i
FX(x) et(x) fonction de répartition de probabilité de la v.a. X
fX(x) et(x) fonction de densité de probabilité de la v.a. X
μX moyenne de la v.a. X
X
~ approximation de μX
σX écart-type de la v.a. X
CVX coefficient de variation de la v.a. X (CVX=σX/ μX)
E[X] espérance (moyenne) de la v.a. X
Var[X] variance de la v.a. X
Cov[X,Y] covariance de X et Y
Cor[X,Y] corrélation de X et Y
ρXY coefficient de corrélation de X et Y
ρkl coefficient de corrélation des v.a. scalaires Xk et Xl
{x1 ,…,xn} Echantillon de réalisations de la v.a. X, de taille n.
CX matrice de covariance du vecteur aléatoire X
H(ξ) polynôme d’Hermite unidimensionnel
Ψα polynôme d’Hermite d’ordre α
op plus haut degré des monômes de la base (Ψα)0≤|α|≤op, i.e. ordre de la base
G Processus gaussien stationnaire de moyenne nulle et d’écart type unité
A.3 Abréviations courantes
Pr probabilité
v.a. variable aléatoire
DIV division entière
ddl degré(s) de liberté
FDP fonction de Densité de Probabilité
MEF méthode des éléments finis
MEFS méthode des éléments finis stochastiques
MEFSS méthode des éléments finis stochastiques spectrale
MIP méthode des Intégrales Pondérées
MOD reste de la division entière
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Annexe B
Chaos polynomial
Le chaos polynomial k(ξ), k=0,1,2,…,P d’ordre p en fonction des variables aléatoires
gaussiennes ξ={ξ1, ξ2,…, ξM} est construit à partir d’une base de polynômes d’Hermite
unidimensionnels Hn(ξ), n=1,2,….
La propriété des polynômes d'Hermite qui nous intéresse est leur lien étroit avec la
distribution de probabilité gaussienne standardφM, qui se traduit par la relation suivante :
 

ξ
ξξH
M
n
Mn
n 1 
 (B.1)
avec :
 2
2
e
2
1
M
ξ
ξ 

 ,  ξξ Mn
n
n
M dx
d   (B.2)
L'orthogonalité des polynômes d'Hermite par rapport à un produit scalaire lié à la distribution
de probabilité gaussienne standard s'exprime par la relation :
   
  !nde
2
1
)()(E m,nmnmn 2
2


ξξHξHξHξH
ξ
(B.3)
Cette propriété des polynômes d'Hermite rend possible d'autres relations intégrales, en posant
par exemple m = 0, nous avons, pour tout n1 :
  

 0d
2
e)(E
2
2
nn ξξHξH
ξ

(B.4)
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Outre l'orthogonalité, nous pouvons obtenir d'autres relations de récurrence utiles :
 ξH
ξ
ξH
1n
n n
d
d
 (B.5a)
H0(ξ)=1 (B.5b)
H1(ξ)=ξ (B.5c)
Hn+1(ξ) = ξHn(ξ)+nHn-1(ξ) (B.5d)
À partir de ces relations, nous pouvons évaluer les espérances mathématiques suivantes :
   
m
m2
2!m
!m2E ξ , E[ξ2m+1] = 0 (B.6a)
E[Hn(ξ)] =δn,0 (B.6b)
E[Hn(ξ+ a)] = an, aR , nN (B.6c)
E[Hn(ξ) Hm(ξ)] = n! δn,m (B.6d)
  03 12  ξH nE ,     332 2  !n
!n
E n ξH (B.6e)
    1m,n1m,nmn !n!1nE   HH (B.6f)
      2m,nm,n2m,nmn2 !n1n2!n!2nE    HH (B.6g)
Le chaos polynomial M-dimmensionnel k(ξ) est défini par :
 


M
1l
lik kl
ξHΨ  (B.7)
où les indices { k1i ,
k
2i , ..,
k
Mi }sont uniques pour chaque indice k, et l’ensemble des valeurs de
k=0,1,2,….,P couvre toutes les combinaisons possibles de telle façon que  pi0 M
1l
k
l 

.
Le calcul des espérances particulières suivantes est d'un intérêt pratique pour la mise enœuvre
de la méthode abordée dans cette thèse :
   kjmmjk Ec ΨΨξ ,     kjnmmnjk Ed ΨΨΨξ (B.8)
où Ψj, Ψj et Ψk sont des polynômes d'Hermite d'ordres n, j et k, respectivement et ξest une v.a.
gaussienne standard.
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(b) Calcul des espérances    kjmjk Ec ΨΨξm
Les coefficients cmjk sont identifiés à partir de la liste d’indices { k1i ,
k
2i , ...,
k
Mi }
P
0k . Ils sont
évalués à partir des relations (B.6b, d et f). Pour chaque indice k, il y a tout au plus 2M+1
coefficients différents de zéros :
         
 


 



M
ml
1l
lilmimmkjmmjk kll
k
mm
E.EEc ξHξHξHξHξξΨξΨξ jj ii (B.9)
Les indices j sont identifiés selon la procédure suivante :
 pour m=0 (avec ξ0=1), le seul terme cmjk différent de zéro est celui où chaque indice j
est égal à l’indice k correspondant ( jli =
k
li ) (l=1,2,…,M). Dans ce cas j=k et la relation
(B.6d) donne :
  


M
1l
k
l
2
kkk0 !iEc ξΨ (B.10)
 pour m0, il y a au plus deux coefficients cmjk différents de zéro associés à chaque
indice k :
o le premier est celui pour lequel l’indice j est déterminé par la relation
1ii km
j
m  (à condition que 1pikm  ) et kljl ii  , et la valeur du coefficient est
donnée par l’expression :



M
1l
j
lmjk !ic (B.11)
o l’autre coefficient non nul est celui où l’indice j est déterminé par 1ii km
j
m  (à
condition que 1ikm ) et kljl ii  (rm), et la valeur de coefficient est :



M
1l
k
lmjk !ic (B.12)
(b) Calcul des espérances    ξΨξΨξΨξ kjnmmnjk Ed 
Par indépendance des v.a. gaussiennes standard, nous pouvons écrire :
             
 


 



M
ml
1l
lillmimmmkjnmmnjk klll
k
mmm
E.EEd ξHξHξHξHξHξHξξΨξΨξΨξ jnjn iiii
(B.13)
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L'espérance du produit de trois polynômes, notée    lill klllE ξHξHξH jn ii est donnée
par :
 Si n
li 0 et jli 0 et kli 0, nous avons :
* si n
li +
j
li +
k
li impair   



lill klll
E ξHξHξH jn ii = 0
* si n
li +
j
li +
k
li pair :
o si kli ≤nli + jli alors g =(( nli + jli – kli ) DIV 2)
 sin
li g et jli g   



lill klll
E  HHH jn ii =  
!i!gCC kl
g
i
g
i jl
n
l
 sinon   



lill klll
E ξHξHξH jn ii = 0
o si kli >
n
li +
j
li   



lill klll
E ξHξHξH jn ii = 0
 Si un des indices nli , jli et kli est nul, alors nous utilisons la relation B.6d
(DIV représente l'opérateur de division entière).
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Annexe C
Implémentation récursive du chao
polynomial
L’implémentation du chao polynomial requiert :
1. le calcul et le stockage des polynômes de Hermite unidimensionnels Hn(x),
2. la génération de toutes les listes k, dont le degré est inférieure ou égal à p.
Pour chaque degré i=1,…,p, l’objectif est de calculer toutes les listes de M entiers positifs
compris entre 0 et q dont la somme est égale à q. Ce problème est équivalent à celui de
remplir (M+q-1) cases avec (M-1) boules (Figure C.1). La correspondance entre la séquence
d’entiers et le remplissage des cases est la suivante :
- pour chaque entier αi de la séquence, on laisse αi cases vides et on place une boule
dans la case suivante,
- réciproquement, pour chaque positionnement de boules, chaque entier de la séquence
est égal au nombre de cases vides (y compris 0) entre deux boules consécutives.
Il en résulte que le nombre αde liste de degré q est le nombre de séquences de boules
correspondantes. Il s’agit du coefficient binomial 


 





q
qM
M
qM 1
1
1
. D’où le nombre de
listes total  


 
p
q
!p!M
!pMq
qMCP
0
1 .
L’algorithme utilisé ici pour générer tous les remplissages possibles de (M+q-1) cases avec
(M-1) boules est le suivant :
- Pour un q donné, la position initiale est celle où les boules se trouvent dans les (M-1)
premières cases, ce qui correspond à la listeα= {0,…, 0, q}.
- A partir d’un tirage de boules, le suivant est obtenu de manière récursive en déplaçant
la boule le plus à droite d’une case à droite. Si ce n’est pas possible, i.e. la boule est
déjà dans la position la plus à droite, alors on cherche la boule la plus à droite qui peut
être déplacé d’une case vers la droite. Cette boule est déplacée, et toutes les boules se
trouvant à sa droite sont ramenées dans la case se trouvant à leur gauche.
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Cette procédure est illustrée dans la figure C.2.
Remplissage des cases Séquence d’entiers Base des polynômes
   1 0 1 0 H1(ξ1)H1(ξ3)=ξ1ξ3
   0 0 0 2 H2(ξ4)= 24 -1
Figure C.1 : Correspondance entre un tirage de boules etαpour (M=4, p=2).
Remplissage des cases Séquence d’entiers Base des polynômes
   0 0 0 2 2
4 -1
   0 0 1 1 ξ3ξ4
   0 0 2 0 23 -1
   0 1 0 1 ξ2ξ4
   0 1 1 0 ξ2ξ3
   0 2 0 0 22 -1
   1 0 0 1 ξ1ξ4
   1 0 1 0 ξ1ξ3
   1 1 0 0 ξ1ξ2
   2 0 0 0 21 -1
Figure C.2 : Génération récursive du chaos polynomial (M=4, p=2).
5Résumé
Analyse modale des structures avec incertitudes par la méthode des
éléments finis stochastiques spectrale
Dans le cadre de la modélisation de structures comportant des paramètres incertains, nous
nous intéressons aux caractéristiques spectrales des systèmes mécaniques.
Alternatives aux méthodes de Monte-Carlo pour le traitement des problèmes de propagation
d’incertitudes dans les modèles mécaniques structuraux, les méthodes d’éléments finis
stochastiques (MEFS) connaissent un succès grandissant depuis une dizaine d’années,
concrétisé par de nombreux travaux de recherche internationaux. Le présent travail s’inscrit
dans le cadre de ces recherches.
Dans cette optique, nous décrivons dans une première partie les caractéristiques spectrales,
aussi bien les valeurs propres que les modes propres, des structures comportant des
paramètres modélisés par des variables aléatoires ou par des champs aléatoires. Pour ce faire,
nous utilisons la méthode spectrale des éléments finis stochastiques, que nous avons étendue
au calcul des valeurs et vecteurs propres. Les propriétés du matériau sont modélisées par un
développement de Karhunen-Loève, alors que les valeurs et les vecteurs propres sont
développés sur la base du chaos polynomial. Une méthode de résolution adoptée est proposée
pour le découplage du système d’équations.
La méthode proposée, essentiellement valable pour les problèmes linéaires, présente l’intérêt
de permettre la prise en compte, non seulement de variables aléatoires, mais également de
champs stochastiques pour la modélisation probabiliste des paramètres incertains du modèle.
Quatre applications à différents niveaux de complexité permettent de juger de ses possibilités.
Nous étudions ensuite le couplage de la conception robuste et de la MEFSS, cette dernière
représente un outil puissant pour l’optimisation de la performance dynamique des systèmes
mécaniques, puisqu’elle permet d’obtenir, à moindre coût, la moyenne et l’écart-type de la
réponse, afin d’évaluer la solution robuste. L’intérêt de l’outil présenté est illustré par deux
exemples sur des structures en automobile.
Mots clé
Analyse modale, propagation d’incertitudes, variables aléatoires, dynamique, Méthode
Spectrale des Éléments Finis Stochastiques.
6Abstract
Modal analysis of structures with uncertainties using the Spectral
Stochastic Finite Elements Method
We are interested in modelling structures with uncertain parameters. We focus on the
characteristics of dynamic responses of such mechanical systems, especially the modal
frequencies and shapes.
Stochastic Finite Element Methods (SFEM) have been developed for thirty years to study
uncertainty propagation in structural problems. The main issue aims at avoiding Monte-Carlo
simulations, too expensive for many problems. This thesis is a contribution to the
development of SFEM for modal analysis of structures.
In the first part, we investigate the case of structures with uncertain parameters. We are
particularly interested in the dynamic response, such as eigenfrequencies and eigenmodes. An
innovative method is carried out, which uses the spectral stochastic finite element method in
order to determine the main stochastic characteristics of the response.
The material properties are modelled by a Karhunen-Loève series, whereas the eigenvalues
and eigenvectors are developed on the basis of the polynomial chaos. The solution procedure
is proposed for decoupling of the system of equations. This method, practical for linear
problems, has the advantage of allowing the modelling of the uncertain input parameters as
random variables and stochastic fields. Four numerical applications are considered to test the
capabilities of the proposed method.
Finally, we studied the extension of the MEFSS to deal with robust mechanical design. The
proposed approach represent a powerful tool for the optimization of the dynamic performance
of the mechanical systems, since it is possible to obtain, with lower computation effort, the
mean and the standard deviation of the response, in order to evaluate the robust solution. The
advantage of the presented method is illustrated by two examples dealing with car structures.
Keywords
Modal analysis, uncertainty propagation, dynamics, Spectral Stochastic Finite Element.
