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EXPLOSION AND DISTANCES IN SCALE-FREE PERCOLATION
REMCO VAN DER HOFSTAD AND JU´LIA KOMJA´THY
Abstract. We study the weighted scale-free percolation (SFPW,L) model on Z
d. The vertices
of Zd are assigned independent and identically distributed (i.i.d.) vertex-weights (Wx)x∈Zd
from a power-law distribution with exponent τ > 1. Conditioned on the vertex-weights, the
edges (x, y)x,y∈Zd are present independently with probability that a Poisson random variable
with parameter λWxWy/(‖x − y‖)α is at least one, for some α, λ > 0, and where ‖ · ‖ denotes
the Euclidean distance. After the graph is constructed, we assign i.i.d. random edge-weights
from distribution L to all edges present. The focus of the paper is to determine when is the
obtained model explosive, i.e., when it is possible to reach infinitely many vertices in finite time
from a vertex. We show that explosion happens precisely for those edge-weight distributions
that produce explosive branching processes with infinite mean power-law offspring distributions.
For non-explosive edge-weight distributions, when γ = α(τ − 1)/d ∈ (1, 2), we characterise the
asymptotic behaviour of the time it takes to reach the first vertex that is graph distance n away.
For γ > 2, we show that the number of vertices reachable by time t from the origin grows at
most exponentially, thus explosion is never possible.
For non-explosive edge-weight distributions, when γ ∈ (1, 2), we determine the first order
asymptotics of distances when γ ∈ (1, 2). As a corollary we obtain a sharp upper and lower
bound for graph distances, an open problem in [28] when γ ∈ (1, 2), τ > 2. Distances in the
explosive setting turn out to be hard, due to the infinite number of vertices and non-compactness
of Zd. This is in contrast with explosion in similar random graph models such as the configuration
model, where typical distances converge to the sum of two explosion times [10].
1. Introduction and results
1.1. Introduction. How long does it take for a video to go viral? Can we predict when the flu
epidemic in the Netherlands will reach Japan? These questions are emblematic for the study of
this paper: spreading processes on spatial complex networks. Spreading processes on complex
networks can be found in many aspects of our life. By understanding them, we can understand
how infectious diseases spread, or which individuals should be targeted with advertisements to
reach the most people at minimal cost. Statistical analyses [3, 4, 45] suggest that real-life networks
tend to be scale-free, i.e., their degree sequences follow a power law. That is, P(deg(v) > x) ≈ x−γ ,
typically for some γ ∈ (1, 2), where deg(v) denotes the degree of vertex v. The small world property
of acquaintance networks – often referred to as six degrees of separation – was popularised by the
experiment of Milgram [42, 49]. Generally, real-life networks are small worlds or even ultrasmall
worlds. That is, typical distances scale as a logarithm or even a double logarithm of the network
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size [6, 42, 44, 49]. Real-life networks also tend to have high local clustering: the proportion of
triangles versus possible triangles tends to be rather large [50].
Many random graph models have been proposed so far to model real-life complex networks, each
capturing some of the important features of these networks. Random graphs without geometry
such as the configuration model [21, 43], variants of the Norros-Reitu model [22, 27, 46], and the
preferential attachment model [7] mimic the scale-free and the small-world property well, but fail
to produce an asymptotically positive clustering coefficient. To add the missing feature of positive
clustering and to accommodate the rather natural spatial aspect of many real-life networks, spatial
versions of the above models have been proposed. Scale-free random graph models with underlying
geometry include spatial preferential attachment models (SPA) [2, 30, 35], hyperbolic random
graphs [20] and their generalisation, geometric inhomogeneous random graphs (GIRG) [23], and
the model that we study in this paper, scale free percolation (SFP) [28]. These spatial models are
equipped with an additional long-range parameter α > 0 that describes how spread out the edges
are in space. Let us mention briefly that there are other methods to incorporate clustering, e.g. by
adding local communities to an existing model, yielding hierarchical configuration models [33, 48]
or scale-free random intersection graphs [19].
Once there is an underlying model that one can use to model real-life networks, the possibility to
study the behaviour of information spread on networks opens up. Information spread is a general
term that we use to cover a broad range of processes such as information diffusion, spreading of
‘activity’, infection spread, etc., on different types of networks. A way to model information spread
is to allocate random edge-weights to all edges in the model from some underlying distribution.
The length on an edge corresponds to the transmission time through that edge. Distances in the
newly obtained weighted random graph then correspond to spreading time of information from one
vertex to the other one.
The behaviour of information spread is fairly well understood on random graph models without
underlying geometry, such as the Erdo˝s-Re´nyi random graph, inhomogeneous random graphs [12,
40], or the configuration model with finite asymptotic variance of the degrees [8, 11, 13, 14]. The
infinite variance degree regime, that is, γ ∈ (1, 2), seems to be more challenging. Recently with
Baroni [10, 9] and Adriaans [1] we have determined the universality classes for weighted distances
in the configuration model in this regime. Due to the novelty of spatial models, the theoretical
study of information spread on them is rather limited: a related process, bootstrap percolation, is
studied on hyperbolic random graphs and GIRGs [25, 39]. The behavior of random walk is studied
on SFP in [32]. Typical graph distances are studied for SFP in [28, 29], for GIRGs in [24] for some
range of the parameters.
This paper is a step in studying information spread on spatial scale-free models. Our aim is
to set up a program to analyse how the combination of the topology of the networks and the
transmission time distribution affects the spreading time, and to identify universality classes. We
believe that the phenomena described in this paper are rather universal and similar results could
be proven for other scale-free spatial graph models.
1.2. Our contribution. In this paper we study information diffusion on the SFP model [28].
SFP is a random graph with vertex set Zd that combines the Norros-Reitu model with long-range
percolation. After the construction of the graph, we allocate i.i.d. edge-weights to each existing
edge. We identify the (only) two universality classes of edge-weight distributions for information
diffusion, that we call explosive and conservative class, respectively. We show that an edge-weight
distribution FL(x) = P(L ≤ x) with generalized inverse function F (−1)L belongs the explosive class
precisely when ∫ ∞
K
F
(−1)
L (exp{−ex}dx) <∞
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for some K > 0, where F
(−1)
L is the generalized inverse function of FL. First we study the first
passage profile of the origin, i.e., the growth of the cluster of vertices available from the origin
within distance t as a function of t. For the explosive class, when γ ∈ (1, 2), we show that there
is a finite random time V0, such that the number of vertices reachable from the origin within
distance V0 is infinite. We call this event explosion and V0 the explosion time of the origin. For
the conservative class, the number of vertices reachable within any finite distance is a.s. finite,
see Theorem 1.1. We show that explosion is never possible when γ > 2, see Theorem 1.8 and
Corollary 1.9. For the conservative class, and when γ ∈ (1, 2), we further study typical (weighted)
distances, extending the results on graph distances in [28]. For a unit length d-dimensional vector
e, let ⌊ne⌋ denote the vertex in Zd obtained by coordinate-wise taking the integer part of the vector
ne. We determine the leading order of the distance between 0 and the vertex ⌊ne⌋ in terms of the
edge-weight distribution, see Theorem 1.3. As a corollary (setting the edge-weights to be 1 with
probability 1) we obtain that for the graph distance
lim
‖x‖→∞
dG(0, x)
log log ‖x‖
P−→ 2| log(γ − 1)| ,
when γ ∈ (1, 2), where P−→ denotes convergence in probability, and ‖x‖ is the Euclidean norm of
x ∈ Zd. Whether this convergence holds was an open question in [28] when a third parameter τ ,
that equals the power-law exponent of the vertex-weight distribution, satisfies τ > 2.
Our proofs require a more detailed analysis of the SFP without the edge-weights. An outcome of
this analysis is that we are also able to identify the double exponential growth rate of the maximal
displacement (that is, the distance of the farthest vertex graph distance n away from the origin)
when γ ∈ (1, 2), see Theorem 1.5, a result that is interesting in its own right. When γ > 2, we
show that the growth rate of the maximal displacement is at most exponential, see Theorem 1.8.
Distances in the explosive class turned out to be surprisingly hard, due to the infinite number of
vertices and non-compactness of Zd. This is in sharp contrast with explosion in non-spatial random
graph models such as the configuration model, where typical distances converge to the sum of two
explosion times [10, 11]. We have a lower bound on asymptotic distances in Theorem 1.7 and we
state a conjecture about a matching upper bound in Conjecture 1.11. Our theorems show that
as long as γ ∈ (1, 2), the only relevant parameter of the model in terms of weighted distances is
the power law of the degree distribution, γ. Neither the hidden parameter τ (coming from the
Norros-Reitu model as the ‘fitness’ of vertices) nor the long-range parameter α seem to play a role.
Similar phenomenon occurs in GIRGs, where the authors [24] observe that as long as the degrees
have infinite variance, the only relevant parameter for typical distances is the power-law exponent
of the degree distribution. For a more explicit connection between GIRGs and SFP, see Section
1.5.
New techniques. Beyond studying information diffusion in a spatial random graph model with
completely general edge-weight distributions, our paper improves existing techniques that are
valuable in their own rights. In Sections 2 and 6, we describe and study a Branching Random
Walk (BRW) in random environment that has both (1) infinite mean offspring, and (2) infinite
expected displacement. We show that, just like branching processes with infinite mean offspring, the
size and maximal displacement of these BRWs grow double-exponentially. The results naturally
carry through for the multi-type BRW with the same properties, i.e., when the environment is not
fixed in advance but is re-shuffled every time the children of an individual are determined. Related
work is [15], where the authors study a BRW with property (2). For critical BRWs, the one-arm
exponent of BRWs with infinite expected displacement is studied in [34].
Another novel technique is the application of the idea of min-summability that was invented
in [5] for determining explosion in infinite-mean BRWs, in the random graph setting. The idea is
that along a collection of paths with growing degrees (di)i≥m, one can estimate the shortest path
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by the sum of the typical minimal-edge-weights (that is,
∑m
i=1 F
(−1)
L (1/di)), and this estimate can
be shown to be sharp when the degrees grow sufficiently fast.
Notation. We write r.v., lhs and rhs for random variable, left-hand side and right-hand side,
respectively. For a sequence of random variables (Xn)n≥1, Xn converges in probability to a r.v.
X , shortly Xn
P−→ X , if for all ε > 0, limn→∞ P(|Xn −X | > ε) = 0. Similarly, Xn converges in
distribution/almost surely to X , shortly Xn
d−→ X,Xn a.s.−→ X , if limn→∞ P(Xn ≤ x)→ P(X ≤ x)
for all x ∈ R where P(X ≤ x) is continuous/ limn→∞ P (limn→∞Xn = X) = 1. For a non-
decreasing right-continuous function F (x) the generalised inverse of F is defined as F (−1)(x) :=
inf{y ∈ R : F (y) ≥ x}.
1.3. The model and results. In the scale-free percolation model, each vertex x ∈ Zd is assigned
an i.i.d. vertex-weight Wx from a distribution W . Let us fix the long-range parameter α > 0 and
the percolation parameter λ > 0. Conditioned on the collection of vertex-weights (Wx)x∈Zd , there
is an edge between any pair of non-nearest neighbor vertices x, y ∈ Zd with probability
PW ((x, y) is present | ‖x− y‖ > 1) = 1− exp
{
− λ WxWy‖x− y‖α
}
, (1.1)
where ‖x−y‖ is the Euclidean distance between x, y, and PW (·) := P(·|(Wx)x∈Zd) is the conditional
measure with respect to (wrt) the vertex-weights. Let us denote the resulting random graph by
SFPW . After this procedure is done, we assign each existing edge e a random edge-weight, Le, i.i.d.
from some distribution L. Since our interests below are not affected by whether nearest neighbor
edges are present in the graph, we assume that this is indeed the case, that is,
P((x, y) is present | ‖x− y‖ = 1) = 1.
Let us denote the resulting weighted random graph by SFPW,L. Here, somewhat confusingly,
“weighted” refers to the presence of edge-weights and not the vertex-weights (Wx)x∈Zd . We shall
consistently call the variables Le on edges edge-weights and Wx on vertices as vertex-weights.
In this paper we are interested in the case when W follows a power-law distribution with
exponent τ > 1, that is, we assume that
P(W > t) = ℓ(t)/tτ−1, (1.2)
for some function ℓ(t) that varies slowly at infinity, that is, limt→∞ ℓ(ct)/ℓ(t) = 1 for all fixed c > 0.
We assume1 throughout that that P(W ≥ 1) = 1. It is shown in [28, Theorems 2.1, 2.2] that the
degree distribution then follows a power-law distribution again, with tail exponent
γ := (τ − 1)α/d. (1.3)
That is, for some function ℓ˜ varying slowly at infinity, as long as α > d and γ := α(τ − 1)/d > 1,
P(D0 > x) = ℓ˜(x)/x
γ , (1.4)
We assume throughout the paper that α > d and γ > 1 both hold. The case γ > 1 includes the
case where the tails in (1.2) are thinner than a power law. We are interested in weighted distances,
that is, for two vertices x, y ∈ Zd, let Γx,y := {π : π is a path from x to y} be the set of paths
between x, y ∈ Zd. We define the L-distance and the graph distance as
dL(x, y) := inf
π∈Γx,y
∑
e∈π
Le, dG(x, y) = inf{|π| : π ∈ Γx,y}, (1.5)
1This assumption is without loss of generality for any distribution W with support separated away from 0 by
adjusting λ accordingly.
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where for a path π, |π| denotes the number of edges on π. We shall write |π|L :=
∑
e∈π Le for the
L-length of a path. Let us define three important metric balls around a vertex x ∈ Zd, the ones
for Euclidean distance, graph distance and weighted distance, respectively, as
B2r (x) := {y ∈ Zd : ‖x− y‖ ≤ r}, (1.6)
BGr (x) := {y ∈ Zd : dG(x, y) ≤ r}, (1.7)
BLr (x) := {y ∈ Zd : dL(x, y) ≤ r}. (1.8)
Note that while B2r (x) is deterministic, B
G
r (x), B
L
r (x) are random, depending on the realization
of SFPW,L. Finally, for an integer n, we write ∆B
G
n (x) := B
G
n (x)\BGn−1(x). We shall consider
the collection of sets (BLt (x))t∈R+ as indexed by time t ∈ R+. Note that the set BLt (0) grows
as t increases. We call this collection the first passage profile of x. To be able to analyse its
characteristics, we introduce two hitting times. The first is
τn(x) := inf{t : |BLt (x)| = n}, (1.9)
the first time when the L-metric ball contains n vertices. We write τn := τn(0). Next,
Mn(x) := inf{t : BLt (x) ∩∆BGn (x) 6= ∅} = inf{dL(x, y) : y ∈ ∆BGn (x)} (1.10)
is the hitting time of (BGn−1(x))
c := Zd \ BGn−1(x). Again, we write Mn := Mn(0). In this paper,
we write FX(·) for the distribution function of a random variable X . Let
F
(−1)
X (y) := inf{t ∈ R : FX(t) ≥ y} (1.11)
the generalised inverse of FX . With FL(x) := P(L ≤ x), let us define
I(L) :=
∫ ∞
0
F
(−1)
L
(
exp{−ey}
)
dy. (1.12)
Our first theorem characterises the event of “explosion” for infinite-variance degrees:
Theorem 1.1. Consider SFPW,L with W satisfying (1.2) with a power-law exponent τ > 1, α > d
and γ = α(τ − 1)/d ∈ (1, 2), and edge-weight distribution L. Let x ∈ Zd be an arbitrary fixed
vertex.
(1) (Explosive part). When I(L) <∞, the hitting times τn(x) and Mn(x) both converge almost
surely, i.e.,
τn(x)
a.s.−→ Vx, Mn(x) a.s.−→ Vx, (1.13)
where Vx <∞ a.s. We call the random variable Vx the explosion time of x.
(2) (Conservative part). When I(L) =∞,
τn(x)
a.s.−→∞, Mn(x) a.s.−→∞. (1.14)
Further, in this case,
Mn(x)∑n
k=1 F
(−1)
L
(
exp{−1/(γ − 1)k}
) a.s.−→ 1. (1.15)
We comment that the (possibly infinite) almost sure limits of τn(x) andMn(x) are always equal
for any graph with almost surely bounded degrees, thus the message of this theorem is that this
limit is finite if and only if the integrability condition (1.12) holds, as well as quantifying the
rate of growth of Mn(x) in the conservative case. There is a deep connection to age-dependent
branching processes (BP). In an age-dependent BP, individuals have i.i.d. life lengths, and upon
death they produce an i.i.d. number of offspring. An age-dependent BP is called explosive if it
produces infinitely many individuals within finite time with positive probability, see [31, 47]. The
criterion in (1.12) is the same criterion that is needed for an BP with offspring distribution given
in (1.4) but with γ ∈ (0, 1) and birth-time distribution L to be explosive. This statement can be
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found in [41, Lemma 5.8, Theorem 6.1] and it first appeared in some form in [5]. As a corollary
we obtain:
Corollary 1.2. Let W(SFP) := {L : SFPW,L explosive} be the set of distributions that produce
explosive first passage profiles for the origin in SFPW,L when γ ∈ (1, 2). Similarly, letW(BP) be the
set of life-length distributions that produce explosive age-dependent BPs with power-law offspring
distribution for some γ ∈ (0, 1). Then W(SFP) =W(BP).
For the conservative class, we characterise the first order of L-distances (see (1.5)) in SFPW,L:
Theorem 1.3 (Distances in the conservative case). Let us consider the same model as in Theorem
1.1, with I(L) =∞. Fix an arbitrary unit vector e. Then, as m→∞,
dL(0, ⌊me⌋)/
⌊log logm/| log(γ−1)|⌋∑
i=1
2F
(−1)
L
(
exp{−1/(γ − 1)k})
 P−→ 1. (1.16)
Setting L ≡ 1 yields typical graph distances, an open question in [28] when γ ∈ (1, 2) but τ > 2:
Corollary 1.4. Consider the scale-free percolation model with α > d, γ ∈ (1, 2). Then
lim
‖x‖→∞
dG(0, x)
log log ‖x‖
P−→ 2| log(γ − 1)| . (1.17)
Related to this result, we study the maximal displacement at graph distance n from 0. We
believe this result is of independent interest, so we state it as a separate theorem:
Theorem 1.5. Let Dmaxn (0) := max{‖y‖ : y ∈ ∆BGn (0)} be the maximal displacement in n steps
in SFPW with α > d, γ ∈ (1, 2). Then for all ε, for some random variables Z(ε) ≤ 2 and Y (ε),
and almost surely for all n ≥ 1,
exp
{
Z(ε)
( 1− ε
γ − 1
)n}
≤ Dmaxn (0) ≤ exp
{
Y (ε)
( 1 + ε
γ − 1
)n}
. (1.18)
In other words, almost surely,
BGn (0) ⊂ B2exp{Y (ε)(1+ε)n/(γ−1)n}(0). (1.19)
Further, Y (ε) has exponentially decaying tails. For some strictly positive constants c = c(d, α, τ), Cε,
P(Y (ε) ≥ K) ≤ Cε exp {−c · ε ·K} (1.20)
Remark 1.6. It would be natural to ask for almost sure convergence instead of convergence in
probability in the statement of Theorem 1.3. We believe that almost sure convergence is only valid
along subsequences that grow sufficiently fast, e.g. along the subsequence ([ene])n≥1. The reason for
this is that Y (ε), the random prefactor in the upper bound in (1.18), decays (only) exponentially.
Thus in the sequence ⌊ne⌋, it might happen that for infinitely many n the corresponding Y (ε)
in the maximal displacement is of order log log n. This, in return, makes distances to be shorter
than 1− δ times the numerator in (1.22), so that the almost sure convergence is lost. We give an
argument why our proof cannot be strengthened to a.s. convergence in the proof of Theorem 1.3.
Studying distances in the explosive case turns out to be harder. It is possible to show based on
the proof of Theorem 1.1 that two vertices, arbitrarily far away, can be connected via paths with
total length that is a.s. finite, but we failed to show so far that they can be connected within the
sum of the two explosion times. The next theorem states that far away vertices have asymptotically
independent explosion times, and states the lower bound on the L-distance.
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Theorem 1.7 (Distances in the explosive case). Consider the same model as in Theorem 1.1, with
I(L) <∞ in (1.12). Then, as ‖x‖ → ∞,
(V0, Vx)
d−→ (V (1), V (2)), (1.21)
where V (1), V (2) are two independent copies of the limiting random variable from (1.13). Further,
for all ε > 0
lim
‖x‖→∞
P(dL(0, x)− (V0 + Vx) < −ε) = 0. (1.22)
The theorem could have been stated in a similar formulation than the one in Theorem 1.3:
lim
m→∞
P(dL(0, ⌊me⌋)− (V0 + V⌊me⌋) < −ε) = 0.
Next we study SFPW,L with finite-variance degrees, i.e., when γ > 2. Recall the notation for
different metric balls from (1.6)-(1.8). The next theorem bounds BLt (0) in the Euclidean space.
Theorem 1.8. In SFPW,L with α > d, γ > 2 and FL(0) = 0, there exist deterministic constants
C, C˜ > 0 (depending only on the distribution of W and L but not on the realization of the graph),
and random constants n0(x) ∈ N, t0(x) ∈ R such that, almost surely for all n ≥ n0(x), t ≥ t0(x),
BGn (x) ⊂ B2exp{Cn}(x), BLt (x) ⊂ B2exp{C˜t}(x). (1.23)
The value of n0(x), t0(x) depend on the random realisation of the graph as well as on x ∈ Zd.
Note that since |B2
exp{C˜t}
(x)| = O(exp{dC˜t}), the first statement in (1.23) implies that |BLt (x)| ≤
exp{dC′t}. Thus, |BLt (x)| grows at most exponentially, and thus explosion is impossible:
Corollary 1.9. In SFPW,L with α > d,γ > 2 and FL(0) = 0,
τn(x) ≥ O(log n), (1.24)
and thus τn(x)→∞ almost surely. That is, explosion is never possible when γ > 0.
Let us write Vold for the volume of the unit ball in R
d, and define the constant
cd,λ := 2(d+ λ
d/α(Vold + πd)), (1.25)
with πd <∞ be defined as πd := supx≥0{
∫
y:‖y‖≥x
1/‖y‖αddy/xd−α}.
Remark 1.10. It is possible to give a more quantitative bound on the exponential growth of
BLt (0). By bounding the Malthusian parameter of the BRW in Section 2, one obtains that
lim sup
t→∞
e−βt|BLt (0)| = 0 (1.26)
holds for any β > β+, where β+ is the solution to E[e−β
+L]E[W 2d/α]cd,λ = 1. The proof requires
cca 8 pages, and it does not provide a spatial embedding, so we decided to cut it from the paper.
1.4. Organization of the paper. We discuss some open questions in Section 1.5, and relate our
model to GIRGs. Then, we start proving our results. In Section 2 we define two BRWs that both
provide a coupling upper bound on the exploration of the cluster of a vertex in SFPW,L. Theorem
2.1 – the coupling of the exploration to these BRWs – is a crucial ingredient for proving lower
bounds for the results in Section 1.3. In Section 3 we prove Theorem 1.8. Then, in Section 4 we
state some basic notions and introduce a boxing method that structures the high-weight vertices
in the graph. In Section 5 we prove the explosive part of Theorem 1.1, and Theorem 1.7. These are
the easier proofs of the paper. Then, in Section 6 we prepare to prove the conservative theorems,
by analysing the size of and maximal displacement in generation n of the upper bounding BRW
from Section 2 when γ ∈ (1, 2). This section is novel from the BRW point of view since it studies
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a general BRW in a random environment that has infinite mean offspring. We bound the double-
exponential growth rate of the generation sizes and the maximal displacement of this BRW. Section
7 then makes use of the results in Section 6 and proves the conservative part of Theorem 1.1, and
Theorems 1.3, 1.5. Finally, Section 8 is devoted to describing an exploration process of the cluster
of the origin (Section 8.1), which results in the proof of Theorem 2.1 (Section 8.2).
1.5. Discussion and open problems. In this section we list some open questions. First of
all, we conjecture that the statement about explosive L-distances, (1.22) in Theorem 1.7, can be
strengthened:
Conjecture 1.11. Under the condition of Theorem 1.7, for any two vertices x, y ∈ Zd
dL(x, y)− Vx + Vy ≤ 0 (1.27)
almost surely. Thus, as ‖x‖ → ∞, dL(0, x)− (V0 + Vx) a.s.−→ 0.
The fact that the distance between two vertices tends to the sum of two explosion times is
observed in the configuration model with infinite-variance degrees [10, Theorem 1.2], a non-spatial
model with finitely many vertices. A related model to SFP, with a finite number of vertices is
the geometric inhomogeneous random graph model, (GIRG) [23]. This model lives on a compact
space, - the d-dimensional unit torus Td = R
d/Zd or unit cube [0, 1]d - the location of n vertices
is sampled independently and uniformly at random according to the Lebesque measure and then
an i.i.d. power-law vertex-weight Wx is assigned to each vertex x. The long-range parameter of
the model, α˜ is assumed to be larger than 1. Two vertices, given their locations x, y ∈ Td and
vertex-weights Wx,Wy are then connected with probability pn(x, y,Wx,Wy) that satisfies
c1 ≤ pn(x, y,Wx,Wy)min
{
1, (WxWy/n)
α˜/‖x− y‖α˜d
}
≤ C1
for some 0 < c1 < C1 < ∞. Applying the transformation Tnx := n1/dx maps the unit cube onto
[0, n1/d]d, i.e., to a box with volume n. Considering the images of the points Tnx as vertices, the
connection probabilities in the model after this transformation become
p(Tnx, Tny,Wx,Wy) = Θ
(
min
{
1, ‖Tnx− Tny‖−αd(WxWy)α
})
, (1.28)
that is, the factor 1/n cancels. Note that the edge connection probabilities of SFP in (1.1) also
satisfy (1.28). A Poissonised version of the number of points in GIRGs could provide a natural
extension of the model to Rd. If we assume that the vertex-weights follow a power-law distribution
with exponent τ˜ > 2 in GIRG, then it is not hard to see that setting α = dα˜ and τ − 1 = (τ˜ − 1)/α˜
in the SFP model produces γ = τ˜ − 1. So, the GIRG can be looked at as a modification of
SFP where (a) the nth graph is restricted to a box of volume n, (b) the locations of vertices are
randomised (instead of the grid Zd in SFP) (c) the edge probabilities are somewhat more general.
Here we state the corresponding conjecture about GIRGs.
Conjecture 1.12. Add i.i.d. edge-weights from distribution L with I(L) < ∞ to the edges of
the GIRG. When the vertex-weights follow a power law distribution with exponent τ˜ ∈ (2, 3), the
L-distance between two uniformly chosen vertices from the giant component converges to the sum
of two i.i.d. random variables. In particular, the average L-distance does not grow with n.
To prove Conjecture 1.11 on the SFP model on Zd, one could try to show that the two shortest
explosive paths γ⋆0 and γ
⋆
x, having length V0, Vx respectively, can be connected by a short path
(length less than ε). This turns out to be a hard problem, since the space Zd is non-compact
and in principle it is possible that these paths wander off in different directions, avoiding very
high degree vertices, so that a short connection cannot be established. Further note that shortest
exploding paths are special, in particular, both the degrees of their vertices and the edge-weights
on the edges attached to them fail to be i.i.d. and we do not know how ‘densely’ they cover the
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vertices of Zd. A shortest path that goes to infinity slowly can cause strong dependencies on the
neighboring edge-weights, which makes probabilistic bounds based on independence impossible to
apply. Based on the analogy to the conservative setting2, we believe that the shortest exploding
path jumps off towards infinity double-exponentially:
Conjecture 1.13. Let γ⋆0 = (0, v
⋆
1 , v
⋆
2 , . . . ) := argmin{|γL|} be the shortest exploding path starting
at 0. Then there exists some b > 1 such that ‖v⋆n‖ ≥ exp{bn}.
Double-exponential growth would be fast enough so that the shortest path cannot cover too
many vertices in one region, and hence some independence on the edge-weights can be maintained.
This conjecture is strong enough to imply Conjecture 1.11:
Claim 1.14. Conjecture 1.13 implies Conjecture 1.11.
This implication is far from obvious, we provide a sketch proof below the proof of Theorem 1.7.
Moving away from the γ ∈ (1, 2) setting, there is a lot to discover when γ > 2. Typical graph
distances in this regime are widely open: we only know a general logarithmic lower bound from [28,
Theorem 5.5], and that distances are linear when γ > 2, α > 2d, see [29, Theorem 8 (b2)]. When
α ∈ (d, 2d), the precise order is unknown, and so is the constant prefactor when α > 2d. It would
be interesting to see whether the BRW upper bound is a close approximation in the α ∈ (d, 2d)
regime and whether distances are truly logarithmic. These latter questions are similar in flavour to
first passage percolation on long-range percolation, when edges of the long-range percolation model
have exponential lengths [26]. Due to the lack of power-law degrees, explosion is impossible in that
model. Graph distances in supercritical long-range percolation are investigated in [17, 18].
2. Dominating branching random walks
In this short section we set the preliminaries to the lower bound of the proof of Theorem 1.8
and Theorem 1.3, (1.14) and the lower bound for (1.15) in Theorem 1.1. The crucial ingredient
of these proofs is the exploration of the neighborhood of a vertex x in the order that corresponds
to the L-distance, that is an interpretation of Dijkstra’s algorithm, and we call it first passage
exploration (FPE). Importantly, Theorem 2.1 below describes a three-process coupling that couples
the exploration on the SFPW,L to two dominating (BRW) in Z
d. First we describe the two BRWs,
one with Poissonian and one with sum of Bernoulli offspring distributions, denoted by PoiBRW
and BerBRW, respectively.
In the skeleton3 of the BRWs, we name the individuals in the Harris-Ulam manner. That is,
we order the children of the same individual in a way that corresponds their birth-order and call
the root ∅, the children of the root 1, 2, . . . , the second generation as 11, 12, . . . , 21, 22, . . . In
general, i1i2 · · · ik stands for the individual that is the ikth child of the ik−1th child . . . of the
i1st child of the root. We refer to this coding as the name of the individuals. We write p(z) for
the parent of an individual z. Naturally, p(i1 · · · ik) = i1 · · · ik−1. We set p(∅) := ∅. In both
BRWs, each individual x has a vertex-weight Wx (a type) that depends on her location
4. Note
that the environment (Wz)z∈Zd stays the same. In this respect the BRWs are BRWs in random
environment.
To initialise, we draw a collection of i.i.d. vertex-weights (Wz)z∈Zd from distribution W that
we call the environment. We set the location of the root at 0, its name ∅ and give her vertex-
weightW0. Conditioned on their vertex-weights and location, individuals reproduce independently.
Consider an individual with name a, located at Ma ∈ Zd with vertex-weight WMa . Conditionally
2Where Conjecture 1.13 is not that hard to prove for the path realising Mn(0).
3The skeleton of any BRW is just a random branching process tree, without being embedded in Zd.
4Following Jagers and Nerman [37, 38], we use the female pronoun to refer to individuals.
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on Ma and (Wz)z∈Zd , her children in PoiBRW are described as follows. First, for all y ∈ Zd draw
a conditionally independent variable
NPy (a) ∼ Poi
(
λWMa
Wy
‖y −Ma‖α
)
, (2.1)
and allocate NPy (a) many children to the location y ∈ Zd. Each of these children have vertex-
weight Wy but note that each of them reproduces independently again. Since the sum of Poisson
rvs is Poisson again, the total number of children via this method is distributed as
DPa = Poi
(
λWMa ·
∑
y∈Zd\{Ma}
Wy
‖y −Ma‖α
)
. (2.2)
We additionally add 2d children, each of them located at one of the 2d nearest-neighbors of Ma.
We describe BerBRW coupled to PoiBRW: here, we allow at most one edge to each location
y ∈ Zd, i.e., for the individual a located at Ma in BerBRW, we allocate NBy (a) := 1{NPy (a) ≥ 1}
many children to location y ∈ Zd. Again, we additionally add 2d children, each of them located
at one of the 2d nearest-neighbors of Ma. When there are multiple edges to a nearest-neighbor
vertex, we keep the added one. Note that
P
(
NBy (a) = 1 |Ma, (Wz)z∈Zd
)
= 1− exp
{
λWMa
Wy
‖y −Ma‖α
}
, (2.3)
so the number of children of a to y ∈ Zd equals the probability that the edge (Ma, y) is present in
SFP, see (1.1). Another way to realize the vector in (2.1) is to first drawDPa in (2.2) and then apply
a multinomial thinning, that is, we choose DPa many locations (or marks) Ma1,Ma2, . . . ,MaDPa ∈
Z
d \ {Ma} in an i.i.d. fashion, each of them having the conditional distribution
P (Ma1 = y |Ma, (Wz)z∈Zd) =
Wy/‖y −Ma‖α∑
z∈Zd\{Ma}
Wz/‖z −Ma‖α . (2.4)
Since a multinomial thinning of a Poisson variable yields independent Poisson variables, we obtain
(2.1) back again.
Once the two BRWs are generated in a coupled manner, we assign i.i.d. edge-weights from
distribution L to each existing edge5 in the two BRWs in a coupled way, i.e., whenever NBy (a) = 1
for an individual a ∈ BerBRW, we use an edge-weight chosen uniformly from the NPy (a) ≥ 1 many
edge-weights between a and its children at y in PoiBRW.
Let us denote by BL,Pt (0),BL,Bt (0) the graph spanned by the vertices reachable within L-distance
t in PoiBRW,BerBRW, respectively, including the edge-weights L on the edges and the vertex-
weights. Let us write BL,St (0) ⊆ BLt (0) for the tree formed by the edges that are on shortest-length
paths to 0 in SFPW,L, including edge-weights, vertices and their vertex-weights. The vertex set of
BL,St (0),BLt (0) are the same, only edges that are not on shortest paths toward zero are not present
in BL,St (0).
Theorem 2.1. Consider the shortest-path tree BL,St (0) in SFPW,L. There is a three-process cou-
pling of the above described PoiBRW,BerBRW to SFPW,L such that for any t ≥ 0, BL,St (0) in
SFPW,L can be obtained as a subgraph of BL,Bt (0). More precisely, under the coupling,
BL,St (0) ⊆ BL,Bt (0) ⊆ BL,Pt (0).
We provide the three-process coupling and the proof of Theorem 2.1 in Section 8. Let us make a
remark. In the Norros-Reitu (a similar, non-spatial) model the exploration of the cluster of a vertex
can be coupled to a multitype branching process instead of a BP in a random environment. In
5Edge here means parent-child relationship.
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other words, the whole collection of vertex-weights can be newly drawn to determine the children
of a newly explored individual. In the scale-free percolation model, this is not possible for the
following reason. The information that a vertex close to the origin is not explored for many steps
of the exploration reveals some information on the vertex-weight of the given vertex (i.e., it is most
likely very small). This phenomenon is not present in the non-spatial model.
3. Non-explosion for γ > 2
In this section we prove that the scale-free percolation model can never explode when γ > 2
and FL(0) = 0. That is, we prove Theorem 1.8. Recall that we write mx = E[W
x] for x ∈ R. The
proof of Theorem 1.8 is based on the following lemma:
Lemma 3.1. Consider BerBRW as descibed in Section 2. Then, the expected generation sizes ZBn
of BerBRW grow exponentially. Namely, for all n,
m−n+ E[Z
B
n |W∅ = w] ≤ wd/αmd/α/m2d/α. (3.1)
for m+ = cd,λE[W
2d/α], with cd,λ as in (1.25).
Proof. Recall the definition of the edge probabilities in BerBRW from (2.3), and that nearest
neighbor edges are, additionally, always present. So, let us write N := {y : ‖y‖ = 1} for the
nearest neighbors of the origin. For a set A ⊂ R+, NBw (A), called the reproduction kernel, denotes
the number of children with vertex-weight in the set A of an individual with vertex-weight w
located at the origin. In case of the BerBRW, the distributional identity holds:
NBw (dv)
d
=
∑
y∈Zd
1{Wy∈(v,v+dv)}
(
1{y∈N} + 1{y 6∈N}Ber(1− e−λwv/‖y‖
α
)
)
. (3.2)
The expected reproduction kernel (cf. [36, Section 5]) is defined as µ(w, dv) := E[NBw (dv)]. Using
that 1− exp{−λwv/‖y‖α} ≤ min{1, λwv/‖y‖α}, it can be bounded from above as
µ(w, dv) ≤ FW (dv)
( ∑
y:‖y‖≤(λwv)1/α
or y∈N
1 + λvw
∑
y:‖y‖≥(λwv)1/α
‖y‖−α
)
=: cd,λ(w, v)w
d/αvd/αFW (dv),
(3.3)
where cd,λ(w, v) ≤ cd,λ = 2(d+λVold+λ1/απd) in (1.25). To obtain the second line, we bound the
sum on the rhs in (3.3) by approximating the two sums by two integrals. Then, Vold denotes the
volume of the unit ball in Zd, while πd, used when bounding the second integral, is defined as πd :=
supx≥0{
∫
y:‖y‖≥x
1/‖y‖αddy/xd−α}. The factor 2 is a crude upper bound on the approximation
between the integrals and the sums. Finally, the term 2d comes from the contribution of nearest
neighbors, where wd/αvd/α > 1 holds by the assumption that P(W ≥ 1) = 1, see after (1.2).
Defining
µ+(w, dv) := cd,λw
d/αvd/αFW (dv), (3.4)
we obtain an upper bound µ(w, dv) ≤ µ+(w, dv) uniform in v, w. Observe that BerBRW without
the edge-weights is a branching process (BP), where each individuals have a ‘type’ being its vertex-
weight. It is not a multi-type BP in the usual sense, since the environment causes dependencies
between the types of children of different individuals, while in a multi-type BP those types should
be independent. Nevertheless, we can bound the expected number of individuals with given type
in generation n by simply applying the composition operator ∗ acting on the type space, that is,
define
µ∗n(w,A) =
∫
R+
µ(v,A)µ∗(n−1)(w, dv), µ∗1 := µ.
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For instance, µ∗2 counts the expected number of individuals with type inA in the second generation,
averaged over the environment. The rank-1 nature of the kernel µ+ implies that its composition
powers factorize. An elementary calculation using (3.4) shows that
µ∗n+ (w, dv) = w
d/α · vd/αFW (dv) · (cd,λ)nE[W 2d/α]n−1. (3.5)
Thus,
E[ZBn | W∅ = w] = µ∗n(w,R+) ≤ µ∗n+ (w,R+)
= wd/α
∫
v∈R+
vd/αFW (dv) · (cd,λ)nE[W 2d/α]n−1
= wd/α(m+)
nmd/α/m2d/α.

We are ready to prove Theorem 1.8:
Proof of Theorem 1.8. We know from [28, Theorem 5.5] that when γ > 2, for a fixed x ∈ Zd with
‖x‖ large enough, lim‖x‖→∞ P(dG(0, x) ≥ η log ‖x‖) = 1 for some η > 0. We improve this theorem
and show that this holds for all x ∈ Zd with the same norm simultaneously. In other words,
BGn (0) ⊂ B2exp{Cn}(0), (3.6)
for some C > 0 for all sufficiently large n. Indeed, quoting the second formula after [28, (5.16)],
for some constants C′, κ > 0, and x ∧ y := min(x, y),
P(dG(0, x) = i) ≤ i
(
C′λ1∧(τ−1)/2
)i
(log ‖x‖)κ‖x‖−α(1∧(τ−1)/2).
First we sum this formula in i, for i = 1, . . . , n. Since
∑n
i=1 iq
i ≤ nqn+2/(q − 1)2 for q > 1,
P(dG(0, x) ≤ n) ≤ Cλn
(
C′λ(τ−1)/2∧1
)n
(log ‖x‖)κ‖x‖−α(1∧(τ−1)/2).
Summing now for all x with norm ‖x‖ ≥ eCn for some C > 0, we obtain that
P(∃x ∈ Zd : ‖x‖ ≥ eCn and dG(0, x) ≤ n)
≤ Cλn
(
C′λ1∧(τ−1)/2
)n ∑
x:‖x‖≥eCn
(log ‖x‖)κ‖x‖−α(1∧(τ−1)/2)
≤ (C′λ1∧(τ−1)/2)nCλnCd(log eCn)κ(eCn)d−α(1∧(τ−1)/2)
for some d-dependent constant Cd, where we have used (4.3) to obtain the last line. Note that
d− α( τ−12 ∧ 1) = d(1 − γ2 ∧ αd ) < 0 for γ > 2 and α > d. Thus we can choose C large enough so
that the product of the first and last factor on the rhs is < 1/2n, say, and then we arrive at
P(An) := P(∃x ∈ Zd : ‖x‖ ≥ eCn and dG(0, x) ≤ n) ≤ C′dnκ+1
1
2n
,
where we have combined all constants into C′d > 0. Since the rhs is summable in n, by the Borel-
Cantelli lemma, almost surely only a finitely many Ans occur. Let n1 denote the first index so
that Acn holds for all n > n1. That is,
Acn = {∀x ∈ Zd with ‖x‖ ≥ eCn : dG(0, x) > n} = {BGn (0) ⊂ B2exp{Cn}}.
This shows (3.6). In what follows we show that the following implication is true for some C˜, t1 ≥ 0:
∀n ≥ n1 : BGn (0) ⊂ B2exp{Cn}(0) =⇒ ∀t ≥ t1 : BLt (0) ⊂ B2exp{C˜t}(0). (3.7)
Recall that ∆BG,Ln (0) denotes those vertices in SFPW,L from which the shortest path to the origin
uses n edges, and that Proposition 8.1 states that the shortest path tree BL,St (0) is also present
in BerBRW. This implies that |∆BG,Ln (0)| ≤ ZBn , the size of generation n in BerBRW. Let m+
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be as in Lemma 3.1, and let t0 be so small that FL(t0) < 1/(16m
2
+). Set n := ⌊2t/t0⌋ + 1 and
Ĉ = 2C/t0 + C. By (3.6), for all n ≥ n1, BGn (0) ⊆ B2exp{Cn}(0) ⊆ B2exp{Ĉt}(0) since Cn ≤ Ĉt. So,
{Bt(0) 6⊂ B2exp{Ĉt}(0)} ⊆ {Bt(0) 6⊂ BGn (0)}, where the latter event is
∃y ∈ Zd : dG(0, y) > n & dL(0, y) ≤ t.
Note that dG(0, y) > n means that the L-shortest path from y to 0 uses more than n edges.
Following the shortest path from any such y to 0 we can also find a y′ ∈ ∆BG,Ln (0) with dL(0, y′) ≤ t.
By Proposition 8.1, ∆BG,Ln (0) ⊆ GBn , and thus a union bound results in
P(BLt (0) 6⊂ B2exp{Ĉt}(0)) ≤ P(∃y′ ∈ ∆BG,Ln (0) : dL(0, y′) ≤ t) ≤ E[ZBn ]F ∗nL (t), (3.8)
where F ∗nL (t) is the distribution function of the n-fold convolution of L with itself, since the edge-
weights are i.i.d. copies of L. Since the vertex-weight of the root is i.i.d. W from (1.2), by Lemma
3.1,
E[ZBn ] = E[E[Z
B
n |W∅ =W ]] ≤ mn+E[W d/α]md/α/m2d/α = mn+(md/α)2/m2d/α. (3.9)
Now we bound F ∗,nL (t). If more than n/2 variables in the sum L1 + · · · + Ln would have length
at least t0, then the sum exceeds nt0/2 ≥ t. Hence at least n/2 variables have value at most t0.
Thus,
F ∗,nL (t) ≤ F ∗,nL (nt0/2) ≤
(
n
n/2
)
(FL(t0))
n/2 ≤ 2n
(
1
16m2+
)n/2
=
1
2nmn+
. (3.10)
Combining (3.9) with (3.10), the rhs of (3.8) is at most
P(BLt (0) 6⊂ B2exp{Ĉt}(0)) ≤ md/αmn+/(2nmn+) = md/α2−n. (3.11)
Define the event A˜k := {BLk (0) 6⊆ B2exp{Ĉk}(0)}. By (3.11), P(A˜k) is summable in k, thus, by
the Borel-Cantelli lemma, there exists a random k1 ≥ n1, such that Ack holds a.s. for all k > k1.
Consider now a t ∈ (k − 1, k) for some k ≥ k1 + 1. Then, due to the monotonicity of BLt (0) in t,
on the event Ack = {BLk (0) ⊆ B2exp{Ĉk}(0)},
BLt (0) ⊆ BLk (0) ⊆ B2exp{Ĉk}.
Clearly eĈk ≤ eĈeĈt ≤ e2Ĉt for all t ∈ (k−1, k) and t ≥ 1. Thus, (3.7) follows with C˜ = 2Ĉ = 4C/t0
and t1 = k1. This finishes the proof of (1.23). 
4. Boxing and greedy paths
In this section we develop the main ingredient for proving upper bounds – a boxing method
combined with greedy minimum-length paths. We begin with some definitions.
Definition 4.1 (Power-law tail behavior). We say that the random variable has regularly-varying
tail with power-law exponent α ∈ (0, 1) if there exists a K > 0 and a function ℓ(·) that varies
slowlyat infinity such that for all x ≥ K
P (X ≥ x) = ℓ(x)/xα. (4.1)
We shall often use Potter’s theorem about slowly-varying functions. For all ε > 0,
lim
x→∞
xεℓ(x) =∞, lim
x→∞
x−εℓ(x) = 0. (4.2)
We shall use the following Karamata-type theorem [16, Propositions 1.5.8, 1.5.10]: For any β > 0,
and a > 0,
lim
u→∞
1
u−βℓ(u)
∫ ∞
u
ℓ(x)x−β−1dx = lim
u→∞
1
uβℓ(u)
∫ u
a
ℓ(x)xβ−1dx =
1
β
. (4.3)
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We continue with the notion of min-summability, a powerful tool to analyse the explosion of
age-dependent BPs, a criterion developed in [5]. We cite [5, Corollary 4.3] after this definition:
Definition 4.2. Let (ak)k∈N be a sequence of integers with limk→∞ ak =∞ and (Li,j)i,j∈N be i.i.d.
copies of L.The distribution FL is called ak-summable if almost surely
∞∑
k=1
min{Lk,1, Lk,2, . . . , Lk,ak} <∞.
The following lemma is a rewrite of [5, Corollary 4.3].
Lemma 4.3 (Min-summability criterion, [5]). Given a sequence (ak)k∈N with ak ≥ cak−1 for all
sufficiently large k and some c > 1, the distribution FL is ak-summable if and only if
∞∑
k=1
F
(−1)
L (1/ak) <∞. (4.4)
The proof is based on Kolmogorov three series theorem, we refer the reader to [5, Corollary 4.3]
for details. A consequence of this powerful lemma is that if two sequences (ak)k≥1, (bk)k≥1 satisfy
ak ≤ bk for all sufficiently large k ∈ N, and FL is ak-summable then it is also bk-summable.
Definition 4.4 (Double-exponentially growing sequence). We say that a sequence (ak)k∈N grows
double-exponentially if there exist constants b1, b2 > 0 and c2 ≥ c1 > 1 such that
exp{b1ck1} ≤ ak ≤ exp{b2ck2}. (4.5)
Claim 4.5. For a double-exponentially growing sequence (ak)k∈N, and an edge-weight distribution
FL, the criterion in (4.4) is equivalent to the integral criterion (1.12).
Proof. By definition, an ≥ exp{b1cn1} for some b1 > 0, c1 > 1. By monotonicity of F (−1)L ,
∞∑
k=1
F
(−1)
L (1/ak) ≤
∞∑
k=1
F
(−1)
L
(
exp{−b1ck1}
)
. (4.6)
Choose K large enough so that K log c1 + log b1 > 0. The rhs of (4.6) is equi-convergent with∫ ∞
K
F
(−1)
L
(
exp{−b1cx1}
)
dx =
1
log c1
∫ ∞
K log c1+log b1
F
(−1)
L
(
exp{−ey})dy.
Thus the convergence of (1.12) implies (4.4). The other direction is established in a similar manner
using that ak ≤ exp{b2ck2} for b2 > 0, c2 > 1. 
4.1. Boxing around the origin and greedy paths. The upper bound in many of the proofs
uses a boxing procedure that we describe now. We surround vertex 0 by an infinite sequence of
box-shaped annuli Γn, and we divide each annulus into equal-size subboxes, B
(i)
n , i = 1, . . . , bn.
More precisely, let us fix C,D > 1 to be chosen later, and define
Rn := exp{Cn}, Dn := exp{DCn} (4.7)
and set
Boxn :={y ∈ Zd : ‖y‖∞ < Dn/2},
Γn :=Boxn \ Boxn−1,
Bn(z) :={y ∈ Zd : ‖y − z‖∞ < Rn/2}.
(4.8)
The construction is as follows: for each n ∈ N, Γn is an annulus with outer and inner radius
Dn/2, Dn−1/2, respectively (we use ℓ∞ norm to get a box-shape). We divide each Γn into disjoint
subboxes of radius Rn/2 as in (4.8). Then the number of boxes in Γn, denoted by bn, is given by
bn =
Vol(Γn)
Vol(Bn(0))
(1 + o(1)) =
exp{dDCn} − exp{dDCn−1}
exp{dCn} (1 + o(1)). (4.9)
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Evidently, for all large enough n,
exp{d(D − 1)Cn}/2 ≤ bn ≤ exp{d(D − 1)Cn}, (4.10)
thus bn grows double-exponentially when C,D > 1. We order the subboxes in Γn in an arbitrary
way and denote subbox i by B(i)n . Let us call the maximal vertex-weight vertex in subbox B
(i)
n the
center of B(i)n , and denote it by c
(i)
n . Let us fix a small ε > 0, and for δ := δ(ε) = ε(γ − 1)/(2γ)
define
C(ε) := (1− ε)/(γ − 1), D(ε) := (1− δ)(1− ε/γ)
1− ε − δ/2 > 1. (4.11)
The next lemma is a quenched, i.e., it holds for almost all realisation of the vertex-weights and the
edges in SFPW :
Lemma 4.6. For any δ > 0, there is a random nw(δ) such that for all n > nw(δ), all centers of
boxes (c(i)n )i≤bn satisfy that
W
c
(i)
n
≥ exp {Cn(1− δ)α/γ} . (4.12)
More importantly, for C := C(ε), D := D(ε) as in (4.11), and δ := ε(γ − 1)/(2γ) as in (4.11),
there is a random n0 := n0(ε) ≥ nw(δ) such that for all n ≥ n0, the centers (c(i)n )i≤bn of the
subboxes within Γn form a complete graph on bn vertices, and the centers (c
(j)
n−1)j≤bn−1 in Γn−1
and (c(i)n )i≤bn in Γn form a complete bipartite graph on bn−1 and bn vertices in each bipartition,
respectively.
Further, for some constants c1, c2 that do not depend on ε, and for all large enough K,
P(n0(ε) ≥ K) ≤ exp{−c1 exp{εc2C(ε)K}}. (4.13)
Proof. We start by showing (4.12). Note that W
c
(i)
n
= max
x∈B
(i)
n
Wx per definition. Using that
α/γ = d/(τ − 1), and that 1− x ≤ e−x as well as (1.2),
P
(
max
x∈B
(i)
n
Wx ≤ exp
{dCn(1− δ)
τ − 1
})
= FW
(
exp
{dCn(1− δ)
τ − 1
})exp{dCn}
≤ exp
{
−e−dCn(1−δ)ℓ(e−dCn(1−δ)/(τ−1))edCn
}
= exp{−edCnδ/2},
(4.14)
where we have used (4.2) to establish that there is an n1(δ) such that for all n ≥ n1(δ), e−dCnδ/2ℓ(e−dCn(1−δ)/(τ−1)) >
1. Thus, using (4.10) and a union bound, the probability that Γn contains at least one center that
has smaller vertex-weight than the rhs in (4.12) is at most
bn exp{−edCnδ/2} ≤ exp{dDCn − edCnδ/2} (4.15)
which is summable in n. Thus by the Borel-Cantelli lemma, there is a random nw(δ) > n1(δ) such
that the statement in (4.12) holds for all n ≥ nw(δ) and i ≤ bn.
Next we show that the centers in Γn−1 are connected to the centers in Γn. Note that the ℓ2
distance between any two subboxes in Boxn is at most
√
dDn. Here we set δ := ε(γ− 1)/(2γ), and
assume that n− 1 > nw(δ). Using the connection probability in (1.1), the estimate in (4.12) and
writing d/(τ − 1) = α/γ, we bound the probability that we can find two centers c(i)n and c(j)n−1 for
some i ≤ bn, j ≤ bn−1 that are not connected by an edge by:
P(∃i ≤ bn, j ≤ bn−1 : c(i)n 6↔ c(j)n−1) ≤ bnbn−1 exp
{
− λexp{C
n (1−δ)α
γ } exp{Cn−1 (1−δ)αγ }
(
√
dDn)α
}
. (4.16)
Using (4.7), the exponent on the rhs becomes −λd−α/2 times
exp
{
Cn−1α ((1 − δ)(1 + C)/γ −DC)} . (4.17)
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For a decay with n in (4.16), the coefficient of Cn−1 in the exponent in (4.17) must be positive,
i.e.,
(1 − δ)(1 + C)/γ −DC > 0. (4.18)
This is satisfied with the choices C(ε), D(ε) in (4.11), (4.18) holds (the lhs of (4.18) equals ε(1 −
ε)/(4γ) > 0). Note also that this is the best possible double-exponential growth rate achievable,
since for any C ≥ 1/(γ − 1), D > 1 cannot be satisfied. By (4.10), bnbn−1 ≤ exp{Cn2(D − 1)},
and hence the rhs of (4.16) is at most
exp{Cn2(D − 1)} exp
{
−λd−α/2 exp{Cn−1αε(1 − ε)/(4γ)}} , (4.19)
which is summable in n. The Borel-Cantelli lemma ensures that the event {∃i ≤ bn, j ≤ bn−1 :
c(i)n 6↔ c(j)n−1} happens only finitely many times. We set n0(ε) > nw(δ(ε)) to be the random index
after which the complement of the event on the lhs of (4.16) holds for all n ≥ nw(ε).
Collecting the terms on the rhs of (4.15) and (4.19), and summing them from K + 1 to infinity,
we can notice that the first term is dominant. We obtain that
P(n0(ε) > K) ≤ exp
{−c1 exp{εc2C(ε)K}} ,
where c1 = min{λd−α/d, 1}/2, c2 = min{α/(8γ), (γ − 1)/(4γ)} and we assumed 1 − ε > 1/2 to
obtain c2. The factor 1/2 in c1 compensates the prefactors dDC
n in (4.15) and Cn2(D − 1) in
(4.19). This shows (4.13). The proof of the statement that the centers within Γn form a complete
graph is the same, only bnbn−1 should be replaced by b
2
n and C
n−1 by Cn in (4.16). 
The theorems with conservative edge-weights require the extension of the boxing to connect
two vertices, 0 and x ∈ Zd, where x := ⌊me⌋ in the proof later. For this extension, we define two
infinite sequences of annuli (Γ(0)n ,Γ
(x)
n )n≥1 so that Γ
(0)
n = Γ
(x)
n for all large enough n: Set
n(x) := max
n
{Dn ≤ ‖x‖/2} =
⌊
log(log ‖x‖ − log 2)− logD(ε)
logC(ε)
⌋
(4.20)
where ⌊z⌋ = max{y ∈ Z : y ≤ z}. For i ≤ n(x), define (Γ(0)i ,Γ(x)i )i≤n(x), centered around 0 and x,
respectively, given by (4.8). Let us then define
D˜n(x)+1 := 2 exp{DCn(x)+1}, B˜oxn(x)+1 := {y ∈ Zd : ‖y‖ ≤ D˜n(x)+1} (4.21)
and Γ(0)n(x)+1 = Γ
(x)
n(x)+1 := B˜oxn(x)+1 \ (Box(0)n(x) ∪ Box(x)n(x)) to ensure that it contains both Γ(0)n(x)
and Γ(x)n(x). Let Γ
(q)
n(x)+2 := Boxn(x)+2 \ B˜oxn(x)+1 and finally, for n ≥ n(x) + 2 let
Γ(0)n = Γ
(x)
n := Boxn \ Boxn−1
as defined in (4.7) (returning to the ‘usual’ sizes). Let us call this merging system of annuli merging
annuli connecting 0, x. The proof of Lemma 4.6 implies the following corollary:
Corollary 4.7. Consider the merging annuli connecting 0, x as described before. With this defi-
nition, Lemma 4.6 stays valid for (Γ(0)i )i≥0. Further, there is an nx(ε) ≤ n(x) + 1 such that for
all n ∈ [nx(ε), n(x)] all the centers of boxes within Γ(x)n are connected to all the centers of boxes
in Γ(x)n+1 and all centers of boxes within Γ
(x)
n(x) are connected to all centers of boxes within Γ˜
(0)
n(x)+1.
Finally, with the same c1, c2 as in Lemma 4.6,
P
(
nx(ε) ∈ [K,n(x)] | n0(ε) < n(x)
) ≤ exp{−c1 exp{εc2C(ε)K}} . (4.22)
Proof. Note that the vertex and edge set of Box(0)n(x),Box
(x)
n(x) are independent since the boxes are
disjoint. Thus, the error estimates in the proof of Lemma 4.6 can be applied to the two systems
of annuli separately for all n ≤ n(x). The random variable n0(ε) can be defined as the index
of the last annulus that contains a center with too small vertex-weight or a center that is not
connected to all the centers in the next annuli in the infinite system (Γ(0)k )k≤1. On the event that
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n0(ε) < n(x), all the centers of boxes in Γ
(0)
n(x)+1 = Γ
(x)
n(x)+1 have large enough vertex-weights, thus
nx(ε) can be defined as 1 plus the largest k ∈ [0, n(x)] such that the annulus Γ(x)k either contains a
center with too small vertex-weight or does not have all the connections to centers in Γ(x)k+1. Note
also that nx(ε) = n(x) might occur, in which case the second statement of Corollary 4.7 is empty.
The error bound in (4.22) is obtained in the same way as (4.13), since conditioning on the event
n0(ε) < n(x) implies that all the centers in all the centers of boxes in Γ
(0)
n(x)+1 = Γ
(x)
n(x)+1 have large
enough vertex-weights. 
We finish this section with two definitions. We define a unique greedy path based on the boxing
starting from the origin. This greedy path will be used in many of the proofs later on.
Definition 4.8 (Greedy path). We define the infinite greedy path γgr0 starting at 0 recursively
as follows. Fix ε > 0 and take n0(ε) from Lemma 4.6. Take the shortest path from 0 to the set
c(i)n0 , i ≤ bn, that stays within6 Boxn0 . Let us denote the end-vertex of this path segment by cgrn0 .
Suppose we have already added cgrn−1 to γ
gr
0 . By Lemma 4.6, for n ≥ n0(ε), cgrn−1 is connected by
an edge to all the bn many centers in Γn. Then, let us choose the edge with minimal length among
these edges, and set cgrn to be its end vertex in Γn. That is, let
igrn := arg min
i≤bn
{L
(cgrn−1,c
(i)
n )
}, cgrn := c(i
gr
n )
n .
We denote the resulting infinite path by γgr0 .
Using Corollary 4.7, we immediately extend this definition to construct two merging greedy
paths, one from vertex 0 and one from vertex x. Assuming that n0(ε), nx(ε) ≤ n(x), let us apply
Definition 4.8 twice, using the separate annuli (Γ(0)i )i≤n(x), (Γ
(x)
i )i≤n(x) and Γ
(0)
n(x)+1 = Γ
(x)
n(x)+1, to
define two greedy path segments, started at 0 and x, respectively,
γgr0 [0, c
gr
n(x)+1(0)] and γ
gr
x [0, c
gr
n(x)+1(x)]. (4.23)
We merge the greedy paths. When cgrn(x)+1(0) = c
gr
n(x)+1(x), they are merged. Suppose γ
gr
0 uses
cgrn(x)+1(0) 6= cgrn(x)+1(x). Let the connecting vertex be defined as
cgrn(x)+2 := arg mini≤bn(x)+1−2
(L
cgr
n(x)+1
(0),c
(i)
n(x)+1
+ L
cgr
n(x)+1
(x),c
(i)
n(x)+1
), (4.24)
i.e., we use the minimal-length path of two edges via centers to connect cgrn(x)+1(0) to c
gr
n(x)+1(x).
The greedy algorithm in Definition 4.8 continues from cgrn(x)+2 on the merged annuli (Γ
(0)
n )n≥n(x)+1
and the two merged paths follow the same edges to infinity.
5. ‘Explosive’ proofs
In this section we prove the explosive part of Theorem 1.1 and Theorem 1.7. For a possibly
infinite path γ and two vertices v, w ∈ γ, let γ[v, w], |γ[v, w]|L, |γ[v, w]|G denote the segment of the
path between the two vertices v, w, its length and its number of edges, respectively.
Proof of Theorem 1.1: Explosive part. We show that that the length of the greedy path in Def-
inition 4.8 is a.s. finite. Since the centers of subboxes depend only on vertex-weights, but not
on edge-weights, when determining cgrn , the chosen edge-weight is the minimum of bn i.i.d. edge-
weights from distribution L. The length of the constructed path thus can be written as, with i.i.d.
(Lk,i),
|γgr0 [0, cgrn+n0 ]|L = |γgr0 [0, cgrn0 ]|L +
n+n0−1∑
k=n0
min{Lk,1, Lk,2, . . . , Lk,bk+1}. (5.1)
6The set of this paths is non-empty since nearest-neighbor edges are always present.
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By (4.10) and (4.11), (bk)k∈N grows double-exponentially. By Claim 4.5, for double-exponentially
growing sequences, the convergence of I(L) in (1.12) is equivalent to the summability criterion
(4.4) in Lemma 4.3. So, (4.4) is satisfied by (bk)k∈N, and this in turn implies by Lemma 4.3 that
the sum in (5.1) is a.s. finite. Let us denote the a.s. limit of (5.1) - that is, the total length of γgr
by
lim
n→∞
|γgr[0, cgrn ]|L := V gr0 .
Clearly, Mn(0) ≤ |γgr[0, cgrn+n0 ]|L ≤ V gr0 since γgr[0, cgrn+n0 ] has at least n edges and it might not
be optimal. Thus, (Mn(0))n≥1 is a uniformly bounded increasing sequence, hence it converges
a.s. 
Proof of Theorem 1.7. We start using [28, Theorem 5.3], in particular the following statement: Let
κ := γ − 1 when τ ∈ (1, 2] and κ := α/d− 1 = γ/(τ − 1)− 1 when τ > 2, and let ε > 0 arbitrarily
small. Let us denote the event
A0,x := {dG(0, x) ≥ (1− δ)2 log log ‖x‖/| logκ|} . (5.2)
Then, [28, Theorem 5.3] says that lim‖x‖→∞ P (A0,x) = 1. Set rx := ⌊(1 − 2δ) log log ‖x‖/| logκ|⌋,
where ⌊y⌋ is the smallest integer that is at most y. On the event A0,x, the graph distance balls
BGrx(0) and B
G
rx(x) are disjoint. Since the balls B
G
rx(0) and B
G
rx(x) are defined in terms of graph
distance and are disjoint, any path that connects 0 and x must intersect their boundary. Hence
dL(0, x) ≥ dL(0,∆BGrx(0)) + dL(x,∆BGrx(x)) =Mrx(0) +Mrx(x), (5.3)
where Mn(y) was defined in (1.10). Since B
G
rx(0) ∩ BGrx(x) = ∅ on A0,x, all the edge-weights
are independent in BGrx(0) and B
G
rx(x), hence Mrx(0) is independent of Mrx(x). In Theorem 1.1
we have established that Mn(y)
a.s.−→ Vy as n → ∞. Thus Mrx(0) converges a.s., thus also in
distribution, to V0 := V
(1), while Mn(x) with x fixed converges to Vx a.s. Since rx → ∞ as
‖x‖ → ∞, the sequence Mrx(x) converges in distribution to V (2) that has the same distribution
as V (1) under the annealed measure of the model by translation invariance. The independence of
Mrx(0),Mrx(x) implies that the limit variables V
(1), V (2) are independent (while V0, Vx are not).
Rewriting the inequality in (5.3) results in
dL(0, x)− (V0 − Vx) ≥ (Mrx(0)− V0) + (Mrx(x) − Vx).
The lhs converges to zero in probability under the event A0,x, establishing (1.22). 
Sketch of proof of Claim 1.14. It is possible to show that the vertex vertex-weights along the short-
est path tend to infinity. Thus, we can follow the shortest paths γ⋆0 and γ
⋆
x until we reach vertices
with sufficiently large vertex-weights (and sufficiently large degree), say v⋆0 and v
⋆
x. Then, we can
connect v⋆0 to c
gr
n and vx to c
gr
m for some n,m within length δ/3, where c
gr
n , c
gr
m are centers of boxes
used on the greedy path γgr constructed in the proof of Theorem 1.1. Then, γgr[cgrn , c
gr
m] connects
cgrn to c
gr
m within length ε/3, when min{n,m} is sufficiently large. The problem however is that the
edge-weights fail to be i.i.d. around the shortest exploding paths γ⋆0 and γ
⋆
x. Thus, the second step
- connecting v⋆0 to c
gr
n and vx to c
gr
m via short paths - is only possible if we have some guarantee
that the shortest paths γ⋆0 , γ
⋆
x do not spend too much time in the neightborhoods of v
⋆
0 , c
gr
n , v
⋆
x, c
gr
m,
respectively. A double-exponential speed like the one in Conjecture (1.13) is sufficient, since in
this case γ⋆ spends in average a tight number of steps in each annulus Γn. 
6. The Bernoulli BRW when γ ∈ (1, 2)
In the next section (Section 7) we prove the theorems concerning the γ ∈ (1, 2) case: the
Conservative Part of Theorem 1.1, and Theorems 1.3, 1.5. A key ingredient to the proofs is a
bound on the double-exponential growth rate of the generation sizes and the maximal displacement
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in the upper bounding BerBRW (without the edge-weights L added). This section is devoted to
the analysis of BerBRW. The main result of this section is the following proposition.
Proposition 6.1 (Double-exponential growth and maximal displacement of BerBRW). Let GBk , ZBk
denote the set and number of vertices in generation k in BerBRW, defined in Section 2, with
parameters α > d, τ and γ = α(τ − 1)/d ∈ (1, 2). Let
ck(ε, i) := 2 exp
{
i(1 + ε)
d
α
( 1 + ε
γ − 1
)k}
, Sk(ε, i) := exp
{
iz
( 1 + ε
γ − 1
)k}
, (6.1)
for a constant z ≤ 2γ/(α(γ− 1))+ (2+ d/α)/(d−α) defined in (6.6) below. Then, for every ε > 0
there exists an a.s. finite random variable Y = Y (ε) <∞ such that the event
∀k ≥ 0 : ZBk ≤ ck(ε, Y ) and GBk ∩
(
B2Sk(ε,Y )
)c
= ∅ (6.2)
holds. Further, Y (ε) has exponentially decaying tails with
P(Y (ε) ≥ K) ≤ 2Cε exp {−Kε(d/α)(1 + ε)/(4(γ − 1))}+ C˜ε exp{−Kε}
=: 2pε,K + p˜ε,K .
(6.3)
where Cε, C˜ε are constants that do not depend on K.
Consequently, both the size, and the maximal displacement in generation k, of BerBRW grow
double-exponentially with rate at most (1 + ε)/(γ − 1). To be able to prove Proposition 6.1, we
need to bound not only the generation sizes but also the number of individuals with vertex-weight
in a given (generation-dependent) interval, which is the content of the Lemma 6.2 below. For fixed
ε, i > 0 and all k ≥ 0 define
mk := mk(ε, i) = exp
{
i
( 1 + ε
γ − 1
)k}
, (6.4)
and for some fixed integer n > 1 and all 1 ≤ j ≤ n define the intervals
Ijk := I
j
k(ε, i) :=
[
m
1−j/n
k ,m
1−(j−1)/n
k
)
, I0k := [mk,∞). (6.5)
Let W (GBk ) := {Wx}x∈GBk denote the list of vertex-weights of individuals in GBk . Roughly speaking,
we would like to track the tail distribution of vertex-weights of individuals in generation GBk . For
this we use a discretisation technique, and set some 1/h that is large but not too large, and
then count the number of individuals with vertex-weight in an interval that can be heuristically
described as follows: the expected maximal vertex-weight in generation k − 1 (6.4), raised to two
powers that form a h-wide interval, (6.5). It turns out this is the right scaling, i.e., we have
to group individuals with vertex-weight that are roughly a given power away from the maximal
vertex-weight. Further, let us set
z := max
{
( γγ−1 + 1/n)
α
+
2ε
1 + ε
,
1 + ε+ d(γ − 1)/(αn)
d− α
}
, (6.6)
and define Sk := Sk(ε, i) := (mk(ε, i))
z
as in (6.1). Then, Proposition 6.1 is a consequence of the
following two lemmas:
Lemma 6.2 (Weights and displacement in GBk ). Consider BerBRW as described in Section 2 and
let γ ∈ (1, 2). Fix ε > 0 and some integer n ∈ [2(γ − 1)/ε, 3(γ − 1)/ε]. Let
Ek := Ek(ε, i) =
{
∀ 0 ≤ j ≤ n : |W (GBk ) ∩ Ijk+1| < m(1+ε)(d/α)(j/n)k .
}
Fk := Fk(ε, i) =
{GBk ∩ (B2Sk(0))c = ∅} (6.7)
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(a) Then, for all sufficiently large i, and with pε,i, p˜ε,i defined in (6.3),
P
( ∞⋂
k=0
Ek
)
≥ 1− pε,i, P
( ∞⋂
k=0
(Ek ∩ Fk)
)
≥ 1− 2pε,i − p˜ε,i, (6.8)
(b) ZBk ≤ 2m(1+ε)d/αk = ck(ε, i) as defined in (6.1) holds on Ek.
(c) On Ek, W
(k)
max := maxx∈GBk Wx satisfies that W
(k)
max ≤ mk+1.
We first prove Proposition 6.1 subject to Lemma 6.2.
Proof of Proposition 6.1 subject to Lemma 6.2. Let
E˜k(ε, i) := {ZBk ≤ ck(ε, i)} ∩
{
GBk ∩
(
B2Sk(ε,i)
)c
= ∅
}
⊂ (Ek ∩ Fk). (6.9)
With a Borel-Cantelli type argument, we strengthen the result of Lemma 6.2. For all integers
i ≥ 1, set Hi :=
⋂∞
k=0 E˜k(ε, i). Then using the second inequality in (6.8),
∞∑
i=1
P(Hci ) ≤
∞∑
i=1
1− P
(
∞⋂
k=0
(Ek(ε, i) ∩ Fk(ε, i))
)
≤
∞∑
i=1
(2pε,i + p˜ε,i) <∞, (6.10)
since the last sums are geometric series in i. Thus, by the Borel-Cantelli lemma, only finitely many
Hci -s occur. Let Y (ε) be the (random) first index at and after which no H
c
i occur anymore. This
implies that HY (ε) =
⋂
k≥0 E˜k(ε, Y (ε)) holds, showing (6.2). To obtain the tail behaviour of Y (ε),
note that for all i, j ≥ 0 Hci+j ⊂ Hci , (since ck(ε, i) and Sk(ε, i) are increasing in i). Thus
P(Y (ε) ≥ K) = P
( ⋃
i≥K
Hci
)
= P(HcK) ≤ 2pε,K + p˜ε,K , (6.11)
finishing the proof. 
Before proceeding to the proof of Lemma 6.2, we state and prove a claim about the expected
number of children of an individual with certain vertex-weights and norms. Consider an individual
with vertex-weight w located at the origin. For a number S > 0, let Nw(dv,≥ S) denote the
number of its children with vertex-weight in the interval (v, v+dv) and displacement with norm at
least S in BerBRW. Let us further write Nw(≥ u,≥ 0), Nw(≥ 1,≥ S) for the number of its children
with vertex-weight at least u, and displacement with norm at least S in BerBRW, respectively.
Claim 6.3. Consider an individual located at 0 ∈ Zd with vertex-weight w in BerBRW and recall
ℓ(·) from (1.2). Then for all γ > 1, there exists a constant 0 < Md,λ <∞ such that
E[Nw(≥ u,≥ 0)] ≤Md,λwd/αℓ(u)u−(γ−1)d/α. (6.12)
Further,
E[Nw(≥ 1,≥ S)] ≤Md,λwSd−α +Md,λwτ−1S−d(γ−1)ℓ(Sα/(λw)). (6.13)
Proof. Recall the definition of the edge probabilities in BerBRW from (2.3), and that we write
N = {y : ‖y‖ = 1} for the nearest neighbors of the origin. Similarly to (3.2), the distributional
identity
Nw(dv,≥ S) d=
∑
y∈Zd:‖y‖≥S
1{Wy∈(v,v+dv)}
(
1{y∈N} + 1{y 6∈N}Ber(1− exp{−λwv/‖y‖α})
)
(6.14)
holds where Wy is i.i.d. from W and the Bernoulli r.v.s are (conditionally on u) are independent
of Wy. First we aim to show (6.12). By the same argument as in (3.3), and with cd,λ as in (1.25),
E[Nw(dv,≥ 0)] ≤ P(W ∈ (v, v + dv))vd/αwd/αcd,λ. (6.15)
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Integrating with respect to v for all v ≥ u yields
E[Nw(≥ u,≥ 0)] ≤ cd,λwd/αE[W d/α1{W≥u}] =Md,λwd/αℓ(u)ud/α−τ+1
=Md,λw
d/αℓ(u)u−(τ−1)(γ−1)/γ,
(6.16)
where we have used (1.2) and the Karamata-type theorem in (4.3) to establish that E[W d/α1{W≥u}] ≤
cℓ(u)ud/α−τ+1 holds for all α > d and then set Md,λ := c cd,λ, and finally that d/α = (τ − 1)/γ.
Next we prove (6.13). Let us assume that S > 2 so nearest-neighbor edges do not play a role.
To bound E[Nw(dv,≥ S)] we can use any of the two bounds λwv/‖y‖α or 1 on the expectation of
the Bernoulli r.v.s in (6.14). We distinguish three cases depending on whether v ≤ Sα/wv or not,
and whether y ≥ (λwv)1/α in the latter case. With FW (dv) := P(W ∈ (v, v +dv)), separating the
three different cases and taking expectations,
E[Nw(≥ 1,≥ S)] ≤
∫
1≤v≤Sα/(λw)
FW (dv)
∑
y∈Zd:‖y‖≥S
λwv/‖y‖α
+
∫
v≥Sα/(λw)
FW (dv)
( ∑
y∈Zd
‖y‖≤(λwv)1/α
1 +
∑
y∈Zd
‖y‖≥(λwv)1/α
λwv
‖y‖α
)
.
(6.17)
Let us denote the first term on the rhs of (6.17) by T1. The inner sum in T1 is at most λwv2πdS
d−α,
by the definition of πd after (1.25). Thus the first term is at most
T1 ≤ (λw)2πdSd−αE[W1{W≤Sα/(λw)}]. (6.18)
When τ ∈ (1, 2), E[W ] =∞ and by Karamata’s theorem in (4.3),
E[W1{W≤Sα/(λw)}] =
∫ Sα/(λw)
1
ℓ(t)tτ−1dt ≤ Cτ (Sα/(λw))2−τ ℓ(Sα/(λw)).
Combining this estimate with (6.18), for τ ∈ (1, 2),
T1 ≤ Sd−α(τ−1)(λw)τ−12πdCτ ℓ(Sα/(λw)), (6.19)
contributing to the second term in (6.13). When τ > 2, E[W ] = m1 <∞, thus in this case
T1 ≤ 2πdm1(λw)Sd−α, (6.20)
yielding the first term in (6.13). Let us write T21 and T22 for the two integrals arising when
distributing the sum in the second term in (6.17). Since S ≥ 2, the inner sum in T21 is at most∑
y:‖y‖≤(λwv)1/α
1 ≤ 2Cd
∫ (λwv)1/α
0
yd−1dy = 2Cd(λwv)
d/α.
Thus, for all τ > 1, by Karamata’s theorem in (4.3), and (1.2)
T21 ≤ 2Cd(λw)d/αE[W d/α1{W≥Sα/(λw)}]
≤ 2Cd(λw)d/αC˜τ (Sα/(λw))d/α−τ+1 d
α
ℓ(Sα/(λw))
= 2CdC˜τS
d−α(τ−1)(λw)τ−1ℓ(Sα/(λw)),
(6.21)
as required in (6.13). We continue estimating T22 in (6.17). Here, similarly as in (6.15), the inner
sum is at most 2πd(λwv)
d/α, so,
T22 ≤ 2πd(λw)d/αE[W d/α1{W≥Sα/λw}] ≤ 2πdC˜τ (λw)τ−1Sd−α(τ−1)ℓ(Sα/(λw)), (6.22)
where we have obtained the second line in a similar way as in (6.21). Combining (6.19), (6.20),
(6.21) and (6.22) yields (6.13) by setting Md,λ to be the sum of all constants involved. 
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We are ready to prove Lemma 6.2.
Proof of Lemma 6.2. Note that Parts (b) and (c) are direct consequences of Part (a). Namely,
assuming (a), using the sum of a geometric series we obtain that
ZBk =
n∑
j=0
|W (GBk ) ∩ Ijk+1| <
n∑
j=0
m
(1+ε)(d/α)(j/n)
k ≤ 2m(1+ε)d/αk ,
where we have assumed that i is so large in (6.4) thatm
(1+ε)(d/α)(1/n)
k −1 > m(1+ε)(d/α)(1/nk /2 holds
for all k ≥ 1. Next,W (k)max ≤ mk+1 is a rewrite of Part (a) for j = 0, stating that |W (GBk )∩I0k+1| = 0.
Next we prove Part (a). Let us write PW (·) := P(·|(Wy)y∈Zd), with EW [·] the corresponding
conditional expectation. Given the vertex-weights (Wy)y∈Zd , the number and vertex-weight of
individuals in GBk only depends on individuals in GBk−1, hence PW (Ek|∩s≤k−1Es) = PW (Ek | Ek−1).
So
PW
( k⋂
s=0
Es
)
= PW (E0)
k∏
s=1
PW
(
Es |
⋂
j≤s−1
Ej
)
=
k∏
s=0
(1− PW (Ecs | Es−1)) ≥ 1−
k∑
s=0
PW (E
c
s | Es−1),
(6.23)
where we set E−1 := Ω the full probability space in the second line. Taking expectation of both
sides with respect to (Wy)y∈Zd yields
P
( k⋂
s=0
Es
)
≥ 1−
k∑
s=0
P(Ecs | Es−1). (6.24)
In what follows we inspect P(Ecs | Es−1). Let us start with s = 0, that is, P(Ec0). Since the only
individual in GB0 is the root, E0 is satisfied for all j ≤ n once mh(1+ε)d/α0 > 1 and the vertex-weight
of the root W0 < m1. Thus, for i large enough such that m
h(1+ε)d/α
0 > 1, using (1.2),
P(Ec0) = P(W0 > m1) = m
−(τ−1)
1 ℓ(m1) ≤
(
m
(1+ε)
0
)−(τ−1)/(2(γ−1))
, (6.25)
where we got rid of ℓ(·) on the rhs of the first line using Potter’s theorem in (4.2). Let us write Ek,j
for the event that the statement in Part (a) holds for a specific j. Then Es = ∩j≤1/hEs,j and thus
P(Ecs | Es−1) ≤
∑
j≤1/h P(E
c
s,j | Es−1). We estimate P(Ecs,j | Es−1) using Markov’s inequality as
P(Ecs,j | Es−1) ≤ E
[
|W (GBs ) ∩ Ijs+1| | Es−1
]
/m(1+ε)(d/α)(j/n)s (6.26)
To bound the numerator, note that each individual inW (GBs )∩Ijs+1 is a child of some individual in
W (GBs−1)∩Ihs for some h ≤ n. By the inductive assumption, on Es−1, the bound (6.7)) holds on the
number of individuals inW (GBs−1)∩Ihs , and we can use (6.12) from Claim 6.3 to bound the expected
number of children of these individuals. Note that the number of children of different individuals
depend through the environment (Wy)y∈Zd , the expectation is linear and hence dependencies do
not cause a problem. Since the bound in (6.12) is increasing in w, we use the upper end of the
interval Ihs , that is, m
1−(h−1)/n
s , for the vertex-weight of the individuals in W (GBs−1) ∩ Ihs . Thus
we bound
E
[
|W (GBs ) ∩ Ijs+1| | Es−1
]
≤
n∑
h=1
|W (GBs−1) ∩ Ihs | · E[Nm1−(h−1)/ns (≥ m
1−j/n
s+1 ,≥ 0)], (6.27)
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where the requirement that the child in GBs has vertex-weight at least m1−j/ns+1 , is an upper bound.
Using the bound on |W (GBs−1) ∩ Ihs | on the event Es−1, (see (6.7)), as well as (6.12),
E
[
|W (GBs ) ∩ Ijs+1| | Es−1
]
≤
n∑
h=1
m
(h/n)(1+ε)d/α
s−1 ·Md,λm(1−(h−1)/n)d/αs ℓ(m1−j/ns+1 )m−(1−j/n)(γ−1)d/αs+1 .
(6.28)
We carry out some analysis to bound the rhs (6.28). By using the recursion ms = m
(1+ε)/(γ−1)
s−1 on
the middle factor, we collect factors of ms−1 containing the exponent h − 1 to form a geometric
series:
≤Md,λm(d/α)(1+ε)(1/(γ−1)+1/n)s−1 ℓ(m1−j/ns+1 )m−(1−j/n)(γ−1)d/αs+1
·
n∑
h=1
(
m
(d/α)(1+ε)(1/(γ−1)−1)/n
s−1
)−(h−1)
.
The geometric sum is at most 2 since its parameter is at most 1/2 for i large enough. Using the
recursion on ms+1 and collecting exponents containing j/n, the rhs of (6.28) is at most
≤ 2Md,λm(j/n)(1+ε)d/αs ·m−(1+ε)d/αs m(d/α)(1+ε)(1/(γ−1)+1/n)s−1 ℓ(m1−j/ns+1 )
≤ 2Md,λm(j/n)(1+ε)d/αs ·
(
m
(1+ε)d/α
s−1
)1/n−ε/(γ−1)
ℓ(m
1−j/n
s+1 ),
where we have used the recursion on ms on the factor m
−(1+ε)d/α
s in the first line to obtain the
second line. The exponent of m
(1+ε)d/α
s−1 is 1/n − ε/(γ − 1) < −ε/(2(γ − 1)) by the lower bound
on n in the statement of Lemma 6.2. We get rid of the slowly varying function by using Potter’s
bound in (4.2) and obtain that for some constant Mε independent of i, the following bound holds:(
m
(1+ε)d/α
s−1
)−ε/(4(γ−1))
ℓ(m
1−j/n
s+1 ) < sup
x≥0
{x−ξℓ(x)} ≤Mε,
with ξ := (τ − 1)ε(γ − 1)/(4γ(1 + ε)). The same bound holds for all j ≤ n since we took the
smallest exponent ξ that is obtained at j = 0. Thus we have arrived at
E
[
|W (GBs ) ∩ Ijs+1| | Ei−1
]
≤ 2Md,λMεm(j/n)(1+ε)d/αs ·
(
m
(1+ε)d/α
s−1
)−ε/(4(γ−1))
.
Using this bound in (6.26), we see that the factor m
(j/n)(1+ε)d/α
s cancels. Then, summing the rhs
of (6.26) in j ≤ n yields that
P(Ecs | Es−1) ≤
n∑
j=0
P(Ecs,j | Es−1) ≤ (n+ 1)2Md,λMε
(
m
(1+ε)d/α
s−1
)−ε/(4(γ−1))
. (6.29)
Note that n + 1 ≤ 3(γ − 1)/ε + 1 is a constant. More importantly, since mi grows double-
exponentially, the expression on the rhs is summable in s and its sum from zero to infinity is
dominated by the sum of a geometric series. Choose i so large that m
(d/α)(1+ε)ε/(4(γ−1))
0 > 2 and
then the sum is at most twice its first term (Otherwise, the constant prefactor changes only). Thus,
combining this with (6.24), we obtain that (6.24) turns into
P
( k⋂
s=0
Es
)
≥ 1− 4(n+ 1)Md,λMεm−(d/α)(1+ε)ε/(4(γ−1))0 − P(Ec0)
≥ 1− 16(γ − 1)ε−1Md,λMε exp {−i(d/α)(1 + ε)ε/(4(γ − 1))} = 1− pε,i,
(6.30)
where we have used (6.25) to estimate P(Ec0), and one has to choose ε so small that ε/4 ≤ τ − 1/2
so that that term is swallowed by the second term (when increasing the constant prefactor to 16,
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say). Let us set Cε := 16(γ − 1)Md,λMε/ε in the definition of pε,i in (6.3). Note that the rhs does
not depends on k. Taking k to infinity, we obtain that
P
( ∞⋂
s=0
Es
)
= lim
k→∞
P
( k⋂
s=0
Es
)
≥ 1− pε,i. (6.31)
finishing the proof of the first inequality in (6.8). Next we prove the second inequality in (6.8). Let
us write Sk := B2Sk(0). Similarly as in (6.24), we use the Markov branching property of BerBRW
across generations, which implies that PW (Ek ∩Fk| ∩s≤k−1Es ∩Fs) = PW (Ek ∩Fk | Ek−1 ∩Fk−1).
With an analogous rewrite as in (6.24), we obtain that
PW
( k⋂
s=0
(Es ∩ Fs)
)
≥ 1−
k∑
s=0
PW ((Es ∩ Fs)c | Es−1 ∩ Fs−1)
≥ 1−
k∑
s=0
PW (E
c
s | Es−1 ∩ Fs−1)−
k∑
s=0
PW (F
c
s | Es−1 ∩ Fs−1),
(6.32)
where we have set F−1 := Ω the full probability space again. Taking expectations on both sides
with respect to the environment (Wy)y∈Zd results in
P
( k⋂
s=0
(Es ∩ Fs)
)
≥ 1−
k∑
s=0
P(Ecs | Es−1 ∩ Fs−1)−
k∑
s=0
P(F cs | Es−1 ∩ Fs−1). (6.33)
First we give an upper bound on the first sum on the rhs. We shall inductively use that P(Es−1 ∩
Fs−1) ≥ 1/2 (in a bootstrap-type argument). This trivially holds for s = 0 since Es−1 ∩Fs−1 = Ω
by definition. Assuming that P(Es−1 ∩ Fs−1) ≥ 1/2 holds for all s ≤ k − 1, by the definition of
conditional probability, dropping Fs−1 from the numerator and dividing by P(Es−1) yields
P(Ecs | Es−1 ∩ Fs−1) ≤
P(Ecs ∩ Es−1)
P(Es−1 ∩ Fs−1) ≤
P(Ecs |Es−1)
P(Es−1 ∩ Fs−1) ≤ 2P(E
c
s|Es−1).
We can now use (6.29) in the proof of Lemma 6.2 to bound the rhs, and the argument between
(6.29) and (6.30) to estimate its sum over s. We arrive that the first sum in (6.33) is at most 2pε,i.
It remains to estimate the second sum on the rhs of (6.33). We start with s = 0. In generation
0 the only individual is the root, located at 0. By (6.1), S0 > 0, so F0 = {GB0 ∩ Sc0 = ∅} is
always satisfied. We continue bounding the sth term using Markov’s inequality by calculating the
expected number of individuals in GBs ∩ Scs . Similarly as in (6.27), each of these individuals is a
child of some individual in W (GBs−1) ∩ Ihs for some h ≤ n. Since we condition on Es−1 ∩ Fs−1, all
these parents have norm at most Ss−1 and we can use the bound on their number from (6.7). Note
that each child in Scs thus have to has replacement at least Ss−Ss−1. Thus, analogously to (6.27),
but now focusing on the location of the children rather than on their vertex-weight,
E[|GBs ∩ Scs | | Es−1 ∩ Fs−1] ≤
n∑
h=1
|W (GBs−1) ∩ Ihs | · E[Nm1−(h−1)/ns (≥ 1,≥ Ss − Ss−1)], (6.34)
where we have again used that the expected number of children is monotone increasing in the
vertex-weight of the parent. We use that Ss−Ss−1 ≥ Ss/2 when i large enough, in (6.4), and then
the bound (6.13) in Claim 6.3, as well as (6.7), to obtain
E[|GBs ∩ Scs | | Es−1 ∩ Fs−1] ≤
n∑
h=1
m
(h/n)(1+ε)d/α
s−1 ·Md,λm(1−(h−1)/n)s (Ss/2)d−α
+
n∑
h=1
m
(h/n)(1+ε)d/α
s−1 Md,λm
(τ−1)(1−(h−1)/n)
s (Ss/2)
−d(γ−1)ℓ(Sαs /(λm
1−(h−1)/n
s )).
(6.35)
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Denoted by T˜1 and T˜2 the first and second sum on the rhs. We start with T˜1. For simplicity of
formulas let us express Ss := m
Z/(α−d)
s−1 with Z obtainable from (6.6), (6.1) and using the recursion
ms = m
(1+ε)/(γ−1)
s−1 . Using this recursion also on the middle factor and collecting the factors that
contain the exponent h− 1, we obtain that
T˜1 ≤Md,α2α−dm(1+ε)/(γ−1)+(1+ε)d/(αn)−Zs−1 ·
n∑
h=1
(
m
(d/α−1/(γ−1))(1+ε)/n
s−1
)(h−1)
. (6.36)
The sum on the rhs is a geometric sum with base less than 1 since d/α− 1/(γ− 1) < 0. Its base is
< 1/2 for all s (including s− 1 = 0) for i large enough (otherwise, 2 should be replaced by another
generic constant). Thus the sum on the rhs is at most 2. Using the second term from (6.6), we see
that Z ≥ (1 + ε)((1 + ε)/(γ − 1) + d/(nα)), thus
T˜1 ≤ 21+α−dMd,αm(1+ε)(1/(γ−1)+d/(nα))−Zs−1 ≤M1m−ε/(γ−1)s−1 , (6.37)
with M1 := 2
1+α−dMd,α. We continue bounding T˜2 from (6.35) analogously. Using the recursion
ms = m
(1+ε)/(γ−1)
s−1 in its middle factor and with Z˜ := zd(1 + ε) we write Ss = m
Z˜/(d(γ−1))
s−1 . Then
T˜2 ≤Md,λ2d(γ−1)m(1+ε)((τ−1)/(γ−1)+d/(nα))−Z˜s−1
·
n∑
h=1
(
m
(1+ε)(d/α−(τ−1)/(γ−1))/n
s−1
)h−1
ℓ
(
mzα+1/n−(h−1)/ns /λ
1−(h−1)/n
)
.
Since τ − 1 = γd/α, the exponent of ms−1 inside the sum is (1 + ε)d/α(1− 1/(γ − 1)) < 0, so, the
sum would be a geometric series with parameter < 1 if the slowly-varying function would not be
present, so next we get rid of that. Let us define
M˜ℓ := max
h≤n
sup
x∈R+
{
x−ε(γ−1)/(1+ε)ℓ(xzα+1/n−(h−1)/n/λ1−(h−1)/n)
}
.
Note that M˜ℓ <∞ by Potter’s theorem in (4.2) and since there are only finitely many values of h.
Importantly, M˜ℓ does not depend on i. Using this bound, at the expense of an additional exponent
+ε of ms−1 outside the sum, the ℓ(·) factor disappears from the geometric sum. This sum is then
at most 2 for i large enough, and we obtain that
T˜2 ≤Md,λ2d(γ−1)+1M˜ℓ ·m(1+ε)(d/α)(γ/(γ−1)+1/n)−Z˜+εs−1 .
Note that when Z˜ ≥ 2ε + (1 + ε)(d/α)(γ/(γ − 1) + 1/n), the exponent of ms−1 is at most −ε.
Using the first term in (6.6) and that Z˜ = d(1 + ε)z, it is elementary to see that this is indeed the
case. Hence, setting M2 :=Md,λ2
d(γ−1)+1M˜ℓ,
T˜2 ≤M2 ·m−εs−1. (6.38)
Returning to (6.33), we can now bound P(F cs | Es−1 ∩ Fs−1) using Markov’s inequality and the
bounds (6.37) and (6.38) on (6.35). Namely, since P(F c0 ) = 0,
k∑
s=0
P(F cs | Es−1 ∩ Fs−1) ≤ C˜ε
k∑
s=1
(
m−εs−1 +m
−ε/(γ−1)
s−1
)
≤ C˜εm−ε0 =: p˜ε,i,
with C˜ε := max{M1,M2}. Finally we advance the induction hypothesis on P(Ek∩Fk) ≥ 1/2. Note
that P(Ek ∩ Fk) ≥ P(∩ks=0(Es ∩ Fs)). We can then estimate P(Ek ∩ Fk) following (6.33), which is
at least 1− 2pε,i − p˜ε,i ≥ 1/2 when i is sufficiently large, finishing the proof. 
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7. ‘Conservative’ proofs
In this section we prove the theorems related to the conservative case when γ ∈ (1, 2). That is,
we prove Theorem 1.5, the Conservative Part of Theorem 1.1, and finally Theorem 1.3. The proofs
of these theorems all have the similarity that their upper bound part uses the boxing method
described in Section 4 while their lower bound uses the coupling described in Theorem 2.1 to a
BerBRW and the upper bound on the growth of this BerBRW established in Proposition 6.1.
Proof of Theorem 1.5 subject to Theorem 2.1. The upper bound in (1.18) as well as (1.19) follows
directly from Theorem 2.1 and Proposition 6.1. Namely, by the thinning, the set of vertices graph
distance n away from the root in the SFPW,L is a subset of the vertices in generation n in BerBRW.
7
Thus, the maximal displacement in ∆BGn (0) is dominated by that of generation n of the BerBRW.
Proposition 6.1 finishes the proof. Recall the greedy boxing and the connectivity between the
centers of subboxes in Lemma 4.6. For the lower bound, recall that all centers in Γk are connected
to all centers in Γk+1 whenever k ≥ n0(ε). Since nearest-neighbor edges are always present, let
H(n0(ε)) := mini≤bn0(ε) dG(0, c
(i)
n0(ε)
) be the graph distance between 0 and the centers in Γn0(ε),
and let c⋆n0(ε) be the vertex where this is attained. There is a path of k−n0(ε) edges between c⋆n0(ε)
and any center c
(i)
k for k ≥ n0(ε). Recall ‖c(i)k ‖ ≥ Dk−1 = exp{DCk−1} with C = (1 − ε)/(γ − 1).
So, the the following lower bound on Dmaxn holds:
Dmaxn
a.s.≥ exp
{
D
( 1− ε
γ − 1
)n+n0(ε)−H(n0(ε))−1}
.
Since n0(ε) ≥ 0, H(n0(ε)) ≥ 0, andD(ε) is from (4.11), set Z(ε) := D((γ−1)/(1−ε))1+H(n0(ε)) ≤ 2
for all ε < 1/4. An estimate of Z(ε) on ε can be obtained using (4.13) and the bound H(n0(ε)) ≤
exp{dDCn0(ε)}, but we believe that that is far off the truth. 
Proof of Theorem 1.1: Conservative part, upper bound. We shall first show that, for ε > 0 arbi-
trarily small, almost surely,
lim sup
n→∞
Mn(0)∑n
i=1 F
−1
L (1/bk)
≤ 1, (7.1)
where bk is as in (4.9). Then we show that the denominator is at most a factor 1 + ε times the
denominator of (1.15). To show (7.1), we analyse the length of the greedy path γgr constructed
in Definition 4.8. Recall that the greedy path when at a center in Γk, chooses the minimum
edge-weight from bk+1 ((4.9)) edges leading to a center Γk+1. Hence, exactly as in (5.1), almost
surely,
Mn(0) ≤ |γ[0, cgrn+n0(ε)]|L = |γ[0, c
gr
n0(ε)
]|L +
n+n0(ε)−1∑
k=n0
min{Lk,1, Lk,2, . . . , Lk,bk+1}. (7.2)
We analyse the behavior of the summands on the rhs. Note that
P
(
min
j≤bk+1
{Lk,j} > F (−1)L (1/bk)
)
≤
(
1− FL
(
F
(−1)
L (1/bk)
))bk+1 ≤ exp{−bk+1/bk}. (7.3)
Since bk grows double-exponentially by (4.10), the rhs is summable in k. Thus, by the Borel-
Cantelli lemma, there is a random n1 ≥ n0(ε) such that for all k ≥ n1, each term in the sum in
7Strictly speaking, Theorem 2.1 couples the BerBRW to SFPW,L not in breadth-first-search way but according
to the edge-weights L. However, it is not hard to modify the exploration algorithm and the proof of Theorem 2.1
to accommodate thinning in breadth-first-search order, and then this statement is true.
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(7.2) is at most F
(−1)
L (1/bk). Hence for n ≥ n1, almost surely,
Mn(0)
a.s.≤ |γ[0, cgrn0(ε)]|L +
n1−1∑
k=n0(ε)
min
j≤bk+1
{Lk,j}+
n−1∑
k=n1
F
(−1)
L (1/bk)
a.s.≤
dDn0+n1∑
j=1
Lj +
n−1∑
k=n1
F
(−1)
L (1/bk)
(7.4)
We explain the second line. Observe that 0 can be connected to any vertex within Boxn0 by a
nearest-neighbor path of length at most dDn0 , where Dn0 is the side-length of Boxn0 , see (4.7).
Thus, the first term on the rhs of the first line of (7.4) is at most the sum of dDn0 many i.i.d.
copies of L. The extra n1 copies of L in the second line can be chosen to be one of the variables
within each minima in the second sum in the first line, hence the inequality holds almost surely.
By the assumption that the integral in (1.12) diverges and that bk grows double exponentially,
by Claim 4.5, the sum
∑∞
k=1 F
(−1)
L (1/bk) diverges. Hence, for any fixed realization of n0, n1, and
the variables Lj in the first term in (7.4),
lim
n→∞
∑2dDn0+n1
j=1 Lj +
∑n−1
k=n1
F
(−1)
L (1/bk)∑n
k=1 F
(−1)
L (1/bk)
= 1 a.s.
Combining this with (7.4) yields (7.1). It is left to show that
lim
n→∞
∑n
k=1 F
(−1)
L (1/bk)∑n
k=1 F
(−1)
L (exp{−(γ − 1)−k})
≤ 1 + ε′, (7.5)
where we recall that bk, from (4.9), grows double-exponentially with rate C = (1−ε)/(γ−1) where
ε > 0 can be chosen arbitrarily small. Note that bk, F
(−1)
L are both monotonically increasing and
hence F
(−1)
L (1/bk) is decreasing in k. Note also that the worse lower bound bk ≥ exp{Ckd(D−1)/2}
is also valid in (4.10). As a result, with b := d(D − 1)/2,
n∑
k=1
F
(−1)
L (1/bk) ≤ F (−1)L (1/b1) +
∫ n
1
F
(−1)
L (exp{−bCx}) dx. (7.6)
Let us write ξ := 1/(γ− 1) and change variables so that exp{−bCx} = exp{−ξy}. Thus, (7.6) can
be bounded from above by
F
(−1)
L (1/b1) +
log ξ
logC
∫ (n logC+log b)/ log ξ
(logC+log b)/ log ξ
F
(−1)
L (exp{−ξy}) dy. (7.7)
Note that by definition, C = (1− ε)ξ, hence small enough ε > 0, log ξ/ logC ≤ 1+ 2ε/ log ξ. Since
logC/ log ξ < 1, the integration boundary in (7.7) is ≤ n for all n > log b/ log(1 − ε). Thus,
n∑
k=1
F
(−1)
L (1/bk) ≤ F (−1)L (1/b1) +
(
1 +
2ε
log ξ
)∫ n
1
F
(−1)
L (exp{−ξy}) dy. (7.8)
Finally, we turn the integral back to the sum in the denominator in (7.5). Clearly∫ n
1
F−1L (exp{−ξy})dy ≤
n∑
k=1
F
(−1)
L (exp{−ξk}) ≤ F (−1)L (exp{−ξ}) +
∫ n
1
F−1L (exp{−ξy})dy (7.9)
Since both the integral and the sum diverge, the ratio of the sum in the middle and the integral
tends to 1. Combining (7.8) with this establishes (7.5) with ε′ = 2ε/| log(γ − 1)|. Since ε′ is
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arbitrarily small, combining (7.1) and (7.5) results in
lim sup
n→∞
Mn(0)∑n
k=1 F
(−1)
L (exp{−1/(γ − 1)k})
≤ 1, (7.10)
finishing the proof of the upper bound. 
Proof of Theorem 1.1, Conservative Part, lower bound, subject to Theorem 2.1. Theorem 2.1 estab-
lishes a coupling between the exploration on SFPW,L and the BerBRW, with the important fea-
ture that from each vertex in the explored cluster, the shortest paths to the origin in the thinned
BerBRW has the same distribution as the shortest path to the origin in the SFPW,L. Recall Mn(0)
from (1.10), and let us denote by MBn the time to reach generation n in BerBRW. Under the
coupling in Theorem 2.1, MBn ≤ Mn(0) almost surely. Trivially, MBn is almost surely larger than
the sum of the minimum edge-weights in each generation of the BerBRW. Thus we obtain
Mn(0)
a.s.≥ MBn
a.s.≥
n∑
k=1
min{Lk,1, . . . , Lk,ZBk }
a.s.≥
n∑
k=1
min{Lk,1, . . . , Lk,ck(ε,Y )} (7.11)
where ZBk stands for the size of generation k in BerBRW, and we have used (6.2) from Proposition
6.1 for an a.s. upper bound on ZBk , and the monotonicity of the minimum. Next we analyse the
expression on the rhs. We abbreviate ck := ck(ε, Y ). Similarly to (7.3),
P
(
min{Lk,1, . . . , Lk,ck} < F (−1)L (1/ck+1)
)
= 1− (1− 1/ck+1)ck ≤ ck/ck+1. (7.12)
Since ck grows double-exponentially, the rhs is summable in k. Thus, by the Borel-Cantelli Lemma,
there is a random k1 s.t. for all k ≥ k1, the kth term on the rhs of (7.11) is at least F (−1)L (1/ck+1).
Hence, for n > k1,
Mn(0)
a.s.≥
n∑
k=k1
F
(−1)
L (1/ck+1). (7.13)
Next we relate the rhs to the denominator in (1.15) in Theorem 1.1 using the same method as in
the proof of the upper bound. We can lower bound the sum by an integral as in (7.9) and then
change variables, now using lower bounds: Here, with C := (1 + ε)ξ, and b := Y (1 + ε)d/α,
log ξ/ logC ≥ 1− ε/ log ξ, (7.14)
and in this case, since logC/ log ξ > 1, the upper integration boundary after change of variables in
(7.7) equals n · logC/ log ξ + log b/ log ξ, which is larger than n for all sufficiently large n. See the
proof of (7.5) between (7.6)-(7.9) for more details. Ultimately, when ε > 0 in (6.1) is arbitrarily
small, then
lim
n→∞
∑n
k=k1
F
(−1)
L (1/ck+1)∑n
k=1 F
(−1)
L (exp{−(γ − 1)−k})
≥ 1− ε′′, (7.15)
with ε′′ also arbitrarily small. Combining (7.13) with (7.15), we obtain that
lim inf
n→∞
Mn(0)∑n
k=1 F
(−1)
L (exp{−1/(γ − 1)k})
= 1.
This finishes the proof of the lower bound in (1.15), and, with the upper bound in (7.10), (1.15)
is now proved. Finally, (1.14) follows by noting that this lower bound tends to infinity as n→∞,
due to the equi-convergence of the sum in the denominator and the integral in (1.12). 
Proof of Theorem 1.3 subject to Theorem 2.1. We start by showing the upper bound, that uses
the boxing technique again. Set x := me. Recall the deterministic n(x) from (4.20) and the
random n0(ε), nx(ε) from Lemma 4.6 and Corollary 4.7, respectively. In this case, we use the
merging greedy paths γgr0 , γ
gr
x defined in (4.23) and (4.24) after Definition 4.8. On the event that
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{n0(ε), nx(ε) ≤ n(x)}, by Definition 4.8, for q ∈ {0, x} γgrq leaves q by using the shortest path
between q and the centers of boxes (c(i)nq(ε))i≤bnq(ε) (see between (4.7)-(4.11) for notation) that
stays within Box(q)nq(ε). The center where the shortest L-distance path is attained is denoted by
cgrnq(ε)(q). From c
gr
nq(ε)
(q), q ∈ {0, x}, respectively, the two greedy paths follow the minimal-edge-
weight towards centers of boxes in the next annulus until they reach annuli Γ
(q)
n(x)+1 at respective
centers of boxes cgrn(x)+1(q). Finally, the two paths merge by connecting both of these last two
vertices via a vertex cgrn(x)+2 within B˜oxn(x)+1 as described in (4.24). Thus, the path γ
gr
0 [0, c
gr
n(x)+2]∪
γgrx [0, c
gr
n(x)+2] connects 0 and x and its L-length provides an upper bound on dL(0, x). This is what
we analyse now.
Recall the tail behavior of nq(ε), for q ∈ {0, x} from (4.13) in Lemma 4.6 and from (4.22) in
Corollary 4.7:
P(nq(ε) ≥ K) ≤ 2 exp
{− c1 exp{εc2C(ε)K}}. (7.16)
Then, for q ∈ {0, x},
|γgrq [q, cgrnq(ε)+1(q)]|L ≤ |γ[q, c
gr
nq(ε)
(q)]|L +
n(x)∑
k=1
min{L(q)k,1, L(q)k,2, . . . , L(q)k,bk+1} (7.17)
where we fill the sum on the rhs with newly drawn i.i.d. L(q)k,j for all k ≤ nq(x). Let us define the
random variables kx(q) ≤ n(x), q ∈ {0, x} as the last index in the sum on the rhs of (7.17) that is
larger than F
(−1)
L (1/bk). That is,
kx(q) := max{k : k ≤ n(x) : min
j≤bk+1
{L(q)k,j} ≥ F (−1)L (1/bk)}. (7.18)
Such a kx(q) exists by (7.3) and the Borel-Cantelli lemma. For k ≤ kx(q) we can use one of the
L(q)k,j inside each mimina, so that combining this with (7.17), we have the upper bound
dL(0, x)
a.s.≤
dDn0(ε)+kx(0)+1∑
j=1
L
(0)
j +
dDnx(ε)+kx(x)+1∑
j=1
L
(x)
j + 2
n(x)∑
k=1
F
(−1)
L (1/bk), (7.19)
where the L
(q)
j are independent collections of i.i.d. variables, and we took the worst possible case
for connecting q to cgrnq(ε)(q) via nearest-neighbor edges. By adding one edge-weight to each of
the first two terms on the rhs of (7.19), we also take into account the last two edges connecting
cgrn(x)+1(0) to c
gr
n(x)+1(x). We would like to show that, for q ∈ {0, x},
P
( dDnq(ε)+kx(q)+1∑
j=1
L
(q)
j ≥ δ/2
n(x)∑
k=1
F
(−1)
L (1/bk)
)
→ 1 (7.20)
as m → ∞ and x = ⌊me⌋. To show this, we argue as follows. As m → ∞, the sequences
n0(ε), kx(0) converge to their unrestricted limits (dropping the restriction k ≤ n(x) in (7.18)),
thus the lhs within the probability sign converges to a proper random variable. Then, (7.20) for
q = 0 follows directly from this since the rhs within the probability sign tends to 0. Further,
nx(ε), kx(x) come from boxing around vertices x = ⌊me⌋, which is different for each x, thus, these
are tight sequences of random variables, with respective uniform tail bounds given by (??) and
(7.16). The tightness of the sequences nx(ε), kx(x) implies the tightness of dDnx(ε) + kx(x) + 1
and thus the tightness of the sum on the lhs within the probability sign of (7.20). Since the rhs
tends to infinity as n(x)→∞, (7.20) follows by the definition of tightness. Combining (7.20) with
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(7.19), for any δ > 0, as m→∞ and with x = ⌊me⌋,
P
(
dL(0, x) ≤ (1 + δ)2
n(x)∑
k=1
F
(−1)
L (1/bk)
)
→ 1. (7.21)
Next, we change this to (1.16). Recall from (4.10) that bk ≤ exp{bCn} with C = (1 − ε)/(γ − 1)
and for b = d(D − 1) > 0. Following (7.6) and (7.7), as well as log ξ/ logC < 1 + 2ε/ log ξ, we
obtain
n(x)∑
k=1
F
(−1)
L (1/bk) ≤ F (−1)L (1/b1) +
(
1 +
2ε
log ξ
)∫ (n(x) logC+log b)/ log ξ
(logC+log b)/ log ξ
F
(−1)
L (exp{−ξy}) dy. (7.22)
Finally, using the bound on the integral in (7.9),
n(x)∑
k=1
F
(−1)
L (1/bk) ≤ F (−1)L (1/b1) +
(
1 +
2ε
log ξ
) ⌈(n(x) logC+log b)/ log ξ⌉∑
k=1
F
(−1)
L (exp{−ξk}), (7.23)
where ⌈z⌉ = min{y ∈ Z : y ≥ z}. Using that ⌊z⌋ ≤ z, ⌈z⌉ ≤ z+1, as well as (4.20), the summation
boundary on the rhs is, for x = ⌊me⌋, at most
⌈(n(x) logC + log b)/ log ξ⌉ ≤ log logm/ log ξ + (− logD + log(d(D − 1))/ log ξ + 1. (7.24)
Since the summands tend to zero, as m → ∞, a constant deviation from log logm/ log ξ in terms
of the number of summands is negligible in the limit. Thus, combining (7.23) with (7.24) and
setting 1 + δ′ := (1 + δ)(1 + 2ε/ log ξ), yields that
(1 + δ)
n(x)∑
k=1
F
(−1)
L (1/bk) ≤ (1 + δ′)
⌈log logm/ log ξ⌉∑
k=1
F
(−1)
L (exp{−ξk}) (7.25)
for arbitrary small δ′ > 0, for all m sufficiently large. This inequality, combined with (7.21) finishes
the proof of the upper bound of Theorem 1.3.
We turn to prove the lower bound. We use the upper bounding BerBRW from Theorem 2.1
and Proposition 6.1 on its maximal displacement and generation sizes. Let us first set the vertex
vertex-weights (Wz)z∈Zd , and then use two explorations on SFPW,L, one started from 0 and one
from x, with two dominating BerBRWs, denoted by BRW(0),BRW(x), independent of each other
conditioned on (Wz)z∈Zd . We add (0) and (x) either as a superscript or as an argument to quantities
related to the two explorations started from a root individual located at 0 and x, respectively.
Edges are present independently conditioned on the vertex-weights, so the two explorations are
also independent on SFPW,L as long as we guarantee that they stay in disjoint boxes. For q ∈ {0, x},
let BG,Ln (q),∆B
G,L
n (q) denote the vertices y ∈ Zd from which the L-shortest path to q contains
at most/precisely n edges in SFPW,L. Suppose for some Nx(0), Nx(x) ≥ 0 we can guarantee that
∆BG,LNx(0)(0) is disjoint of ∆B
G,L
Nx(x)
(x). Then, any shortest path from 0 to x must intersect these
sets and thus
dL(0, x)
a.s.≥ min{dL(0, y) : y ∈ ∆BG,LNx(0)(0)}+min{dL(0, z) : z ∈ ∆B
G,L
Nx(x)
(x)}. (7.26)
Let us consider the two disjoint boxes
B′(0) := [−‖x‖/2, ‖x‖/2]d, B′(x) := [x− ‖x‖/2, x+ ‖x‖/2]d.
We will find below Nx(0), Nx(x) ≥ 0 that satisfies⋃
i≤Nx(0)
GBi (0) ⊆ B′(0) and
⋃
i≤Nx(x)
GBi (x) ⊆ B′(x).
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The edge sets within B′(0),B′(x) in SFPW,L are independent conditioned on (Wz)z∈Zd , hence, it
is possible to couple BG,LNx(q)(q) to BRW
(q) stopped at generation Nx(q). Heuristically this is true
since the difference between an exploration on SFPW,L and a BerBRW is that the BerBRW is
allowed to have new offspring upon returning to an already visited vertex, while the exploration
is not. In other words, Theorem 2.1 can be extended to hold for both explorations jointly in this
case. Therefore we obtain that, for all i ≤ Nx(q), q ∈ {0, x},
∆BG,Li (q) ⊆ GBi (q). (7.27)
The minimum decreases if we increase the set, thus, by (7.26) and (7.27),
dL(0, x)
a.s.≥ min{dL(0, y) : y ∈ GBNx(0)(0)}+min{dL(0, z) : z ∈ GBNx(x)(0)(x)}
=MBNx(0)(0) +M
B
Nx(x)
(x),
(7.28)
where the two variables on the rhs are independent. We now modify (6.2) in Proposition 6.1 to
hold for the two explorations to determine Nx(0), Nx(x). The two explorations become dependent
after leaving their respective boxes B′(0),B′(x) and thus the definition of Y (ε) as the one after
(6.10) needs to be modified to maintain independence. In order to do so, similarly as in (6.9), for
q ∈ {0, x}, we define the event
E˜(q)k (ε, i) := {ZBk (q) ≤ ck(ε, i)} ∩
{
GBk (q) ∩
(
B2Sk(ε,i)(q)
)c
= ∅
}
, (7.29)
Recall Sk(ε, i) from (6.1) and define the deterministic number
Nx(ε, i) := max{k : Sk(ε, i) ≤ ‖x‖/2} =
⌊
log log(‖x‖/2)− log(iz)
log((1 + ε)/(γ − 1))
⌋
. (7.30)
Then, we set, for q ∈ {0, x},
H˜ (q)i :=
Nx(ε,i)⋂
k=0
E˜(q)k (ε, i).
Heuristically speaking, H˜ (q)i is the event that the BRW
(q) grows double exponentially with rate
(1 + ε)/(γ − 1) and prefactor at most i before it leaves the box B′(q). Since Hi ⊂ H˜ (q)i , (6.10)
remains valid for (H˜ (q)i ), q ∈ {0, x} as well, namely,
∞∑
i=1
P
(
(H˜ (q)i )
c
) ≤ ∞∑
i=1
(
1− P
(Nx(ε,i)⋂
k=0
E(q)k (ε, i) ∩ F (q)k (ε, i)
))
≤
∞∑
i=1
(2pε,i + p˜ε,i) <∞. (7.31)
By the Borel Cantelli lemma only finitely many (H˜ (q)i )
c events occur and hence
Y˜q(ε) := min{k : ∀i ≥ k, H˜ (q)i } (7.32)
is a.s. finite and Y˜0(ε), Y˜x(ε) are independent, since they are determined on a disjoint vertex and
edge-set of the graph. The meaning of Y˜q(ε) is again that BRW
(q) grows double exponentially with
rate (1 + ε)/(γ − 1) and prefactor Y˜q(ε) before it leaves the box B′(q). Finally, the tail estimate
(6.3) remains valid for Y˜q(ε) as well by (7.31). With Y˜q(ε) at hand, the last generation where
BRW(q) is still inside box B′(q) is precisely Nx(ε, Y˜q(ε)) =: Nx(q), with Nx(0), Nx(x) independent.
We can use these in (7.28), and also that ZBk (q) ≤ ck(ε, Y˜q(ε)) by (7.29) and the definition of Y˜q(ε).
Since MBn (q) is a.s. larger than the sum of the minimum edge-weights in each generation (see the
inequality (7.11)), (7.28) can be further bounded from below by
dL(0, x)
a.s.≥
∑
q=0,x
Nx(q)∑
k=1
min{L(q)k,1, . . . , L(q)k,ck(ε,Y˜q(ε))}. (7.33)
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By (7.12), the kth term on the rhs is at least F
(−1)
L (1/ck(ε, Y˜q(ε))) with probability at least
1−ck(ε, Y˜q(ε)))/ck+1(ε, Y˜q(ε))). Using (6.1), the error probabilities are summable and thus defining
k˜x(q) := max
{
k : k ≤ Nx(q) and min{L(q)k,1, . . . , L(q)k,ck(ε,Y˜q(ε))} ≤ F
(−1)
L (1/ck(ε, Y˜q(ε)))
}
, (7.34)
with k˜x(0), k˜x(x) being independent. The tail of k˜x(q) can be estimated using (6.1) as follows:
P
(
k˜x(q) ∈ [K,Nx(q)] |Nx(q), Y˜q(ε)
)
≤
∑
k≥K
ck(ε, Y˜q(ε)))
ck+1(ε, Y˜q(ε)))
≤ 2 exp
{
− Y˜q(ε)c˜
( 1 + ε
γ − 1
)K}
, (7.35)
with c˜ = (1 + ε)(2 + ε− γ)d/(α(γ − 1)). Continuing to bound (7.33), we arrive at
dL(0, x)
a.s.≥
Nx(0)∑
k=k˜x(0)
F
(−1)
L (1/ck+1(ε, Y˜0(ε))) +
Nx(x)∑
k=k˜x(x)
F
(−1)
L (1/ck+1(ε, Y˜x(ε))). (7.36)
To proceed we use a change of variables. We estimate the sum using the lower bound in (7.9), with
C := (1 + ε)/(γ − 1), b := Y˜q(ε)(1 + ε)(d/α)C,
Nx(q)∑
k=k˜x(q)
F
(−1)
L (1/ck+1(ε, Y˜q(ε))) ≥
∫ Nx(q)
k˜x(q)
F
(−1)
L (exp{−bCx})dx
=
log ξ
logC
∫ (Nx(q) logC+log b)/ log ξ
(k˜x(q) logC+log b)/ log ξ
F
(−1)
L (exp{−ξx})dx
≥
(
1− ε
log ξ
) ⌊(Nx(q) logC+log b)/ log ξ⌋∑
⌈(k˜x(q) logC+log b)/ log ξ⌉+1
F
(−1)
L (exp{−ξk}).
(7.37)
where in the last step we used (7.14) and the upper bound in (7.9) to relate the integral to a sum
again. We investigate the upper summation boundary on the rhs. Note that Nx(q) = Nx(ε, Y˜q(ε))
as defined in (7.30), (7.32) and b = Y˜q(ε)(1 + ε)(d/α)C. Using that ⌊y⌋ ≥ y − 1, the upper
summation boundary in the last row of (7.37) can be bounded from below as follows, for x = ⌊me⌋⌊
Nx(q) logC + log b
log ξ
⌋
≥ log log(‖x‖/2)− log(Y˜q(ε)zC) + log
(
Y˜q(ε)(1 + ε)(d/α)C
)
log ξ
− 1
=
log log(m/2)
log ξ
− log
(
ξ(1 + ε)d/(αz)
)
log ξ
.
(7.38)
Importantly, the random variable Y˜q(ε) cancels and the obtained value is a deterministic constant
away from log log ‖x‖/ log ξ. Next we investigate the lower summation boundary in (7.37). Let us
introduce a partial sum and for any fixed δ > 0
Q(t) :=
⌊t⌋∑
k=1
F
(−1)
L (exp{−ξk}), Kδ(t) := max{k : Q(k) < Q(t)δ/4}. (7.39)
Since Q(t) → ∞ as t → ∞ by the assumed divergence of I(L) in (1.12), Kδ(t) → ∞ as t → ∞.
Combining (7.36) with (7.37) and (7.38), we have shown that, with C˜ := log(ξ(1+ε)d/(αz))/ log ξ,
dL(0, ⌊me⌋) ≥ 2(1− ε
log ξ
)Q
(
log log(m/2)/ log ξ−C˜
)
−
∑
q∈{0,x}
Q
( k˜x(q) logC + log b
log ξ
+2
)
. (7.40)
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By choosing ε small enough and m sufficiently large, we can obtain that
(1− ε
log ξ
)Q
(
log log(m/2)/ log ξ − C˜
)
≥ (1− δ/2)Q(log logm/ log ξ).
For the convergence in probability, we would like to show that the last term in (7.40) is at least
−Q(log logm/ log ξ)δ/2 with probability tending to 1. By the definition of Kδ(t), the complement
of this event is contained in⋃
q∈{0,x}
{ k˜x(q) logC + log b
log ξ
+ 2 ≥ Kδ(log logm/ log ξ)
}
. (7.41)
Thus, recalling that b = Y˜q(ε)(1 + ε)(d/α)C from before (7.37), we bound the probability of each
of these two events by a union bound as follows:
P
(
k˜x(q) logC + log b
log ξ
+ 2 ≥ Kδ(log logm/ log ξ)
)
≤ P
(
log
(
Y˜q(ε)(1 + ε)(d/α)C
) ≥ (Kδ(log logm/ log ξ)− 2) log ξ/2)
+ P
(
k˜x(q) ≥ (Kδ(log logm/ log ξ)− 2) log ξ/(2 logC)
) (7.42)
By (7.35) and (6.3), and since Kδ(log logm/ log ξ) tends to infinity with m, both probabilities on
the rhs tend to zero as m→∞. This finishes the proof of the lower bound.
We comment on why this proof could not be strengthened to showing a.s. convergence: k˜x(x)
and Y˜x(ε) come from explorations where the root x = ⌊me⌋ is different for each x, thus, these
are tight sequences of r.v.s, with respective uniform tail bounds given by (7.35) and (6.3). Thus
in principle the proof could be strengthened to a.s. convergence if the probability of the event in
(7.41) were summable, by a Borel-Cantelli type argument. We argue why this is not the case. The
lhs of (7.42) is summable if log b is comparable to Kδ(log logm/ log ξ) only finitely often. For this,
using (6.3), one needs that
exp{−C˜eKδ(log logm/ log ξ) log ξ} (7.43)
is summable in m, for some C˜. Since the terms in Q(t) are strictly less than 1 and monotonously
decreasing, Kδ(t) ≤ tδ/4, implying that the expression in (7.43) is never summable in m. Heuris-
tically speaking, large values do occur frequently enough in the sequence (Y˜⌊me⌋(ε))m≥1, and this
means that the lower summation boundary in (7.37) starts from a significantly higher value than 1.
We do believe that a.s. convergence is actually never possible. However, Y˜x(ε) is not independent
for different values of x, so the second Borel-Cantelli lemma here cannot be used. 
8. The dominating branching random walks
In this section we describe the three process coupling mentioned in Theorem 2.1 and prove
Theorem 2.1. The coupling is developed by coupling the exploration process on the three graphs
together, that we describe now.
8.1. The exploration algorithm. Our exploration algorithm runs on SFPW,L, PoiBRW, and
BerBRW in Section 2 at the same time, providing a three-process coupling of the exploration
algorithm of BL,St (0) ⊆ BLt (0) in SFPW,L to BL,Bt (0),BL,Pt (0) in BerBRW,PoiBRW, respectively.
We would like to emphasise the following: We describe the coupling of the exploration by de-
scribing the exploration algorithm on PoiBRW, and applying two consecutive thinning procedures
that yield the exploration on BerBRW and on SFPW,L, respectively. When we thin individuals
corresponding to multiple edges and their descendants in the PoiBRW, we obtain BerBRW, while
a global thinning - we thin all those individuals and their descendants who are at already visited
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spatial locations - yields the exploration on SFPW,L. Quantities related to the exploration on
PoiBRW, BerBRW, SFPW,L get a superscript (or subscript) P,B, S, respectively.
Recall that we write τn for the time to reach the nth new vertex from the origin. The exploration
algorithm runs in discrete stages n = 0, 1, . . . , where a stage corresponds to exploring one more
individual (vertex) in PoiBRW. We keep track of the true ‘time’ t as well, that is, stage n of the
exploration corresponds to time (L-distance from the origin) τPn . At time τ
S
n , the first passage
exploration (FPE) has discovered all the individuals that are reachable from the origin on a path
with L-distance at most τSn , that is, it has discovered the individuals in B
L,S
τSn
(0) together with their
vertex-weights and the shortest L-weighted path leading to them. We use the following lists during
the exploration:
(a) W = {(Wy)y∈Zd}, containing the environment.
(b) En = {(∅, 0,W0,1BE(0),1SE(0)), (j1,Mj1 ,WMj1 ,1BE(j1),1SE(j1)),
. . . , (jn,Mjn ,WMjn ,1
B
E(jn),1
S
E(jn))}, with n+1 sublists denoting the name, location, and
weight of the first n + 1 explored individuals in PoiBRW, as well as their indicators
1
B
E(·),1SE(·), whether they are explored in (and thus belong to) BerBRW and SFPW,L
as well. We set j0 := ∅ the root individual.
(c) Uqn =
{
((0,M1), Lj1), . . .
}
, for q =P, B, S, the edge structure and the corresponding
edge-weights (the value of L) on shortest-length paths between the explored vertices in
PoiBRW,BerBRW, SFPW,L, respectively.
(d) An, with sublists containing the name, location, vertex-weight, edge-weight to the parent,
indicator of being Bernoulli-thinned and scale-free-thinned of the active individuals, i.e.,
those that are reachable from an explored individual via a direct edge (in a similar format
as that of En). Here 1BA(·),1SA(·) stands for the indicator whether the individual belongs to
the active set in BerBRW, SFPW,L, respectively.
(e) Rn, the remaining edge-weight to the parent for each active individual at time τPn .
Let Fn := σ((Ek,UPk ,Ak,Rk)k≤n) be the sigma-algebra generated by the lists by stage n and
Gn := σ(Fn−1∪{En,UPn }) be an intermediate sigma algebra (Fn−1 ⊂ Gn ⊂ Fn) before determining
the active individuals at stage n. For a list of lists C, let C[i, j] denote the jth element of the ith
sublist of C, while C[·, j] denotes the list formed by the jth elements of every sublist. Finally, for a
list with elements from R, B − x denotes a list where we subtract x from each element of B. Our
exploration process is as follows:
(1) (Initialization) At stage n = 0, E0 := {(0,∅,W0, 1, 1)}, that is, the root individual is
explored, and its location M∅ := 0 and vertex vertex-weight is revealed. We then
(i) Draw a Poisson random variable DP0 as in (2.2) with x := ∅, and draw 2d+D
P
0 many i.i.d.
variables from distribution L, yielding (L∅1, . . . , L∅(2d+DP0 )).
(ii) (Multiple-edge-thinning step) Draw the locations of DP0 many individuals i.i.d. from distri-
bution (2.4) with x := ∅. Set the other 2d locations to be 0± e(d)i for i ≤ d, the where e(d)i
is the ith unit vector in d dimensions. Mark the second and further edges to any location
as Bernoulli-thinned, i.e., keep only the first occurrence of every location.. Note that the
thinning is independent of the realisation of the edge-weights.
(iii) (Setting indicator variables) For each i ≤ 2d+DPjn , set
1
B
A(i) := 1{i is not Bernoulli-thinned in Step (1ii)} =: 1SA(i). (8.1)
We start the list of active individuals. With D˜P0 := 2d+D
P
0 ,
A0 :=
{ (
1,M1,WM1 , L1,1
B
A(1),1
S
A(1)
)
, . . . ,
(
DP0 ,MD˜P0
,WD˜P0
, LD˜P0
,1BA(D˜
P
0 ),1
S
A(D˜
P
0 )
)}
. (8.2)
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We denote by
∑2d+DP0
i=1 1
B
A(i) =: D
B
0 the degree of the root in the BerBRW. We call this the
Bernoulli thinning, since we have dropped all multiple edges. We initialize the remaining edge-
weight list by taking the 4th element of each sublist in A0 :
R0 := {L1, L2, . . . , LD˜P0 }. (8.3)
For q = S,B,P, we set τq0 := 0, and Uq0 = {} empty.
(2) (Next-to-explore) The next (active) individual to explore is the one with minimal remaining
edge-weight. Thus, let
jn := An−1[argminRn−1, 1]. (8.4)
(3) (Time increasing)
(i) (Time increasing for PoiBRW) Let us set τPn := τ
P
n−1 + minRn−1. The real time of the
process is thus t = τPn after step n.
(ii) (Time increasing for BerBRW) For q = B, S,P, let fq(n− 1) ≤ n− 1 be the largest index
k for which τqk is defined after step n − 1. Thus, there are fB(n − 1) many individuals
explored after step n− 1 in BerBRW. We only increase τB in the exploration of BerBRW
if the individual jn is part of the Bernoulli-exploration, i.e., it is active in BerBRW. In this
case we increase the index by one and set the last exploration time to τBfB(n−1)+1 := τ
P
n , the
actual time after step n. If jn is Bernoulli-thinned, then we neither increase the number of
vertices explored in BerBRW nor τB. In formulas:
1
B
E(jn) := 1
B
A(jn),
τBfB(n−1)+1BE(jn)
:= τBfB(n−1) + 1
B
E(jn)
(
τPn − τBkB(n−1)
)
.
(8.5)
(iii) (Global thinning and time increasing for SFPW,L)
If 1SA(jn) = 0, i.e., the individual jn is not not active in SFPW,L, then we neither increase
the last exploration time τSfS(n), nor add jn to the explored list in SFPW,L. Thus in this
case 1SE(jn) := 1
S
A(jn) = 0.
If 1SA(jn) = 1 then jn is a good possible candidate to explore also in SFPW,L. Thus we
check if there is an i ≤ n − 1, such that the individual ji has 1SE(ji) = 1 and Mji = Mjn .
In other words, if we have already explored an individual located at Mjn ∈ Zd in SFPW,L.
If yes, then we call the individual jn scale-free thinned and define 1
S
E(jn) := 0. In this
case we do not increase the last exploration time τS. If there is no such individual, we call
the location Mjn new in SFPW,L and keep the earlier value 1
S
E(jn) := 1
S
A(jn) = 1, and
increase the last exploration time τS to τPn . In formulas:
1
S
E(jn) := 1
S
A(jn)1{Mjn new in SFPW,L}
τSfS(n−1)+1SE(jn)
:= τSfS(n−1) + 1
S
E(jn)
(
τPn − τSfS(n−1)
) (8.6)
We shall see in (5ii) that 1SA(jn) ≤ 1BA(jn), which, combined with comparing (8.5) to (8.6) yields
that 1SE(jn) ≤ 1BE(jn). Thus, the sequence (τSk )k≥1 is a subsequence of (τBk )k≥1 which, in turn, is
a subsequence of (τPk )k≥1.
(4) (Renewing the explored list, the used edge-list, and the remaining edge-weight list) We refresh
En := En−1 ∪ {(jn,Mjn ,WMjn ,1BE(jn),1SE(jn))}.
For q = P,B, S, we add the (location of the endpoints of the) edge between p(jn), jn and its length
Ljn to the used edges if jn was part of the exploration:
Uqn :=
{ Uqn−1 ∪ {((Mp(jn),Mjn), Ljn)} when 1qE(jn) = 1,
Uqn−1 otherwise,
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where 1PE(jn) := 1 always.
(5) (Renewing the active list) To refresh An−1, we proceed similarly as in Step (1):
(i) Draw the number of children DPjn of jn from the distribution as in (2.2) with x := jn. Draw
D˜Pjn := 2d+D
P
jn
many i.i.d. edge-weights from distribution L: (Ljn1, . . . LjnD˜Pjn
).
(ii) (Multiple-edge-thinning step) Draw DPjn many locations i.i.d. from the distribution in (2.4)
with x := jn. Set the other 2d locations to be Mjn ± e(d)i , for i ≤ d. Mark second and
further occurrences of the same location as Bernoulli-thinned. Note that the thinning is
independent of the realisation of the edge-weights.
(iii) (Setting indicator variables) For each i ≤ D˜Pjn , and q = B,S, set
1
q
A(jni) := 1
q
E(jn)1{jni is not Bernoulli-thinned in Step (5ii)}. (8.7)
We then remove jn from the list of actives and append its children to it:
An := An−1 \
{(
jn,Mjn ,WMjn , Ljn ,1
B
A(jn),1
S
A(jn)
)}
∪
{(
jn1,Mjn1,WMjn1 , Ljn1,1
B
A(jn1),1
B
A(jn1)
)
, . . .
. . . ,
(
jnD˜
P
jn ,MjnD˜Pjn
,WjnD˜jn
, LjnD˜Pjn
,1BA(jnD˜
P
jn),1
B
A(jnD˜
P
jn)
)}
.
(8.8)
(6) (Renewing the remaining edge-weight list) Finally, we renew the remaining edge-weight list
by (a) removing the minimum edge-weight that led to jn, (b) decreasing the other remaining edge-
weights in the list by minRn−1, (c) appending the new, i.i.d. edge-weights to all the newly active
children of jn. In formulas,
Rn := ((Rn−1 −minRn−1) \ {0}) ∪ {Ljn1, . . . , LjnD˜Pjn }.
(7) (Repetition) Increase stage number by 1 and repeat from (2).
Note that the exploration on BerBRW and on SFPW,L only differs in Step (3ii) versus (3iii).
Namely, in SFPW,L, an extra thinning is executed by checking that the location of the newly
explored vertex has not been visited before in the exploration of SFPW,L.
Next we extend the definition of the used edge list and the explored vertex list to the ‘real
time’ (that equals L-distance from 0) of the exploration. For a time t ≥ 0 let us define n(t) :=
max{n : τPn ≤ t}. Let us define U˜qt := UqnP(t), and set E˜qt be the elements in the list EnP(t) that
have 1qE(·) = 1. Similarly, let us denote by Eqn those elements in En that have 1qE(·) = 1.
8.2. Coupling SFP to the BRWs. After having described the joint exploration, we are ready
to prove Theorem 2.1. First we rephrase Theorem 2.1 in terms of the exploration.
Proposition 8.1. Consider BL,St (0) as in Theorem 2.1. For any t ≥ 0, the distribution of the
location of vertices and their vertex-weights within BL,St (0) have the same distribution as E˜St , and
the edges on the shortest paths towards 0 in BL,St (0) have the same distribution as U˜St in the thinned
exploration described above. More precisely, a.s. under the coupling,
BL,St (0) = (E˜St , U˜St ) ⊆ BL,Bt (0) = (E˜Bt , U˜Bt ) ⊆ BL,Pt (0) = (E˜Pt , U˜Pt ).
Proof of Theorem 8.1 subject to Proposition 8.1. Theorem 8.1 an immediate consequence of Propo-
sition 8.1. 
Proof of Proposition 8.1. Recall from Step (3ii) that for q = S,B,P, fq(n) :=
∑n
i=1 1
q
E(ji) denotes
the number of vertices explored in each of the processes until step n, respectively. Define f
(−1)
q (n)
as the inverse function of fq. Naturally, since 1
P
E(·) = 1 always, fP(n) = f (−1)P (n) = n while
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f
(−1)
S (n) gives the step number (≥ n) when the nth vertex is explored in SFPW,L. To show that
the distribution of BL,St (0) in SFPW,L and (E˜St , U˜St ) are the same we argue by induction.
Induction hypothesis. First note that (E˜St , U˜St ) does not change between τSn−1 and τSn , thus it
is enough to check the distributional identity at times (τSn )n≥0. Since the sequence (τ
S
n )n≥0 is a
subsequence of (τPn )n≥0, it is enough to check the distributional identity at the latter sequence,
equivalently, at each step of the exploration algorithm. Thus, our induction hypothesis is that
(E˜S
τPi
, U˜S
τPi
) = (ESi ,USi )i≤n−1 has the same distribution as (BL,SτPi (0))i≤n−1.
Initialisation. Setting t = 0, corresponding to n = 0, yields BL,S0 (0) d= (E˜S0 , U˜S0 ), since in both
sets the vertex set contains 0, the vertex-weight distribution is the same (a copy of W ), while the
edge set is empty. This initialises the induction.
Advancing the induction. Note that during Steps (1ii) and (5ii), we thin all multiple edges, while
in Step (3iii) we thin those edges that go to locations that have been already allocated to earlier
explored individuals in SFPW,L, i.e., an application of Step (3iii) corresponds to discovering a (not
necessarily edge-disjoint) cycle, i.e., a location y ∈ Zd that is reachable from 0 on more than one
path. Further note that the result of Step (5iii) is that all the descendants of a thinned vertex will
also be thinned (both in BerBRW as well as in SFPW,L).
Recall that we write Eqn[·, ℓ] the list composed by the ℓth element of every sublist within Eqn, for
q = S,B,P. In particular, ESn [·, 2] gives all the explored locations within the first n steps of the
algorithm that are part of SFPW,L.
By induction, (ESn−1,USn−1) has the same distribution as BL,SτPn−1(0). First we show that
(⋆) The edges and their L-lengths leading out of (ESn−1,USn−1) = BL,SτPn−1(0) in Z
d that lead to
locations outside ESn−1[·, 2] have the same distribution in the exploration and in SFPW,L.
We thus need to check that the set of new locations and their vertex-weights available from
any location Mji ∈ ESn−1[2] (corresponding to ji ∈ ESn−1[1]) in the exploration is the same in the
two models, since once this is given, upon the consecutive exploration of these new locations, the
thinning is done in a natural way that keeps only the shortest path to the root. Recall that the
sigma-algebra Gi contains all the lists until step i− 1 but only (Ei,Ui) but not Ai,Ri, and that we
write N (x) := {y : ‖y − x‖ = 1} for the nearest-neighbors of x ∈ Zd.
The coupling described between (2.1)-(2.4) and the fact that the locations of active individuals
are determined in Step (5ii) of the algorithm implies that the number of edges leading to each
location y ∈ Zd, y 6∈ N (Mji) of the individual ji ∈ ESn−1[·, 1] ⊆ EBn−1[·, 1] at location Mji in the
BerBRW is distributed as
NBy (Mji) | Gi d= 1
{
Poi
(
λWMji
Wy
‖y −Mji‖α
)
≥ 1
}
, (8.9)
Thus, the probability that the location y /∈ ESn−1[·, 2], y 6∈ N (Mji) appears among the list of children
of ji ∈ ESn−1[·, 1] in the BerBRW at time τPi (after step i) is given by
P(y ↔Mji | Gi) = P
(
Poi
( WMjiWy
‖y −Mji‖α
)
≥ 1 ∣∣ Gi) = 1− exp{−λ WMjiWy‖y −Mji‖α
}
, (8.10)
which is exactly the same as having an edge between location Mji with vertex-weight WMji and
any y with vertex-weight Wy from distribution W in the scale-free percolation model. Since the
environment is fixed in advance, and (Wy)y∈Zd is independently drawn from everything else, the
vertex-weight distribution is matching. The multinomial thinning of the Poisson variable in Steps
(1ii) and (5ii) ensures that the edges from Mji going to different locations y ∈ Zd are conditionally
independent given Gi. The addition of nearest neighbor edges in Steps (1ii) and (5ii) ensures that
the nearest-neighbor edges Mji ± ek, for all k ≤ d, are always present.
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Let us write τ(ji) ∈ {τS1 , . . . , τSfS(n−1)} for the time when we explored ji. Suppose now that
the edge (Mji , y) is present, say, it belongs to the child jik of ji. The fact that we thinned every
multiple edge in the active list ensures that each such edge (Mji , y) is allocated only one edge-
weight with distribution L. Thus, the exploration will explore the location y fromMji precisely at
time τ(ji)+Ljik. At that moment, (which is after stage n−1 by the assumption that y /∈ ESn−1[·, 2])
the location y might have already been explored via another path that is not contained entirely
in ESn−1, thus it might be thinned by Step (3iii). Nevertheless, the rate of exploring this edge,
given that it is there, is precisely the same in the two models.8 The distribution of the other
edge-weights leaving (ESi ,USi ) continue to match for the following reason: when we determined
ji, we took the minimum outgoing remaining edge-weight from Ri−1, thus increasing time by
minRi−1 = τPi − τPi−1. Then, all the outgoing edge-weights on edges leaving the set BL,SτPi (0) versus
BL,S
τPi−1
(0) have to be decreased by τPi − τPi−1, and this is precisely what the algorithm does in Step
(6). This shows (⋆).
To finish the induction, we argue as follows. By (⋆), from every individual in ESn−1[·, 1] and
from BL,S
τPn−1
(0), the number of edges and corresponding lengths to every new location in Zd has the
same distribution. In other words, the edge-weights within Rn−1 that correspond to leading to
new locations, also have the same distribution. Taking the minimum of the remaining edge-weight
list Rn−1 yields jn, the individual to be explored at step n. At this point we have to distinguish
several cases:
If jn has 1
S
A(jn) = 0, then jn is not active in the SFPW,L exploration, she will not become
explored in SFPW,L, 1
S
E(jn) = 0 will be set in Step (3iii), and the last exploration time τ
S
fS(n−1)
in SFPW,L remains unchanged by (8.6), so there is nothing to prove.
If 1SA(jn) = 1, and the location Mjn is not a new location
9, i.e., Mjn ∈ ESn−1[2], then the
location Mjn have been explored earlier. That is, the shortest path to this location is not via jn,
i.e., exploring jn would lead to a longer path. In this case, Step (3iii) thins jn, that is, 1
S
E(jn) = 0
and the last exploration time τSfS(n−1) remains unchanged again by (8.6).
In the previous two cases, all the descendants of jn will also have 1
S
A,1
S
E = 0 so they will not
be added to the exploration either.
If 1SA(jn) = 1 andMjn /∈ ESn−1[2], then the locationMjn is explored for the first time in SFPW,L.
In this case,
ESn = ESn−1 ∪ {(jn,Mjn ,Wjn , 1, 1} and USn = ESn−1 ∪ {((Mp(jn),Mjn), Ljn)}.
We argue that these two lists together have the same distribution as BL,SτPn (0). By induction again,
USn−1 describes the shortest paths to 0 from all other vertices within ESn [1] = ESn−1[1] ∪ {jn} to
0 within BL,S
τPn−1
(0), so, we only have to show that the distribution of the location and vertex-
weight of jn is that of the last discovered vertex in BL,SτPn (0) and that the shortest path from
this vertex is contained in USn . These are direct consequences of (⋆): Step (2) of the algorithm
determined the next-to-explore vertex jn, based on which individual is closest to the explored
vertices in BL,S
τPn−1
(0) in terms of L-distance. This individual happened to be at a new location in
the exploration, thus, by (⋆), its vertex-weight was drawn i.i.d. from W at stage p(jn), and we
an interpret the length minRn−1 as the distance of the vertex Mjn ∈ Zd from the set BL,SτPn−1(0).
8This is why deleting multiple edges in Steps (1ii) and (5ii) was necessary. If we would not have done this, then
whenever there are k multiple edges between y and Mi, we explore y from Mi first at time τ(i)+min(Li,1, . . . , Li,k),
which does not have the right distribution.
9Since ESn−1 contains those elements of En−1 that have 1
S
E
(ji) = 1, this means precisely that there is an i ≤ n−1,
such that the individual ji ∈ En−1[1] has 1SE(ji) = 1 and Mji = Mjn .
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Since the location Mjn is explored via the individual jn with parent p(jn) for the first time, any
consecutive exploration of the location Mjn will happen later, thus yielding longer paths. Thus,
the shortest path from Mjn to the origin starts with the edge (Mjn ,Mp(jn)). By induction, the
path Mp(jn),Mp(p(jn)), . . . , 0, contained in USn−1 = U˜SτPn−1 is the shortest path from Mp(jn) to the
origin. Thus, the path Mjn ,Mp(jn),Mp(p(jn), . . . , 0 gives the shortest path to the origin from Mjn
and is contained in USn . This establishes the statement that USn contains the shortest path structure
to the origin in BL,S
τPn
(0). This finishes the induction. 
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