The so-called zero number diminishing property (or zero number argument) is a powerful tool in qualitative studies of one dimensional parabolic equations, which says that, under the zero or non-zero Dirichlet boundary conditions, the number of zeroes of the solution u(x, t) of a linear equation is finite, non-increasing and strictly decreasing when there are multiple zeroes (cf. [1]). In this paper we extend the result to the problems with more general boundary conditions: u = 0 sometime and u = 0 at other times on the domain boundaries. Such results can be applied in particular to the studies of parabolic equations with Robin and/or free boundary conditions. 2010 Mathematics Subject Classification. 35B05, 35K55, 35K10.
Introduction
Consider the following one dimensional linear parabolic equation:
where T > 0 is a constant, ξ 1 and ξ 2 are continuous functions to be specified below. For each t ∈ [0, T ], denote by Z(t) := #{x ∈ I(t) | u(x, t) = 0} the number of zeroes of u(·, t) in the interval I(t) := [ξ 1 (t), ξ 2 (t)]. Sometimes we also write Z(t) as Z I(t) [u(·, t)] to emphasize the interval I(t). A point x 0 ∈ I(t) is called a multiple zero (or degenerate zero) of u(·, t) if u(x 0 , t) = u x (x 0 , t) = 0. In 1988, Angenent [1] proved the following properties of the zero number of u:
Theorem A ( [1] ). Assume ξ i (t) ≡ ξ 0 i (i = 1, 2) are constants with ξ 0 1 < ξ 0 2 , and (1.2) a, a −1 , a t , a x , a xx , b, b t , b x , c ∈ L ∞ .
If u is a classical solution of (1.1) satisfying the following boundary conditions:
(1.3) u(ξ 0 1 , t) ≡ 0, or u(ξ 0 1 , t) = 0 (t ∈ [0, T ]), u(ξ 0 2 , t) ≡ 0, or u(ξ 0 2 , t) = 0 (t ∈ [0, T ]), or
then (a) Z(t) < ∞ for each t ∈ (0, T ); (b) Z(t) is non-increasing in t ∈ (0, T ); (c) if, x 0 ∈ I is a multiple zero of u(·, s) for some s ∈ (0, T ), then Z(t 1 ) > Z(t 2 ) for all t 1 , t 2 satisfying 0 < t 1 < s < t 2 < T .
Roughly speaking, this theorem says that Z(t) is finite and non-increasing in time t, and is decreasing strictly when u(·, t) has multiple zeroes. Hence the zero number is also called by some authors as discrete Lyapunov functional, which indicates that the solution becomes more and more simple. We refer the references in [1] , in particular, Henry [9] , Matano [11] and Nickel [12] for related results. The Dirichlet boundary conditions in (1. 3) requires that u is either identical or never to be zero on both sides of Ω. This is true of course in the problems with some Dirichlet boundary conditions, but not necessarily to be true in the problems with Robin or free boundary conditions, since in these cases the following may occur:
w i (t) := u(ξ i (t), t) = 0 for some t, w i (t) := u(ξ i (t), t) = 0 for other t, i = 1, 2.
The main purpose of this paper is to extend Theorem A to such cases. One example is the problem with Neumann or Robin boundary conditions. For such problems we will prove the following result. 
, for i = 1 and/or i = 2, where β i (t) ≥ 0, then the conclusions in Theorem A remain hold.
Note that this theorem includes the problem with Neumann boundary conditions, without the additional assumptions a ≡ 1, b ≡ 0. Besides the Neumann and Robin boundary conditions, we will actually consider much more general cases, where the distribution of zeroes of w i can be very complicated, and the problems with Dirichlet, Neumann or Robin boundary conditions are just some special examples of our general result (see Theorem 1.2 and Remark 1.3 below).
For convenience, we give some notation. Let w(t) be a continuous function in [0, T ]. We call s ∈ [0, T ] a Z-moment of w if w(s) = 0, otherwise call it a N-moment of w. It is easily seen that, any time near a N-moment is also a N-moment, but this is not the case for a Z-moment. If fact, there are three possibilities before/after a Z-moment s:
(1) each t in a left/right neighborhood of s is a N-moment;
(2) each t in a left/right neighborhood of s is a Z-moment;
(3) there always exist a Z-moment and a N-moment in any left/right neighborhood of s. Totally we have 9 alternatives. So we call a Z-moment more precisely as a NZN-, NZZ-, NZX-, ZZN-, ZZZ-, ZZX-, XZN-, XZZ-or XZX-moment of w. For example, a NZX-moment s means (1) and (3) hold before and after s respectively. (For an arbitrary function w, all of these cases might be possible. However, we will see below that, XZ*-and *ZX-moments actually do not exist for the "good functions" w i (t) := u(ξ i (t), t), where * represents N, Z or X).
To extend Theorem A to the case (R), we use some assumptions. Assume u(x, t) is a classical solution of (1.1). Then all the Z-moments of
Finally, for a Z-moment s ∈ (0, T ) of w i , assume
For a general solution of (1.1) satisfying (H1)-(H3), we have the following result.
Theorem 1.2. Let T > 0, ξ 1 (t) < ξ 2 (t) be two continuous functions in [0, T ] and u(·, t) ≡ 0 for any t ∈ [0, T ] be a classical solution of (1.1). Assume (1.2), and further that (H1) holds, (H2) holds for NZ*-moments of u(ξ i (t), t) and (H3) holds for Z-moments of u(ξ i (t), t). Then
(iii) the interval (0, T ) consists of N-, ZZZ-, NZZ-, ZZN-and NZN-moments, and only finitely many ZZN-and NZN-moments. Moreover, Z(t) decreases strictly at s ∈ (0, T ):
s is a N-, ZZZ-or NZZ-moment, and u(·, s) has multiple zeroes in I(s); or (2) s is a NZN-or ZZN-moment.
To understand the above theorems we give some remarks.
Remark 1.3. We first remark that the assumption (H3) can be replaced by
since, as can be seen in Lemmas 2.5, 2.6 and Remark 2.7 below, (H3) * is a sufficient condition of (H3) in some sense. On the other hand, it is easy to verify that (H2) and (H3) * are satisfied for u(ξ i (t), t) if u satisfies one of the following typical boundary conditions:
(3) the zero Neumann condition u x (ξ i (t), t) ≡ 0; (4) Robin condition (1.5) . In other words, under any of these boundary conditions, the conclusions in Theorem 1.2 hold automatically without additional assumptions (H2), (H3) or (H3) * . As a consequence, Theorem 1.1 follows from Theorem 1.2 directly. However, in some free boundary problems, (H3) holds but (H3) * might not (see Proposition 3.2 and Remark 3.3). Hence we use (H3) instead of (H3) * in Theorem 1.2 so that our theorem includes all of these cases. Moreover, under the special boundary conditions like Neumann or Robin ones, at any Zmoment s of w i , ξ i (s) is a multiple zero, and so it must be isolated by (iii). Hence, not only *ZX-and XZ*-moments but also ZZZ-, NZZ-and ZZN-moments do not exist in such cases. Remark 1.4. In 1998, the conditions (1.2) in Theorem A was weakened by Chen in [3] as
In fact, by using the new variables
as in [1] , the new unknown w(y, s) = w(y(x, t), s(t)) := u(x, t) solves
for some S > 0, andb,c depending on a, a −1 , a t , a x , b, c. Hence, under the assumption (1.7), w satisfies the inequality |w s − w yy | ≤ M 1 |w y | + M 0 |w| for some M 0 , M 1 > 0. By the strong unique continuation property for W 2,1 p,loc solution w, Chen showed in [3] that (a)-(c) of Theorem A hold for w, so does for u. Using the results in [3] , we see that the assumption (1.2) in both Theorems 1.1 and 1.2 can be weakened as (1.7) (if necessary, one needs ξ 1 (t), ξ 2 (t) ∈ C 1 so that two sides of Ω can be straightened).
In 1996, Chen and Poláčik [4] proved the analogue of Theorem A for radially symmetric solution in a ball in R N : u(x, t) = u(|x|, t) = u(r, t) of the problem
Using the results in [4] and using a similar idea as in the next section one can prove the following result.
hold. Assume further that (H2) holds for NZ*-moments of u(ξ(t), t), (H3) holds for Z-moments of u(ξ(t), t). Then all the conclusions in Theorem 1.2 remain valid.
In particular, when u satisfies (1.8) and a Robin boundary condition u r (x, t) + β(t)u(x, t) = 0 for x = ξ 0 , t ∈ (0, T ) and some β(t) ≥ 0, then (H2) and (H3) hold and so the conclusions in Theorem 1.2 hold.
In section 2 we prove Theorem 1.2, and in section 3 we apply it to study some convergence results in parabolic equation with nonlinear or free boundary conditions.
Proof of the Main Theorems
Since Theorem 1.1 is a consequence of Theorem 1.2, and the proof of Theorem 1.5 is similar as that for Theorem 1.2. In this section we only prove Theorem 1.2.
2.1. Some preliminary lemmas. In this subsection we first consider a special case: ξ 2 (t) ≡ X and u(X, t) = 0 for all t ∈ (0, T ). Denote I(t) := [ξ 1 (t), X] as before. Proof. When s is a N-moment of w 1 , we have w 1 (t) = u(ξ 1 (t), t) = 0 for t ∈ (s − ǫ 0 , s + ǫ 0 ), for some ǫ 0 > 0. By continuity we can findx with 0 <x − ξ 1 (s) ≪ 1 and a small ǫ
When s is a ZZZ-moment of w 1 , we have u(ξ 1 (t), t) = 0 for t ∈ J 2 := [s − ǫ 2 , s + ǫ 2 ], for some ǫ 2 > 0. Using the new variable
Remark 2.2. From this lemma we know that on each side of Ω, u can not identically to be multiple zeroes in a time interval. Otherwise, if, there is an interval J such that x = ξ i (t) is a multiple zero of u(·, t) for all t ∈ J, then by the above lemma the number of zeroes decreases strictly at each t ∈ J. This is impossible. Consequently, under the Neumann condition (1.4) or the Robin condition (1.5), there are no ZZ*-and *ZZ-moments.
By the above lemma we can prove the following fact, which says that the number of zeroes in the interval [ξ 1 (t), ξ 2 (t)] is finite from the "very beginning".
Proof. Case 1. There exists ǫ > 0 such that all t ∈ (0, ǫ) are Z-moments of w 1 . If (0, ǫ) consists only Z-moments of w 2 , then as in the proof of Lemma 2.1 we can straighten the boundaries x = ξ i (t) (i = 1, 2) and use Theorem A to conclude that
On the other hand, if (0, ǫ) contains a sequence of N-moments {t j } of w 2 decreasing to 0, then it actually contains a sequence of open intervals R j (with t j ∈ R j and R j consists of Nmoments of w 2 ) decreasing to 0. In each interval R j we can use Lemma 2.1 to conclude that
Now we consider NZ*-moment s of w 1 (t) := u(ξ 1 (t), t). In this case, u has no zeroes on the boundary x = ξ 1 (t) in a short period before s, but has a zero ξ 1 (s) at time s. We will show that, the condition (H2) guarantees that ξ 1 (s) is not a new zero, it actually comes from an interior zero of u(·, t) for t < s. Again we consider the zeroes in the interval I(t) := [ξ 1 (t), X]. Lemma 2.4. Assume s is a NZ*-moment of w 1 satisfying (H2). Then
Proof. (1) Since, for some ǫ > 0, any t ∈ (s − ǫ, s) is a N-moment of w 1 , by the above lemmas, Z(t) < ∞, and there can exist at most finitely many values of t ∈ (s − ǫ, s) such that u(·, t) has multiple zeroes in I(t). Thus we can find ǫ 1 ∈ (0, ǫ) such that for t ∈ J 1 := (s − ǫ 1 , s), u(·, t) has only simple zeroes in I(t). Due to the simplicity, the zeroes of u(·, t), with t ∈ J 1 , can be expressed as smooth curves:
(2) For each k ∈ {1, ..., m}, we show the existence of the limit of γ k (t) as t ր s. Clearly
We may now apply [8, Theorem 2] or the results in [3, section 3] to u over the region {(x, t) | ξ 1 (t) ≤ x ≤ X, s − ǫ 2 ≤ t ≤ s}, with ǫ 2 > 0 sufficiently small, to conclude that u(x, s) ≡ 0 for x ∈ I(s), contradicting our assumption u(·, s) ≡ 0. Therefore x k := lim tրs γ k (t) exists for every k ∈ {1, ..., m}.
(3) To show x 1 = ξ 1 (s). Assume without loss of generality that u(ξ 1 (t), t) > 0 for t ∈ (s−ǫ, s). Arguing indirectly we assume that ξ 1 (s) < x 1 . Then in the region D 1 := {(x, t) | ξ 1 (t) < x < γ 1 (t), s − ǫ 1 < t ≤ s}, by the maximum principle, we have u(x, t) > 0. Since u(ξ 1 (s), s) = 0 and since ξ ′ 1 (s − 0) exists by (H2), we can apply the Hopf boundary lemma to deduce that u x (ξ 1 (s), s) > 0, contradicting our assumption (H2). This proves ξ 1 (s) = x 1 .
(4) Using the strong maximum principle in the region
(5) From (3) and (4) we immediately see that Z(t) = m ≥ Z(s) for t ∈ J 1 . This proves (2.4) for t ∈ J 1 .
Next we consider *ZN-, *ZZ-and *ZX-moments of w 1 . We will show that the assumption (H3) guarantees the following facts: the number of zeroes decreases strictly after a *ZN-moment, and remains non-increasing after a *ZZ-or *ZX-moment. First we consider *ZN-moments. Lemma 2.5. Assume s is a *ZN-moment of w 1 : for some ǫ > 0, u(ξ 1 (t), t) = 0 in (s, s + ǫ). Assume further that (H3) and Z(s) < ∞ hold. Then Then we consider *ZZ-and *ZX-moments.
Lemma 2.6. Assume s is a *ZZ-or *ZX-moment of w 1 . Assume further that (H3) and Z(s) < ∞ hold. Then
Proof. The proof is similar as in the previous lemma. The difference is the number of zeroes in the domain D := {(x, t) | ξ 1 (t) ≤ x ≤ z * , s < t < s + ǫ 1 }. We assume as above u > 0 on the bottom and right side of D. The assumption (H3) then implies that u ≥ 0 on the left boundary of D. Using the maximum principle in D we see that u > 0 in the interior of D. Thus, for each t ∈ (s, s + ǫ 1 ), u(·, t) has at most one zero ξ 1 (t) in the interval [ξ 1 (t), z * ]. The conclusion then follows.
Remark 2.7. The above two lemmas remain valid if we replace the assumption (H3) by (H3) * . In fact, though (H3) * itself is not enough to derive (H3), with the help of Z(s) < ∞, it is easily seen that at a *ZN-, *ZZ-or *ZX-moment the condition (H3) is always true when (H3) * holds.
In this sense we say that (H3) * is a "sufficient condition" of (H3).
Using the above lemmas we prove the diminishing property of the number of zeroes when t passes an A-type interval of w 1 , which means an interval of the form Moreover, in the third case, [s, r 1 ] is chosen so small that (2.6) holds for t ∈ (s, r 1 ]. Using the above lemmas we obtain the following result. Lemma 2.8. Let A be an A-type interval of w 1 . Then we have
As a consequence we can prove that w 1 actually has no *ZX-or XZ*-moments.
Proposition 2.9. The interval (0, T ) consists of only N-, ZZZ-, NZZ-, ZZN-and NZN-moments of w 1 , and only finitely many ZZN-and NZN-moments of w 1 .
Proof. Assume s is an XZ*-moment of w 1 . Then there are infinitely many A-type intervals
in (r 1 , s). By Lemma 2.1 we can assume Z(r 1 ) < ∞ without loss of generality. Each A k intersects with the next A k+1 in an open interval (r k+1 , s k+1 ). By the previous lemma, Z(t) decreases strictly when t passes each interval A k . This clearly contradicts Z(r 1 ) < ∞.
Next we assume s is a *ZX-moment of w 1 and Z(s) ≤ m. By Lemma 2.6 we have Z(t) ≤ m for t ∈ (s, s + ǫ), where ǫ > 0 can be as small as possible. We take ǫ > 0 so small that there are more than m + 1 A-type intervals on the right side of s + ǫ (this is possible since s is a *ZX-moment). Then as t passes these intervals Z(t) decreases strictly more than m + 1 times, a contradiction.
Therefore, in (0, T ) there are no *ZX-and XZ*-moments, but only N-, ZZZ-, NZZ-, ZZNand NZN-moments. Since Z(t) also decreases strictly when t passes a ZZN-or NZN-moment, we see that there are only finitely many of such moments. This proves the proposition.
2.2.
Proof of Theorem 1.2. First, we explain that to prove (ii) and (iii) in (0, T ) is equivalent to prove them locally in time, that is, to prove them for any s ∈ (0, T ) and any t 1 , t 2 near s: 0 < s − t 1 ≪ 1, 0 < t 2 − s ≪ 1. In fact, the conclusions (ii) and (iii) in (0, T ) follow by using such local results successively.
Second, for any s ∈ (0, T ), by our assumption u(·, s) ≡ 0 we can find an X = X(s) ∈ (ξ 1 (s), ξ 2 (s)) satisfying u(X, s) = 0. By continuity, there exists ǫ = ǫ(X, s) such that ξ 1 (t) < X < ξ 2 (t) and u(X, t) = 0 for all t ∈ [s − ǫ, s + ǫ].
Therefore, to prove the conclusions of (i)-(iii) of Theorem 1.2 near s, we only need to prove them in two domains Ω 1 (s, ǫ)
In Ω 1 (s, ǫ), the conclusions have been proved in the previous subsection. The proof in Ω 2 (s, ǫ) is similar. This completes the proof of Theorem 1.2.
Applications to problems with nonlinear or free boundary conditions
In this section we use the main theorem to prove some convergence results in parabolic equations with nonlinear or free boundary conditions.
3.1.
A problem with nonlinear boundary conditions. Consider
x ≥ 0, Assume, with Ω := [0, ∞) × (0, ∞), α ∈ (0, 1), 
and extended continuously to the case where u 1 = u 2 . Note that a, b, c satisfies the conditions in (1.7) by the hypothesis (H4) and the boundedness of u. Taking L > 1 large with spt(u 0 ) ⊂ [0, L − 1], we see that η s (L, t) > 0 for t with t − s > 0 small. By the maximum principle we have η s (x, t) > 0 for x ≥ L and t − s > 0 small. Since η s satisfies a Robin condition in (3.2), using Theorem 1.1 on [0, L] for small t−s, we conclude that Z [0,∞) [η s (·, t)] is finite, non-increasing and decreasing strictly at most finitely many times. Hence, for large t, η s (·, t) has fixed number of zeroes and all of them are simple ones. In the rest, one can use a similar argument as in [2, 10] to prove the conclusion. (In [10] a more general parabolic equation with Dirichlet boundary condition was considered).
3.2.
Reaction diffusion equations with Stefan free boundary conditions. Consider the following problem
Assume f ∈ C 1 , T -periodic in t and satisfies f (t, 0) ≡ 0. Such problems can be used to model the spreading of a new species, and have been studied in [5, 6, 7] etc.. It was proved that, for any C 2 function u 0 with support in [g 0 , h 0 ], the solution u of (3.3) exists globally; u x (x, t) > 0 for x ∈ (g(t), g 0 ) and u x (x, t) < 0 for x ∈ (h 0 , h(t)). In some examples, −g(t), h(t) → ∞ and the solution u may has an ω-limit P (x, t) (that is, u(x, t n + t) → P (x, t) as t n → ∞ locally uniformly in x, t ∈ R) which has an isolated local maximum γ(t) ∈ [g 0 , h 0 ] (The existence of such limit solution can be found in the problems with temporal homogeneous multistable f (u) (cf. [7] ), time-periodic bistable f (cf. [13] ) etc.). We now use our main theorems to show that γ(t) is actually a constant.
Proposition 3.2. Assume u(x, t) is a solution of (3.3) and P (x, t) is an ω-limit of u. If P (·, t) has an isolated local maximum point
Proof. Arguing indirectly we assume
Then there exist t * < t 0 < t * such that γ(t * ) < x 0 = γ(t 0 ) < γ(t * ). Since u(x, t n +t)−P (x, t) → 0 as t n → ∞, we see that, for large t n , x 0 is also a local maximum of u(·, s n ) for a time sequence {s n }. Hence, u x (x 0 , s n ) = 0. Consider the functions
From [7] we know that g i (t), h i (t) are all C 1+α loc functions, hence ξ i (t) satisfies the assumption (H1) in Section 1. Now we examine (H2) and (H3) by showing that all the Z-moments of w i (t) := η(ξ i (t), t) (i = 1, 2) are NZN-moments. Since the proof is similar, we only consider w 1 . Change x 0 slightly if necessary, we assume that w 1 (t) = η(ξ 1 (t), t) = 0 for small t (assume w 1 (t) < 0 without loss of generality), and that this remains true till t = s 1 . So s 1 is the first NZ*-moment of w 1 . As t increases and tends to s 1 , g 1 (t) moves leftward faster and catches up with g 2 (t) at t = s 1 , so −u 1x (ξ 1 (s 1 ), s 1 ) = g ′ 1 (s 1 ) ≤ g ′ 2 (s 1 ) = −u 2x (ξ 1 (s 1 ), s 1 ). This implies that η x (ξ 1 (s 1 ), s 1 ) ≥ 0. This verifies (H2) for i = 1 in case w 1 (t) < 0 before s 1 . The opposite case w 1 (t) > 0 before s 1 is proved similarly. From Lemma 2.4 and its proof we know that η(·, s 1 ) has finitely many zeroes , ξ 1 (s 1 ) = g 1 (s 1 ) = g 2 (s 1 ) is the leftmost one. Denotex the second zero from left (if there is no such zero, just choosex = ξ 2 (s 1 )) and write z := (ξ 1 (s 1 ) +x)/2. When η(z, s 1 ) > 0, we have η(x, s 1 ) > 0 for x ∈ (ξ 1 (s 1 ), z]. By the comparison principle for free boundary problems as in [6, 7] we have g 1 (t) < g 2 (t) and η(x, t) > 0 for (x, t) with ξ 1 (t) = g 2 (t) ≤ x < z, 0 < t − s ≪ 1. Therefore, (H3) holds and any t with 0 < t − s ≪ 1 is a N-moment of w 1 . Similarly, when η(z, s 1 ) < 0 we have g 2 (t) < g 1 (t) and so any t with 0 < t − s ≪ 1 is a N-moment of w 1 , and (H3) holds too. Now we can use Theorem 1.2 to conclude that η(·, t) has fixed number of zeroes for large t, and each zero is a simple one. This, however, contradicts our assumption η(0, s n ) = 0, η x (0, s n ) = 2u x (x 0 , s n ) = 0. Therefore, γ(t) must be a constant. Remark 3.3. From the above proof we see that in such free boundary problems (H3) is satisfied, while (H3) * is not easy to be verified though it is true in the problems with Dirichlet, Neumann and Robin boundary conditions (see Remark 1.3). Since (H3) * implies (H3) (see Remark 2.7), roughly speaking, (H3) is satisfied in the problems with all kinds of boundary conditions we mentioned. This is the reason we use (H3) instead of (H3) * in Theorem 1.2.
