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a b s t r a c t
Let {X∗1,n, X∗2,n, . . . , X∗n,n} be generalized order statistics based on a continuous distribution
function F with parameters k and (m1, . . . ,mn−1). Chen and Hu (2007) [8] investigated the
sufficient conditions on F andon the parameters k andmi’s such that (X∗0,n, X
∗
1,n, . . . , X
∗
n−1,n)≤disp(X∗1,n+1, X∗2,n+1, . . . , X∗n,n+1)≤disp(X∗1,n, X∗2,n, . . . , X∗n,n), where X∗0,n ≡ 0, and ≤disp is
the Shaked–Shanthikumar multivariate dispersive order. Since the order ≤disp does not
possess the closure property under marginalization, one may naturally wonder whether
the corresponding multivariate margins of the above random vectors are also ordered in
the order ≤disp. This is answered affirmatively in this paper. Some comparison results for
generalized order statistics from two samples are presented. Potential applications are also
mentioned.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X and Y be two random variables with distribution functions F and G, respectively. X is said to be smaller than Y in
the dispersed order, denoted by X ≤disp Y or F ≤disp G, if
F−1(β)− F−1(α) ≤ G−1(β)− G−1(α) whenever 0 < α < β < 1,
where F−1 and G−1 are the left continuous inverses of F and G, respectively. The univariate dispersive order has been studied
extensively; see Jeon et al. [1], Müller and Stoyan [2], and Shaked and Shanthikumar [3]. In the past ten years, several
attempts have been made to extend the dispersive order from the univariate to the multivariate, and to establish such
multivariate dispersive orderings for several stochastic models. Among them are Belzunce et al. [4,5], Belzunce and Ruiz [6],
Burkschat [7], Chen and Hu [8], Fernádez-Ponce and Suárez-Llorens [9], Khaledi and Kochar [10], Shaked and Shanthikumar
[11], Zhuang and Hu [12], and the references therein.
The following multivariate dispersive order was introduced in Shaked and Shanthikumar [11] via the monotonicity of
two conditional quantiles. Let X = (X1, . . . , Xn) be a random vector with joint distribution function F . Denote by F1 the
marginal distribution function of X1, and denote by Fi|1,...,i−1(·|x1, . . . , xi−1) the conditional distribution function of Xi given
that X1 = x1, . . . , Xi−1 = xi−1 for i = 2, . . . , n. For each u = (u1, . . . , un) ∈ (0, 1)n, define
x1(u) = F−11 (u1)
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and, by induction,
xi(u) = F−1i|1,...,i−1(ui|x1(u), . . . , xi−1(u)), i = 2, . . . , n.
Similarly, for another random vector Y = (Y1, . . . , Yn)with joint distribution function G, define
y1(u) = G−11 (u1),
and, by induction,
yi(u) = G−1i|1,...,i−1(ui|y1(u), . . . , yi−1(u)), i = 2, . . . , n.
ThenX is said to be smaller than Y in Shaked–Shanthikumarmultivariate dispersive order, denoted byX≤disp Y, if yi(u)−xi(u)
is increasing in (u1, . . . , ui) ∈ (0, 1)i for i = 1, . . . , n.
The purpose of this paper is to established Shaked–Shanthikumar multivariate dispersive ordering for multivariate
marginals of generalized order statistics (GOSs), extending some known results in the literature. The main results are stated
and proved in Section 3. In Section 2 we recall the definition of GOSs and give the motivation of such a study. Potential
applications are mentioned in Section 4.
Throughout, ‘increasing’ and ‘decreasing’ mean ‘non-decreasing’ and ‘non-increasing’, respectively. For any distribution
function F , F = 1− F denotes its survival function. Also, we denote by [X |A] any random variable whose distribution is the
conditional distribution of X given event A.
2. Motivation
We first recall the concept of GOSs, which was introduced in Kamps [13,14] as a unification of several models of
ascendingly ordered random variables. Let F be an absolutely continuous distribution function with density f . Let n ≥ 1,
k > 0 and m˜n = (m1, . . . ,mn−1) ∈ Rn−1 be parameters such that γn,n = k and
γr,n = k+
n−1∑
j=r
(mj + 1) > 0, r = 1, . . . , n− 1, (2.1)
(m˜n arbitrary if n = 1). If the random variables {X(i,n,m˜n,k), i = 1, . . . , n} possess a joint density of the form
h(x1, . . . , xn) =
(
n∏
j=1
γj,n
)(
n−1∏
i=1
[
F(xi)
]mi f (xi)) [F(xn)]k−1 f (xn)
for all x1 ≤ x2 ≤ · · · ≤ xn, then they are called GOSs based on F . Sometimes, for the notational easy, the GOSs
{X(i,n,m˜n,k), i = 1, . . . , n} are also abbreviated as {X∗i,n, i = 1, . . . , n}.
Belzunce and Ruiz [6], and Belzunce et al. [4] established Shaked–Shanthikumar multivariate dispersive ordering for
ordinary order statistics from two samples and for epoch times of two nonhomogeneous Poisson processes, respectively.
Note that ordinary order statistics and record values are two subfamilies of GOSs.More generally, [5], and [8] comparedGOSs
in Shaked–Shanthikumar multivariate dispersive ordering. To state the following results, recall that a distribution function
F with supportR+ is said to be DFR (decreasing failure rate) if log F(x) is convex onR+.
Theorem 2.1 (Belzunce et al. [5]). Let
{
X(i,n,m˜n,k), i = 1, . . . , n
}
and
{
Y(i,n,m˜n,k), i = 1, . . . , n
}
be GOS s based on continuous
distribution functions F and G, respectively. If F ≤disp G, then(
X(1,n,m˜n,k), X(2,n,m˜n,k), . . . , X(n,n,m˜n,k)
)≤disp (Y(1,n,m˜n,k), Y(2,n,m˜n,k), . . . , Y(n,n,m˜n,k)) . (2.2)
Theorem 2.2 (Chen and Hu [8]). Let
{
X(i,n,m˜n,k), i = 1, . . . , n
}
and
{
X(i,n+1,m˜n+1,k), i = 1, . . . , n + 1
}
be GOS s based on a
continuous distribution function F with F(0) = 0, m˜n+1 = (m˜n,mn) and mi ≥ −1 for each i. If F is DFR, then(
0, X(1,n,m˜n,k), . . . , X(n−1,n,m˜n,k)
)≤disp (X(1,n,m˜n,k), X(2,n,m˜n,k), . . . , X(n,n,m˜n,k)) , (2.3)(
X(1,n+1,m˜n+1,k), X(2,n+1,m˜n+1,k), . . . , X(n,n+1,m˜n+1,k)
)≤disp (X(1,n,m˜n,k), X(2,n,m˜n,k), . . . , X(n,n,m˜n,k)) . (2.4)
If, in addition, mn ≤ min{m1, . . . ,mn−1}, then(
0, X(1,n,m˜n,k), . . . , X(n,n,m˜n,k)
)≤disp (X(1,n+1,m˜n+1,k), X(2,n+1,m˜n+1,k), . . . , X(n+1,n+1,m˜n+1,k)) . (2.5)
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Since the order ≤disp does not possess the closure property under marginalization, one may naturally wonder whether
the corresponding multivariate margins of the random vectors in (2.2)–(2.5) are also ordered in the order ≤disp. This is
answered affirmatively in this paper. More precisely, under the same conditions as in Theorems 2.1 and 2.2, it is shown that(
X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k)
)≤disp (Y(p1,n,m˜n,k), Y(p2,n,m˜n,k), . . . , Y(pr ,n,m˜n,k)) ,
and that(
X(p1+i,n+j,m˜n+j,k), X(p2+i,n+j,m˜n+j,k), . . . , X(pr+i,n+j,m˜n+j,k)
)
is increasing in i ∈ {0, 1} with j = 0 or with j = i, and decreasing in j ∈ {0, 1} with i = 0 in the sense of the order ≤disp,
where p1 < p2 < · · · < pr . Some comparison results for generalized order statistics from two samples are also presented.
The proofs of Theorems 2.1 and 2.2 are based on the Markov property and transition probabilities of GOSs from a
continuous distribution, which can be exploited to derive the explicit expressions of the conditional distribution function of
X(j+1,n,m˜n,k) given X(ν,n,m˜n,k) = xν for ν = 1, . . . , j. However, this method cannot be applied to prove the main results in this
paper. Our proofs in this paper rely heavily on the following proposition, which gives a stochastic representation of GOSs in
terms of partial sums of independent exponential random variables.
Proposition 2.3 (Cramer and Kamps [15, Theorem 3.1], Hu and Zhuang [16, Lemma 2.1]). Let {X(i,n,m˜n,k), i = 1, . . . , n} be
GOS s based on a continuous distribution function F , and let B1,n, . . . , Bn,n be independent exponential random variables with
parameters γ1,n, . . . , γn,n, respectively, where γn,n = k. Then
(
X(1,n,m˜n,k), X(2,n,m˜n,k), . . . , X(n,n,m˜n,k)
) st= (ΨF (B1,n),ΨF (B1,n + B2,n), . . . ,ΨF ( n∑
i=1
Bi,n
))
, (2.6)
where ΨF (x) = F−1
(
e−x
) = F−1(1− e−x) for x ∈ R+, and st= means equality in distribution.
3. Main results
To prove the main results in this section, we need the following two lemmas. Recall that a random variable X with
distribution function F is said to be smaller than another random variable Y with distribution function G in the usual
stochastic order, denoted by X ≤st Y , if F(x) ≥ G(x) for all x ∈ R or, equivalently, E[φ(X)] ≤ E[φ(Y )] for all increasing
functions φ such that the expectations exist. For more details, see Shaked and Shanthikumar [3]. It is easy to see that X ≤st Y
if and only if F−1(u) ≤ G−1(u) for all u ∈ (0, 1). This property will be used in the sequel.
Lemma 3.1. Let {Bi,n, 1 ≤ i ≤ n, n ≥ 1} be a sequence of independent random variables such that Bi,n is exponential distributed
with parameter γi,n for each pair (i, n), where γi,n is defined in (2.1) and mi ≥ −1 for each i. Let r, s, p, q ∈ {1, . . . , n} such that
p ≥ r and q− p ≥ s− r > 0. Then
(a)
s∑
i=r
Bi,n≤st
q∑
i=p
Bi,n,
s∑
i=r
Bi,n≤disp
q∑
i=p
Bi,n;
(b)
s∑
i=r
Bi,n+1≤st
q∑
i=p
Bi,n,
s∑
i=r
Bi,n+1≤disp
q∑
i=p
Bi,n.
(c) If, in addition, mn ≤ min{m1, . . . ,mn−1}, then
s∑
i=r
Bi,n≤st
q+1∑
i=p+1
Bi,n+1 and
s∑
i=r
Bi,n≤disp
q+1∑
i=p+1
Bi,n+1.
Proof. Observing thatmi ≥ −1 for all i, and
γr,n = k+ n− r +Mr = k+
n−1∑
j=r
(1+mj), r = 1, . . . , n,
it follows that γi,n is decreasing in i,
γj,n ≤ γj,n+1, j = 1, . . . , n,
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and that
γj+1,n+1 ≤ γj,n, j = 1, . . . , n,
if mn ≤ min{m1, . . . ,mn−1}. The rest of the proof follows from the proofs of Theorems 3.1 and 3.4 in [16]. This completes
the proof. 
Lemma 3.2. Let Ψ : R+ → R and hi : R+ → R+ (i = 1, 2) be increasing functions. If Ψ is convex, and if h2−h1 is increasing
and nonnegative, then Ψ (h2(x))− Ψ (h1(x)) is increasing.
Throughout this section, for any two r-dimensional random vectorsX and Y, denote by Fi andGi themarginal distribution
functions of Xi and Yi for each i, respectively, and denote by Fi|1,...,i−1(·|x1, . . . , xi−1) and Gi|1,...,i−1(·|y1, . . . , yi−1) the
conditional distribution functions of [Xi|X1 = x1, . . . , Xi−1 = xi−1] and [Yi|Y1 = y1, . . . , Yi−1 = yi−1], respectively, for
i = 2, . . . , r .
Theorem 3.3. Let {X(i,n,m˜n,k), i = 1, . . . , n} be GOSs based on a continuous distribution function F with mi ≥ −1 for each i. If
F is DFR, then(
X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k)
)≤disp (X(q1,n,m˜n,k), X(q2,n,m˜n,k), . . . , X(qr ,n,m˜n,k)) , (3.1)
where 1 ≤ p1 < · · · < pr , q1 < · · · < qr ≤ n such that qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 ≥ 0.
Proof. Fix {pi} and {qi}which satisfy the conditions of the theorem, and denote
X = (X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k))
and
Y = (X(q1,n,m˜n,k), X(q2,n,m˜n,k), . . . , X(qr ,n,m˜n,k)) .
By Proposition 2.3, there exists a sequence of exponential random variables B1,n, . . . , Bn,n with respective parameters
γ1,n, . . . , γn,n such that (2.6) holds. For any 1 ≤ s < t ≤ n, define
Cs,t =
t∑
i=s
Bi,n,
and denote by Vs,t the distribution function of Cs,t . Since
P
[
X(p1,n,m˜n,k) ≤ y
] = P [ΨF (C1,p1) ≤ y] = V1,p1(Ψ−1F (y)), ∀ y,
it follows that
x1(u) = F−11 (u1) = ΨF
(
V−11,p1(u1)
)
, u ∈ (0, 1)r .
Note that, for 2 ≤ s ≤ r ,
P
[
X(ps,n,m˜n,k) ≤ z|X(p1,n,m˜n,k) = x1, . . . , X(ps−1,n,m˜n,k) = xs−1
]
= P
[
ΨF
(
s∑
i=1
Cpi−1+1,pi
)
≤ z
∣∣∣∣∣ΨF (C1,p1) = x1, . . . ,ΨF
(
s−1∑
i=1
Cpi−1+1,pi
)
= xs−1
]
= P [ΨF (Ψ−1F (xs−1)+ Cps−1+1,ps) ≤ z]
= Vps−1+1,ps
(
Ψ−1F (z)− Ψ−1F (xs−1)
)
,
where p0 = 0. Thus, by induction, we have
xs(u) = F−1s|1,...,s−1(us|x1, . . . , xs−1) = ΨF
(
s∑
i=1
V−1pi−1+1,pi(ui)
)
, u ∈ (0, 1)r , (3.2)
for s = 2, . . . , r . Similarly,
y1(u) = G−11 (u1) = ΨF
(
V−11,q1(u1)
)
, u ∈ (0, 1)r ,
and
ys(u) = G−1s|1,...,s−1(us|y1, . . . , ys−1) = ΨF
(
s∑
i=1
V−1qi−1+1,qi(ui)
)
, u ∈ (0, 1)r , (3.3)
for s = 2, . . . , r .
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We now prove that ys(u)− xs(u) is increasing in u for each s = 1, . . . , r . To see it, define
h1(u1, . . . , us) =
s∑
i=1
V−1pi−1+1,pi(ui),
h2(u1, . . . , us) =
s∑
i=1
V−1qi−1+1,qi(ui).
By Part (a) in Lemma 3.1, we have
Cpi−1+1,pi ≤st Cqi−1+1,qi , Cpi−1+1,pi ≤disp Cqi−1+1,qi ,
which imply that V−1qi−1+1,qi(ui) − V−1pi−1+1,pi(ui) is nonnegative and increasing in ui for each i. Thus, h2(u1, . . . , us) −
h1(u1, . . . , us) is nonnegative and increasing in ui for each i. On the other hand, ΨF is strictly increasing and convex since F
is DFR. Therefore, by Lemma 3.2, it follows that
ys(u)− xs(u) = ΨF (h2(u1, . . . , us))− ΨF (h1(u1, . . . , us))
is increasing in u. This completes the proof. 
Theorem 3.4. Let {X(i,n,m˜n,k), i = 1, . . . , n} be GOS s based on a continuous distribution function F with mi ≥ −1 for each i. If
F is DFR, then(
X(p1,n+1,m˜n+1,k), X(p2,n+1,m˜n+1,k), . . . , X(pr ,n+1,m˜n+1,k)
)
≤disp
(
X(q1,n,m˜n,k), X(q2,n,m˜n,k), . . . , X(qr ,n,m˜n,k)
)
, (3.4)
where 1 ≤ p1 < · · · < pr , q1 < · · · < qr ≤ n such that qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 ≥ 0.
Proof. Denote by X and Y the vectors in the left and right hand sides of (3.4), respectively, and use the same notations as
those in the proof of Theorem 3.3. For any 1 ≤ s < t ≤ n, define
Ds,t =
t∑
i=s
Bi,n+1,
and denote byWs,t the distribution function of Ds,t . Then
xs(u) = F−1s|1,...,s−1(us|x1, . . . , xs−1) = ΨF
(
s∑
i=1
W−1pi−1+1,pi(ui)
)
and
ys(u) = G−1s|1,...,s−1(us|y1, . . . , ys−1) = ΨF
(
s∑
i=1
V−1qi−1+1,qi(ui)
)
for u ∈ (0, 1)r and s = 1, . . . , r . By Lemma 3.1(b) and 3.2, the rest of the proof is similar to that of Theorem 3.3 and, hence,
omitted. 
Theorem 3.5. Let {X(i,n,m˜n,k), i = 1, . . . , n} and {X(i,n+1,m˜n+1,k), i = 1, . . . , n+ 1} be GOS s based on a continuous distribution
function F with m˜n+1 = (m˜n,mn) and mi ≥ −1 for each i. If F is DFR, and if mn ≤ min{m1, . . . ,mn−1}, then(
X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k)
)≤disp (X(q1,n+1,m˜n+1,k), X(q2,n+1,m˜n+1,k), . . . , X(qr ,n+1,m˜n+1,k)) , (3.5)
where 1 ≤ p1 < · · · < pr , q1 < · · · < qr ≤ n+ 1 such that qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 > 0.
Proof. Denote by X and Y the vectors in the left and right hand sides of (3.5), respectively, and use the same notations as
those in the proofs of Theorems 3.3 and 3.4. Then
xs(u) = F−1s|1,...,s−1(us|x1, . . . , xs−1) = ΨF
(
s∑
i=1
V−1pi−1+1,pi(ui)
)
and
ys(u) = G−1s|1,...,s−1(us|y1, . . . , ys−1) = ΨF
(
s∑
i=1
W−1qi−1+1,qi(ui)
)
for u ∈ (0, 1)r and s = 1, . . . , r . The desired result now follows from Lemma 3.1(c) and 3.2. This completes the proof. 
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From Theorems 3.3–3.5, it follows that if F is DFR andmi ≥ −1 for each i, then(
X(p1+i,n+j,m˜n+j,k), X(p2+i,n+j,m˜n+j,k), . . . , X(pr+i,n+j,m˜n+j,k)
)
is increasing in i ∈ {0, 1} with j = 0, decreasing in j ∈ {0, 1} with i = 0, and increasing in i ∈ {0, 1} with j = i (under
additional assumption thatmn ≤ min{m1, . . . ,mn−1}) with respect to Shaked–Shanthikumarmultivariate dispersive order,
where p1 < p2 < · · · < pr .
The next theorem establishes the multivariate dispersive ordering between GOSs from two samples, generalizing
Theorem 2.1.
Theorem 3.6. Let {X(i,n,m˜n,k), i = 1, . . . , n} and {Y(i,n,m˜n,k), i = 1, . . . , n} be GOS s based on continuous distribution functions
F and G, respectively. If F ≤disp G, then(
X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k)
)≤disp (Y(p1,n,m˜n,k), Y(p2,n,m˜n,k), . . . , Y(pr ,n,m˜n,k)) ,
where 1 ≤ p1 < p2 < · · · < pr ≤ n.
Proof. The proof is similar to that of Theorem 3.5 by using the fact that F ≤disp G implies that ΨG(x) − ΨF (x) = G−1(1 −
e−x)− F−1(1− e−x) is increasing in x ∈ R+. 
Let {X(i,n,m˜n,k), i = 1, . . . , n} and {Y(i,n,m˜n,k), i = 1, . . . , n} be GOSs based on continuous distribution functions F and G,
respectively. We have the following immediate consequences of the above main theorems.
Corollary 3.7. Assume that mi ≥ −1 for each i. If F ≤disp G, and if either F or G is DFR, then(
X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k)
)≤disp (Y(q1,n,m˜n,k), Y(q2,n,m˜n,k), . . . , Y(qr ,n,m˜n,k)) ,
where 1 ≤ p1 < · · · < pr , q1 < · · · < qr ≤ n such that qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 ≥ 0.
Corollary 3.8. Assume that mi ≥ −1 for each i. If F ≤disp G, and if either F or G is DFR, then(
X(p1,n+1,m˜n+1,k), X(p2,n+1,m˜n+1,k), . . . , X(pr ,n+1,m˜n+1,k)
)≤disp (Y(q1,n,m˜n,k), Y(q2,n,m˜n,k), . . . , Y(qr ,n,m˜n,k)) ,
where 1 ≤ p1 < · · · < pr , q1 < · · · < qr ≤ n such that qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 ≥ 0.
Corollary 3.9. Assume that mi ≥ −1 for each i, and mn ≤ min{m1, . . . ,mn−1}. If F ≤disp G, and if either F or G is DFR, then(
X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k)
)≤disp (Y(q1,n+1,m˜n+1,k), Y(q2,n+1,m˜n+1,k), . . . , Y(qr ,n+1,m˜n+1,k)) ,
where 1 ≤ p1 < · · · < pr , q1 < · · · < qr ≤ n+ 1 such that qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 > 0.
Remark 3.10. As suggested by one referee, it is interesting to investigate conditions under which analogous results hold
for some multivariate stochastic orders which are not closed under marginalization. One of such orders is the dynamic
multivariate hazard rate order (see Shaked and Shanthikumar [3], Sect. 6.D.3). This question is worthy of our further study
in the future.
4. Applications
4.1. Comparisons of subfamilies of GOSs
Choosing the parameters k and m˜n = (m1, . . . ,mn−1) in the model of GOSs appropriately, several other models of
ordered random variables are seen to be particular cases. For example, ordinary order statistics, record values, k-record
values (see Kamps [13,14]); progressive type II right censored order statistics (see Balakrishnan [17]); order statistics under
multivariate imperfect repair (see Belzunce et al. [5]). Therefore, the main results in Section 3 can be applied to provide
stochastic comparisons of GOSs of these subfamilies with respect to Shaked–Shanthikumar multivariate dispersive order.
4.2. Probability inequalities
Shaked and Shanthikumar [11] introduced condition X≤disp Y to identify pairs of multivariate functions φ(X) and φ(Y)
of X and Y that are ordered in the st:icx order. A random variable X is said to be smaller than Y in the st:icx order,
denoted by X ≤st:icx Y , if E[h(X)] ≤ E[h(Y )] for all increasing functions h, and if Var (h(X)) ≤ Var (h(Y )) for all increasing
convex functions h. Recall that a random vector X = (X1, . . . , Xn) is said to be CIS (Conditionally Increasing in Sequence) if
P(Xi > t|X1 = x1, . . . , Xi−1 = xi−1) is increasing in (x1, . . . , xi−1) for each i = 2, . . . , n and each t . They prove the following
result: Let X and Y be two n-dimensional nonnegative CIS random vectors. If X≤disp Y, then
φ(X)≤st:icx φ(Y)
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for all increasing and directionally convex functions φ : Rn+ → R. A function φ is said to be directionally convex if
φ(x2)+ φ(x3) ≤ φ(x1)+ φ(x4)
for all xi ∈ Rn, i = 1, 2, 3, 4, such that x1 ≤ x2 ≤ x4, x1 ≤ x3 ≤ x4 and x1 + x4 = x2 + x3. Directionally convexity neither
implies, nor is implied by, conventional convexity. If φ is twice differentiable then it is directionally convex if and only if
all its second derivatives are nonnegative. For more on directionally convex functions, see Marinacci and Montrucchio [18],
Müller and Scarsini [19], or Shaked and Shanthikumar [20].
Notice that GOSs based on a continuous distribution possess CIS property. The main results in Section 3 can be used
to establish the st:icx orderings of many pairs of multivariate functions of GOSs, deriving several interesting and useful
probability inequalities. Here, we give a example to illustrate potential applications of the main results in Section 3. For
example, from Theorem 3.3, it follows that
Corollary 4.1. Under the same assumptions as in Theorem 3.3, we have
φ
(
X(p1,n,m˜n,k), X(p2,n,m˜n,k), . . . , X(pr ,n,m˜n,k)
)≤st:icx φ (X(q1,n,m˜n,k), X(q2,n,m˜n,k), . . . , X(qr ,n,m˜n,k)) ,
for all increasing and directionally convex functions φ : Rr → R, where 1 ≤ p1 < · · · < pr , q1 < · · · < qr ≤ n such that
qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 ≥ 0.
In particular, choose k = 1 and mi = −1 for each i, corresponding to the model of record values. An immediate
consequence of Corollary 4.1 is
Corollary 4.2. Let {XL(1), XL(2), . . .} be upper record values based on a sequence of independent and identically distributed
random variables with continuous distribution function F . If F is DFR, then
φ
(
XL(p1), . . . , XL(pr )
)≤st:icx φ (XL(q1), . . . , XL(qr ))
for all increasing and directionally convex functions φ : Rr → R, where 1 ≤ p1 < · · · < pr , q1 < · · · < qr such that
qr − pr ≥ qr−1 − pr−1 ≥ · · · ≥ q1 − p1 ≥ 0.
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