Introduction
In recent years, there has been a growing interest in modelling emotional reactions inside the perception-action loop of an autonomous robot. One of the motivations of this trend is that an emotional system may introduce complex planning and decision making capabilities in robots in a simple and flexible way. Current proposals presented in the literature, e.g. [2] , [4] , [6] , 1131, [18] , [21] , model emotions mainly at a very low level; essentially as parameters for the coordination module of the basic robot behaviours. Among the various psychological theories of emotion (e.g. [5] , [20] , [Ill, [15] , [IO] , [la]), in our proposal we agree with cognitive theory of emotions proposed in [19] . According with this theory, when the real situations of the scene mismatch the system expectations, a suitable emotional context is generated. In this way, the sequence of robot actions is modified in order to realign the real context and expectations according the aimed goal. In the proposed architecture, emotions are represented by enhancing the conceptual space (CS) [I21 of the robot.
The architecture has been implemented in the robotic hand system operating at the Robotics Laboratory of the University of Palermo. The system (see Figure 3 .a) is made of an anthropomorphic robotic hand with four lingers built by GraalTech (Genova, Italy) and a low-cost stereo pair.
In the following, section 2 exploits the Conceptual spaces, section 3 shows how robotic emotions are included, 
Conceptual Spaces
The implemented cognitive architecture is organized in three computational areas (see Figure I ). The subconceptual area processes the visual data coming out fioin the video camera. It provides the geometric parameters describing the perceived scene. In the linguistic area, instead, representation and processing are based on the formalism of probabilistic reasoning based on Bayesian network (or more in general based on logic-oriented formalism). Between this two areas there is the conceptual area including emotional modules and founded on Conceptual spaces [12] .
The architecture is completed by the planning and control module, whicb translates the generated high level plans in suitable low level commands for the robotic hand.
The knowledge of the system is organized by the conceptual space: it is a metric space whose dimensions are related with the quantities processed by the robot sensors. A point in the conceptual space is called knoxel. In the implemented robot vision system, in the case of static scenes, a knoxel corresponds to a geon-like 3D geometric primitive, i.e., a superquadric [9] . It should be noted that the robot itself is a knoxel in its conceptual space. Therefore, the perceived objects, as the robot itself, other robots, the surrounding obstacles, all correspond to suitable sets of knoxels in the robot's CS. Some dimensions of the CS are related to the knoxel's shape, while other dimensions are related to the displacement in space. The conceptual space therefore contains all the information needed to the robot to describe the represented objects in symbolic terms and contemporary to act in its environment. To account for the representation of dynamic scenes, the robot CS is generalized to represent moving and interacting entities [9] : every knoxel corresponds to a simple motion of a superquadric, expressed by adding suitable dimensions in CS that describe the variation in time of the knoxel.
Since information represented in the conceptual area is referred to knowledge of the scene, it is necessary to decide where the problem of the inconsistence between real sensorial data and system expectations is solved. In our model we propose a direct comparison between the conceptual space derived 6om last perceived real scene and the internal anticipative representation. The anticipative representation is an expanded conceptual space that represents the evolution of the scene and corresponds to a particular motivation and goal of the system. Such process can be considered as a predictor filter: the anticipative representation is responsible for projecting forward (in time) the current perception; the perceptual data coming 6om the sensors are used to correct, if necessary, the prediction.
The dynamic conceptual space lets the agent to imagine possible future interactions with the objects in the environment: the interaction between the agent and a generic object is represented as a sequence of sets of knoxels that is imagined and simulated in the conceptual space before the interaction really happens in the real world. Such sequence, representing the planned behaviour, is processed in order to produce a sequence (stream) of expected situations. This level of representation can be considered as the agent mental imagery. The loop of imagination, simulation and action is at the basis of the planning capabilities of the agent.
Different levels of knowledge are represented and processed in Conceptual Space by the definition of three subspaces: the Perceptual Space, the Situation Space and, the Action Space.
The Perceptual Space (PS)
The Subconceptual Area is directly linked to the Perceptual Space. Its task is to deeply understand the postures and movements of the buman band. To this aim, we need the exact 3D reconstruction of the hand to individuate the orientation and reciprocal position with other body parts (arms, face, and so on). Our method, described in details in [14], uses fingertips as features, extracted 6om gray level images with black background. Each finger (except the thumb) is considered as planar manipulator. The hand postures is defined reconstructing its joint angles, and the standard Kalman filter is used to track the fingertips in the image sequence and to compute the 31) coordinates of each of them.
The Situation Space (SS)
Conceptual spaces may represent moving and interacting entities 191. Every knoxel now corresponds to a simple motion of a geon, expressed by adding suitable dimensions in the conceptual space that describe the variation in time of the hoxel. For example, considering the knoxel describing a rolling ball, the robot's dynamic conceptual space takes into account not only the shape and position of the ball, but also its speed and acceleration as added dimensions [17] .
The example corresponds to a situation in the sense that the motions in the scene occur simultaneously, i.e., they correspond to a single configuration of knoxels in the conceptual space. To consider a composition of several motions arranged according to a temporal sequence, we introduce the notion of action: an action corresponds to a "scattering" 60m one situation to another one in the conceptual space. We assume that the situations within an action are separated by instantaneous events. In the transition between two subsequent configurations, a "scattering" of at least one knoxel occurs.
The Action Space (AS)
To consider a composition of several motions arranged according to a temporal sequence, we introduce the notion of action in the sense of Allen [I] . An action corresponds to a "scattering" &om one situation to another situation of knoxels in the conceptual space. We assume that the situations within an action are separated by instantaneous events. In the transition between two subsequent configurations, a ''scattering" of at least one knoxel occurs. This corresponds to a discontinuity in time that is associated to an instantaneous event. For example, the action of a human band while opening may be represented as a double scattering of the hoxels representing the phalanxes.
The capabilities of the dynamic
Conceptual Space.
As stated in previous paragraphs, the dynamic conceptual space lets the agent to imagine possible future interactions with the objects in the environment. Moreover, more complex mechanism may be easily included in the cognitive system. The conceptual space level of representation has all the capabilities to describe the perception, attention, planning and reflection processes as the basis of human appraisal. Moreover, the conceptual space may be easily generalid in order to represent emotions. A mechanism of focus of attention may be modelled in the conceptual space by letting the agent to suitably scan the current sets of knoxels in order to select the most relevant aspects of a perceived scene. Agent selfconsciousness may be generated by a second order conceptual space, in the sense that each second-order knoxel at time t corresponds to the inner perception of the first-order conceptual space by at time t-1, i.e., to the perception at a previous time of the configuration of fustorder knoxels representing the agent itself and the other current entities.
To summarize, a conceptual space may represent all the processes at the basis of appraisal. The space may be easily generalid towards an "affective" dynamic space in order to represent the emotion components. A suitable number of dimensions may be added that take into account the "affective" evaluations of the perceived entities. In this new "affective" conceptual space, a knoxel or a group of knoxels is now characterized not only by shape and motion, but also by the associated arousal, action tendency, attentional orientation, and so on.
The vision system generates the perceptive part of the knoxel, i.e., the object shape with speed and acceleration, and the emotional system generates the corresponding emotional reaction. In tums, the emotional reaction is employed to choose the best sequence of robot action to manage the current situation. It should be noted that cluster of points in CS which correspond to categories are now related both with shape and motion and with emotional reactions. The categories of entities are therefore coloured with emotions.
In our architecture, the emotional state of the robot arises when the robot experiences discrepancies between its own motivations, i.e., its long term goals represented in CS, which may be multiple and contrasting ones, and the current states of affairs. For example, the robot is in an emotional state of happiness when, during the execution of its current plan, the robot will expect to effectively satisfy its own motivations. Instead, the robot is in emotional state of sadness, when the sequence of actions it is executing will not allow the robot to satisfy some major motivation goals because of external or internal unexpected events, i.e., the execution of the plan failed for some reason. The emotional system generates emotions by means of the anticipative representations, as described in the section 2.
The robot generates a plan in order to satisfy one or more motivations. The dynamic CS representation lets the robot to generate expectations by anticipating the interactions with the user hand. The interaction is modelled as a sequence of sets of hoxels in CS that can be imagined and simulated in the robot's CS before the interaction really happens in the real world. Such sequence is processed in order to produce the agent mental imagery stream. These capabilities are adopted to compare the expected results of the action, i.e., the mental imagery, as they were simulated during plan generation, and the effective results according the current perception (see Figure 2) . When the system expectations mismatch the perceived situation, a suitable emotional context is generated, and it is associated with a set of action possibilities. Then, the emotional system starts up the generation of a plan patch, i.e., a transition between the current plan and a suitable sequence of actions that realigns the plan expectations with the current perceptions. In this sense, according to [19] emotions arises at the junctures of plans.
In this way, the sequence of robot actions is modified in order to take into account of the inconsistencies between the planned behaviour and the real situation. Therefore the cognitive evaluation of the complete or partial failure of the current plan leads to the generation of an emotive context, responsible of the activation of associated behaviours. The mismatching between the planned behaviour and the real situation can be a smooth inconsistence or a strong incompatibility. In the case of smoothing inconsistence, the plan is locally modified. In the second case, the plan is interrupted, and there is a transition to a dysphoric emotion mode. The current goal can be changed, the plan temporarily abandoned and the current models of the world revised. 
Motivations and Emotions in Conceptual Area
Not all the concepts in conceptual space have the same prominence, i.e., the same importance at the same time. The prominence of a concept may be modelled by means of a circle in CS centred on the corresponding prototype t i with radius r,. If the concept c, is more prominent than c2 in the current situation, then rI >> r2 holds: i.e., the prominence circle of k, is greater than the prominence circle of k2 .The concept knoxels and their prominence circles are the basis for the generalized Voronoi tessellation of CS ,according with the given distance. The motivations of the system are described in terms of suitable stable configurations of attractor points in the described conceptual spaces, while the expectations are generated h m the current perceptions and the current system state. When the motivations mismatch the expectations of the agent, a suitable emotional context is generated that dynamically change the prominence of the concept knoxels. In this way, the course of robot actions is modified in order to realign motivations and expectations. The link between the conceptual space representation of the robot and the robot behaviour system is described in details in [SI.
Emotions may be more or less related with specific concepts: when the robot is in the pleasant state, i.e., motivations match expectations, its emotional system generates a response for all of the perceived moving objects. Instead, in the fear state, the emotional system generates a response for the possibly dangerous objects. In the former case, the emotional system affects the prominence circles of all of the concept knoxels, while in the latter case, the emotional system only affects the prominence circles of the concept knoxels corresponding to some moving objects (see Figure 3) . It should be noted that a concept knoxel with its prominence circle describes the corresponding entity (part, situation or action) according with the current emotional context. The vision system of the robot thus generates the perceptive part of the knoxel and the robot emotional system generates the corresponding emotional context, represented in the corresponding CS by means of the prominence circle.
Experimentations
We adopted an experimental setup that allowed us to measure the degree of human-robot interactions. In this setup, human user plays the Rock, Paper, Scissors game against the robotic hand (see Figure 4) .
We may distinguish two main player emotional profiles: the aggressive profile which tend to use rock, and the controlled profile which tends to use scissor. The user of paper is a sort of intermediate between the two profiles. When the system recognizes an emotional profile, e.g., the aggressive profile, the emotional dimensions related with aggressive emotions grow up. In this case, the system is able to anticipate rock moves than the other moves.
The system not only perceives the user emotions, but it also generates the inner emotions related with its own performances during the game. If the system responses are correct, the system is in the pleasure state, and the emotional dimensions of knoxels are only related with the profile of the player. When the system is losing the game, it enten in a concemed emotional state, and the emotional dimensions of the current profile start to grow down. When the system is continuing to lose the game, it enters in a frustrated emotional state and the emotions associated with knoxels change to have a transition between the current emotional profile and another profile. The role of emotions is then to manage the mismatch between system motivations and expectations to reach the pleasure emotional state.
The system has played 500 matches against human user which uses a fixed strategy named "gambit composition". After approximately 250 matches the system completely learned the behaviour of the human player and obtained a success rate near to 72%. Previous results, obtained with a similar architecture without the emotional system [4] showed a similar learning profile but a success rate near 61%. The proposed emotion system allows the architecture for an improvement in success rate, mainly because the emotional system makes the whole architecture more able to adapt its strategy on line. 
Conclusions
In this paper we have presented a robot cognitive architecture that integrates artificial vision, artificial emotions and symbolic knowledge representation by means of a rich and expressive conceptual representation where affective computing takes place. The role of artificial emotions is to handle the expectation and confirmation mechanism at the basis of the evolution of the architecture. Experimental results exploit the advantages of this kind of approach.
