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BDP produkt pasovne širine in zakasnitve 
DTLS varnost transportnega sloja datagrama 
FEC vnaprejšnje popravljanje napak 
HTB hierarhično vedro z žetoni 
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PRR sorazmerno zmanjševanje hitrosti 
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RTO iztek časovnika za ponovno pošiljanje 
RTT obhodni čas 
SCTP prenosni protokol s krmiljenjem toka 
TCP protokol za krmiljenje prenosa 
TLP preverjanje izgube na repu prenosa 
TLS varnost transportnega sloja 




V diplomskem delu je predstavljena študija protokola za hitre internetne 
povezave na osnovi protokola uporabniškega datagrama (angl. Quick User Datagram 
Protocol Internet Connections - QUIC), ki ga je zasnoval Google za pospešitev 
spletnega prenosa. Najprej opisujemo delovanje in zgradbo protokola, za tem ga pa 
primerjamo s protokolom za krmiljenje prenosa (angl. Transmission Control 
Protocol – TCP). Za ocenitev njegovega vpliva na spletno učinkovitost v primerjavi s 
protokolom za prenos hiperteksta (angl. Hypertext Transfer Protocol – HTTP) 1.1 in  
2.0 merimo čas nalaganj spletne strani v različnih pogojih. 
QUIC dosega primerljive ali boljše rezultate v večini primerov, razen pri 
izgubnem prenosu povprečne spletne strani, kjer HTTP/1.1 prenos opravi preko več 
vzporednih povezav. QUIC je v splošnem bolj učinkovit pri količini podatkov, ki so 









This thesis presents the study of protocol QUIC (Quick UDP Internet 
Connections) that was designed by Google in order to speed up Web transport. First 
we describe the operation and structure of protocol, then we compare it to protocol 
TCP. To evaluate its impact on Web performance, we conduct a series of page load 
time measurements in different conditions and compare it to protocols HTTP/1.1 and 
HTTP/2. 
QUIC provides comparable or better results in most cases, except for transfer of 
an average Web page in a lossy network environment, where HTTP/1.1 transfers data 
through parallel connections. QUIC improves on amount of data needed to transfer a 
Web page, except for single file transfer in a lossless network environment, where both 
HTTP versions provide better results. 
 
 





1  Uvod 
Odkar obstaja splet, se razvija vsebina, ki nam jo ponuja in protokoli, s katerimi 
se ta vsebina dostavlja uporabniku. V začetku je bila za ogled statične strani zahtevana 
le ena tekstovna datoteke in mogoče še kaj slikovnih, danes pa število zahtevkov 
nenehno narašča, saj strani vsebujejo vedno več objektov z različnih lokacij, ki na eni 
strani ponujajo raznovrstne storitve uporabniku, po drugi pa ponudnika oskrbujejo s 
podatki za nadaljnjo obdelavo. Večje število zahtev upočasnjuje odzivnost spletnih 
strani, ponudnik s počasno stranjo pa izgublja uporabnike in z njimi denar. 
Zaradi počasnega razvoja protokola za krmiljenje prenosa (angl. Transmission 
Control Protocol - TCP), so se pri Googlu posvetili pohitritvi interneta s protokoli, ki 
delujejo v uporabniškem prostoru. Najprej so na protokolu TCP razvili SPDY (angl. 
izg. speedy - hiter), ki ga je nadomestil protokol za prenos hiperteksta 2.0 (angl. 
Hypertext Transfer Protocol 2.0 - HTTP/2), sedaj pa razvijajo protokol za hitre 
internetne povezave na osnovi protokola uporabniškega datagrama (Quick User 
Datagram Protocol Internet Connections - QUIC), da bi izboljšali odzivnost spletnega 
brskanja in odpravili slabosti protokolov, ki delujejo preko TCP. 
Namen diplomske naloge je preučiti protokol QUIC in ga primerjati s protokoli, 
ki delujejo preko TCP. Nalogo smo razdelili na tri dele. V prvem je predstavitev 
protokola, njegovega delovanja in zgradbe. V drugem je primerjava s TCP, kjer so 
predstavljene bistvene razlike. V zadnjem delu smo z meritvami v različnih pogojih 
primerjali učinkovitost protokolov QUIC, HTTP/2 in HTTP/1.1 pri spletnem prenosu.  
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2  Protokol QUIC 
QUIC je eksperimentalen odprt protokol za zanesljiv in multipleksiran transport 
preko protokola uporabniškega datagrama (angl. - User Datagram Protocol - UDP), ki 
je vedno šifriran in je ekvivalenten sklopu protokolov TCP, varnost transportnega sloja 
(angl. Transport Layer Security - TLS) in HTTP/2. Primerljivo protokolu TCP, QUIC 
preko UDP skrbi za povezavnost, zanesljivost in krmiljenje zamašitev, za varnost 
primerljivo protokolu TLS in omogoča multipleksiranje in krmiljenjem pretoka 
primerljivo protokolu HTTP/2. 
Za boljšo odzivnost uvaja hitrejše povezovanje z nič obhodnimi časi (angl. 
Round Trip Time - RTT) v večini primerov, v to smer pa je navdihnil tudi razvoj 
protokola TLS 1.3. QUIC se na nov način spoprijema s težavami, ki pestijo 
uveljavljene rešitve, hkrati pa je od njih prevzel veliko elementov, ki so v uporabi že 
desetletja, jih poskuša optimizirati in dodaja novejše mehanizme, ki so še v fazi 
testiranja. Po prvem neuspelem poskusu se razvija druga različica mehanizma za 
vnaprejšnje popravljanje napak (angl. Forward error correction - FEC), v načrtu pa je 
tudi podpora za večpotje (angl. Multipath). 
2.1  Razlogi za QUIC 
QUIC si veliko sposoja od že uveljavljenih rešitev. V tem poglavju bomo 
predstavili, zakaj je za to potreben nov protokol oziroma zakaj ne bi uporabili enega 
od že obstoječih transportnih protokolov in ga primerno posodobili. 
Pri načrtovanju protokola so si avtorji zastavili več ciljev. Prvi je, da se protokol 
lahko hitro razširi po internetu, z enostavno namestitvijo na uporabniške naprave brez 
skrbniških pravic in posegov v jedro sistema, kar lahko močno pospeši razvoj 
protokola. Drugi cilj je zmanjšanje vpliva blokade na čelu vrste, ko izgubljen paket 
ene struje blokira prenos ostalih struj multipleksiranega prenosa. Tretji pomemben cilj 
pa je, da se izboljša odziv spletnega prometa z zmanjševanjem števila obhodnih časov 
pri povezovanju in med prenosom (ponovno pošiljanje paketov), saj ob vedno večji 
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razpoložljivi pasovni širini, odzivnost ovirajo predvsem prenosne in propagacijske 
zakasnitve. Učinkovit način za pohitritev prenosa je zmanjšanje števila potovanj med 
končnima točkama, kar lahko dosežemo z vzpostavitvijo povezave z nič obhodi in z 
vnaprejšnjim popravljanjem napak med prenosom podatkov. 
Med obstoječimi protokoli je prenosni protokol s krmiljenjem toka (angl. Stream 
Control Transmission Protocol - SCTP) tisti, ki je najbolj podoben protokolu QUIC, 
ker združuje ideje UDP z nekaterimi elementi TCP za zanesljivo delovanje in 
krmiljenje zamašitev in podpira multipleksiran način prenosa. SCTP preko protokola 
za varnost transportnega sloja datagrama (angl. Datagram Transport Layer Security - 
DTLS) deluje preko UDP, takšna konfiguracija pa za vzpostavitev povezave potrebuje 
štiri obhode, zato ne izpolnjuje tretjega cilja avtorjev protokola QUIC za zmanjšanje 
latence [1]. 
Razvoj obstoječih transportnih protokolov je počasen, zato je koristno, da 
protokol deluje v uporabniškem prostoru in testiranje poteka skupaj z razvojem. Poleg 
tega pa nekatere vmesne naprave in požarni zidovi v internetu blokirajo ali ovirajo 
prenos, ki ne teče preko TCP in UDP protokolov, tako da je potreben razvoj protokola 
preko UDP, ker za TCP zaenkrat še ni rešitve, ki bi rešila problem blokade na čelu 
vrste. 
2.2  Način delovanja 
Bistvena značilnost delovanja protokola QUIC je, da varno povezavo večini 
primerov vzpostavi z nič obhodi, kar pomeni, da odjemalec lahko začne pošiljati 
aplikacijske podatke še pred prejemom strežnikove potrditve. Za krmiljenje zamašitev 
se v osnovi uporablja TCP Cubic algoritem, dodanih pa je še nekaj novejših 
algoritmov, ki so še v fazi testiranja. Prenos podatkov pa poteka po multipleksiranih 
strujah znotraj ene povezave. 
2.2.1  Vzpostavitev povezave 
QUIC pri vzpostavljanju varne povezave zmanjšuje število obhodnih časov z 
združevanjem transportnega in varnostnega dela povezave. QUIC zaenkrat uporablja 
svoj šifrirni protokol z imenom QUIC-Crypto, v prihodnosti pa ga bo zamenjal TLS 
1.3, ki ga v času nastajanja protokola QUIC še ni bilo, starejše različice pa potrebujejo 
za vzpostavitev varne povezave več kot en obhod. QUIC s svojim Crypto protokolom 
za vzpostavitev varne povezave potrebuje največ en obhod (razen v primeru dodatnih 
varnostnih korakov), kadar pa se odjemalec in strežnik že poznata in ne gre za prvo 
povezovanje, pa bo povezava vzpostavljena z nič obhodi. 
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Za vzpostavitev varne povezave se na strežniku nahajajo statični parametri, ki 
lahko ostanejo nespremenjeni več dni in začasni parametri, ki trajajo eno minuto. 
Statični parametri so potrebni za vzpostavitev povezave z nič obhodi, začasni pa za 
kasnejšo kratkotrajno zaščito iste povezave. Začasni parametri se ne uporabljajo za 
samo eno povezavo, ampak za več povezav znotraj ene minute, ker naj bi bila razlika 
v varnosti zanemarljiva, s tem pa strežniku ni potrebno generirat novih ključev za 
vsako povezavo. 
Pri vzpostavljanju prve povezave (slika 2.1), odjemalec o strežniku še ne ve 
ničesar, zato bo najprej poslal začetno sporočilo (oskubljena različica CHLO - Client 
Hello), s katerim bo poskušal od strežnika pridobiti podatke za vzpostavitev povezave 
in dokaz o avtentičnosti podatkov. Ta korak se lahko ponavlja, če strežnik noče poslati 
neznanemu naslovu celotnega dokaza o avtentičnosti podatkov naenkrat. Strežnik 
odgovarja s sporočilom za zavrnitev (REJ - Reject), v katerem je lahko žeton, s katerim 
se odjemalec naslednjič identificira. Vsaka zavrnitev odjemalcu omogoča napredek pri 
vzpostavljanju povezave. Po prejemu statičnih parametrov ima odjemalec vse, kar 
potrebuje, da bo lahko v prihodnje vzpostavil povezavo z nič obhodi (s polnim CHLO 
sporočilom) in poslal aplikacijske podatke še preden bo dobil strežnikov odgovor, s 
katerim bo povezava potrjena (SHLO - Server Hello). Pred strežnikovim odgovorom 
je lahko količina poslanih aplikacijskih podatkov omejena, saj se lahko zgodi, da se 
začetni parametri spremenijo in bi odjemalec dobil negativen odgovor z novimi 
parametri, kar bi pomenilo, da so vsi poslani podatki izgubljeni in jih bo potrebno 
poslati še enkrat, šifrirane z novim ključem. Po prejemu prvega šifriranega paketa se 
nešifrirani podatki ne upoštevajo več. Strežnik v pozitivnem odgovoru (SHLO) pošlje 
začasne parametre, s katerimi lahko takoj začne šifrirati podatke, odjemalec pa po 




Slika 2.1:  Vzpostavitev povezave z neznanim strežnikom 
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Za hitrejši odziv se končni točki, hkrati s transportnim in šifrirnim 
povezovanjem, dogovarjata tudi za različico protokola, ki jo bosta uporabili. Na 
začetku odjemalec pošilja strežniku pakete, v katerih je zapisana izbrana različica 
protokola, ki jo uporablja. V vsakem takšnem paketu je prisotna zastavica, ki sporoča, 
da je zapisana tudi različica protokola, vse dokler odjemalec ne dobi od strežnika 
paketa brez zastavice. Različica je dogovorjena, ko strežnik prejme paket odjemalca 
brez zastavice. Kasnejše, zakasnele, pakete s to zastavico bo strežnik ignoriral, 
dogovorjena različica pa bo v uporabi do konca trajanja povezave. 
Lahko se zgodi, da strežnik ne podpira različice določene s strani odjemalca. V 
tem primeru bo poslal poseben paket z zastavico, v katerem bodo naštete različice, ki 
jih podpira. Odjemalec bo po prejemu strežnikovega paketa z zastavico izbral 
sprejemljivo različico iz vsebujočega seznama in ponovno poslal vse pakete z novo 
različico. Zastavica je ponovno prisotna v vseh paketih, dokler odjemalec ne prejme 
paketa brez zastavice. V teh primerih, ko strežnik ne podpira izbrane različice, se 
povezava ne more vzpostaviti z nič obhodi, zato pride do zakasnitve enega obhoda. 
Različica, ki jo določi odjemalec, in seznam različic, ki ga pošlje strežnik, so 
vključeni tudi v šifrirno dogovarjanje, da lahko obe strani primerjata, če sta dobili 
verodostojne podatke in s tem preprečita napad, pri katerem bi napadalec dosegel 
izbiro starejše različice. 
Povezava se v QUIC identificira z naključno 64-bitno številko, ki jo določi 
odjemalec, in omogoča neprekinjen prehod na drugo omrežje, kjer se zamenja IP 
naslov. Samodejno pa se opravi tudi kriptografsko preverjanje, ker se šifrirni ključ ne 
spremeni. Obstaja tudi možnost, da se identifikator povezave opusti in privarčuje na 
pasovni širini, kadar se IP naslovi in vrata za čas trajanja povezave ne spreminjajo. 
Med povezovanjem končni točki nastavita še velikost začetnih oken za krmiljenje 
pretoka, če je potrebno pa tudi največjo velikost zamašitvenega okna. Večinoma za 
eksperimentalne namene, se razne možnosti povezave lahko spreminja (sprememba 
zamašitvenega algoritma, začetnega okna, ipd.). 
2.2.2  Multipleksiran prenos podatkov 
Po vzoru HTTP/2 se podatki, razdeljeni v okvirje, pri protokolu QUIC 
izmenjujejo po dvosmernih strujah. Strujo lahko začne ali konča katerakoli stran 
povezave, istočasno pa je v eni povezavi lahko odprtih več struj. Multipleksiranje struj 
omogoča več zahtev in odgovorov v eni povezavi. Morebitna izguba paketa z vsebino 
ene struje bo vplivala samo na določeno strujo, druge struje bodo lahko nemoteno 
delovale dalje in ne bo prišlo do blokiranja na čelu vrste. 
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Struje se odpira implicitno, s poslanim okvirjem za določeno strujo. Identificira 
se jih z monotono naraščajočim celim številom od 1 dalje, od katerih so sode 
namenjene strežniku, lihe pa odjemalcu, da ne pride do konflikta pri katerem bi obe 
strani odprli strujo z enakim identifikatorjem. Struji z identifikatorjem 1 in 3 sta 
rezervirani, prva za vzpostavljanje povezave (QUIC-Crypto) in druga za prenos 
stisnjenih glav ostalih struj. Struja s stisnjeno glavo lahko utrpi blokiranje na čelu vrste, 
ker mora biti razširjena v istem vrstnem redu kot je bila stisnjena. 
Strujo lahko konča katerakoli stran. Normalna zaključitev se zgodi, ko pošiljatelj 
sporoči konec struje in čaka na potrditev prejemnika. Struja je popolnoma zaključena, 
ko pošiljatelj prejme potrditev prejemnika. V primeru, ko se struja prekine pred 
zaključkom prenosa, pa pride do nenadne zaključitve. Pri tej zaključitvi pa mora 
prejemnik, ko sporoči prekinitev pošiljatelju, še vedno upoštevati podatke na 
prekinjeni struji, dokler ne dobi potrdila od pošiljatelja, da je struja zaključena. Če pa 
prekinitev sproži pošiljatelj, pa prejemniku sporoči koliko podatkov je bilo poslanih, 
ker lahko prispejo kasneje kot prekinitev. To je potrebno za pravilne izračune pri 
krmiljenju pretoka povezave. 
2.2.3  Krmiljenje pretoka 
Krmiljenje pretoka pri protokolu QUIC deluje tako na nivoju povezave kot na 
nivoju struje. Pretok krmilita samo končni točki, posredniki pa na to nimajo vpliva, 
ker je vsebina šifrirana. Končni točki nastavita začetno velikost posameznega okna 
glede na razpoložljive vire in ju oglašujeta med dogovarjanjem v CHLO in SHLO 
sporočilih. 
Za vsako strujo posebej prejemnik pošiljatelju pošilja absolutni odmik struje v 
zlogih, do katerega lahko pošiljatelj pošilja podatke. Tako je količina podatkov, ki jo 
pošiljatelj lahko pošlje, enaka razliki odmika, ki ga je sporočil prejemnik in količine, 
ki jo je pošiljatelj že poslal. Na sprejemni strani se okno polni, ko prejema podatke in 
prazni, ko jih porablja. Glede na najvišji prejeti odmik (vmes lahko del podatkov 
manjka) bo prejemnik sporočil nov absolutni odmik, ko bo več kot polovica okna 
praznega. Nov odmik bo enak vsoti porabljenih podatkov in največje velikosti 
prejemnega okna.  
Krmiljenje po strujah omogoča, da počasna struja ne zavira drugih pri pošiljanju, 
na nivoju povezave pa se omeji količina vseh podatkov, ki jo prejemnik lahko prejme 
za določeno povezavo. Krmiljenje deluje na enak način kot pri struji, le da se upošteva 
okno določeno za povezavo, odmiki posameznih struj pa se seštevajo. Ob nenadni 
prekinitvi struje se morajo upoštevati podatki, ki so še napoti, drugače lahko pride do 
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prekinitve povezave, če prejemnik prejme preveč podatkov, ali pa se prenos ustavi, če 
pošiljatelj čaka na nov odmik, ko prejemnik čaka na nove podatke. 
Za samodejno prilagajanje največje velikosti prejemnega okna je implementiran 
podoben algoritem kot pri TCP. Algoritem začne z majhnim oknom in ga lahko samo 
povečuje. Idealna velikost je malo večja od produkta pasovne širine in zakasnitve 
(angl. Bandwidth Delay Product - BDP) do soležnika. Pri premajhnem oknu mora 
prejemnik sporočiti nov odmik vsak obhodni čas, pri idealnem pa bo frekvenca 
nekoliko manjša. Da velikost okna ne zraste preveč, algoritem določa tudi zgornjo 
mejo. 
2.2.4  Krmiljenje zamašitev 
Krmiljenje zamašitev je v protokolu QUIC implementirano v obliki vtičnika. 
Privzeti algoritem je QUIC Cubic, ki je TCP Cubic z nestandardnimi nastavitvami. 
Implementiran je tudi Reno algoritem. 
QUIC vsebuje tudi nekatere novosti, ki so bile predstavljene v zadnjih letih 
predvsem za prenos majhne količine podatkov in za izogibanje zamašitvam. Med temi 
je algoritem za preverjanje izgube na repu prenosa (angl. Tail Loss Probe - TLP), s 
katerim se izogiba čakanju na iztek časovnika za ponovno pošiljanje (angl. 
Retransmission Timeout - RTO) ob koncu prenosa tako, da po določenem času 
ponovno pošlje zadnji paket in s potrditvijo na ta paket ugotovi, kaj je potrebno še 
poslati. Iz istega razloga je implementiran je tudi mehanizem za zgodnje ponovno 
pošiljanje (angl. Early Retransmit), ki zmanjša prag za sprožitev hitrega ponovnega 
pošiljanja, kadar je zamašitveno okno majhno, časovniku RTO pa je dodana še 
zakasnitev četrtine obhodnega časa, ki zmanjša število nepotrebnih ponovnih pošiljanj. 
Implementiran je tudi algoritem za sorazmerno zmanjševanje zamašitvenega okna 
(angl. Proportional Rate Reduction - PRR), ki ob izgubi zmanjša velikost okna čim 
bližje pragu počasnega zagona. Izogibanju zamašitvam pa je namenjen algoritem za 
pošiljanje paketov v enakomernem tempu (angl. Packet Pacing), saj v nekaterih 
primerih ni najbolje, da se pošlje vse pakete kolikor hitro je mogoče. Paketi na poti do 
cilja prečkajo veliko vmesnih naprav, ki imajo na voljo končno količino 
medpomnilnika, kar ob zapolnitvi povzroči izgubo paketov. 
Pri protokolu QUIC ima vsak paket svojo sekvenčno številko, tudi ponovno 
poslani paketi, kar omogoča razločevanje njihovih potrditev od originalnih. Vsaka 
potrditev ima zapisan čas zakasnitve od prejema paketa do časa, ko se pošlje njegova 
potrditev, kar omogoča z monotono naraščajočo številko paketa natančnejše računanje 
povprečnega obhodnega časa. Potrditve lahko vsebujejo do 256 potrjenih nizov med 
katerimi so manjkajoči nizi. Izgubljeni paketi so poslani z novo sekvenčno številko, 
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zato mora pošiljatelj sporočati številko paketa, do katere mu ni potrebno čakati na 
pogrešane pakete. 
2.2.5  Prekinitev povezave 
Povezava se lahko prekine s paketom ali okvirjem, ki sporoči konec povezave, 
ko so vsi podatki preneseni ali če pride do nenadne prekinitve. Pošiljatelj lahko tudi 
opozori, da se bo povezava kmalu zaključila, kar pomeni, da ne bo odpiral nobene 
nove struje. Povezava se prekine tudi, ko je določen čas, dogovorjen ob povezovanju, 
neaktivna (privzeto 30 sekund). V tem primeru je možna tudi tiha prekinitev, brez 
sporočanja prekinitve, ki bi lahko prejemnika na primer zbudila iz stanja 
pripravljenosti. 
2.3  Zgradba paketov in okvirjev 
QUIC med končnima točkama prenaša pakete. Paketi se delijo na navadne in 
dva posebna paketa, od katerih se eden uporablja za prekinitev povezave (angl. Public 
Reset), drugi pa za dogovarjanje glede različice protokola (angl. Version Negotiation), 
ki bo uporabljena. Navadni paketi prenašajo okvirje, ki se tudi delijo na navadne in 
posebne. 
Paketi so avtenticirani, koristna vsebina pa šifrirana. Javni del glave, ki ni šifriran 
je še vedno avtenticiran. Avtenticiran ni le paket za prekinitev povezave. 
Velikost QUIC paketov naj bi bila dovolj majhna, da v nižjih slojih na poti ne bi 
povzročila fragmentacije. Ugotavljanje največje prenosne enote poti je še v razvoju. 
2.3.1  Javna glava 
Vsi paketi imajo na začetku javno glavo velikosti od 2 do 19 zlogov, v pakete 
šifrirane z začetnim ključem (SHLO), pa strežnik lahko doda še izpeljano polnilo (32 
zlogov), s katerim zagotovi, da začetni ključi niso podvojeni. Na sliki 2.2 je prikazana 
shema javne glave brez izpeljanega polnila, ki bil bilo vrinjeno pred številko paketa. 
Številke v oklepajih pomenijo velikost polja v bitih. 
 
Slika 2.2:  Shema javne glave 
V prvem 8-bitnem polju so zastavice, ki določajo tip paketa in označujejo katera 
polja so prisotna v glavi. Tip določata zastavici VERSION in RESET, prva zastavica 
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pa v odjemalčevih paketih označuje prisotnost polja z različico. Dve zastavici sta 
namenjeni prisotnosti in velikosti polja s sekvenčno številko paketa, prisotnosti polj z 
identifikatorjem povezave in z izpeljanim polnilom pa je namenjena po ena zastavica. 
Od preostalih dveh je ena še neuporabljena, ena pa rezervirana za večpotje. 
Polju zastavic sledi 64 bitno polje z identifikatorjem povezave (Connection ID), 
ki je prisotno v vsakem paketu, razen kadar se za identifikacijo uporablja kombinacija 
IP naslova in vrat na obeh straneh. 
Različica protokola je zapisana v 32-bitnem polju v vsakem paketu, ki ga pošlje 
odjemalec, dokler različica ni dogovorjena. Strežnik lahko odjemalcu pošlje Version 
Negotiation paket, ki je opisan v naslednjem poglavju. 
Na koncu glave je polje s sekvenčno številko paketa, ki je del navadnih paketov, 
ki prenašajo okvirje. Velikost polja je lahko 8, 16, 32, ali 48 zlogov. Štetje paketov se 
začne pri 1, sekvenčno številko pa dodeli pošiljatelj. 
2.3.2  Posebna paketa 
Pri procesiranju zastavic se najprej preveri prisotnost RESET zastavice, s katero 
se ugotavlja, če gre za Public Reset paket, ki prekine povezavo.  Če zastavice RESET 
ni, se preveri prisotnost VERSION zastavice. Ta zastavica v paketih, ki prihajajo od 
strežnika, pomeni, da gre za Version Negotiation paket. V paketih, ki jih pošlje 
odjemalec, pa pomeni, da gre za navaden paket, ki vsebuje polje z različico protokola. 
Odsotnost obeh zastavic pomeni, da gre za navaden paket brez različice. 
Version Negotiation paket pošlje strežnik, ko ne podpira ponujene različice 
protokola. Sestavljen je iz polja zastavic in identifikatorja povezave, temu pa v 32 
bitnih poljih sledijo različice protokola, ki jih strežnik podpira. 
Public Reset paket je prav tako sestavljen iz polja zastavic in identifikatorja 
povezave, temu pa kodirano kot pri Crypto dogovoru sledi oznaka PRST (Public 
Reset). Na koncu so v paru oznaka-vrednost še dokazno polnilo, številka zavrnjenega 
paketa in IP naslov z vrati odjemalca za razhroščevanje. 
2.3.3  Navadni paketi in okvirji 
Razen javne glave, ki je samo avtenticirana, so navadni paketi v celoti šifrirani 
in avtenticirani. Najprej morajo biti dešifrirani podatki AEAD (Authenticated 
Encryption with Associated Data), ki sledijo javni glavi, za tem pa je možno dešifrirati 
še vsebino paketa iz katere dobimo zaporedje okvirjev. 
Tudi med okvirji obstajajo posebni in navadni okvirji, ki se ločijo glede na prvo 
8-bitno polje, ki določa tip okvirja. Pri navadnih okvirjih so v tem polju uporabljeni le 
biti, ki določajo tip. Pri posebnih okvirjih so za zastavice v uporabi tudi ostali biti. Vsi 
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tipi so predstavljeni na sliki 2.3. Okvirji se lahko nahajajo samo znotraj enega samega 
paketa in se ne delijo na več paketov. 
 
Slika 2.3:  Tipi okvirjev 
STREAM, ACK in CONGESTION_FEEDBACK so trije posebni okvirji, 
vendar se slednji, ki je poskusni okvir, namenjen pošiljanju dodatnih informacij o 
zamašitvah, trenutno ne uporablja. 
Okvir STREAM je prikazan na sliki 2.4. Tip je določen z enim zlogom. 
Uporablja se za odpiranje struje, pošiljanje podatkov in zapiranje struje s pošiljateljeve 
strani (pol-zaprto stanje). Identifikaciji struje (Stream ID) je namenjeno drugo polje 
dolžine do 32 bitov, v prvem polju pa dve zastavici določata dolžino identifikatorja. V 
tretjem polju je zapisan odmik podatkov v zlogih. Trije biti v prvem polju sporočajo 
dolžino tretjega polja, v katerem je zapisan odmik. V primeru, če paket ni do konca 
zapolnjen s podatki, je tu še 16 bitno polje, ki vsebuje dolžino podatkov, en bit iz 
prvega polja pa sporoča prisotnost tega polja. Okvir z zadnjim sklopom podatkov 
prenaša tudi FIN bit (v prvem polju), ki sporoča konec pretoka podatkov in zapiranje 
struje. FIN bit se lahko prenese tudi s praznim okvirjem, brez podatkov. 
 
Slika 2.4:  Zgradba okvirja STREAM 
ACK okvir pošiljatelju sporoča, katere pakete je prejel in kateri manjkajo. 
Vsebuje od 1 do 256 nizov potrjenih paketov, manjkajoče pa je treba ponovno poslati 
z novo številko. Za omejitev števila nizov pa druga stran sporoča najnižjo sekvenčno 
številko paketa, ki še ni bila potrjena s STOP_WAITING okvirjem, ki je opisan 
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kasneje. Potrjevanje paketov je nepreklicno in vsak potrjen velja za prejetega. Če je 
potrjen paket, ki ni bil poslan, se pa povezava prekine zaradi možnosti napada. Zgradba 
ACK okvirja je na sliki 2.5. 
 
Slika 2.5:  Zgradba okvirja ACK 
V prvem polju ACK okvirja sta po dva bita namenjena tipu okvirja, dolžini polj 
z nizi prejetih paketov in dolžini polja z najvišjo sekvenčno številko prejetih paketov. 
Od preostalih dveh je eden neuporabljen, eden pa sporoča prisotnost več kot enega 
niza s prejetimi paketi. Naslednje je polje spremenljive velikosti, v katerem je zapisana 
najvišja sekvenčna številka prejetih paketov. V tretjem polju je s 16 biti zapisan čas, 
ki je pretekel od prejema najvišjega paketa do oddaje ACK okvirja. V naslednjem 
sklopu so nizi prejetih paketov, začenši z opcijskim 8-bitnim poljem za primer z več 
nizi. V njem je zapisano število nizov poleg prvega, temu pa sledi prvo polje z dolžino 
niza. V primeru več nizov se nato ponavljajo polja s presledkom med sosednjima 
nizoma in polja z dolžino naslednjega niza. V zadnjem sklopu so polja z različnimi 
časovnimi žigi prejetih paketov. Prvo 8-bitno polje navaja število časovnih žigov v 
paru s sekvenčno številko paketa, kateremu potem ponavljajoče sledijo polja s 
sekvenčno številko paketa in polja s časovnim žigom. Sekvenčna številka je 
predstavljena v 8 bitih z razliko do najvišje prejete, časovni žigi pa prvi z 32 biti od 
začetka povezave, drugi pa s 16 biti od predhodnega žiga. 
STOP_WAITING okvir se periodično pošilja v nasprotno smer kot ACK okvir 
in sporoča najnižji nepotrjen paket, da se zmanjša količina nizov v ACK okvirju. 
Sestavljen je iz dveh polj. V prvem je določen samo tip, v drugem pa je zapisana 
razlika sekvenčne številke trenutnega paketa do najnižjega nepotrjenega. Dolžina polja 
je enaka dolžini polja s sekvenčno številko trenutnega paketa (določena v javni glavi), 
v katerem se ta okvir prenaša. 
Za krmiljenje pretoka se uporablja okvir WINDOWS_UPDATE, s katerim 
prejemnik, v obliki absolutnega odmika v zlogih, sporoča pošiljatelju koliko podatkov 
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je pripravljen sprejeti. Odmik je zapisan v 64-bitnem polju, ki sledi tipu in 32 bitnemu 
identifikatorju struje, ki je v tem primeru lahko enak 0, če se odmika nanaša na 
povezavo. 
Okvir BLOCKED, ki je namenjen razhroščevanju pošlje pošiljatelj, kadar se 
zaradi krmiljenja pretoka prenos ustavi. V okvirju je zapisan samo tip in identifikator 
struje. 
Pri PADDING okvirju gre za polnjenje paketa z ničlami, saj je tudi tip paketa 
določen s samimi ničlami. 
Za nenadno prekinitev struje se pošlje okvir RST_STREAM. V okvirju je 
zapisan tip in 32-bitni identifikator struje, ki se zapira. Temu sledi s 64 biti zapisan 
absolutni odmik poslanih podatkov ob prekinitvi struje in 32-bitna koda napake zaradi 
katere se je prišlo do prekinitve. 
Okvir PING preverja, če povezava še deluje in skrbi za aktivnost povezave, 
kadar miruje pri odprtih strujah. PING vsebuje le polje s tipom, prejemnik pa se nanj 
odzove s potrditvijo paketa v katerem se nahaja. 
Prekinitvi povezave služi okvir CONNECTION_CLOSE. Ob prekinitvi 
povezave se zaprejo tudi vse struje, ki so še odprte. Polju s tipom v okvirju sledi 
32-bitno polje s kodo napake, temu pa sledi 16-bitno polje, ki navaja dolžino zadnjega 
polja, v katerem je z besedami naveden razlog prekinitve. 
Pred prekinitvijo povezave se lahko pošlje okvir GOAWAY, s katerim 
pošiljatelj sporoča, da se bo povezava kmalu zaključila. Nove struje se ne bodo 
odpirale, obstoječe pa se lahko normalno zaključi. Zgradba okvirja je podobna okvirju 
CONNECTION_CLOSE, z dodatnim 32-bitnim poljem, ki je vrinjen za kodo napake 
in navaja identifikator zadnje struje, ki jo je pošiljatelj okvirja sprejel. 
Kadar je zaznan izgubljen paket se ACK, STOP_WATING in PADDING okvirji 
ne pošiljajo še enkrat, lahko so le na novo zapisani. Od ostalih paketov se ne pošilja 
nepotrjenih STREAM okvirjev, kadar je bil poslan RST_STREAM, ker se ne 
pričakuje odgovora nasprotne strani. 
2.4  Aplikacije protokola 
Primarna naloga protokola QUIC je pohitritev spletnega brskanja, vendar se 
lahko uporabi tudi za druge namene. Že v drugem poglavju je omenjena podobnost s 
protokolom SCTP preko DTLS. Oba delujeta na istem nivoju in ponujata 
multipleksiranje, šifriranje, krmiljenje pretoka in omogočata prenos izven vrste. Pri 
protokolu QUIC je v načrtu razvoj podpore za WebRTC podatkovne kanale, za prenos 
ne medijskih podatkov, kjer bi zamenjal SCTP preko DTLS. S protokolom QUIC bi 
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se pri povezovanju privarčevalo na štirih obhodih, režijska vsebina pa je približno za 
polovico manjša [6]. 
Dodatno lahko QUIC služi tudi kot testno okolje za TCP in pospeši njegov 
razvoj. Novi mehanizmi se lahko testirajo in optimizirajo na QUIC, in če se izkažejo 
za uspešne se nato lahko implementirajo v TCP in druge primerne protokole. 
 
2.5  Podpora v odjemalcih in strežnikih 
QUIC dokumentacija je zaenkrat še nepopolna, zato se morajo razvijalci opirati 
na odprto kodo v projektu Chromium. Poleg tega je zaradi hitrega razvoja razvijalcem 
težko držati korak z novimi različicami. Svoje vsebine na protokolu QUIC zaenkrat 
ponujajo le Googlovi strežniki, med brskalniki pa ga podpirata Chrome in Opera. 
Storitve kot je Google Play, kjer prihaja do denarnih transakcij, še ne delujejo preko 
QUIC. V začetni fazi razvoja je implementacija v spletnem strežniku Caddy, zazna ga 
pa tudi protokolni analizator Wireshark, kar je prikazano na sliki 2.6. Koristna vsebina 
je šifrirana, zato lahko prikaže le vsebino javne glave. 
 
Slika 2.6:  Pogled na QUIC z Wiresharkom 
Na strežnikih in odjemalcih je implementiranih več različic protokola. Z 
razvojem se dodajajo nove različice, starejše pa odstranjujejo. Googlovi strežniki 
trenutno oglašujejo vse različice od 30 do 36 (nekateri do 35), kar omogoča 
komunikacijo tudi s starejšimi različicami brskalnika, s prestarimi pa komunikacija ni 
mogoča. Najnovejše nestabilne različice brskalnika Chrome imajo trenutno privzeto 
vključene QUIC različice od 30 do 34.  
Strežnik oglašuje podporo QUIC-u preko Alt-Svc (Alternative Services) polja v 
HTTP glavi (slika 2.7), kjer je zapisano ime protokola z lokacijo na kateri deluje. 
Lahko se dodajo še vse različice, ki jih strežnik podpira, in rok trajanja. Odjemalec, ki 
še ne ve, da določen strežnik podpira QUIC, bo prvi zahtevek poslal preko TCP, ko pa 
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iz odgovora v glavi razbere podporo QUIC-u, pa si to zapomni in ga lahko takoj začne 
uporabljati, obstoječe prenose pa bo normalno dokončal. Kadar pa iz kateregakoli 
razloga QUIC povezava ne uspe, pa odjemalec preklopi nazaj na enega od HTTP 
protokolov, ki je na voljo. 
 
 




3  Primerjava s protokolom TCP 
QUIC se razvija z namenom, da bi odpravil nekatere pomanjkljivosti protokola 
TCP, zato smo v tem poglavju opisali bistvene razlike med protokoloma, predvsem 
tiste, ki se dotikajo prvih treh ciljev, postavljenih za razvoj protokola QUIC. 
 
3.1  Povezovanje 
Za hitrejši odziv spletnega prometa QUIC zmanjšuje število obhodnih časov, 
potrebnih za vzpostavitev povezave. Kjer obhodni čas šteje nekaj deset milisekund, 
verjetno en obhod hitrejše povezovanje ne bo imelo opaznega učinka, se pa to pozna 
pri obhodnih časih, ki trajajo več sto milisekund, še posebej, če je potrebno vzpostaviti 
več povezav. 
QUIC je zasnovan tako, da se povezava v najslabšem primeru vzpostavi z enim 
obhodom, kar se zgodi, ko se odjemalec povezuje z nepoznanim strežnikom. V večini 
primerov, na Googlovih strežnikih je teh 75 % [1], pa se QUIC povezava vzpostavi z 
nič obhodi, če gre za ponovno povezovanje med znanima stranema. 
Povezava z nič obhodi pri QUIC je mogoča, ker deluje na nepovezavno 
orientiranem protokolu UDP, česar ni mogoče izvesti pri protokolih, ki tečejo na 
povezavno orientiranem TCP, ki za vzpostavitev povezave potrebuje en obhod. To se 
ne spremeni niti pri ponovnem povezovanju. Za zaščito povezave pa sta dodatno 
potrebna še dva obhoda protokola TLS pri prvem povezovanju in en obhod pri 
ponovnem povezovanju. 
Primerjava obeh protokolov pokaže (slika 3.1), da QUIC povezava, ki je vedno 
varna, večinoma opravi dva obhoda manj kot sorodna TCP povezava z zaščito TLS. 
Naslednja različica protokola TLS bo opravila varni del povezave z enim obhodom 
manj, vendar bo QUIC v večini primerov še vedno opravil en obhod manj kot 
kombinacija TCP + TLS. 
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Slika 3.1:  Primerjava vzpostavljanja povezave pri QUIC in TCP s TLS 
3.2  Blokiranje na čelu vrste 
 
Protokol HTTP/2 (in pred njim SPDY) za pohitritev uporabe spletnih storitev 
preko protokola TCP omogoča multipleksiranje, podobno kot preko UDP to dela 
QUIC. Namesto odpiranja več povezav med odjemalcem in strežnikom se lahko več 
zahtev obdela preko ene povezave. Z mulipleksiranjem se pri kompleksnih spletnih 
straneh močna zmanjša število povezav in s tem število obhodov, potrebnih za 
vzpostavitev novih povezav. 
Ker pa TCP deluje tako, da sprejema segmente v enakem vrstnem redu kot so 
bili poslani, to pomeni, da morajo prispeli segmenti čakati na predhodni segment, ki 
je bil zakasnjen, ali na ponovni prenos segmenta, ki je bil izgubljen. V tem primeru bo 
HTTP/2, ki prenese vse tokove ene TCP povezave, utrpel zakasnitev zaradi blokiranja 
na čelu vrste. Zaradi izgubljenega paketa bodo vsi naslednji paketi v vrsti čakali na 
ponovni prenos manjkajočega, kar za HTTP/2 multipleksiranje pomeni, da bodo 
zakasnjene vse struje, ki čakajo v vrsti. Če HTTP/2 z multipleksiranjem nekaj pridobi 
pri številu obhodnih časov, pa zaradi blokiranja na čelu vrste nekaj izgubi v primerjavi 
z več paralelnimi TCP povezavami, kjer z izgubo segmenta trpi samo ena povezava.  
Blokiranje na čelu vrste pa je še en pomembnejši razlog, da QUIC deluje preko 
protokola UDP. Za UDP vrstni red prihoda datagramov ni pomemben, zato izguba 
enega datagrama ne bo imela takšnega vpliva na QUIC kot izguba segmenta na 
HTTP/2. V enem datagramu se prenaša samo en paket, ta pa ne vsebuje okvirjev, ki bi 
pripadali več kot eni struji. Izguba enega datagrama in s tem paketa, bo vpliva samo 
na eno strujo, na ostalih pa bo prenos lahko nemoteno tekel dalje. Izjema je le struja z 
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identifikatorjem 3, po kateri se prenašajo stisnjene glave, v prihodnosti pa naj bi bil 
odpravljen tudi ta problem. 
3.3  Krmiljenje zamašitev 
Avtorji protokola QUIC so imeli prvotno v načrtu na novo zasnovati algoritem 
za krmiljenje zamašitev [11], vendar so prevzeli TCP Cubic, ker so prišli do spoznanja, 
da je to že precej dodelan algoritem. Razlika med TCP Cubic in QUIC Cubic 
algoritmoma je le v podrobnostih, privzete nastavitve pa so enake kot v Linux jedru 
(npr. minimalna vrednost časovnika za ponovno pošiljanje je nastavljena na 200 
milisekund, standardizirana vrednost pa je 1 sekunda). 
Med obema protokoloma se največja razlika kaže v potrditvah in sekvenčnih 
številkah. QUIC bolj natančno izračuna obhodni čas, ker ima za vsak paket, vključno 
s ponovno poslanimi paketi, novo sekvenčno številko in lahko iz ACK okvirjev 
ugotovi obhodni čas vsakega paketa. Poleg tega je zapisan še čas, ki je pretekel od 
sprejema paketa do oddaje potrditve. Z monotono naraščajočo sekvenčno številko 
QUIC na trivialen način rešuje težave, ki pestijo TCP, še posebej, če ni prisotnih 
časovnih žigov, ker uporablja isto sekvenčno številko za ponovno pošiljanje. QUIC 
nima težav z dvoumnostjo pri ponovno poslanih paketih in enostavno ugotovi 
nepotrebna ponovna pošiljanja ter vrstni red pošiljanja (ponovno poslani ima višjo 
številko), medtem ko za vrstni red aplikacijskih podatkov skrbi odmik zapisan v 
okvirju STREAM. Mora pa QUIC zaradi različnih sekvenčnih številk pošiljati 
STOP_WAITING okvir prejemniku, ki ne more ugotoviti, kam med pogrešane pakete 
spada ponovno poslani. 
Selektivno potrjevanje pri protokolu TCP omogoča s časovnim žigom potrditev 
treh nizov, QUIC pa lahko potrdi do 256 nizov, zato bo bolje deloval v okoljih, kjer je 
odstotek izgubljenih paketov višji, poleg tega pa nikoli ne odvrže že potrjenih paketov, 
kar lahko naredi TCP s selektivno potrjenimi. 
 QUIC, ki gradi na bogatih izkušnjah TCP-ja, ima implementirane novejše 
algoritme, s katerimi namesto čakanja na iztek časovnika dosega več hitrih ponovnih 
pošiljanj. Google je na svojih spletnih straneh, dosegel več kot 99 odstotkov vseh 
ponovnih pošiljanj na hiter način [1]. V nekaterih primerih pa lahko učinkovitost 
protokola poslabša algoritem za pošiljanje paketov v enakomernem tempu, kar so tudi 
pokazale zgodnejše meritve [2]. Enakomerno pošiljanje lahko zmanjša izgube, kjer bi 
z rafalnim pošiljanjem povzročili dodatne izgube zaradi zapolnjenih medpomnilnikov 
(prihajajoči paketi se odvržejo), kjer jih pa ne bi, pa je lahko prenos z enakomernim 
tempom počasnejši. 
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3.4  Selitev povezave 
TCP povezava se identificira z IP naslovom in vrati izvora ter z IP naslovom in 
vrati cilja. Sprememba kateregakoli od teh parametrov pomeni, da se povezava prekine 
in jo je potrebno ponovno vzpostaviti. IP naslov se lahko spremeni pri menjavi 
omrežja, številka vrat pa ob poteku vezave pri prevajanju omrežnega naslova na robni 
napravi. 
QUIC povezava se identificira z naključnim identifikatorjem, ki ni odvisen od 
IP naslova ali številke vrat povezave, zato se povezava ne prekine, če pride do menjave 
naslova ali vrat, kar pomeni, da se lahko nemoteno seli iz enega omrežja v drugo. V 
primerjavi s protokoli, ki delujejo preko TCP, bo QUIC pri spremembi naslova ali vrat 
pridobil vsaj na zakasnitvi enega obhodnega časa, ki je potreben za ponovno 
vzpostavitev TCP povezave, obenem pa je identifikator povezave pri QUIC-u dobra 
osnova za implementacijo večpotja, s čimer bi lahko ena QUIC povezava potekala 
sočasno preko več omrežij. 
3.5  Vnaprejšnje popravljanje napak 
Kot prvi med sorodnimi protokoli je imel QUIC vgrajen mehanizem za 
vnaprejšnje popravljanje napak (FEC). FEC mehanizem je trenutno odstranjen, ker je 
imela prva različica minimalen vpliv na latenco in je poslabšala metriko kvalitete 
izkušnje na storitvi YouTube. V delu pa je že nova različica mehanizma. 
V prvi različici so se tvorile FEC skupine paketov spremenljive velikosti 
(polovica trenutne velikosti zamašitvenega okna), od katerih je imela vsaka skupina 
en dodatni FEC paket, ki je bil XOR rezultat ostalih paketov. Na takšen način je 
mogoče obnoviti samo en izgubljen paket na skupino, kar pomeni, da je bil v primeru 
več izgubljenih paketov in pri prenosu brez izgube FEC paket neuporaben oziroma 
nepotreben in je le trošil omrežne vire. 
Uspešen razvoj FEC mehanizma lahko z obnovitvijo paketa še dodatno zmanjša 
blokiranje na čelu vrste v posamezni struji in zmanjša latenco, kjer je čas obhoda velik. 
3.6  Hitrost razvoja 
Od kar Googlove spletne strani podpirajo QUIC, in je privzeto omogočen v 
stabilni različici brskalnika Chrome, razvoj protokola poteka zelo hitro. Testira ga na 
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milijone uporabnikov [11] s celega sveta, ki se jih lahko zaščiti, če bi prišlo do hujših 
napak v delovanju. V takšnem primeru bi lahko pri Googlu onemogočili uporabo 
protokola QUIC, s tem bi pa brskalnik Chrome preklopil nazaj na HTTP + TLS, ker 
vzpostavitev povezave preko QUIC ne bi bila mogoča. Praktično je v prvi polovici leta 
2016 različica QUIC izhajala mesečno, do manjših sprememb pa je prihajalo na 
tedenski bazi. Google spremlja statistiko učinkovitosti protokola in temu primerno 
optimizira različice v razvoju, implementacija protokola QUIC pa se z brskalnikom 
Chrome samodejno posodobi. 
Pri protokolu TCP pa je razvoj počasnejši, saj je vgrajen v jedro operacijskega 
sistema, pri katerem ni mogoče enostavno izvajati večjih posegov. Končne in vmesne 
naprave v omrežju iz različnih razlogov ostajajo na starejših različicah programske 
opreme, zato lahko mine več let, preden bo večina naprav posodobljenih. Za primer si 
poglejmo algoritem za zgodnje ponovno pošiljanje, ki ga je Google testiral v drugem 
in tretjem četrtletju leta 2011 [12], v Linux jedro pa je bil implementiran julija 2012 
[13]. Temu je sedaj potrebno dodati še čas, ki je potreben, da novo jedro prevzamejo 
Linux distribucije, katerih nove različice lahko izhajajo le enkrat letno, za tem pa 
morajo posodobitev opraviti še uporabniki. 
QUIC v uporabniškem prostoru omogoča inovativne rešitve, hiter razvoj in 
testiranje. Nove rešitve so lahko implementirane v nekaj tednih ali mesecih, pri TCP, 




4  Meritve 
V tem poglavju je predstavljen praktičen preizkus učinkovitosti protokola QUIC 
pri spletnem prenosu v primerjavi s HTTP/2 in HTTP/1.1 na varni povezavi. Z 
meritvami ugotavljamo, v katerih  pogojih je QUIC glede na pasovno širino, obhodni 
čas, delež izgubljenih paketov in preneseno vsebino boljši ali slabši v hitrosti nalaganja 
strani in količini prenesenih podatkov. 
4.1  Opis meritev 
Meritve smo izvajali v dveh testnih okoljih. Shemi obeh sta prikazani na 
sliki 4.1. Pri zgornji smo meritve izvajali preko medmrežja z uporabo Googlovih 
storitev, pri spodnji pa v lokalnem omrežju brez zunanjih vplivov. V obeh primerih se 
je odjemalec povezoval s strežnikom preko emulatorja omrežij, s katerim smo 








Slika 4.1:  Shema meritev 
V lokalnem okolju nismo dobili verodostojnih rezultatov, ker so imele za QUIC 
vse preizkušene implementacije strežnika hrošča, ali pa so bile v fazi razvoja s slabim 
delovanjem. Osredotočili smo se le na rezultate pridobljene z Googlovimi strežniki, v 
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lokalnem okolju pa smo opravili meritve z eksperimentalnim strežnikom (angl. toy 
server), ki je del izvorne kode brskalnika Chromium in s strežnikom Caddy1. 
Za strežnik, emulator in odjemalec so bili uporabljeni osebni računalniki s 
procesorji Intel. Core i3-6100 z 8 GB pomnilnika je bil uporabljen za strežnik, Celeron 
D 351 z 2 GB pomnilnika za emulator in Core 2 Duo E7500 s 4 GB pomnilnika za 
odjemalec. Odjemalec in strežnik sta imela omrežne vmesnike hitrosti 1 Gb/s, ostale 
naprave pa vmesnike s 100 Mb/s. Dostop do medmrežja je potekal preko optične 
povezave 100/10 Mb/s. Na vseh treh računalnikih je bila nameščena Linux distribucija 
Ubuntu 14.042. 
V tabeli 4.1 so prikazani merilni parametri in njihove vrednosti, katerih 
kombinacije smo nastavljali za izvedbo meritev v različnih pogojih. Za primerjavo 
učinkovitosti protokolov QUIC, HTTP/2 in HTTP/1.1 v različnih omrežnih pogojih 
smo na emulatorju spreminjali pasovno širino, delež izgubljenih paketov in zakasnitev 
(oddaljenost strežnika). Za merjenje učinkovitosti pri prenosu različne vsebine, smo 
poleg datoteke formata JPEG s strežnika prenašali še manjšo in večjo spletno stran, ki 
so bile dostopne na vseh treh protokolih. Na odjemalcu smo nastavljali protokol, s 
katerim smo vsebino prenesli in merili čas nalaganja ter količino prenesenih podatkov. 
 
Parameter Vrednosti za Google 
Pasovna širina B [Mb/s] 1, 10, 403 
Izgube [%] 0, 2, 5 
Zakasnitev [ms] 0, 100, 200, 300, 400, 500 
Prenesena vsebina 
(velikost, št. datotek) 
Manjša stran4 (373 kB, 12) 
Večja stran5 (1,3 MB, 42) 
Datoteka6 (1,6 MB, 1) 




                                               
1 https://caddyserver.com/ 
2 Caddy je deloval na različici 16.04 
3 40 Mb/s od strežnika do odjemalca in 10 Mb/s v nasprotno smer 
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4.1.1  Strežnik 
Lokalne meritve smo začeli izvajati z eksperimentalnim strežnikom, ki smo ga, 
s pomočjo priloženih navodil, sestavili na sistemu Ubuntu 14.04 z jedrom 4.2.0 Za oba 
HTTP protokola je bil uporabljen strežnik Apache 2.4.23. Po odkritju hrošča in 
preizkusu ostalih (proto-quic7, goquic8 in quic-go9) poznanih strežnikov s podporo 
protokolu QUIC, smo lokalne meritve izvedli z implementacijo, na kateri je osnovan 
QUIC v strežniku Caddy 0.9, ki je bil uporabljen za vse tri protokole. Med 
preizkušanjem ostalih implementacij, smo posodobili operacijski sistem na različico 
16.04 z jedrom 4.4.0. Na tem sistemu je deloval Caddy, ki smo zagnali s stikalom "-
quic". V nastavitveni datoteki smo omogočili stiskanje GZIP, določili pot do mape s 
spletno vsebino in vpisali domensko ime, potrebno za prenos overovljenega 
certifikata. Obe različici HTTP protokola sta v vseh primerih delovali preko varne 
povezave s TLS 1.2. 
Pri izbiri vsebine na medmrežju smo bili omejeni na Googlove storitve. Google 
je bil edini, ki je v času izvajanja meritev svojo vsebino ponujal preko protokola QUIC. 
Neprimerne so bile strani, za katere je bila zahtevana prijava, ker se vsaj en element ni 
prenesel preko protokola QUIC. Med pregledanimi stranmi smo za prenos manjše in 
večje vsebine izbrali prvo stran storitev Google Slike in Google Foto, ki sta 
predstavljeni v tabeli 4.1. Za prenos posmezne datoteke smo izbrali sliko formata 
JPEG, ki se uporablja za ozadje na Googlovih strežnikih, ker z lastno datoteko in 
neposredno povezavo do nje meritve niso mogle biti v celoti izvedene v času, dokler 
je bila ta povezava delujoča. 
Lokalne meritve s strežnikom Caddy so bile opravljene s skoraj enakimi 
vrednostmi parametrov kot za Google (Googlove vsebine smo prenesli na lokalni 
strežnik), le manjša spletna stran je bila velikosti 455 kB. Z eksperimentalnim 
strežnikom smo prvotno zaradi nestabilnosti opravljali meritve pri pasovni širini 5 
Mb/s namesto 40 Mb/s. Prenašali smo datoteko velikosti 2 MB, večjo spletno stran 
velikosti 2 MB in 100 datotekami ter manjšo spletno stran velikosti 300 kB in 20 
datotekami. 
Lokalno se je celotna spletna stran nahajala na enem strežniku, na Googlu pa 
večja na petih in manjša na štirih. Vse uporabljene domene in IP naslovi strežnikov, 
na katere so bile preusmerjene, so zapisani v tabeli 4.2. Poleg IP naslova je zapisan 
tudi obhodni čas (RTT) do posameznega strežnika. V lokalnem okolju je bil obhodni 
čas 0,36 ms. 
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Meritve z Googlom smo opravili z različico QUIC 34. Strežnik Caddy te 
različice ni podpiral, zato smo zanj izbrali predhodno različico 33. Novejša različica 
ima odstranjeno 8-bitno polje zasebnih zastavic iz navadnih paketov, 8-bitno polje 
entropije iz okvirjev ACK in STOP_WAITING, ter možnost pošiljanja okrnjenih 
okvirjev ACK. Starejša različica namesto potrjenih nizov sporoča pogrešane nize 
paketov v okvirju ACK. 
 
Domena IP naslov (RTT) 
www.google.com:443 216.58.214.196:443 (49 ms) 
www.google.si:443 216.58.214.227:443 (50 ms) 
ssl.google-analytics.com:443 216.58.214.200:443 (49 ms) 
www.google-analytics.com:443 216.58.214.206:443 (49 ms) 
ssl.gstatic.com:443 216.58.214.195:443 (50 ms) 
www.gstatic.com:443 216.58.214.227:443 (49 ms) 
fonts.googleapis.com:443 66.102.1.95:443 (33 ms) 
apis.google.com:443 216.58.209.206:443 (50 ms) 
Tabela 4.2:  Uporabljene domene in IP naslovi 
4.1.2  Odjemalec 
Na odjemalcu smo merili čas nalaganja spletne strani in količino prenesenih 
podatkov. To smo izvajali na operacijskem sistemu Ubuntu 14.04 z jedrom 4.2.0 in 
brskalnikom Chrome 53.0.2785.8. Za samodejno upravljanje z brskalnikom in 
izvajanje meritev so uporabili Chromedriver 2.22, Selenium 2.53.6 in za lastne potrebe 
predelano skripto load_page.py10, ki je delovala v programskem okolju Python 2.7.6. 
Brskalnik Chrome smo zagnali s stikali, s katerimi smo izbrali protokol za 
komunikacijo s strežnikom, domenska imena preusmerili neposredno na IP naslove 
(tabela 4.2), ter na istih domenah omogočili takojšno uporabo protokola QUIC. DNS 
(Domain Name System) strežniki niso bili nastavljeni. Druga stikala so bila 
uporabljena za izklop procesov, ki se v ozadju povezujejo v splet, za neupoštevanje 
opozoril zaradi nezaupljivih certifikatov in za delovanje brez beleženja zgodovine, da 
je bila prva povezava opravljena z neznanim strežnikom. Za meritve s strežnikom 
                                               
10 https://github.com/ravinet/sites/tree/scripts 
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Caddy smo uporabili še stikalo za izbiro različice QUIC. Stikala so zapisana v 
tabeli 4.3. 
Čas nalaganja smo merili od trenutka, ko uporabnik zahteva stran 
(navigationStart), do trenutka, ko se ta naloži v brskalnik (loadEventEnd) [15]. Pred 
začetkom in po koncu tega procesa smo odčitavali količino prenesenih podatkov iz 
statistike omrežnega vmesnika (iz datoteke /proc/net/dev11) in ju med seboj odšteli. 
 





Neposredna uporaba QUIC --origin-to-force-quic-on 
Preusmeritev domen --host-resolver-rules 
Brez beleženja zgodovine --incognito 










Tabela 4.3:  Uporabljena stikala brskalnika Chrome 
 
Spletni prenos z Googla smo lahko opravili na tri načine. Prvi je z vzpostavitvijo 
povezave z neznanim strežnikom, drugi je prenos po že vzpostavljeni povezavi in tretji 
s ponovnim povezovanjem z znanim strežnikom (prekinitev povezave). Ti trije 
scenariji med protokoli niso preprosto primerljivi. QUIC se z neznanim strežnikom 
poveže z enim obhodom, vse naslednje povezave pa so z nič obhodi, tudi če vmes 
brskalnik zapremo za več dni (če ne pride do sprememb na strežniku). Neaktivna 
povezava se prekine po 30 sekundah. TCP povezava s TLS False Start se vedno 
vzpostavi z dvema obhodoma, prekine pa po 4 minutah neaktivnosti. TCP ohranja 
vzpostavljeno povezavo s signaliziranjem na vsakih 45 sekund. QUIC lahko s PING 
okvirjem ohranja odprto povezavo, vendar se pri naših meritvah to ni dogajalo. Pri 
                                               
11 http://coreygoldberg.blogspot.si/2010/09/python-linux-parse-network-stats-from.html 
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Googlu imajo vsaj zaenkrat zaradi vmesnih naprav, ki preverjajo stanje povezav, 
nastavljen tako nizek časovnik [11]. 
Vse tri načine prenosa smo obravnavali ločeno. Da ugotovimo, kako 
spreminjanje parametrov iz tabele 4.1 vpliva na potek povprečnega časa nalaganj 
posameznega protokola, smo za vsako kombinacijo omrežnih pogojev upoštevali 
povprečje 5 meritev s prenosom preko prej vzpostavljene povezave, ko so razlike med 
protokoli najmanjše. Brskalniku smo pošiljali kombinacijo tipk CTRL in F5. Po 
ogledu teh rezultatov smo opravili meritve s prvim povezovanjem (zapiranje 
brskalnika za vsako meritev) za vse kombinacije omrežnih pogojev, razen tistih  s 5 % 
izgubami ali s pasovno širino 10 Mb/s. Za primerjavo dogodka, ko HTTP protokola 
uporabita obstoječo povezavo, medtem ko se mora QUIC ponovno povezati, smo za 
primere, predstavljene v poglavju 4.2.2, opravili še meritve za QUIC po prekinitvi 
povezave. Na koncu smo v nekaj primerih opravili še po 20 meritev (vključno s prvim 
prenosom), da primerjamo porazdelitev meritev. 
Pri prvem prenosu JPEG datoteke je brskalnik zahteval še ikono favicon.ico, 
zato smo za te meritve prenos ene datoteke opravili z lokalno HTML datoteko, v kateri 
je bila v <img> oznaki lokacija JPEG datoteke. 
4.1.3  Emulator 
Na emulatorju smo spreminjali omrežne pogoje. Deloval je na operacijskem 
sistemu Ubuntu 14.04 z jedrom 4.2.0. Med obema omrežnima vmesnikoma je bil 
nastavljen most s pravili ebtables12, ki so glede na MAC naslov, zaradi merjenja 
količine prenesenih podatkov, prepuščali le promet namenjen odjemalcu. Ostalega 
nezaželenega prometa smo se znebili z zaustavljanjem primernih storitev na izvoru, 
ali s preusmeritvijo v lokalno zanko (127.0.0.1). Zaradi filtrov smo na vseh napravah 
nastavili ARP tabele. 
Pogoje smo spreminjali z ukazi, ki so bili z odjemalca posredovani preko SSH 
povezave. Za oblikovanje prometa smo uporabili TC (Traffic Control) in NETEM 
(Network Emulator) ukaze. Za nastavitev pasovne širine 1 Mb/s, zakasnitve 200 ms in 
2 % izgubljenih paketov smo na omrežnem vmesniku eth0 uporabili naslednje ukaze: 
 
tc qdisc add dev eth0 handle 1: root htb default 11 
tc class add dev eth0 parent 1: classid 1:1 htb rate 100mbit 
tc class add dev eth0 parent 1:1 classid 1:11 htb rate 1mbit ceil 1mbit 
tc qdisc add dev eth0 parent 1:11 handle 10: netem delay 100ms loss 2% 
                                               
12 http://ebtables.netfilter.org/ 
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Uporabljali smo hierarhično vedro z žetoni (angl. Hierarchical Token Bucket - HTB). 
V prvi vrstici je določen privzeti identifikator za ves promet, v naslednji pa kapaciteta 
vseh podrazredov. V tretji in četrti vrstici so vrednosti uporabljenih parametrov, 
najprej omejitev pasovne širine privzetega podrazreda in na koncu zakasnitev in delež 
izgub. S temi ukazi smo manipulirali odhodni promet na omrežnem vmesniku. 
Zakasnitev na obeh vmesnikih se sešteva, zato smo na vsakem vmesniku določili 
polovično vrednost zakasnitve. Obhodni čas je bil tako enak seštevku zakasnitve 
(tabela 4.1) in obhodnega časa do posameznega strežnika (tabela 4.2). Za povrnitev v 
privzeto stanje smo uporabili ukaz: 
 
tc qdisc del dev eth0 root 
 
Po vsaki nastavitvi omrežnih pogojev smo najprej opravili meritve za vsak 
protokol, da med njimi ni preteklo preveč časa. Za tem smo spreminjali zakasnitev, 
delež izgubljenih paketov in na koncu pasovno širino. 
4.2  Rezultati meritev 
V tem poglavju so predstavljeni rezultati meritev. Verodostojne so le meritve z 
uporabo Googlovih strežnikov, zato smo se za primerjavo med protokoli osredotočili 
le na te meritve. Vse preizkušene implementacije v lokalnem okolju so vsebovale 
hrošča, ali pa niso bile dovolj učinkovite, ker so bile v zgodnji fazi razvoja. 
Za predstavitev rezultatov smo se zaradi preglednosti za preneseno vsebino z 
Googlovih strežnikov posluževali naslednjih oznak: "M" za manjšo stran, "V" za večjo 
stran in "D" za datoteko. Za prenos s strežnika Caddy smo dodali predpono "C-", za 
eksperimentalni strežnik pa "ES-". 
4.2.1  Neverodostojni rezultati lokalnih meritev 
Prve meritve so bile izvedene v lokalnem okolju z eksperimentalnim strežnikom. 
Med pregledom rezultatov smo opazili, da je QUIC dosegel predobre rezultate pri 
prenosu JPEG datoteke, saj se povprečni čas nalaganja v slabših pogojih ni kaj dosti 
povečal. Primer takšni rezultatov je na sliki 4.2, kjer se povprečni čas za QUIC giblje 
med 3,7 s in 4,7 s. S pravimi rezultati bi morala biti krivulja bolj dvignjena, nekje na 
pol poti do krivulj HTTP protokolov. Pri preizkušanju je v redkih primerih uspel 
prenos brez napake pri  pogojih s slike 4.2 in zakasnitvi 300 ms. V teh primerih je 
QUIC dosegal čase med 25 s in 45 s. 
46 4  Meritve 
 
Po podrobnejši analizi smo iz strežniškega dnevnika razbrali, da pride do napake 
pri izračunu zamašitvenega okna, ki zaradi prevelike vrednosti povzroči nastavitev 
okna na največjo vrednost (slika 4.3). Napaka spominja na hrošča, ki je po mirovanju 
napravil podobne izračune in je bil v Cubic algoritmu prisoten skoraj desetletje, vendar 
so ga lani prav pri Googlu odkrili in odpravili [1]. 
 
 
Slika 4.2:  Primer neverodostojnih rezultatov za QUIC z eksperimentalnim strežnikom 
 
Slika 4.3:  Del zapisa v dnevniku, kjer je prišlo do napačnega izračuna zamašitvenega okna 
Predobre čase smo v prej omenjenih pogojih dobili tudi z uporabo Googlove 
samostojne knjižnice proto-quic in z goquic, ki posredno temelji na kodi iz projekta 
Chromium. Brez te napake je delovala izvedba v strežniku Caddy, ki jo poganja 
quic-go implementacija. Najprej smo preizkusili quic-go, ki podpira različico 
QUIC 34, vendar se prenos datoteke v izgubnih pogojih ni dokončal. Tega problema 
nismo podrobneje preučevali, zato smo merili s strežnikom Caddy in različico 33. 
Pri opazovanju meritev smo opazili, da Caddy implementacija dosega slabše 
rezultate od pričakovanj, in da je količina prenesenih podatkov prevelika. Opazili smo, 
da Caddy večinoma pošilja majhne pakete. Primerjava z Googlovim prenosom za 
manjšo spletno stran je na sliki 4.4. Podrobnejše analize nismo izvajali, saj so bili 
rezultati v nekaterih primerih še slabši, kljub podobnemu odstotku velikih paketov kot 
pri Googlu. Na sliki 4.4 so zapisane velikosti ethernet okvirjev. Večino večjih pošlje 
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Slika 4.4:  Primerjava velikosti ethernet okvirjev, ki jih za QUIC pošiljata Google in Caddy 
Na sliki 4.5 je graf s povprečnimi časi nalaganj pri prenosu dateteke JPEG s 
strežnika Caddy, kjer so rezultati za QUIC najbolj odstopali od pričakovanj. Krivulja 
bi morala biti podobna HTTP protokoloma. Pri Googlu so bile vse meritve pod 1,5 s. 
 
Slika 4.5:  Primer neverodostojnih rezultatov za QUIC s strežnikom Caddy 
4.2.2  Povprečni čas nalaganja strani 
Spletna vsebina, ki smo jo prenašali, se je nahajala na več strežnikih, vendar se 
je večina prenesla z enega strežnika. QUIC in HTTP/2 sta večino podatkov prenesla 
preko ene povezave od skupno 4 povezav na manjši strani oziroma 5 povezav na večji. 
HTTP/1.1 je do strežnika z največ vsebine vzpostavil več vzporednih povezav. Pri 
prenosu večje strani jih je bilo vedno 6 (zgornja meja za Chrome), za manjšo stran pa 
2 ali redkokdaj 3. 
Pri prenosu spletne strani brez izgube paketov je QUIC dosegel primerljive ali 









60-79 80-159 160-319 320-639 640-1279 1280-1392























C-D: B = 40 Mb/s, brez izgub
HTTP/1.1 HTTP/2 QUIC
48 4  Meritve 
 
časov nalaganj v odvisnosti od zakasnitve, s katerima primerjamo dva načina prenosa 
manjše strani pri pasovni širini 1 Mb/s. Levi graf predstavlja rezultate dosežene z 
osveževanjem (prenos po obstoječi povezavi), desni pa rezultate dosežene s prvim 
povezovanjem (neznani strežnik). Pri osveževanju so razlike med protokoli majhne 
(do 266 ms), zato se pri petih opravljenih meritvah toliko bolj pozna odstopanje ene 
meritve (HTTP/2 pri zakasnitvi 300 ms). Opazi se zaostajanje protokola HTTP/1.1, ki 
narašča z zakasnitvijo. Z desnega grafa lahko ugotovimo, da razlika v korist QUIC 
med protokoli večja, kadar je za prenos potrebna vzpostavitev povezave. To velja tudi 
za druge primere pri prenosu brez izgub. 
  
Slika 4.6:  Prenos manjše strani po prej vzpostavljeni povezavi in s prvo vzpostavitvijo povezave 
Na sliki 4.7 je primerjava prenosa večje strani za nizko in visoko pasovno širino. 
Tu so razlike pri nizki pasovni širino že bolj opazne. Z levega grafa lahko ugotovimo, 
da je QUIC najhitrejši pri pasovni širini 1 Mb/s, v drugih primerih pa je bil enako hiter 
kot HTTP/2, medtem ko je bil HTTP/1.1 najpočasnejši. Desni graf prikazuje tipične 













































M: B = 1 Mb/s, brez izgub
HTTP/1.1 HTTP/2 QUIC
4  Meritve 49 
 
  
Slika 4.7:  Prenos večje strani pri nizki in visoki pasovni širini 
Tudi pri prenosu ene datoteke brez izgub je bil QUIC najhitrejši pri pasovni širini 
1 Mb/s, kot prikazuje levi graf na sliki 4.8. Desni graf prikazuje razmere pri pasovni 
širini 10 Mb/s, kjer so vsi protokoli dosegali podobne čase. QUIC je bil malenkost 
hitrejši, največ za 17 ms pri zakasnitvah 400 ms in 500 ms, če pri slednji ne 
upoštevamo ene odstopajoče meritve za HTTP/1.1. Na ta graf smo dodali še črtkano 
modro krivuljo, ki predstavlja čase, ki jih je QUIC dosegel s ponovnim povezovanjem. 
Meritve smo izvedli za vse grafe predstavljene v tem poglavju, vendar ne istočasno. 
Za te meritve so bili pogoji nekoliko boljši, saj so bili obhodni časi do strežnikov krajši 
do 2 ms, zato rezultati niso primerljivi. Rezultati s ponovnim povezovanjem so bili 
podobni ali boljši kot pri osveževanju, razen za prenos datoteke pri 10 Mb/s in 
40 Mb/s, kjer so bili slabši. 
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Na sliki 4.9 je predstavljen prenos datoteke pri pasovni širini 40 Mb/s. Levi graf 
predstavlja rezultate dosežene z osveževanjem. Tu so se pri vseh protokolih pojavljala 
odstopanja. QUIC je imel pri zakasnitvi 400 ms in 500 ms po eno izmerjeno vrednost 
nad 2 s, drugače bi bil graf podoben kot pri 10 Mb/s. Desni graf predstavlja rezultate 
meritev s prvim povezovanjem. Na obeh grafih so s črtkano krivuljo predstavljeni 
rezultati za QUIC s ponovnim povezovanjem, ko so povprečni časi nalaganj za en 
obhodni čas krajši kot pri prvem povezovanju. 
  
Slika 4.9:  Prenos datoteke po prej vzpostavljeni povezavi in s prvo vzpostavitvijo povezave z vrisano 
krivuljo za QUIC pri ponovni vzpostavitvi povezave 
 
Slika 4.10:  Hitrost pošiljanja paketov za prenos datoteke s prvim povezovanjem, osveževanjem in 
ponovnim vzpostavljanjem povezave za QUIC 
Razlike pri prenosu ene datoteke nastanejo zaradi velikost okna oziroma hitrosti, 
s katero pošiljatelj pošilja pakete. Na sliki 4.10 je prikazan graf izrisan v Wiresharku, 
ki prikazuje hitrost prihajanja in odhajanja paketov na omrežnem vmesniku. Na levi je 
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prekinitvi povezave s ponovnim povezovanjem. Prenosa na levi in desni strani sta 
podobna, ker se oba pričneta z začetnimi nastavitvami, medtem ko je srednji 
nadaljevanje prvega in pri prenosu brez izgub le povečuje hitrost. 
Na sliki 4.11 sta dva tipična grafa za prenos z izgubo paketov. Na levi je graf za 
prenos večje strani, kjer je bil HTTP/1.1 najhitrejši, ker poteka prenos po šestih 
vzporednih povezavah. Pošiljatelj v tem primeru zmanjša velikost okna le eni 
povezavi, če zazna izgubo paketa. QUIC je bil manj učinkovit, ker izgubljen paket 
povzroči zmanjšanje okna celi povezavi. HTTP/2 pri prenosu spletne strani z izgubami 
ni konkurenčen, zaradi blokiranja na čelu vrste, pri prenosu datoteke pa je enakovreden 
HTTP/1.1, saj delujeta po istem principu preko TCP. QUIC je pri prenosu datoteke 
boljši predvsem zaradi potrjevanja (256 nizov) in odpornosti na blokiranje na čelu 
vrste. 
  
Slika 4.11:  Tipična predstavnika rezultatov za prenos z izgubami za večjo stran in datoteko 
Pri prenosu z izgubami manjše strani je imel HTTP/1.1 le del prenosa odprti dve 
vzporedni povezavi, zato ni dosegel boljših časov kot QUIC. 
4.2.3  Porazdelitev rezultatov 
Statistično je QUIC proizvedel najbolj enakomerne rezultate. Z izračunom 
povprečne standardne deviacije vseh opravljenih meritev z osveževanjem dobimo za 
QUIC 1,4 s, za HTTP/1.1 2,4 s in za HTTP/2 3,3 s. Vendar s takšno statistiko ne 
dobimo prave slike. Večinoma je imel bolj učinkovit protokol tudi bolj enakomerne 
rezultate. Na sliki 4.12 je graf  kumulativne porazdelitvene funkcije (CDF) za prenos 
manjše strani brez dodatne zakasnitve. Na grafu je predstavljenih 20 meritev. Najslabši 
rezultat predstavlja meritev s prvim povezovanjem, ostali pa meritve z osveževanjem. 
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kot pri ostalih dveh. To velja tudi pri zakasnitvah do 200 ms. Če upoštevamo še 
rezultat prvega povezovanja, pa ima QUIC bolj enakomerne rezultate kot HTTP 
protokola, kar je še en pokazatelj boljše učinkovitosti protokola QUIC pri prvem 
povezovanju. Standardna deviacija primera s slike 4.12 je za QUIC 84 ms, za HTTP/2 
pa 88 ms. Če ne upoštevamo najslabšega rezultata, je standardna deviacija za QUIC 
63 ms, za HTTP/2 pa 14 ms. 
 
Slika 4.12:  Porazdelitvena funkcija pri prenosu manjše strani brez izgub 
Na sliki 4.13 je porazdelitvena funkcija rezultatov pri prenosu večjih vsebin, kjer 
so bili rezultati bolj konstantni. Na desnem grafu je tudi nekaj odstopanj, ki pri 
rezultatih s petimi merjenji pokvarijo povprečje (slika 4.9 levo). 
  
Slika 4.13:  Porazdelitvena funkcija pri prenosu večje strani in datoteke brez izgub 
Na sliki 4.14 je porazdelitev pri dveh primerih z izgubami, kjer ima bolj 
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strani, kjer je bil HTTP/1.1 bolj učinkovit, v drugem primeru pa izgubni prenos manjše 
strani, kjer je bil QUIC najbolj učinkovit. 
  
Slika 4.14:  Porazdelitvena funkcija pri prenosu z izgubami 
4.2.4  Količina prenesenih podatkov 
QUIC je v smeri proti odjemalcu vedno pošiljal manjšo količino podatkov kot 
HTTP protokola, vendar je pri prenosu brez izgub več podatkov pošiljal v nasprotno 
smer. QUIC ima boljšo signalizacijo, za katero je potrebno poslati več podatkov, TCP 
pa potrjuje le s praznimi segmenti. V tabeli 4.4 je povprečna količina prenesenih 
podatkov za prenos večje strani z osveževanjem. QUIC je najbolj učinkovit, HTTP/1.1 
pa najmanj, ker ima odprtih 6 povezav in nima stisnjenih glav. 
 
Izgube [%] HTTP/1.1 HTTP/2 QUIC 
0 1517 kB 1466 kB 1452 kB 
2 1531 kB 1491 kB 1456 kB 
5 1540 kB 1503 kB 1472 kB 
Tabela 4.4:  Povprečna količina prenesenih podatkov pri prenosu večje strani 
 
Izgube [%] HTTP/1.1 HTTP/2 QUIC 
0 1744 kB 1745 kB 1748 kB 
2 1773 kB 1777 kB 1752 kB 
5 1787 kB 1788 kB 1764 kB 
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V tabeli 4.5 je povprečna količina podatkov za prenos datoteke. Za prenos brez 
izgub je QUIC najmanj učinkovit, z izgubami pa količina prenesenih podatkov 
počasneje narašča kot pri HTTP protokolih. Za 5 % izgubljenih paketov se pri 
protokolu QUIC poveča za 0,9 %, pri HTTP protokolih pa za 2,5 %. 
4.3  Ugotovitve 
Iz opravljenih meritev v različnih omrežnih pogojih lahko sklepamo, da je 
protokol QUIC učinkovitejši od predhodnikov predvsem pri nizkih pasovnih širinah 
in velikih obhodnih časih. Izjema je izgubni prenos večjih spletnih strani merjeno po 
številu datotek. QUIC se bolje spoprijema z izgubami, vendar je v tem primeru 
HTTP/1.1 s šestimi vzporednim povezavami hitrejši. Pri dobrih omrežnih pogojih z 
višjo pasovno širino, sta QUIC in HTTP/2 enako hitra, prenos ene datoteke pa tudi 
HTTP/1.1 opravi enako hitro. 
Kako hiter je spletni prenos je odvisno tudi od načina brskanja. Za strani 
(domene), ki jih obiskujemo redno, bo QUIC prvič dosegel še krajši čas v primerjavi 
s HTTP protokoloma, podobno pa velja tudi za nove strani. Počasneje bo QUIC opravil 
prenos, če se med brskanjem prekine povezava, medtem ko HTTP povezava ostane 
odprta. Za ta primer ni bilo opravljenih primernih meritev, vendar menimo, da bi bil v 




5  Zaključek 
V diplomskem delu smo preučili protokol QUIC in ga primerjali s protokolom 
TCP. Z meritvami smo preverili njegovo učinkovitost glede na protokola HTTP/1.1 in 
HTTP/2, ki delujeta po TCP. Verodostojne meritve smo lahko opravili le preko 
medmrežja z uporabo Googlovih storitev. Na takšne meritve pa vpliva precej 
dejavnikov, še posebej pri dolgotrajnih meritvah, kar je bilo tudi opaziti. 
Pri prenosu brez izgube paketov je bil QUIC pri nizki pasovni širini najhitrejši, 
pri višjih pasovnih širinah pa enako hiter kot HTTP/2. HTTP/1.1 je primerljive 
rezultate dosegal le pri prenosu ene datoteke. Pri prenosu z izgubo paketov je 
HTTP/1.1 najhitreje prenesel večjo spletno stran, v drugih primerih pa je bil QUIC 
najhitrejši. Glede na količino prenesenih podatkov je bil QUIC najbolj učinkovit v 
vseh pogojih, razen pri prenosu ene datoteke brez izgube paketov. 
QUIC je privlačen protokol za prihodnost, z inovativnimi rešitvami in 
prilagodljivostjo. Verjetno ne bo nadomestil TCP, prav tako v bližnji prihodnosti ni 
pričakovati kakšnih sprememb v jedru, saj še vedno dobro opravlja svoje delo. Z 
razvojem protokola QUIC lahko dobimo hitrejši splet, uspešne rešitve se pa lahko 
preselijo tudi na TCP. Kljub temu bo zaradi vmesnih naprav razvoj TCP še vedno 
počasen. Menimo, da se bo z razvojem in množičnejšo uporabo na strežnikih svetovni 
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