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Abstract
We developed three systems based on automatic paraphrasing techniques to help En-
glish learners and English-language beginners. One system extracts personal error
patterns in the user’s English usage. The second transforms English sentences contain-
ing the letters “l” and “r” into sentences containing fewer instances of these letters,
which Japanese people have trouble pronouncing properly in English. This system
could be used, for example, to transform a draft of a presentation that a Japanese
speaker was to present to an audience. The third is an annotation system that pro-
vides deﬁnition sentences of diﬃcult English words, making them easier to understand.
We believe that these systems will be useful both for learners of English and in studies
on second-language acquisition.
1 Introduction
Studies on paraphrasing (IWPT, 2001; Murata and Isahara, 2001) are relevant to a range of
research topics including sentence generation, summarization, and question-answering in natural
language processing (Katoh and Uratani, 1999; Takahashi et al., 2003). Several techniques have
been constructed for paraphrasing. We used automatic paraphrasing techniques based on natural
language processing to develop three learner-assistance systems for English language learners and
beginners. One system extracts an individual’s personal error patterns in using English. The
second transforms English sentences containing the letters “l” and “r” into sentences with fewer
instances of these letters, which Japanese people have trouble pronouncing properly in English.
The third system transforms diﬃcult English words into easier ones by providing deﬁnitions of
the diﬃcult words that clarify their meaning. These systems and studies using them may also
have applications in studies on second language acquisition (Dulay et al., 1982; Larsen-Freeman
and Long, 1991; Granger, 1998).
2 Extraction of personal error patterns in using English
We investigated methods of automatically extracting diﬀerences from pairs of texts that cor-
respond to each other within the domain of paraphrasing studies. One study examined the
extraction of diﬀerences between spoken and written language and transformation rules for au-
tomatic translation from written to spoken language by matching presentations at academic
conferences and the papers corresponding to them (Murata and Isahara, 2002a). Another study
focused on extracting rewriting rules and synonyms in patents by matching the patent claim
and its embodiment, both of which have the same meaning (Murata and Isahara, 2002c). In
this study, we extracted an individual’s personal English error patterns by matching a paper
before proofreading with the corresponding paper after proofreading. (The proofreading was
performed by native speakers.) We used 80 papers by a ﬁrst author to extract the author’s
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Table 1: Examples of personal English errors
Before proofreading After proofreading Frequency
“the” ⇒ φ 393
φ ⇒ “the” 357
“a” ⇒ “the” 146
“a” ⇒ φ 122
φ ⇒ “a” 120
“the” ⇒ “a” 116
“is” ⇒ “was” 68
φ ⇒ “of” 56
“of” ⇒ “for” 49
“in” ⇒ “of” 36
“are” ⇒ “were” 36
“of” ⇒ φ 34
“of” ⇒ “in” 32
“in” ⇒ “for” 32
“an” ⇒ “the” 32
“which” ⇒ “that” 31
“is” ⇒ “are” 28
“a” ⇒ “an” 28
φ ⇒ “by” 28
φ ⇒ “an” 27
“having” ⇒ “with” 25
φ ⇒ “that” 25
φ ⇒ “in” 24
“the” ⇒ “an” 23
φ ⇒ “used” 23
“result” ⇒ “results” 22
“and” ⇒ “or” 22
φ ⇒ “also” 22
φ ⇒ “to” 21
φ ⇒ “thus” 21
φ ⇒ “only” 20
φ ⇒ “and” 20
“we” ⇒ φ 19
“that” ⇒ φ 19
φ ⇒ “as” 18
“metonymy” ⇒ “metonymic” 17
“cases” ⇒ “case particles” 17
“as” ⇒ φ 17
“are” ⇒ “is” 17
φ ⇒ “have” 17
“use” ⇒ “used” 16
“short term” ⇒ “short-term” 16
“only” ⇒ φ 16
“in” ⇒ “at” 16
“have” ⇒ φ 16
“by” ⇒ φ 15
“When a” ⇒ “A” 15
φ ⇒ “method” 15
English error patterns. The error patterns were extracted using a Unix Diﬀ command as the
diﬀerences between a paper before proofreading and the corresponding paper after proofread-
ing. (For a detailed description of the method used to extract diﬀerences, see (Murata and
Isahara, 2002a; Murata and Isahara, 2002c; Murata, 2002; Murata and Isahara, 2002b).) We
then counted the frequencies of the extracted English error patterns. The results are shown in
Table 1. φ indicates a void: “φ ⇒” and “⇒ φ” indicate insertion and deletion, respectively.
The results showed that most of the errors made by the ﬁrst author related to usage of “the”,
with “a” being the next most frequent source of error. Correct usage of articles (“a” and “the”)
is very diﬃcult for Japanese people (Murata and Nagao, 1993) and in this case, the author was
Japanese. The next most frequent source of error was tenses such as “is” ⇒ “was” and “are”
⇒ “were”. Interestingly, the errors relating to articles were symmetrical, while those relating to
tenses were not. The frequency of “is” ⇒ “was” was high, but that of “was” ⇒ “is” was low.
The reason for this lack of symmetry may be that “is” and “are” are default forms and they
are often used.
The next most common errors related to prepositions such as φ ⇒ “of”, “of” ⇒ “for”, and
“in” ⇒ “of”. We also noticed errors relating to “which” ⇒ “that” and “having” ⇒ “with”. We
found that our system worked well in determining the author’s personal English errors.
A personalized education system designed to meet the needs of speciﬁc users would be ex-
tremely useful. (This was also described in the call for papers for this workshop.) Our system
of extracting personal English errors would be useful in developing such a system. It could also
be used to gather the errors made by a speciﬁc class of English language students or by students
taught by a particular teacher, which would be useful for English teachers.
3 Transformation of English sentences containing the letters “l” and “r”
into sentences with fewer instances of these letters
We have carried out several studies on automatically paraphrasing sentences for various purposes
including automatic translation from written to spoken language (Murata and Isahara, 2002a);
polishing sentences; compressing sentences without changing their meaning, as in summariza-
tion; and transforming sentences to sentences that have the same meaning and are similar to
input questions in answering questions. These systems were constructed using one unique model
(Murata and Isahara, 2001). In this section, we describe a system for transforming English sen-
tences containing the letters “l” and “r” into sentences containing fewer instances of these letters.
The system was constructed using paraphrasing techniques. Japanese people have diﬃculty in
pronouncing “l” and “r” and this system could be useful, for example, for transforming a draft
of a presentation to be presented by a Japanese speaker into sentences containing fewer “l” and
“r” letters.
The paraphrasing technique consists of two modules: a transformation module and an eval-
uation module. The sentence to be transformed is input into the system. Several potential
transformation types are generated in the transformation module and then tested in the evalua-
tion module, where the most appropriate one is selected. This one is used for the transformation
and the result is output.
We used synonyms in WordNet 2.0 (Princeton University, 2003) for the transformation mod-
ule. The following conditions were used for the evaluation module.
• A word containing fewer instances of “l” and “r” preceding vowels is more appropriate for
transformation. (“l” and “r” preceding vowels are particular diﬃcult for Japanese people
to pronounce.)
• For words with the same number of instances of “l” and “r” preceding vowels, a word
PACLIC 18, December 8th-10th, 2004, Waseda University, Tokyo
Table 2: Examples of transforming English sentences into sentences containing fewer instances
of “l” and “r” letters preceding vowels
Correct transformation
We think a good approach
way
is to construct it using “X no Y”.
The criteria used to select
determine
the most appropriate transformation
type must be predeﬁned.
This ﬁgure shows the structure
composition
of the thesaurus.
length d is the length
size
of a document d.
Incorrect transformation
This is the title
name
of the query.
P of d and t is the location
determination
of the ﬁrst occurrence of a term t
in the document d.
This term is for weighting terms which are followed
used
by the Japanese-
language particle “nado”.
We think that this problem
question
can be overcome by enlarging the corpus
from which the examples are extracted.
that occurs more frequently in an English corpus with contexts is more appropriate for
transformation.
• When a word does not occur in an English corpus with contexts, it is not used for trans-
formation.
We used the two words preceding the transformed expressions, the transformed expressions,
and the two words following the transformed expressions as the contexts. We used the British
National Corpus (BNC), which contains over 100 million words (Oxford University Computing
Services, 1995), for the English corpus.
We assessed the system experimentally using drafts of our presentations at academic confer-
ences as input. Examples of the output of the system are shown in Table 2. A part enclosed
by vertical lines “|” indicates a transformed expression. The upper expression was transformed
to the lower expression. Each expression was transformed to an expression containing fewer
instances of “l” and “r” preceding vowels, e.g. “approach” and “length” were transformed into
“size” and “way”, respectively. However, in the current system, this transformation sometimes
changed the meaning of a sentence.
For this reason, it is better to use the system semi-automatically; i.e., the system outputs
candidates for transformation with fewer instances of “l” and “r” preceding vowels and the
frequency of their occurrence in an English corpus with contexts. The user then selects the
appropriate expression from these candidates.
The current system focuses only on the letters “l” and “r”. In future, we would like to add
other letters that are diﬃcult for English beginners to pronounce such as “f” or “v” and we
would also like to examine which letters are most diﬃcult for English beginners to pronounce.
4 Providing deﬁnition sentences for diﬃcult words to clarify their meaning
Kaji and Kurohashi constructed a dictionary of deﬁnition sentences that could be used to trans-
form sentences into sentences that were easier to understand (Kaji and Kurohashi, 2004). Def-
inition sentences explain the meaning of words, so they can be used to transform a diﬃcult
sentence into one that is easier to understand. We developed a system to make reading easier
by providing diﬃcult words with deﬁnition sentences.
Our system ﬁrst detects a diﬃcult word and then gives it a deﬁnition sentence. The current
system used two methods for detecting diﬃcult words. One method extracts words that the
user has not yet written as diﬃcult words, and the other extracts words with low frequency in
an English corpus. (Word frequency in an English corpus is often used in language education
to extract easy or diﬃcult words (Granger, 1998).)
Examples of the outputs of our system are shown in Table 3. The diﬃcult words that were
extracted were words with a frequency of less than 1000 in the BNC corpus. We used the
WordNet 2.0 manual as input and deﬁnition sentences from the EDR dictionary (EDR, 1993).
We also used WordNet 2.0 for stemming words. The part “[Notes: ...]” indicates a deﬁnition
sentence provided by our system. The current system outputs all the deﬁnition sentences for
a particular word, and the symbol “|” is used to separate deﬁnition sentences with diﬀerent
meanings. Although we used English deﬁnition sentences in Table 3, we can also use Japanese
deﬁnition sentences for Japanese users. “[Caution!]” is assigned to words that are judged to
be diﬃcult but that are not included in the EDR dictionary. “[Above!]” indicates that the
deﬁnition sentence has been given previously. “Corpus”, “consortium”, and “lexicography”
were appropriately extracted as diﬃcult words and given deﬁnition sentences.
Users have their own professional domains and our system can use individual user’s character-
istics to provide deﬁnition sentences only for words that they are unlikely to know. For example,
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Table 3: Examples of giving diﬃcult words deﬁnition sentences to make reading easier
The British National Corpus [Notes: a collection of all the works of
a special type, on a special subject|a gland of an insect, called corpus
allatum|a total assemblage of law in a country|an extract of corpus lu-
teum of a pig or a cow|the glassy ﬂuid from the eye|a set of material
or data for use during study, especially for linguistic analysis] is a very
large corpus [Above!] of modern English, containing over 100 million
words from both spoken and written English texts.
The project was carried out and is managed by an industrial/academic
consortium [Notes: an association of creditor nations] led by Oxford
University Press, ...
The spoken part (10%) includes a large amount of unscripted [Notes:
(of a speech or discussion that is broadcast) spoken naturally or with-
out previous arrangement] informal conversation, recordeded [Caution!]
by volunteers selected from diﬀerent age, region and social classes in a
demographically [Notes: in a demographical way] balanced way, ...
... will be useful for a very wide variety of research purposes, in ﬁelds as
distinct as lexicography, [Notes: the creating and printing of dictionaries]
artiﬁcial intelligence, speech recognition and synthesis, literary studies,
and all varieties of linguistics.
The corpus [Above!] is encoded [Caution!] according to the Guidelines
...
..., the equivalent of more than a thousand high capacity ﬂoppy diskettes.
[Notes: a small plastic disk coated with magnetic material on which
computer data can be stored called a ﬂoppy disk]
To put these numbers into perspective, the thickness of the average
paperback [Notes: of the form of a publication enveloped by a slender
cardboard cover—a small book bound with a thin cardboard cover] book
is about 250 pages per centimetre [Caution!];
when we used the method to extract diﬃcult words but to avoid extracting words occurring in
our papers, “corpus”, which we know very well, was not extracted.
“encoded” is given “[Caution!]”, so the user realizes that “encoded” is diﬃcult. This helps
English learners. “[Caution!]” has another interesting function. “recorededed”, which is a typo,
is also given “[Caution!]”.
In future work, we would like to develop a system that stores all the sentences that a user has
written and read and show him/her which word he/she ﬁrst encountered when a new sentence
is presented. (We have already investigated a system for highlighting expressions that appear
ﬁrst in documents (Murata and Isahara, 2002c).) We also consider that it may be interesting to
highlight the words that appear ﬁrst in English language school textbooks. Although there are
systems that provide translations or meaning glosses to assist readers (Poznanski et al., 1998),
the ideas of user-dependent processing and highlighting expressions that appear ﬁrst are novel
and in future, we would like to further examine these concepts.
5 Conclusion
We used automatic paraphrasing techniques based on natural language processing to develop
three systems for helping English learners and beginners. They included a system for extracting
personal error patterns in the user’s English usage; a system for transforming English sen-
tences containing the letters “l” and “r”, which Japanese people have trouble pronouncing, into
sentences containing fewer instances of these letters; and an annotation system that provides
deﬁnition phrases for diﬃcult words. We believe that these systems will be useful for English
learners and in studies on second language acquisition (Dulay et al., 1982; Larsen-Freeman and
Long, 1991; Granger, 1998).
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