Abstract. In this paper, a routing protocol is proposed that provides location privacy for the source and the destination as well as user anonymity and unlinkability in multihop wireless sensor networks. The sink is assumed to be computationally powerful and responsible for all routing decisions. It assigns incoming and outgoing labels to nodes in the uplink and downlink directions. Each node is only aware of its own labels and only forwards packets whose labels match either its downlink or uplink incoming label. Moreover, in order to prevent packet tracing by a global eavesdropper, layered cryptography is used in both directions to make a packet look randomly different on different links. However, due to the node capability limitations, only symmetric cryptography is used.
Introduction
Wireless sensors are characterized by limitations on batteries, computational capabilities (CPU power and memory), as well as communication capabilities such as bandwidth, transmission power and receiver sensitivity. In the early days of wireless sensor networks (WSN), the issue of network security was given second priority as the technology struggled to meet these strict and diverse constraints. It is only recently that a flurry of activities has been seen in some areas of wireless sensor networking including lightweight cryptography, secure routing and intrusion detection. However, anonymous routing that covers areas such as node anonymity, node location privacy, untraceability and unlinkability is yet to be adequately explored. These issues are of utmost interest in military, homeland security, and law enforcement but are also becoming progressively essential to many civilian applications. Fig.1 demonstrates the importance of location privacy for the source and the destination in wireless communications. In this example, a criminal is interested in finding a valuable object (source) by using the beacon signals that it emits (similar to asset monitoring applications). It is also interested in identifying the locations of police patrols (destination, also called sink in WSN) in order to avoid or even eliminate them.
An anonymous routing protocol for WSN must prevent an adversary from finding the locations of the source and the sink. The adversary may exploit information in the packet headers or perform packet tracing. The former problem can be addressed using encrypted packet headers or identity-free routing, while the latter must be addressed by untraceable routing schemes. According to Pfitzmann and Kohntopp [11] , anonymity is the state of being un-identifiable within a set of objects; the anonymity set. Untraceability refers to the inability of an adversary in tracing individual data flows back to their origins or destinations. Unlinkability means preventing an adversary from learning the identities of the source and the destination at the same time.
Regular routing protocols designed for multihop wireless sensor networks [7] are vulnerable to location privacy violations. In order to achieve the highest possible efficiency, these protocols use methods that unfortunately offer a lot of help to an attacker. These methods are usually based on disclosing network topology, especially the location of the sink. Usually, the sink emits periodic beacon signals that are flooded in the network to let each sensor calculate the best (e.g. the shortest) path to the sink. Moreover, during data transmission, an adversary can trace data packets back to their source and/or their destination over consecutive links. This can be done using signal detection techniques such as triangulation, trilateration, angle of arrival, signal strength and so on in each locality to find the immediate sender of a packet.
Encryption is undoubtedly one of the most effective means of providing security services. However, encryption alone is not enough for ensuring anonymous communications. Adversaries can use traffic analysis techniques such as content analysis and timing analysis to obtain valuable information including the locations of the source and the destination of each packet as well as the identities of the nodes involved. Traditionally, anonymous communication schemes such as Mixes [12] have been used to protect networks against such attacks. Unfortunately, these solutions, even those versions developed for MANET [8] , are not applicable to resourceconstrained sensor networks. Lately, several anonymous routing protocols [1] - [6] have been introduced for wireless ad hoc sensor networks, some of which attempt to defend against this kind of attack. In the next section, we briefly overview some of these proposals and point out their shortcomings.
In this paper, we introduce a novel routing scheme for sensor networks based on label switching that supports traffic untraceability in order to hide the locations of a source sensor and the sink. It is also an identity-free routing protocol and as such offers anonymity to the source and the sink. The identity-free routing and untraceability ensure unlinkability even when multiple sinks use the same sensor network.
The rest of this paper is organized as follows: in the next section, we review some related works. In section 3, we describe our network model. In section 4, we explain our threat model and privacy objectives. In section 5, we present our routing protocol. Finally, we will conclude with a summary.
Related Work
Phantom routing [1] is one of the earliest works that clearly addresses the problem of source location privacy in wireless sensor networks. It considers that movements of an object are continuously monitored by a network of stationary sensors and that an adversary tries to locate the object by tracing the stream of packets flowing from its point of presence towards the sink. In order to mislead the adversary, phantom routing first sends each packet from the source randomly to an intermediary node called a phantom source located a number of hops away from the real source. The phantom source then either floods the received packet in the network or unicasts it to the sink. Obviously, the flooding version of this protocol does not reveal the location of the destination but it has the disadvantages of flooding, including excessive energy and bandwidth consumption. On the other hand, its single-path version cannot hide the location of the sink as it uses regular single-path routing schemes that require all sensors to know where in the network the sink resides.
Hong et al. [2] introduce two algorithms to protect sensor networks against timing analysis attacks. Timing analysis is a kind of traffic analysis that exploits timing correlation of transmissions from neighboring nodes to correlate packets on successive links and therefore uncover end-to-end traffic flows between the source and the destination of those packets. Most of the traditional countermeasures against this kind of attack, such as packet reordering and decoy traffic, are not suitable for the resourceconstrained sensor networks. The authors base their algorithms on adding random delays to packet retransmissions at each forwarding node, in an attempt to obfuscate the temporal relationship among packet transmissions in a neighborhood. This paper is not concerned with the actual routing of packets. In other words, it does not specify how a path for a packet is found towards the sink.
Another kind of traffic analysis attack tries to gain sensitive information about endto-end data flows by monitoring changes in link-level traffic patterns. The heuristic algorithm proposed in [3] tries to prevent this type of attack by routing end-to-end data flows in a way that keeps the global view of link-level traffic patterns on all the links across the network as invariable as possible. In fact, when the real traffic pattern in the network changes, this algorithm reroutes traffic flows in a manner that the overall network traffic patterns remain unchanged. However, this paper does not discuss implementation issues of this algorithm and their privacy implications. This algorithm requires complete knowledge of link-level and end-to-end flows throughout the network. In a centralized implementation of this algorithm for sensor networks, the sink would be the sensible choice as the entity performing the algorithm. In that case, protocols are needed for conveying necessary information from the sensors to the sink, as well as procedures for setting up the right link-level connections by the sink, all in a secure and private manner. A distributed implementation is more challenging, especially from a security standpoint. It would mean that global knowledge of data flows and network topology must be available to all sensors.
The focus of the work reported in [4] is protection against intrusion attacks and traffic analysis attacks that aim at isolating or locating the sink. It employs two main techniques to prevent such attacks. First, it increases tolerance against sink isolation by using redundant sinks and develops secure multipath-capable path setup mechanisms, so that sensors can report their data to multiple sinks. However, this path setup mechanism is based on sink-originated beacon signals, which reveal the location and identity of the sink. It also needs all nodes to identify their neighbors, which may also be a privacy concern. The second countermeasure offered in this paper is the use of anti-timing analysis techniques that prevent an attacker from tracking packets back to the sink by monitoring the transmission times of a sensor and its parent(s). It achieves this goal by unifying the transmission rates of all nodes, using delays and dummy packets, when necessary. This technique suffers from waste of energy and bandwidth, data loss due to buffer overflows and latency due to random delays.
Deng et al. [5] use four traffic randomization techniques to protect against traffic analysis attacks that aim at locating the sink in a WSN. They try to increase randomness in traffic patterns, in order to confuse an attacker who exploits pronounced traffic patterns due to fixed-path routing protocols. Traffic analysis attacks of the "rate monitoring" and "time correlation" types have been considered in this paper. The first technique proposed in this work is a per packet random multiple-path forwarding scheme used at each node. This scheme is based on the common topology discovery method of propagating beacons from the sink, which as mentioned before, reveals the location of the sink. The second technique is a controlled random walk that uses a probabilistic forwarding scheme at each node to determine the next hop according to a uniform probability distribution, in order to protect against rate monitoring attacks. The last two techniques use fake paths and fake hotspots that are based on decoy traffic, which as mentioned before, consumes energy and bandwidth as well as degrades performance in terms of packet delivery success ratio and latency due to increased rate of collisions.
Olariu et al. [6] hide the identities and locations of the source and the destination in a wireless sensor network, as well as provide traffic untraceability by imposing an anonymous virtual infrastructure over the physical infrastructure. However, their simple routing protocol is vulnerable to packet tracing. As mentioned before, several anonymity protocols have been developed for MANET, such as ANODR [8] and MASK [9] , but they are not suitable for sensor networks due to their resource limitations, especially in terms of processing power. Mist Routing [10] can also provide source and destination location privacy, but it assumes a fixed infrastructure of special routers with a pre-determined logical hierarchy overlaying the physical network. Such assumptions are not typically applicable to wireless sensor networks mainly because sensors are usually deployed in an ad hoc manner.
Network Model
We envision a network of many (hundreds) small wireless sensors that are deployed in a large geographical area. We also assume that a single, considerably more powerful node, called the sink, exists in the network that controls the sensors and collects sensory data from them. Because of their limited transmission range, sensors send their data to the sink using multihop communication. Sensors generate data independently and relay packets received from their neighbors without deterministic knowledge of their arrival times. In other words, a node can always detect packet arrivals from its neighbors 1 and is ready to retransmit them according to a certain policy. Data packets generated by sensors always travel upstream (uplink) towards the sink and are never destined for any other node. Control packets such as routing updates from sensors also travel upstream, destined for the sink, while control packets from the sink such as routing instructions, cryptographic assignments, acknowledgments and so on, travel downstream (downlink).
Our approach to ensuring anonymity and location privacy for the destination in a network is to avoid disclosing information about the destination identity and its location as much as possible. To this end, we have made the sink entirely in charge of how packet routing should be done. That is why we describe our proposed routing protocol as being destination-controlled. Through a topology discovery process, described later, the sink obtains a global view of the network topology, but no other entity knows which node is the sink. We will also explain how the sink can securely and anonymously send instructions to each node in a manner that ultimately all packets can find their ways to the sink, without the privy of any internal or external entity other than the sink.
Threat Model and Privacy Objectives
We intend to resist an omni-present adversary sometimes called a global eavesdropper. This kind of adversary can monitor all transmissions happening anywhere in the network. It can theoretically follow one single packet to its destination. It can also detect the source of a packet as soon as it is generated. Therefore, in order to have an acceptable degree of protection against this kind of adversary, we need to have a sufficient number of active sources in the network, making the process of distinguishing a specific flow among many flows difficult. The greater the number of data flows (anonymity set) the higher the degree of anonymity will be. 2 This condition is intrinsically satisfied in many types of sensor networks such as inventory tracking, habitat monitoring and environment monitoring applications. Also, given a specific packet and the entire transmission history of the network, we would like to make the task of identifying the sender of the packet as difficult as possible for an eavesdropper. Finally, and most importantly, we wish to hide the location and the identity of the sink. Our protocol works on the network layer but it does not preclude the use of node level mechanisms such as anti-timing analysis techniques whenever available.
Later, we will explain how packets belonging to different flows can become indistinguishable. Thus, we assume that as far as the eavesdropper is concerned, a packet transmission by a node may be for an original packet or just a relayed packet. Sensor nodes are usually vulnerable to capture and intrusion. An adversary is assumed to gain complete control of a compromised node including its routing information, collected data and all its cryptographic material. Therefore, it is important that no node is aware of the locations and identities of the sink or other data sources. In this paper we are only concerned with eavesdropping actions (passive attacks) of an adversary who is trying to locate a target node. Such an adversary usually prefers to be hidden, thus it refrains from executing active attacks e.g. denial of service, impersonation, jamming and so on, which may be discovered by the network operator using intrusion detection techniques.
Proposed Routing Scheme
In this section, we describe our Destination-Controlled Anonymous Routing Protocol for Sensors (DCARPS).
Part 1: Initialization
Before deploying a node i (including the sink), it is assigned a unique network identifier S i . The sink and a sensor S i are pre-programmed with a unique shared secret key K i . During the lifetime of a sensor, its key may be updated by the sink. Due to computational and energy limitations of sensors, we only use symmetric cryptography 3 . Before deployment, the sink is also programmed to share a value with each sensor, denoted by DI i (for Downstream Incoming), whose use in downlink communications will be explained later.
Part 2: Topology Discovery
Upon network activation and also periodically thereafter, a subset of sensors (or all of them in the worst case) broadcast route discovery messages. A sensor that originates a route discovery message includes its identity (ID) and a globally unique sequence number 4 in this message. All of the forwarding sensors append their IDs to this message. Each sensor repeats a route discovery message with a certain sequence number only once. All of these messages eventually, and usually in multiple copies, reach the sink allowing it to obtain a global view of the network topology. Please see Fig.2 . A node that has already forwarded a route discovery message does not generate one of its own but will continue to relay such messages for other nodes.
This design is contrary to the common method of topology discovery in sensor networks based on broadcasting beacons from the sink. As explained before, that method violates location privacy of the sink. By making all the nodes, including the sink, behave in the same manner during topology discovery, we have effectively hid-den the sink. The details of our topology discovery protocol are published in another paper [13] . Currently, we are studying various techniques such as clustering and MultiPoint Relays in order to enhance the performance of this protocol.
Part 3: Route Calculation
Once the sink has acquired the network topology, it calculates routes for all the sensors. In the simplest case, it calculates only one route per sensor according to a prespecified policy, such as "the shortest path". All the possible end-to-end routes for each sensor resemble multiple streams originating from the same point i.e. that sensor. Although each stream may branch out somewhere on the way but different branches of the eventual tree for each sensor can only merge at the final destination (the sink).
The final set of shortest paths is a tree structure rooted at the sink. Each sensor may have multiple downstream links but only one upstream link towards the sink. In other words, a main branch (a link connecting the sink to one of its neighbors) emanating from the sink may split several times into smaller branches, finally ending at individual leaves. A leaf is a sensor that does not have a downstream link on the shortestpaths tree. The shortest path for a leaf sensor contains the shortest paths for all its upstream sensors.
Part4: Uplink Path Establishment
In our routing protocol, the sink is responsible for establishing upstream next hops for all sensors. In this phase, the sink assigns labels for uplink communications to each node, including itself. A label is part of a packet that dictates how it should be forwarded. The label in an incoming packet at a node is called an incoming label, while the label in an outgoing packet is called an outgoing label. A node is the recipient of a packet if it has been assigned an incoming label that matches the label of the incom- ing packet. To forward a packet, a node swaps the label in the packet with its own outgoing label. Further into the manuscript, we will explain how the sink communicates these label assignments to sensors.
Due to the tree-like structure of the routes, each sensor will have only one incoming label (even though it may have more than one incoming link) and one outgoing label in the upstream direction, because all sensors send their data to the same destination, namely the sink, and each one of them has only one upstream link. The outgoing label of a node is always the same as the incoming label of its upstream node. The sink may have no outgoing label, while the leaf sensors have no incoming labels. The sink can assign the same outgoing label to all of its neighbors. However, this may result in a large concentration of packets with the same label in its vicinity, which may be an indication to adversaries that the sink resides in that area. Therefore, we recommend that these labels must be different. A label assignment example for a simple shortest-paths tree is shown in Fig.3 .
The sink uses path_setup messages to inform each sensor of its assigned uplink incoming label and outgoing label. These messages travel downwards along the branches from the sink to each sensor, according to the tree structure calculated previously by the sink. The format of these messages and how we maintain their secrecy is explained below
In order to reduce overhead, we distribute labels to all the sensors connected to one main branch by using just one message. The sink assembles a cryptographic onion per each main branch and broadcasts it locally. Each layer of an onion normally contains the incoming label and the outgoing label for the sensor that can successfully decrypt that layer. Each layer is encrypted by the sink using the secret key that it shares with the intended recipient. The layers are in such an order that one of the immediate neighbors of the sink can peel off the outermost layer of an onion. Each sensor broadcasts the rest of the onion after peeling off the outer layer. At each step, only one sensor can decrypt the outer layer. However, where a branch splits up, the corresponding sensor must broadcast as many sub-onions as the number of its down- Fig. 3 . Label assignments in a shortest-paths tree stream sensors. These sub-onions are prepared by the sink in a way that the outer layer of each can only be decrypted by one of the sensors downstream from the branching sensor. As an example, the path_setup message broadcasted on the main branch labeled with L 4 in Fig.3 is:
K i (x) denotes encryption of x using the key K i . At each layer, starting from the left, the first item is the incoming label and the next item is the outgoing label.
One possible algorithm for assembling the path_setup message for a main branch is the following: the sink starts at any leaf sensor and includes its outgoing label in the innermost layer of an onion. Then, it moves upstream and for each sensor adds a layer to the onion containing its incoming and outgoing labels. If it encounters a "branching sensor" (a sensor from where multiple branches start) it marks the onion so far built as a sub-onion. It then moves down on each of other branches, and for each one starts building a sub-onion beginning each at a leaf sensor. Once all the necessary sub-onions have been built, it puts them in a tandem and moves upstream from the branching sensor. This process continues until all the sensors in that main branch have been included in the onion. Please note that the sink applies this algorithm offline, to the routing information that it has collected. When all of the onions constructed in this way are broadcasted in the network, each node knows its incoming and outgoing labels.
Assignment of Unique Labels
As Fig.4 shows, when a node (B) broadcasts a packet, all nodes in its one-hop neighborhood receive that packet. Therefore, the nodes in the 2-hop neighborhood of the recipient (A) get the packet.
In order to avoid recipient ambiguity in a local broadcast, the incoming label of a node must be unique at least in its 2-hop neighborhood. In the label assignment phase, the sink must execute an algorithm to ensure that each node is allocated a unique incoming label. Below, we provide a heuristic algorithm for this task.
Denote the set of 2-hop neighbors of node X including itself with N 2 (X) and the yet unused labels in its 2-hop neighborhood with L(X). At the start of the algorithm, the latter set is the same for all nodes and contains all the available labels. At every step A B Fig. 4 . A local broadcast of the algorithm, the sink chooses a node (randomly or systematically) and assigns to it one of the labels still available in its label set. Then, it removes this label from the set of labels of that node and all its neighbors in a 2-hop area. One run of the algorithm ends when all the nodes have been allocated an incoming label. At the beginning of the next run, the set of unused labels for each node is re-initialized to contain all the available labels. In the following pseudocode, N is the set of all nodes and l i is the incoming label assigned to node i.
Part 5: Uplink Data Transmission
When a sensor has a packet, for example some sensory data to report, it encrypts it for the sink. Then, it appends its outgoing label to the packet. The upstream neighbor, with an incoming label matching the packet label, accepts the packet and switches its label to its own outgoing label. At this point, it can rebroadcast the packet. However, to prevent a global eavesdropper that applies content analysis to the payload in order to trace the packet back to the source and/or destination, we make the payload to appear different at each hop. To do this, the forwarding sensor encrypts the already encrypted payload for the sink. Every sensor in the path repeats the encryption process, effectively creating an onion. Therefore, on each hop, the packet contains an unencrypted label and a payload that has been encrypted several times. Upon receiving the packet, the sink performs recursive decryptions to recover the original data. 
Part 6: Downlink Data Transmission Downlink communications (from the sink to the sensors) is also based on layered cryptography and label switching. We explained before how the sink sends path_setup messages to all the sensors that belong to the same main branch in the shortest-paths tree. Other messages, such as acknowledgments and other control commands are sent in a similar manner. Remember that each node is initialized with a DI (Downstream Incoming) label. When the sink wishes to transmit a packet, it labels the outermost layer of an onion with the DI of one of its neighbors that is supposed to be the next hop for that packet according to the latest routing information available to the sink. However, inside that layer, which is encrypted for that neighbor, it precedes each sub-onion with the DI label of the next hop on the route. As an example, the path setup process for the example in Fig.3 is illustrated in Fig. 5 . For enhanced security, DI labels may be changed periodically.
Sink Anonymity in Downlink Communications
In order to prevent an eavesdropper from acquiring valuable information regarding the location of the sink, path_setup messages and other control packets sent by the sink in the downlink must be indistinguishable from data packets transmitted by sensors. Data packets consist of a label and an encrypted payload that is re-encrypted on every hop. Control packets look exactly like data packets since they have a label (DI) and an encrypted part that looks different on each hop because of layered cryptography. Moreover, these packets are only transmitted within a short setup phase, which gives the adversary little chance to find the sink while in other protocols any compromised node gives a clue about the sink's location. Upon hearing a packet, a sensor performs the following algorithm: 
If

6…Summary
We have used the concepts of onion routing and label switching to develop an anonymous untraceable routing protocol for wireless sensor networks. Our protocol ensures location privacy for the sink by putting the control of routing in its hands. Also, unlike other routing protocols for sensor networks, in order to hide the location of the sink, our topology discovery process is initiated by the sensors not by the sink. To thwart content analysis attacks aimed at tracing packets back to the source or destination, we have used layered cryptography to make packets appear randomly different on different hops along their paths. However, in order to conserve the energy of sensors, we have used labels to identify the next hop for each packet so that only the immediate recipient of a packet attempts to decrypt it. Moreover, a sensor performs a minimal amount of computation and has only one key, which is shared with the sink.
