Abstract-In this paper, we consider a delay differential inclusionẋ(t) ∈ F (t, x t ), where x t denotes the history function of x(·) along an interval of time. We extend the celebrated Filippov's theorem to this case. Then, we further generalize this theorem to the case when the state variable x is constrained to the closure of an open subset K ⊂ R n . Under a new "inward pointing condition," we give a relaxation result stating that the set of trajectories lying in the interior of the state constraint is dense in the set of constrained trajectories of the convexified inclusionẋ(t) ∈ co F (t, x t ).
I. INTRODUCTION
M ATHEMATICAL models arising in population dynamics or engineering sciences often involve control systems with delays (see, e.g., [7] and [25] ). Systems with delays express that at each instant the velocity of the state depends upon the history of its evolution up to this instant [24] . Such control systems can be described as follows:
⎧ ⎨ ⎩ẋ (t) = f (t, x t , u(t)), a.e. t ∈ [t 0 , T ] u(t) ∈ U ⊂ R q , a.e. t ∈ [t 0 , T ] x t 0 = ϕ (1) where x(t) ∈ R n represents the state at time t, x t : [−τ, 0] → R n is the standard notation for the history function defined by x t (θ) = x(t + θ), for τ > 0 and −τ ≤ θ ≤ 0, u(·) is a Lebesgue measurable function, f is a mapping from [0, T ] × C( [−τ, 0] , R n ) × U into R n , 0 ≤ t 0 ≤ T , and ϕ is the initial condition taken in C( [−τ, 0] , R n ). In the above discussion, C([−τ, 0], R n ) denotes the Banach space of continuous functions from [−τ, 0] into R n , with the usual norm. When the trajectories of (1) are subject to the state constraint
Manuscript received April 25, 2017 ; revised April 26, 2017 and December 6, 2017; accepted January 10, 2018 where K is a closed subset of R n , the viability theory [2] provides adequate mathematical tools to study the existence of feasible (or viable) solutions of such systems. Thanks to this theory, a necessary and sufficient condition (linking the dynamics of system (1) to the geometry of the constraint set K) for the existence of feasible solutions is known. Under some regularity assumptions on f , this condition was first given in [22] 
where T K (ψ(0)) is the contingent cone to K at ψ(0). In the framework of this theory, convexity conditions are imposed on the set-valued map F (t, ψ) := f (t, ψ, U ), i.e., for every t ∈ [0, T ] and every ψ ∈ C([−τ, 0], R n ), F (t, ψ) is a convex subset of R n . This convexity hypothesis may fail in some mathematical models and may be even difficult to verify.
In the case of delay-free control systems, a vast literature (see, e.g., [9] - [11] , [14] , [16] , [20] , and [21] ) allows to relax this convexity hypothesis, by assuming, as a counterpart, stronger tangential conditions and stronger regularity of F . These conditions rely on the possibility of directing a velocity into the interior of the constraint K whenever approaching the boundary of K. Known as inward pointing conditions, they allow to approximate relaxed feasible trajectories by feasible trajectories and provide estimates on the distance of a given trajectory of unconstrained control system from the set of feasible trajectories, see for instance [9] , [10] , [16] , [18] , and [20] . In the literature, these estimates have been referred to as neighboring feasible trajectory (NFT) estimates. In the case when F is Lebesgue measurable with respect to the time and Lipschitz with respect to the state, NFT estimates result from the following inward pointing condition (see [17] and [18] ):
When the viability condition fails to be fulfilled on the boundary of K, the largest subset of initial conditions starting from which at least one viable solution exists (called viability kernel ) is considered. In the case of delay-free control systems, viability algorithms providing constructive methods for the computation of the viability kernel, have been developed (see, e.g., [19] and [29] ). Thanks to these algorithms, efficient numerical methods have been established (see, e.g., [28] ) and used in order to find viability kernels for numerous examples coming from different fields (see, e.g., [5] , [8] , [23] , [26] , [27] , and [30] ). We also refer to Aubin et al. [3] for numerous examples coming from the engineering sciences, where the viability kernel was calculated. We would like to underline that these algorithms are developed for set-valued maps with convex values. Two steps are needed to extend these numerical methods to delay differential inclusions: adapt the viability algorithms to this case and obtain relaxation theorems under state constraints. This latter point is the purpose of this paper.
To our knowledge, NFT estimates for delay differential inclusions are not yet obtained in the literature. Here, we propose to extend such results to this case. Inspired by the viability condition given by (3), we propose to adapt the inward pointing condition (4) to delay differential inclusions.
Let λ > 0. Define the set
and consider the following relaxed inward pointing condition:
Assuming (IP λ rel ), we give a relaxation result stating that the set of feasible trajectories is dense in the set of relaxed feasible ones. This is proved by using several preliminary results. The first one is an extension of the Filippov theorem from [13] to delay differential inclusions, which is an essential step to construct feasible trajectories. Then, we provide NFT estimates on the distance of a given trajectory from the set of feasible trajectories.
This paper is organized as follows. Section II presents the list of notations, definitions, and assumptions in use. In Section III, we state our main results. The proofs and useful technical tools are given in Section V. In Section IV, we discuss an example where the model corresponds to the problem considered in this paper.
II. PRELIMINARIES
In this section, we list the notations and the main assumptions in use.
A. Notations and Definitions
Consider the Euclidean space (R n , · ), where n is a positive integer. We denote by ·, · the inner product, by B(x, r) the closed ball of center x ∈ R n and radius r > 0, and by B the closed unit ball in R n centered at 0. Let co A stand for the convex hull of a subset A ⊂ R n . For every pair (a, b) ∈ R 2 , set a ∨ b = max{a, b} and a ∧ b = min{a, b}.
Given interval I ⊂ R, (C(I, R n ), · C ) denotes the Banach space of continuous functions from I into R n , where · C is the norm of uniform convergence. Given τ > 0, B C (ϕ, r) denotes the closed ball of center ϕ ∈ C([−τ, 0], R n ) and radius r > 0, and B C is the closed unit ball in C([−τ, 0], R n ) centered at 0. Given t ∈ R, we denote by B ((t, ϕ) , r) the closed ball B(t, r) × B C (ϕ, r).
We denote by μ the Lebesgue measure on the real line, and by L 1 (I, R n ) the space of Lebesgue integrable functions from I to R n . Let K be a nonempty closed subset of R n , Int K be its interior and ∂K its boundary,d K is the oriented distance from x ∈ R n to K defined bỹ
We will use the following notion of solution.
An F -trajectory that verifies the state constraint (2) is called feasible F -trajectory. A trajectory associated with the relaxed differential inclusion
is called the relaxed F -trajectory, and the relaxed feasible Ftrajectory if in addition (2) holds true.
B. Assumptions
n be a set-valued map with nonempty closed images. In our main theorems, we will assume the following regularity conditions on F .
H2) The set-valued map F (t, ·) is locally Lipschitz in the following sense:
H3) The set-valued map F has a sublinear growth, i.e., there exists σ > 0 such that, for a.e. t ∈ [t 0 , T ] and any
H4) For a given λ > 0, the set-valued map F is upper semicontinuous on [t 0 , T ] × K λ , i.e., for all t ∈ [t 0 , T ] and all ϕ ∈ K λ , we have F (t, ϕ) = ∅ and for every ε > 0 there exists δ > 0 such that
III. MAIN RESULTS

A. Filippov's Theorem
The following theorem extends the celebrated Filippov's theorem from [13] to differential inclusions of type (6) .
Theorem 1: Let β > 0 and δ 0 ≥ 0 and assume (H1), (H2).
If
and for almost every t ∈ [t 0 , T ]
The following theorem establishes the possibility of approximating any relaxed F -trajectory by an F -trajectory starting from the same initial condition.
Theorem 2: Let y(·) be a relaxed F -trajectory. Assume (H1), (H2), and (H3). Then, for every δ > 0 there exists an Ftrajectory x(·), satisfying x t 0 = y t 0 and sup
B. Neighboring Feasible Trajectories Theorems
Let λ > 0. Consider the following inward pointing condition:
where K λ is defined by (5) . Before stating our first NFT theorem, a crucial result is given by the following lemma, which shows that (IPC λ ) implies a uniform inward pointing condition on a neighborhood of K λ .
Lemma 1: Let λ > 0 and assume (H1)-(H4)and (IPC λ ). Then, ∀ R > 0, ∃ ρ > 0, and η > 0 such that for every t ∈ [0, T ], ψ ∈ (K λ + ηB C ) ∩ RB C , and for every v ∈ F (t, ψ) with
The following theorem shows the existence of a feasible Ftrajectory and provides an estimate of the distance (in the norm of uniform convergence) of this trajectory from a specified Ftrajectory.
Theorem 3: Assume (H1)-(H3). Let τ > 0, r 0 > 0, and λ 0 > 0 and suppose that, for
assumptions (H4) and (IPC λ ) hold true. Then, there exists a constant C > 0 such that for any t 0 ∈ [0, T ] and every F -trajectorŷ
Theorem 3 together with Theorem 2 implies that under the inward pointing condition (IPC λ ), the set of F -trajectories lying in the interior of the constraint set K, for t ∈ (t 0 , T ] and starting atx t 0 , is dense in the set of feasible relaxed F -trajectories. This results from the following corollary.
Corollary 1: Under all the assumptions of Theorem 3, for any feasible relaxed F -trajectoryx(·) with λ 0 -Lipschitzx t 0 andx(t 0 ) ∈ K ∩ r 0 B, and any δ > 0, there exists a feasible F -trajectory x(·) such that x t 0 =x t 0 , x((t 0 , T ]) ∈ Int K, and x t −x t C < δ for all t ∈ [t 0 , T ]. Now, assume the relaxed inward pointing condition given by (IP λ rel ). As mentioned before, we have the following lemma that is similar to Lemma 1 but in the framework of the relaxed set-valued map.
Lemma 2: Let λ > 0 and assume (H1)-(H4)and
The following theorem is related to Theorem 3, however neither one is contained in another. 
The proof of Theorem 4 is a straightforward consequence of Lemma 2, together with Theorem 3, applied with co F instead of F . Theorem 4 and the constructive argument of [10, proof of Lemma 5.2] imply the following corollary.
Corollary 2: Under all the assumptions of Theorem 4, for any relaxed feasible F -trajectoryx(·) with λ 0 -Lipschitzx t 0 andx(t 0 ) ∈ K ∩ r 0 B, and any δ > 0, there exists a feasible
C. Neighboring Feasible Trajectories Theorem: Constant Delay Case
Consider the constant-delay differential inclusion
where
Consider the following inward pointing condition:
A3) There exists σ > 0 such that, for a.e. t ∈ [t 0 , T ] and any 
IV. EXAMPLE: POPULATION DYNAMICS
Here, we present an example that motivated us for this study. It concerns the management of urban pigeon population. In fact, urban pigeon population can reach high densities in cities and disturb the cohabitation with urban citizens. In view of some ecological considerations, this increased population may lead to a citizen dissatisfaction. A model describing the evolution of such population, which is subject to some management strategies, is proposed in [23] where the urban citizen tolerance formulated as a state constraint. The population dynamics is given by
where x 1 and x 2 denote the size of juvenile and adult pigeon populations, and u is the control parameter relative to a management strategy (resource limitation, egg removal, sterilization, and capturing). The function n(·) describes the reproduction of adult pigeon; m 1 (·) and m 2 (·) describe the mortality of juvenile and adult pigeons, respectively. The function p 1 (·) represents the transfer rate from juvenile to adult class. The urban citizen tolerance is described through the following state constraints set:
where M and M represent the lower (the presence of some pigeons) and upper (not too many pigeons) limits. Thanks to the viability theory, viability kernels describing the existence of efficient management strategies are calculated (see [23] for more details). The model (16) is not sufficiently precise because it does not take into account the fact that juvenile pigeons start to reproduce only after becoming adults. This leads naturally to a model with time delay that we describe next. Actually, the transfer from juvenile to adult class is modeled as a function with a delay involving the adult pigeons, taking into account the following observation: the juveniles that are born at time t − τ and survive to time t exit to the adult pigeon class, where τ is the time from birth to maturity. This can be formulated by the following equations (see [1] for more details):
where p 2 is the corresponding survival rate of juvenile pigeons born at τ -time ago, which is taken constant in order to simplify the presentation (in fact, it depends on x 2 (t − τ ) and u). Let x = (x 1 , x 2 ) and y = (y 1 , y 2 ) ∈ R 2 . System (17) can be written in the form of (14), where the set-valued map F :
is given by
To extend the study realized in [23] to the time-delayed case, Corollary 2 is crucial. Indeed, viability algorithms are conceived for convex maps. In the case of (17) 
V. PROOFS
A. Proof of Theorem 1
We need the following lemma from [15] . Lemma 3: Let X be a separable Banach space, G be a setvalued map from [t 0 , T ] × X into closed nonempty subsets of X, and z : [t 0 , T ] → X be a continuous function such that
is measurable. In addition to Lemma 3, the proof of Theorem 1 requires the following two lemmas. The first one states that, for every
n ) taken in a neighborhood of the reference trajectory y, the map t F (t, x t ) is measurable. Lemma 4: Let β > 0. Assume (H1), (H2), and let y be as in Theorem The following lemma proves that, starting from a reference trajectory y, we can construct a sequence (x n ) n ≥0 in C([t 0 − τ, T ], R n ) approximating a solution of (6) and (7). Lemma 5: Let β > 0 and δ 0 ≥ 0. Assume (H1), (H2), and let y, γ 1 , γ 2 , γ 3 be as in Theorem 1. If γ 3 
and
with
for almost every t ∈ [t 0 , T ].
Proof: By Lemma 4, the set-valued map t F (t, y t ) is measurable. Since the function t → γ 1 (t) is measurable (see [15, Lemma 1.5]), the set-valued map U 1 defined by
is measurable (see, e.g., [4] ). Hence, by the measurable selection theorem, the set-valued map U 1 admits a measurable selection
From the definition of U 1 , we have f 1 (t) ∈ F (t, y t ) for t ∈ [t 0 , T ] and
Let
Observe that
Indeed, for θ ∈ [−τ, 0] and t ∈ [t 0 , T ] such that t + θ ≥ t 0 , we have
In the case when t + θ < t 0 , we have
With x 1 , we associate the set-valued map [t 0 , T ] t U 2 (t) defined by U 2 (t) := {v ∈ F (t, x 1,t ) : v −ẋ 1 (t) = d F (t,x 1 , t ) (ẋ 1 (t))}. By (24), x 1,t − y t C ≤ β and, since F (t, ·) is ζ R +β -Lipschitz on y t + βB C , we deduce (using the same arguments as before) the existence of a measurable selection f 2 :
Then, we conclude that (20)- (22) hold true for n = 1 and (21) holds true for n = 2.
Assume that we have already constructed (20) , (21) and (22) . Before extending to n = N + 1, we prove that the constructed sequence x n verifies the following:
In fact, for n = 1, the claim follows directly from (24) . For n ≥ 2, (22) implies the following inequalities:
which can be repeated recursively (see [15, proof of Th. 1.2] for more details) to obtain the following property:
for every n ∈ {2, . . . , N}. From (24) and the last inequality, we get (see [15, proof of Th. 1.2] for more details)
Again, define the set-valued map
Knowing that x N ,t − y t C ≤ β and using the same reasoning as before, we deduce the existence of f N +1 :
The function x N +1 , associated with f N +1 , is defined by (20) , for n = N + 1.
Proof of Theorem 1: By (25), for each t ∈ [t 0 , T ], the sequence {x n,t } is Cauchy in the Banach space
Thus, for each t ∈ [t 0 , T ], we may define x t ∈ C([−τ, 0], R
n ) as the limit of x n,t . In addition, by (22) , for almost every t ∈ [t 0 , T ] the sequence {f n (t)} is Cauchy in R n . Furthermore, from (22) and (23), it follows that for n ≥ 1
from which we conclude that the sequence {f n } is integrably bounded. Thus, we may define f ∈ L 1 ([t 0 , T ], R n ) by f (t) = lim n →+∞ f n (t). By arguments similar to [15, Th. 1.2], we obtain that x(·) is an F -trajectory satisfyingẋ(t) = f (t) a.e. in [t 0 , T ]. Passing to the limits in (26) and (27) yields the desired estimates on x andẋ.
B. Proof of Theorem 2
Fix δ > 0 and let R := max t∈[t 0 −τ ,T ] y(t)
. It is not restrictive to assume that t 0 = 0 and
where γ 2 (·) is as in Theorem 1, with β = δ. Let n ≥ 1 be so large such that σ(1 + R)/n < α/2, where σ is given by (H3). Let I j be the interval
. . , n. By Lemma 4, the set-valued map t F (t, y t ) is measurable. In addition, by (H3), t F (t, y t ) is integrably bounded because for almost every t ∈ [0, T ], F (t, y t ) ⊂ σ(1 + R)B. Then, by Aumann's theorem [6] , there exists a measurable selection f j (t) ∈ F (t, y t ) such that
Let f be the function that is equal to f j on I j , and define the continuous function z :
Indeed, for every t ∈ [0, T ] and every θ ∈ [−τ, 0] such that t + θ ≥ 0, there exists j ∈ {1, . . . , n} for which t + θ ∈ I j and
Inequality (29) together with (28) imply that γ 2 (T ) T 0 αζ R +δ (t)dt < δ/2. Then, by Theorem 1 applied with β = δ and δ 0 = 0, there exists a trajectory x of (6) satisfying x 0 = z 0 = y 0 and
Finally, we obtain
C. Proof of Lemma 1
We proceed in three steps.
Step 1: Let R > 0,t ∈ [0, T ], andψ ∈ K λ ∩ RB C be fixed. Knowing that F is locally bounded and using exactly the same argument as [18, Lemma 3.5], we prove the existence of ρt ,ψ > 0 such that for all v ∈ F (t,ψ) with max n ∈N 1
Step 2: We show the existence of ηt ,ψ > 0 such that for every t ∈ B(t, ηt ,ψ ), for every ψ ∈ K λ ∩ B C (ψ, ηt ,ψ ) + ηt ,ψ B C and for every v ∈ F (t, ψ) with
Suppose by contradiction that there exist t i →t,
Since F is upper semicontinuous at every point of [0, T ] × K λ , taking subsequences and keeping the same notations we may assume that v i converge to some v ∈ F (t,ψ), n i → n,
Consider w as in (30) corresponding to this v and let w i ∈ F (t, ψ i ) be such that w i → w. From (32), we deduce that n , w ∨ n , w − v ≥ −ρt ,ψ , contradicting the choice of w.
Step 3: Consider a covering of
by the open ballsB((t,ψ), ηt ,ψ ) satisfying the following requirement:
such that for every t ∈ B(t, ηt ,ψ ), for every ψ ∈ K λ ∩ B C (ψ, ηt ,ψ ) + ηt ,ψ B C , and for every v ∈ F (t, ψ) with
there exists w ∈ F (t, ψ), satisfying (31). We claim that the set K λ ∩ 2RB C is compact. Indeed, thanks to Ascoli's theorem, we know that a subset of C([−τ, 0], R n ) is compact if and only if it is closed, bounded, and equicontinuous. The set K λ is closed (the uniform limit of λ-Lipschitz functions is λ-Lipschitz) and equicontinuous (by assumption). The boundedness follows from the fact that for all θ ∈ [−τ, 0]
Now, consider a finite subcovering
Then, for ρ = min{ρ t i ,ψ i , i = 1, . . . , N}, for some 0 < η < min{R, η t i ,ψ i , i = 1, . . . , N} and for all (t, ψ)
D. Proof of Theorem 3
The proof is inspired by the construction proposed in [17] . We proceed in four steps.
Step 1:
Then,
Thanks to Gronwall's lemma, we can easily verify that for any t ∈ [t, T ]
from which we conclude that x t C ≤ R for every t ∈ [t, T ].
Step 2:
and x(·) =x(·) is as required.
Step 3: If − η 4 ≤d K (x(t)) ≤ 0, we define the measurable set
Fix any ε > 0 and ε > 0 such that
and let κ ∈ [t,δ] be defined as follows.
For each s ∈ S, we havex
The function ψ belongs to K λ . In addition, we have
Then,x s ∈ (K λ + ηB C ) ∩ RB C . Thanks to Lemma 1, for each s ∈ S, we can find w ∈ F (s,x s ) satisfying (10) . By the measurable selection theorem [4] , there exists a measurable function w : S → R n such that w(s) ∈ F (s,x s ), and for a.e. s ∈ S n, w(s) ≤ −ρ, and n,
Define the absolutely continuous function y :
For t ∈ [t, T ] and θ ∈ [−τ, 0], we have
implying that
Moreover, for a.
Hence, thanks to Theorem 1 applied with δ 0 = 0, there exists an
By the definition of κ, the inequality (36) and the triangle inequality, we have
for a constant c independent fromt andx(·).
Step 
ξ(t), w(s) ds
As in [17, proof of Th. 5], it follows that ξ(t) is a convex combination of m vectors
, such that for all s ∈ [t, κ] and α ∈ {1, . . . , m} we have y α − x(s) ≤ η, where 1 ≤ m ≤ n + 1. Then, from (37) together with (34), we obtain that
As in the first case, ξ(t) is a convex combination of m vec- 
Lemma 6 is applied recursively on the interval 
E. Proof of Corollary 1
Fix a relaxed feasible F -trajectoryx(·) such thatx t 0 is λ 0 -Lipschitz andx(t 0 ) ∈ K ∩ r 0 B and δ > 0. Let C be as in Proof of Lemma 2: Let R > 0,t ∈ [0, T ] andψ ∈ K λ ∩ RB C be fixed and let ρt ,ψ be as in Lemma 7. We claim the existence of ηt ,ψ > 0 such that for every t ∈ B(t, ηt ,ψ ), every ψ ∈ K λ ∩ B C (ψ, ηt ,ψ ) + ηt ,ψ B C and every v ∈ co F (t, ψ) with 
Since F is upper semicontinuous at every point of [0, T ] × K λ , so is co F . Taking subsequences and keeping the same notations, we may assume that v i converge to some v ∈ co F (t,ψ), n i → n and n i → n . Since the map x N 1 K (x) is upper semicontinuous, we have n, n ∈ N 1 K (ψ(0)) and n, v ≥ 0. Then, max n ∈N 1 K (ψ (0)) n, v ≥ 0. Consider w as in (39) corresponding to this v and let w i ∈ co F (t, ψ i ) be such that w i → w. From (40), we deduce that n , w ∨ n , w − v ≥ −ρt ,ψ , contradicting the choice of w. The rest of the proof is similar to Step 3 of Lemma 1.
G. Proof of Theorem 5
The proof of Theorem 5 is a straightforward consequence of 
