Abstract-Texas Hold'em Poker is similar to other poker variants in that our decision process is controlled by outside factors as much as the cards themselves. Factors such as our seating position, stack size, the stage of the tournament and prior bets can strongly influence a players decision to bet or fold on a given hand of cards. Previous research has explored the use of these factors as means of betting influence through use of a genetic algorithm applied in an evolutionary learning process. However in this previous work, the evolved player performed against scripted opponents at the table. In this paper we describe a co-evolutionary approach where all players on the table are part of the learning process. Results vary wildly between simulations, with further analysis showing that the ability to create robust strategies is difficult given the adversarial dynamic of the game. Despite this, agents are still capable of adhering to guidelines recommended in expert literature.
I. INTRODUCTION
Poker is one of the more challenging games available to researchers due to the nature of the how the game is played. While the actions required are restricted to a small set; check, bet, all-in or fold, the decision process to make these actions is influenced by local data as well as outside factors. Poker in all forms is a game of imperfect information, hence the traditional game-tree approach to adversarial play can no longer be applied. Instead we seek to assess the wealth of a hand; how good is the current hand the player has when taking into consideration any communal cards (depending on which poker variant you play) as well as the cards you can not see, which may or may not be in the hand of your opponent. Furthermore, professional poker players insist we must also consider factors beyond the cards in the deck; do I have sufficient chips to survive the next round? What were the actions of other players in this round? Interestingly, even the position of your seat on the table can have a significant effect on decisions [1] .
To assess the validity of these claims, work found in [2] sought to apply machine learning algorithms to see whether agents that were provided with this information would make the same decisions as those suggested by authors of poker literature. Using a genetic algorithm tied to an evolutionary process, the authors found that an AI agent would learn the same principles in all but 1 instance. Furthermore, the resulting agents were capable of performing on poker tables consisting of 3 scripted agents; Sklansky Basic, Sklansky Improved and Kill Phil, each inspired by strategies from nonacademic poker literature.
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In this paper we present an expansion on this work by applying the same principles to a competitive co-evolution model; where agents are now assessed by how well they perform against tables populated by fellow evolving agents. With the intention of discovering whether applying coevolution to our agents will generate generic agent behaviours capable of playing against different style of play.
The layout of this paper is as follows, we begin with a brief recap of the Texas Hold'em variant of poker followed by an exploration of related work in Section II. A thorough breakdown of agent representation, evolution cycle design and evaluation methods are given in Section III followed by a report of the most interesting results from our experiments in Section IV. Final conclusions in Section V.
II. TECHNICAL & RESEARCH BACKGROUND A. Texas Hold'em Poker
Texas Hold'em is one of the most popular variants of poker in America and Europe and perhaps the most widely played, with play ranging from internet poker rooms to the main event at the annual world series of poker. Texas Hold'em is a community card game (i.e. utilises cards dealt face up in the centre of the table that can be used by all players) where the player must score the best hand possible using the 5 community cards as well as the players 2 hole (hidden) cards. Texas Hold'em accomodates for up to 22 players at a single table, however in tournament situations 2 to 10 players at a table is far more common. A breakdown of the rules of Texas Hold'em and other important information can be found online [3] .
A game of Texas Hold'em will follow one of the 3 forms of betting structure; limit, pot limit or no limit. In the opening 2 rounds of limit Hold'em, the sizes of the bets are fixed while in the final rounds the fixed bet size will double. Pot limit restricts all bets to a fixed size, while No-Limit as the name suggests removes all restrictions. Texas Hold'em like all other poker variants, can be played in a ring/cash game or in a tournament. In the former players contest with real money with no predetermined end time and players are given the oppurtunity to buy themselves back into the game. Meanwhile tournaments play with chips and end once only one player is at the table as no buy-ins are possible. A summary of the differences between the two types of play can be found in Table I .
Texas Hold'em presents an oppurtune game for strategic and mathematical analysis as a result of certain factors within the game. Namely the nature of the betting system, the imperfect information available to any given player and the decision processes required from pre-flop (the betting round prior to the first 3 community cards being revealed) to river (the point at which the 5th card is placed on the table). All the while maintaining a simplicity that allows for novice players to participate. It is these unique properties that bring many researchers to the (simulated) poker tables.
B. Academic Poker Research
The first traces of research in poker dates back to the 1950's, with work conducted by von Neumann and Morgenstern found in [4] seeking to formulate a framework for strategy selection in a simplified poker variant. The toy domain incorporated 2 to 3 player games with only pared decks of cards being drawn (so as to reduce the space of possible strategies).
However as time has progressed, the interest in mathematical models and strategical analysis has made way for artificial intelligence research. AI researchers are intent on developing robust software agents capable of competing beyond novice level in more realistic versions of poker variants.
The GAMES Group at the University of Alberta have made significant contributions in ten-player limit Texas Hold'em ring games. Initially work found in [5] placed emphasis on rule-based decision making; with a system that combined statistical analysis with a rule inference system to dictate actions. This work was followed by research published in [6] with the authors applying abstraction techniques to model 2-player Texas Hold'em, which is later challenged using linear programming to generate pseudooptimal strategies.
There are efforts that have attempted a more autonomous approach to agent decision making, with popular work by Barone and Barone [7] and Noble [8] , [9] providing a variety of canonical evolution and co-evolution based approaches.
C. Research by Carter
The focus of our work is an expansion of work found in [2] , in which a series of experiments are conducted to assess whether the use of game-specific factors in tournament poker play helps generate better players than those relying solely on hand strength. Authors of non-academic poker literature repeatedly state that factors outwith the cards in play are conducive to good strategies should they be incoporated into the decision making process prior to betting. The factors taken into consideration are reduced to binary representations Early Position based on information from the world. These are expressed as shown in Table II .
Having applied Monte-Carlo Simulations to train tuples of hand strength with one of the four factors in 10-player winner-takes-all all-in or fold pre-flop Texas Hold'em 1 . Results proved promising, with agents learning to tailor behaviours with successful results, then a second series of experiments applied an evolutionary algorithm to combine these factors together into one decision making process. The resulting agents generated interesting results against a variety of scripted agents; the Sklansky Basic and Sklansky Improved strategies (coded from the descriptions given in [1] ) and the Kill Phil Rookie strategy (based on readings from [11] ). Interestingly, the trained agents followed many of the recommendations suggested in the non-academic literature, many agents played less hands under the following circumstances:
• After an opponent has bet.
• In the earlier stages of the tournament.
• When owning large stack sizes.
• Should the player be seated in a late position.
In comparison with suggestions made in the non-academic literature, the agents learned the same rules in three of the four instances; as authors suggest betting should be more active in later seating positions.
Carter reflects on these behaviours, considering them as possible "counter-strategies" to the 3 scripted agents provided. And it is this reflection that is expanded upon in this research. Given that Carter's work focussed on the 3 scripted agents, we have applied a competitive co-evolution model to the problem. It is our intent to assess whether it is possible to generate an all-round counter strategy; whether it is feasible for a player to develop these factors into a behaviour that can counter any player as efficiently as possible.
III. EXPERIMENTAL DESIGN
Once again all experiments focus on the ten-player winnertakes-all all in or fold pre-flop Texas Hold'em. Each player is given $1,000 in tournament chips using an 11 tier tournament structure with blinds increasing as the tournament progresses. Each level consists of ten hands with the exception of the final level which holds as many hands as necessary to conclude the tournament.
Agents are encoded as the 16 possible scenarios that can occur within the strategy space. With each gene representing one of the 13 possible hand strength orderings by Sklansky and Chubukov in [12] . These orderings dictate the strength of a hand from the strongest in Group 1, to the poorest in Group 13 and providing the threshold values dictating whether an action is taken in a particular scenario.
In order to assess the players we use a population assessment system referred to as population sampling, a concept originally applied in the EvoTanks domain as means of assessing fitness relative to the population without having to assess a given solution against the complete genepool [13] . Using a population of candidate solutions of specified size, we specify a sampling rate; the number of different agents that the agent must face against in order to give an adequate fitness assessment. In order to properly express the intricacies of this method we shall walk through an example.
Using a population of 200 candidates with a sampling rate of 20%, our sample size is 40 players. However it is important that this number be a multiple of 9 (as shown later), hence our sampling rate is altered to generate the closest multiple of 9, 18% generating 36 players. From the population we then pull 2 sets of 36 players, s1 and s2. Each player of s2 is seated at a 10-seat table leaving one space empty (hence the necessity for a multiple of 9 set). At this point we iterate through s1, placing each agent in turn at all of the tables populated by players from s2 for a specified number of tournaments (typically 100), with all players moving to new seats at the beginning of each tournament. Once a player from s1 has finished playing at a particular table, the agent moves to the next table and the next agent from s1 is seated. In time this results in all 72 agents being assessed against a variety of players in different seating positions for several tournaments. Once this has been completed, the best players on average from s1 and s2 are added to the parent set, with fitness being attributed as the player who wins the most tournaments on average. This process is then repeated until we have filled the parent set (20% of the populationsize). Afterwards a new population is created using both 1-point crossover at70% probability and random point mutation with 20% probability.
The drawback of this method is that we are no longer aware of how capable agents are in solving the initial task, only their capabilities in reference to the fellow members of the population. To counter this issue we introduce global awareness tests every 20 generations throughout the learning process; where the parent set of the generation is then tested in a series of tournaments of mixed tables of Sklanksy Basic, Improved and Kill Phil scripted agents. This allows us to ascertain how effective the agents are in comparison to those trained in [2] .
IV. EXPERIMENT SERIES

A. Preliminary Experiment
To provide comparison measures prior to our experimentation, we apply Carter's original evolution practice on a table of mixed scripted agents. The resulting agent was then assessed against tables populated solely by each type of script, with a breakdown of the results shown in Table III . It is clear from this table that an evolved agent across all players will perform better on average than the random players. We hope to use this as a comparison measure against further results as shown in this paper.
B. Initial Co-evolution Experiments
Our first co-evolution experiments applied the design shown in Section III using the specified parameters. As shown in Figure 1 , the population fails to generate an arms race dynamic, with the population constantly in flux. Furthermore the global awareness tests also indicate instability and a lack of conducive learning. Further experiments using varied parameters also failed to generate succesful results. Due to the scope of material relating to co-evolution and the lack of trends in the data, it was not immediately discernable what the underlying problem was for our players. Hence it was necessary to commit diagnostics on the 'best' agents accrued.
Our first efforts were to evaluate whether our sampling structure was robust enough for the learning process. Using the best chromosomes from the previous experiment, we ran each agent against a table of random players for 10,000 tournaments. This is conducted under the hypothesis that our agents are being beaten in future populations by mere random players, otherwise it is the evaluation system at fault by not clearly assessing a players abilities. The results from one of our runs can be found in Table IV . These results proved that our agents were not generating even remotely competent strategies, as they failed to beat completely random players on average. While this assisted in verfiying our evaluation structure was sound, we still sought to discover why our agents were failing against random opponents. 
C. Discovering why the 'Good' player lost
Having shown that supposedly 'Good' players were losing, it was then a question of discovering why these agents are losing. Upon analysing the hand groups played in the 'Good' chromosome in Table IV , we note that the agent plays loose in early positions with no prior bet later in the tournament with a small stack. Hence the agent is in fact playing a good strategy but far too loosely as many group values were in the high/poor hand regions. This could suggest why the agent fails to perform well against the 3 scripted players in the global awareness tests, as Sklanksy Basic, Sklanksy Improved and Kill Phil play tight, defensive strategies. In order to discover why these values were so high we need to look at the players the agent evolved against.
One means to achieve this was to use our 'Good' player as the seed of a new population trained using canonical evolution, and each candidate solution would be assessed against a table of random players with only the best of set s1 transferring to the parent set. When running on similar parameters as our original co-evolution experiment, our progress plots as shown in Figure 2 . We can easily note the difference between this plot and that shown in Figure 1 , with the best fitness proving less erratic throughout the learning process. However it still suffers from sharp drops periodically. Furthermore the average fitness of the Fig. 2 . A graph depicting the average and best fitness values for our population when running canonical evolution seeded with our 'good' player. Each agent is assessed on their ability to eliminate random players. As we can see, while their is still heavy fluctuation at times with best fitness, the average appears more stabilised.
population appears a lot more stabilised. It is interesting that the agents learn to play against these agents better than those in the co-evolution population. Since the agents are trying to learn a general solution against random opponents; a solution that is constantly shifting as each generation passes, having exploited specific random players while seeking to overcome others.
Gene analysis of these players show that agents gradually tighten their bidding strategies as learning progressed. The latter agent in Table V accrues greater fitness against random players since it played tighter than the evolved agent in Table III . This table shows the agents tightening again the random players, and it was considered beneficial to continue on this path and assess whether our population evolved under the 'Good' seed performed better than a completely random seed. A breakdown of this is found in Table VI , when evaluated the agents each accrued 32% and despite significant differences in gene values, the average difference was only by +0.1688. We feel that these highlight examples of good general poker strategy and not necessarily a good counter-strategy for random players.
Using this information, we sought to return to the coevolution experiments and attempt one final experiment to see whether agents could be successfully trained.
D. Return to Co-evolution
From the results in our previous section, we come to the conclusion that our mixed table strategies are not robust enough for the type of tournament set-up we have been applying in the co-evolution model. We therefore seek to apply the strategies evolved in the previous section in our global awareness tests. Hence in each instance we now place one of the parent set on a table with 9 of the strategies accrued in our seeded random experiment. We ran the coevolution experiment from earlier using the same parameters, with only this minor alteration made to the global awareness tests. The plot is shown in Figure 3 , and once again we see no improvement in the local/population relative fitness as the average and best values continue to fluctuate erratically. The 
Gene
From 'Good' Start Random Start  Difference  1  12  12  0  2  5  4  -1  3  12  13  +1  4  13  7  -6  5  4  2  -2  6  3  6  +3  7  8  7  -1  8  11  11  0  9  12  7  -5  10  3  4  +1  11  11  13  +2  12  9  7  -2  13  0  6  +6  14  2  4  +2  15  5  8  +3  16  2  4  +2 global tests show us the agents were gradually improving, however this is not sustained and they drop again. This was considered worthy of further investigation, since the best players are being exploited by poorer players that have learned to counter their strategies. Hence poor players are being selected for future generations of training. In order to fully assess this, we observed changes in strategy at the 20th (Table VII) , 120th (Table VIII) , 160th, 200th and 230th generation 2 compared to recommended play shown in Table IX. • 20th -120th (Table VII) : While little changes are made in local and global fitness at this point, we note that the genes themselves begin to take shape. With the agent playing looser in genes 9 and 12, this is promising Fig. 3 . A graph depicting the average and best fitness values for our population in both local and global contexts in our second coevolution experiment. Once again no real learning is observed at local level, but at global level we see gradual improvement followed by sharp decline.
as this is what a player would be expected to do. In particular gene 12 is being exploited to steal blinds in order to build up chips. We note that the value of gene 8 creates a subtle tactic that can accrue good takings. This works best in situations where small-stacked opponents may be forced to go all in on mediocre hands due to the blind bets. Hence a player with a large stack could possibly capitalise and knock out enemy players.
• 120th -160th (Table VIII) : During this period we see dramatic increases in global fitness, hence this period is of great interest to us. Only 4 major changes are noted in the genes as shown in Table VIII , it is interesting to note that gene 2's fluctuation contradicts the professional recommendations, becoming more loose in early situations. However we do consider it a by-product of a previous generation as means of counter-strategy and would hypothesise that this will later fluctuate as training continues. Genes 4 and 11 show tightening of the players strategy, while gene 7 presents more loose play in latter periods of the tournament; an action that contradicts professional advice however could be forgiven if using such random play brings in chips for the player.
• 160th -200th: Once again fluctuations are found in genes 2, 7 and 12 with all changes pointing to a tighter strategy. Gene 12 tightens drastically, perhaps as a result of being caught out too often stealing chips. Having seen 12 take dramatic changes since the first gene snapshot, we expect this to continue throughout. Meanwhile overall behaviours begin to move towards professional recommendations, however the global fitness tests show a drop in fitness.
• 200th -230th: Very little changes are made during this phase, with all genes fluctuating marginally from the gene values set in the 200th generation. In conclusion of our gene analysis, we find that in time, the majority of genes converge on the recommended values as shown in Table IX . In short, the players are learning the best strategies suggested by Carter as well as those found in the professional literature. Interestingly, one gene that Carter highlighted as conflicting with the literature was gene 1, which has shown the same traits here as well. However the problems emerge in areas where strategy is not agreed upon in the general consensus (note the areas in Table IX marked   TABLE IX  THIS TABLE REPRESENTS with strategy 'varied' 3 ). In certain instances we see either patterns emerging, with cyclic changes in the strategies as the training process continues, to outright erratic behaviour as strategy rapidly fluctuates as time progresses. This is where our agents suffer from their biggest downfall, however it does provide us with interesting insights. While our agents will adhere to principles recommended by the professional literature, the competitive nature of the coevolution model forces components of the strategy to fluctuate rapidly. As a result we are seeing the agents continue to develop counterstrategies in order to push themselves to the top of the population. Since this will only result in a temporary period of dominance, it creates a cycle of counter-strategic learning. Since the population has adhered to specific strategies in a given generation, agents attempt to surpass one another by exploiting these areas of uncertainty. The largest problem that is emerging from these exploitations is that the agents do not necessarily know what are the best actions to take in particular situations as a result of our unsupervised learning approach. Hence as we can see in Figure 3 that while the agents continue to surpass one another the strategies that showed improvement in the global assessments are lost to us.
V. CONCLUSION
In this paper we have shown efforts to generate general strategies to play 10-player winner-takes-all all in or fold pre-flop Texas Hold'em using the non-hand related factors highlighted in professional poker literature. Our sampling approach to generate strategies has shown little promise in providing us what we would consider general strategies. Surprisingly however it seems that the process may well have generated general strategies, it is simply our understanding of the game that is inaccurate.
We conducted this research to be able to play against a variety of players competently. The problem in this is due to the nature of poker as a game, with many outcomes the result of luck more than skill. Our unsupervised training approach sought to tackle this problem and in doing so finds itself trapped in cycles of counter-strategies, as one behaviour becomes dominant in the population a new one will find means to counter it. While this helps the agents achieve their task within local scope, the overall task is failing as the constant shifts in strategy mean that a lot of information is lost and seldom recovered.
We would be interested in pursuing this work further, possibly by introducing more supervised learning methods. The key in improving this process is for the agents to recognise strategies in these grey areas that are generating improvement in the global assessments. How this could be applied is at present left unanswered.
In closing, one of the most important results taken from this work is that regardless of the difficulties in strategy formulation, numerous factors highlighted in Carter's work as well as that found in the professional literature is reproduced in our agents. While we can not claim that this gives more credibility to the professional recommendations, it possibly adds more weight to their argument.
