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Abstract
We consider almost respectively strong almost minimizers to quasi-convex variational integrals. Under a
polynomial growth condition on the integrand and conditions on the function ω determing the almost minimality,
in particular the assumption thatΩ(r)= ∫ r0 √ω(ρ)ρ−1 dρ is finite for some r > 0, we establish almost everywhere
C1-regularity for almost minimizers. Under the weaker assumption that ω is bounded and limρ↓0ω(ρ)=0 we prove
almost everywhere C0,α-regularity for strong almost minimizers to quasi-convex variational integrals of quadratic
growth.  2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper deals with the interior regularity theory of almost minimizers to a variational integral of
the following type:
(1)F(u)=
∫
U
f (Du)dx.
Here U is a bounded domain in Rn, u taking values in RN , and the integrand f is of class C2 and
of polynomial growth p  2, i.e., |D2f (A)|  const(1 + |A|p−2). An almost minimizer (or (F,ω)-
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minimizer) for F is a function u for which
(2)
∫
Bρ(x0)
f (Du)dx 
∫
Bρ(x0)
f (Du+Dϕ)dx + ω(ρ)
∫
Bρ(x0)
(
1+ |Dϕ|p + |Du|p)dx
for all Bρ(x0) ⊂⊂ U and all suitable testfunctions ϕ with sptϕ ⊂ Bρ(x0). u is termed strong almost
minimizer (or strong (F,ω)-minimizer) of F if we have
(3)
∫
Bρ(x0)
f (Du)dx 
∫
Bρ(x0)
f (Du+Dϕ)dx + ω(ρ)
∫
Bρ(x0)
(
1+ |Dϕ|p)dx
for all Bρ(x0) and ϕ as above. Here ω is a real-valued, bounded function with limρ↓0ω(ρ)= 0. Clearly,
ω ≡ 0 corresponds to the case of F -minimizers.
Under the additional hypothesis that the integrand f is quasi-convex in the sense of Morrey [16]
(which is in a certain sense more or less equivalent to the weak-lower semicontinuity of the variational
integral with respect to the natural topology induced by the growth assumption) Evans showed in his
pioneering work [9] that F -minimizers are C1-regular in the interior of U outside a relatively closed
singular set Singu of vanishing measure; see [9, Section 2] for precise statements.
In [7] this result was generalized in the case p = 2 (i.e., the integrand f is of quadratic growth)
to (F,ω)-minimizing functions u assuming that the function ω : (0,∞) → [0,∞) from the (F,ω)-
minimizing condition is nondecreasing with ω(0+) = 0, that ω(ρ)/ρ2β is a nonincreasing function of
ρ > 0 for some β ∈ (0,1), and that
(4)Ω(r) :=
r∫
0
√
ω(ρ)
ρ
dρ <∞ for some r > 0.
In addition it was shown in [7] that in regular interior points x0 ∈ U \ Singu the derivative Du of u has
the modulus of continuity ρ →Ω(ρ) in a neighborhood of x0.
The first goal of this paper is to weaken the assumption on the growth of the integrand in order
to allow a polynomial growth condition for f for some 2  p <∞. Our main result can roughly be
stated as follows: Let 2 p <∞. Suppose f is of class C2 and strictly quasiconvex, and |D2f (A)| 
const(1+|A|p−2). Moreover let ω satisfy the above hypothesis, in particular (4). Let u ∈H 1,p(U,RN) be
an (F,ω)-minimizing function. Then u is of class C1 outside a (relatively) closed singular set Singu⊂U
of Lebesgue measure 0. Furthermore, for x0 ∈ U \Singu the derivative Du of u has modulus of continuity
ρ →Ω(ρ) in a neighborhood of x0.
Unfortunately, the assumptions on ω are restrictive and exclude interesting examples like minimizers
u ∈ H 1,20 (U,RN) of the Dirichlet-integral
∫
U
|Du|2 dx subject to the obstacle condition ui  gi for
1 i N . Here the functions gi ∈ C1(U) are given and nonpositive on ∂U . Such minimizers are strong
almost minimizers of the Dirichlet-integral with ω(ρ)→ 0 as ρ ↓ 0 (see [7, Example 2], [2, Example
3.2]). Therefore the second goal of the paper is to weaken the assumptions on ω. Our main result in this
direction can stated as follows: Let p = 2 and assume that ω is bounded and satisfies ω(ρ)→ 0 as ρ ↓ 0.
Suppose that f is of class C2 with |D2f | const, and that f is strictly quasiconvex. Let u ∈H 1,2(U,RN)
be a strong (F,ω)-minimizer. Then u is of class C0,α outside a (relatively) closed singular set Singu of
U of Lebesgue measure 0 for any 0 <α < 1.
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A condition like (4) seems to be natural and necessary for C1-regularity of almost minimizers to
quasi-convex variational integrals (see [7] for the case of functionals with quadratic growth). We want to
mention that there are close ties between the first result described above and the regularity theorems in
geometric measure theory (see the work of Almgren [1] or Bombieri [4]). The closest analogue are the
results on the regularity of almost minimizers to elliptic variational integrands in [8].
The first result concerning strongly (F,ω)-minimizing functions u under the weaker assumption that
ω(ρ) is infinitesimal as ρ ↓ 0 is due to Anzellotti [2]. In that paper the author showed (in the scalar
case N = 1) C0,α-regularity for strong almost minimizers of variational integrals with integrand given
by aνµ(x)DνDµ + g(x). Again there are close ties to the geometric measure theoretic setting. It was
shown in [3] Ambrosio and Paolini (see also [18]) that an almost minimal boundary in Rn is an (n− 1)-
dimensional C0,α-manifold for any 0< α < 1 outside a closed set with dimension at most n− 8.
2. Hypotheses and statements of results
Definition 1. Consider a functional F defined on the Sobolev space H 1,ploc (U,RN), p  2, U a domain
in Rn, and a function ω : (0,∞)→ [0,∞). A function u ∈H 1,ploc (U,RN) is called (F,ω)-minimizing at
x0 ∈U if, for all ρ > 0 with Bρ(x0)⊂⊂U , there holds
(5)F(u;Bρ(x0))F(u+ ϕ;Bρ(x0))+ ω(ρ)
∫
Bρ(x0)
(
1+ |Du|p + |Dϕ|p)dx
for all ϕ ∈H 1,p0 (U,RN). u is termed strongly (F,ω)-minimizing at x0 ∈U if, for Bρ(x0) and ϕ as above,
there holds
(6)F(u;Bρ(x0))F(u+ ϕ;Bρ(x0))+ ω(ρ)
∫
Bρ(x0)
(
1+ |Dϕ|p)dx.
A function u is (strongly) (F,ω)-minimizing if u is (strongly) (F,ω)-minimizing at each x0 ∈U .
In the sequel we consider functionals of the form
F(u)=
∫
U
f (Du)dx
where U is a domain in Rn and f : Hom(Rn,RN)→R satisfies the following conditions:
(H1) The function f is (strictly) quasiconvex, i.e., there exists a constant λ > 0 such that∫
Bρ(x0)
(
f (A+Dϕ)− f (A))dx  λ ∫
Bρ(x0)
(|Dϕ|2 + |Dϕ|p)dx
for Bρ(x0)⊂⊂U , A ∈ Hom(Rn,RN), and ϕ ∈ C10(Bρ(x0),RN). (In the case p = 2 we replace the
constant 2λ by λ.)
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(H2) The function f is of class C2 and satisfies for some constant L 0 and all A ∈Hom(Rn,RN)∣∣D2f (A)∣∣ L(1+ |A|p−2).
We next recall from [17, 4.4.3, 4.4.1] (see also [10, 5.1.10]) that (H1) implies the strong Legendre–
Hadamard condition, i.e., we have
D2f (A)(η⊗ ξ, η⊗ ξ) λ|ξ |2|η|2
for all ξ ∈RN , η ∈Rn.
Next we note that condition (H2) implies the existence of a modulus of continuity of D2f , more
precisely there exists a continuous, nonnegative function ν(t, s), increasing in t for fixed s and vice
versa, concave in s with ν(t,0)= 0 and∣∣D2f (A)−D2f (B)∣∣ (1+ |A|p−2 + |B|p−2)ν(|A|, |A−B|)
for all A, B ∈ Hom(Rn,RN) (cf. [13, p. 194]). This implies in particular that there exists a family of
monotone nondecreasing, concave functions νM = ν(M, · ) for M > 0 satisfying νM(0)= 0 and
(7)∣∣D2f (A)−D2f (B)∣∣ (1+Mp−2 + |B|p−2)νM(|A−B|)
for all A, B ∈Hom(Rn,RN) with |A|M .
In the case p = 2 we will strengthen (7) by further imposing that
(H3) D2f is uniformly continuous. This leads to the existence of a monotone nondecreasing, concave
function ν : [0,∞)→[0,∞) satisfying ν(0)= 0, and for all A, B ∈Hom(Rn,RN)∣∣D2f (A)−D2f (B)∣∣ ν(|A−B|).
With regard to ω we will always assume that
(F0) ω(0+)= 0 and ω(ρ) 1 for all ρ.
We are now in a position to state our first result.
Theorem 1. Let U be a domain in Rn, p = 2, ω a function satisfying (F0), and f : Hom(Rn,RN) → R
a function which satisfies (H1), (H2), and (H3). Let F be the functional on H 1,2(U,RN) given by
F(u) = ∫
U
f (Du)dx. Let u ∈ H 1,2(U,RN) be strongly (F,ω)-minimizing on U . Then there exists a
relatively closed subset Singu of U such that for every 0< α < 1
u ∈C0,α(U \ Singu,RN).
Moreover
Singu⊂
{
x0 ∈U : lim inf
ρ↓0
∫
−
Bρ(x0)
|Du− (Du)x0,ρ|2 dx > 0
}
;
in particular Ln(Singu)= 0.
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Additional assumptions on ω are needed for the C1-regularity theory for (F,ω)-minimizing functions
in the case p 2 (cf. [7] for the treatment of the case p = 2). We impose the following conditions
(F1) ω(ρ) is a nondecreasing function of ρ > 0;
(F2) ω(ρ)/ρ2β is a nonincreasing function of ρ > 0 for some β ∈ (0,1); and
(F3) Ω(r) := ∫ r0 √ω(ρ)ρ dρ is finite for some r > 0.
We are now in a position to state our main result concerning the case p  2.
Theorem 2. Let U be a domain in Rn, ω a function satisfying (F0)–(F3), and f : Hom(Rn,RN)
→ R a function which satisfies (H1) and (H2). Let F be the functional on H 1,p(U,RN) given by
F(u) = ∫
U
f (Du)dx. Let u ∈ H 1,p(U,RN) be (F,ω)-minimizing on U . Then there exists a relatively
closed subset Singu of U such that
u ∈C1(U \ Singu,RN).
Furthermore Singu⊂Σ1 ∪Σ2, where
Σ1 =
{
x0 ∈U : lim inf
ρ↓0
∫
−
Bρ(x0)
|Du− (Du)x0,ρ|p dx > 0
}
, and
Σ2 =
{
x0 ∈U : lim sup
ρ↓0
|(Du)x0,ρ | =∞
}
;
in particular Ln(Singu)= 0.
In addition, in a neighborhood of any x0 ∈ U \ Singu and for any α ∈ (β,1) the derivative Du of u
has modulus of continuity given by s →√s2α +Ω(s)2.
3. Proof of Theorem 2
For a ball Bρ(x0)⊂⊂U , u ∈H 1,p(Bρ(x0),RN), and an affine function P :Rn→RN we define
Φp(x0, ρ,P ) :=
( ∫
−
Bρ(x0)
|D(u− P)|2 dx +
∫
−
Bρ(x0)
|D(u− P)|p dx
)1/2
;
Ψp(x0, ρ,P ) :=
(
1
ρ2
∫
−
Bρ(x0)
|u− P |2 dx + 1
ρp
∫
−
Bρ(x0)
|u− P |p dx
)1/2
.
In the case p= 2 we omit the factor √2 in the definition of Φ2(x0, ρ,P ) and Ψ2(x0, ρ,P ).
For solutions u of an elliptic equation by a reverse Poincaré inequality—also called Caccioppoli’s
inequality—one means an estimate of Dirichlet’s integral of u (on a ball) in terms of the integral of |u|2.
The analogue for (F,ω)-minimizing functions u would be an estimate of Φ2(x0, ρ/2,P ) in terms of
Ψ2(x0, ρ,P ). Except for a some small extra term we will prove here such an estimate.
144 F. Duzaar, M. Kronz / Differential Geometry and its Applications 17 (2002) 139–152
Lemma 1. Let f satisfy (H1) and (H2), and ω satisfy (F0). Let F be the functional given by
F(u) = ∫
U
f (Du)dx, and M > 0. Then there exist constants Ccac = Ccac(λ,p,M,L)  1 and ρ0 =
ρ0(λ,p,ω( · )) > 0 such that for every ball Bρ(x0)⊂⊂ U with ρ  ρ0, every u ∈H 1,p(U,RN) which is
(F,ω)-minimizing at x0 ∈U and every affine function P :Rn→RN satisfying |DP |M there holds
Φp(x0, ρ/2,P )2  C2cac
(
Ψp(x0, ρ,P )
2 +ω(ρ)).
Proof. For ρ/2  t < s  ρ we choose η ∈ C10(Bρ(x0)) satisfying 0  η  1, η ≡ 1 on Bt(x0), η ≡ 0
outside Bs(x0), and |Dη| 2s−t . For an affine function P with |DP |M we define
v := u− P, ϕ := ηv, ψ := (1− η)v.
Then by approximation ϕ is admissible in (H1) and we obtain
(8)λ
∫
Bs(x0)
(|Dϕ|2 + |Dϕ|p)dx  ∫
Bs(x0)
(
f (DP +Dϕ)− f (DP))dx  I + II + III,
where
I =
∫
Bs(x0)
(
f (Du−Dψ)− f (Du))dx,
II =
∫
Bs(x0)
(
f (Du)− f (Du−Dϕ))dx, and
III =
∫
Bs(x0)
(
f (DP +Dψ)− f (DP))dx.
Using the (F,ω)-minimality of u at x0 and the definition of ϕ we obtain
IIω(s)
∫
Bs(x0)
(
1+ |Du|p + |Dϕ|p)dx
ω(s)
∫
Bs(x0)
(
1+ 2p−1Mp + 2p−1|Dv|p + 2p−1|Dv|p + 2p−1 2
p
(s − t)p |v|
p
)
dx
 2pω(s)
∫
Bs(x0)
|Dv|p dx + 2
2p−1
(s − t)p ω(s)
∫
Bs(x0)
|v|p dx + 2p−1αn
(
1+Mp)ω(s)sn
(9) λ
2
∫
Bs(x0)
(|Dv|2 + |Dv|p)dx + 2p−2λ
(s − t)p
∫
Bs(x0)
|v|p dx + 2p−1αn
(
1+Mp)ω(s)sn,
where we have chosen 2pω(s) λ/2 which is possible as long as ρ is sufficiently small; by (F0) we can
choose ρ0 > 0 such that this holds for ρ ∈ (0, ρ0].
The other terms can be estimated along the lines of [14, p. 14 ff] (see also [7, p. 10] for the case p = 2)
I + III  3 · 23p−2L(1+Mp−2) ∫
Bs(x0)\Bt(x0)
(|Dv|2 + |Dv|p)dx
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(10)+ 3 · 24p−5L(1+Mp−2)( 1
(s − t)2
∫
Bρ(x0)
|v|2 dx + 1
(s − t)p
∫
Bρ(x0)
|v|p dx
)
.
With (8), (9), (10), and Dϕ =Dv on Bt(x0) we have proved
λ
2
∫
Bt (x0)
(|Dv|2 + |Dv|p)dx

(
λ
2
+ 3 · 23p−2L(1+Mp−2)) ∫
Bs(x0)\Bt(x0)
(|Dv|2 + |Dv|p)dx
+ (2p−2λ+ 3 · 24p−5L(1+Mp−2))( 1
(s − t)2
∫
Bρ(x0)
|v|2 dx + 1
(s − t)p
∫
Bρ(x0)
|v|p dx
)
+ 2p−1αn
(
1+Mp)ω(ρ)ρn.
Filling the hole on the right-hand side we obtain∫
Bt (x0)
(|Dv|2 + |Dv|p)dx  ϑ ∫
Bs(x0)
(|Dv|2 + |Dv|p)dx
+ 2p−1
(
1
(s − t)2
∫
Bρ(x0)
|v|2 dx + 1
(s − t)p
∫
Bρ(x0)
|v|p dx
)
+ 1+M
2
L
αnω(ρ)ρ
n,
where ϑ = ϑ(λ,p,M,L)= λ2+3·23p−2L(1+Mp−2)
λ+3·23p−2L(1+Mp−2) < 1. Since ϑ < 1 we can apply [12, Lemma 5] (see also
[15, Lemma 2]) to conclude the desired estimate. ✷
Let A=D2f (DP), and P :Rn→RN be an affine function. The next lemma states that if u is (F,ω)-
minimizing at x0 then u is approximate harmonic with respect to A in a certain sense (see [7, Lemma
4.1] for the case p= 2).
Lemma 2. Suppose ω  1 and let f satisfy (H2). Let F be the functional on H 1,p(U,RN) given by
F(u) = ∫
U
f (Du)dx and M > 0. Then there exists a constant Ceu = Ceu(p,L,M)  1 such that for
every ball Bρ(x0)⊂⊂U , every affine function P :Rn→RN with |DP |M , and every u ∈H 1,p(U,RN)
(F,ω)-minimizing at x0 ∈U satisfying Φp(x0, ρ,P ) 1 we have∣∣∣∣
∫
−
Bρ(x0)
D2f (DP)
(
D(u− P),Dϕ)dx∣∣∣∣ Ceu(νM(Φp)1/p Φp +√ω(ρ) ) sup
Bρ(x0)
|Dϕ|
for all ϕ ∈C∞0 (Bρ(x0),RN). Here we have abbreviated Φp =Φp(x0, ρ,P ).
146 F. Duzaar, M. Kronz / Differential Geometry and its Applications 17 (2002) 139–152
Proof. Without loss of generality we may assume that |Dϕ|  1. For s ∈ (0,1] we obtain using the
(F,ω)-minimality of u at x0∫
−
Bρ(x0)
D2f (DP)
(
D(u− P),Dϕ)dx
 1
s
[ ∫
−
Bρ(x0)
s∫
0
(
Df (Du)−Df (Du+ τDϕ))Dϕ dτ dx
+ s
∫
−
Bρ(x0)
1∫
0
(
D2f (DP)−D2f (DP + τD(u−P)))(D(u− P),Dϕ)dτ dx
− ω(ρ)
∫
−
Bρ(x0)
(
1+ |Du|p + sp)dx
]
= I + II + III.
In view of (H2) we obtain
|I | 1
s
∣∣∣∣∣
∫
−
Bρ(x0)
s∫
0
1∫
0
D2f (Du+ στDϕ)(τDϕ,Dϕ)dσ dτ dx
∣∣∣∣∣
 L
s
∣∣∣∣∣
∫
−
Bρ(x0)
s∫
0
1∫
0
(
1+ |Du+ στDϕ|p−2)τ |Dϕ|2 dσ dτ dx
∣∣∣∣∣
 22p−3Ls
(
1+Mp +Φ2p
)
.
Exactly as in [14, proof of Lemma 8] we can estimate II to obtain
|II| 2p+1Lp−1p (1+Mp−2)νM(Φp)1/pΦp  2p+2L(1+Mp)νM(Φp)1/pΦp.
For the remaining term III we have (recalling the definition of Φp)
|III| 2p−1ω(ρ)
s
(
1+ sp +Mp +Φ2p
)
 2p ω(ρ)
s
(
1+Mp +Φ2p
)
.
Combining the estimates for I , II, and III, we conclude∫
−
Bρ(x0)
D2f (DP)
(
D(u− P),Dϕ)dx
−(22p−4L+ 2p)(1+Mp +Φ2p)
(
s + ω(ρ)
s
)
− 2p+2L(1+Mp)νM(Φp)1/pφp.
Completely analogously we obtain a similar estimate for the left-hand side from above. By choosing
s =√ω(ρ) and using Φp  1, we obtain the desired conclusion with Ceu = Ceu(p,L,M)= (22p−4L+
2p+1 + 2p+2L)(1+Mp). ✷
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Proof of Theorem 2. By Px0,ρ we denote the unique affine function minimizing
(11)P →
∫
Bρ(x0)
|u−P |2 dx.
An explicit formula for Px0,ρ is Px0,ρ(x)= qx0,ρ +Qx0,ρ(x − x0), where qx0,ρ =
∫−
Bρ(x0)
u dx and
Qx0,ρ =
n+ 2
ρ2
∫
−
Bρ(x0)
u(x)⊗ (x − x0) dx;
in particular we have
∫
Bρ(x0)
(u− Px0,ρ) dx = 0 (see [14, § 2]).
We write Φp(ρ/2) :=Φp(x0, ρ/2,Px0,ρ) and Ψp(ρ) := Ψp(x0, ρ,Px0,ρ).
For ϑ ∈ (0,1/4] we let ε = ϑn+4 and choose δ = δ(n,N,λ,L, ε)= δ(n,N,λ,L,ϑ) according to [8,
Lemma 3.3] (see also [7, Lemma 4]). We set
Γ (ρ)=
√
Ψp(ρ)2 + 4ω(ρ)
δ2
and v = u− Px0,ρ
CeuCcacΓ (ρ)
.
Let M > 0 fixed.
Claim 1 (excess-improvement). There exist constants q = q(n,p) and Cdec = Cdec(n,N,λ,L,p,M)
such that the smallness conditions ρ < min{ρ0,dist(x0, ∂U)}, νM(Φp(ρ/2))1/p  δ/2, |DPx0,ρ| M ,
and Γ (ρ)2  ϑq imply the decay estimate
(12)Ψp(ϑρ)2  C2decϑ2Γ (ρ)2 = C2decϑ2
(
Ψp(ρ)
2 + 4ω(ρ)
δ2
)
.
Proof of Claim 1. Using Lemma 1, Lemma 2, and the smallness condition νM(Φp(ρ/2))1/p  δ/2 we
infer
Φp(ρ/2)2 C2cac
(
Ψp(ρ)
2 +ω(ρ)) C2cacΓ (ρ)2,∫
−
Bρ/2(x0)
|Dv|2  1
C2eu
 1, and
(13)
∣∣∣∣
∫
−
Bρ/2(x0)
D2f (DPx0,ρ)(Dv,Dϕ)dx
∣∣∣∣ δ sup
Bρ/2(x0)
|Dϕ|.
We now apply [8, Lemma 3.3] to obtain an D2f (DPx0,ρ)-harmonic function h such that
(14)
∫
−
Bρ/2(x0)
|Dh|2 dx  1 and
(
ρ
2
)−2 ∫
−
Bρ/2(x0)
|v − h|2 dx  ε = ϑn+4.
From the a-priori-estimate for solutions to homogeneous constant coefficient elliptic systems [6,11,17](
ρ
2
)−2
sup
Bρ/4(x0)
|Dh|2 + sup
Bρ/4(x0)
∣∣D2h∣∣2  C2harm
(
ρ
2
)−2 ∫
−
Bρ/2(x0)
|Dh|2 dx  C2harm(ρ/2)−2,
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where Charm = Charm(n, λ,L) 1, we deduce by Taylor’s expansion
(15)sup
Bϑρ(x0)
∣∣Dh(x)−Dh(x0)−Dh(x0)(x − x0)∣∣2  C2harmϑ4ρ2.
Letting Px0,ϑρ denote the minimizing affine function in (11) associated to u on Bϑρ(x0), we get,
combining (15) with (14),∫
−
Bϑρ(x0)
|u− Px0,ϑρ|2 dx 
∫
−
Bϑρ(x0)
∣∣u− Px0,ρ − CcacCeuΓ (ρ)(h(x0)+Dh(x0)(x − x0))∣∣2 dx
C2cacC2eu
(
2−
n+2
2 +Charm
)2(
ϑ2ρ
)2
Γ (ρ)2 =C21
(
ϑ2ρ
)2
Γ 2(ρ),
where C1 = CcacCeu(2− n+22 +Charm).
Next we derive (in the case p > 2) an estimate for the second term ∫−
Bϑρ(x0)
|u − Px0,ϑρ|p dx in the
definition of Ψ (ϑρ). From [14, Lemma 1, (i)] we recall
(16)|DPx0,ϑρ −DPx0,ρ|2  n(n+ 2) (ϑρ)−2
∫
−
Bϑρ(x0)
|u−Px0,ρ|2 dx.
Now set p∗ = np
n−p > p in the case 2 < p < n and p
∗ > p fixed in the case p  n. Then 12 >
1
p
> 1
p∗ and
we can find t ∈ (0,1) such that
(17)1
p
= (1− t)1
2
+ t 1
p∗
.
Using Hölder’s inequality, Sobolev’s inequality (note that ∫
Bϑρ (x0)
(u − Px0,ϑρ) dx = 0; here Csob =
Csob(n,N,p
∗) 1 denotes the constant in the Sobolev inequality) and (16) we derive∫
−
Bϑρ(x0)
|u− Px0,ϑρ|p dx

( ∫
−
Bϑρ(x0)
|u− Px0,ϑρ|2 dx
)(1−t ) p2 ( ∫
−
Bϑρ(x0)
|u−Px0,ϑρ|p
∗
dx
)t p
p∗
(18)Cp2 Ln
(
Bϑρ(x0)
)−t
(ϑρ)pϑ(1−t )p Γ (ρ)(1−t )p
( ∫
Bϑρ(x0)
|D(u−Px0,ϑρ)|p dx
)t
,
where C2 = C(1−t )1 Ctsob = C2(n,N,λ,L,M,p,p∗). Using (16), Lemma 1, (13), (18) and Young’s
inequality we obtain
( ∫
Bϑρ(x0)
|D(u−Px0,ϑρ)|p dx
)1/p
 Ln(Bρ(x0))1/pϑ−1((2−nC2cac)1/p +√n(n+2))Γ (ρ)2/p.
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Letting C23 = Cp2 ((2−nC2cac)1/p +
√
n(n+ 2) )tp =C23(n,N,λ,L,M,p,p∗) we conclude
(ϑρ)−p
∫
−
Bϑρ(x0)
|D(u− Px0,ρ)|p dx C23
[
(1− t)p
2
ϑ2Γ (ρ)2 + t p
p∗
ϑ−(n+p)p
∗/pΓ (ρ)2p
∗/p
]
(19)C23 ϑ2Γ 2(ρ),
provided Γ (ρ)2(p∗−p)/p  ϑ2+(n+p)p∗/p. We choose q = (n+p)p∗+2p
p∗−p and note that (16), (19) yield the
desired estimate for Ψp(ϑρ) with C2dec = (C21 +C23) (note that Cdec depends on M). ✷
The excess estimate can be iterated by the use of the Dini condition (F3) and yields, provided certain
smallness conditions on ρ and Ψp(x0, ρ,Px0,ρ) are satisfied, an excess-decay-estimate for Ψ2(x0, r,Px0,r ),
i.e., we have
r−2
∫
−
Br(x0)
|u−Px0,r |2 dx  const
[(
r
ρ
)2α
Ψp(x0, ρ,Px0,ρ)
2 +ω(r)
]
for all 0 < r  ρ. Here β < α < 1. The regularity result then follows exactly as in [7, proof of
Theorem 2.2].
4. Proof of Theorem 1
From [7, Lemma 3.2, Lemma 4.1] we recall for u strongly (F,ω)-minimizing at x0 ∈ U a suitable
version of Caccioppoli’s inequality and the approximative harmonicity of u.
Lemma 3. Let f satisfy (H1) and (H2) and ω satisfy (F0). Let F be the functional F(u)= ∫
U
f (Du)dx
defined on H 1,2(U,RN). Then there exist constants Ccac = Ccac(λ,L)  1 and ρ0 = ρ0(λ,ω( · )) such
that for every Bρ(x0)⊂⊂U with ρ  ρ0 and every u ∈H 1,2loc (U,RN) which is strongly (F,ω)-minimizing
at x0 ∈U there holds
Φ2(x0, ρ/2,P )2  C2cac
(
Ψ2(x0, ρ,P )
2 + ω(ρ))
for all affine functions P :Rn→RN .
Lemma 4. Let ω satisfy (F0), and f satisfy (H1) and (H3). Let F be the functional on H 1,2(U,RN)
given by F(u) = ∫
U
f (Du)dx. Then there exists a constant Ceu = Ceu(n,L)  1 such that for every
u ∈H 1,2(U,RN) that is strongly (F,ω)-minimizing at x0 ∈U , every ball Bρ(x0)⊂⊂U , and every affine
function P :Rn→RN we have∣∣∣∣
∫
−
Bρ(x0)
D2f (DP)
(
D(u− P),Dϕ)dx∣∣∣∣ Ceu(√ν(Φ2)Φ2(x0, ρ,P )+√ω(ρ) ) sup
Bρ(x0)
|Dϕ|
for all ϕ ∈C10(Bρ(x0),RN); here we have abbreviated Φ2 =Φ2(x0, ρ,P ).
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The proofs of Lemmas 3 and 4 follow exactly along the lines of proof of Lemma 3.2, respectively
proof of Lemma 4.1 in [7]. We only have to note that due to the assumption that u is strongly (F,ω)-
minimizing the lower order term has the form ω(ρ)
∫
Bρ(x0)
(1 + |Dϕ|2) dx. This special form allows
estimates in which the constants do not depend on the bound M for |DP |. For example [7, (3.6)] now
reads as
II  λ
2
∫
Bs(x0)
|D(u−P)|2 dx + 8
(s − t)2
∫
Bs(x0)
|v|2 dx + 2αnρnω(ρ).
Proof of Theorem 1. As in the proof of Theorem 2, we denote by Px0,ρ the unique affine function
minimizing P → ∫
Bρ(x0)
|u− P |2 dx. We write
Φ2(ρ/2) :=Φ2(x0, ρ/2,Px0,ρ), Ψ2(ρ) := Ψ2(x0, ρ,Px0,ρ),
and set
Γ (ρ)=
√
Ψ2(ρ)2 +ω(ρ) and v(x)= u(x)−Px0,ρ
CcacΓ (ρ)
.
For ϑ ∈ (0,1/4] we set ε = ϑn+4 and choose δ = δ(n,N,λ,L, ε)= δ(n,N,λ,L,ϑ) according to [8,
Lemma 3.3].
Step 1. Let K > 0. Then there exist constants τ = τ(n,N,λ,L,ϑ,K,ω( · ), ν( · )) > 0 and Cdec =
Cdec(n, λ,L) 2 such that the smallness conditions 0< ρ min{ρ0,dist(x0, ∂U)} and
(20)
√
ω(ρ)
K
Ψ2(ρ)2  τ 2
imply
(21)Ψ2(ϑρ)2 C2decϑ2Ψ2(ρ)2.
Proof of Step 1. By Lemma 3 we have
(22)Φ2(ρ/2)2 =
∫
−
Bρ/2(x0)
|D(u− Px0,ρ)|2 dx  C2Cac
(
Ψ2(ρ)
2 +ω(ρ))= C2CacΓ (ρ)2.
We fix 0< τ = τ(n,N,λ,L,ϑ,K,ω( · ), ν( · )) sufficiently small such that
(23)Ceu
[
K τ
Ccac
+
√
ν(
√
2Ccacτ)
]
< δ and τ 2K2  1.
From (20) and (23) we get
(24)ω(ρ) Ψ2(ρ)2τ 2K2  Ψ2(ρ)2.
Combining this with (20) and recalling the definition of Γ (ρ) we obtain
(25)C2cacΓ (ρ)2  C2cac
(
Ψ2(ρ)
2 + ω(ρ)) 2C2CacΨ2(ρ)2  2C2Cacτ 2.
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By (22) we have ∫−
Bρ/2(x0)
|Dv|2 dx  1. Moreover, Lemma 4, (22), (25), (20) and (23) imply∣∣∣∣
∫
−
Bρ/2(x0)
D2f (DPx0,ρ)(Dv,Dϕ)dx
∣∣∣∣
Ceu
{√
ν(
√
2Ccacτ)+
√
ω(ρ)
CcacΓ (ρ)
}
sup
Bρ/2(x0)
|Dϕ| δ sup
Bρ/2(x0)
|Dϕ|.
Hence we can apply the technique of harmonic approximation and obtain analogously to the proof of
(16) ∫
−
Bϑρ(x0)
|u− Px0,ϑρ|2 dx  C23
(
ϑ2ρ
)2
Γ 2(ρ),
where the constant C3 only depends on n, λ and L. Taking the definition of Ψ2(ρ), respectively, Γ (ρ)
and (24) into account we obtain Ψ2(ϑρ)2  C2decϑ2Ψ2(ρ)2 with a constant Cdec = Cdec(n, λ,L) 2. This
proves the assertion. ✷
We now fix ϑ = 1/C2dec and K = ϑ−(n+3) = C2(n+3)dec . This fixes τ = τ(n,N,λ,L,ϑ,K,ω(·), ν(·)) in
Step 1.
Step 2. If the smallness conditions 0< ρ min{ρ0,dist(x0, ∂U)}, Ψ2(ρ)2  τ 2, and supηρ
√
ω(η) τ 2
are satisfied then for any 0 < r  ρ we have
Ψ2(r)
2 C2(n+3)dec r max
{
sup
rηρ
√
ω(η)
η
,
Ψ2(ρ)
2
ρ
}
.
The proof of Step 2 follows exactly as in [3, proof of Lemma 4.2]. The essential features are the
obvious scaling property of Ψ2, i.e., Ψ2(x0, tρ,Px0,tρ)2  t−n−2Ψ2(x0, ρ,Px0,ρ)2 for 0 < t  1, and the
decay estimate from Step 1.
We are now in a position to complete the proof of Theorem 1. We first observe that a(r) :=
r max{suprηρ
√
ω(η)/η,Ψ2(ρ)
2/ρ} satisfies limr→0 a(r) = 0. Therefore in points x0 in which the
smallness conditions of Step 2 are satisfied, we have
(26)r−2
∫
Br(x0)
|u−Px0,r |2 dx  C2(n+3)dec a(r).
By Poincaré’s inequality the smallness conditions are fulfilled in a neighborhood of points x0 ∈
U \ Singu. Therefore the conclusion of Theorem 1 follows from (26), the definition of Px0,r , and [5,
Theorem 6.1] (with h= 0, k = 1, q = 2, 0< α < 1, and λ= n+ 2α).
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