Abstract. The information entropy is explicitly obtained for the harmonic oscillator and the hydrogen atom (Coulomb potential) in D dimensions (D = 1; 2; 3). It is shown how these entropies are related to entropies involving classical orthogonal polynomials and the physical interpretation of this information entropy is given.
Z (p ) log (p ) dp in the momentum space, where (p ) = j^ (p )j 2 is the density corresponding to the wave function^ (p ), which is the Fourier transform of (r ).
These two entropies have allowed Bialynicki-Birula and Mycielski 6] to nd a new and stronger version of the Heisenberg uncertainty relation. For a quantum mechanical system in D dimensions this uncertainty relation is (1.3) S + S D(1 + log ); which expresses in a quantitative way the property that it is impossible to get precise information of such a system in both position and momentum space: high values of S are associated with low values of S and vice versa. To get some idea of the restriction this gives to the systems under consideration, one would require good estimates and bounds for the entropies, such as those given in 1]. For the fundamental quantum mechanical systems considered in this paper, i.e., the harmonic oscillator and the hydrogen atom, the entropies are in terms of classical orthogonal polynomials. They can be expressed by means of integrals of the form ; where p n (x) are orthogonal polynomials with respect to a measure . The orthogonal polynomials that appear are the Gegenbauer polynomials, the Laguerre polynomials and the Hermite polynomials. Since quite a lot is known for these special functions, one hopes to be able to nd a relatively simple closed expression for integrals of the form (1.4). We show how the entropy (1.4) is related to the logarithmic potential of the measure p 2 n (x) d (x) and give a simple recursive relation for these logarithmic potentials for Gegenbauer polynomials, Laguerre polynomials, and Hermite polynomials. These results extend the work in 19 R n;l = E n;l R n;l :
With some substitutions and changes of variables we then obtain the normalized solution where n = 0; 1; 2; : : : and l = 0; 1; 2; : : : , which corresponds with the energy E n;l = (2n + l + D=2): If we take the Fourier transform of the wave function n;l; then we obtain the wave function in the momentum space Here and in the wave function n;l; we have used the Laguerre polynomial L n (t). with C Euler's constant. For arbitrary states n; l the entropies involve the integrals I 1 and I 2 given higher, associated with the Laguerre polynomial L l n (t). The quantum numbers n = 1; 2; 3; : : : and l = 0; 1; : : : ; n ? 1 correspond to the energy E n = ?1
The associated probability density then is V (x) = ? 1 jxj :
The ground state has a degenerate energy E 0 = ?1 and thus some care has to be taken in analysing this state. The wave function in the position space is most appropriately given by 11] The entropies for the Coulomb potential in two and three dimensions can easily be obtained from the general expressions obtained higher by putting D = 2 and D = 3 respectively. 6 . Entropy for orthogonal polynomials. From the previous sections we see that the information entropies S and S for the harmonic oscillator and the Coulomb potential are in terms of entropy integrals of the form
where p n (n = 0; 1; 2; 3; : : : ) are orthogonal polynomials with respect to a positive measure on the real line. The polynomials of interest are the Gegenbauer polynomials (for I 6 and J 7 ), the Laguerre polynomials (for I 2 and J 3 ) and the Hermite polynomials (for I 4 ). In a more general setting we will therefore study, in the remainder of this section, entropy integrals of the form (6.1) for orthogonal polynomials on the real line. In the next section, we will restrict attention to the Gegenbauer polynomials. In section 8, the Laguerre and the Hermite polynomials are treated. If p n (n = 0; 1; 2; : : : ) are orthogonal polynomials on the real line, then its zeros x j;n (j = 1; 2; : : : ; n) are all real and simple. We can then write p n (x) = k n Q n j=1 (x ? x j;n ), with k n the leading coe cient of p n , to nd which has mass 1=n at each zero of p n , then obviously log jp n (z)j = log k n ?
nU(z; n ). If the polynomials are orthonormal, then the leading coe cient is usually denoted by n and we then have E n = 2 log n ? 2nI( n ; n ):
The two measures involved both give interesting information of the polynomial p n and its zeros, in particular n has all its mass in the neighbourhood of the zeros of p n , whereas n has little mass in the neighborhood of the zeros.
For a large class of orthogonal polynomials (the class M(1; 0), de ned in 12]) it is known that both measures n and n converge weakly to the measure 0 It follows that the extrema of U(z; n ) are given by the zeros of p n and q n . To see whether we are dealing with minima or maxima, we consider the second derivative d 2 dz 2 U(z; n ) = ?p 0 n (z)q n (z) ? p n (z)q 0 n (z); and at the zeros of p n this gives d 2 dz 2 U(x j;n ; n ) = ?p 0 n (x j;n )q n (x j;n ):
Consider the associated polynomials
then at the zeros of p n this gives p (1) n?1 (x j;n ) = ?q n (x j;n ) so that ?p 0 n (x j;n )q n (x j;n ) = p (1) n?1 (x j;n )p 0 n (x j;n ), and this is a positive quantity because the zeros of p n and p (1) n?1 interlace. Hence the zeros of p n are all local minima for U(z; n ). This means, by formula (6.4) , that in order to compute E n we need to take a sum of the logarithmic potential U(z; n ) evaluated at its local minima. For this reason we will investigate the logarithmic potential U(z; n ) in detail for Gegenbauer polynomials (section 7) and for Laguerre and Hermite polynomials (section 8).
7. Logaritmic potentials for Gegenbauer polynomials. Gegenbauer polynomials (ultraspherical polynomials) are symmetric Jacobi polynomials. They are denoted by C n (x), with > ?1=2 and satisfy the orthogonality 15, x4.7] Observe that the polynomials C n are not orthonormal, and that the orthogonality measure is not yet normalized to a probability measure.
Gegenbauer polynomials have some useful properties and by di erentiation one can go from polynomials with parameter to polynomials with parameter 1. To go from to + 1 one uses is a probability density on ?1; 1]. The orthonormal polynomials for this probability measure are given by (7.5) p n (x) = n + ? (2 ) ?(n + 2 ) n! 1=2 C n (x);
and thus
Since the weight function is symmetric, it follows that the Gegenbauer polynomials of even degree are even functions, whereas the Gegenbauer polynomials of odd degree are odd functions. Finally, from (7.6) C n (x) = 2 n ?(n + ) n!?( ) x n + : : : one can immediately read o the leading coe cient.
Our interest in this section is the logarithmic potential Taking into account that the leading coe cient of the orthonormal polynomial p n is (7.8) n = 2 n ?( + n + 1)? (2 ) ?( + 1)?(n + 2 ) ; a precise knowledge of the function V n at the zeros of C n would allow us to compute the entropy for Gegenbauer polynomials by means of (6.4).
Let us rst consider the special cases = 0 and = 1. For ! 0 we have
n T n (x); n 6 = 0;
where T n are the Chebyshev polynomials of the rst kind. For = 1 we have C 1 n (x) = U n (x);
where U n are the Chebyshev polynomials of the second kind. Suppose x; t 2 ? Observe that (7.10) and (7.12) indeed show that these logarithmic potentials oscillate around the value log 2 when t 2 ?1; 1], as was explained in the previous section.
For other values of the parameter the computation becomes more complicated. There is, however, an interesting extension of Euler's identity (7.11) for Gegenbauer polynomials, which was obtained by Dette 9, p. 570] This is a linear recurrence which allows the computation of the logarithmic potential V +1 n?1 (t) whenever V 0 ; V 1 ; : : : ; V n are known. In particular, this recurrence allows us to obtain the logarithmic potentials V n (t) for integer values of the parameter by using the explicit formulas (7.10) en (7.12) for the Chebyshev polynomials. A closed expression is not easily obtained, but the recurrence can be used e ectively if is not large. For = 2 this gives (7.15)V 2 n (t) = log 2 + n + 1 n + 3 T 2n+4 (t) 2n + 4 ? U 2n+2 (t) (n + 1)(n + 3) + 1 (n + 1)(n + 3) :
Observe that, since jT n (t)j 1 and jU n (t)j n + 1 for every t 2 ?1; 1], we havê V 2 n (t) = log 2 + O(1=n) uniformly on ?1; 1].
For the entropy E n , we need to evaluate the logarithmic potential at the zeros of the Gegenbauer polynomial C n . For the Chebyshev polynomials we have that T n (x j;n ) = 0 implies T 2n (x j;n ) = ?1, so thatV 0 n (x j;n ) = log 2 ? 1 2n
. The entropy, given by (6.4), is therefore equal to E 0 n = 1 ? log 2; n 1; con rming our result in 19]. For Chebyshev polynomials of the second kind we have that U n (x j;n ) = 0 implies T 2n+2 (x j;n ) = 1 so thatV 1 n (x j;n ) = log 2 ? 1 2n+2
. By using (6.4) this then gives for the entropy E 1 n = n n + 1 ; also con rming our result in 19].
The recurrence (7.14) can still be simpli ed. By using (7.3) we nd The rst term on the right hand side can be computed since by (7.6) C n (x) ? C n (t) x ? t = 2 n C +1 n?1 (x) + g n?2 (x); where g n?2 is some polynomial of degree at most n ? 2, and thus by (7. (7.16) V n (t) = (2 ) 2 (2 + n)n V +1 n?1 (t) + 2 (2 + n)n Q +1 n?1 (t)C n (t) ? 2 ?(n + 2 ) 2 2 n(n + )? 2 ( )n! : For the normalized potentialV n , this recurrence iŝ V n (t) =V If we use (7.16) in (7.14), then we can eliminate V +1 n?1 (t) and obtain a recurrence relation for V n (t). This gives n(n + )V n (t) = Q +1 n?1 (t)C n (t) ? ?(n + 2 + 1)
We can get rid of the sum on the right hand side by taking the rst di erence on each side of the equation, giving (7.17) n(n + )V n (t) = ( + n ? 1)(2 + n ? 1)V n?1 (t) + Q +1 n?1 (t)C n (t) ? Q This is a non-homogeneous rst order recurrence relation. The general solution of the homogeneous equation is A (2 ) n (n + )n! ; where A is independent of n. If we then look for a solution of the form V n (t) = A n (t) (2 ) n (n + )n! ; then V n (t) = (2 ) n (n + )n! V 0 (t) + V n (t) = 2nV n?1 (t) + H n?1 (t)Q n (t):
For the normalized weight function w(x) = ?1=2 e ?x 2 the orthonormal Hermite polynomials are p n (x) = (2 n n!) ?1=2 H n (x), so that for the normalized potential we haveV n?1 (x) + P n?2 (x; t); where P n?2 is a polynomial in x of degree at most n?2 with coe cients depending on t, we have by orthogonality n?1 (t):
9. Conclusion.
In this paper we have shown how the entropy of some classical orthogonal polynomials plays a role in some problems related to the harmonic oscillator and the Coulomb potential (hydrogen atom). We showed how this entropy for orthogonal polynomials is related to the distribution of zeros and the mutual energy and logarithmic potential of some measures involving the zeros of the orthogonal polynomials. We analyzed the Gegenbauer polynomials, the Laguerre polynomials and the Hermite polynomials in some detail. We obtained some closed formulas for the logarithmic energy of Chebyshev polynomials and showed how to obtain logarithmic potentials for measures p 2 n (x) d (x) recursively.
