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Abstract: The all-loop integrand for scattering amplitudes in planar N = 4 SYM
is determined by an “amplitude form” with logarithmic singularities on the bound-
ary of the amplituhedron. In this note we provide strong evidence for a new striking
property of the superamplitude, which we conjecture to be true to all loop orders: the
amplitude form is positive when evaluated inside the amplituhedron. The statement
is sensibly formulated thanks to the natural “bosonization” of the superamplitude
associated with the amplituhedron geometry. However this positivity is not man-
ifest in any of the current approaches to scattering amplitudes, and in particular
not in the cellulations of the amplituhedron related to on-shell diagrams and the
positive grassmannian. The surprising positivity of the form suggests the existence
of a “dual amplituhedron” formulation where this feature would be made obvious.
We also suggest that the positivity is associated with an extended picture of ampli-
tuhedron geometry, with the amplituhedron sitting inside a co-dimension one surface
separating “legal” and “illegal” local singularities of the amplitude. We illustrate this
in several simple examples, obtaining new expressions for amplitudes not associated
with any triangulations, but following in a more invariant manner from a global view
of the positive geometry.ar
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1. Introduction
The amplituhedron An,k,L;m [1] (see also [2–5] for recent developments) lives in
G(k, k + m;L), which is the space of k-planes Y in k + m dimensions, together
with L 2-planes L1, · · · ,LL in the m-dimensional complement of Y .
The “external data” are given by n (k+m)-dimensional vectors ZIa , where a = 1, · · ·n,
and I = 1, · · · , (k + m). This data is “positive”: the ordered (k + m) × (k + m)
determinants 〈Za1 · · ·Zak+m〉 > 0 for a1 < · · · < ak+m. The subspace of An,k,L;m
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of G(k, k + m;L) is determined by a “positive” linear combination of this positive
external data. The k-plane is Y Iα , and the 2-planes are LIγ(i), where γ = 1, 2 and
i = 1, . . . , L. We will often refer to these in combination as Y . The amplituhedron
is the space of all Y of the form
Y = C · Z (1.1)
or more explicitly
Y Iα = CαaZ
I
a , LIγ(i) = Dγa(i)ZIa (1.2)
Here Cαa specifies a k-plane in n dimensions, and the Dγa(i) are L 2-planes living in
the (n− k)-dimensional complement of C.
The C,D matrices have the positivity property that for any 0 ≤ l ≤ L, all the
ordered maximal minors of the (k + 2l)× n matrix
D(i1)
...
D(il)
C
 (1.3)
are positive.
The existence of the amplituhedron was strongly motivated by the “polytope
picture” of [7]; the amplituhedron explains the origin of these polytopes and extends
the story for all k and to all loop orders. The amplituhedron most directly relevant
for scattering amplitudes in planar N = 4 SYM has m = 4. The superamplitude
is extracted from a canonical form Ωn,k,L[Y , Z], with logarithmic singularities on
the boundary of the amplituhedron. One approach to determining Ω begins with
“triangulating” or “cellulating” the space [1, 6]. However this is not a completely
satisfactory approach, and we would prefer to have a more invariant definition of Ω.
We do have a more satisfactory picture for determining Ω at least for k = 1 and
any m, where the amplituhedron is a cyclic polytope in Pk+m−1. Ω can be described
either as the form with logarithmic singularities on the boundary of A, or writing
Ω = 〈Y dmY 〉f(Y ), we can think of f(Y ) as the literal volume of the dual of the
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amplituhedron A˜. In this case, we can write Ω as an integral over the space of planes
W dual to the points Y as
Ω = 〈Y dmY 〉
∫
A˜
〈WdmW 〉
(W · Y )m+1 (1.4)
as given in [7] and [11].
While do not yet know what the “dual amplituhedron” might mean for k > 1, or
what the analog of the above integral representation might look like, we suspect that
finding this dual formulation will be the missing ingredient needed to make contact
between the beautiful geometric structures seen in the integrand and the emergence
of a worldsheet description turning into the weakly coupled string at strong ’t Hooft
coupling.
Our purpose in this note is instead to give strong evidence that some second
formulation of this type exists, by observing a remarkable new feature of the form Ω
which we conjecture is true for all n, k at all loop orders: Ω is everywhere positive
when evaluated inside the amplituhedron. This is an extremely simple and striking
qualitative fact about planar N = 4 SYM super-integrands. Of course for general k,
this statement is only sensible using the bosonic Y space of the amplituhedron. This
fact is not at all manifest in the direct triangulations of the amplituhedron, e.g. based
on the BCFW expansion [8–10]: individual BCFW terms can have either sign, but
the sum is always positive. This is also true for k = 1, but here, the representation
of Ω as the volume of the “dual polytope” makes the positivity manifest.
This surprising positivity of Ω is associated with an extended understanding of
the geometry of the amplituhedron. A simple feature of the amplituhedron geometry
is that, say for trees, the co-dimension one boundaries occur when 〈Y ZiZi+1ZjZj+1〉 →
0; this also tells us that the only poles of the superamplitude are the usual local ones.
Now, these co-dimension one boundaries have an extremely intricate pattern of mu-
tual self-intersection on lower-dimensional spaces. Of course the amplitude only has
non-vanishing residues on a tiny subset of these intersections; there are many more
“bad” intersections, not occurring as residues of Ω, than “good” ones. Indeed, the
geometry of the amplituhedron itself tells us where the “good” intersections are —
these are precisely those that form the boundaries of the amplituhedron. We will
see below, in a number of explicit examples, something more than this: in a precise
sense all the “bad” intersections are “outside” the amplituhedron. This is reflected
in the form Ω in an interesting way. If we write Ω as a numerator N multiplying
all the local poles capturing the possible co-dimension one boundaries, we find that
the “good” singularities are separated from the “bad” ones by a co-dimension one
surface where N = 0. This zero surface lies outside the positive region and only
touches it on at most codimension-two boundaries. The form of this zero surface
guarantees the positivity of Ω inside the amplituhedron. It follows that the form for
the amplitude must be positive when it is evaluated inside the amplituhedron.
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We construct this zero surface for few simple cases in section 2. This provides us
with a novel picture, and hence new formulas for the amplitudes, which does not in-
volve any sort of triangulation or representation of the amplitude as a sum of pieces,
but is much more invariant, directly determining the amplitude from the global ge-
ometry of the amplituhedron. As we will see, the geometry is quite intricate even
in the simplest cases. We have not attempted to extend this picture to general k, L,
though we expect it is possible to do so. Instead, in section 3 we provide evidence
for the positivity conjecture by evaluating the form Ω inside the amplituhedron and
checking numerically that it is positive. In addition, we show that the positivity sur-
prisingly seems to also hold for other objects — the logarithm of the MHV amplitude
and the ratio function. The ratio function is an IR-finite quantity and we show in
a simple case that the positivity holds even after an integration has been performed
to obtain the final amplitudes.
2. Numerator As Zero Surface
We begin by discussing the simplest classes of tree-level amplituhedra and construct
their forms explicitly from a study of the allowed singularities as determined by the
boundaries of the amplituhedron, starting with m = 2 kinematics. The external data
are given by Z1, Z2, . . . , Zn, and Y is a k-plane in k + 2 dimensions. Amplituhedron
positivity easily implies that 〈Y ZiZi+1〉 > 0 inside the amplituhedron, and the co-
dimension one boundaries occur when 〈Y i i+ 1〉 → 0. Thus, a factor 〈Y i i+ 1〉 must
appear for all i in the denominator of the form Ωn,k, and so Ωn,k takes the form
Ωn,k =
dµ N (Y )
〈Y 12〉〈Y 23〉〈Y 34〉 . . . 〈Y n1〉 (2.1)
where dµ denotes the standard measure dµ =
∏k
j=1〈Y d2Yj〉, with the k-plane Y
spanned by the k independent vectors Y1, · · · , Yk.
While the first boundaries of the space are explicitly represented in Ω by the
poles arising each of the factors in the denominator, the lower-dimensional boundaries
are seen by taking further residues of Ω. However only a small subset of residues
given by setting 〈Y . . .〉 = 〈Y . . .〉 = · · · = 0 will correspond to boundaries of the
amplituhedron; most are spurious and the numerator must vanish when Y approaches
them. As we show in next two subsections, vanishing on all spurious boundaries is
enough to determine the numerator uniquely. In these cases the explicit construction
shows that all these bad boundaries are outside the amplituhedron and therefore the
form Ω is positive when evaluated inside the amplituhedron. We can consider the
space where N (Y, Zi) = 0 as a surface of spurious points which lie outside the
amplituhedron. It turns out that for k = 1 this zero surface is specified by spurious
points only while for k = 2 it must also include spurious lines. For general k it has
to include projective (k − 1)-planes.
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In the last two subsections we repeat the exercise for k = 1 with m = 3 and
m = 4. There we find new features as the zero surface touches the positive space at
points for m = 3 and also at lines for m = 4.
2.1 Polygons
The simplest case is k = 1, where the amplituhedron is just the set of points Y in
P2 that are inside a convex polygon determined by the external data. This case was
studied in detail in [11]. The first boundaries are obviously the lines ZiZi+1 and
the second boundaries are points Zi. Now the denominator generates a singularity
whenever we set 〈Y i i+1〉 = 〈Y j j+1〉 = 0 by localizing Y = Xij where
Xij = (i i+1) ∩ (j j+1) for |i− j| > 1, (2.2)
where (ab) ∩ (cd) ≡ Za〈bcd〉 − Zb〈acd〉. There are exactly n(n−3)2 of these points and
the numerator is required to vanish whenever Y = Xij in order to cancel the pole in
the denominator. The numerator N (Y, Zi) is a degree (n− 3) polynomial in Y ,
N (Y ) = CI1I2...In 3Y I1Y I2 . . . Y In 3 ≡ (C · Y Y . . . Y ) , (2.3)
where C is a symmetric tensor with (n−1)(n−2)
2
= n(n−3)
2
+ 1 degrees of freedom.
Therefore demanding that N (Y = Xij) = 0 for all Xij specifies the numerator
completely up to an overall constant.
Let us give few examples. For n = 3 the form is trivial as there is no Y depen-
dence in the numerator. For n = 4 the numerator is linear in Y . At the same time
there are two spurious points X13 = (12) ∩ (34) and X24 = (23) ∩ (41) on which the
denominator of the form Ω generates a singularity.
It is easy to see that the form Ω is
Ω4 =
〈Y dY dY 〉〈Y X13X24〉
〈Y 12〉〈Y 23〉〈Y 34〉〈Y 41〉
where the numerator is fixed by the require-
ment that it vanishes when Y is on the line
X13X24 . Importantly this line is outside the
polygon and therefore the form Ω4 is positive
when evaluated inside the positive region.
The polygon can be triangulated as a sum of two triangles which can be done alge-
braically be rewriting 〈Y X13X24〉 = 〈Y 23〉〈341〉〈412〉 − 〈Y 41〉〈123〉234〉.
The next case n = 5 is more interesting. We have five spurious points X13, X14,
X24, X25 and X35 for which the numerator, which is now quadratic in Y , must vanish:
N (Y = X) = CIJ XIXJ = 0, for X = X13, X14, X24, X25, X35 . (2.4)
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This is an equation for a conic defined by those five values of X.
The numerator N (Y ) vanishes if the point Y lies on the same conic. This fixes
N = A · S6 where S6 can written using the generalized  symbol,
S6 = I1J1,I2J2,I3J3,I4J4,I5J5,I6J6Y I1Y J1XI213XJ213XI314XJ314XI424XJ424XI525XJ525XI635XJ635 (2.5)
where the  is symmetric in Ik, Jk and antisymmetric in exchanging pairs IJ . S6
vanishes if Y , X13, X14, X24, X25, X35 lie on the same conic. The overall constant A
can be then fixed by considering one leading singularity, e.g. Y = Z1, and demanding
that its residue has coefficient 1. This implies
A =
1
〈123〉〈124〉〈125〉〈134〉〈135〉〈145〉〈234〉〈235〉〈245〉〈345〉 . (2.6)
This is the most compact and invariant possible representation of the numerator,
making all of its properties completely manifest: cyclicity and vanishing for Y = Xij.
The case of the general n-gon works in a completely analogous way. We can
construct n(n−3)
2
points Xij which all lie outside the polygon. The numerator N =
An · Sn+1 is then specified by algebraic curve of degree n − 3 which passes through
all Xij and Y ,
Sn+1 = Y,X13,X14,...,Xn 2n Y . . . Y︸ ︷︷ ︸
n 3
X13 . . . X13︸ ︷︷ ︸
n 3
. . . . . . Xn 2n . . . Xn 2n︸ ︷︷ ︸
n 3︸ ︷︷ ︸
n(n−3)
2
(2.7)
where we use a collective index in the epsilon symbol to indicate a symmetric product
of the same vector. The constant An can be then fixed by demanding that the residues
on second boundaries, i.e. on Y = Zi, are 1 (just one such check is enough).
Up to now, we have had two pictures for the form associated with the polygon.
The first “BCFW expansion” triangulates the polygon itself. We can also recognize
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the form as an integral expression for the area of the dual polygon, and we can find an
explicit expression by triangulating the dual polygon. These two expressions make
different properties of the form manifest. The BCFW triangulation of the polygon
introduces interior boundaries and thus spurious poles, but only uses vertices of
the polygon, so that leading singularities are at the correct locations Zi term-by-
term; the positivity of the result is not manifest in each term but only arises in the
sum. The triangulation of the dual polygon has the correct poles term-by-term, but
spurious locations for leading singularities that must cancel in the sum; it also makes
the positivity of the form manifest. We have now given a third representation for
the form, an explicit expression which does not involve breaking the polygon into
triangles, and which makes all its properties obvious: the singularities are where they
have to be, and the positivity is also manifest. It is amusing to find a new expression
for something as elementary and familiar as the area of a convex polygon in this way,
following from a more global view of the geometry, where we focus not just on the
polygon itself, but also on all the “bad” points of intersection Xij lying outside it.
2.2 MHV 1-loop amplitude
We move onto the case with m = 2 and k = 2, which is co-incidentally exactly the
same geometry as m = 4, k = 0 and L = 1, i.e. for the MHV 1-loop amplitude.
Here Y αβ can be thought of as a line in P3 and the space is four-dimensional. The
numerator of the form can be then written as
N (Y ) = Cα1β1,α2β2,...,αn−4βn−4Y α1β1Y α2β2 . . . Y αn−3βn−3 ≡ (C · Y Y . . . Y ) . (2.8)
The number of degrees of freedom in C is
d = 2
(
n
4
)
−
(
n
3
)
. (2.9)
The numerator N (Y ) again vanishes on a three-dimensional “zero surface” outside
the positive space. As in previous cases the denominator of the form generates
spurious singularities and therefore this zero surface must include all of them. The
singularity analysis is quite simple: we can easily see that none of the first or second
singularities are spurious and therefore the three-dimensional surface is not required
to contain any three- or two-dimensional objects. However, it is easy to see from the
geometry that singularities of the form
〈Y i i+1〉 = 〈Y j j+1〉 = 〈Y k k+1〉 = 0 for |i− j|, |j − k|, |k − i| > 1 (2.10)
are spurious (with the inequalities interpreted in a cyclic sense, in an obvious man-
ner). There is also a spurious singularity when two indices are adjacent, for example
if j = i+1. In that case there are two solutions for Y . Either Y passes through Zi+1
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and intersects the line (k k+1), or Y is in a plane (i i+1 i+2) and intersects the same
line. The first solution is allowed while the second is spurious.
In the first case we can express Y that satisfies (2.10) as
Y ∗ = (X j j+1) ∩ (X k k+1) ≡ X1 + αX2 + α2X3 (2.11)
where X = Zi + αZi+1. Importantly, Y
∗ is quadratic in the parameter α which
parametrizes the position of X on (ZiZi+1). The numerator is a degree (n − 4)
function of the lines Y ∗, so after expansion it is a polynomial of degree 2n− 8 in α:
N (Y ∗) = C · (X1 + αX2 + α2X3) . . . (X1 + αX2 + α2X3) =
2n−8∑
k=0
C(k)αk = 0 (2.12)
where C(k) are contractions of C with X1, X2, X3. This relation must be true for all
α so we require all 2n− 7 coefficients C(k) to vanish.
For the second class of spurious singularities we have
Y ∗ = (X i 1 i) ∩ (X j j+1) ≡ X1 + αX2 (2.13)
where X = Zi+αZi+1. We see that Y
∗ is only linear in α, and N (Y ∗) = 0 represents
n− 3 constraints.
The spurious fourth singularities are easier to analyze as there are only a small
set of legal singularities,
〈Y i− 1 i〉 = 〈Y i i+1〉 = 〈Y j 1 j〉 = 〈Y j j+1〉 = 0 (2.14)
from which only the first solution Y ∗ = (ij) is allowed. The second solution Y ∗ =
(i 1 i i+1) ∩ (j 1 j j+1) as well as all other cases than (2.14) are spurious and the
numerator must kill them. Here Y ∗ is fully specified so N (Y ∗) = 0 is only a single
constraint.
We have listed all the conditions on the numerator arising from spurious singu-
larities, but not all the conditions are independent; in fact there is a large overlap
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between them. We can make choices for which independent sets to take. It is espe-
cially convenient to formulate the final list in terms of conditions that the numerator
must vanish on certain points Y ∗ rather than lines. The vanishing of the numerator
on a line is then trivially implied if it also vanishes on sufficient number of points
lying on the line.
One such choice is as follows. We impose that the numerator vanishes on all
spurious fourth singularities except one set — for each i, j, k we omit one spurious
point Y ∗ for which
〈Y i i+1〉 = 〈Y j j+1〉 = 〈Y k k+1〉 = 〈Y ` `+1〉 = 0 (2.15)
for some ` of our choice. But we have to be careful and do not choose the same
point Y ∗ multiple times (e.g. fix i, j, ` and choose k). It is easy to see that the total
number of all spurious fourth singularities is n(n−3)(n−4)(n+7)
12
and the number of points
we omit is n(n−4)(n−5)
6
. The total number of constraints is then
n(n− 3)(n− 4)(n+ 7)
12
− n(n− 4)(n− 5)
6
= 2
(
n
4
)
−
(
n
3
)
− 1 (2.16)
matching exactly with (2.9) up to one parameter, which is the overall constant.
It is interesting that we have completely determined the form from considera-
tions of the “ordinary” singularities, without separately considering the “composite”
singularities where a fourth boundary is reached by putting only three factors in the
denominator to zero. These singularities are automatically matched correctly by our
construction. As with the polygons, this formulation of the 1-loop MHV integrand is
not associated with any “triangulation” — neither a BCFW nor a “local” expansion
— but is instead directly determined by a complete picture of the amplituhedron
geometry.
2.3 Polytope in P3
Let us now discuss the first non-trivial case of tree-level amplituhedron beyond m = 2
kinematics which is for m = 3, k = 1 and n = 5. It concerns the geometry of the
polytope with five vertices in P3. This familiar object was discussed at length in [7,
11]. The explicit formula was found using both BCFW and local triangulation. This
polytope is not cyclically invariant since m is odd. In order to make our discussion
compatible with [7,11] we choose to label the external points as (13456), thus making
1 and 3 special and omitting label 2. With this choice the final result directly
corresponds to the 6-point NMHV split helicity amplitude 1−2−3−4+5+6+.
The structure of the form is
Ω6 =
〈Y d3Y 〉N (Y )
〈Y 134〉〈Y 145〉〈Y 156〉〈Y 345〉〈Y 356〉〈Y 136〉 (2.17)
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where the poles consist of all the 〈Y i i+1 j j+1〉, but omitting label 2. The numerator
N (Y ) = CIJY IY J ≡ (C · Y Y ) represents a quadric in P3. In total it has d =
10 degrees of freedom and so can be specified, up to an overall constant, by nine
equations of the type N (Y ∗) = 0.
By a procedure similar to that of the previous section we can list all spurious
singularities generated by the denominator which are absent in the numerator. The
space is three-dimensional and therefore we must consider the second and third spuri-
ous singularities generated by the denominator. The only allowed second singularities
are lines (ij) and allowed third singularities are points Zk. This gives us a list of six
“illegal” lines Lj which are not of this type:
L1 = (134) ∩ (156), L2 = (345) ∩ (136), L3 = (145) ∩ (356)
L4 = (145) ∩ (136), L5 = (134) ∩ (356), L6 = (156) ∩ (345) . (2.18)
The numerator then must vanish for all Y ∗ = L(1)j + αL
(2)
j where L
(1)
j , L
(2)
j are two
arbitrary points on the line Lj. That is,
N (Y ∗) = CIJ(LI(1)j + αLI(2)j )(LJ(1)j + αLJ(2)j ) = C(0)j + αC(1)j + α2C(2)j = 0 . (2.19)
This must be true for any value of α, and hence we have three constraints for each
line. There are also six spurious third boundaries, which are points Xi not coincident
with one of the Zj, namely:
X1 = (136) ∩ (145) ∩ (345), X2 = (136) ∩ (145) ∩ (356), X3 = (134) ∩ (156) ∩ (356)
X4 = (134) ∩ (145) ∩ (356), X5 = (134) ∩ (156) ∩ (345), X6 = (136) ∩ (156) ∩ (345)
(2.20)
.
On these, the numerator must simply vanish: N (Y ∗ = Xj) = 0. This looks very
similar to the P2 case but there is a new phenomenon here. In m = 3 kinematics
the singularities for a generic numerator in (2.17) are no longer logarithmic, because
double poles are generated. We can see this explicitly when approaching the singu-
larity Y = Z1. We can first set 〈Y 134〉 = 〈Y 145〉 = 0 by moving Y on a line (14),
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i.e. Y = Z1 + αZ4. In this case 〈Y 156〉 = −α〈1456〉 and 〈Y 136〉 = −α〈1346〉 and
the double pole in α is generated. The same phenomenon happens when we try to
localize Y to Z3 and Z5. If there are to be only logarithmic singularities, we must
also require N (Y = Z1) = N (Y = Z3) = N (Y = Z5) = 0. Putting these conditions
together, it seems that there are too many constraints: six lines and nine points.
But quite beautifully, we can easily see from the picture above that all the spurious
points and lines are aligned so that all the required zeros of N are indeed possible.
The vanishing of the numerator on a line requires three constraints. In other
words, if the numerator vanishes on three points on a given line, then it automatically
vanishes on all points of this line. As can be seen easily from the picture, the
numerator vanishes on all six spurious lines if we impose its vanishing on all nine
points, N (Y ∗) = 0 for Y ∗ = X1, . . . X6, Z1, Z3, Z5. This imposes exactly the nine
constraints necessary to fix the numerator completely (up to an overall constant).
This means that the zero surface for this amplituhedron is the quadric in P3 specified
by these nine points, which mostly lies outside the polytope, touching it on three
points Z1, Z3 and Z5.
2.4 Polytope in P4
Let us now consider the same exercise for m = 4 kinematics. This is a cyclic case
and for n = 6 (and k = 1) the form is
Ω =
〈Y d4Y 〉N (Y )
〈Y 1234〉〈Y 1245〉〈Y 1256〉〈Y 2345〉〈Y 2356〉〈Y 2361〉〈Y 3456〉〈Y 3461〉〈Y 4561〉
(2.21)
where the numerator is quartic, N (Y ) = CIJKLY IY JY KY L, and it has 69 degrees
of freedom (up to overall scale). We can repeat the same exercise from the previous
subsection by demanding that the numerator vanishes on all spurious singularities.
The space is four-dimensional and the only legal boundaries are planes (i i+1 j), lines
(ij) and points (i). The first spurious singularities are then the planes defined by two
terms in the denominator being set to zero, e.g. P = (1234) ∩ (1256). An arbitrary
point Y on this plane can be described using three parameters α1, α2, α3 as
Y ∗ = α1Z1 + α2Z2 + α3(Z3 − σ∗Z4) where σ∗ = 〈12356〉〈12456〉 . (2.22)
Plugging into the numerator we get
N (Y ∗) = C1α41 + C2α31α2 + C3α31α3 + . . . C15α43 = 0 (2.23)
where the Ci are some independent constants. We demand that all Ci must vanish,
and this imposes 15 constraints. Similarly, we demand that the numerator vanishes
on all spurious lines, for example L = (1234) ∩ (1256) ∩ (2345). We now need two
parameters,
Y ∗ = α2Z2 + α3(Z3 − σ∗Z4) (2.24)
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Plugging into the numerator we get
N (Y ∗) = D1α42 +D2α32α3 +D3α22α23 +D4α2α33 +D5α43 = 0 (2.25)
and vanishing on the line imposes the 5 constraints that all Di must vanish. Finally,
the numerator must vanish on all spurious points which are not Zi, for example
X = (1234) ∩ (3456) ∩ (1256) ∩ (2345). It is easy to write a list of spurious planes,
lines and points which are not among legal boundaries but the form generates a
singularity when we place Y on them. The list is quite long and contains 18 planes,
42 lines and 45 points. We can list conditions for all these illegal configurations but
they are not independent and the overlap is substantial.
We will shortly give an independent set of constraints, but before doing that
we have to deal with the second class of constraints which come from the demand
that double poles are cancelled by the numerator. This is similar to the previous
subsection but with the extra complication that the double poles can be generated
when we move Y to a particular line, i.e. to a third boundary rather than to a point.
For example, we can set 〈Y 1234〉 = 〈Y 1245〉 = 0 and then Y = Z1 +αZ2 +βZ4. The
other two terms then produce 〈Y 1256〉 = β〈12456〉, 〈Y 1236〉 = −β〈12346〉 and the
form (2.21) generates a double pole in β. This means that effectively the line (12) is
spurious, and the numerator must vanish when Y is put on it. Similarly for line (14)
and all cyclically related cases. If we further localize Y to the point Z1, we encounter
possible triple poles in the form, which must be cancelled by the numerator. For
example, setting 〈Y 1234〉 = 〈Y 1236〉 = 〈Y 1346〉 = 0 by localizing Y on a line (13)
(which is not required to be cancelled by the numerator), puts Y = Z1 + αZ3. Now
the three remaining poles 〈Y 1245〉, 〈Y 1256〉, 〈Y 1456〉 produce a factor of α3 in the
denominator. The numerator must therefore vanish quadratically with α to kill this
triple pole, which requires
(C · Z1Z1Z1X) = 0 for arbitrary X (2.26)
and similarly for all other Zj. This list of constraints must be combined with the
previous one.
We can now proceed to choosing an independent set from this list of constraints,
which give exactly the correct number of linear equations to fix the numerator. There
are many choices that work, but it is again convenient to give vanishing constraints on
enough individual points as to automatically enforce the needed vanishing conditions
on lines and planes. One choice is the following:
• We demand the numerator vanishes on illegal points:
(C · Y Y Y Y ) = 0 for Y = (1234) ∩ (3456) ∩ (1256) ∩ (X) (2.27)
where X may be (1245), (2356), (3461). This gives 3 constraints.
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• We demand the vanishing of the numerator on illegal points on the line (12),
i.e. on Y = (12) ∩ (3456), like
(C · Y Y Y X) = 0 where X = α3Z3 + α4Z4 + α5Z5 + α6Z6 (2.28)
for arbitrary α3, α4, α5, α6. Similarly for points on lines (23), (34), (45), (56),
(61), (14), (25), (36). Each case gives 4, in total 36 constraints.
• Finally we demand that the numerator vanishes for all points Zi like
(C · ZiZiZiX) = 0 for arbitrary X . (2.29)
Each point Zi gives 5 constraints (the number of degrees of freedom in generic
X), and so 30 constraints.
The total number of constraints is 3 + 36 + 30 = 69, which is, beautifully, the correct
number to fix the degrees of freedom of the numerator.
We can finally repeat the same exercise for arbitrary n. The form Ω is
Ω =
〈Y dY dY dY dY 〉N (Y, Zi)∏
i,j〈i i+1 j j+1〉
(2.30)
The only legal singularities beyond (i i+1 j j+1) are planes (i i+1 j), lines (i j) and
points (i). Everything else is spurious. The numerator has degree m = n(n−3)
2
− 5 in
Y :
N = CI1I2...ImY I1Y I2 . . . Y Im ≡ (C · Y Y . . . Y ) , (2.31)
where C is a symmetric tensor in all m indices. The total number of degrees of
freedom is
d =
(
m+ 4
4
)
− 1 =
(
n(n−3)
2
− 1
4
)
− 1 (2.32)
plus one for an overall constant. The analysis is very similar to the six-point case;
the only difference is that multiple poles are now generated when Y approaches lines
(i i+1) or points (i). We will not present the details of the analysis here, but rather
provide the full list of vanishing constraints on N (Y ). The first set of conditions is
from lines:
• (C · Y Y . . . Y XX . . .X︸ ︷︷ ︸
n−6
) = 0 for Y on the line (i i+1).
• No condition on the lines (i i+2), ie. (13), (24), . . . , (n2).
• (C · Y Y . . . Y ) = 0 for Y on all other lines (ij).
The second set comes from localizing Y into special points
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• (C · Y Y . . . Y XX . . .X︸ ︷︷ ︸
2n−11
) = 0 for Y = Zi.
• (C · Y Y . . . Y XX . . .X︸ ︷︷ ︸
n−5
) = 0 for Y = (i i+1) ∩ (j j+1 k k+1), for generic j, k.
These are conditions on special points on line ZiZi+1.
• (C · Y Y . . . Y X) = 0 for X = (i j) ∩ (k k+1 ` `+1), for generic k, `. These are
conditions on special points on line ZiZj (not ZiZi+2).
These conditions are redundant. Selecting the independent set (there exists a
choice when only conditions on points are imposed) we find exactly the number d of
conditions needed to fix the numerator.
2.5 Summary
In this section we showed in four different examples how to construct the numerator
for the form Ω which has an interpretation as a zero surface. It lies outside the
amplituhedron space and contains all spurious points, lines and higher planes that
occur as intersections of the local poles of Ω. It also touches the amplituhedron space
where iterated residues of Ω could generate multiple poles.
1. We first studied the simplest case of k = 1 and m = 2 where Ω generates
spurious points only. The zero surface is then an algebraic curve which is
defined by containing all n(n−3)
2
spurious points.
2. The next case was k = 2 and m = 2, where in addition to points there are
also spurious lines. The zero surface is a 2-dimensional plane which contains
all spurious points and lines. For m = 2 and general k the surface is a k-
dimensional hyperplane which contains k−2, k−3, . . . , 1-dimensional projective
objects.
3. For m = 3 kinematics we looked at the 5-point k = 1 case which has a direct
physical interpretation as a split-helicity amplitude. In that case the surface
contains spurious points and lines, but is also required to touch the positive
space in three points Z1, Z3, Z5. The reason is that at these positions Ω gener-
ates double poles which must be cancelled by the numerator.
4. Finally we looked at m = 4 kinematics for k = 1. Then in addition to spurious
planes, lines and points we have points and lines on the boundaries of the posi-
tive space which the zero surface contains. But there is also a new phenomenon:
the numerator is required to vanish more strongly than just N (Y ∗) = 0 due
to the presence of multiple poles in the denominator of Ω, both for lines and
points.
With these examples we have covered all the qualitatively different constraints that
must be imposed on the numerator for general n, k and m for the tree-level case.
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3. Further Checks of Positivity
We expect that for general n, k, L, the numerator of the amplitude form can be
completely fixed in a “global” way by analogous considerations: vanishing on spurious
singularities and killing multiple poles. If the “bad” singularities indeed continue to
lie “outside” the amplituhedron as in the examples we have seen, the positivity of the
form would follow. The geometry involved will however certainly become much more
intricate beyond the simple examples we have already considered. In this section,
therefore, we take a more “experimental” tack, and give further direct evidence for
the positivity of the form without a complete understanding of the geometry. We
can do this most straightforwardly by numerically checking that the form is positive,
or by finding an expansion of the amplitude form where the positivity is manifest
term-by-term.
Of course, the latter approach is preferable, but none of the systematic expan-
sions for amplitudes, based on BCFW recursion relations or MHV diagrams, make
positivity manifest. For instance BCFW recursion relations [8–10] have spurious
poles which do not have uniform signs inside the amplituhedron — obviously, to have
any hope of being manifestly positive, the expansion must have only local poles.
Curiously, we have previously seen expansions of the amplitude with only local
poles — indeed the most compact expressions we have seen for loop level integrands
were of this type. However, these “local expansions” did not appear have an obvious
conceptual purpose in life. For instance they do not actually make locality manifest,
since (especially starting with NMHV amplitudes), individual terms have sets of
poles that are mutually incompatible (analogous to simultaneously having s and t
channel poles in four-particle scattering). Furthermore, while in the simplest cases
these “local forms” seemed quite canonical, at higher points and loops there seemed
to be many ways of expressing them, so it was not clear what these forms were trying
to tell us.
We now have a natural rationale for the existence of these “local forms”: while
they don’t make locality manifest, their purpose should be to make the positivity of
the form manifest! As we will see, in precisely those cases where the local expansions
are completely canonical, they do make the positivity of the form manifest term-by-
term, although seeing this analytically requires certain inequalities that quite non-
trivially follow from the positive structure of the amplituhedron. However in general,
when the local forms are less canonical, we find that they don’t make positivity of the
form manifest term-by-term. Nonetheless all our numerical checks non-trivially verify
positivity of the form. It would be extremely interesting to search for “manifestly
positive” representations of the amplitude form — these are likely to be extremely
canonical, and may give clues to the “dual amplituhedron” picture we seek, much as
the BCFW expansion pointed to the amplituhedron itself.
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3.1 All k for m = 2 kinematics
For m = 2 kinematics we know the amplitude form explicitly for all k and n, in two
different triangulations. The space here is very simple and can roughly be character-
ized as “(polygon)k”, and triangulations of the polygon lift directly to triangulations
for the general case.
The local triangulation for a polygon [11] is
Ω(1)n =
∑
i
〈12 i〉〈i 1 i i+1〉
〈Y 12〉〈Y i 1 i〉〈Y i i+1〉 (3.1)
where the positivity is manifest term-by-term. For k = 2 we get
Ω(2)n =
∑
i,j
〈12 i j〉〈Y (i 1 i i+1) ∩ (j 1 j j+1)〉
〈Y 12〉〈Y i 1 i〉〈Y i i+1〉〈Y j 1 j〉〈Y j j+1〉 (3.2)
where we use the notation 〈Y (i 1 i i+1)∩(j 1 j j+1)〉 = 〈Y1 i 1 i i+1〉〈Y2 j 1 j j+1〉−
〈Y2 i 1 i i+1〉〈Y1 j 1 j j+1〉 and this case also corresponds to the integrand of MHV
1-loop amplitude for m = 4 kinematics once we identify line Y with the loop. This
is not manifestly positive, due to the second term in the numerator. Expanding Y
in some basis it is obvious that the positivity of the full expression relies on
〈a b (c 1 c c+1) ∩ (d 1 d d+1)〉 > 0 for a < b < c < d . (3.3)
This simple statement does not trivially follow from the positivity of the all the
ordered minors 〈ijkl〉 > 0 for i < j < k < l. A relatively simple inductive proof
begins by recalling an important general fact about positive grassmannians: we can
build any positive configuration for the external Z’s starting from a zero-dimensional
cell in Z-space — where all but 4 Z’s are set to zero — and building the general
configuration by successively (positively) shifting columns by their neighbors. It is
trivial to see that the above expression is positive for Z’s in the zero-dimensional
cells, and a small computation shows that they can only increase under the action
of bridges. But while this argument can be used to probe positivity, it doesn’t give
any insight into why we might have even imagined this object was positive to begin
with. It would be very nice to have a more conceptual proof of this surprising fact,
since much more intricate analogs of this statement will be true for higher k and loop
orders. At least for for k = 2, [5] appears to provide a deeper explanation, where our
expression is part of a “canonical basis” of positive objects built out of minors.
Moving on, we have found the triangulation of the m = 2 amplituhedron for
general k and determined the corresponding form, which turns out to be
Ω(k)n =
∑
j1,...jk
〈12 j1 j2 . . . jk〉〈Y (j1 1 j1 j1+1) ∩ (j2 1 j2 j2+1) . . . (jk 1 jk jk+1)〉
〈Y 12〉〈Y j1 1 j1〉〈Y j1 j1+1〉〈Y j2 1 j2〉〈Y j2 j2+1〉 . . . 〈Y jk 1 jk〉〈Y jk jk+1〉
(3.4)
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for
〈Y . . .〉 =
∑
σ
(−1)σ
k∏
p=1
〈Yˆσ(p) jp 1 jp jp+1〉 (3.5)
where we define Yˆp = (Y1 . . . Yp 1Yp . . . Yk) and we sum over all permutations σ. The
positivity of (3.5) is again not obvious but can be proved inductively along the same
lines as for k = 2.
3.2 Tree amplitudes
We now consider the tree amplitudes associated with the tree amplituhedron for m =
4. For the case k = 1, we have both the volume picture and our general understanding
of the numerator, which guarantee positivity. We can also see the positivity directly
from the local triangulation found in [11], which gives the amplitude as a sum of
manifestly positive terms:
Ω(1)n =
∑
j,i,s
〈1234 j〉〈j 1 j j+1 j+2 i〉〈j 1 j j+1 i i s〉〈j j+s i 1 i i+1〉
〈Y 1234〉〈Y j 1 j j+1 j+2〉〈Y j 1 j i 1 i〉〈Y j j+1 i i+1〉〈Y j j+s i i s〉
(3.6)
where j = 1, . . . , n, i = j+2, . . . , j 2 (in cyclic sense) and s = ±1. The choice of the
reference plane (1234) is arbitrary and we can choose any other one.
For higher k we do not have such an expansion and so we can only test positivity
numerically. We know all the tree amplitudes by using BCFW recursion relations,
conveniently available in the Mathematica packages [12, 13], as well as in CSW ex-
pansion written in nice closed forms in momentum twistor space [15]. All terms in
both expansions can easily be uplifted to the Y -space of the amplituhedron. Thus
we can evaluate the amplitudes for a huge set of points inside the amplituhedron,
and see if the result is numerically positive. We did this check using both BCFW
and CSW expansions for N2MHV up to n = 12 for 104 points each, both in inside the
positive space and near the boundary. Again, the positivity looks very non-trivial in
both expansions, with huge cancellations between positive and negative terms leav-
ing a positive result. As an example of an explicit formula in the Y -space, we write
all N2MHV amplitudes in the CSW expansion (here Y is a line),
Ω(2)n =
∑
i<j≤k<`
〈Y (X i i+1 j j+1) ∩ (X k k+1 ` `+1)〉4
〈Y X i i+1 j〉〈Y X i i+1 j+1〉〈Y X i j j+1〉〈Y i+1 j j+1〉〈Y i i+1 j j+1〉
〈Y X k k+1 `〉〈Y X k k+1 `+1〉〈Y X k ` `+1〉〈Y k+1 ` `+1〉〈Y k k+1 ` `+1〉
.
(3.7)
Here the boundary term j = k has a special form, as two of the factors in the
denominator get entangled in the quadratic pole in Y :
〈Y (X i i+1 j j+1) ∩ (X j j+1 ` `+1)〉4
〈Y X i j j+1〉〈Y i+1 j j+1〉 [〈Y X i i+1 j+1〉〈Y X ` `+1 j〉 − 〈Y X i i+1 j〉〈Y X ` `+1 j+1〉]
〈Y i i+1 j j+1〉〈Y X i i+1 j〉〈Y X j j+1 `〉〈Y X j j+1 `+1〉〈Y ` `+1 j+1〉〈Y j j+1 ` `+1〉
.
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The brackets in the numerator have the meaning of
〈Y (a1b1c1d1e1) ∩ (a2b2c2d2e2)〉 = 〈Y1a1b1c1d1e1〉〈Y2a2b2c2d2e2〉 − (Y1 ↔ Y2)
where Y1, Y2 are two points on a line Y . Unlike the BCFW expansion which tri-
angulates the amplituhedron internally, this is not true for CSW. Not only can the
generic X lie outside the space, but there even seems to be no choice for X such that
it is inside [16].
In the k = 1 case the local expansion is directly a triangulation of the dual
amplituhedron, and therefore it is term-by-term positive. This is what we mean
by canonical representation. For k > 1 we do not have any local expansion; we
suspect that if one is found it would give us a much better idea about what the
“dual amplituhedron” might be. However, there is an interesting piece of data for
k > 1 which is encouraging for the existence of such forms and dual amplituhedra.
The idea is simple: we want to repeat the exercise that we did for m = 2 to get the
k = 2 case from the k = 1 case — entangling two copies of k = 1 amplitudes — but
now for higher k. Let us start with m = 3, for which the local triangulation was
found in [7, 11], for the case of split helicity 1−2−3−4+ . . . n+ amplitude:
A(2)n =
n∑
i=5
∑
s=±1
〈Y d3Y 〉〈134 i〉〈2+s i 1 i i+1〉〈13 i s i〉
〈Y 134〉〈Y 1 i 1 i〉〈Y 3 i i+1〉〈Y 2+s i i s〉 . (3.8)
Consider a similar expression A
(3)
n with the origin 3, and so corresponding to the
1+2−3−4−5+ . . . n+ amplitude. Now we put indices 2 and 3 back and write an ex-
pression which is formally a k = 2, m = 4 tree-type amplitude:
An =
∑
i=j...n
j=5...n 1
s1,s2=±1
dµ 〈1234ij〉〈Y (2 2+s1 i 1 i i+1) ∩ (3 3+s2 j 1 j j+1)〉〈Y (123 i s1 i) ∩ (234 j s2 j)〉
〈Y 1234〉〈Y 12 i 1 i〉〈Y 23 i i+1〉〈Y 2 2+s1 i i s1〉〈Y 23 j 1 j〉〈Y 34 j j+1〉〈Y 3 3+s2 j j s2〉
where dµ = 〈Y d4Y1〉〈Y d4Y2〉 and Y is a line in P5. Note that this expression is not
projective in Y and Z2, Z3 and therefore does not qualify to be a candidate to be a
proper m = 4, k = 2 formula. But even though it isn’t an amplitude form, it isn’t
a random expression either: we can extract a physical amplitude out of it! Indeed
the N2MHV split helicity 1−2−3−4−5+6+ . . . n+ amplitude can be found by using the
standard procedure of extracting Z, η out of six dimensional Z [1], and integrating
over d4η2 d
4η3. This gives a “local expansion” at least for split-helicity amplitudes.
And quite nicely, each term in this expansion is positive when evaluated inside the
m = 4, k = 2 amplituhedron. This can be generalized to split-helicity amplitudes for
all k [17].
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3.3 Loop integrands
Let us move on to the loop integrand. The simplest case (k = 0) of the L = 1 loop
MHV integrand has already been discussed, so we start with L = 2. The two loop
variables correspond to two lines AB and CD in momentum twistor space. The
positivity rules dictate that the expansion coefficients of AB and CD in terms of
external Zi are positive matrices G+(2, n), while all (4× 4) minors of the combined
(4×n) matrix are also positive. The local expansion found in [10] gives the amplitudes
as a sum for i < j < k < ` over double pentagons
where the explicit expression for the double pentagon Qijkl is
〈ijk`〉〈AB (i 1 i i+1) ∩ (j 1 j j+1)〉〈CD (k 1 k k+1) ∩ (` 1 ` `+1)〉
〈AB i 1 i〉〈AB i i+1〉〈AB j 1 j〉〈AB j j+1〉〈ABCD〉〈CD k 1 k〉〈CD k k+1〉〈CD ` 1 `〉〈CD ` `+1〉
(3.9)
The numerator is manifestly positive because it is just two copies of the L = 1
numerator which we discussed before. The denominator is also manifestly positive,
including the term 〈ABCD〉 > 0 for which the positivity of all (4×4) minors matter.
We also have an explicit result for L = 3 for any n given in [14]. In this case the
expansion is not positive term-by-term and we only perform a numerical check. We
tested for more than 105 points in different parts of kinematical regions that indeed
the expression is positive. The discussion simplifies when we restrict to n = 4.
First, it is easy to show that there exist natural local building blocks which are
manifestly positive in the positive region. These are nothing than standard scalar
integrals used in the literature in the context of unitary methods. Second, there are
reference data in the literature up to L = 7 for which we can test the conjecture.
For L = 3 the amplitude [18] is a sum of two different building blocks (plus terms
related by symmetry) with +1 coefficients, which makes the positivity of the final
result completely manifest. Starting at L = 4 we start to have both plus and minus
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coefficients. The final result is a sum of eight terms [19]
where the denominator is given by the propagators in the diagrams and we have
omitted the constant 〈1234〉 factors in the numerator. It is easy to see that the
expressions for all diagrams are individually positive when evaluating in the positive
space. The coefficient in the expansion for the amplitude are +1 for integrals (a),
(d)-(h) while for (b) and (c) we get −1 with proper symmetrization in loop momenta
as well as cyclic sum over external legs. There is no obvious way to rewrite this
as a sum of positive terms. However, the numerical checks confirmed that despite
not being manifestly positive the full sum is in fact positive when evaluated in the
positive region.
Going to higher L the situation is more dramatic and the number of positive
and negative terms in the result is almost 50 : 50 in the end. The data are available
up to 7 loops [18–23]. However, when evaluated numerically the final sum is always
positive, which we checked up to L = 5 for 104 points for each loop order. We again
checked the points inside the positive space and also near the boundary. Looking
at the explicit numerical data, it indeed seems like a miracle that the sum of terms
always stays positive as we are summing big positive and negative values, that always
conspire to give a positive result.
Actually, there is a good reason why the expansion using scalar integrals does
not make positivity manifest term-by-term. All terms are individually positive (and
sum have negative coefficients in the amplitude) but they are in fact more positive
than we need: they are positive in a bigger region than just the positive region given
by the amplituhedron An,k=0,L.
The existence of local expansion or MHV integrands is not so special as it was
in the tree-level case for k > 0. We can see it at the 4-loop 4-point example when
the local expansion was not manifestly positive. The reason for that is that our
building blocks — local integrands — are “too positive” and perhaps we have to re-
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combine them into “less positive” building blocks [5] to make the positivity manifest.
This would give us the canonical expansion which might then directly related to the
triangulation picture for the dual amplituhedron.
We can also do the check for non-MHV amplitudes looking at the data available
in the literature. The integrand for all one-loop amplitudes, L = 1 for any n and k,
has been found in a “local form” explicitly in [24] (see earlier result [25] for k = 1)
while for L = 2 the only available class of results is for NMHV, ie. k = 1, L = 2
for any n, found in [14]. Here, not even the “local forms” can hope to make the
positivity manifest, as the result is always organized as the A = (Yangian invariant)×
(integral). While the second part can be constructed to be positive, the Yangian
invariant is never positive because of the presence of spurious poles. It would be
very interesting to find such an expansion even for k = 1 and L = 1 where only
simple R-invariants appear. This would force us to write a super-local expansion,
both in external poles 〈Y i i+1 j j+1〉 as well as internal poles 〈Y AB i i+1〉, and
perhaps see some interesting structures which would shed light on the origin of the
positivity. But we have explicitly verified the positivity of the form numerically, for
L = 1: k = 1 up to n = 12 for 104 points each, for k = 2 up to n = 9 for 103 points
each, and also for L = 2, k = 1 up to n = 7 for 103 points each. Again the points
were chosen to be inside the space as well as near the boundary.
3.4 Log of MHV Amplitude and the Ratio Function
Interestingly, in addition to the positivity conjecture for the form for the amplitude
form, we have also found similar statement to be true for two other standard and
natural objects: the logarithm of the MHV amplitude and ratio function.
The integrand for scattering amplitudes has soft and collinear singularities; in-
tegrating the L-loop amplitude has a log2L infrared divergence as a consequence.
However as is well-known, the IR divergences exponentiate, and it is natural to take
the logarithm of the amplitude
A = 1 + gA1 + g2A2 + g2A3 + · · · = eS → S = logA = gS1 + g2S2 + g3S3 + . . .
(3.10)
where SL is a sum of AL and products of lower-loop A’s, for instance,
S1 = A1, S2 = A2 − 1
2
A21, S3 = A3 − A2A1 +
1
3
A31, etc. (3.11)
The logarithm of the amplitude only has a mild log2 divergence. This is reflected in
a very special cut structure of its integrand SL as discussed in [14] and more recently
derived in [2] as following from amplituhedron geometry.
The other object is the ratio function Rn,k. This is an IR-safe quantity defined
as the ratio of NkMHV amplitude to MHV amplitude. The expansion in loop order
is then
R(k) = A
(k)
A(0) = 1 + gR
(k)
1 + g
2R
(k)
2 + . . . (3.12)
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where
R
(k)
1 = A
(k)
1 − A(k)0 A(0)1 , R(k)2 = A(k)2 − A(k)0 A(0)2 − A(k)1 A(0)1 + A(k)0
(
A
(0)
1
)2
, etc.
(3.13)
Let us look at the logarithm of the amplitude S in detail. The first non-trivial
term in the expansion is S2 where the result can be expressed using the same Qijkl
as in (3.9), but where the ranges for indices are different:
S2 = −1
4
∑
i<j<k<l
Qikjl (3.14)
as was found in [14] (the sum is here in a cyclic sense). This directly proves the
positivity of S2 in the positive region. All Qijkl are now negative, the indices j and
k are now in wrong order and the four-bracket 〈ijkl〉 changes the sign when put in
canonical ordering. This minus sign is then compensated by the overall minus sign
in (3.14) leaving the result manifestly positive. As an nice example we show n = 4
case where the amplitude contains four double box integrals (which are just collapsed
double pentagons Qi i+1 i+2 i+3). The S2 in that case can be written as
S2 =
〈1234〉3(〈AB13〉〈CD24〉+ 〈AB24〉〈CD13〉)
〈AB12〉〈AB23〉〈AB34〉〈AB14〉〈ABCD〉〈CD12〉〈CD23〉〈CD34〉〈CD14〉 ,
(3.15)
where we used the Schouten identity
〈AB12〉〈CD34〉+ 〈AB23〉〈CD14〉+ 〈AB34〉〈CD12〉+ 〈AB14〉〈CD23〉 − 〈ABCD〉〈1234〉
= 〈AB13〉〈CD24〉+ 〈AB24〉〈CD13〉 . (3.16)
The first four terms correspond to four double boxes in the two loop amplitudes
while the last term is the one-loop square piece. This can be also seen from the struc-
ture of Qijkl when we reshuffle indices: Q1324 gives directly (3.15). This numerator
is manifestly positive in the amplituhedron.
Starting with S3 it is harder to make the positivity manifest, since the full mutual
positivity between the three loops comes into play. The expression for S3 can be
written as
S3 =
〈1234〉3
[
N
(a)
3 +N
(b)
3 −N2,1 + 2N1,1,1
]
〈AB12〉〈AB23〉〈AB34〉〈AB14〉〈ABCD〉〈CD12〉〈CD23〉〈CD34〉
〈CD14〉〈EF12〉〈EF23〉〈EF34〉〈EF14〉〈ABEF 〉〈CDEF 〉
(3.17)
where we denote by AB, CD, EF three lines in P3 representing loop momenta, and
we define building blocks coming from the expansion (3.11):
– 22 –
N
(a)
3 = 〈1234〉〈ABEF 〉〈AB12〉〈EF34〉〈CD12〉〈CD34〉+ S+1 + σAB,CD,EF (3.18)
N
(b)
3 = 〈AB12〉2〈CD23〉〈CD34〉〈EF34〉〈EF14〉+ S+1,+2,+3 + σAB,CD,EF (3.19)
N2,1 = 〈1234〉〈AB12〉〈CD34〉〈ABEF 〉〈CDEF 〉+ S+1 + σAB,CD,EF (3.20)
N1,1,1 = 〈1234〉3〈ABCD〉〈ABEF 〉〈CDEF 〉 (3.21)
Here S+1 stands for adding a cyclic term Zi → Zi+1 and Z4 → Z1 while S+1,+2,+3
is adding all three other cyclic terms. The symbol σAB,CD,EF stands for summing
over all permutations of lines AB, CD, EF . It is easy to see that all N ’s are positive
individually in the positive region. The minus sign generated by the cyclic shift in
〈1234〉 → 〈2341〉 = −〈1234〉 is always compensated by the minus sign generated by
〈∗∗34〉 → 〈∗∗41〉 = −〈∗∗14〉 once we write everything in the canonical ordering. It
is very reasonable that there must be a minus sign in the numerator of (3.17) because
all terms individually are “too positive”, in a sense that they are positive in bigger
region than just the positive space for L = 3 because the overlap of regions where
AB, CD, EF are mutually positive is not taken account. It would be still nice to see
if there exists any way how to rewrite (3.17) as a sum of manifestly positive terms,
perhaps with some “less positive” building blocks a` la [5] but it is also possible that
the logarithm of the amplitude itself (3.17) is the smallest positive building block.
In the end we reverted to numerical checks and checked this expression to be
positive as well as S3 up to n = 8 for 10
3 kinematical points each. For the case n = 4
we checked the conjecture up to L = 5 for 104 points each and indeed the SL always
stays positive in the positive region. For the integrand of the ratio function R(k) we
fully rely on numerical checks because the manifestly positive expansion does not
exist for the same reason as for the integrand of the amplitude A(k). We performed
exactly the same numerical checks as for the amplitude with complete agreement
with our conjecture.
It is already surprising that the integrand for the amplitude should be positive.
Why would we expect the log of the MHV amplitude, or the general ratio function,
to be positive? After all, these subtract from the integrand. But this is another
qualitative feature that would follow from the existence of a “dual” amplituhedron.
Let’s explain the intuition behind this in the simplest case of the polygon where
everything is transparent. Starting with a polygon Z1, · · · , Zn, let’s add some Zn+1.
The polygon itself gets bigger: the new polygon with the point Zn+1 added trivially
contains the old one. But consider Ω, for some Y which is contained inside the first
polygon and thus trivially inside the second one. It is obvious that while the polygon
gets larger after adding the point, the form becomes smaller. This is clear even from
the BCFW picture, where Y is outside the extra triangle (Zn, Zn+1, Z1), and thus
the extra term in the triangulation is negative. It is even more obvious in terms of
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the area of the dual polytope, which gets smaller by chopping off a corner.
For the general amplituhedron, it is still obviously the case that the amplituhedron
get larger when an extra point Zn+1 is added. But we have made extensive numerical
checks that, just as with the k = 1 cases, the form Ω decreases , just as we would be
qualitatively expect from a would-be-“dual amplituhedron” picture. More generally,
this leads us to expect that a larger region in Y space is associated with a smaller
value for the form. This qualitative picture suggests that the log of the amplitude and
the ratio function might have nice positivity properties. Consider e.g. the log of the
2-loop amplitude. The region corresponding to “1-loop × 1-loop” is “larger”, since
we are imposing fewer positivity constraints than with the two-loop integrand. Since
the region is larger, the corresponding form should be smaller, and thus subtracting
it from the two-loop integrand to get the logarithm will leave us with something
positive.
The positivity of the integrand for the ratio function also suggests that some
interesting positivity might arise in the final amplitude, obtained after integration.
(Note that positivity of the integrand inside the amplituhedron does not trivially
imply this, since the standard contour of integration for the loop variables is not
inside the amplituhedron in (2,2) signature, but over all of Minkowski space in (3,1)
signature).
Of course after integration we no longer have the “AB” variables, but the su-
peramplitude can still be “bosonized” in the Y -space of the amplituhedron. The
expressions are given in terms of transcendental functions of cross-ratios weighted
with Yangian invariants, and these can be easily uplifted to Y -space. We looked
closely at the simplest example k = 1 and L = 1, for which the final result for the
ratio function can be written as
Q6 = H1 · [(2)− (3) + (4)] +H2 · [(3)− (4) + (5)] +H3 · [(4)− (5) + (6)] (3.22)
where (1) = R[12345] is the R-invariant also familiar from the k = 1 tree-level case,
R[abcde] =
〈Y d4Y 〉〈abcde〉4
〈Y abcd〉〈Y bcde〉〈Y cdea〉〈Y deab〉〈Y eabc〉 (3.23)
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and H1 is the hexagon function
H1 =
1
2
[Li2(1− u1) + Li2(1− u2) + Li2(1− u3) + log(u3) log(u1)− 2ζ2] . (3.24)
The cross-ratios are trivially upgraded to Y space by adding a Y to all the
four-brackets:
u1 =
〈Y 1234〉〈Y 4561〉
〈Y 1245〉〈Y 3461〉 , u2 =
〈Y 2345〉〈Y 5612〉
〈Y 2356〉〈Y 4512〉 , u3 =
〈Y 3456〉〈Y 6123〉
〈Y 3461〉〈Y 5623〉 . (3.25)
All other cases (j) and Hi are related by cyclic shifts. In the end Q6 is a form in
Y similar to the tree-level amplitude, but transcendental with rational pre-factors,
rather than just rational.
We can now take Y inside the (tree) amplituhedron and test whether Q6 is
positive. An exhaustive check shows that indeed it is. This is quite non-trivial to
show analytically: it does not simply follow from dilog identities but makes crucial
use of the rational prefactors. These issues will be explored at greater length in [26].
In addition to this case we also checked numerically the positivity of R
(1)
1 up to
n = 10 for 103 points each using the Mathematica package [24], and found complete
consistency with the positivity conjecture. For n = 6 the L = 2 and L = 3 cases will
be discussed in [26], based on results obtained in [27,28].
It is also natural to investigate the positivity of the remainder function; here the
(already indirect) connection with the positivity of the integrand is lost given that we
don’t have an integral representation of the log of the amplitude upon subtracting the
BDS term; nonetheless it is certainly interesting to explore the positivity properties
of the remainder function for positive external data as well. This will be investigated
at multiloop order in [26].
Acknowledgements
We thank Jake Bourjaily and Thomas Lam for stimulating discussions. We also thank
Simon Caron-Huot for discussions, and for suggesting and checking the positivity
of the integrated 6-point ratio function at one loop. N. A.-H. is supported by the
Department of Energy under grant number DE-FG02-91ER40654. J. T. is supported
in part by the David and Ellen Lee Postdoctoral Scholarship and by the Department
of Energy under grant number de-sc0011632.
References
[1] N. Arkani-Hamed and J. Trnka, JHEP 1410, 30 (2014) [arXiv:1312.2007 [hep-th]].
[2] N. Arkani-Hamed and J. Trnka, arXiv:1312.7878 [hep-th].
– 25 –
[3] S. Franco, D. Galloni, A. Mariotti and J. Trnka, arXiv:1408.3410 [hep-th].
[4] Y. Bai and S. He, arXiv:1408.2459 [hep-th].
[5] T. Lam, arXiv:1408.5531 [math.AG].
[6] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, A. B. Goncharov, A. Postnikov and
J. Trnka, arXiv:1212.5605 [hep-th].
[7] A. Hodges, JHEP 1305, 135 (2013) [arXiv:0905.1473 [hep-th]].
[8] R. Britto, F. Cachazo, B. Feng and E. Witten, Phys. Rev. Lett. 94, 181602 (2005)
[hep-th/0501052].
[9] R. Britto, F. Cachazo and B. Feng, Nucl. Phys. B 715, 499 (2005) [hep-th/0412308].
[10] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, S. Caron-Huot and J. Trnka, JHEP
1101, 041 (2011) [arXiv:1008.2958 [hep-th]].
[11] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo, A. Hodges and J. Trnka, JHEP 1204,
081 (2012) [arXiv:1012.6030 [hep-th]].
[12] J. L. Bourjaily, arXiv:1011.2447 [hep-ph].
[13] J. L. Bourjaily, arXiv:1212.6974 [hep-th].
[14] N. Arkani-Hamed, J. L. Bourjaily, F. Cachazo and J. Trnka, JHEP 1206, 125 (2012)
[arXiv:1012.6032 [hep-th]].
[15] M. Bullimore, L. J. Mason and D. Skinner, “MHV Diagrams in Momentum Twistor
Space,” JHEP 1012 (2010) 032 [arXiv:1009.1854 [hep-th]].
[16] L. Mason, private communication.
[17] J. Trnka, unpublished notes.
[18] Z. Bern, L. J. Dixon and V. A. Smirnov, Phys. Rev. D 72, 085001 (2005)
[hep-th/0505205].
[19] Z. Bern, M. Czakon, L. J. Dixon, D. A. Kosower and V. A. Smirnov, Phys. Rev. D
75, 085010 (2007) [hep-th/0610248].
[20] Z. Bern, J. J. M. Carrasco, H. Johansson and D. A. Kosower, Phys. Rev. D 76,
125020 (2007) [arXiv:0705.1864 [hep-th]].
[21] J. L. Bourjaily, A. DiRe, A. Shaikh, M. Spradlin and A. Volovich, JHEP 1203, 032
(2012) [arXiv:1112.6432 [hep-th]].
[22] Z. Bern, J. J. Carrasco, L. J. Dixon, M. R. Douglas, M. von Hippel and
H. Johansson, Phys. Rev. D 87, 025018 (2013) [arXiv:1210.7709 [hep-th]].
– 26 –
[23] B. Eden, P. Heslop, G. P. Korchemsky and E. Sokatchev, Nucl. Phys. B 862, 450
(2012) [arXiv:1201.5329 [hep-th]].
[24] J. L. Bourjaily, S. Caron-Huot and J. Trnka, arXiv:1303.4734 [hep-th].
[25] H. Elvang, D. Z. Freedman and M. Kiermaier, JHEP 1003, 075 (2010)
[arXiv:0905.4379 [hep-th]].
[26] L. J. Dixon, M. von Hippel, J. Trnka, in preparation
[27] L. J. Dixon, J. M. Drummond and J. M. Henn, JHEP 1201, 024 (2012)
[arXiv:1111.1704 [hep-th]].
[28] L. J. Dixon and M. von Hippel, JHEP 1410, 65 (2014) [arXiv:1408.1505 [hep-th]].
– 27 –
