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This short note presents a simple algebraic result aboutmatrices and
associated polynomials which clarifies a central point in the Homo-
topic Deviation theory presented in chapter 7 of [3]. The polynomial
πˆ is defined by Chatelin in [3]. The polynomial π˜ is used by Lidskii
in [11,13], and by Chatelin in [3]. In this note we prove that these
two polynomials are equal up to a nonzero constant.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let A and E two complex squarematrices of order n. The homotopic perturbation theory is the study
of the eigenvalues and the eigenvectors of the family of matrices A(t) = A + tE where t is a complex
parameter that tends to 0, see [2,4,6–12] in the decade 2000–2010 [3], Chatelin has introduced and
developed the Homotopic Deviation theory (HD). This theory is the study of the eigenvalues of the
family of matrices A(t) = A+ tEwhere t is an unbounded complex parameter t ∈ Cˆ = C∪ {∞} and
E has rank r  n. The non trivial cases in this theory are those where 1  r  n− 1. Because |t| = ∞
is allowed, the information given by the Homotopic Deviation is richer than that given by the analytic
perturbation see [3].
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In this note we compare the spectral information given by the two theories. We prove an algebraic
result which sheds an essential light in the connection between the limits of the spectra for A(t) =
A + tE as |t| → ∞| and for E(s) = E + sA as s = 1
t
→ 0. Some conclusions follow.
2. A review of Homotopic Deviation theory [3,6,1]
Given the matrices A and E in Cn×n, the family A(t) = A + tE represents the coupling between
A and E by complex parameter t. We denote the spectrum of A by spec(A) and the resolvent of A by
res(A) = C\spec(A). By definition [4], the matrix
R(t, z) = (A + tE − zI)−1
is called the resolvent matrix, because it allows to solve the associated linear system
(A + tE − zI)x(t, z) = y. (1)
From the view point of solving the system (1) when no local effects of singularities are of importance,
the following two categories of questions are considered:
• (1) Existence and analyticity of the resolvent
t ∈ Cˆ −→ R(t, z) = (A + tE − zI)−1, z ∈ C,
and, if existence, it’s limit as |t| → ∞.
• (2) Limit of the spectrum
lim|t|→∞ spec(A(t)),
that is the limit as |t| → ∞ of the spectrum of A(t) (that is the singularity set of R(t, z)).
In the HD theory, the so-called communication matrix:
Mz = VH(zI − A)−1U, z ∈ res(A)
and the following three sets play an essential role:
• the limit set:
Lim = lim|t|→∞spec(A(t))\{∞}.• the frontier set defined by
F(A, E) = {z ∈ res(A); rankMz < r}.• the set of critical points:
Fc(A, E) = {z ∈ res(A)/ρ(Mz) = 0}
with ρ(Mz) = max(|μz|, μz ∈ spec(Mz)) with Fc(A, E) ⊆ F(A, E).
It is proved in [3], for R(t, z) = (A + tE − zI)−1 that
(1) For z ∈ res(A)\F(A, E), R(t, z) exists for all t /∈ spec(M−1z )
(2) R(t, z) is analytic for z ∈ res(A) in t around 0, |t| < 1
ρ(Mz)
.
(3) R(t, z) is analytic around ∞ for z ∈ res(A)\F(A, E) and for |t| > 1
ρ(M−1z )
.
3. Using Lidskii’s perturbation theory to study Lim [3,9,11,12]
Let A and E be two complex square matrices of order n with E of rank 1  r  n − 1. Using the
Singular Value Decomposition (SVD), one can chose E = UVH , with U and V two matrices of order
(n, r) and of rank r. The eigenvalues λ(t) of A(t) = A + tE are the roots of the equation
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det(zI − A − tE) = 0, (2)
where det(zI−A− tE) denote the determinant of zI−A− tE. To determine the set of limit points Lim,
one can introduce first the following transformation s = 1
t
∈ Cˆ then A(t) = A + tE = t(E + sA) =
E(s)
s
⇔ E(s) = A(t)
t
, for any s, t ∈ C\{0} related by st = 1. The spectral properties can be analyzed
by means of those of E(s) = E + sAwhen s → 0.
Lemma 1 [3]. λ(t) is an eigenvalue of A(t) iff there exists an eigenvalue α(s) of E(s) = E + sA such that
λ(t) = α(s)
s
for all s, t ∈ C\{0}, s = 1
t
.
Corollary 1. ξ ∈ Lim iff lim|t|→+∞ λ(t) = lims→0 α(s)s = ξ.
We recall that, the eigenvalues α(s) of E(s) = E + sA that tend to 0 when s → 0 are of the form
α(s) = ξ sq + o(sq), where q ∈ Q∗+ and ξ a non zero complex numbers (see Puiseux [13,2,8]). Thus
lims→0 α(s)s = ξ 
= 0 iff q = 1.
Thestudyof spec(A(t)) canbe treatedasa special instanceof Lidskii’s theoryapplied toE(s) = E+sA
as s → 0 when there exists at least one trivial Jordan block with dimension 1 for 0 ∈ spec(E).
We suppose that E = J is under Jordan form in the basis X so that E(s) = E + sA = J + sA =
X(J + sX−1AX)X−1 = X(J + sA˜)X−1 where A˜ represents A in the Jordan basis of E. On the diagonal
of J the eigenvalue 0 ∈ spec(E) appear first repeatedm time corresponding to the invariant subspace
spanned by [e1 . . . em]. The first g1 canonical vectors are eigenvectors corresponding to the trivial
Jordan block of dimension 1. We construct a basis for Ker(E) (resp. Ker(EH)) by adding the g2 starting
the nontrivial Jordan blocks for E (resp. EH). In the original basis for E this amounts to define the
bases for Ker(E) and Ker(EH) by the two matrices X˜ = [X′, Z] and Y˜ = [Y ′,W] with X˜Y˜H = Q˜ such
that Y˜HX˜ =
⎡
⎣ Ig1 O
O Og2
⎤
⎦ has rank g1 < g. Let us define ˜ = Y˜HAX˜ =
⎡
⎣1 R
L 
⎤
⎦ of order g with
 = WHAZ, L = WHAX′, R = Y ′HAZ and 1 = Y ′HAX′. ˜ represents the map Q˜AQ˜ restricted on
Ker(E) partionned into four blocks according to the partition g = g1 + g2.
We define now the matrix ˜(z) =
⎡
⎣1 − zIg1 R
L 
⎤
⎦= ˜ − zIˆg1 , with Iˆg1 =
⎡
⎣ Ig1 O
O O
⎤
⎦ of order g.
The polynomial π˜(z) is defined as follows:
π˜(z) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
det
⎛
⎝
⎡
⎣1 − zIg1 R
L 
⎤
⎦
⎞
⎠ , if g1  1
det(˜) = det(), if g1 = 0
Remark 1. From the relation ˜(z) =
⎡
⎣1 − zIg1 R
L 
⎤
⎦, using the Schur formula, one can see, if
det() 
= 0 and g1  1, that π˜(z) = det() det(	 − zIˆg1), where 	 = 1 − R−1L. Therefore the
roots of π˜ are those of det(	 − zIˆg1).
Under sufficient conditions given by Lidskii [9], E(s) has g1 eigenvalues α(s) of the form α(s) =
ξ s + o(s) where ξ are the g1 roots of π˜(z). Hence, in this Lidskii’s conditions one has Lim = Z˜ where
Z˜ is the set of roots of π˜ . Note that, deg(π˜)  g1 and deg(π˜) = g1 iff det() 
= 0.
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In anothermanner one can notice that for any z ∈ res(A) and t ∈ Cˆ\{0,∞} the Eq. (2) is equivalent
to the equation below
det
(
1
t
I − (zI − A)−1UVH
)
= 0. (3)
The Eq. (3) shows that
1
t
is a non zero eigenvalue of the matrix (zI − A)−1UVH and consequently is
a non zero eigenvalue of Mz = VH(zI − A)−1U. Now if z → ξ ∈ Lim⋂ res(A) and |t| → ∞, then
Mz → Mξ and 1
t
→ 0. Hence 0 ∈ spec(Mξ ). Therefore for any ξ ∈ Lim⋂ res(A) one has 0 is an
eigenvalue ofMξ . Thus π(ξ) det(Mξ ) = 0, where π is the characteristic polynomial of the A.
Chatelin define in [3] the matrix Aˆ0(z) =
⎛
⎝ zI − A −U
VH 0
⎞
⎠ and the polynomial πˆ(z) = det(Aˆ0(z)),
for any z ∈ res(A). By the Schur complement formula: πˆ(z) = π(z) det(Mz) if z ∈ res(A). From the
above, one can notice that res(A)
⋂
Lim = res(A)⋂ Zˆ see also [3], where Zˆ is the set of the roots of
πˆ(z). The next main result states that the two polynomials πˆ(z) and π˜(z), used above, are equal up
to a non zero constant complex number.
Theorem 1. 1 Given two matrices A and E of order n, with E not invertible, one has:
• πˆ(z) = ±
⎛
⎝n−m∏
i=1
μi
⎞
⎠× π˜(z),
wherem the algebraic multiplicity of 0 ∈ spec(E) and theμi, 1  i  n−mare the n−mnonzero
eigenvalues of E if m < n
• πˆ(z) = ±π˜(z) if n = m.
Proof. Let E = UVH = XJX−1 with U and V two matrices of size (n, r) and rank r, X (resp. J) is the
Jordan base (resp. the canonical Jordan form) of E.
The case, g < m < n.
One can set
J =
⎡
⎣ J1 0
0 J2
⎤
⎦ .
The matrix J1 is the Jordan box associated with 0 of E, it is a square matrix of order m  1. The
matrix J2 is the set of the Jordan boxes associated with the nonzero eigenvalues of E, it is a square
matrix invertible of size n − m.
One can set J1 = U1VH1 where U1 is the matrix of size (m,m − g) whose columns are the nonzero
columns of J1 and V
H
1 is the matrix of order (m − g,m) whose rows are the nonzero rows of J1.
Let, now
U˜1 =
⎡
⎣ U1 0
0 J2
⎤
⎦ and V˜1H =
⎡
⎣ VH1 0
0 In−m
⎤
⎦ .
1 This result is used in [3], chapter 7 under the name Bahri-Ilahi-lemma.
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So, we have J = U˜1V˜1H and we can choose U = XU˜1, VH = V˜1HX−1. Let
qˆ(z) =
∣∣∣∣∣∣
zI − X−1AX −U˜1
V˜1
H
O
∣∣∣∣∣∣ =
∣∣∣∣∣∣
zI − A˜ −U˜1
V˜1
H
O
∣∣∣∣∣∣ .
We will show, first, that πˆ(z) = qˆ(z) ∀ z ∈ C. Recall that ∀ z ∈ res(A) πˆ(z) = π(z). det(VH(zI −
A)−1U). Now, by replacing U and VH by their values one finds that πˆ(z) = π(z). det(V˜1HX−1(zI −
A)−1XU˜1) = π(z) det(V˜1H(zI − A˜)−1U˜1) = qˆ(z). Therefore, πˆ(z) = qˆ(z) ∀ z ∈ res(A) and conse-
quently πˆ(z) = qˆ(z) ∀ z ∈ C.
With a partition of zI − A˜ in conformity with the partition of U˜1 and V˜1H one has
πˆ(z) =
∣∣∣∣∣∣∣∣∣∣∣∣
zIm − A˜11 −A˜12 −U1 O
−A˜21 zIn−m − A˜22 O −J2
VH1 O O O
O In−m O O
∣∣∣∣∣∣∣∣∣∣∣∣
.
One develops the calculus using permutation of blocks and the determinant of an upper blocks trian-
gular matrix to get
πˆ(z) = ± det(J2).
∣∣∣∣∣∣
zIm − ˜A11 −U1
VH1 O
∣∣∣∣∣∣ . (4)
Now, using the fact that VH1 and U1 are formed only with ones and zeros one can develop the above
determinant according to the rows (resp. columns) where there are ones. In this way one obtains the
determinant of a sub-matrix of the matrix zIm − A˜11 whose elements correspond to the intersections
of the rows and columns of J1 which are formed only with zeros. These rows and these columns cor-
respond well to the left and right eigenvectors of E associated with 0.
Thus, if g1 = 0, the rows and the columns corresponding to the left and right eigenvectors of E asso-
ciated with 0 do not intersect with the diagonal and one has πˆ(z) = ± det(J2) × det().
If g1  1 the rows and the columns corresponding to the left and right eigenvectors of E associated to
the Jordan blocks of size larger than or equal to 2 do not intersect with the diagonal, but the rows and
columns corresponding to the left and right eigenvectors of E associated to the Jordan blocks of size 1
intersect with the diagonal and one has πˆ(z) = ± det(J2) × π˜(z).
The case g < m and n = m:
In this case one does not have a matrix J2, therefore, quite simply J = J1, U˜1 = U1 and V˜1H = VH1 .
Therefore, πˆ(z) would be in the following form:
πˆ(z) =
∣∣∣∣∣∣
zIn − A˜ −U1
VH1 O
∣∣∣∣∣∣ .
Thus, one re-uses the above reasoning on the VH1 and U1 to conclude.
The case g = m andm < n:
In this case one has, g1 = g = m  1. Thus:
• from the one hand, one has π˜(z) = det(zIm − ) because
˜ =  = PAP/Ker(E) where P is the eigenprojection on Ker(E).• from the other hand one has
U˜1 =
⎡
⎣ 0
J2
⎤
⎦ and V˜1H =
[
0 In−m
]
.
2358 Y. Bahri, A. Ilahi / Linear Algebra and its Applications 436 (2012) 2353–2358
Thus, in this case one has
πˆ(z) =
∣∣∣∣∣∣∣∣∣
zIm − A˜11 −A˜12 O
−A˜21 zIn−m − A˜22 −J2
O In−m O
∣∣∣∣∣∣∣∣∣
.
Thus, πˆ(z) = ± det(J2)×det(zIm− A˜11) and it is enough to note that in this case one has A˜11 = ,
to conclude.
The case n = g = m is clear, since this means that E is the null matrix. This concludes the proof. 
Theorem1states that Zˆ = Z˜ consequently onehas:wheredeg denotes thedegreeof thepolynomial.
We can derive significant simplifications for HD. For example
(1) deg(πˆ) = deg(π˜)  g1 [1,3],
(2) Lim ⊆ Zˆ = Z˜ [9,3].
(3) Lim = Zˆ = Z˜ if g = m [3,5].
(4) Lim = Zˆ = Z˜ under sufficient conditions given by Lidskii [9].
4. Conclusion
This note is an algebraic contribution in the study of the behavior of the eigenvalues of matrices
under Homotopic Deviation: A(t) = A+ tE, t ∈ C. combinedwith known results as the Lidskii theory,
the Puiseux expansion of the eigenvalues of matrices under analytic perturbation theory [2,5,7,8,13],
the algebraic result that we present allows us to better understand the limit of analyticity around ∞
for R(t, z), z ∈ res(A)\F(A, E).
The characteristic polynomial π(t, z) = det(zI − A(t)) defines spec(A(t)) for t ∈ C only, but does
not give all information about the limit set, Lim, because |t| < ∞ by necessity. The equivalence of the
eigenproblems for A(t) and E(s) may not always hold when s = 0 ⇔ |t| = ∞ and Zˆ ∩ spec(A) 
= ∅
and/or Lim ∩ spec(A) 
= ∅. We leave this topic for future research.
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