We focus on complex 3 × 3 matrices whose indefinite numerical ranges have a flat portion on the boundary. The results here obtained are parallel to those of Keeler, Rodman and Spitkovsky for the classical numerical range.
Introduction
For J = I r ⊕ −I n−r (0 < r < n), where I m denotes the identity matrix of order m, consider C n endowed with the Krein structure defined by the indefinite inner product ξ 1 , ξ 2 J = ξ * 2 J ξ 1 , ξ 1 , ξ 2 ∈ C n . Let M n be the algebra of n × n complex matrices. The J -numerical range of A ∈ M n is defined as For a J -unitarily reducible matrix, the existence of flat portions on the boundary of its Jnumerical range is a common occurrence. If A is J -normal with anisotropic eigenvectors, that is, eigenvectors ξ such that ξ * J ξ / = 0, then W J (A) is the pseudo-convex hull of the eigenvalues of A [2] and flat portions appear on NW J (A). The smallest value of n for which there exist Junitarily irreducible matrices whose numerical ranges have a flat portion on NW J (A) is n = 3, and henceforth we concentrate on this case.
For A ∈ M 2 , the elliptical range theorem [11] states that W (A) is an elliptical disc (possibly degenerate) whose foci are the eigenvalues α 1 and α 2 of A, being the major and minor axis of length Tr(A * A) − 2 Re(α 1 α 2 ) and Tr(A * A) − |α 1 | 2 − |α 2 | 2 ,
respectively. In the indefinite case, for A ∈ M 2 and J = diag(1, −1), the hyperbolical range theorem [1] states that W J (A) is bounded by the hyperbola (possibly degenerate) with foci at α 1 and α 2 , and transverse and non-transverse axis of length Tr(J A * J A) − 2 Re(α 1 α 2 ) and
respectively. The description of W J (A), when A ∈ M n and n > 2, is in general difficult. In certain cases, W J (A) is still an hyperbola and its interior, independently of the size of A. The 3 × 3 case was studied in [3] using the classification of C J (A) based on the factorability of F J A (u, v, w) . However, a constructive procedure allowing us to determine the shape of W J (A) for an arbitrary matrix A ∈ M 3 is not provided. In Section 2, we investigate J -unitarily irreducible matrices in M 3 having a flat portion on the boundary of the J -numerical range. In Section 3, we determine W J (A) for upper triangular matrices A ∈ M 3 . The particularly simple case of triangular matrices with one-point spectrum is discussed. The results obtained here are inspired by those obtained by Keeler et al. for the classical numerical range [6] .
J-unitarily irreducible 3 × 3 matrices with a flat portion on NW J (A)
A flat portion on the boundary of the J -numerical range may be a (closed) line segment, two (closed) half-lines of the same line, a (closed) half-line or a whole line. The proof of the next result uses well-known formulas for the maximum number of singularities of an algebraic curve of order n (see, for example, [4, p. 49] ).
Proof. Each line originating a flat portion on NW J (A), A ∈ M n , is a flexional tangent or a multiple tangent of C J (A). By dual considerations, we obtain a singular point of the dual curve of C J (A). Since C J (A) is a curve of class n, its dual curve has order n and the number of its singularities is less than or equal to n(n − 1)/2. For an irreducible curve of order n, the upper bound is (n − 1)(n − 2)/2.
Proposition 2. Let
Proof. By a translation and a rotation, we consider the flat portion on the imaginary axis. The imaginary axis defines a flat portion on NW J (A) if and only if it is a flexional tangent of C J (A) or a multiple tangent of the associated curve (at least) at two distinct points (the points can be finite or infinite, real or complex). Consider the dual curve of C J (A), defined in homogeneous point coordinates by
By dual considerations, if x = 0 is a flexional or a multiple tangent of C J (A), then (1:0:0) is a singular point of the dual curve, with multiplicity m 2. It follows that
which implies that the coefficients x n , x n−1 t, …, x n−(m−1) t m−1 of the polynomial F J A (x, y, t) vanish. Analyzing the solutions of the secular equation det(H J − λI n ) = 0, we conclude that 0 is an eigenvalue of H J with multiplicity at least m.
Throughout this section we assume that J = diag(1, 1, −1), and that A ∈ M 3 is a J -unitarily irreducible matrix written as A = H J + iK J , where H J and K J are J -Hermitian matrices. To avoid trivial cases we also assume that A is not essentially J -Hermitian. Proof. We prove (by contradiction) that the line segment on NW J (A) necessarily belongs to NW + J (A). Indeed, assume that W + −J (A) contains this line segment. After translation, rotation, and scaling of A, we may assume that the line segment has endpoints 0 and i. By Proposition 2, 0 is an eigenvalue of H J with multiplicity at least 2. There exists e 3 ∈ C n such that e * 3 J e 3 = −1 and H J e 3 = 0. Consider also two vectors e 1 , e 2 ∈ C n , e * 1 J e 1 = e * 2 J e 2 = 1, such that {e 1 , e 2 , e 3 } is a J -orthogonal basis of To prove the second part of the theorem, we may suppose that the flat portion on NW J (A) is contained on the positive imaginary axis, and analogous arguments hold.
Next, we derive a canonical form for an irreducible matrix with a closed line segment on the boundary of the J -numerical range. 
where c There exists e 1 ∈ C n such that e * 1 J e 1 = 1 and H J e 1 = 0. Consider two vectors e 2 , e 3 ∈ C n , e * 2 J e 2 = 1, e * 3 J e 3 = −1, such that {e 1 , e 2 , e 3 } is a J -orthogonal basis of C 3 . In this basis, the matrix representation of J H J is
where a, b are real and c is a complex number satisfying ab = |c| 2 . Since A is not an essentially J -Hermitian matrix, it is clear that J H J / = 0, and so |c| / = 0. We prove (by contradiction) that |a| / = |c|. Let |a| = |c| and without loss of generality we may suppose c > 0. Two possibilities may occur:
and the function
where φ = arg η + arg(ν 1 − ν 2 ). This function reduces to a point if β + γ − 2 Im ν 3 = 0 and ν 1 − ν 2 = 0, describes the whole real line if β + γ − 2 Im ν 3 = 0 and ν 1 − ν 2 / = 0, and a half-line of the real line if β + γ − 2 Im ν 3 / = 0. However, a line segment is never produced, contradicting the hypothesis. Then |a| / = |c|, and so in a certain basis the matrix (3) is either of the form
or of the form
with a = a − b. It can be easily seen that the form (4) leads to a contradiction, because it is incompatible with the existence of a line segment on the boundary. Hence, we necessarily have
The quadratic form ξ * J H J ξ vanishes for ξ = (ζ, η, 0) ∈ C 3 . Let A be the principal submatrix of If α = 1, β = 0, ν 1 = 0, then this line segment is [0, i], and
where −a < 0. Without loss of generality, we may assume that c 1 = ν 2 > 0, c 2 = ν 3 > 0. Hence, A is of the asserted form.
If NW J (A) has a flat portion constituted by two half-lines of the same line, then one of the half-lines must be contained in NW Since a > 0, we have W
For ξ of the above form, we obtain 
Now, let J = diag(1, −1) and consider the 2 × 2 principal submatrix of
By 
where ν 1 , ν 3 ∈ C, ν 2 ∈ C\{0}, β ∈ R, a > 0, or in the form
where 
and consider the principal submatrix of
For J = diag(1, −1), then W J (A ) is the imaginary axis if (α + γ ) 2 − 4|ν 2 | 2 < 0, and without loss of generality we may take α = γ = 0, ν 2 / = 0, and so
If |a| = |c|, then J H J may be taken in the form
For a > 0, we get W
where φ = arg η + arg(ν 1 + ν 2 ) ∈ R. This function describes the imaginary axis if β + γ + 2 Im ν 3 = 0 and ν 1 + ν 2 / = 0. Hence, A has the asserted form.
We note that if A is of the form (9), then the imaginary axis is also a flat portion on NW 
where ν 1 , ν 2 , ν 3 ∈ C, α, β, γ ∈ R, a > 0, β + γ + 2 Im ν 3 > 0, and
if and only if W J (A) has one closed half-line on its boundary. In this form, W + J (A) has the positive imaginary axis as a flat portion and is contained in the closed right half-plane.

Proof. (⇒) According to the hypothesis
Since a > 0, it follows that W
3 , and we easily obtain where a, b are real and c is a complex number satisfying ab = |c| 2 . We cannot have |a| / = |c|, because under this assumption we are lead to the cases treated in Theorems 2,3,4. Thus, |a| = |c| and in a proper basis
We easily find that ξ * J H J ξ = 0 for ξ = (1, η, η) ∈ C 3 , and we obtain
W J (A) for J-unitarily reducible 3 × 3 triangular matrices
We denote by Tr C 2 (B) the sum of the 2 × 2 principal minors of a matrix B. Easy calculations show that:
If A ∈ M 3 is J -unitarily reducible, then there exists a matrix U ∈ U 2,1 such that Using Lemma 1, we conclude that the polynomials F J A (u, v, w) and F J B (u, v, w) have the same coefficients, except possibly the coefficients of u 3 , v 3 , u 2 w and v 2 w. Moreover, the coefficients of u 2 w and v 2 w in both polynomials are equal if and only if
On the other hand, the corresponding coefficients of u 3 , v 3 are equal if and only if
Hence, conditions (1) and (2) are necessary and sufficient for the matrices A and B to have the same associated curves.
Remark 1.
To obtain an invariant form of conditions (1) and (2) in Theorem 6, note that
Thus, the following reformulation holds for conditions (1) and (2) and the theorem holds for matrices in M 3 that are J -unitarily triangularizable: We observe that under the assumptions on J and A, W J (A) may be neither an elliptical disk nor a circular disk. Now we investigate when C J (A) consists of a hyperbola and a point (Case 2). 
Remark 2.
Recalling (12) and (13), we obtain an invariant form of conditions (1) and (2) The case of a triangular matrix with a triple eigenvalue is particularly simple. 1) . By the elliptical range theorem, W J (A ) is a disc centered at p with radius |q|/2. The point p ∈ σ − J (A) is in the interior of the disc, and since the disc is generated by vectors with positive J -norm, the pseudo-convex hull of the disc and of the point p is the whole complex plane.
Examples
We Easy calculations show that
The associated curve C J (A), represented in Fig. 1 , is quartic with a real cusp, being the imaginary axis a double tangent. The set W 
