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bstract
This work presents a methodology adopted in order to tune the controller parameters of superconducting magnetic energy
torage (SMES) system in the automatic generation control (AGC) of a two-area thermal power system. The gains of integral
ontrollers of AGC loop, proportional controller of SMES loop and gains of the current feedback loop of the inductor in SMES
re optimized simultaneously in order to achieve a desired performance. Recently proposed intelligent technique based algorithm
nown as Cuckoo search algorithm (CSA) is applied for optimization. Sensitivity and robustness of the tuned gains tested at different
perating conditions prove the effectiveness of fast acting energy storage devices like SMES in damping out oscillations in power
ystem when their controllers are properly tuned.
 2015 Electronics Research Institute (ERI). Production and hosting by Elsevier B.V. This is an open access article under the CC
Y-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
eywords: Superconducting magnetic energy storage (SMES); Integral controller; Automatic generation control (AGC); Cuckoo search algorithm
CSA)
.  Introduction
It is a well known fact that, any mismatch between generation and load in an interconnected power system causes
nstability that deteriorates the system dynamic performances disturbing the equilibrium of real power of the system,
hich in turn affects the system frequency. In this regard, the purpose of AGC is to develop a control system which
hould be able to maintain the system frequency and tie line real power flowing between different control areas at their
espective specified nominal values when the system is subjected to load variations.
With a view to achieve the above objective, one important review work in the field of AGC has tried to compre-
ensively discuss various control strategies adopted till today (Ibraheem and Kothari, 2005). Effects of the mechanical
overnor, electric governor, a single stage reheat turbine and a two-stage reheat turbine, on the dynamic responses have
een explored by Nanda et al. (2006). Some other works have formulated the problem in the domain of optimization and
∗ Corresponding author.
E-mail addresses: sabitachaine@yahoo.com (S. Chaine), manish tripathy@yahoo.co.in (M. Tripathy).
Peer review under the responsibility of Electronics Research Institute (ERI).
http://dx.doi.org/10.1016/j.jesit.2015.03.001
314-7172/© 2015 Electronics Research Institute (ERI). Production and hosting by Elsevier B.V. This is an open access article under the CC
Y-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
2 S. Chaine, M. Tripathy / Journal of Electrical Systems and Information Technology 2 (2015) 1–13
tried to investigate into the application of both conventional (Mallesham et al., 2010) as well as heuristic optimization
techniques (Ghoshal, 2004).
Besides the method of gain tuning through optimization, research works have also tried to examine the efficacies
of other power electronics based devices in the family of flexible AC transmission systems (FACTs) (Bhatt et al.,
2010), to damp out oscillations in the frequency and tie-line power exchanges. Fast-acting energy storage device such
as SMES system has also been found (Banerjee et al., 1990; Tripathy et al., 1992) to introduce required damping in
these oscillations.
This work aims at obtaining an optimal controller for SMES in a two-area power system (Elgerd, 2005) which
should exhibit robustness in its performance for a varying operating conditions and parameters of the system. Two
most important issues mentioned below, which decide the effectiveness of any such tuned controller, are emphasized
while formulating and solving the problem. They are
(i) The nature of designed objective function.
(ii) The efficiency of optimization method.
Objective functions are suitably designed from both time domain and frequency domain perspectives and after
optimization their relative performances are tested when subjected to perturbations. In order to optimize the problem,
recently proposed nature-inspired metaheuristic algorithms known as Cuckoo search (CS) (Yang and Deb, 2009) have
been utilized.
The paper is organized as follows. Section 2 illustrates the system model, and its main components. In Section
3, a brief overview on SMES and its proposed control strategy is presented. Section 4 discusses about the different
objective functions which are optimized to maximize the performance of the SMES in AGC domain. A brief overview
of the intelligent technique based optimization algorithm CS is elaborated in Section 5. The simulation and results,
obtained following several tests related to the performance of tuned SMES, are explained and analyzed in Section 6.
At the end, conclusions are presented in Section 7.
2.  AGC  in  two-area  thermal  power  system  with  SMES
Many problems in AGC, particularly related only to the automatic load frequency control (ALFC) part of AGC within
two interconnected areas of power system, have utilized a widely accepted model (Elgerd, 2005) in order to examine the
response of power system towards several factors including changes in system parameter, model parameters, operating
condition, gains of controllers, etc. Fig. 1 depicts the outline of this model, where the blocks of transfer functions
representing the governor system, steam reheats turbines, regulation droop R, frequency bias constant, β, etc. are
connected. The area control error (ACE) is defined by combining Δf  and ΔPTie as depicted in Eqs. (1) and (2), which
are widely used:
e1(t) =  ACE1 =  β1f1 +  PTie (1)
e2(t) =  ACE2 =  β2f2 −  PTie (2)
2.1.  The  role  of  SMES  in  the  problem  of  AGC
The presence of SMES in the control of frequency in an AGC framework provides rapid recovery in the requirement
of deficit or surplus real power, by deriving the same from a large inductor or reactor. As per the need of the power
system, the power delivered or recovered from the reactor can be controlled by suitably designed controller dedicated
for the SMES. A detailed overview behind the fundamental physics and some elementary modelling issues shall be
covered in Section 3.3.  Super  conducting  magnetic  energy  storage  (SMES)  system:  brief  discussion
As depicted in Fig. 2, the SMES system has a DC magnetic coil that is connected to the AC grid through a power
conversion system (PCS) which includes two numbers of converters for inversion and rectification purposes.
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aFig. 1. Two-area interconnected power system with SMES unit considering GRC.
The control of the operation of SMES during its charging, discharging, and steady state mode and the power
odulating dynamic oscillatory period are achieved by the application of adequate positive or negative voltage to the
nductor, through the control of firing angle of the converter bridges. Fig. 3 illustrates the transfer function model
epresentation of the SMES control scheme, where the ACE may be given to the proportional block (KSMES) to derive
he incremental change in converter voltage (Ed), as explained in Eq. (3). In order to achieve quick restoration of
nductor current (Id) after any possible change in load demand in the system, the incremental Id is sensed and used
s a negative feedback signal in the SMES control loop (Banerjee et al., 1990):Edi =
1
1 +  sTdci
[KSMES(βifi +  Pij) −  KIdiIdi ] (3)
Fig. 2. Schematic diagram of SMES connected to electric AC grid.
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In Eq. (3), Tdc is the converter time delay in s; KSMES is the gain of the SMES control loop for ACE signal in kV/unit
ACE, KId is the gain of the inductor current deviation feedback loop in kV/kA.
Since the amount of stored energy is finite, the inductor current falls. The deviation in the inductor current Id is
expressed as follows in Eq. (4):
Id = Ed
PL
(4)
where P  is the differential operator with respect to time. The deviation in the inductor power flow PSMES is given by
the expression as follows in Eq. (5):
PSMES =  Id0 ·  Ed +  Ed · Id (5)
The inductor is initially charged to its rated current Id0 by applying a small positive voltage. Once the current has
attained the rated value, it is held constant by reducing the voltage ideally to zero since the coil is superconducting.
However, a very small voltage may be required to overcome the commutating resistance.
4.  The  formulation  of  the  problem  and  objective  functions
As the problem is planned to be formulated in an optimization framework, suitable design of objective function is
tantamount to the efficacy of overall control performance. Hence, different objective functions, i.e., J1 and J2, integral
of time multiple of absolute error (ITAE) and integral of time multiple of square of errors (ITSE) are discussed:
J1 =  ITAE =
∫ tsim
0
t[|(f1)|  +  |(f2)|  +  |(PTie)|] · dt  (6)
In the above equation, tsim is the time range of simulation:
J2 =  ITSE =
∫ tsim
0
t[(f1)2 +  (f2)2 +  (PTie)2] ·  dt  (7)
The values of ITSE, settling time (Ts) of both area frequency deviations (f1 and f2) and PTie along with the
minimum damping ratios among all the system eigenvalues are combined to formulate the third objective function J3
as given below in Eq. (8):
J3 =  ω1(ITSE) +  ω2(1/X) +  ω3(Ts) (8)
ω1, ω2 and ω3 are the weighing factors suitably chosen. x  = minimum damping ratio (MDR) among all the eigenvalues
of the system. Ts = settling time; Ts =  Tsf1 +  Tsf2 +  TsPTie . TsPTie , Tsf1 , Tsf2 . Settling time of tie line power deviation,
frequency deviation in area 1 and 2.
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.  Cuckoo  search  algorithm:  an  overview
CSA is an evolutionary algorithm that is inspired by the brood  parasitism  found in the breeding behaviour of some
ommonly found species of Cuckoos. Moreover, the algorithm also incorporates into its structure the mathematical
odel of the behaviour of Lévy flight found in some birds and fruit flies (Yang and Deb, 2009).
In the evolution strategy of CSA, an important methodology of choosing a random direction to generate the step
ength is done with the help of an algorithm known as Mantegna  algorithm. The above process guarantees a stable
ymmetric Lévy distribution (Yang, 2010).
.1.  Cuckoo  search  algorithm:  the  programming  methodology
As far as applying the algorithm is concerned, three simplifying assumptions described below have been used in
his work.
(i) Each cuckoo lays one egg at a time which it dumps in a randomly selected nest (n).
(ii) The best nests having better quality eggs are retained for subsequent generations.
iii) Keeping the total numbers of host nests as constant, an egg laid by a cuckoo could be detected by the host bird
with a probability (Pa) of 0.1.
Based on these three rules, the basic steps of the CSA are provided in the flow chart shown in Fig. 4.
.  Simulation  and  results
The AGC system model developed in MATLAB/SIMULINK is used to obtain dynamic response for a step load
erturbation. The integral controller parameter (KI) for the main AGC loop, SMES gain parameter (KSMES) and
eedback gain (KId) in SMES control loop are to be obtained separately by optimizing the three different objective
unctions. For the purpose of optimization Cuckoo search algorithm is applied.
Two numbers of SMES each having capacities of 30 MJ are incorporated in both the areas. The actual and per unit
alue of SMES device are given in Appendix A.
Moreover, in order to take into account the smallest time constants associated with SMES, time-domain analysis of
he continuous system is performed with a time step of 0.01 s with appropriate choice of sampling time intervals for
he controllers.
.1.  CSA  tuned  controller  parameters  (KI, KSMES,  KId)
For optimizing the objective functions each of the parameters are randomly initialized in suitable ranges and the
arameters evolve through successive generation giving the optimum results at the end. The values of all the controller
arameters are obtained separately by optimizing the objective functions J1, J2 and J3 with the help of CSA in three
ifferent runs of the algorithm. It is to be noted that the objective functions are dependent on the time domain and
igenvalue based performance indices (PFIs), which are evaluated at the end of simulation time of 30 s. All these PFIs
re also evaluated for the case when none of the either areas is operating with SMES. The optimized values of the
bove mentioned controller parameters obtained separately by optimizing the three objective functions are elucidated
n Table 1.
.2.  Controller  performance  evaluation  from  optimization  results
Besides the PFIs defined and used in the formulation of the objective functions, two other PFIs, i.e., integral square
rror (ISE) and integral absolute error (IAE) are also evaluated and compared for each set of optimized controllers.
hese PFIs are enumerated in Table 2. From the results, it is clear that with the proposed algorithm the system modes
hift more in the left half of S-plane, which enhances the system stability. Minimum damping ratio (MDR) of system
mong all the system eigenvalues, obtained separately for all the objective functions optimized with CS are also
6 S. Chaine, M. Tripathy / Journal of Electrical Systems and Information Technology 2 (2015) 1–13Fig. 4. Flowchart of conventional Cuckoo search algorithm.
S. Chaine, M. Tripathy / Journal of Electrical Systems and Information Technology 2 (2015) 1–13 7
Table 1
The optimized values of controller parameters with the three objective functions.
Objective function/controller
parameters
Controller parameters Optimized value of
objective function
SMES loop gain
(KSMES)
Inductor current
feedback gain (KId)
Integral gain (KI)
Different objective functions tuned in CSA with SMES
J1 85.8402 20.1975 5.0464 0.0423
J2 91.9804 1.7957 3.4621 2.5732e−004
J3 99.1703 14.3716 4.7118 14.8430
J3 tuned in PSO with SMES 96.0970 19.2532 4.9322 17.0554
J3 tuned in CSA without
SMES
0 0 0.4986 76.3698
Table 2
Several PFIs and MDR among all the eigenvalues of the system using CSA based on different objective functions J1, J2, and J3 with and without
SMES.
Performance indices Different objective functions with SMES J3 without SMES
J1 J2 J3
ISE 3.5351e−004 2.8043e−004 3.1536e−004 0.0017
ITSE 4.2914e−004 2.5732e−004 3.5042e−004 0.0031
IAE 0.0312 0.0365 0.0324 0.1252
ITAE 0.0423 0.0758 0.0484 0.4510
Ts (s)
Δf1 10.3500 10.3500 4.9000 25.4900
Δf2 11.5400 11.5400 4.3400 26.5800
ΔPTie 9.3400 9.3400 3.9800 23.9800
MDR 0.6227 0.6561 0.6954 0.0098
Eigenvalues −12.5000
−26.0324
−3.1790 + 3.9950i
−12.5000
−26.4451
−3.4691 + 3.9902i
−12.5000
−24.2947
−3.8294 + 3.9570i
−3.3333
−12.5000
−0.0250 + 2.5572i
i
a
6
t
t
f
T
C
P
C
P−3.1790 − 3.9950i −3.4691 − 3.9902i −3.8294 − 3.9570i −0.0250 − 2.5572i
llustrated. The settling of deviations is very fast, around 5 s in objective function J3 and damping ratio also improved
s compared to other objective functions in Table 2.
.3.  Comparison  of  CSA  with  particle  swarm  optimization  (PSO)
A comparison is also sought in this work between CSA and the widely accepted optimization technique PSO in
erms of the performance obtained by the respective controllers when the gains of the same are obtained by optimizing
he objective function J3. As depicted in Figs. 5–7, which show both the areas’ frequency and tie line power deviations
or 0.01 SLP in the 1st area, CSA tuned controller has provided better damping compared to the one tuned by PSO.
able 3
omparison of several PFIs and MDR of the system with controllers tuned with CSA and PSO based on objective function J3.
erformance indices ISE ITSE Ts MDR
Δf1 Δf2 ΔPTie
SA tuned J3 3.1536e−004 3.5042e−004 4.9000 4.3400 3.9800 0.6954
SO tuned J3 3.3400e−004 3.8993e−004 5.7300 5.1300 5.1800 0.6787
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Fig. 5. Change in frequency of 1st area for 1% load change in 1st area.
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Fig. 7. Change in Tie-line power for 1% load change in 1st area.
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Fig. 8. Change in frequency of 1st area for 1% load change in 1st area.
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Fig. 9. Change in frequency of 2nd area for 1% load change in 1st area.
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Fig. 10. Change in tie-line power for 1% load change in 1st areas.
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Fig. 12. Change in frequency of 2nd area due to load variation in 1st, 2nd and both areas.
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Fig. 13. Change in tie-line power due to load variation in 1st, 2nd and both areas.
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Table 4
Sensitivity analysis.
Parameter variation % change Performance index ITSE Settling time MDR
f1 f2 PTie
T12 +50 2.0071e−004 10.6400 11.4500 9.6500 0.5020
+25 2.2153e−004 10.6100 11.5900 9.6400 0.5681
−25 3.1676e−004 10.4900 11.9900 9.3700 0.6828
−50 4.0349e−004 10.5300 12.5100 8.9500 0.7364
Tg +50 3.2611e−004 11.9300 11.9300 9.4800 0.6954
+25 2.8919e−004 10.7500 11.9300 9.6200 0.6954
−25 2.3025e−004 10.4500 11.6400 9.5000 0.6954
−50 2.0743e−004 10.8900 11.8500 9.8400 0.6954
Tr +50 4.0266e−004 13.3000 14.5500 14.1400 0.6954
+25 3.2122e−004 12.1700 13.4500 12.1900 0.6954
−25 2.0633e−004 7.4000 8.3100 3.5500 0.6954
−50 1.5441e−004 4.6900 4.7700 3.7900 0.6954
Kr +50 1.8588e−004 3.8300 4.3100 3.4500 0.6954
+25 2.1237e−004 8.5600 9.5300 4.5300 0.6954
−25 3.5564e−004 10.8200 11.9800 11.9000 0.6954
−50 5.8164e−004 19.5000 20.2500 12.2500 0.6954
Tt +50 4.1800e−004 10.7400 11.8300 9.0600 0.6954
+25 3.3124e−004 10.6500 11.8100 9.4500 0.6954
−25 1.9742e−004 10.5600 11.7400 9.5400 0.6954
−50 1.4947e−004 10.8600 12.0100 9.6200 0.6954
Loading condition +50 1.5537e−004 10.8000 11.9800 9.6900 0.6006
+25 1.5261e−004 10.8400 12.0100 9.6700 0.6194
−25 1.4640e−004 12.4900 12.4900 10.0200 0.7234
−50 1.4685e−004 11.4100 12.5300 10.0300 0.8035
H +50 2.7482e−004 10.4300 11.6100 9.2800 0.5994
+25 2.6620e−004 10.4400 11.6300 9.3700 0.6187
−25 2.5164e−004 10.7800 11.9700 9.8500 0.7240
M
t
6
6
o
a
a
i
a
u
6
c
f
d
F−50 2.5466e−004 10.8600 12.0100 10.0200 0.8041
oreover, looking at the several performance indices given in Table 3, it can be seen that with CSA optimized controller,
he performances particularly the settling times are better compared to those obtained with PSO.
.4.  Controller  performance  evaluation  for  different  disturbances  and  changes  in  parameters
.4.1.  Step  load  increase  in  area  1
The Integral and SMES controller parameters are set at the values obtained by optimizing objective function J3. The
ptimal value for the integral gain KI found in both cases without and with SMES is given in Table 1. The first control
rea is subjected to a SLP of 1% from its nominal value at time t  = 0.  Dynamic response of frequency deviations (Δf1
nd Δf2) of both the control areas and the deviation in tie line power (ΔPTie) obtained for this perturbation is depicted
n Figs. 8–10. From the figures it can be witnessed that, the frequency and tie line power oscillations are seen to settle
round 25 s without SMES, whereas the same value reduces to 5 s with the SMES operating. The values of over-shoot,
nder-shoot and MDR have also improved predominantly as enumerated in Table 2.
.4.2. Step  load  increase  in  both  area  1  and  2
Both the control areas are subjected to SLP of 1% each from their nominal values as it was done in the previous two
ases. Dynamic response of frequency deviations (Δf1 and Δf2) and the deviation in tie line power (ΔPTie) obtained
or this perturbations are depicted in Figs. 11–13. From Figs. 11 and 12, it can be seen that the both the area frequency
eviations become more when loads in both of them are increased simultaneously. Moreover, it can be noticed from
ig. 13 that, when both the areas are subjected to same step load perturbation, frequency deviations in both the areas
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have increased, but no oscillation is noticed in tie line power deviation as equal disturbances given to two equal area
having same inertia would not require any exchange through tie line.
6.4.3. Sensitivity  analysis  with  variation  in  parameter
To study the robustness of the proposed controllers obtained by optimizing J3 variations in the system parameters
and operating conditions are deliberately introduced. For testing the controller performance with parameter variations,
several numbers of time constants related to the governing system (Tg), turbines (Tt), the synchronizing power coefficient
(T12), reheater (Tr) are varied in the range of −50% to +50% from their respective nominal values in separate events of
perturbation cases. Similar variations in the values of reheater gain (Kr) and inertia constant (H) have also not disturbed
the oscillations keeping them stable.
Moreover, the numerical values of ITSE, frequency deviations of both the areas and the tie line power deviations
obtained with variations in system parameters and operating conditions are listed in Table 4. The values obtained
corroborate the robustness of the proposed controller for modified parameters and operating conditions.
7.  Conclusion
In this work, observed that effectively tuned controller gains of SMES along with those of the power system enable
the later to operate in a more stable manner compared to the case when no SMES were present. It was found that,
besides the efficiency of CSA optimization algorithm, suitable design of the objective function also plays an important
role in obtaining a robust design of different controllers in a coordinated manner. However, any possible modification
of the algorithm either through the process of hybridization with other similar evolutionary algorithms, or by altering
the basic process for multi objective optimization problems may result in improving its efficiency.
Appendix  A.
A.1.  SMIB  data
Total rated area capacity (Pr) = 2000 MW, f = 60 Hz, R1 = R2 = 2.4 (Hz/p.u. MW), Tt1 = Tt2 = 0.3 s.
Tr1 = Tr2 = 10 s, Tg1 = Tg2 = 0.08 s, Tp1 = Tp2 = 20 s (Tp = (2H/fD)), Kp1 = Kp2 = 120 Hz/p.u. MW (Kp = (1/D))
Di =  PDi/fi =  8.33 ×  10−3 p.u. MW/Hz, Kr1 = Kr2 = 0.5, β1 = β2 = 0.425, T12 = 0.0867 s.
A.2.  SMES  system  data
Tdc1 = Tdc2 = 0.03 s, SB = base power = 2000 MW, assuming base value of Ed = 10 kV and Id = 200 kA.
Base impedance (ZBase) = 0.05 , L1 = L2 = 2.65 H (absolute value) = 19,970 p.u.
The initial current Id0 = 4.5 kA = 0.02 p.u. (see current base).
A.3.  PSO  parameters
Number of particles = 20, C1 = 1.2, C2 = 1.2, moment of inertia = 0.9.
Maximum number of step = 20, dimension of the problem = 3.
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