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In [3] werden allgemeine Bedingungen dafiir angegeben, da13 fur ein 
Funktionensystem aus Lp(u, b) (1 < p < co) bzw. C[u, b] ein Satz vom 
Jackson-Typ existiert. Dabei besteht das Hauptproblem bei der Herleitung 
solcher Satze in der Berechnung des Approximationsgrades gewisser 
Funktionsklassen. 
Speziell fur die in [2] betrachteten Funktionensysteme sollen nun explizite 
quantitative Approximierbarkeitsaussagen gemacht werden. Untersuchungen 
dieser Art haben Dimsdale [l], v. Golitschek [5, 6, 7, 81 sowie Ganelius und 
Westlund [4] fur den Raum C[O, l] angestellt. Letztere kni.ipfen an eine 
interessante Arbeit von Newman [lo] an, in der ein Satz vom Miintz-Jackson- 
Typ fur L2(0, 1) bewiesen wird. Ganelius und Westlund [4] machen jedoch 
keine Aussagen dariiber, ob die von ihnen hergeleiteten Abschatzungen 
bestmiiglich sind. 
In dieser Arbeit ftihren wir die Newmanschen Uberlegungen fur den Raum 
L2(0, 1) fort. Es ist uns dabei nicht gelungen, derartige Approximierbarkeits- 
aussagen in voller Allgemeinheit herzuleiten. Aus diesem Grunde beschranken 
wir uns auf Spezialfalle: Als erstes verwenden wir Exponentenfolgen {hy}F 
mit 1 < X, - h,-, < 2 (V = 1, 2, 3,...) und erhalten so insbesondere inen 
Jackson-Satz fur L2(0, 1). Ferner betrachten wir Exponentenfolgen, an die 
wir ahnliche Bedingungen wie Newman [lo] stellen; schliel3lich beweisen wir 
noch fur beschrankte Exponentenfolgen einen Satz vom Mtintz-Jackson-Typ. 
1. DIE SATZE VON MUNTZ 
Sei {X&z eine Folge von reellen Zahlen; hierbei ist zugelassen, da13 eine 
Zahl unendlich oft in der Folge vorkommt. GehSren zu dem endlichen 
Abschnitt h,, X, ,..., h, genau m verschiedene Zahlen TV ,..., r, mit den 
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Vielfachheiten v1 ,..., v, , so verstehen wir unter U,, die Menge aller 
Funktionen der Form 
und unter U die Vereinigung aller U, . 
Mittels der Transformation x = log(l/t), kann man aus [2], Satz 3.1 bzw. 
[2], Satz 3.2 die folgenden Satze ableiten. 
SATZ 1. Sei X der komplexe Raum Lp(O, 1) (1 < p < co) oder C’[O, l] 
und {h,};P eine Forge volt reellen Zahlen mit AK + (l/p) > 0 bzw. A, > 0 
(k = 0, 1,2 ,... ). Dann ist U genau dann dicht in X, wenn 
f hk + (UP) 
kc0 1 + &2 = O” 
bzw. 
ist. 
SATZ 2. Sei X der komplexe Raum Lp(a, b) (1 < p < a) oder C[a, b] 
(0 < a < b) und {hk}r eine Forge von reellen Zahlen. Dann ist U genau dann 
dicht in X, wenn 
gilt oder unendlich oft A, = 0 ht. 
Fur den Fall p = 2 und spezielle Typen von Exponentenfolgen {A,}: wird 
im folgenden die qualitative Approximierbarkeitsaussage von Satz 1 zu einer 
quantitativen verscharft. 
2. BERECHNUNG DES APPROXIMATIONSGRADES 
Wir verwenden im folgenden die Bezeichnungen aus [3]. J bezeichne 
diejenige lineare Abbildung von L2(0, 1) in Lt(O, l), welche g E L2(0, 1) die 
durch 
(JgKd := Jo% g(t) dt fur XE[O, l] 
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definierte Funktion Jg zuordnet. Fur 1 > 0 gilt dann 
(.P+lg)(x) = joz @-$ g(t) dt. (1) 
1st U ein abgeschlossener Unterraum von L2(0, 1) mit h, ,..., hl, E U 
(h,(x) = xK), so ist fur g E P und 0 < I < k wegen (1) 
(J”f’g)(O) = (P+lg)(l) = 0. (2) 
Da fiir den Approximationsgrad von IF: beziiglich U 
und ftirfE IF: , g E U’- wegen (2) 
lo’f(t ) g(t) dt = (- l)“+l f,’ f’k+l’(t)(Jk+lg)(t> dt 
(3) 
(4) 
gilt, ergibt sich aus (3) und (4) 
HILFSSATZ 3. 
Fur die weiteren Uberlegungen machen wir nun die generelle Voraus- 
setzung, daR (1 = {h, , h, ,..., h,) (k < n) eine endliche Folge von reellen 
Zahlen ist mit X, = K (K = 0, l,..., k) und A, > -Q (K = k + l,..., n). 
Gehiiren zu n genau m verschiedene Zahlen TV ,..., r, mit den Vielfach- 
heiten v1 ,..., v,,, , so bezeichnet U, die Menge der Funktionen 
In diesem Spezialfall kann man iiber den Approximationsgrad mehr aussagen. 
SATZ 4. Es ist 
2qF2, ) U/l)2 = sup 
.f% I G(k + 1 + ix)/” H,A(x) dx 
sZm 1 G(ix)j2 dx ’ (5) GEP\(Ol 
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wobei [Fp die Paley- Wiener-Klasse der rechten Halbebene bedeutet und 
Hk n(x) = l”IK”=~+l (x2+ o(K - k - S)“) 
I-I,“=, (x2 + (AK + k + 9”) 
ist. 
Bemerkung. Fur k = 0 findet man dieses Resultat bei Newman [lo]. 
Beweis. Fur g E U; ist nach [I 11, Satz V die durch 
I;(z> = IO1 t”-1’2g(t) dt fur z E C, Re z > 0 
definierte Funktion F aus P mit (evtl. mehrfachen) Nullstellen in X, + & 
(K = 0, I,..., n), und es gilt nach dem Parsevalschen Satz 
Unter Beachtung von (2) liefert partielle Integration 





Daraus ergibt sich mit nochmaliger Anwendung des Parsevalschen Satzes auf 
F(.z + k + 1) 
(-‘)“+’ n;=,, (z - K + k + 3) 
die Beziehung 
Die mittels des Blaschke-Produktes 
B(z) = n ( 
Z-&-i 




G(z) = I 
gehiirt zu P. Wegen 
I B(ix)j2 = 1 
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folgt aus (6) 
und wegen 
aus (7) 
& 1; I G(k + 1 + ix)\” H,,,(x) dx = /I J”+lg 11;. 
m (9) 
Mit (8), (9), und Hilfssatz 3 ergibt sich dann (5). 
Fur Funktionen G E P ist 
f= I G(k + 1 + ix)j2 dx < j-m I G(ix)12 dx; 
--m -m 
deshalb folgt aus Satz 4 
KOROLLAR 5. 
Bemerkzmg. Mittels Korollar 5 kann der Approximationsgrad nach oben 
abgeschatzt werden; Abschatzungen ach unten sind nach Satz 4 mittels dem 
Spezialfall angepaI3ter G E P miiglich. 
3. VERALLGEMEINERUNGDERNEWMANSCHENAPPROXIMIERBARKEITSAUSSAGEN 
Wir bestimmen eine obere Schranke fur 
1 
= n~,n_,-,, (x2 + 0, + k + 9”) K=lc+l fit 
x2 + (AK - k - Q2 
x2 + (L-1 + k + $1” ) - 
Bezeichnet Ik,,, die Menge 
{K 1 k + 1 < K < IE A I A, - k - + I 3 I &-.,+-l + k + 8 11, 
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so erhalten wir wegen 
1 1 
it! x2 + (A, + k + 9” ’ (A, + k + 8)” 
und 
(A, - k - 4)” 
x2 + (A, - k - 3)” (L-L--l + k + 8)” ’ 
falls K E I&/j 
2: x2 + (L-, + k + 3)” ’ 
, sonst 
die Abschatzung 
Aus Korollar 5 ergibt sich somit Folgerung 6. 
FOLGERUNG 6. Esist 
s(F:, u/l> d qk,A 
mit 
Wir untersuchen un zwei Spezialfalle. 
Full 1. Es gelte 1 < h, - h,-, < 2 (K = k + I,..., n). Dann enthalt 1k.n 
nur solche K > k + 1, fur die 
A, - k - 4 = XK--k--l + k $ Q 
ist. Wegen X, >, K fur K 3 0 ergibt sich somit nach Folgerung 6 
Wir schtitzen nun 6(IFl, U,) nach unten ab. Dazu benijtigen wir folgende 
Formel aus [9]. 
HILFSSATZ 7. 
(a > 0, h > (K/a) > 0, cd > 0). 
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Fiir n > 2k + 1 gilt 
Hk n(x) = lX=:=k+l (x2 + @, - k - 41’) 
I-II,“=, (x2 + & + k + 9”) 
I-j::;:, (x2 + (A, - k - !d2) 
= I’I;=,+2k-1 (x2 + (A, + k + 9”) 
x2 + (A, - k - +)>” 
’ .=$+2 ( x  + GL--2k-2 + k + 8” 1 ’ 
Wegen 
und 
A, - k - +j >, L-ale-2 + k + 3 
A, < k + 2(K - k) (K 2 k) 
kann H,., wie folgt durch 
X2k+2 
(x2 + (2n + 2y+2 
nach unten abgeschHtzt werden. Fiir die Funktion 
G(z) = 1 
z+n+l 
aus P gilt 
s m --m 1 G(ix)12 dx = -+. 
Aus 
1 W + 1 + iX)12 
1 
= x2 + (n : k + 2j2 2 x2 + (2n + 2)2 
folgt die AbschSitzung 
und hieraus mit Hilfssatz 7 
(10) 
s m 1 G(k + 1 + ix)12 f&&X) dx > “(;2-+; ‘2;2kT3 ‘) . (11) --m 
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Mit Satz 4 ergibt sich aus (10) und (11) die Ungleichung 
w; , u/J2 3 BP + Q ,k + $9 2rr (2n +l2y+2 * 
Folglich gibt es eine Konstante clc > 0, so daf3 fur 12 3 k 
ist. 
Wir fassen die vorangehenden Ergebnisse noch einmal zusammen und 
erhalten aus [3], Satz 7 mit 
folgendes Resultat. 
SATZ 8. Sei 1 < h, - hKml < 2 (K = k + l,..., n). Dann gibt es eine 
Konstante ck > 0, so daJ 




1 n+k+l * 
Bemerkung. Satz 8 enthalt insbesondere ine zum klassischen Jackson- 
Satz analoge Aussage ftir L2(0, 1). 
Fall 2. Es gelte h, - A,-, 2 2 (K = k + I,..., n). Fur K 2 2k i- 1 ist 
dann A, - XK-kVI > 2k + 2; folglich enthalt I,,, die Zahlen 2k + I,..., n. 
Aus Folgerung 6 ergibt sich dann wegen 
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die beiderseitige Abschatzung 
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falls k > 1 ist, gilt ferner 
Bemerkung 1. Falls das Dichtheitskriterium aus Satz 1 erftillt ist, 
konvergieren 
qk A 
fk,il , ‘jk-I,A bzw. L 
%-LA 
fiir II -+ co gegen 0. 
Bemerkung 2. Nehmen wir an, dalj fiir die Exponenten hK+1 - X, = d > 0 
fur K > k gilt, so ergibt sich mit Satz 8 im Falle 1 < d < 2 
und mit (12) im Falle d 3 2 
w2,, u,> < K=$+l ( d(KdF k,y 2i y # ) = qn-2(k’1)‘d). 
Bemerkenswert ist daran, da13 die GrGDenordnung des Approximationsgrades 
davon unbeeinflul3t bleibt, ob man fiir K 3 k jede nattirliche Zahl oder nur 
jede zweite natiirliche Zahl als Exponenten verwendet. Nimmt man jedoch 
nur jede dritte nattirliche Zahl, so hat das Funktionensystem schlechtere 
Approximationseigenschaften. 
Wir zeigen nun, da13 such im Falle 2 die Abschatzung des Approximations- 
grades gri%enordnungsmaiDig bestmiiglich ist. Fur 
Hk*A(x) = I-If==, (x2 + (‘K + k + 8)“) K=lc+l 
x2 + (A, - k - 4))” 
x2 + (A, + k + 8)” 1 
gilt wegen 
1 A, - k - + 1 < A, + k + % ftir K 3 k + 1 
1 
(x2 + (2k + 2)2)k+1 ’ 
274 FORST 
Mit 
G(z) = ’ 
z+k+l 
folgt 
I m -cc I G(ix)12 dx = .& ; 
aufgrund der Ungleichung 
ergibt sich ferner mit Hilfssatz 7 
s m --m I G(k + 1 + ix)12 H,,,(x) dx 2 ;F ;ik2;,j; fi ( AK - k - + )“. K-k+1 kc + k + Q 
Folglich gilt 
w2,, U/l) 3 ‘%I, k + 8) (2k -: 2)“+l 4 
n &--k-i 
2~ Zl I k+k+$ ’ 
d.h. die im Falle 2 gewonnenen Abschgtzungen sind scharf. 
Zusammenfassend ergibt sich aus [3], Satz 7 mit 
der folgende. 
h = rl0.n bzw. - h = 7?k.A 
7?k-LA 
SATZ 9. Es sei A, - A,-, > 2 (IC = k + I,.,., n). Dunn gibt es eine 
Konstante ck > 0 mit 
ck+k,zl < &IF;, u/l> < 758.11 * 
Ferner gilt fiir alle f E LE(O, 1) im Falle k = 0 
%.L U/l) G 2w2u iilL 
bzw. im Falle k > 1 
8(f, u,) < %j,-,,,w, fck), L). 
dk-LA 
Bemerkung. Fiir k = 0 beinhaltet Satz 9 den Miintz-Jackson-Satz 
von Newman [lo]. 
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4. EIN M~NTZ-JACKSON-SATZ FUR BESCHRANKTE EXPONENTENFOLGEN 
Fiir beschr5nkte Exponentenfolgen kann man den Approximationsgrad 
wie folgt nach oben abschgtzen. 
HILFSSATZ 10. Es sei A, < x (v = 0, I,..., n). Bezeichnet Sk3, die Partial- 
summe 
K$+l (AK + ii)? 
dann gibt es eine Konstante i$ = i&(X) > 0 mit 
fiir n > k. 
Beweis. Die Funktion 
Hk~A(x) = n;=+, (x2 + ; + k + 8)“) K=k+l ri( 
x2 + (A, - k - $)2 
x2 + (A, + k + 9)” 1 
kann wegen 
x2 + (A, - k - $1” = 1 _ 4(k + l>@x + 41 
x2 + (kc + k + $1” x2 + (A, + k + $I2 
,< 1 _ 4(k + 1)(&c + $1 
x2 + (2X + 2)2 
wie folgt abgeschatzt werden: 
Hk,A@) < (x2 + (k: 1)3”+l +,,o+1 (’ - 
4(k + l)& + $1 
x2 + 4(X + I)” 1 * (13) 
Aus (13) folgt dann mit der Hilfsfunktion 
hk(X) := 
(x2 + (k: 1)2)“+1 exp 
4(k + 1) sk.A 
- x2 + 4(X + 1)” 
die Ungleichung 
Hk,al(x) < hk(X)- 






Ek := ( 2(X + 1y (k + 1j2 1 le+l . 
Falls 
ist, folgt aus (13) 
s 4(X + I)* kJl d (k + I)2 
Hk4(x) G (k + ;).,k+l, 
und aus (16) und (17) 
-2 
& 2 (k + :,.,k+, ’ 
Aus (18) und (19) ergibt sich (15). Im Falle 
s 
k.A 
> 4(X + 1)” 





bestimmen wir eine Obere Schranke fi.ir h&). Es iSt 
Kc(x) -=2x - 
M4 ( 
k+1 + W + 1) &,A 
* x2 + (k + 1)” (x” + 4(X + 1)2)” ) 
Mit (20) folgt 
m= W + 1)sk. 
hk@) 2 (- & + 16(x + 1); “- 
Deshalb hat h, bei x = 0 ein lokales Minimum; folglich gilt fiir die 
Maximumstelle x,, 
1 
xi + (k + lj2 
Bezeichnet fi, die Funktion 
hdx) := ( cx2 + $; ~2)” 
)‘+l exp (_ 4(k + l) Sk4 ), 
x2 + 4(X + 1)” 
(21) 
so gilt wegen (21) 
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Wir schatzen un ii, nach oben ab. Es ist 
&) -=2x - ( 
w + 1) + 4(k + 1) Sk,, 
Ek(X> x2 + 4(X + 1)” (x2 + 4(X + 1)2)” 1 * 





_ 2(k + 1) + 4(k + 1) Sk*, > 0 
4(X + II2 16(x + l)* 1 
(22) 
ein lokales Minimum. (22) folgt aus 
&, > 4(X + 1j2 
und letzteres wegen x > k aus (20). Fiir die Maximumstelle Z0 gilt also 
Folglich ist 
s; + 4(X + 1)” = 2&s,,, .
~k,A(4 G ~,(%I) = (&jk+: (23) 
Da sich aus (16) wegen x 3 k 
?I, 2 2k+l (24) 
ergibt, erhalten wir aus (23) und (24) die Abschatzung (15). 
Bemerkung 1. 1st das Dichtheitskriterium von Satz 1 erfiillt, so gilt 
S k.A- * (n + co). 
Bemerkung 2. Gilt -+, < & < X, < 1 (v = 0, l,..., n), so ist 
Sk,, > (n - MA + i); 
wir erhalten dann die Abschatzung 
we, U/l) < ?k ((n - k)@ + ij))tk+l)/2 * 
Fiir diesen Spezialfall zeigen wir in Hilfssatz 12, daD die Abschatzung des 
Approximationsgrades nahezu scharf ist. 
Aus [3], Satz 7 und Hilfssatz 10 folgt mit h = l/S:!“, 
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S.~TZ Il. Sei A, < X (V = 0, l,..., n). Dann gibt es eine Konstante 
ck = c,(h) > 0, so daJ fiir aIle f E Lg(O, 1) und n > k die Abschiitzung 
gilt. 
AbschlieDend beweisen wir eine untere Abschatzung des Approximations- 
grades. 
HILFSSATZ 12. Sei h, < ,! (v = 0, l,..., n). Dann gibt es eine Konstante 
gk = gk(x) > 0 mit 
*(IF’ ’ uA) a (log(n + 1) *$(n + 1 - K))1/2 * 
Beweis. Fiir 
HksA(x) = r]rEco (x2 + :K + k + 8”) K&+1 
x2 + (A, - k - *I)” 
x2 + (A, + k + 4)” 1 
gilt die Abschtitzung 
1 I X2 
1 
n-k 
okra 3 (x2 + (2k + 2)2)k+1 x2 + (A + k + 2)’ ’ 
Mit Hilfssatz 7 folgt dann fi.ir 





(z + x + 1y+1+= 2 log@ + 1) 1 
wegen 
I G(ix)12 < 
1 
(x2 + (1 + 02)” 
die Abschgtzung 
und wegen 
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s m -03 I Gtk + 1 + ix)12 H,,,(x) dx > Bb (; : ; :‘2;2;+a;+; ‘) . 
Also gilt nach Satz 4 
i ‘(IFi ’ “)’ a (A + &2W.)+l B(n-k+f,k+a+S) (a - 4) B($ , cx - 4) * (25) 
Beachten wir, daD 
2-L k! 1 
2a nczo (n + 1 - K) (fl + l)a-1’2 
und 
ist, so ergibt sich aus (25) 
w2, , ULl)” >, 1 4e(X + kkL 2)2(k+2)+1 log@ + 1) nRo (n + 1 - K) ’ 
ANEKKENNUNG 
Die vorliegende A&it ist Teil einer Untersuchnng, die von A. Schonhage angeregt 
wnrde. Fiir sein Interesse an ihrem Fortgang sowie seine zahlreichen fiirdernden Hinweise 
sei ihm herzlich gedankt. 
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