Abstract. We consider extensions of quasiconformal maps and the uniformization theorem to the setting of metric spaces X homeomorphic to R 2 . Given a measure µ on such a space, we introduce µ-quasiconformal maps f : X → R 2 , whose definition involves deforming lengths of curves by µ. We show that if µ is an infinitesimally metric measure, i.e., it satisfies an infinitesimal version of the metric doubling measure condition of David and Semmes, then such a µ-quasiconformal map exists. We apply this result to give a characterization of the metric spaces admitting an infinitesimally quasisymmetric parametrization.
Introduction
The quasisymmetric uniformization problem asks one to characterize, as meaningfully as possible, those metric spaces which may be mapped onto a domain in the Euclidean plane, or the 2-sphere, by a quasisymmetric homeomorphism. Informally, a mapping is quasisymmetric if it roughly preserves the relative distance between triples of points. See Section 4 for the precise definition.
Significant results on the uniformization problem, such as the BonkKleiner theorem [3] , have been obtained for spaces that are non-fractal, i.e., their 2-dimensional Hausdorff measure is locally finite. These spaces carry enough rectifiable curves for classical methods such as conformal modulus to be applicable.
In contrast, the class of fractal surfaces is too general for the standard methods. Consequently, understanding the quasisymmetric uniformization of fractal surfaces has proved extremely difficult. Any progress is desirable, especially due to applications to geometric group theory (cf. [2] , [9] ) and complex dynamics (cf. [4] ).
The usual method for constructing quasisymmetric maps is to first show the existence of some conformal or quasiconformal map in the spirit of the classical uniformization theorem. Then, if the underlying surface has good geometric properties, one can use quasiconformal invariants to show that such a map is actually quasisymmetric.
A fundamental difficulty in extending this method to fractal surfaces is the lack of a suitable definition of quasiconformality. The classical metric definition (see Section 5) is too weak to lead to a satisfactory theory in this generality. The geometric definition (see Section 2) requires the existence of many rectifiable curves, which need not be the case for fractal surfaces.
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In Section 2 we propose the definition of µ-quasiconformality for homeomorphisms f : X → R 2 , depending on a measure µ on X. This is a modification of the geometric definition: we deform the metric on X using µ to obtain the "µ-length" of a curve, and define the corresponding µ-modulus of curves in X. A homeomorphism f is µ-quasiconformal if the µ-modulus of curves γ is comparable to the conformal modulus of curves f (γ) in R 2 .
A quasisymmetric map f : X → R 2 is µ-quasiconformal when µ is the pullback of the Lebesgue measure on R 2 . Our goal is to find measures µ on a given space X for which the existence of µ-quasiconformal maps can be shown.
In Section 3 we introduce the notion of infinitesimally metric measure on X. These correspond to the metric doubling measures of David and Semmes [5] , [10] , the correspondence being similar to the one between metrically quasiconformal maps (an infinitesimal condition) and quasisymmetric maps (a global condition). Metric doubling measures can be used to produce quasisymmetric maps via deformation of the metric on X. Our first main result, Theorem 3.2, shows that a µ-quasiconformal map f : X → R 2 exists if µ is an infinitesimally metric measure.
To prove Theorem 3.2, we first show that the metric d on X can be deformed using µ to yield a "quasiconformally equivalent" metric q which has locally finite Hausdorff 2-measure. Then, we apply the uniformization theorem in [11] to obtain a quasiconformal map (X, q) → R 2 . Composing, we then get the desired µ-quasiconformal map.
In view of the correspondence between infinitesimally metric measures and metric doubling measures, it is natural to attempt to characterize the class of metric spaces X that admit metrically quasiconformal maps f : X → R 2 in terms of infinitesimally metric measures. However, it turns out that the existence of such maps can be rather arbitrary unless strong conditions are imposed on X.
Instead, we consider the notion of infinitesimally quasisymmetric mapping (Definition 4.1). Such maps form an intermediate class between those of metrically quasiconformal and quasisymmetric maps. In our second main result, Theorem 4.4, we characterize the metric spaces which admit such maps into R 2 as the spaces that carry infinitesimally metric measures with suitable properties. The proof combines the first main theorem with estimates for the µ-modulus that generalize classical modulus estimates.
Section 5 contains a number of examples related to the results in this paper. In particular, we illustrate the difference between the metrically quasiconformal and the infinitesimally quasisymmetric maps.
µ-quasiconformal maps
We assume throughout the paper that (X, d) is a metric space homeomorphic to the Euclidean plane R 2 . We denote B(x, r) = {y ∈ X : d(x, y) < r}, B(x, r) = {y ∈ X : d(x, y) r}, and S(x, r) = {y ∈ X : d(x, y) = r}. If B is a ball of radius r, we denote by λB the ball with the same center and radius λr. A curve in X is the image of a continuous path from an interval to X. The Hausdorff measures H 1 and H 2 are normalized so that they coincide with the Lebesgue measures in R and R 2 , respectively.
We first review the classical geometric definition of quasiconformality. However, we replace the standard modulus of path families with the modulus of curve families, which lead to equivalent definitions but are easier to work with in our setting.
Let Γ be a family of curves in X. A Borel function ρ : X → [0, ∞] is admissible for Γ if´C ρ dH 1 1 for all C ∈ Γ with locally finite H 1 -measure. The (conformal) modulus of Γ is defined as
where the infimum is taken over all admissible functions ρ. Let X, Y be metric spaces homeomorphic to R 2 and f : X → Y a homeomorphism. Then f is quasiconformal, or geometrically quasiconformal, if there exists K 1 such that
for all curve families Γ in X.
We now define µ-quasiconformal maps. Let µ be a Radon measure in X with no atoms such that µ(B) > 0 for every open ball B ⊂ X. Recall that a Borel measure µ is Radon if it is finite on compact sets, outer regular on all Borel sets, and inner regular on open sets.
We associate with µ a collection B of open balls in X such that for every point x ∈ X there is r x > 0 such that B(x, r) ∈ B for every r < r x . We also make the requirement that B(x, r x ) is compact for all x. We refer to such a collection B as an admissible cover. From now on we use the convention that every measure µ comes equipped with an admissible cover B.
Definition 2.1. The µ-length measure µ in X is defined by the Carathéo-dory construction with the admissible cover B and gauge function ϕ :
Remark 2.2. The µ is normalized so that if X = R 2 and µ the Lebesgue measure, then µ = H 1 (for any choice of B). Definition 2.3. Let Γ be a family of curves in X. We say that a Borel function ρ :
1 for all C ∈ Γ with locally finite µ -measure. We denote the set of such functions by Φ µ (Γ). The µ-modulus of Γ is
Remark 2.4. Notice that if µ (C) = 0 for some C ∈ Γ, then there are no µ-admissible functions for Γ and thus mod µ Γ = ∞. On the other hand, if µ is not locally finite on any C ∈ Γ, then mod µ Γ = 0. Definition 2.3 coincides with (1) when X = R 2 and µ the Lebesgue measure.
Definition 2.5. Let f : X → Ω be a homeomorphism, where Ω is a domain in R 2 . We say that f and f −1 are µ-quasiconformal, if there exists K 1
for every curve family Γ in X.
Definition 2.5 naturally leads to the following questions:
(1) How to decide if a given metric space X carries a measure µ for which there exists a µ-quasiconformal map into R 2 ? (2) How to decide if there exists a µ-quasiconformal map for a given (X, µ)? Concerning Question (2), it is reasonable to ask if the reciprocality condition (Definition 3.7 below) can be modified to yield a characterization similar to the one obtained in [11] for the 2-dimensional Hausdorff measure. In the next section we introduce the infinitesimally metric measures, and show that they lead to the existence of µ-quasiconformal maps.
Infinitesimally metric measures
We now define the infinitesimally metric measures. Let X, µ, B and µ be as above. Moreover, for x, y ∈ X let
where the infimum is taken over all curves C(x, y) that join x and y in X. for every B(x, r) ∈ B, y ∈ B(x, r/Λ) and z ∈ S(x, r).
It follows immediately from the definition that if µ is I-MM, then q is a metric on X. THEOREM 3.2. Let X be a metric space homeomorphic to R 2 which supports an I-MM µ. Then there exists a µ-quasiconformal map f :
The remainder of this section is dedicated to the proof of Theorem 3.2. As groundwork, we require several lemmas to estimate the 1-and 2-dimensional Hausdorff measures corresponding to the metric q.
We fix an I-MM µ. Let B = {B d (x, r) : x ∈ X, r < r x } be the admissible cover associated with µ. The assumption that µ has no atoms implies that lim r→0 µ(B(x, r)) = 0 for all x ∈ X. Definition 3.1 then implies that the metrics d and q are topologically equivalent.
We use the subscripts d and q to indicate which metric is being used in our notation for balls, spheres, and diameter. Lemma 3.3. We have
where C i is the constant in Definition 3.1.
Proof. Since B d (x, r) is compact and X homeomorphic to R 2 , there exists a point z ∈ ∂(X \ B d (x, r)). Observe that z ∈ S d (x, r). Let ε > 0, and let w ∈ B q (z, ε) such that r < d(x, w) < r x . Now,
Letting ε → 0 proves the claim.
Lemma 3.4. We have
, where C i is the constant in Definition 3.1.
d(x, y) and t = sup
contradicting the definition of s. Since µ is assumed to be I-MM, we have
Similarly to the first part of the proof, we note that (X \ B d (x, t)) ∩ B q (x, r) = ∅. Thus, there exists z ∈ S d (x, t) such that q(x, z) r. Since µ is I-MM, Lemma 3.3 gives
For s, δ > 0, let H s q and H s q,δ denote the s-dimensional Hausdorff measure and Hausdorff δ-content on (X, q), respectively.
for any Borel set A ⊂ X, where C i is the constant in Definition 3.1.
Proof. Let δ > 0, and let U ⊂ X be an open set with A ⊂ U and µ(U ) µ(A) + δ. Using the basic covering theorem (see [7, Thm. 1.2] ), choose a sequence of pairwise disjoint balls
where C = 100C 2 i (the π comes from the normalization of H 2 ). The upper bound for H 2 q (A) follows. For the lower bound, fix n and define the Borel set
Let {E j } be a cover for A n with diam q (E j ) < 1 2n for all j. Removing sets from the cover if necessary, we may assume that for every j there exists
Since µ(A) = lim n→∞ µ(A n ), the claim follows.
Lemma 3.6. We have
Proof. Since X is homeomorphic to R 2 , it is locally compact and can be exhausted by compact sets X j . We can also approximate both µ (A) and H 1 q (A) from below with the measures of the sets A j = A ∩ X j , and by considering some compact neighbourhood X j+k of A j we can assume that
We first consider Borel sets
Let σ > 0 be arbitrary and δ > 0 small enough so that diam d (B q (x, 2δ)) < min{σ, 1/n} for every x. Fix any cover {E j } of A n with diam q (E j ) < δ for all j. Removing sets from the cover if necessary, we may assume that for every j there exists
Then for every j we have
we have t j < min{σ, 1/n}. For every j, m ∈ N there exists y
Recall that µ is defined by the Carathéodory construction: µ (A n ) = lim σ→0 µ,σ (A n ), where µ,σ is the corresponding σ-content. By Lemma 3.3 we get
(the 2π −1/2 comes from the normalization of µ ) and
This holds for all σ > 0 and n ∈ N, so we have
. The other inequality can be proved more directly, with similar arguments but without the need to consider the sets A n .
We will apply the main result in [11] . It depends on the following definition. A quadrilateral Q = Q(ζ 1 , ζ 2 , ζ 3 , ζ 4 ) is a set homeomorphic to a closed square in R 2 , with boundary edges ζ 1 , ζ 2 , ζ 3 , ζ 4 (in cyclic order). For sets E, F ⊂ G, Γ(E, F ; G) denotes the family of curves in G that join E and F . While path families were considered in [11] , the results applied below remain valid when they are replaced with curve families. 
and for all x ∈ X and R > 0 such that X \ B(x, R) = ∅,
It was shown in [12] that the inequality opposite to (3) holds in every Y . That is, there exists a universal constant κ > 0 such that The next proposition is a generalization of Theorem 1.6 from [11] , where the mass upper bound is assumed for every radius.
Proposition 3.9. Let Y be a metric space homeomorphic to R 2 . Suppose there exist C U > 0 and for every y ∈ Y a radius r y > 0 such that
for every r < r y . Then Y is reciprocal.
Proof. Condition (4) follows by considering the admissible function
.
To prove (3), we modify the proof of [11, Proposition 15.5] . We give the main steps and refer to [11] for the missing details. Let Q = Q(ζ 1 , ζ 2 , ζ 3 , ζ 4 ) be a quadrilateral. Then there exists a ρ that is weakly admissible (admissible outside an exceptional curve family of zero modulus) for Γ(ζ 1 , ζ 3 ; Q), such thatˆY
Fix a curve C ∈ Γ(ζ 2 , ζ 4 ; Q). We may assume that C is homeomorphic to [0, 1] and has finite length. Using the basic covering theorem, we find a finite cover {5B j } = {B(y j , 5r j )} of C such that y j ∈ C and 36r j < r y for all j, and such that the balls B j are pairwise disjoint. Moreover, let g :
Since every C in Γ(ζ 1 , ζ 3 ; Q) intersects at least one of the balls 5B j , it follows that g is admissible for Γ(ζ 1 , ζ 3 ; Q). Moreover, since ρ is a minimizer for mod Γ(ζ 1 , ζ 3 ; Q), applying the weak admissibility of (1 − t)ρ + tg and letting t → 0 leads to
For the maximal function Mρ :
standard arguments show that
Now we apply (5) to estimate the right hand term of (7) from above by
Since the right hand term is bounded from above by 1296C U´C Mρ dH 1 , we conclude that
is admissible for Γ(ζ 2 , ζ 4 ; Q). Combining the admissibility with (6) and (8), we have
from which (4) follows.
Proof of Theorem 3.2. By Lemmas 3.4 and 3.5, the space (X, q) satisfies the assumption of Proposition 3.9. Thus by Theorem 3.8 there exists a geometrically quasiconformal map h : (X, q) → Ω ⊂ R 2 . By the Riemann mapping theorem, we can choose h such that Ω = D or Ω = R 2 . Moreover, by Lemmas 3.5 and 3.6 the µ-modulus mod µ (Γ) and the conformal 2-modulus mod 2 (Γ) in (X, q) are comparable for any curve family Γ, so h precomposed with the identity map from (X, d) to (X, q) is µ-quasiconformal.
Infinitesimally quasisymmetric maps
In this section we introduce the notion of infinitesimally quasisymmetric map and apply our results on infinitesimally metric measures to give a characterization for the spaces that admit such a parametrization by a Euclidean planar domain.
Recall that a homeomorphism f :
for all distinct points x, y, z ∈ X.
) is infinitesimally quasisymmetric (I-QS) if for every x ∈ X there exists a radius r x > 0 such that (9) holds for all y, z ∈ B(x, r x ).
It is a standard exercise to show that if f : X → Y and g : Y → Z are QS, then g • f and f −1 are also QS. These properties also hold for the class of I-QS maps.
Observe that an I-QS map is metrically quasiconformal; thus infinitesimal quasisymmetry is an intermediate condition between quasisymmetry and metric quasiconformality. In Section 5.3, we give an example of a map which is I-QS but not QS.
Recall that a metric space (X, d) is linearly locally connected (LLC) if there exists λ 1 such that the following properties hold:
(1) For any x ∈ X, r > 0 and y, z ∈ B(x, r) there exists a continuum K ⊂ B(x, λr) with y, z ∈ K. (2) For any x ∈ X, r > 0 and y, z ∈ X \ B(x, r) there exists a continuum K ⊂ X \ B(x, λ −1 r) with y, z ∈ K.
Definition 4.2. A metric space (X, d) is infinitesimally linearly locally connected (I-LLC) if for every x ∈ X there exists a radius r x > 0 such that the above properties hold for all r < r x .
It is easy to see that the LLC property is preserved under QS maps. Similarly, I-QS maps preserve the I-LLC property. Since every planar domain is I-LLC, any metric space that admits an I-QS map to such a domain must also be I-LLC.
Finally, we introduce a modification of the familiar Loewner condition. We denote by Γ (A, B) 
Also, recall our convention that any measure µ comes equipped with an admissible cover B = {B(x, r) : 0 < r < r x }.
Definition 4.3.
A metric space X equipped with a measure µ is infinitesimally Loewner (I-Loewner) if there exists a decreasing function φ : (0, ∞) → (0, ∞) such that mod µ Γ(E, F ) φ(T ) for all disjoint continua E, F such that E joins x and S(x, t), F ⊃ S(x, r x ) joins S(x, s) and S(x, r x ), and 0 < s, t < r x /2, s/t T .
It follows from the Loewner property of R 2 that every planar domain, equipped with Lebesgue measure and any admissible cover, is I-Loewner. We now state the main result of this section. Theorem 4.4 is proved in two parts. First we show that if f : X → Ω is I-QS, then the pullback of Lebesgue measure satisfies the conditions of the theorem (we already noticed that the existence of f forces X to be I-LLC). For the other direction, we show that µ-quasiconformal maps X → Ω ⊂ R 2 , such as the map in Theorem 3.2, are I-QS under these conditions. Lemma 4.5. Let f : X → Ω ⊂ R 2 be an I-QS map, and µ = f * L 2 the pullback measure of the Lebesgue measure L 2 . Equip µ with admissible cover B = {B(x, r) : 0 < r < r x }, where the r x are the radii in Definition 4.1 of I-QS maps. Then
for any curve C ⊂ X.
Proof. We may assume that the curve C is simple and compact. As in Lemma 3.5, it suffices to prove the claim for sets C for which there exists δ > 0 such that the set of points x satisfying B(x, δ) ∈ B is dense in C.
Fix such a δ and a sequence (B j ) = (B(x j , r j )) of disjoint balls such that x j ∈ C, 5B j ∈ B, 5r j < δ and C ⊂ ∪ j 5B j , ordered so that if γ is any injective parametrization of C then s j = γ −1 (x j ) is a monotone sequence.
for every j. Then there exists z j ∈ X with d(x j , z j ) r j and |f (x j ) − f (z j )| 2T j . Using the infinitesimal quasisymmetry of f we find that for any y j ∈ 5B j |f (
for all k = j as the balls B j are disjoint. Now the δ-content µ,δ satisfies µ,δ (C) 2π
Since f (C) is the nonoverlapping union of the subcurves connecting f (x j ) and f (x j+1 ), we have µ,δ (C) 4η(5)H 1 (f (C)) for any δ > 0 and thus
To prove the other inequality, fix ε > 0 and let B j = B(x j , r j ) be a sequence of balls in B covering C with diam B j < σ and B j ∩ C = ∅ for all j and some σ > 0. Since X is locally compact and C is compact, diam f (B j ) < ε for all j when σ is sufficiently small.
By the infinitesimal quasisymmetry of f we have
for every j, and hence
, and the same upper bound holds for H 1 since ε was arbitrary. Proof. Let Γ be a curve family in X and ε > 0. We choose a µ-admissible function ρ with´X ρ 2 dµ mod µ (Γ) + ε and defineρ = ρ • f −1 in Ω. If a curve C ∈ Γ has locally finite µ -measure, then by Lemma 4.5 and a change of variablesˆf
so that 4η(5)ρ is admissible for f (Γ). Thus using the definition of µ and a change of variables we have
The other direction can be proved similarly using the other inequality of Lemma 4.5.
Proposition 4.7. Let f , µ and B be as in Lemma 4.5. Then µ is I-MM and satisfies the I-Loewner condition.
Proof. Let Λ > 1 be large enough so that η(1/Λ) 1 2 . Fix x ∈ X and 0 < r < r x /2 so that B(f (x), diam f (B(x, r))) ⊂ Ω. In order to prove the I-MM condition (2), fix y ∈ B(x, r/Λ) and z ∈ S(x, r).
, which is a curve connecting y and z. Now let
Using Lemma 4.5 and infinitesimal quasisymmetry, we have
so the first inequality in (2) holds. For the reverse inequality, notice first that our choice of Λ implies that |f (x) − f (y)| 
Hence also the second inequality in (2) holds. We conclude that µ is I-MM. Finally, we show the I-Loewner condition. Fix x ∈ X and disjoint continua E and F as in Definition 4.3, so that there are y ∈ F ∩ S(x, s) and z ∈ E ∩ S(x, t). By infinitesimal quasisymmetry,
By definition, F contains S(x, r x ). In particular, f S(x, r x ) surrounds f (x), and we have dist(f E, f F ) diam f F . Combining the estimates yields
Since R 2 is Loewner, there is φ such that
On the other hand f is µ-quasiconformal by Corollary 4.6, so
for some K 1. We conclude that the I-Loewner condition holds with φ(T ) = K −1 φ (max{η(T ), 1}). Proof. Let Λ and λ be the constants in Definitions 3.1 and 4.2 of I-MM and I-LLC, respectively. We will prove the equivalent statement that g = f −1 is I-QS. In this proof, for a point a ∈ Ω and set A ⊂ Ω, let a = g(a) and A = g(A).
Fix x ∈ Ω and r > 0 so that
y, z ∈ B(x, r) and w ∈ g −1 S(x , r x ) so that the segment [x, w] contains z.
Notice that w / ∈ B(x, 3r). Let m = d(x , y ) and = d(x , z ). Let t > 0. We must find an upper bound η(t) on m/ that holds whenever |x−y|/|x−z| t, such that η(t) → 0 as t → 0. Assume then that y, z satisfy |x−y|/|x−z| t.
Suppose first that m/ Λλ 2 . Then, by the I-LLC property, we can connect x to z by a continuum E contained in B(x , λ ), and y to w by a continuum F contained in X \ B(x , m/λ). Let k = log Λ (m/( λ 2 )) ,
Then, by the definition of I-MM,
is µ-admissible for Γ(E , F ). Thus
Hence mod µ Γ(E , F ) becomes arbitrarily small as m/ increases to infinity. Since g is µ-quasiconformal, mod Γ(E, F ) is also small, where E = g −1 (E ) and F = g −1 (F ). But these sets connect x to z and y to w, respectively, and have relative distance
Thus, by the Loewner property of R 2 , we have |x − y|/|x − z| → ∞ as m/ → ∞, establishing the distortion inequality in this case. Suppose then that 0 < m/ < Λλ 2 . In this case we choose E = [x, y] and F = [z, w] ∪ g −1 S(x , r x ). We may assume that 2|x − y| < |x − z|, since otherwise there is nothing to prove. Applying the I-Loewner condition to E and F , we have
Combining with the µ-quasiconformality of g, we get mod Γ(E, F ) K −1 φ( /m). On the other hand, by our choice of w we can estimate mod Γ(E, F ) from above as follows:
Combining the estimates, we see that φ( /m) 2πK(log(1/t)) −1 . Observe that this bound becomes arbitrarily small as t → 0. Since φ is decreasing, this yields an upper bound η(t) on m/ that goes to zero as t → 0.
Examples
This section is dedicated to working out in detail a number of specific examples of metric spaces homeomorphic to the plane. All of our examples have locally finite Hausdorff 2-measure. Our purpose is to illustrate some of the possible range of behaviors of such spaces and indicate how standard theorems can fail without appropriate geometric assumptions.
We first recall the following definitions. A map f : X → Y between metric spaces is metrically quasiconformal if there exists H 1 such that
A metric space X is (Ahlfors) 2-regular if there exists C 1 such that C −1 r 2 H 2 (B(x, r)) Cr 2 for all x ∈ X, r ∈ (0, diam X). We say that X is lower or upper 2-regular if respectively, the first or second of these inequalities holds.
Also, recall the definition of a Loewner space from Section 4. In addition to the examples of this section, we refer the reader to Example 4.7 of [8] for an LLC surface in R 3 which is conformally equivalent but not QS equivalent to the Euclidean plane. We also refer to Example 2.1 of [11] for an example of a non-reciprocal metric on the plane, and to Example 17.1 of [11] for a non-rectifiable space which is quasiconformally equivalent to the Euclidean plane.
5.1. Conformal weight which decreases rapidly near the origin. Define a metric d on the Riemann sphere R 2 via the conformal weight
That is, d(x, y) = inf γ´γ ω ds, where the infimum is taken over all absolutely continuous paths γ connecting x to y. It is easy to check that d(0, x) = e −1/|x| for all x ∈ R 2 \ {0}. Notice that lim j→∞ d(0, x j ) = 1 for any sequence (x j ) in R 2 with |x j | → ∞, which justifies defining d on the entire Riemann sphere.
In fact, inverting the conformal weight ω about the unit circle S 1 , we see that ( R 2 , d) is isometric to the metric space ( R 2 , d) , where d is the metric generated by the weight ω(x) = e −|x| . Expressed in polar coordinates, the isometry is g(r, θ) = (1/r, θ). In particular, any ball centered at ∞ not containing the origin is bi-Lipschitz equivalent to a Euclidean disk.
In Figure 1 , a number of geodesics emanating from the point p = (1/2, 0) are plotted. Observe that the length-minimizing path from p to a point q in the upper left region of the plot is the concatenation of the straight-line path from p to the origin and the straight-line path from the origin to q.
This example illustrates how metric quasiconformality is not preserved in general under taking inverses or under precomposition with a quasisymmetry, as the following proposition shows.
) be the identity map, and let h : R 2 → R 2 be the linear map defined by h(x 1 , x 2 ) = (x 1 /2, x 2 ).
(a) ι is metrically 1-quasiconformal, as is its inverse.
Proof. Claim (a) is immediate for all x = 0 by virtue of ω being a conformal weight, and it also holds for x = 0 by the radial symmetry of ω.
Claim (b) is also immediate if we exclude x = 0. However, observe that reciprocality condition (4) holds for the metric d at the origin. Thus the geometric definition is unaffected by adding the origin back in, so the claim holds on all of R 2 .
For claim (c), let (t j ) be a sequence of positive numbers converging to zero, and let y j = (2t j , 0),
is the postcomposition of a metrically quasiconformal map by a QS map, which is always metrically quasiconformal.
Claim (e) follows from a variation of the argument for (c). Let (t j ) again be a sequence of positive numbers converging to zero, and let y j = (t j , 0) and z j = (0, t j ). Then h(y j ) = (t j /2, 0) and h(z j ) = z j . This gives d(h(y j ), 0) = √ e −1/t j and d(z j , 0) = e −1/t j , showing that ι • h is not metrically quasiconformal. 
where R = −(log r) −1 . This evaluates to
Since − log r → ∞ as r → 0, we see that upper 2-regularity fails.
Proposition 5.2. The space ( R 2 , d) is linearly locally connected. However, it is not a Loewner space.
The proof of linear local connectedness uses the following lemma.
Lemma 5.3. Let x ∈ R 2 and r > 0 be such that B(x, r) ⊂ B(0, e −2 ). Then B(x, r) is simply connected.
Proof. The claim is obvious when x = 0, so we assume that x = 0. We argue by contradiction. Suppose that B = B(x, r) is not simply connected. Since ( R 2 , d) is a geodesic space, all metric balls are connected. Hence the failure of simple connectivity implies that there exists a component V of R 2 \ B not containing ∞.
Observe that B(0, e −2 ) coincides with the Euclidean ball B(0, 1/2). In this region, ω is increasing as a function of the radius. Let L be the Euclidean straight line which contains x and the origin. The increasing property of ω implies that L ∩ B(0, e −2 ) is a geodesic segment. Thus L ∩ B(x, r) is connected, and in particular V ∩ L = ∅.
It follows that V is contained in one of the two open half-planes defined by the line L, denoted by W . Let z ∈ V and let S denote the Euclidean circle of radius |z| centered at the origin. Let L denote the Euclidean straight line containing 0 and z. Then W \ L consists of two disjoint open sets W 1 , W 2 , where x ∈ ∂W 1 . We observe that there exists a point y ∈ S ∩ B ∩ W 2 . A length-minimizing curve from x to y must cross L at some point v. However, the radial symmetry of ω implies that d(v, z) d(v, y), and thus that d(x, z) d(x, y). This gives a contradiction, and we conclude that B is simply connected. We now show that ( R 2 , d) is not Loewner. Let E = (−∞, 0) × {0} and let F t = [r t , R t ] × {0} for t ∈ (0, 1), where r t = −1/ log(t/2) and
The modulus of Γ(E, F t ) relative to the metric d is the same as the modulus of this curve family relative to the Euclidean metric. These curve families arise classically in the Teichmüller ring problem [1, Chapter III] . One can give an upper bound on their modulus as follows. Let Γ t denote the family of curves which span the open (Euclidean) annulus A t = A((r t , 0); R t − r t , r t ), where t is sufficiently small so that R t < 2r t . For sufficiently small t, the annulus A t does not intersect E. The family Γ t majorizes Γ(E, F t ) and has modulus 2π/ log(r t /(R t − r t )).
As t → 0, we have that mod Γ(E, F t ) goes to zero. Hence (R 2 , d) is not Loewner.
The Loewner property and linear local connectedness are conceptually similar in that they both rule out the existence of cusps and sequences of bottlenecks that become arbitrarily thin. In fact, the two properties are equivalent for the class of Ahlfors 2-regular metric spheres. This example illustrates how linear local connectedness does not imply the Loewner property without the assumption of Ahlfors regularity.
5.
2. An accumulation of spikes, I. The purpose of this example is to give a particular metric surface X which fails to be I-LLC. Thus, X does not admit a metrically quasiconformal parametrization by the Euclidean plane, as shown by the following simple lemma.
Lemma 5.4. Suppose there is a metrically quasiconformal map g : Ω → X, where Ω is a domain in R 2 . Then X is I-LLC.
Proof. Let x ∈ X and x = g −1 (x). Let R x > 0 be sufficiently small so that
For small r > 0, g −1 (B(x, r)) ⊂ B(x , R x ). Let y, z ∈ B(x, r), y = g −1 (y), z = g −1 (z), and R = sup{|x − w | : w ∈ g −1 (B(x, r))}. Then there is a curve C from y to z which is contained in B(x , R ). The metric quasiconformality implies that g(C) is a curve from y to z contained in B(x, 2Hr).
Similarly, let y, z ∈ X \ B(x, r), with y = g −1 (y) and z = g −1 (z). Now, let R = inf{|x − w | : w ∈ Ω \ g −1 (B(x, r))}. Connect y to z by a curve C in Ω \ B(x , R ). Then metric quasiconformality implies that g(C) is a curve from y to z contained in X \ B(x, r/(2H)). This establishes that X is I-LLC.
Our construction will be carried out so that the Hausdorff 2-measure on X is upper 2-regular. This implies, by Proposition 3.9, that there is a geometrically quasiconformal parametrization of X by the Euclidean plane.
We construct this example as a surface in R 3 containing a sequence of spikes that become progressively smaller and converge to a point. For all n ∈ N, let t n = 2 −n , h n = 2 −n/2 , and r n = 2 −2 · 2 −3n/2 . The surface X is constructed by removing each disk B((t n , 0), r n ) from R 2 , identified here with R 2 × {0}, and replacing it with a cone S n of height h n . That is, S n has vertex (t n , 0, h n ) and joins to R 2 along the circle S((t n , 0), r n ). We equip X with the ambient Euclidean metric from R 3 , though the example works just as well if we were to take the induced length metric.
We check that X is upper 2-regular. Let x ∈ X and r > 0. In the first case, assume that r |x|/20, where | · | is the Euclidean norm in R 3 . A computation shows that B(x, r) intersects at most one of the cones S n . It is clear that H 2 (B(x, r) ∩ (R 2 × {0})) πr 2 . By the elementary geometry of cones in R 3 , it also holds that H 2 (B(x, r) ∩ S n ) πr 2 . We conclude that H 2 (B(x, r) 2πr 2 .
In the second case, assume that r > |x|/20. Then B(x, r) ⊂ B(0, 21r), writing 0 to denote the origin in R 3 . For this, we compute
We deduce that H 2 (B(0, 21r)) r 2 , and therefore that X is upper 2-regular. Finally, the point y n = (t n , 0, h n ) lies outside the ball B n = B(0, |y n |/2). Any continuum connecting y n to the unbounded component of R 2 \ B n must pass through the smaller ball X \ B(0, 2t n ). However, lim n→∞ t n /|y n | = 0, violating the I-LLC property.
3. An accumulation of spikes, II. By modifying the previous example, we construct a space which is I-QS equivalent to the plane but not QS equivalent.
We carry out the same construction as above, now taking t n = 2 −n , h n = 2 −n , and r n = 2 −2 · 2 −2n . Instead of cones, we replace the disks B((t n , 0), r n ) with cylinders C n of height h n . More precisely, C n = E n ∪ F n , where E n = {(x 1 , x 2 , x 3 ) : (x 1 , x 2 ) ∈ S((t n , 0), r n ), 0 x 3 h n } and F n = B((t n , 0), r n ) + (0, 0, h n ). Again, we equip the resulting space X with the restriction of the ambient Euclidean metric to X to get (X, d).
The space X is not LLC because the cylinders get progressively narrower; thus X is not QS equivalent to the Euclidean plane. However, we claim that X equipped with µ = H 2 satisfies the conditions of Theorem 4.4, therefore admitting an I-QS map from R 2 .
First, notice that for every x ∈ X \ {(0, 0, 0)} there is r x > 0 so that B(x, r x ) ⊂ X is 10-biLipschitz equivalent to a planar disk. In particular, the conditions of Theorem 4.4 hold for all such points x.
We still need to confirm the conditions for x = (0, 0, 0), The I-LLCcondition follows from our choices of t n , h n and r n . Also, calculating as above, we conclude that r 2 H 2 (B(0, r)) r 2 for all r > 0. On the other hand, the q-metric on X is comparable to metric d. Moreover, applying a projection shows that H 2 (C) 2πr for all curves C that separate B(0, r) and infinity. Combining the above facts yield the conditions of Theorem 4.4 in the remaining case x = (0, 0, 0).
5.4.
Gluing a Grushin half-plane to a Euclidean half-plane. To motivate this example, we recall that, for β ∈ (0, 1), one can define the β-Grushin plane as R 2 with the metric obtained from the (singular) conformal weight ω : R 2 → [0, ∞] defined by ω(x) = |x 1 | −β . See [13] for more background. The standard Grushin plane is obtained by taking β = 1/2. The standard Grushin plane does not have locally finite Hausdorff 2-measure. In the case when β ∈ (0, 1/2), however, it was shown in [14] and [15] that the β-Grushin plane is bi-Lipschitz equivalent to the Euclidean plane. In particular, the β-Grushin plane is Ahlfors 2-regular.
Here we present a modified version of the Grushin plane. Let β ∈ (0, 1/2). Define the conformal weight ω : Note that for all y ∈ R 2 , the straight-line curve from (0, y) to ((1 − β)r 1/(1−β) , y) has length r. Observe further that ω 1 on D r . From this, it follows that for all x ∈ ∂D r , d(x, 0) r. On the other hand, by considering the curve from 0 to x that is the concatenation of a vertical curve with a horizontal curve, we see that d(x, 0) 2r for all x ∈ ∂D r . We conclude that B(0, r) ⊂ D r ⊂ B(0, 2r) for all r 1.
Next, observe that H 2 (B(0, 2r)) is bounded from below by For β ∈ (0, 1/2), the inequality (2 − 3β)/(1 − β) < 2 holds, from which we conclude that lim inf r→0 H 2 (B(x, r)) r 2 = ∞ for all x lying on the vertical axis. On the other hand, (11) is an upper bound on H 2 (B(x, r)), showing that (R 2 , d) has locally finite Hausdorff 2-measure. This example illustrates how a metric surface with locally finite 2-measure can violate infinitesimal upper 2-regularity at every point in a fairly large set, namely a continuum. Since any metric surface that is infinitesimally upper 2-regular is reciprocal, this suggests the following question.
Question 5.5. Is there a metric surface for which reciprocality condition (4) fails at every point on a nondegenerate continuum?
The space (R 2 , d) in this example is reciprocal and hence does not answer this question. In fact, the identity map onto the Euclidean plane is geometrically 1-quasiconformal. This is essentially proved in [6] .
On the other hand, there is no metrically quasiconformal mapping from the Euclidean plane to (R 2 , d). Let ι : (R 2 , d) → R 2 denote the identity map. If there were a metrically quasiconformal map f : R 2 → (R 2 , d), then the composition ι • f : R 2 → R 2 would also be metrically quasiconformal outside of the set f −1 (Z), where Z is the vertical axis. Then, using a removability argument as in Proposition 2.1 of [6] , it follows that ι•f : R 2 → R 2 is globally QS. However, since Eulidean balls centered in Z are not comparable with balls in the metric d, this leads to a contradiction. A similar argument shows that there is no metrically quasiconformal map from (R 2 , d) to R 2 .
