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Abstract
In this article, we study the problem of the estimation of the rigid transformations, composed
by translations and rotations, of a real object such that the discretizations before and after the
transformation are the same. Our method is based on the preimages of the set of lines compatible
with each border of a real polygon. We give some algorithms that allow to decide whether a
transformation is “valid” for a polygon and to compute the “maximal possible transformations”.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
In the following, we tackle the problem: having obtained a discretization of an object
of R2, we try to recover the set of real objects generated by rigid transformations of
the original one such that the discretization viewed as a set of Zn remains <xed. This
problem comes from medical imaging. In the context of cancer therapy, the problem
is to irradiate a tumor. Dosimetry techniques aim at computing the beam energy level
which is necessary to damage the tumor at most. The beams must be concentrated on
the tumor itself through the use of multi-leaves collimators which deform the beam
into a shape similar to the one of the tumor in the projection plane of irradiation.
However, dosimetry and beam correction suppose that the tumor is at the center of the
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irradiation beam. To ensure this, there are mainly two techniques. The <rst one uses
moulds of the patient so to forbid all moves. This is routinely used but is not a simple
protocol. In the second technique, it is proposed to use automatic or semi-automatic
registration algorithms [6,3] to detect mispositioning. The current position of the patient
is compared to its theoretical one. However, one important point in those algorithms
is to have an idea of the precision of the registration in order to check if the result
is compatible or not with the limits imposed by medical constraints. The precision is
computed on the digital image of the tumor. So the purpose of this study is to check,
given a discrete set, if the set of real objects, whose digitization is the given set, has
a low scattering or not. Indeed, we conjecture that from a given discretization of an
object, the set of possible real objects is not large. One result in that direction is the
one of Newman [8]. Given a positive , there is a positive  such that any closed
convex plane curve whose curvature is bounded by  must come within  of a lattice
point. Thus, for any closed convex curve there exist some anchors points which limit
the permissible movements. We can also make a close relation to the studies done
in discrete geometry. Considering objects as a set of n-cells, these works are related
to the discovery of geometrical structure. In these approaches there are mainly two
diHerent ways. One consists in de<ning discrete geometrical primitives and to search
for subsets of n-cells verifying them. We can cite the recognition of lines [5] or circles
[2]. An other approach consists in <nding continuous primitives inside a discrete set so
to recover a continuous structure compatible with it. We refer to the work of Vittone
and Chassery [11] for the recovery of plane and to the work of Vialard and Braquelaire
[4,10] with the introduction of Euclidean paths.
In the following, we <rst introduce the discretization scheme we use and propose
an analysis in the case of a real segment. This analysis is then extended to the case
of a polygonal curve. This approach is based on the use of the polyhedral domain
associated to the set of lines compatible with the discretization scheme. This domain
can be de<ned for every edges of the polygonal curve. We <rst study the problem that
consists in deciding whether a transformation is valid or not. Valid in this case means
that the discretizations before and after the transformations remain the same. We then
solve the problem of computing the “largest transformations” allowed. Such a work
leads us to consider a more general one that consists in looking for the “farthest real
polygons” such that their digitizations are the same given one. Finally, we propose
some future works.
2. The case of a single real segment
We consider a polygon P not assumed to be convex in R2. We suppose it to be
given by the list of its consecutive borders (Bi)16i6n. Each border B of P is a
segment [m‘; mr] of R2. Let D be a digitization process. We denote by B the dig-
itization of B: B = D(B). The only hypothesis on D is that the digitization of a
segment is a 8-connected set of pixels whose width is one. As the border B is ori-
ented from m‘ to mr , B is a set of pixels oriented from M‘ to Mr , two points of Z2.
We call preimage of B the set of real in<nite lines, whose digitizations are equal to B
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Fig. 1. An example of real segment and its discretization.
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Fig. 2. An example of real segment and its intervals.
between M‘ and Mr . The goal of this part is to characterize this family of straight
lines.
2.1. Discretization scheme
We suppose B to be a segment without restriction concerning either its slope or its
extremities. Consequently, we can de<ne it as the set of points of R2 such that y=ax+b
with a the slope and b the second axis coordinate and with x between m‘ and mr (points
of R2). Of course, the case of vertical lines must be treated independently.
Many discretization schemes are possible. For the sake of clarity of the explanations
and <gures, we can <x the process of digitization D. For example, we can consider
D(B) to be the set of integer points (x; y) such that xM‘6 x6 xMr with xM‘ = xmr
and xMr = xmr, and y = [ax + b] where [x] denote the nearest integer from x. This
de<nition in the <rst octant (slope a between 0 and 1) is extended by symmetries in
all other octants. The algorithms we will describe in the following will be available
for every “good” discretization process [7]. Fig. 1 shows an example of a real segment
and its discretization.
2.2. Intervals
Let us remark that for a given integer abscissa x, with the previous process of
digitization D, all the points (x; y′) with y′ between [ax + b]− 0:5 and [ax + b] + 0:5
have the same digitization: the point of coordinates (x; [ax + b]). We can represent it
with intervals as in Fig. 2.
This remark leads us to formulate the problem of one straight line case as follows.
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Problem 1. What are the parameters A and B of the real lines of equation y=Ax+B
which satisfy
for all x in [M‘;Mr]; [ax + b]− 12 ¡Ax + B6 [ax + b] + 12 :
In the following part, we explain how to solve such a problem.
2.3. The case of a single real segment
The set of previous equations can be viewed as the constraint equations of a two
variables (A and B) linear programming problem and our goal is to <nd the “feasible
region” R in the A–B parameters space.
Such a problem has already been studied in a more general context by O’Rourke [9].
In his paper, O’Rourke presented an on-line linear time algorithm for <tting straight
lines between data ranges. As a matter of fact, each equation of the previous system
represents two half-planes with parallel edges in the A–B space and the “feasible region”
R can be constructed as the intersection of such half-planes. O’Rourke algorithm has
a linear time complexity and is based on a structure of two list to represent the upper
part and the lower part of the convex hull of all the constraints in the A–B space.
In the following, we denote by SolveORourke the function which gives a set of data
ranges computes in linear time the description of the feasible region.
Consequently, if we suppose a segment to be given by these extremities (m‘ and
mr), we can summarize the process as follows.
Feasible-Region-Segment (m‘; mr)
Compute the slope a
Compute the second axis coordinate b
Compute the coordinates of M‘ and Mr
S = ∅
For all x in [xM‘ ; xMr ]
S = S ∪ {[ax + b]− 0:5¡Ax + B; Ax + B6 [ax + b] + 0:5}
R= SolveORourke(S)
The so generated convex region, for the example of Fig. 1, is the one given in Fig.
3 left where all the lines are drawn for explanation purposes, Fig. 3 right shows only
the necessary lines that are the harder constraints.
3. Study of polygonal curves
Recall that P is a real polygon given by its n borders Bi with i = 1; : : : ; n. In this
part we present algorithms that allow to compute the various polygons that have the
same discretization as the polygon P. The <rst part deals with a direct algorithm that
computes all the possible polygons without preserving the angles and the second one
studies rigid transformations.
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Fig. 3. The feasible region associated to the segment of Fig. 1.
3.1. Naive algorithm
On its n borders, we can apply the previous algorithm in order to determine, for
each of them, its preimage. That is to say, for each border Bi, we compute the feasible
region Ri in the A–B space.
Just remark that each border of the polygon P corresponds to a point inside each
feasible region. Consequently, if we consider one point of each feasible corresponding
region Ri (distinct from the previous ones), we obtain a new polygon that have the
same digitization as the polygon P. In other words, such a process allows to decide
whether transformations Ti applied on each border Bi of the polygon P give a polygon
that has the same digitization as P or not. We can summarize it as follows:
Same-digitizations (Si; Ti (i = 0; : : : ; n− 1))
Si are the extremities of the borders Bi
Ti are the corresponding transformations of the border
For i in [0; n− 1]
Compute Ri = Feasible-Region-Segment (Si; S(i+1)%n)
S ′i = Ti(Si)
same=true
For i in [0; n− 1]
V ′i = [S
′
i ; S
′
(i+1)%n]
If V ′i 
∈ Ri then same = false
Return (same)
Fig. 4 illustrates this algorithm. It shows two polygons that have the same discretiza-
tion. Just remark that according to the slope of the borders, only very small moves are
allowed.
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Fig. 4. Two polygons having the same discretization.
Notice that the polygons we obtain with this process have not necessarily the same
angles as the polygon P and notice also that no attention has been paid to the con-
nection of two consecutive borders of P.
The goal of the following subsection is to consider rigid transforms in order to
preserve the “geometry of the object”.
3.2. Rigid transforms
In this paragraph we make two studies. The <rst one supposes that the polygon P
is known, in other words we apply the same transformation to each border. In such
conditions we are lead to consider the maximal possible translation according to a
direction and the maximal possible rotation centered on a given point. In the second
part, only the “geometry of the object” is known that is to say the angles of the polygon
are supposed given but not the borders themselves. The goal here is, starting from a
given discretization, to determined the maximal translation and the maximal rotation
that a real polygon can suHer while maintaining the digitization to be the given set of
pixels.
3.2.1. Starting object is known
In this part, we consider a unique transformation T which will be applied to the
whole polygon P. So, we consider the following problem.
Problem 2. Let P be a polygon. Let T be a rigid transform. Is T a valid transfor-
mation for P?
We say that a transformation T is valid if and only if the polygon, obtained from
the polygon P using T , has the same discretization as P.
We can use the previous algorithm Same-digitizations in order to solve this
problem. In this case, the transformations applied to the borders would be the same
ones, that is the transformation T . So, for each border of the starting polygon, we
compute the feasible region Ri and its parameters after the transformation T . Such
transformed borders correspond to points (ai; bi) in the A–B parameters space. So, the
transformation T is valid if and only if each point (ai; bi) is in Ri.
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Fig. 5. Feasible region of each border of the polygons of Fig. 4 and the corresponding points of the started
(points) and obtained (crosses) borders.
Fig. 5 illustrates this method. It shows the feasible region of each border of the
polygons of Fig. 4 and the corresponding points of the started (points) and obtained
(crosses) borders.
Such an approach leads us to study the “maximal possible transformations”. In fact,
we <rst interest ourselves to the maximal possible translation according to a direction
and second we study rotations. This permits to generalize to commonly used rigid
transforms.
Let us consider the case of translation. The goal is to compute the largest 1 d
in R such that the translation of vector vd = d × (vx; vy) is valid for the starting
polygon P. Let us recall that a line can be described by two points M1 = (x1; y1)
and M2 = (x2; y2) and that the slope of the line is given by the ratio (y2 − y1)=(x2 −
x1) providing x2 − x1 
= 0. Thus, if T is the translation of vector vd then T (M1) =
(x1 +dvx; y1 +dvy) and T (M2)= (x2 +dvx; y2 +dvy). It is clear then that the previous
1 In terms of absolute value.
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ratio remains constant. Hence, a translation of a line corresponds to a vertical move of
the corresponding point in the feasible region. It is enough to compute for each border
the corresponding parameter B′i obtained after translation (function of vd). In order
to determine for each border the maximal value dmaxi we thus have to determine the
maximal vertical displacement of the parameters Bi that is the greatest vertical distance
from the point (Ai; Bi) to the borders of the feasible region Ri. This is easily done by
vertical projections and by choosing which of the down or up move gives the largest
displacement. More precisely, if we denote by T (b) the B parameter of the segment
after translation, simple calculations imply that T (b) − b = d(vy − avx). And thus, by
projections in the A–B space, we determine the maximal absolute value of T (b) − b
and thus, for each border Bi, we can compute its maximal absolute value dmaxi by
the ratio |T (b) − b|=|vy − avx|. However, all the resulting factors are not necessarily
compatible with each feasible region of the diHerent borders. Moreover, the sign of
each di depends on the slope of the ith border. We thus create two lists of d+i and d
−
i ,
respectively, positive and negative. They correspond either to an increase or a decrease
in the B parameter and this depends on the slope of the border. The last step is to
choose either a positive or a negative value for d. To ensure compatibility, we must
take the min value of the each lists. The algorithm is the following one.
Maximal-Translation (Bi ; (vx; vy))
For i in [1; n]
Compute Ai the slope and Bi the second axis coordinate of Bi
Compute Ri = Feasible-Region-Segment(Bi)
If (vy − Ai × vx ¿ 0) then
Compute d+i = (max{b | (Ai; b)∈Ri} − Bi)=(vy − Ai × vx)
Compute d−i = (min{b | (Ai; b)∈Ri} − Bi)=(vy − Ai × vx)
Else
Compute d−i = (max{b | (Ai; b)∈Ri} − Bi)=(vy − Ai × vx)
Compute d+i = (min{b | (Ai; b)∈Ri} − Bi)=(vy − Ai × vx)
Compute dmax such that its absolute value is the minimum between
min{d+i ; i∈ [1; n]} and min{−d−i ; i∈ [1; n]}
return(dmax)
An example of this algorithm is shown in Fig. 6 for which the segment with ex-
tremities, the points (−3; 1:2) and (8; 7:7), and with a displacement vector v = (0; 2)
gives a value of 0.05909 as the factor dmax.
In the previous algorithm, we do not take into account the end points of the real
segment. This is just because we only represent lines in the dual space but not segments.
Thus we do not manage the length of the borders Bi. It is easy to incorporate these
information in the previous algorithm. Indeed, we just consider the end points of the
segment and we compute the d value corresponding to the maximum displacement of
this point inside a given pixel. Then this value is compared to the dmaxi to take the
minimum one, that is the strongest constraint.
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Fig. 6. The maximal allowed translation inside a feasible region given a point. + is the initial point and ◦
the <nal point.
We now consider the case of rotation. Without loss of generality, we suppose that
the center of rotation is the origin. If not, a simple translation is <rst applied. In
this part, we just mention a method to solve the problem of determining the maximal
possible rotation knowing the borders of the polygon. We focus on the subproblem
of computing the maximal rotation for a given border Bi with parameters ai and bi
as slope and B-intercept in the dual space. Simple calculations leads to the following
transform:(
a
b
)
R" 
( sin "+a cos "
cos "−a sin "
b
cos "−a sin "
)
providing cos "−a sin " 
= 0, which corresponds to the case of transforming a line into
a vertical line which is not representable in the (A; B) space. So, given a point (ai; bi)
we want to compute the maximal value of " such that its image under R" is still in
the feasible region Ri of the border Bi. Our proposal is then to determine the angle
of rotation for which the image of (ai; bi) belongs to one of the borders of Ri which
are known by the O’Rourke algorithm. So, let us consider a border of R with slope m
and B-intercept p. It is a segment in the dual space. This segment is limited in the B
value to belong to the interval [pRmin;p
R
max] (see Fig. 7). Therefore, we want to solve
the equation,
bi
cos "− ai sin " = m
sin "+ ai cos "
cos "− ai sin " + p
providing that,
bi
cos "− ai sin " ∈ [p
R
min;p
R
max]:
If the previous system does not have a solution then it is impossible to reach the
given border and thus this border is not a limiting border for the rotation. Then we
compute the maximum value for " for all borders of Ri and this gives the maximal
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Fig. 7. Computing the angle " to reach a border R of the feasible region Ri in the A–B space.
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Fig. 8. The two farthest objects having the same discretization for the given translation (ux; uy).
" for the border Bi of the polygon P. Then, all borders of P are merged by a min
operation to make the rotation compatible with every borders.
Until here we have supposed the starting polygon P to be known. In fact, it cor-
responds to a preliminary work of a more general one which consists in <nding the
“farthest real polygons” which correspond to the same given digitization. In the fol-
lowing part, we explain such a problem and give some ideas according to the previous
paragraphs to solve it.
3.2.2. Unknown borders
In the following, we do not suppose to know the borders of the real polygon but
only its angles ($i). Thus, the data is composed of those angles and the digitization of
the real polygon. From this digitization, we can compute all the feasible regions of the
diHerent borders using the previous algorithms. We also suppose that the moves are
all translations thus the original angles are preserved by any transformation considered
here. Fig. 8 presents an example of two real objects having the same digitization
(providing the one on the right is not exactly on the dotted boundary). One is obtained
from the other by the translation of vector ±(ux; uy). This corresponds to the extremal
positions of the real polygon according to the given transformation.
Let us <rst consider the case of one border. The key point here is the following
lemma.
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Lemma 1. Let P be a convex polygon in R2. Then the height of any vertical segment
inside P is less or equal than the maximal height of all segments through the vertices
of P.
To prove this lemma, it suQces to remark that, since a convex polygon can be de-
scribed by the intersection of a set of half-planes whose supporting lines form the set
of borders of the polygon, any two diHerent lines generated by two diHerent borders
of the polygons either are parallel or meet in a point with which they form a polyg-
onal cone containing the whole polygon. The vertical distance function of a cone is
an increasing function when moving from the head of the cone to in<nity and thus
locally, this function increases inside the polygon except potentially when reaching
a vertex of the polygon. When the borders are parallel, any move does not change
the vertical distance and thus one can move to a vertex of the polygon. As a result,
any vertical segment can be replaced by a vertical segment with a greater or equal
height.
Applying this result to the convex polygon de<ning Ri leads to the fact that only
the height of vertical segments through the vertices of Ri must be computed. However,
following O’Rourke [9], his algorithm represents the polygon de<ning Ri has two lists,
one representing the upper part of the polygon and the other one the lower since the
polygon have two distinguished extreme points. Thus, it is easy to have the description
of the polygon has a counterclockwise convex hull beginning on the point down right.
Then by taking the vertices in counterclockwise order while taking the segments in
clockwise order, it is clear that the computation this maximal height permits to de<ne
a quantity dmaxi which can be computed in linear time O(n). This quantity represents
the maximal translation allowed between two diHerent unknown real positions of the
border inside the feasible region.
Considering now a polygon P, we have to take into account the problem of joining
two consecutive borders of the real polygon with an angle $. Let us recall that the
feasible region of a border is a convex polygon having at most four borders [9,1]. For
a given corner of the discrete object, we can thus de<ne, for the last two intervals of
two consecutive borders, two limiting lines having (Amin ; Bmax) and (Amax; Bmin) such
that all points inside the strip belong to a line of the feasible region (see Fig. 9).
For each point of the previously de<ned region, there exists one line compatible
with the left discrete segment and one line compatible with the right discrete segment
such that those lines meet at the given point. However, the angle of the junction has
not been taken into account. Doing this require to restrict the joining region. To do
so, let us choose one point has a reference in the region of junction, say C = (xc; yc).
For each border, we need the set of lines D= (A; B) passing through C thus we need
that yc = Axc + B which is equivalent to B=−Axc + yc. Thus, this set is a line in the
(A; B)-space. The intersection of this line with the feasible region of each of the two
borders is a segment. It is clear that for each point of the segment of the left feasible
region, we have a slope Aleft for which we can associate the slope of the line having
a <xed angle $ with it. Thus, it is possible to determine the set of possible slopes
Aright. The set of possible lines for the right border is thus the subset of the segment
generated by D, having a slope in the set of possible Aright (see Fig. 10).
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Fig. 9. The set of possible joining points without taking into account the angle.
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Fig. 10. The correspondence between one point in the left feasible region and the set of possible lines in
the right one.
Of course, because of complexity of the previous procedure, this cannot be done
for each point of the joining region. However, this can be done for the border of the
region generating the border of the region of the right feasible region compatible with
an $-join with a line of the left feasible region. Then, having de<ned the subset of the
feasible region for each consecutive border, the algorithms of the previous sections can
be applied to check what transforms are valid and what are the biggest transforms.
4. Conclusions and future works
In this paper, we have presented an approach to characterize all the real objects that
have the same discretization. Considering a polygonal object, we have <rst studied the
case of one segment and have shown that in this case, we can reduce the problem to
a two-variables linear programming problem. Then we have applied such a result on
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the whole object and have described an algorithm that allows to determine whether a
transformation applied to a polygon is valid or not. We have also studied the problem
of “maximal” valid transformations. Such a work leads us to the problem that consists
in <nding the “farthest real polygons” which correspond to the same given digitization.
Some elements to solve such a problem have been given but need to be studied more.
A direct extension could be to extend these results to general curves. One way to do
this is to approach the curve interiorly and exteriorly by two polygonal lines. Finally,
we could try to study the case of 3D real object and in particular of polyhedral ones.
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