A priori estimates for elliptic linear Dirichlet problems are revisited and precisely determined. Such estimates are used for the analysis of Dirichlet problems with singular coefficients and data. Elliptic Dirichlet problems with singularities are reformulated in appropriate generalized function algebras and uniquely solved.  2005 Elsevier Inc. All rights reserved.
Introduction
Elliptic linear Dirichlet problems with singular coefficients and data can be analyzed in a framework of generalized function spaces and algebras where products of singular elements (distributions) is well interpreted. In order to develop such an approach we need precise a priori norm estimates of solutions for classical elliptic linear problems. Gilbarg's and Trudinger's monograph [5] is our main reference in this sense (see also [6] [7] [8] [9] 11] ). Estimates of Chapters 6 and 8 of [5] are the basis for further investigations. First we give ✩ The paper is supported by the Project 1835 MNZZS of Serbia. * Corresponding author.
E-mail address: pilipovic@im.ns.ac.yu (S. Pilipović).
explicitly constants appearing in estimates of solutions for strongly elliptic equations (Sections 2, 3 and 4), and then solve a singular Dirichlet problem within a suitable generalized function algebra (Section 5). Results of Sections 2 and 3 are given without proofs. The main result of the paper is Theorem 6 where we have improved the corresponding estimates given in [5] , Theorem 8.16, since we obtain polynomial growth rate instead of exponential growth rate with respect to the quotient of the largest and the smallest eigenvalues. We give in Section 5 definitions of Colombeau type algebras and generalized elliptic linear operators acting on such spaces and algebras. If a Dirichlet problem P (x, D)u = f , u| ∂Ω = h involves singularities, we consider a family of problems P ε (x, D)u ε = f ε , u ε | ∂Ω = h ε , ε < 1, where f ε and h ε , ε < 1, are smooth enough and approximate f and g, in a certain sense. Solving this family of problems, we obtain a family of solutions which represents a generalized function solution of the original problem.
We give a simple example of a problem with a singular initial condition and demonstrate how it can be solved in an approximated sense. Consider a Dirichlet problem formally written as
We approximate δ(x 1 )δ(x 2 − 1) by a net
with the properties φ ∈ C ∞ 0 (R), φ = 1 and supp φ ∈ [−1, 1] (the net of mollifiers). Then, we replace the given problem with the family of problems
and zero on the rest of the boundary.
Using the Poisson formula, we obtain a family of corresponding classical solutions: 
Assume that φ(0) = 0. Then, in the sense of the weak convergence in D (B 1 ), u ε (x) → C φ
and, for θ = π/2, lim r→1− r 2 −1 r 2 −2r+1 = −∞. Actually, this is what we expected, the "explosion" at (0, 1).
We note that a net of approximations of the previous example could be of some interest analogously to delta waves in [16] . Since the approximation (δ ε (x)) ε∈(0,1) of the δ distribution can be chosen from a large class of δ-nets, different approximations lead to different sequences (u ε ) ε∈(0,1) given by (1) . In general, such nets of approximations will be considered as elements of an appropriate algebra where certain equivalence relations are introduced replacing the notion of weak equality. This algebra is a generalized function algebra (Colombeau algebra for instance).
The solution concept will be explained in Section 5.2 and then used for solving a class of elliptic boundary problems with singularities.
Interpolation inequalities
We recall in this section basic definitions and give estimates of constants depending on ε in inequalities appearing in [5, Section 6.8] . Computations are given in [10] .
We repeat the definitions of norms for some function spaces defined on Ω, an open, connected and bounded set (domain) in R n . This notation will be used in the sequel. (Ω) , is a Banach space. Also we will use notation C k,α (Ω) for a subspace of C k (Ω) which elements f have the property that f (k) is locally (over compact sets K in Ω, K Ω) α-Hölder continuous. Further on, we will use the norms depending on the distance from the boundary:
where
k,α;Ω . Recall [5, p. 94 ], a domain Ω and its boundary are of C k,α -class 0 α 1, if at each point x 0 ∈ ∂Ω there is a ball B x 0 and a bijection ψ :
A domain Ω has a boundary portion T ∈ ∂Ω of C k,α -class if at each point x 0 ∈ T there is a ball B x 0 in which the above conditions are satisfied and B ∩ ∂Ω ⊂ T .
In the sequel letter C will denote a constant which can depend on the dimension n, the class of space, on the boundary ∂Ω and its atlas, on the volume of Ω, |Ω|, on assumptions on coefficients, . . . , but never on the quantities also appearing in estimates. Also, in the sequel, α denotes a constant in (0, 1] and, additionally, if it takes value zero, this will be explicitly written.
By inspection of proofs of [5 
Let Ω be a bounded domain. Then for every ε ∈ (0, 1) there exist C > 0 and q > 0, different in every separate case, such that:
(ii)
If Ω is open in R n and T is a boundary portion of {x;
Hölder type estimates
In this section we consider
where L = L(x, D) is a strictly elliptic operator, i.e.
for some positive constant λ. Following [5] , we will precisely determine constants in a priori estimates of solutions. We will use these estimates in Section 5 to solve equations with singular coefficients and singular boundary data in the framework of generalized function algebras. Similarly to the previous section, we skip computations and expose only the conclusions. The assertions which are to follow are obtained by the careful inspection of corresponding assertions in Chapter 6 of [5] . 
Λ.
If u ∈ C 2,α (Ω) is a bounded solution of (2), then there exists C > 0 such that
Till now, we determined interior a priori estimates. Our next aim is to obtain the estimates on the whole domain including its boundary. The next step is to transfer an arbitrary C 2,α -class domain Ω to a domain which appeared in the previous lemma. If Ω is of C 2,α -class, then there exists a bijective mapping ψ ∈ C 2,α (Ω) such that ψ(Ω) = Ω ⊂ R n + and for a part of the boundary T ⊂ ∂Ω we have
Let us note that there exists K > 0 such that for every x, y ∈ Ω
Using this for 0 j k, 0 β 1, j + β k + α, it follows,
Then there exist C > 0 and δ > 0 such that for every point x 0 ∈ ∂Ω,
All the given assertions lead to the main theorem of this section. 
Equations with C k,α (Ω) coefficients
Let Ω be of C k+2,α -class (k 0) and (2) in Ω and u| ∂Ω = ϕ, where f and the coefficients of the equation belong to C k,α (Ω). Then u ∈ C k+2,α (Ω) (cf. [5, Theorem 6.19] ).
Let us consider the case when the coefficients of (2) have the properties:
Then we know, solution u of Eq. (2) belongs to C 3,α (Ω). Under given conditions we can differentiate this equation and its boundary values. We obtain
So, D k u is the solution of problem (5) and it satisfies the conditions of Theorem 2. With C being the constant in Theorem 2, we have
Now, we can take the supremum for the third derivatives and their Hölder's quotients to obtain
This estimate implies the following theorem.
where C is the constant from Theorem 2.
Sobolev type estimates
We will consider in this section equations of the form
where 
where Λ and λ are, respectively, maximal and minimal eigenvalues of the matrix [a ij ] and ν is some positive constant. Without loosing of generality, we suppose in the sequel that λ 1. Actually, if λ > 1, we obtain the previous situation dividing equation (6) by λ. As in the previous section, we will give precise estimates of constants appearing in several assertions in [5, Chapter 8] .
Theorem 5 [5, Theorem 8.15] . Assume for Eq.
is a subsolution of (6) which satisfies u 0 on ∂Ω, then there exist C > 0 and c > 0 such that
The next theorem is analogous to Theorem 8.16 in [5] . We will improve the assertion in the sense that instead of a constant with a polynomial in e Λ/λ -growth rate which appears in [5] , we obtain a constant of a polinomial in Λ λ -growth rate. We underline that this improvement will be used for the estimate of a net of solutions which corresponds to an equation with singularities. 
(Υ is the same as in Theorem 5.)
Proof. Assume that u is a subsolution of (6). The ellipticity implies that l = sup ∂Ω u + is the supersolution of the same equation. Without loosing of generality, we can assume
Young's inequality implies
This and (9) imply
Then (11) implies that there exists C 1 > 0 such that
and we obtain
We will prove that w is a subsolution of equation
is a test function. Inserting v in (8), we obtain
Furthermore, this gives
Noting that D i w = D i u + 2 √ 2M+Υ −u + and using the ellipticity of L, we obtain
We can rewrite the last inequality as
The given calculations show that with 
Now, by (13) and the Poincaré type inequality (estimating w 2 by Dw 2 ) we have
Consider separately cases M > Υ and M < Υ. In the first one we use
"the square of the right-hand side of (14) ." Together with M < Υ , we finally obtain, with another constant C > 0 and suitable
This finishes the proof of the theorem. 2
Remark 1. Note that (2) can be written in the divergent form because
In this case the condition in Theorem 6 reduces to
This is equivalent to c 0 on Ω. So, in the case of Eq. (2) with c 0 and assumptions of Theorem 3, we can combine Theorems 5, 6 and 7 to obtain the fundamental conclusion of Theorem 3: there exist C > 0 and s > 0 such that
Equations with more regular coefficients

Consider Eq. (7). Assume that a ij , b i
∈ C 1,1 (Ω), c i , d ∈ C 0,1 (Ω), f ∈ W 1,2 (Ω). By definition, Ω a ij D j uD i v dx = Ωg v dx, v ∈ C 1 0 (Ω),(15)whereg = (b i + c i )D i u + (D i b i + d)u − f . For h < dist(supp v, ∂Ω), we replace v with ∆ −h k v in (15). Partial integration implies obtain Ω a ij D j ∆ h k uD i v dx = Ω ∆ h kĝ v dx, v ∈ C 1 0 (Ω), whereĝ = ∆ −h kg + ∆ h k D i a ij D j u + ∆ h k a ij D ij u. So,
the function ∆ h k u is a weak solution of equation D j (a ij D i u) = −ĝ. Since its coefficients satisfy conditions of Theorem 4 in
where C and K are constants from Theorem 4 and Ω Ω . Now, it is enough to changẽ g from (15) in the previous estimate and use the inequality from Theorem 4. So,
Letting h → 0, we obtain
Now, by induction, we have:
where C and K are constants from Theorem 4.
Global regularity of weak solutions
Previous results can be transfered from the interior to the boundary of the domain under certain assumptions on the smoothness of the boundary. Following the proof of Theorem 8.12 in [5] , we obtain (with the same constants C and K) the next theorem.
Theorem 8 [5, Theorem 8.12]. Assume, in addition to the hypotheses of Theorem 4, that Ω is of C 2 -class and that there exists a function
We extend results to the case when the coefficients are of higher regularity as in the case of interior regularity.
Theorem 9 [5, Theorem 8.13]. Additionally to the assumptions of Theorem
4, suppose that Ω is of C k -class, f ∈ W k,2
(Ω), and that there exists
for n 3, and β < 1/2, inequality (16) can be written as
Theorem 6 holds if f ∈ L q (Ω), q > n and (17) implies
where Υ = λ −1 f q . With some other C > 0 and suitable p > 0, an appropriate form of the previous inequality is:
Solutions in generalized function algebras
Generalized functions algebras
We recall the notions of simplified Colombeau's-type algebras (cf. [1] [2] [3] [4] 6, [12] [13] [14] [15] ). Let V be a topological vector space whose topology is given by an increasing sequence of seminorms µ k , k ∈ N. Then E M,V is the vector space of locally bounded functions R : (0, 1) → V , ε → R(ε) = R ε , such that for every k ∈ N there exists a ∈ R with the property that µ k (R ε ) = O(ε a ), where O(ε a ) means that there exist C > 0 and ε 0 ∈ (0, 1) such that the left-hand side is smaller or equal than Cε a for every ε ∈ (0, ε 0 ). The space of nets (H ε ) ε ∈ E M,V with the property µ k (H ε ) = O(ε a ) for any k ∈ N and a ∈ R, is denoted by N V . Quotient space G V = E M,V /N V is called the polynomial generalized extension of V . If V is an algebra whose products are continuous for all seminorms (i.e. µ k (ab) Cµ k (a)µ k (b), a, b ∈ V ) , then N V is an ideal of algebra E M,V and in this case G V is an algebra.
If V = C, then G V is called the algebra of generalized constants and it is denoted byC; E M,V is denoted by E 0 and N V is denoted by N 0 .
If
denoted by N (Ω) and the corresponding algebra is denoted by G(Ω).
AlgebrasC and G(Ω) are constructed by Colombeau. In a completely same manner one can constructR. Note thatC (andR) can be considered as a subalgebra of G(Ω).
Derivations
We use brackets [ ] to denote an equivalence class in the quotient space and we abbreviate (H ε ) ε by (H ε ) and
Net of mollifiers. Let
We fix once for all such a function φ and call it the "vision" function.
In order to embed E (Ω) into G(Ω), we recall the following simple assertion:
, where * is a convolution.
it follows that the above embedding can be extended to embedding of C ∞ (Ω) and D (Ω) into G(Ω).
In the sequel we will use some other algebras of generalized functions. Since generalized functions under consideration should have a trace on the boundary ∂Ω, we start with V = C ∞ (Ω) (Ω is open and bounded), the space of smooth functions f so that f (α) has a continuous extension up to the boundary for every α ∈ N n 0 . This space is endowed with the sequence of seminorms µ k (ϕ) = sup{|ϕ (α) (x)|: |α| k, x ∈Ω}, k ∈ N 0 . Then G V is called the algebra of generalized functions onΩ and it is denoted by G(Ω); E M,V is denoted by E M (Ω) and N V is denoted by N (Ω). Derivatives in this algebra are defined as usual:
Let V = W 2,2 (Ω) be the Sobolev space with the norm · W 2,2 (Ω) . We assume that n 3 and that the domain Ω is a Lipschitz domain, at least (its boundary is given by a Lipschitz continuous function). Then, as it is noted in Remark 2, W 2,2 (Ω) ⊂ C m B (Ω), m < 2 − n/2 and in this case V is an algebra. The construction of the corresponding generalized function algebra G V is clear. This algebra is denoted by
(Ω) are not algebras (they are only vector spaces).
Nets of differential operators. We consider a net of differential operators:
The next proposition can be easily proved.
Denote by L a family of all nets of differential operators of the given form and
We also consider a net of differential operators:
where nets of coefficients (a
(Ω) (recall, we suppose n 3 and that the boundary of Ω is sufficiently smooth).
As before, nets of operators
Clearly, ∼ is the equivalence relation. Again, we have:
Denote by L a family of all nets of differential operators of the form (18) and
Dirichlet problems in G(Ω) and G W 2,2 (Ω)
We need to define equality of generalized functions on ∂Ω in order to have a boundary data for an elliptic equation. Since we always have an assumption that the boundary ∂Ω is sufficiently smooth (at least of C k−1,1 -class, k 1) 
Dirichlet problem in G(Ω). Let u, h ∈ G(Ω).
We define u| ∂Ω = h| ∂Ω if there is a representatives (u ε ) of u and (h ε ) of h such that
where (n ε ) is a net of C ∞ -functions defined in a neighborhood of ∂Ω with the property sup x∈∂Ω |n ε (x)| = o(ε a ) for all a ∈ R. Let (ũ ε ) and (h ε ) be some other representative of u and h, respectively. Then
Thus, sup x∈∂Ω |ñ ε (x)| = o(ε a ) for all a ∈ R. This implies that the definition u| ∂Ω = h| ∂Ω does not depend on representatives. Let h ∈ G(Ω). We consider a Dirichlet problem
The solution concept consists of three steps:
(a) solving a family of Dirichlet problems 
where (n ε ) is net of continuous functions defined in a neighborhood of ∂Ω such that sup x ∈∂Ω |n ε (x)| = o(ε a ) for all a ∈ R. As in the previous case, one can prove that this definition does not depend on representatives. The solution concept for a Dirichlet problem in G W 2,2 (Ω) is similar to the solution concept in the case of Dirichlet problem in G(Ω). The same holds for the uniqueness of a solution in this algebra.
Elliptic equation in G(Ω)
We assume that Ω is a bounded domain of a 
where C 1 and C 2 are constants independent of ε. Our aim is to solve problem
u ε = h ε on ∂Ω, ε < 1, Proof. One has to prove that C k -norms of solutions u ε , ε < 1, of (25), (26) have polinomial in ε growth rate, i.e. (u ε ) ∈ E M (Ω). From the classical theory, it is well known that for fixed ε < 1 the solution of (25), (26) exists and that it is unique in C ∞ (Ω). We need precise estimates of previous sections to prove that nets of solutions have appropriate growth rates with respect to ε.
Since Ω is of C ∞ -class, Remark 1 implies So, (u 1ε − u 2ε ) ∈ N (Ω). 2
Dirichlet problem in G W 2,2 (Ω)
We suppose that n 3 and that Ω is of C 2 -class. Consider
