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Abstract
Focusing on an improved approximation scheme, we present how to treat the centrifugal and the Coulombic
behavior terms and then to obtain the bound state solutions of the Klein-Gordon (KG) equation with the
Manning-Rosen plus a Class of Yukawa potentials. By means of the Nikiforov-Uvarov (NU) and supersym-
metric quantum mechanics (SUSYQM) methods, we present the energy spectrum for any ℓ-state and the
corresponding radial wave functions in terms of the hypergeometric functions. From both methods we obtain
the same results. Several special cases for the potentials which are useful for other physical systems are also
discussed. These are consistent with those results in previous works. We obtain that the energy level E is
sensitive to the potential parameter δ at fixed values of other parameters and increases when δ runs from
0.05 to 0.3. Furthermore, E is sensitive to the quantum numbers ℓ and nr for a given δ, as expected.
Keywords: Klein-Gordon equation, Manning-Rosen potential, A Class of Yukawa potential,
Nikiforov-Uvarov method, SUSY quantum mechanics
1. Introduction
Molecules, atoms, nuclei, etc., in order to obtain experimental information on their structures and inter-
actions, are bombarded with the beams of high-energy particles. These are known as scattering experiments.
On the other hand, theoretical researches are carried out by examining the non-relativistic or the relativistic
wave equations for any given potential. In quantum mechanics (QM), an analytical solution in the form of
a wave function is required since this form contains all the important properties for a quantum system to
be definable properly [1, 2, 3, 4, 5, 6]. Moreover, the particle’s dynamics in high energy can be described by
the prescription of the relativistic wave equations as in the subject of particle and nuclear physics [1, 2, 7].
For the case of scalar particles, the particle motion obeys the Klein-Gordon (KG) equation [8, 9, 10, 11].
Therefore, the KG equation analytical solutions with interaction potentials play a significant role in rela-
tivistic QM. Notice that for the case interaction potential is not sufficient to create particle and anti-particle
pairs, the KG equation can be applied to treat spin-0 particle as for the Dirac equation describes spin-1/2
particle. Placing particle in a condition with strong potential field, the quantum system is in a relativistic
effect and hence gives correction to the non-relativistic case.
There are many techniques to solve the wave equations with potentials in the relativistic and also
non-relativistic circumstances. The following are some of them: Nikiforov-Uvarov (NU) method [12], su-
persymmetry QM (SUSYQM) [13, 14, 15], shifted 1/N expansion method [16, 17], asymptotic iteration
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method [18], Hartree-Fock method [19], the path integral method [20], factorization [21] and perturbation
theory [22]. Among them, the NU and SUSYQM methods have received great interest. By using these
two techniques, many works have been conducted to obtain either exact or approximate solutions of the
KG equation with some well-known potentials as follows: Manning-Rosen Potential [23, 24, 25], Yukawa
potential [26, 27, 28], Hulthen Potential [29, 30, 31], generalized Hulthen potential [32, 33, 34], Kratzer
Potential [35], Wood-Saxon Potential [36, 37, 38] and Deng-Fan molecular potentials [39]. Similarly for the
case of combined potentials: ManningRosen plus Hulthn potential [40], Hulthn plus a Ring-Shaped like
potential [41], Hulthn plus Yukawa potential [42] and references in there [43]. Particularly, most of them
based on the solutions of the KG equation with equal and unequal vector and scalar potential energies.
Although those previous attempts have provided satisfactory bound state solutions of the KG equation
by using Manning-Rosen and Yukawa potentials separately, no one considers the KG equation under their
linear combination for an arbitrary ℓ state, so far. Therefore, in this study we examine the bound state
solutions for this combined potential in the framework of the KG equation. The Manning-Rosen potential
can be utilized to represent an interaction system that contains the continuum and bound-states, and then
applied to various research fields such as atomic, condensed matter, particle and nuclear physics. For a
particle under this potential, the relativistic effects can become significant, especially for strong coupling.
The Manning-Rosen potential is defined by [44, 45]
VMR(r) =
~
2
2Mb2
[
η(η − 1)e−2r/b
(1− e−r/b)2 −
Ae−r/b
(1− e−r/b)
]
, (1)
in which the parameter b relates to the potential range while A and η are two dimensionless parameters.
This kind of potential is used to describe the vibrations of diatomic molecules and in addition, forms an
appropriate model for other physical events.
On the other hand, the Yukawa potential [46] is an effective potential in a non-relativistic realm which
describes the nucleon strong interactions. It is defined as
VY (r) = −V0e
−δr
r
(2)
where V0 is the strength of the potential and 1/δ is its range. This potential is also known as the Debye-
Hu¨ckel potential in plasma physics, where it describes a charged particle in a weakly non-ideal plasma, as
well as in colloids and electrolytes. However, in this study we consider a Class of Yukawa potential defined
by
VCY (r) = −V0e
−δr
r
− V
′
0e
−2δr
r2
. (3)
Briefly, both potentials are two screened Coulomb potential in simple representation, i.e., in small r they
have a Coulombic behavior but then descend exponentially as r becomes larger. Their linear combination
can be utilized to study the nucleus deformed-pair interactions and spin-orbit coupling in the potential field.
The additional charming viewpoint of this potential is that it may be used to describe the vibration of the
hadronic system and can also be formed for a convenient model in other physical phenomena. From the
investigation of the KG equation under the linear combination potential, one can provide the deeper and
accurate appreciation of the physical properties of the wave functions and the energies in the continuum and
bound states of the interacting systems. Based on all the backgrounds and previous works, in this study we
focus on the following linear combination of Manning-Rosen and a Class of Yukawa potentials:
V (r) =
~
2
2Mb2
[
η(η − 1)e−2r/b
(1− e−r/b)2 −
Ae−r/b
(1− e−r/b)
]
− V0e
−δr
r
− V
′
0e
−2δr
r2
. (4)
Our objective is to study this potential in a subsequently large quantum system. For this aim, we apply
NU and SUSYQM [47, 48] methods to the problem, and use a scheme of improved approximation to handle
the centrifugal and Coulombic behavioral terms. As the results, we obtain the energy eigenvalues and the
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normalized radial wave functions for any ℓ. The same problem for ℓ = 0 have been studied in Ref. [49, 50]
as well, but our outcome disagrees with the result therein.
We arrange this paper as follows: In Sec. 2, we introduce the KG equation with the Manning-Rosen
plus a Class of Yukawa potentials under an improved approximation scheme. In Sec. 3, the bound state
solutions of the KG equation are obtained by using the NU (Sec. 3.1) and SUSYQM (Sec. 3.2) methods,
separately. The particular cases are discussed in Sec. 4. Next, in Sec. 5, we present the numerical results
for the energy levels depending on potential parameters δ and quantum numbers n, ℓ. Finally, Section 6
provides the concluding remarks of our work.
2. Governing Equation
Two types of potential coupling can be introduced into the KG equation since it consists of two objects:
the operator of 4-vector linear momentum Pµ and the scalar rest mass M . The first type is a scalar
potential (S)(via the substitution M →M + S) and the second is a vector potential (via minimal coupling
Pµ → Pµ− gAµ) [1]. Gauge invariance of the vector coupling provides the freedom to fix the gauge without
changing the physical meaning of the problem. Consequently, it is possible that the potentials with two
types coupling are the space-time S-potential and the four V -potential as gA0 = V (t, r). We consider
the time-independent KG equation for a time-independent V and S potentials and in a region without a
magnetic field but a vector potential as follows:
∇2ψ + 1
(~c)2
[
(E − V )2 − (Mc2 + S)2
]
ψ = 0, (5)
where E denotes the system relativistic energy. In the natural units, ~ = c = 1, this equation is written as
[−∇2 + (M + S(r))2]ψ(r, θ, φ) = [E − V (r)]2ψ(r, θ, φ). (6)
In the framework of the spherical coordinates system, the wave function ψ(r, θ, φ), which is a solution of the
above equation, can be divided into radial and angular dependencies as follows:
ψ(r, θ, φ) =
χ(r)
r
Θ(θ)eimφ, m ∈ Z = 0,±1,±2, . . . (7)
Placing Eq.(7) into Eq.(6) gives the radial differential equation as follows:
χ
′′
(r)+
[
(E2 −M2)− 2(S(r) ·M + V (r) · E) + (V 2(r) − S2(r)) − ℓ(ℓ+ 1)
r2
]
χ(r) = 0. (8)
In this study, we regard that the vector potential is equal to the scalar potential and this leads to the
following equation:
χ
′′
(r) +
[
(E2 −M2)− 2(E +M)V (r) − ℓ(ℓ+ 1)
r2
]
χ(r) = 0. (9)
The above relation with the combined potential (4) can be exactly solved for ℓ 6= 0, only if it is made
an approximation when we deal with the centrifugal and the Coulombic behavior terms. By using the
approximation scheme proposed by Greene and Aldrich [51], the centrifugal term can be approximately
expressed by [52, 53, 54],
1
r2
≈ 4δ2 e
−2δr
(1− e−2δr)2 , (10)
from which we have
1
r
≈ 2δ
[
e−δr
(1 − e−2δr)
]
. (11)
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This approximation is valid in the case of δr << 1.
We now rewrite the Manning-Rosen potential under assumption of 1/b = 2δ as follows:
V ′MR(r) =
~
2
2Mb2
[
η(η − 1)e−2r/b
(1− e−r/b)2 −
Ae−r/b
(1 − e−r/b)
]
=
V01e
−4δr
(1− e−2δr)2 −
V02e
−2δr
1− e−2δr ,
(12)
where
V01 =
2~2δ2η(η − 1)
M
, V02 =
2~2δ2A
M
. (13)
If the approximation is applied to the Class of Yukawa potential (3), then it reads:
V ′CY (r) = −
2δV0e
−2δr
1− e−2δr −
4δ2V ′0e
−4δr
(1− e−2δr)2 = −
V03e
−2δr
1− e−2δr +
V04e
−4δr
(1− e−2δr)2 (14)
where
V03 = 2δV0, V04 = −4δ2V ′0 . (15)
Therefore, after application of approximation scheme, a linear combination of Manning-Rosen and a
Class of Yukawa potentials becomes
V ′(r) = V ′MR(r) + V
′
CY (r)
=
(V01 + V04)e
−4δr
(1− e−2δr)2 −
(V02 + V03)e
−2δr
1− e−2δr =
V014e
−4δr
(1 − e−2δr)2 −
V023e
−2δr
1 − e−2δr
(16)
where V014 = (V01 + V04) and V023 = (V02 + V03). To have a quantitative understanding of the effect of
-10
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Figure 1: The variations of total potential and its approximation (16) with respect to separation distance r for some values of
parameter δ. Here, we take the some parameters as V0 = 1, V ′0 = 0.1, η = 0.75, M=1 and A = 2b.
approximation on potential, the total potential (4), its approximation (16) and their difference are given as
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a function of r for different values of δ in Fig. 1. It is clear that the approximation becomes more suitable for
small values of δ. The difference ∆ is about at order of 10−3, depending on potential parameters. It means
that the equation (11) is a good approximation for centrifugal term as the parameter δ becomes small.
Furthermore, we might use the approximation (10) to the centrifugal term in Eq. (9). As a result, the
equation (9) is expressed in the following form
χ
′′
(r) +
[
(E2 −M2)− 2(M + E)
(
V014e
−4δr
(1− e−2δr)2 −
V023e
−2δr
1− e−2δr
)
−4ℓ(ℓ+ 1)δ
2e−2δr
(1 − e−2δr)2
]
χ(r) = 0,
(17)
under the considered approximation. Here, the effective potential is defined by
Veff(r) = 2(E +M)
[
V014e
−4δr
(1 − e−2δr)2 −
V023e
−2δr
1 − e−2δr
]
+
4ℓ(ℓ+ 1)δ2e−2δr
(1 − e−2δr)2 . (18)
3. Bound State Solutions for the Manning-Rosen plus a Class of Yukawa potentials
In this section, we discuss how to obtain the bound state solution of the KG equation radial dependency
by implementing the NU and SUSYQM methods, respectively.
3.1. Implementation of NU Method
For implementing the NU method, the differential equation (17) must be transformed to the following
hypergeometric type equation form:
χ
′′
(s) +
τ˜
σ
χ
′
(s) +
σ˜
σ2
χ(s) = 0. (19)
The solutions of this equation must satisfy χ(0) = 0 and χ(∞)→ 0 boundary conditions. Applying the
transformation s = e−2δr ∈ [0, 1] for r ∈ [0,∞), the equation (17) takes the following form:
χ′′(s) +
1− s
s(1 − s)χ
′(s) +
[
1
s(1− s)
]2[
−ε2(1− s)2 − α2s2
+ β2s(1− s)− sℓ(ℓ+ 1)
]
χ(s) = 0,
(20)
with
ε =
√
M2 − E2
2δ
> 0 , α =
√
2V014(E +M)
2δ
> 0 , β =
√
2V023(E +M)
2δ
> 0, (21)
where E must be smaller than M , i.e., E < M . The equation (20) has an appropriate form to implement
the NU method. We obtain the following equations
τ˜(s) = 1− s,
σ(s) = s(1 − s),
σ˜(s) = −ε2(1− s)2 − α2s2 + β2s(1− s)− sℓ(ℓ+ 1),
(22)
after comparing Eq.(20) with Eq.(19).
Furthermore, factorizing
χ(s) = φ(s)y(s), (23)
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the equation (19) reduces into the following hypergeometric type equation
σ(s)y
′′
(s) + τ(s)y
′
(s) + λ¯y(s) = 0. (24)
However, the suitable function φ(s) need to obey the condition
φ
′
(s)
φ(s)
=
π(s)
σ(s)
, (25)
with
π(s) =
σ′ − τ˜
2
±
√(
σ′ − τ˜
2
)2
− σ˜ + kσ, (26)
and it can be at most first-order polynomial. As a result, the equation turns to the form of hypergeometric-
type, where y(s) is one of its solutions, providing that the polynomial σ¯(s) = σ˜(s) + π2(s) + π(s)[τ˜ (s) −
σ
′
(s)]+π
′
(s)σ(s) can be divided by a factor σ(s), i.e., σ¯/σ(s) = λ¯. The τ(s) and λ¯ and in Eq.(19) are given
by
λ¯ = k + π
′
(s), (27)
τ(s) = τ˜(s) + 2π(s), (28)
respectively. We obtain π(s) in this study as
π(s) =
−s
2
±
√
s2[a− k]− s[b− k] + c (29)
in which a = 14 + ε
2 + α2 + β2, b = 2ε2 + β2 − ℓ(ℓ + 1) and c = ε2. According to the NU method, the
quadratic form under the square-root sign of Eq.(29) need to be solved by setting its discriminant equal to
zero. This discriminant provides a new relation which is solvable for the constant to obtain the roots as
k± = (b − 2c)± 2
√
c2 + c(a− b) . (30)
By substituting the two values of k± into Eq.(29), we find the four different expressions of π(s) as follows
π(s) =
−s
2
±
{
(
√
c−√c+ a− b)s−√c for k+ = (b− 2c) + 2
√
c2 + c(a− b)
(
√
c+
√
c+ a− b)s−√c for k− = (b− 2c)− 2
√
c2 + c(a− b) (31)
However, one of the above expressions is just appropriate to find the bound state solutions since the τ(s)
must have the negative derivative. Others have no physical meaning. Consequently, the suitable functions
for π(s) and τ(s), which satisfy the bound state condition, are
π(s) =
√
c− s
[
1
2
+
√
c+
√
c+ a− b
]
, (32)
and
τ(s) = 1 + 2
√
c− 2s
[
1 +
√
c+ a− b
]
, (33)
for k− = (b− 2c)− 2
√
c2 + c(a− b). Moreover, the constant λ¯ is obtained from Eq.(27) as follows:
λ¯ = b− 2c− 2
√
c2 + c(a− b)−
[
1
2
+
√
c+
√
c+ a− b
]
. (34)
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Considering an integer nr ≥ 0, a unique polynomial solution for the hypergeometric type equation of degree
nr is obtained if
λ¯ = λ¯nr = −nrτ ′ −
nr(nr − 1)
2
σ′′, (nr = 0, 1, 2...), (35)
and λ¯m 6= λ¯n for m = 0, 1, 2, ..., nr − 1, then we have,
λ¯nr = b− 2c− 2
√
c2 + c(a− b)−
[
1
2
+
√
c+
√
c+ a− b
]
= 2nr
[
1 +
(√
c+
√
c+ a− b
)]
+ nr(nr − 1).
(36)
This equation can be clearly solved for c with the relation c = ε2, hence
ε2 =

β2 − ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + α
2 + ℓ(ℓ+ 1)
2nr + 1 + 2
√
1
4 + α
2 + ℓ(ℓ+ 1)


2
. (37)
By using ε2 in Eq. (21) along with Eq. (37), we get
M2 − E2nr ,ℓ =

β2 − ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + α
2 + ℓ(ℓ+ 1)
nr +
1
2 +
√
1
4 + α
2 + ℓ(ℓ+ 1)
× δ


2
(38)
The energy eigenvalues Enr ,ℓ can be calculated using this result, which is more tricky than the square
equation.
Now, we begin to treat the radial eigenfunction. After putting σ(s) and π(s) into Eq.(25), we get
φ(s) = sε(1− s)κ, (39)
where κ = 1/2 +
√
1
4 + ℓ(ℓ+ 1) + α
2. At the same time yn(s), the other part of the wave equation, is the
hypergeometric-type function and its polynomial solutions are obtained by using Rodrigues relation for a
fixed integer n:
yn(s) =
Cn
ρ(s)
dn
dsn
[σn(s)ρ(s)] , (40)
where Cn and ρ(s) denote the constant of normalization and the weight function, respectively. Notice that
ρ(s) is also known as the solution of the Pearson differential equation
(σρ)
′
= τρ. (41)
The weight function ρ(s) for our problem are obtained as follows
ρ(s) = (1− s)2κ−1s2ε. (42)
Substituting the Eq.(42) to Eq.(40), we have
ynr(s) = Cnr (1− s)1−2κs−2ε
dnr
dsnr
[
s2ε+nr(1 − s)2κ−1+nr] . (43)
Next, by considering the Jacobi polynomials [55]
P (a,b)n (s) =
(−1)n
2nn!(1− s)a(1 + s)b
dn
dsn
[
(1− s)a+n(1 + s)b+n] , (44)
7
we can express
P (a,b)n (1− 2s) =
1
n!sa(1 − s)b
dn
dsn
[
sa+n(1− s)b+n], (45)
which implies that
dn
dsn
[
sa+n(1− s)b+n] = n!sa(1− s)bP (a,b)n (1− 2s). (46)
We can then use this to express ynr(s) on Eq. (40) as
ynr (s) = CnrP
(2ε,2κ−1)
nr (s), (47)
and then putting Eq. (39) and Eq. (47) into the Eq. (23) gives
χnr(s) = Cnrs
ε(1− s)κP (2ε,2κ−1)nr (s). (48)
From the following expression of Jacobi polynomials [55]
P (a,b)n (s) =
Γ(n+ a+ 1)
n!Γ(a+ 1)
2F1 (−n, n+ a+ b+ 1, 1 + a; s) , (49)
the equation (48) can be expressed in terms of the hypergeometric functions:
χnr (s) = Cnrs
ε(1− s)κΓ(nr + 2ε+ 1)
nr!Γ(2ε+ 1)
2F1 (−nr, 2ε+ 2κ+ nr, 1 + 2ε; s) . (50)
The normalization constant Cnr is determined via the following condition
∞∫
0
|R(r)|2r2dr =
∞∫
0
|χ(r)|2dr = 1
2δ
1∫
0
1
s
|χ(s)|2ds = 1. (51)
Applying the following integral relation [55]
1∫
0
(1− z)2(δ+1)z2λ−1
[
2F1(−nr, 2(δ + λ+ 1) + nr, 2λ+ 1; z)
]2
dz
=
nr!(nr + δ + 1)Γ(nr + 2δ + 2)Γ(2λ)Γ(2λ+ 1)
(nr + δ + λ+ 1)Γ(nr + 2λ+ 1)Γ(2(δ + λ+ 1) + nr)
,
(52)
where δ > −32 and λ > 0, the normalization constant can be easily obtained as
Cnr =
√
2δnr!(nr + κ+ ε)Γ(nr + 2ε+ 2κ)Γ(2ε+ 1)
(nr + κ)Γ(nr + 2ε+ 1)Γ(2ε)Γ(nr + 2κ)
. (53)
3.2. Implementation of SUSYQM Method
In the SUSYQM, the ground state eigenfunction χ0(r) in Eq.(7) is defined by
χ0(r) = Nexp
(
−
∫
W (r)dr
)
, (54)
where N and W (r) are respectively the normalization constant and superpotential function. The relations
between W (r) and V±(r), the supersymmetric partner potentials, are given by [13, 14]:
V±(r) =W 2(r) ±W ′(r). (55)
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The Riccati equation (55) have the particular solution
W (r) =
(
F − Ge
−2δr
1− e−2δr
)
, (56)
in which F and G are arbitrary constants. By employing V−(r) = Veff(r) − (E2 −M2), Eqs. (18) and (56)
are added into the Eq.(55). After that, by comparing suitable quantities in the right and left hand sides,
we get the following relations for F and G:
F 2 = 4δ2ε2, (57)
2FG+ 2δG = 4δ2β2 − 4δ2ℓ(ℓ+ 1), (58)
G2 − 2δG = 4δ2α2 + 4δ2ℓ(ℓ+ 1). (59)
Applying an extreme condition for the wave functions, we find that F < 0 and G > 0. Then, solving Eq.(59)
leads to
G =
2δ ±
√
4δ2 + 16δ2(α2 + ℓ(ℓ+ 1))
2
= δ ± 2δ
√
1
4
+ ℓ(ℓ+ 1) + α2. (60)
When consider G > 0 , from Eqs.(58) and (59) we find
2FG+G2 = 4δ2(α2 + β2), (61)
or
F = −G
2
+
2δ2(α2 + β2)
G
. (62)
Then, from Eqs. (57) and (62), we obtain
ε2 =
1
4δ2

−δ + 2δ
√
1
4 + ℓ(ℓ+ 1) + α
2
2
− 2δ
2(α2 + β2)
δ + 2δ
√
1
4 + ℓ(ℓ+ 1) + α
2


2
. (63)
By putting the Eq. (63) into Eq. (21), for the energy spectrum, we find,
M2 − E2 =

−δ + 2δ
√
1
4 + ℓ(ℓ+ 1) + α
2
2
− 2δ(α
2 + β2)
1 + 2
√
1
4 + ℓ(ℓ+ 1) + α
2


2
. (64)
In the limit r →∞, W (r)→ F . Substituting the Eq.(56) into Eq.(55) allows us to represent
V+(r) = W
2(r) +W ′(r) =
[
F 2 − (2FG− 2δG)e
−2δr
1− e−2δr +
(G2 + 2δG)e−4δr
(1− e−2δr)2
]
, (65)
V−(r) = W 2(r) −W ′(r) =
[
F 2 − (2FG+ 2δG)e
−2δr
1− e−2δr +
(G2 − 2δG)e−4δr
(1− e−2δr)2
]
. (66)
The potentials V±(r) are different with each other by additive constant. However, these have functional
form similarity, which are named as the invariant potentials [47, 48]. Their invariant forms are
R(G1) = V+(G, r) − V−(G1, r)
=
[
F 2 − F 21
]
=
[
−G
2
+
2δ2(α2 + β2)
G
]2
+
[
G+ 2δ
2
+
2δ2(α2 + β2)
G+ 2δ
]2
,
(67)
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R(Gi) = V+[G+ 2δ × (i − 1), r]− V−[G+ 2δ × (i), r]
=
(
−G+ 2δ × (i − 1)
2
+
2(α2 + β2)δ2
G+ 2δ × (i− 1)
)2
−
(
G+ 2δ × i
2
− 2(α
2 + β2)δ2
G+ 2δ × i
)2
,
(68)
where R(Gi) does not depend on r. We continue by using Gnr = Gnr−1 + 2δ = G+ 2nrδ, and then obtain
all the discrete spectrum of Hamiltonian H−(G) as follows
E2nr = E
2
0 +
nr∑
i=1
R(Gi) (69)
E2nr =M
2 −
(
−G
2
+
2δ2(α2 + β2)
G
)2
+
(
−G
2
+
2δ2(α2 + β2)
G
)2
−
(
−G+ 2δ
2
+
2δ2(α2 + β2)
G+ 2δ
)2
+
(
−G+ 2δ
2
+
2δ2(α2 + β2)
G+ 2δ
)2
− · · · −
−
(
−G+ (nr − 1)2δ
2
+
2δ2(α2 + β2)
G+ 2(nr − 1)δ
)2
+
(
−G+ 2(nr − 1)δ
2
+
2δ2(α2 + β2)
G+ 2(nr − 1)δ
)2
−
(
−G+ 2nrδ
2
+
2δ2(α2 + β2)
(G+ 2nrδ)
)2
.
(70)
As a result, we obtain
E2nrl = M
2 −
(
−G+ 2 · nrδ
2
+
2δ2(α2 + β2)
G+ 2nrδ
)2
. (71)
Finally, putting G in Eq. (60) into the Eq. (71), for energy spectrum, we get the following form:
M2−E2nr ,ℓ = δ2

−
√
1
4
+ α2 + ℓ(ℓ+ 1)− n− 1
2
+
(
α2 + β2
)
√
1
4 + α
2 + ℓ(ℓ+ 1) + n+ 12


2
= δ2

β2 − ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + α
2 + ℓ(ℓ+ 1)
nr +
1
2 +
√
1
4 + α
2 + ℓ(ℓ+ 1)


2
.
(72)
This form is exactly identical with the one we get by the NU method in (38).
Furthermore, by inserting the superpotential (56) into the Eq. (54), the radial eigenfunction χ0(r) is
calculated as
χ0(r) = N exp
[
−
∫
W (r)dr
]
= N exp
[∫ (
−F + Ge
−2δr
1− e−2δr
)
dr
]
= NeFr exp
[
G
δ
∫
d(1− e−2δr)
1− e−2δr
]
= NeFr(1− e−2δr) G2δ .
(73)
When r → 0, we can see that χ0(r)→ 0 and G > 0. When r →∞, χ0(r)→ 0 and F < 0.
4. Particular cases
After examining the bound state solutions of any l-state KG equation with a Class of Yukawa plus
Manning-Rosen potentials, now we discuss some particular cases below. By adjusting potential parameters
for each cases, some familiar potentials, which are useful for other physical systems, can be obtained.
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1. Setting V0 and V
′
0 to zero, the potential turns to central Manning-Rosen potential. In this case, the
energy spectrum equation is
M2 − E2 = δ2

γ2 − ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + α
2 + ℓ(ℓ+ 1)
nr +
1
2 +
√
1
4 + α
2 + ℓ(ℓ+ 1)


2
(74)
where
γ =
√
2(E +M)V02
2δ
=
√
A(E +M)
M
. (75)
This result is the same with the expression for bound state obtained in Ref. [23] (see, Eq.(18) of
Ref. [23]). The corresponding wave function is
χnr,ℓ(s) = Nnr,ls
√
M2−E2
2δ (1 − s) 12+
√
1
4
+ℓ(ℓ+1)+α2P
(√
M2−E2
δ
,2
√
1
4
+ℓ(ℓ+1)+α2
)
nr (s). (76)
2. Setting V01 and V02 to zero, i.e., η = 1 and A = 0, the potential turns to a class of Yukawa potential
given in Eq.(3). For this potential, the energy spectrum equation is obtained as
M2 − E2 = δ2

ξ2 − ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + ζ
2 + ℓ(ℓ+ 1)
nr +
1
2 +
√
1
4 + ζ
2 + ℓ(ℓ+ 1)


2
(77)
where
ξ =
√
4δV0(E +M)
2δ
, ζ =
√
−2V ′0(E +M). (78)
The corresponding wave function is
χnr,ℓ(s) = Nnr,ls
√
M2−E2
2δ (1− s) 12+
√
1
4
+ℓ(ℓ+1)+ζ2P
(√
M2−E2
δ
,2
√
1
4
+ℓ(ℓ+1)+ζ2
)
nr (s). (79)
3. Setting η = 1 and V0 = V
′
0 = 0, the potential turns to Hulten potential. In this case, the energy
spectrum equation is
M2 − E2 = δ2

γ2 − ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + ℓ(ℓ+ 1)
nr +
1
2 +
√
1
4 + ℓ(ℓ+ 1)


2
(80)
This result is the same with the expression obtained in Eq.(50) of Ref. [42] under the choice of
S(r) = V (r). The corresponding wave function is
χnr ,ℓ(s) = Nnr,ls
√
M2−E2
2δ (1− s) 12+
√
1
4
+ℓ(ℓ+1)P
(√
M2−E2
δ
,2
√
1
4
+ℓ(ℓ+1)
)
nr (s). (81)
4. If the parameters V01, V02 and V04 are set to zero, i.e., η = 1, A = V
′
0 = 0, then we have the central
Yukawa potential. The energy spectrum equation for this case is
M2 − E2 = δ2

ξ2 − ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + ℓ(ℓ+ 1)
nr +
1
2 +
√
1
4 + ℓ(ℓ+ 1)


2
(82)
where ξ is given in Eq. (78). This result is the same with the expression for the constant mass case
obtained in Ref. [28]. One can easily see this by setting q = 1 and α→ δ in Eq.(39) of Ref. [28]. The
corresponding wave function is
χnr,ℓ(s) = Nnr,ℓs
√
M2−E2
2δ (1− s) 12+
√
1
4
+ℓ(ℓ+1)P
(√
M2−E2
δ
,2
√
1
4
+ℓ(ℓ+1)
)
nr (s). (83)
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5. If the parameters V01, V02 and V03 are set to zero, i.e., η = 1, A = V0 = 0, then we have the inversely
quadratic Yukawa potential. The energy spectrum equation for this case is
M2 − E2 = δ2

−ℓ(ℓ+ 1)− 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + ζ
2 + ℓ(ℓ+ 1)
nr +
1
2 +
√
1
4 + ζ
2 + ℓ(ℓ+ 1)


2
(84)
where ζ is given in Eq. (78). The corresponding wave function is given by
χnr,ℓ(s) = Nnr,ℓs
√
M2−E2
2δ (1− s) 12+
√
1
4
+ζ2+ℓ(ℓ+1)P
(√
M2−E2
δ
,2
√
1
4
+ζ2+ℓ(ℓ+1)
)
nr (s). (85)
6. If δ → 0 in Eq.(82), the potential reduces to Coulomb-like potential, V (r) = −V0/r, and the corre-
sponding energy spectrum is obtained as
M2 − E2 =
[
V0(E +M)
(ℓ+ n+ 1)
]2
⇒ E =M (n+ ℓ+ 1)
2 − V 20
(n+ ℓ+ 1)2 + V 20
(86)
and this result is the same with Eq.(51) of Ref. [28] and consistent with those results in Ref. [56].
7. For ℓ = 0 (the s-wave case), the centrifugal term in Eq.(17) disappears because ℓ(ℓ+ 1)δ2 e
−2δr
(1−e−2δr)2 = 0
and the equation turns to the s-wave KG equation. We can obtain its corresponding energy spectrum
and radial wave functions from Eq.(38) and Eq.(50) by setting l = 0, respectively. The energy spectrum
equation is given by
M2 − E2 = δ2

β2 − 1/2− nr(nr + 1)− (2nr + 1)
√
1
4 + α
2
nr +
1
2 +
√
1
4 + α
2


2
. (87)
5. Numerical Evaluation
In this section, we present the numerical evaluation for the bound state solutions of the ℓ-wave KG
equation with the Manning-Rosen plus a Class of Yukawa potentials. We analyze the dependency of energy
levels E on the potential parameter δ and quantum number nr for given l as shown in Fig. 2 and 3. During
our numeric calculation, for simplicity some of the parameters are fixed as follows: V0 = 1, V
′
0 = 0.1,M = 1,
η = 0.75 and A = 2b. We also use the natural units here (~ = c = 1). We plot the energy levels E in
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Figure 2: The variation of Enr,l with respect to δ for given nr and ℓ = 0, 2.
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Figure 3: The variation of Enr,ℓ with respect to nr for given l and a) δ = 0.05 and b) δ = 0.15.
Fig. 2 as respect to the potential parameter δ in the range from 0 to 0.30 for l = 0, 2 and nr = 0, 1, 2. It is
seen that the energy levels E have very little variation for an interval of δ ∈ [0, 0.05] and then continue to
rapidly increase with increments of δ. In Fig. 3(a) and (b), the energy levels E (ℓ = 0, .., 5) are plotted as a
function of the quantum number nr in the range from 0 to 5 for δ = 0.05 and 0.15, respectively. For any ℓ,
the energy level E increases with the increment of nr.
Figure 4 shows total radial wave functions χnr ,l(r) as a function of position r varied in the range from 0
to 20 fm for different quantum states of n = 0, 1, 2, 3 and ℓ = 0, 2. As a mere illustration, the parameter δ
0 5 10 15 20-0,4
-0,2
0,0
0,2
0,4
0,6
n0
(r)
r [fm]
 nr=0,l=0  nr=2,l=0
 nr=1,l=0  nr=3,l=0
=0.15
a)
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n2
(r)
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 nr=0,l=2  nr=2,l=2
 nr=1,l=2  nr=3,l=2
=0.15
b)
Figure 4: The variation of the normalized wave function χnr ,ℓ(r) with respect to r for a) ℓ = 0 and b) ℓ = 2.
is kept fixed, δ = 0.15. Clearly from the figure, the wave functions have n nodes. The position dependence
of the potential strength, i.e., V0, V
′
0 , η, A, does not change the number of radial nodes but it affects the
wavelength and magnitude of the corresponding wave functions.
In Table 1, we list bound state energy levels of states 1s, 2s, 2p, 3p, 3d, 4p, 4d, 4f for various values of δ.
6. Concluding remarks
In this paper, we have employed two alternative methods, the NU and SUSYQM methods, to obtain the
bound state solutions of the KG equation in case of equal scalar and vector of Manning-Rosen plus a class
of Yukawa potentials by applying the improved approximation scheme to deal with the centrifugal term.
One of the main objectives of the current work is to check the validity of the obtained results, as well as
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Table 1: Bound state energy levels of 1s, 2s, 2p, 3p, 3d, 4p, 4d and 4f states for given values of δ. The principal quantum number
is defined by n = nr + ℓ+ 1.
δ 1s 2s 2p 3p 3d 4p 4d 4f
0.05 -0.995440 -0.989722 -0.981633 -0.971171 -0.958218 -0.958249 -0.942728 -0.924535
0.10 -0.983156 -0.961884 -0.930941 -0.890279 -0.837997 -0.838488 -0.772955 -0.691402
0.15 -0.964688 -0.919695 -0.851356 -0.759000 -0.631085 -0.633957 -0.453749 -0.158160
0.20 -0.941123 -0.865398 -0.743352 -0.570175 -0.381591 -0.300651
to check the legitimacy and the general principles of SUSYQM. We have obtained analytical expression of
energy eigenvalues and normalized wave function of a mentioned quantum system for any quantum states
ℓ and nr. The same expressions are obtained by both methods. It is clear that the bound state solutions
are more stable for a class of Yukawa plus Manning-Rosen potentials than the separated cases. The energy
spectrum is sensitive with regards to the potential parameter δ as well as quantum numbers nr and ℓ. The
wave functions have n nodes. The position dependence of the strength of potential does not change the
number of radial nodes but it affects the wavelength and magnitude of the corresponding wave functions.
We have also discussed some special cases, central Yukawa potential, inversely quadratic Yukawa poten-
tial, Manning-Rosen potential, Hulten potential, Coulomb-like potential and s-wave solution, obtained by
adjusting some potential parameters. We have shown that these are consistent with those results in previous
works.
The methods used in this work are the systematic ones, and in many cases, they are two of the most
reliable techniques in this area. In particular, the potential which is the linear combination of Manning-Rosen
and Yukawa potentials can be one of the important exponential potentials and it deserves special concern
in many branches of physics, especially in the atomic, condensed matter, particle and nuclear physics.
Appendix A. SUSYQM Method
For N = 2 in SUSYQM, it is possible to define two nilpotent operators, Q and Q†. They satisfy the
following anti-commutation relations:
{Q , Q} = 0, {Q†, Q†} = 0,
{Q, Q†} = H. (A.1)
Here H is the supersymmetric Hamiltonian operator and conventionally Q =
(
0 0
A− 0
)
and Q† =(
0 A+
0 0
)
. The Q and Q† are also known as the supercharges operators. Here A− is bosonic opera-
tor and A+ is its adjoint. In terms of these operators, the Hamiltonian H can be defined as [13, 14]:
H =
(
A+A− 0
0 A−A+
)
=
(
H− 0
0 H+
)
, (A.2)
where the H± are named as the Hamiltonian of supersymmetric-partner. Note also that Q and Q† operators
commute with H . If we have zero ground state energy for H (i.e. E0 = 0), we can always represent the
Hamiltonian as a product of a linear differential operators pairs in a factorable form. Therefore, the ground
state ψ0(x) obeys the Schro¨dinger equation as follows:
Hψo(x) = − ~
2
2m
d2ψ0
dx2
+ V (x)ψ0(x) = 0, (A.3)
hence
V (x) =
~
2
2m
ψ′′0 (x)
ψ0(x)
. (A.4)
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This result makes us possible to globally reconstruct the above potential from the information of its ground
state wave function that contain zero nodes. Hence, factorizing of H is quite easy by using the following
ansatz [13, 14]:
H− = − ~
2
2m
d2
dx2
+ V (x) = A+A− (A.5)
where
A− =
~√
2m
d
dx
+W (x) , A+ = − ~√
2m
d
dx
+W (x). (A.6)
After that, the Riccati equation for W (x) can be written as
V−(x) = W 2(x)− ~√
2m
W ′(x). (A.7)
Solving for W (x) from this equation, we can express it in terms of ψ0(x) by
W (x) = − ~√
2m
ψ′0(x)
ψ0(x)
. (A.8)
We obtain this solution by noticing that when A−ψ0(x) = 0 is satisfied, we have Hψ0 = A+A−ψ0 = 0 . We
then introduce the operator H+ = A
−A+ which is written by reversing the order of the H− components.
After a bit simplification, we find that H+ is nothing but the Hamiltonian for new potential V+(x).
H+ = − ~
2
2m
d2
dx2
+ V+(x) , V+(x) =W
2(x) +
~√
2m
W ′(x). (A.9)
We call V±(x) as supersymmetric partner potentials. For example, when the ground state energy of H1 is
E10 with eigenfunction ψ
1
0 , from Eq.(A.5) we can always write
H1 = − ~
2
2m
d2
dx2
+ V1(x) = A
+A− + E10 , (A.10)
where
A−1 =
~√
2m
d
dx +W1(x) , A
+
1 = − ~√2m
d
dx +W1(x),
V1(x) = W
2
1 (x)− ~√2mW ′1(x) + E10 ,W1(x) = −
~√
2m
d lnψ1
0
dx .
(A.11)
The SUSY partner Hamiltonian is defined by [13, 14]
H2 = A
−
1 A
+
1 + E
1
0 = −
~
2
2m
d2
dx2
+ V2(x), (A.12)
where
V2(x) = W
2
1 (x) +
~√
2m
W ′1(x) + E
1
0
= V1(x) +
2~√
2m
W ′1(x) = V1(x)−
~
2
m
d2
dx2
(lnψ
(1)
0 ).
(A.13)
Using Eq.(A.12), for H1 and H2, the energy eigenvalues and eigenfunctions are obtained as
E2n = E
1
n+1 , ψ
2
n = [E
1
n+1 − E10 ]−
1
2A−1 ψ1n+1 , ψ
1
n+1 = [E
2
n − E10 ]−
1
2A+1 ψ
2
n. (A.14)
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Here Emn represents the energy eigenvalue, where n and m denote the energy level and the m’th Hamiltonian
Hm, respectively. Hence, it is clear that if H1 has p ≥ 1 bound states with corresponding eigenvalues E1n,
as well as eigenfunctions ψ1n defined in 0 < n < p, then we can always generate a hierarchy of (p − 1)
Hamiltonians, i.e., H2, H3 , ..., Hp such that the (Hm) has the same spectrum of eigenvalue as H1, apart
from the fact that the first (m− 1) eigenvalues of H are absent in H [13, 14]:
Hm = A
+
mA
−
m + E
1
m−1 = −
~
2
2m
d2
dx2
+ Vm(x), (A.15)
where
A−m =
~√
2m
d
dx
+Wm(x) , Wm(x) = − ~√
2m
d lnψ
(m)
0
dx
, (m = 2 3 4, · · · p). (A.16)
We also have
E
(m)
n = E
(m−1)
n+1 = · · · = E1n+m−1 ,
ψ
(m)
n = [E1n+m−1 − E1m−2]−
1
2 · · · [E1n+m−1 − E10 ]−
1
2A−m−1 · · ·A−1 ψ1n+m−1,
Vm(x) = V1(x) − ~2m d
2
dx2 ln(ψ
(1)
0 · · ·ψ(m−1)0 ),
(A.17)
such that, by knowing all the eigenfunctions and eigenvalues of H1 we also obtain the corresponding eigen-
functions ψ1n and energy eigenvalues E
1
n of the (p− 1) Hamiltonians (H2 , H3 , ..., Hp).
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