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FINITE ENERGY LOCAL WELL-POSEDNESS FOR THE
YANG-MILLS-HIGGS EQUATIONS IN LORENZ GAUGE
ACHENEF TESFAHUN
Abstract. The Yang-Mills-Higgs equations (Y-M-H), when written relative
to Lorenz gauge, become a system of nonlinear wave equations. The key
bilinear terms in the resulting system turn out to be null forms–this is in
light of a recent discovery of null structure by Selberg and the present author
for Yang-Mills equations in Lorenz gauge. Using the null structure found
and bilinear space-time estimates, we prove local well-posedness of Y-M-H in
Lorenz gauge for finite energy data.
1. Introduction
The goal of this paper is to prove local well-posedness of Y-M-H in Lorenz gauge
for finite energy data. This result is in a sense a generalization of a recent paper by
Selberg and the present author [17] on the Yang-Mills equations in Lorenz gauge
for finite energy data.
Let G be a compact Lie group and g its Lie algebra. For simplicity, we shall
assume G = SO(n,R) (the group of orthogonal matrices of determinant one) or
G = SU(n,C) (the group of unitary matrices of determinant one). Then g =
so(n,R) (the algebra of skew symmetric matrices) or g = su(n,C) (the algebra of
trace-free skew hermetian matrices) with inner product
〈X,Y 〉 >= −Tr(X · Y T) or 〈X,Y 〉 >= −Tr(X · Y ∗),
where Tr, T and * denote the trace, transpose and conjugate transpose of a matrix,
respectively. The matrix commutator is given by
[X,Y ] = X · Y − Y ·X.
Given a g-valued 1-form A on the Minkowski space-time R1+3, we denote by F =
F (A) the associated curvature F = dA+ [A,A]. That is, given
Aα : R
1+3 → g,
we define Fαβ = F
(A)
αβ by
(1.1) Fαβ = ∂αAβ − ∂βAα + [Aα, Aβ ],
where α, β ∈ {0, 1, 2, 3}.
Then for a scalar field (also known as the Higgs field)
φ : R1+3 → g,
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Y-M-H consists of the Euler-Lagrange equations associated with the Lagrangian
L = 〈Fαβ , F
αβ〉 −
1
2
〈Dαφ,D
αφ〉 − V (φ),
where V (φ) is a Higgs potential and Dα = D
(A)
α denotes the covariant derivative
operator associated to A given by
Dα = ∂α + [Aα, ·].
A typical potential is
V (φ) =
1
p+ 1
|φ|p+1, 2 ≤ p ≤ 5.
In terms of F = F (A) and φ, Y-M-H then reads
DαFαβ = [Dβφ, φ],(1.2)
DαDαφ = |φ|
p−1φ.(1.3)
Here and throughout this paper we follow the convention that repeated upper/lower
indices are implicitly summed over their range. Indices are raised and lowered
using the Minkowski metric diag(−1, 1, 1, 1) on R1+3. Roman indices i, j, k, . . .
run over 1, 2, 3 and Greek indices α, β, γ over 0, 1, 2, 3. Points on R1+3 are written
(x0, x1, x2, x3) with t = x0, and ∂α denotes the partial derivative with respect to
xα . We write ∂t = ∂0, ∇ = (∂1, ∂2, ∂3), and ∂ = (∂t,∇).
The total energy, at time t, is given by
E(t) =
∫
R3
|F (t, x)|2 + |Dφ(t, x)|2 +
1
p+ 1
|φ|p+1 dx,
where D = (D0, D1, D2, D3). The energy is conserved for a smooth solution decay-
ing sufficiently fast at spatial infinity, i.e.,
E(t) = E(0).
Given a sufficiently smooth function U : R1+3 → G, define the gauge transforma-
tions
(1.4)
{
Aα → A
′
α = UAαU
−1 − (∂αU)U
−1,
φ→ φ′ = UφU−1.
A simple calculation shows, denoting F ′ = F (A
′) and D′α = D
(A′)
α , that
F ′ = UFU−1, D′αF
′ = U [DαF ]U
−1, D′αφ
′ = U [Dαφ]U
−1.
These imply
D′αF ′αβ = [D
′
βφ
′, φ′], D′αD′αφ
′ = |φ′|p−1φ′.
Thus, (1.2)–(1.3) are invariant under the gauge transformations (1.4), i.e., if (F, φ)
satisfies (1.2)–(1.3), so does (F ′, φ′). A solution is therefore a representative of its
equivalent class, and hence we may impose an additional gauge condition (on A).
The most popular gauges are
(i) Temporal gauge: A0 = 0,
(ii) Coulomb gauge: ∂iAi = 0,
(iii) Lorenz gauge: ∂αAα = 0.
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In both temporal and Lorenz gauges, Y-M-H can be written as a system of nonlinear
wave equations whereas in Coulomb gauge it is expressed as a system of nonlinear
wave equations coupled with an elliptic equation. Eardley andMoncrief [3, 4] proved
local and global well-posedness of Y-M-H in the temporal gauge for initial data (for
A and φ) in the Sobolev space 1 Hs×Hs−1 with s ≥ 2. To prove well-posedness for
data in H1 × L2 (data in energy class), however, requires the bilinear terms to be
null forms. In Coulomb gauge, following the work of Klainerman-Machedon [6] on
the Yang-Mills equations, Keel [5] showed that these terms are null forms and used
this to prove global well-posedness of Y-M-H in Coloumb gauge for finite energy
data. For studies on the regularity theory of the related Yang-Mills equations refer
to [6, 7, 8, 11, 12, 14, 19, 17, 20].
Recently, Selberg and the present author [17] discoverd null structure in the Yang-
Mills equations in Lorenz gauge and subsequently proved local well-posedness for
finite energy data. In this paper, we follow the same argument as in [17] to show that
Y-M-H in Lorenz gauge also contains null structure, and we combine this with space-
time bilinear estimates to prove local well-posedness for finite energy data. Lorenz-
gauge null structure was first discovered in [2] for the Maxwell-Dirac equations, and
then for the Maxwell-Klein-Gordon equations [15] (see also [16]).
2. Y-M-H as a system of nonlinear wave equations
Expanding (1.2)–(1.3) yields
Aβ = ∂β∂
αAα − [∂
αAα, Aβ ]− [A
α, ∂αAβ ]
− [Aα, Fαβ ]− [φ, ∂βφ]− [A
α, [Aα, Aβ ]]− [φ, [Aβ , φ]],
φ = −[∂αAα, φ]− 2[Aα, ∂
αφ]− [Aα, [Aα, φ]] + |φ|
p−1φ.
Thus, in Lorenz gauge, these equations simplify to the wave equations
(2.1)
{
Aβ = Λβ(A, ∂A, F, φ, ∂φ),
φ = Φ(A, φ, ∂φ),
where
(2.2)

Λβ = −[A
α, ∂αAβ ]− [A
α, Fαβ ]− [φ, ∂βφ]
− [Aα, [Aα, Aβ ]]− [φ, [Aβ , φ]]
Φ = −2[Aα, ∂
αφ]− [Aα, [Aα, φ]] + |φ|
p−1φ.
In addition, F satisfies the wave equation
Fβγ = −[A
α, ∂αFβγ ]− ∂
α[Aα, Fβγ ]− [A
α, [Aα, Fβγ ]]
− 2[Fαβ , Fγα] + 2[Dβφ,Dγφ] + [φ, [Fβγ , φ]].
(2.3)
Indeed, this will follow if we apply apply Dα to the Bianchi identity
DαFβγ +DβFγα +DγFαβ = 0
and simplify the resulting expression using the commutation identity
DαDβX −DβDαX = [Fαβ , X ]
and (1.2) (see e.g. [17]).
1Here Hs = (I −∆)−s/2L2(R3).
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Expanding the second, fourth and fifth terms in (2.3) and also imposing the Lorenz
gauge, yields
(2.4) Fβγ = Γβγ(A, ∂A, F, ∂F, φ, ∂φ),
where
(2.5)

Γβγ = −2[A
α, ∂αFβγ ] + 2[∂γA
α, ∂αAβ ]− 2[∂βA
α, ∂αAγ ]
+ 2[∂αAβ , ∂αAγ ] + 2[∂βA
α, ∂γAα] + 2[∂βφ, ∂γφ]
− [Aα, [Aα, Fβγ ]] + 2[Fαβ , [A
α, Aγ ]]− 2[Fαγ , [A
α, Aβ ]]
+ 2[∂βφ, [Aγ , φ]]− 2[∂γφ, [Aβ , φ]] + [φ, [Fβγ , φ]]
− 2[[Aα, Aβ ], [Aα, Aγ ]] + 2[[Aβ , φ], [Aγ , φ]].
Thus, in Lorenz gauge, (A,F, φ) satisfies the following system of nonlinear wave
equations:
(2.6)

A = Λ(A, ∂A, F, φ, ∂φ),
F = Γ(A, ∂A, F, ∂F, φ, ∂φ),
φ = Φ(A, φ, ∂φ),
where
Λ := {Λβ}, Γ := {Γβγ} and Φ
are given as in (2.2) and (2.5). To ease notation, we often skip the arguments in Λ,
Γ and Φ.
3. The Cauchy problem and statement of the main result
To pose the Cauchy problem for (2.6), it suffices to consider initial data for (A, φ)
at t = 0:
(3.1)
{
A(0) = a ∈ H1, ∂tA(0) = a˙ ∈ L
2,
φ(0) = φ0 ∈ H
1, ∂tφ(0) = φ1 ∈ L
2.
The initial data for F and their regularities can be determined from (3.1) as follows:
Let
F (0) = f, ∂tF (0) = f˙ .
Then using (1.1) and (1.2), we obtain
(3.2)

fij = ∂iaj − ∂jai + [ai, aj ],
f0i = a˙i − ∂ia0 + [a0, ai],
f˙ij = ∂ia˙j − ∂j a˙i + [a˙i, aj ] + [ai, a˙j ],
f˙0i = ∂
jfji + [a
α, fαi] + [∂iφ0, φ0] + [[ai, φ0], φ0],
where the first three expressions come from (1.1) whereas the last one comes from
(1.2) with β = i.
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Using (3.2) and the regularities in (3.1), one can show f ∈ L2 and f˙ ∈ H−1. Indeed,
these follows as a consequence of the estimates
(3.3)

‖uv‖L2 ≤ ‖u‖L4 ‖v‖L4 ≤ ‖u‖H
3
4
‖v‖
H
3
4
,
‖uv‖H−1 ≤ ‖uv‖L
6
5
≤ ‖u‖L2 ‖v‖L3 ≤ ‖u‖L2 ‖v‖H
1
2
,
‖uvw‖H−1 ≤ ‖uvw‖L
6
5
≤ ‖u‖L3 ‖v‖L3 ‖w‖L6 ≤ ‖u‖H
1
2
‖v‖
H
1
2
‖w‖H1 ,
where we used Ho¨lder and Sobolev inequalities in 3d. In particular, using (3.3) in
(3.2), one can get the following bounds:
(3.4)
 ‖f‖L2 ≤ C(1 + ‖a‖H1)
2 ‖a˙‖L2 ,∥∥∥f˙∥∥∥
H−1
≤ C(1 + ‖a‖H1)
3(‖a˙‖L2 + ‖φ0‖
2
H1 ).
Thus, we have shown
(3.5) F (0) = f ∈ L2, ∂tF (0) = f˙ ∈ H
−1.
Moreover, using (3.1), Ho¨lder inequality and Sobolev embedding, we can show
Dφ(0) ∈ L2, φ0 ∈ L
p+1 for 2 ≤ p ≤ 5.
So for initial data (3.1), we have E(0) < ∞, and for this reason we say that the
initial data have finite energy.
Note that (1.2) with β = 0 imposes the (gauge invariant) constraint
(3.6) ∂ifi0 + [a
i, fi0] = [φ1, φ0] + [[a0, φ0], φ0].
In addition, the Lorenz gauge imposes the constraint
(3.7) a˙0 = ∂
iai.
In the rest of the paper, we shall study the system of nonlinear wave equations (2.6)
in Lorenz gauge with initial data (3.1), (3.5) satisfying the constraints (3.6)–(3.7).
The most difficult nonlinear terms to deal with in (2.6) are the bilinear terms in
Λ,Γ and Φ. Let us for the moment focus on these bilinear terms, in which case,
the system (2.6) is of the form
(3.8)

A = Π(A, ∂A) + Π(A,F ) + Π(φ, ∂φ),
F = Π(∂A, ∂A) + Π(A, ∂F ) + Π(∂φ, ∂φ),
φ = Π(A, ∂φ),
where Π(. . . ) denotes a bilinear form in the given arguments.
It is well-known that a generic equation of the form
u = u∂u (or u = ∂u∂u)
can be shown to be locally well-posed for Hs×Hs−1 data for all s > 1 (resp. s > 0)
by using Strichartz estimates (see [13]). Moreover, in view of the counter examples
of Lindblad [9] these results are sharp. However, if we replace u∂u by a null form
of type Q(|∇|−1u, v) ( resp. ∂u∂u by Q(u, v)), we can do better and prove local
well-posedness for data in H1 ×L2 (resp. in L2×H−1). Here Q(u, v) is one of the
following:
(3.9)
{
Q0(u, v) = ∂αu∂
αv = −∂tu∂tv + ∂iu∂
jv,
Qαβ(u, v) = ∂αu∂βv − ∂βu∂αv.
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All the terms on the right hand side of (3.8) except Π(A,F ) and Π(φ, ∂φ) turn out
to be null forms, as we shall show later. For this reason, we will lose regularity
on the solution A starting from finite energy data. However, A is only a potential
representing the electromagnetic field F . The most interesting quantities here are
F and φ, and we do not lose regularity for these quantities if we start with finite
energy data. This is due to the presence of null structure in all the bilinear terms
in the equations for F and φ.
We now state our main result.
Theorem 1. Let 2 ≤ p < 5. For initial data (3.1), (3.5) (which are finite energy
data) satisfying the constraints (3.6)–(3.7), there exists a time T = T (D0) > 0,
where 2
D0 = ‖a‖H1 + ‖a˙‖L2 + ‖φ0‖H1 + ‖φ1‖L2 ,
and a solution (A,F, φ) on (−T, T )×R3 of the system (2.6) in Lorenz gauge. The
solution has the regularity 3
A ∈ C([−T, T ];H1−) ∩ C1([−T, T ];H0−),
F ∈ C([−T, T ];L2) ∩ C1([−T, T ];H−1),
φ ∈ C([−T, T ];H1) ∩ C1([−T, T ];L2),
and is unique in a certain subspace of these spaces.
Remark 1. The semilinear wave equation
φ = |φ|p−1φ
is energy subcritical for p < 5 and energy critical for p = 5. In the critical case,
p = 5, local existence for data in H1 × L2 can be proved (see e.g. [10]) using
Strichartz estimates and a Banach fixed point argument in the space
XT = C([−T, T ];H
1) ∩ C1([−T, T ];L2) ∩ L5tL
10
x ([−T, T ]× R
3).
The function spaces used in the present paper, however, do not work for the critical
case (p = 5). So we consider only the subcritical case (p < 5).
The rest of the paper is organized as follows. In Section 4, we reveal the null
structure in the key bilinear terms in Λ, Γ and Φ using the Lorenz gauge. In
Section 5, we rewrite (2.6) as a first order system and reduce Theorem 1 to proving
nonlinear estimates in Xs,b–spaces. In Sections 6 and 7, we prove these nonlinear
estimates.
2Of course, T depends also on ‖f‖L2 and
∥
∥
∥f˙
∥
∥
∥
H−1
, but in view of (3.4) these norms are
bounded by some power of D0.
3Here we use the notation a− = a − ε for sufficiently small 0 < ε ≪ 1.. Thus, we lose an ε
regularity for A due to the lack of null structure in the bilinear terms of type Π(A, F ) and Π(φ, ∂φ)
in the equation for A.
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4. Null structures in Λ, Γ and Φ
In this Section, we follow [17] and reveal the null structures in most of the bilinear
terms in Λ, Γ and Φ using the Lorenz gauge.
For g-valued u, v, define a commutator versions null forms by
(4.1)
{
Q0[u, v] = [∂αu, ∂
αv] = Q0(u, v)−Q0(v, u),
Qαβ [u, v] = [∂αu, ∂βv]− [∂βu, ∂αv] = Qαβ(u, v) +Qαβ(v, u).
Note the identity
(4.2) [∂αu, ∂βu] =
1
2
([∂αu, ∂βu]− [∂βu, ∂αu]) =
1
2
Qαβ [u, u].
Define
(4.3) Q[u, v] = −
1
2
εijkεklmQij
[
Rlum, v
]
−Q0i
[
Riu0, v
]
,
where εijk is the antisymmetric symbol with ε123 = 1 and
Ri = |∇|
−1∂i = (−∆)
−1/2∂i
are the Riesz transforms.
We then have the following Lemma which follows from [17, (2.6) in Lemma 1 and
identity (2.7)] after imposing the Lorenz gauge condition ∂αAα = 0.
Lemma 1. [17] Assume Aα, ψ ∈ S with values in g. Then in Lorenz gauge,
∂αAα = 0, we have the identities{
[Aα, ∂αψ] = Q
[
|∇|−1A,ψ
]
,
[∂tA
α, ∂αψ] = Q0i
[
Ai, ψ
]
.
Let us now look at the terms in Λ , Γ and Φ (see (2.2), (2.5)). In view of Lemma 1,
the first terms in Λ and Φ, and the first three terms in Γ are all null forms. By the
identity (4.2), the fourth, fifth and sixth terms in Γ are identical to 2Q0[Aβ , Aγ ],
Qβγ[A
α, Aα] and Qβγ [φ, φ], respectively. Thus, the only bilinear terms which are
not null forms are the second and third terms in Λ.
To this end, we split those terms which are null forms and those which are not
as
(4.4) Λ = Λ(1) + Λ(2), Γ = Γ(1) + Γ(2), Φ = Φ(1) +Φ(2),
where Λ(1),Γ(1) and Φ(1) are the null form terms, and in view of the above comments
these can be written as
(4.5)

Λ
(1)
β = −Q
[
|∇|−1A,Aβ
]
,
Γ
(1)
ij = −2Q[|∇|
−1A,Fij ] + 2Q[|∇|
−1∂jA,Ai]− 2Q[|∇|
−1∂iA,Aj ]
+ 2Q0[Ai, Aj ] +Qij [A
α, Aα] +Qij [φ, φ],
Γ
(1)
0i = −2Q[|∇|
−1A,F0i] + 2Q[|∇|
−1∂iA,A0]− 2Q0j[A
j , Ai]
+ 2Q0[A0, Ai] +Q0i[A
α, Aα] +Q0i[φ, φ],
Φ(1) = −2Q
[
|∇|−1A, φ
]
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and Λ(2),Γ(2) and Φ(2) are the terms without null structure:
(4.6)

Λ
(2)
β = −[A
α, Fαβ ]− [φ, ∂βφ]− [A
α, [Aα, Aβ ]]− [φ, [Aβ , φ]],
Γ
(2)
βγ = −[A
α, [Aα, Fβγ ]] + 2[Fαβ, [A
α, Aγ ]]− 2[Fαγ , [A
α, Aβ ]]
+ 2[∂βφ, [Aγ , φ]]− 2[∂γφ, [Aβ , φ]] + [φ, [Fβγ , φ]]
− 2[[Aα, Aβ ], [Aα, Aγ ]] + 2[[Aβ, φ], [Aγ , φ]],
Φ(2) = −[Aα, [Aα, φ]] + |φ|
p−1φ.
5. Reduction of Theorem 1 to nonlinear estimates
In this Section, we rewrite (2.6) as a first order system and reduce Theorem 1 to
proving nonlinear estimates in Xs,b–spaces.
5.1. Y-M-H as a first order system. We subtract A, F and φ to each side of
the equations in (2.6) to obtain
(5.1)

(− 1)A = −A+ Λ(A, ∂A, F, φ, ∂φ),
(− 1)F = −F + Γ(A, ∂A, F, ∂F, φ, ∂φ),
( − 1)φ = −φ+Φ(A, φ, ∂φ).
Thus, the wave operator  is now replaced by the Klein-Gordon operator  − 1.
We do this to avoid singularity in the change of variables below, where we get 4
〈∇〉−1 instead of the singular operator |∇|−1. The change of variables are
(A, ∂tA,F, ∂tF, φ, ∂tφ)→ (A+, A−, F+, F−, φ+, φ−)
where
A± =
1
2
(
A±
1
i〈∇〉
∂tA
)
,
F± =
1
2
(
F ±
1
i〈∇〉
∂tF
)
,
φ± =
1
2
(
φ±
1
i〈∇〉
∂tφ
)
.
Equivalently,
(5.2)

(A, ∂tA) =
(
A+ +A−, i〈∇〉(A+ −A−)),
(F, ∂tF ) =
(
F+ + F−, i〈∇〉(F+ − F−)),
(φ, ∂tφ) =
(
φ+ + φ−, i〈∇〉(φ+ − φ−)
)
.
Then the system (5.1) transforms to
(5.3)

(i∂t ± 〈∇〉)A± = ∓
1
2〈∇〉
Λ′(A+, A−, F+, F−, φ+, φ−),
(i∂t ± 〈∇〉)F± = ∓
1
2〈∇〉
Γ′(A+, A−, F+, F−, φ+, φ−),
(i∂t ± 〈∇〉)φ± = ∓
1
2〈∇〉
Φ′(A+, A+, φ+, φ−),
4 We use the notation 〈·〉 =
√
1 + | · |2.
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where
(5.4)

Λ′(A+, A−, F+, F−, φ+, φ−) = −A+ Λ(A, ∂A, F, φ, ∂φ),
Γ′(A+, A−, F+, F−, φ+, φ−) = −F + Γ(A, ∂A, F, ∂F, φ, ∂φ),
Φ′(A+, A+, φ+, φ−) = −φ+Φ(A, φ, ∂φ).
In the right-hand side of (5.4) it is understood that we use the substitution (5.2)
on (A,F, φ) and the arguments of Λ, Γ and Φ. Recall also that Λ, Γ and Φ are as
in (4.4)–(4.6).
The initial data transforms to
(5.5)

A±(0) =
1
2
(
a±
1
i〈∇〉
a˙
)
∈ H1,
F±(0) =
1
2
(
f ±
1
i〈∇〉
f˙
)
∈ L2,
φ±(0) =
1
2
(
φ0 ±
1
i〈∇〉
φ1
)
∈ H1.
5.2. Spaces used: Xs,b-Spaces and their properties. We prove local well-
posedness of (5.3)–(5.5) by iterating in the Xs,b-spaces adapted to the dispersive
operators i∂t±〈∇〉. These spaces are defined to be the completion of S(R
1+3) with
respect to the norm
‖u‖Xs,b
±
=
∥∥∥〈ξ〉s〈− τ ± 〈ξ〉〉bu˜(τ, ξ)∥∥∥
L2
τ,ξ
,
where u˜(τ, ξ) = Ft,xu(τ, ξ) is the space-time Fourier transform of u(t, x).
Let Xs,b± (ST ) denote the restriction space to a time slab ST = (−T, T ) × R
3 for
T > 0. We recall the fact that
Xs,b± (ST ) →֒ C([−T, T ];H
s) for b >
1
2
.
Moreover, it is well known that the linear initial value problem
(i∂t ± 〈∇〉)u = G ∈ X
s,b−1+ε
± (ST ), u(0) = u0 ∈ H
s,
for any s ∈ R, b > 12 , 0 < ε≪ 1, has a unique solution satisfying
(5.6) ‖u‖Xs,b
±
(ST )
≤ C
(
‖u0‖Hs + T
ε ‖G‖Xs,b−1+ε
±
(ST )
)
for 0 < T < 1.
In addition to Xs,b± , we shall also need the wave-Sobolev spaces H
s,b, defined to be
the completion of S(R1+3) with respect to the norm
‖u‖Hs,b =
∥∥∥〈ξ〉s〈|τ | − 〈ξ〉〉bu˜(τ, ξ)∥∥∥
L2
τ,ξ
.
We shall make a frequent use of the relations
(5.7)
{
‖u‖Hs,b ≤ ‖u‖Xs,b
±
if b ≥ 0,
‖u‖Xs,b
±
≤ ‖u‖Hs,b if b ≤ 0.
In particular, (5.7) allows us to pass from estimates in Xs,b± to corresponding esti-
mates in Hs,b.
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5.3. Reduction to nonlinear estimates using iteration. We shall do the iter-
ation in the following spaces:
A± ∈ X
s,b
± (ST ), F± ∈ X
0,b
± (ST ), φ± ∈ X
1,b
± (ST ),
where
(5.8) s = 1− ε, b =
1
2
+ 2ε,
for sufficiently small 0 < ε≪ 1. Then by (5.6) and a standard iteration argument,
local well-posedness reduces to the nonlinear estimates
(5.9)

‖Λ′(A+, A−, F+, F−, φ+, φ−)‖Xs−1,b−1+ε
±
. N(1 +N4),
‖Γ′(A+, A−, F+, F−, φ+, φ−)‖X−1,b−1+ε
±
. N(1 +N4),
‖Φ′(A+, A−, φ+, φ−)‖X0,b−1+ε
±
. N(1 +N4),
where
N =
∑
±
(
‖A±‖Xs,b
±
+ ‖F±‖X0,b
±
+ ‖φ±‖X1,b
±
)
.
The estimates for the linear terms A, F and φ in Λ′, Γ′ and Φ′ (see (5.4)) are trivial,
and so we ignore them. Then recalling (4.4)–(4.6), the estimates in (5.9) reduce to
proving
(5.10)

∥∥∥Λ(1)∥∥∥
Hs−1,b−1+ε
. N(1 +N4),∥∥∥Γ(1)∥∥∥
H−1,b−1+ε
. N(1 +N4),∥∥∥Φ(1)∥∥∥
H0,b−1+ε
. N(1 +N4),
and
(5.11)

∥∥∥Λ(2)∥∥∥
Hs−1,b−1+ε
. N(1 +N4),∥∥∥Γ(2)∥∥∥
H−1,b−1+ε
. N(1 +N4),∥∥∥Φ(2)∥∥∥
H0,b−1+ε
. N(1 +N4),
where we have also used (5.7) to replace Xs,b± type norms on the left hand sides
by Hs,b (we can do this since b − 1 + ε < 0). In order to ease notation, we have
not written the arguments for Λ(i), Γ(i) and Φ(i) but it is understood that the
arguments are there (as in (4.5)–(4.6)).
6. Proof of (5.10)
6.1. Reduction of (5.10) to estimates for Q = Q0, Q0i or Qij. To simplify
notation, for u = u+ + u−, we write
‖u‖Xs,b = ‖u+‖Xs,b
+
+ ‖u−‖Xs,b
−
.
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Looking at the terms in Λ(1), Γ(1) and Φ(1) (see (4.5)) and noting the fact that
the Riesz transforms Ri are bounded in the spaces involved, the estimates in (5.10)
reduce to proving the corresponding estimates for the null forms Q :∥∥Q[|∇|−1A,A]∥∥
Hs−1,b−1+ε
. ‖A‖Xs,b ‖A‖Xs,b ,(6.1) ∥∥Q[|∇|−1A,F ]∥∥
H−1,b−1+ε
. ‖A‖Xs,b ‖F‖X0,b ,(6.2)
‖Q[A,A]‖H−1,b−1+ε . ‖A‖Xs,b ‖A‖Xs,b ,(6.3)
‖Q[φ, φ]‖H−1,b−1+ε . ‖φ‖X1,b ‖φ‖X1,b ,(6.4) ∥∥Q[|∇|−1A, φ]∥∥
H0,b−1+ε
. ‖A‖Xs,b ‖φ‖X1,b .(6.5)
6.2. Reduction of (6.1)–(6.5) to estimates for ordinary null forms. The ma-
trix commutator null forms are linear combinations of the ordinary ones, in view of
(4.1). Since the matrix structure plays no role in the estimates under consideration,
we reduce to estimates to the ordinary null forms for C-valued functions u and v
(as in (3.9)).
Now, substituting
u = u+ + u−, ∂tu = i〈∇〉(u+ − u−),
v = v+ + v−, ∂tv = i〈∇〉(v+ − v−),
one obtains
Q0(u, v) =
∑
±,±′
(±1)(±′1)
[
〈D〉u±〈D〉v±′ − (±D
i)u±(±
′Di)v±′
]
,
Q0i(u, v) =
∑
±,±′
(±1)(±′1)
[
−〈D〉u±(±
′Di)v±′ + (±Di)u±〈D〉v±′
]
,
Qij(u, v) =
∑
±,±′
(±1)(±′1)
[
−(±Di)u±(±
′Dj)v±′ + (±Dj)u±(±
′Di)v±′
]
,
where
D = (D1, D2, D3) =
∇
i
has Fourier symbol ξ. In terms of the Fourier symbols
q0(ξ, η) = 〈ξ〉〈η〉 − ξ · η,
q0i(ξ, η) = −〈ξ〉ηi + ξi〈η〉,
qij(ξ, η) = −ξiηj + ξjηi,
we have
Q0(u, v) =
∑
±,±′
(±1)(±′1)Bq0(±ξ,±′η)(u±, v±′),
Q0i(u, v) =
∑
±,±′
(±1)(±′1)Bq0i(±ξ,±′η)(u±, v±′),
Qij(u, v) =
∑
±,±′
(±1)(±′1)Bqij(±ξ,±′η)(u±, v±′),
where for a given symbol σ(ξ, η) we denote by Bσ(ξ,η)(·, ·) the operator defined
by
Ft,x
{
Bσ(ξ,η)(u, v)
}
(τ, ξ) =
∫
σ(ξ − η, η)u˜(τ − λ, ξ − η)v˜(λ, η) dλ dη.
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The symbols appearing above satisfy the following estimates.
Lemma 2. [17] For all nonzero ξ, η ∈ R3,
|q0(ξ, η)| . |ξ||η|θ(ξ, η)
2 +
1
min(〈ξ〉, 〈η〉)
,
|q0j(ξ, η)| . |ξ||η|θ(ξ, η) +
|ξ|
〈η〉
+
|η|
〈ξ〉
,
|qij(ξ, η)| ≤ |ξ||η|θ(ξ, η),
where θ(ξ, η) = arccos
(
ξ·η
|ξ||η|
)
∈ [0, π] is the angle between ξ and η. It is this
angle which quantifies the null structure in the bilinear terms. This is due to the
following angle estimate, which allows us to trade in hyperbolic regularity and gain
a corresponding amount of elliptic regularity.
Lemma 3. Let α, β, γ ∈ [0, 1/2]. Then for all pairs of signs (±,±′), all τ, λ ∈ R
and all nonzero ξ, η ∈ R3,
θ(±ξ,±′η) .
(
〈|τ + λ| − |ξ + η|〉
min(〈ξ〉, 〈η〉
)α
+
(
〈−τ ± |ξ|〉
min(〈ξ〉, 〈η〉)
)β
+
(
〈−λ±′ |η|〉
min(〈ξ〉, 〈η〉)
)γ
.
For a proof, see for example [18, Lemma 2.1].
In view of Lemma 2, and since the norms we use only depend on the absolute value
of the space-time Fourier transform, we can reduce any estimate for Q(u, v) to a
corresponding estimate for the three expressions
Bθ(±ξ,±′η)(|∇|u, |∇|v), 〈∇〉u〈∇〉
−1v and 〈∇〉−1u〈∇〉v.
Thus, (6.1)–(6.5) can be reduced to the following:∥∥Bθ(±ξ,±′η)(u, v)∥∥Hs−1,b−1+ε . ‖u‖Xs,b± ‖v‖Xs−1,b±′ ,(6.6) ∥∥Bθ(±ξ,±′η)(u, v)∥∥H−1,b−1+ε . ‖u‖Xs,b± ‖v‖X−1,b±′ ,(6.7) ∥∥Bθ(±ξ,±′η)(u, v)∥∥H−1,b−1+ε . ‖u‖Xs−1,b± ‖v‖Xs−1,b±′ ,(6.8) ∥∥Bθ(±ξ,±′η)(u, v)∥∥H−1,b−1+ε . ‖u‖X0,b± ‖v‖X0,b±′ ,(6.9) ∥∥Bθ(±ξ,±′η)(u, v)∥∥H0,b−1+ε . ‖u‖Xs,b± ‖v‖X0,b±′ ,(6.10)
‖uv‖Hs−1,0 . ‖|∇|u‖Hs−1,b ‖v‖Hs+1,b ,(6.11)
‖uv‖Hs−1,0 . ‖|∇|u‖Hs+1,b ‖v‖Hs−1,b ,(6.12)
‖uv‖H−1,0 . ‖|∇|u‖Hs−1,b ‖v‖H1,b ,(6.13)
‖uv‖H−1,0 . ‖|∇|u‖Hs+1,b ‖v‖H−1,b ,(6.14)
‖uv‖H−1,0 . ‖u‖Hs−1,b ‖v‖Hs+1,b ,(6.15)
‖uv‖H−1,0 . ‖u‖H0,b ‖v‖H2,b ,(6.16)
‖uv‖L2 . ‖|∇|u‖Hs−1,b ‖v‖H2,b ,(6.17)
‖uv‖L2 . ‖|∇|u‖Hs+1,b ‖v‖H0,b .(6.18)
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6.3. Proof of (6.6)–(6.18). To prove these estimates, we need the following Theo-
rem about product estimates in Hs,b–spaces which is due to D’Ancona, Foschi and
Selberg [1].
Theorem 2. [1]. Let s0, s1, s2 ∈ R and b0, b1, b2 ≥ 0. Assume that
∑
bi >
1
2
,∑
si > 2−
∑
bi,∑
si >
3
2
−min
i6=j
(bi + bj),∑
si >
3
2
−min(b0 + s1 + s2, s0 + b1 + s2, s0 + s1 + b2),∑
si ≥ 1,
min
i6=j
(si + sj) ≥ 0,
and that the last two inequalities are not both equalities. Then
‖uv‖H−s0,b0 . ‖u‖Hs1,b1 ‖v‖Hs2,b2
holds for all u, v ∈ S(R1+3).
We also need the following null form estimates which is proved in [17] using the
angle estimate in Lemma 3 and the product estimates in Theorem 2 above.
Theorem 3. [17] Let σ0, σ1, σ2, β0, β1, β2 ∈ R. Assume that
0 ≤ β0 <
1
2
< β1, β2 < 1,∑
σi + β0 >
3
2
− (β0 + σ1 + σ2),∑
σi >
3
2
− (σ0 + β1 + σ2),∑
σi >
3
2
− (σ0 + σ1 + β2),∑
σi + β0 ≥ 1,
min(σ0 + σ1, σ0 + σ2, β0 + σ1 + σ2) ≥ 0,
and that the last two inequalities are not both equalities. Then we have the null
form estimate ∥∥Bθ(±ξ,±′η)(u, v)∥∥H−σ0,−β0 . ‖u‖Xσ1,β1
±
‖v‖
X
σ2,β2
±′
.
Then the null form estimates (6.6)-(6.10) follow from Theorem 3 and the estimates
(6.15) and (6.16) hold by Theorem 2.
We remain to prove (6.11)-(6.14) and (6.17)-(6.18). Consider first the case where u
has Fourier support on |ξ| ≥ 1. Then we can replace |∇|u by 〈∇〉u. Consequently,
we can replace the norms ‖|∇|u‖Hs−1,b and ‖|∇|u‖Hs+1,b on the rights hands of those
estimates by ‖u‖Hs,b and ‖u‖Hs+2,b respectively, and the resulting new estimates
will hold by Theorem 2.
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Next, consider the case where u has Fourier support on |ξ| < 1. Then the frequency
η of v is comparable to the output frequency ξ + η, in the sense that 〈ξ + η〉 ∼ 〈η〉.
Hence we reduce to
‖uv‖L2 . ‖|∇|u‖L2 ‖v‖H0,b .
But this follows by estimating
‖uv‖L2 ≤ ‖u‖L2t (L∞x )
‖v‖L∞t (L2x)
followed by the low-frequency estimate
‖u‖L2t (L∞x )
.
∥∥‖û(t, ξ)‖L1
ξ
∥∥
L2t
≤
∥∥|ξ|−1∥∥
L2
ξ
(|ξ|<1)
∥∥∥‖|ξ|û(t, ξ)‖L2
ξ
∥∥∥
L2t
. ‖|∇|u‖L2
and the estimate
‖v‖L∞t (L2x)
.
∥∥‖v˜(τ, ξ)‖L1τ∥∥L2ξ ≤ ∥∥〈τ〉−b∥∥L2τ ‖v‖H0,b . ‖v‖H0,b .
7. Proof of (5.11)
In the estimate for Φ(2) it suffices to consider p = 4. Looking at the terms in Λ(2),
Γ(2) and Φ(2) in (4.6) and ignoring the matrix commutator structure, the estimates
in (5.11) reduce to
‖uv‖Hs−1,b−1−ε . ‖u‖Hs,b ‖v‖H0,b ,(7.1)
‖u〈∇〉v‖Hs−1,b−1−ε . ‖u‖H1,b ‖v‖H1,b ,(7.2)
‖uvw‖Hs−1,b−1−ε . ‖u‖Hs,b ‖v‖Hs,b ‖w‖Hs,b ,(7.3)
‖uvw‖H−1,b−1−ε . ‖u‖Hs,b ‖v‖Hs,b ‖w‖H0,b ,(7.4)
‖uv〈∇〉w‖H−1,b−1−ε . ‖u‖Hs,b ‖v‖H1,b ‖w‖H1,b ,(7.5)
‖uvwz‖H−1,b−1−ε . ‖u‖Hs,b ‖v‖Hs,b ‖z‖Hs,b ‖w‖Hs,b ,(7.6)
‖uvw‖H0,b−1−ε . ‖u‖Hs,b ‖v‖Hs,b ‖w‖H1,b .(7.7)
Note that estimates for some of the terms in Λ(2), Γ(2) and Φ(2) are ignored since
the estimates for those terms are either similar or weaker than the estimates we
have in (7.1)–(7.7).
The estimate (7.1) follows from Theorem 2 and (7.2) reduces to
‖uv‖Hs−1,b−1−ε . ‖u‖H1,b ‖v‖H0,b
which is weaker than (7.1). We estimate (7.3) as
‖uvw‖Hs−1,b−1−ε . ‖uv‖H
1
2
,0 ‖w‖H1,b
. ‖u‖Hs,b ‖v‖Hs,b ‖w‖H1,b ,
where we used Theorem 2 in both steps.
We estimate (7.4) using Theorem 2 as
‖uvw‖H−1,b−1−ε . ‖uv‖H
1
2
,0 ‖w‖H0,b
. ‖u‖Hs,b ‖v‖Hs,b ‖w‖H0,b ,
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whereas (7.5) can be reduced to estimate (7.4). We estimate (7.6) as
‖uvwz‖H−1,b−1−ε . ‖uvw‖L2 ‖z‖Hs,b
. ‖uv‖
H
1
2
+ε,0 ‖w‖Hs,b ‖z‖Hs,b
. ‖u‖Hs,b ‖v‖Hs,b ‖w‖Hs,b ‖z‖Hs,b .
Finally, we estimate (7.7) as
‖uvw‖H0,b−1−ε . ‖uv‖H
1
2
,0 ‖w‖H1,b
. ‖u‖Hs,b ‖u‖Hs,b ‖w‖H1,b .
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