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SOMMAIRE 
L'interpretation automatique d'evenements des objets dans la video est un sujet de re-
cherche en croissance. Les humains cherchent de plus en plus a doter les systemes d'in-
formatique d'une intelligence pour la prise de decisions. Malgre l'engouement pour cette 
recherche, il reste encore plusieurs problemes et defis a relever surtout en ce qui concerne 
la generalisation, la precision et l'automatisation d'un systeme.de reconnaissance d'eve-
nements dans la video. Nous proposons un systeme SIFD automatique de la video dont 
l'objectif est l'obtention d'un dictionnaire de la video qui decrit dans un langage na-
turel le contenu de la video. Dans ce systeme, un modele de reconnaissance d'actions 
humaines est developpe. Les resultats obtenus pour ce modele montrent sa robustesse et 
ses excellentes performances par rapport aux autres travaux existants. La contribution 
de notre travail reside dans une nouvelle caracteristique CSST et dans la formation du 
dictionnaire. 
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INTRODUCTION 
Le traitement de videos designe l'etude et la transformation de videos numeriques afin 
d'ameliorer leur qualite, de reduire leur cout de stockage ou d'en extraire les informa-
tions pertinentes. Le traitement de videos a ete developpe surtout pour repondre a des 
problemes relies a la structure (plans, scenes, etc.) et a l'enchainement des images (mouve-
ment, suivi, etc.). Depuis les annees 1990, la video est utilisee dans l'industrie, le cinema, 
la television, la robotique, la securite, le web pour ne citer que ceux-la. 
Les algorithmes de traitement de videos se confondent se divisent en trois groupes : 
le bas niveau, le niveau structurel et le haut niveau [41]. Le bas niveau correspond au 
traitement de chaque image de la video et done de chacun des pixels (extraire les objets, 
les zones d'interets, le mouvement, etc.). Le niveau intermediaire s'occupe du traitement 
d'un ensemble d'images et par consequent d'un ensemble de pixels (extraire les plans, 
les scenes, etc.). Le haut niveau est celui qui fournit une information semantique sur la 
video. L'application de ce niveau implique l'utilisation d'autres algorithmes de bas niveau 
et de niveau intermediaire (extraction des caracteristiques, extraction des plans, etc.). 
Dans notre memoire, nous nous interessons principalement a la formation d'un diction-
naire des evenements de la video. Le dictionnaire decrira le contenu visuel de la video 
en terme d'evenements et de leur semantique. Les utilisateurs du dictionnaire sont nom-
breux : l'archivage des documents visuels, le resume des films, le resume des videosur-
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veillances (reconnaissance d'actions), etc. Dans ce memoire nous nous interessons a la 
construction d'un dictionnaire des actions humaines. Nous cherchons a decrire les actions 
humaines qui se trouvent dans une video et cela en distinguant les mouvements et leurs 
trajectoires. 
Les principales contributions de notre travail se recapitulent en deux points. Premiere-
ment, nous proposons une nouvelle methode pour la reconnaissance d'actions humaines 
fondee sur l'extraction et l'utilisation de nouvelles caracteristiques et de modeles statis-
tiques pour la classification. Deuxiemement, nous avons implante et valide un systeme 
d'interpretation d'evenements pour la fabrication du dictionnaire. 
Les caracteristiques sont extraites des images de la video et peuvent etre d'origine spatiale 
ou temporelle. Nous avons propose une nouvelle caracteristique la CSST. Cette caracte-
ristique englobe une information spatio-temporelle qui represente une region de la video 
appelee zone d'interet. Notons que l'extraction de caracteristiques et la classification ont 
ete realisees conjointement avec Omar Chahid. 
L'interpretation des evenements de la video se base sur l'extraction, l'interpretation et 
la mise en relation des actions. Ainsi, l'extraction des actions se fait selon des methodes 
de suivi et de detection de mouvement d'objets. Alors que l'interpretation se fait par 
l'intermediaire de modeles de classification (KNN, K-means, etc.) ou par des methodes 
d'etiquetages manuelles (intervention de l'utilisateur), la mise en relation des actions, 
quant a elle, rassemble celles deja reconnues pour reproduire le scenario d'une video. La 
deuxieme contribution de notre travail est l'implantation et la validation d'un systeme 
pour l'interpretation des evenements. Ce dernier consiste en l'extraction et l'interpreta-
tion des actions pour former un dictionnaire qui decrit efficacement et automatiquement, 
sans appel a l'intervention humaine, le contenu d'une video. 
Ce memoire est organise en 3 chapitres. Le premier, un etat de l'art sur l'analyse des 
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actions humaines en general, et sur leur reconnaissance en particulier. Dans le chapitre 
2, le modele de reconnaissance d'actions humaines propose et son experimentation sont 
presentes. Le chapitre 3 aborde en detail la construction du dictionnaire. Finalement, 
une conclusion est dressee pour presenter les resultats obtenus et aussi pour discuter des 
perspectives. 
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CHAPITRE 1 
Etat de l'art 
L'analyse d'actions humaines est un des sujets les plus traites au sein de la communaute 
de la vision par ordinateur. En partant du domaine de la videosurveillance, a la medecine 
et en passant par celui des jeux video, des applications recentes, dites intelligentes, se 
basent sur une telle analyse. Cette derniere consiste a detecter, a suivre au cours du 
temps et a reconnaitre les activites d'une ou plusieurs personnes dans une video. Dans 
les nombreux travaux consacres a ce sujet, les chercheurs adoptent plusieurs approches. 
se basant chacune sur differentes caracteristiques. 
Dans ce chapitre, nous dressons un etat de l'art de l'analyse d'actions humaines, et 
plus precisement celui de la reconnaissance. Pour cela, nous repondons aux questions 
suivantes : 
• Qu'est-ce qu'une action humaine ? 
• Quel est l'interet d'analyser une action humaine? 
• Quelles sont les etapes de l'analyse d'actions humaines? 
• Quels sont les travaux consacres seulement a la reconnaissance d'actions humaines ? 
• Comment faire de la reconnaissance d'actions humaines ? 
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1.1 Definition d'une action 
Une action est un processus effectue par un ou plusieurs objets qui changent dans le 
temps [91]. Cet objet peut etre entre autres une voiture, un etre humain, un arbre ou un 
robot. La definition etant trop large, Polana et Nelson [69] separent les actions en deux 
categories : 
La premiere contient les actions dites stationnaires. Cette categorie d'actions ne pro-
voque pas un changement macroscopique (apparence) de l'objet. Elle represente un objet 
temporellement mobile, sans aucun effet sur l'apparence visuelle. Par exemple, une video 
representant la rotation d'un anneau circulaire et de couleur uniforme, ou une video d'une 
chute d'eau. 
La deuxieme categorie est celle des actions non stationnaires. La majorite des actions 
appartient a cette derniere categorie, comme la video d'une foule de personnes qui passe 
dans la rue. Cela se justifie par le fait que l'apparence visuelle des objets change au cours 
du temps. De ce fait, deux sous-categories se distinguent. Les actions periodiques et non 
periodiques. Une action est dite non periodique, quand celle-ci ne se repete pas a travers 
le temps. Les sequences videos d'une personne qui effectue une chute ou une voiture 
qui rentre en collision avec une autre sont toutes considerees comme des actions non 
stationnaires, mais surtout non periodiques. Cependant, si une action dure dans le temps, 
alors elle est appelee action periodique. Les exemples suivants refletent parfaitement ce 
type d'action : une personne qui marche, un cheval qui galope ou un joueur de hockey 
qui patine. Le schema (figure 1.1) illustre ces differentes categories d'actions. 
Vu l'interet particulier des chercheurs pour l'etre humain, beaucoup de travaux se sont 
portes a la fois sur les actions humaines non stationnaires [66, 44, 91] et sur les periodiques 
[77, 29, 60]. Le fait de pouvoir reconnaitre, analyser et interpreter les activites d'une 
personne est utile pour differents domaines, tels que la videosurveillance ou la recherche 
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de videos par contenu. 
Action 
Stationnaire 
Chutes d 'eati 
Non Stationnaire 
Periodique Non Periodique 
Palmare d'un joueur Collision d'une voiture 
Figure 1.1 - Les categories d'actions dans une video. 
1.2 Les domaines d'applications 
Devant l'interet croissant pour l'analyse d'actions humaines, beaucoup d'applications 
sont parues. Certains travaux se sont limites au developpement d'applications pour une 
action particuliere. Par exemple, Petkovic et al. cherchent a reconnaitre les revers dans 
un match de tennis [68]. D'autres, [60, 29] ont cible plusieurs actions humaines. 
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Nous regroupons les applications de l'analyse et de Interpretation d'actions humaines 
en trois domaines. Le premier est l'analyse du mouvement. Ce domaine comprend les 
applications dont le but est de se focaliser sur une ou plusieurs parties du corps humain. 
Par exemple l'indexation, la recherche et l'analyse de videos de sport basees sur .le contenu 
[52, 68]. La reconnaissance de problemes orthopediques [46, 61], dans le cadre d'etudes 
cliniques, fait partie aussi de ce domaine. Le deuxieme domaine est celui de la surveillance 
video. Ce dernier regroupe toutes les applications dont l'objectif est le suivi et le controle, 
au cours du temps, des actions d'une ou de plusieurs personnes. L'interet est de pouvoir 
securiser des lieux [23], controler l'acces a un site sensible en reconnaissant les visages par 
exemple [86] ou prevenir des accidents comme pour la surveillance des personnes agees 
dans leurs residences [27]. Certaines applications de Marketing font partie du domaine de 
la surveillance video, comme celle qui necessite de detecter et compter automatiquement 
des individus dans une video [41]. Le troisieme domaine est celui des interfaces avancees. 
Les applications appartenant a ce domaine visent a faciliter la communication entre 
des utilisateurs ou entre un utilisateur et une machine, comme la traduction des gestes 
(langage des signes) pour les sourds [81]. Cette communication peut concerner aussi un 
environnement virtuel, comme le cas des jeux video interactifs [57]. 
Bien que ces applications soient nombreuses, l'analyse d'actions humaines, dans le do-
maine de la vision par ordinateur, se fait suivant des etapes bien precises. 
1.3 Schema general d'un systeme d'analyse d'actions 
humaines 
L'analyse complete d'une video contenant une ou plusieurs actions humaines suit une 
meme approche. En effet, plusieurs etudes [84, 9] definissent trois etapes majeures pour 
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la realisation de cette analyse. Le traitement commence par l'initialisation, ensuite se suit 
par le suivi du mouvement et se termine par la reconnaissance. Le schema (figure 1.2) 
illustre l'enchainement de ces etapes avec un apergu de leurs composantes. 
Avant 
trailement 
Initialisation 
(calibrage, hypotheses ..) 
En 
traitement 
Suivi du mouvement 
{detection, segmentation...) 
• • ' 
Reconnaissance 
(caracteristiques, classification...) 
Figure 1.2 - Les etapes de l'analyse d'une action humaine 
L'initialisation est une etape de pretraitement, qui a pour but la preparation des donnees 
necessaires pour la suite du traitement. Elle peut consister a verifier les hypotheses ou 
meme effectuer le calibrage de la camera. En general, cette etape necessite une interven-
tion manuelle de l'utilisateur. 
L'etape du suivi du mouvement se compose, en general, de quatre sous-etapes. La pre-
miere est la detection de mouvement. Cette derniere peut etre verifiee par un changement 
dans l'image de reference. La seconde, appelee segmentation, consiste a detecter l'objet 
mobile et le distinguer des autres, tout au long de la video. Ici, l'objet represente un etre 
humain en mouvement. La troisieme sous-etape definit une representation pour chaque 
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humain en mouvement. Cette representation peut etre sous forme d'un Blob 1 [20], d'une 
silhouette [35], d'une combinaison de caracteristiques spatio-temporelles [22], etc. Dans 
la quatrieme sous-etape, une correspondance entre les representations est effectuee, tout 
au long de la video. Ceci permet le suivi, d'une maniere continue, de Tetre humain tout 
au long du mouvement. Dans certains travaux [35], une autre sous-etape s'ajoute. C'est 
Identification d'une partie ou de la totalite du corps humain. La detection d'une par-
tie du corps, comme les jambes [53], les bras [67] ou le corps humain en entier [54], est 
souvent utilisee pour faire de la reconnaissance d'actions humaines. 
La reconnaissance est le resultat final de l'analyse d'une action humaine. Ce traitement 
est considere comme une description semantique de la video (une personne qui marche, 
qui court, etc.). Deux categories de reconnaissance peuvent etre definies. La premiere, 
appelee statique, a pour but de reconnaitre les postures d'une ou plusieurs personnes. 
Cette reconnaissance se fait en comparant l'information issue de chaque image (infor-
mation spatiale) de Taction humaine avec celle issue de l'image preenregistree. Certains 
travaux se contentent de comparer les silhouettes [36] pour determiner la position d'une 
personne, si elle est par exemple debout, accroupie ou assise. Dans la deuxieme categorie, 
l'information temporelle, issue du mouvement, vient s'ajouter a l'information spatiale. 
Cette combinaison permet de differencier entre des actions semblables en apparence. 
Comme, une personne qui court et une autre qui marche rapidement. La reconnaissance 
se base sur un modele de classification. II sufRt de comparer Taction (mouvement) detec-
tee avec celles deja definies dans l'etape d'apprentissage. Certains travaux se distinguent 
par la reconnaissance des actions sans information a priori [91]. 
Comme decrit precedemment, l'analyse d'actions humaines passe par les etapes d'initia-
lisation, de suivi du mouvement et de reconnaissance. En realite, la plupart des travaux 
1. Blob signifie large objet binaire (Binary Large OBject). Un blob est une region de pixels connectes 
dans une image binaire ou en niveaux de gris. En general, le blob se base sur la similarity du mouvement 
(ou de la couleur aussi), ainsi que la proximite spatiale. 
n'utilisent pas ces trois etapes ensemble. En effet, certains se sont focalises sur le suivi du 
mouvement [10, 35, 36, 67], alors que d'autres sur la reconnaissance [59, 45, 91, 77, 29]. 
Done, il est possible d'analyser des actions humaines en passant seulement par une etape 
de reconnaissance, sans considerer l'etape du suivi du mouvement. Dans ce cas, la recon-
naissance necessite un traitement prealable qui a pour but l'extraction d'informations 
(caracteristiques) pour representer chaque action humaine. 
1.4 Les donnees 
Dans leurs travaux de reconnaissance d'actions humaines, les chercheurs utilisent des 
bases de donnees de videos. Chaque video represente une personne [60] ou plusieurs 
[35] effectuant une action. Cette action peut representer une activite quotidienne, par 
exemple le fait de marcher, courir, sauter ou s'assoir [45, 77, 59], ou une activite sportive, 
comme jouer au soccer ou pratiquer du tennis [66, 91, 20]. Pour le traitement, meme si 
les videos sont en couleurs, elles sont souvent transformees en images a 256 niveaux de 
gris [77, 60, 91]. 
En fonction de l'objectif du travail, des hypotheses sur les videos sont emises. Dans le 
cadre de la reconnaissance d'actions humaines, ces hypotheses se portent sur le mouve-
ment et sur l'apparence visuelle. Pour le mouvement, les plus frequentes sont : le sujet 
reste dans le plan de la camera, la camera est fixe, pas d'occlusion, un mouvement lent et 
continu. Pour les hypotheses sur l'apparence visuelle, elles sont considerees selon l'envi-
ronnement ou le sujet. Generalement, celles qui dependent de 1'environnement sont : une 
luminosite constante, un arriere-plan statique et uniforme. Alors que les hypotheses les 
plus utilisees selon le sujet sont : le point de depart connu, le sujet identifie. Le nombre 
d'hypotheses depend de la complexity. Plus une video est complexe, plus le nombre d'hy-
potheses est grand. Les hypotheses decrites sont detaillees dans le travail de Moeslund 
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et Granum [62], Une fois les donnees etablies, chaque action humaine est representee par 
une ou plusieurs caracteristiques. 
1.5 Representation des videos 
Pour faire de l'analyse d'actions humaines, et plus precisement pour la reconnaissance 
d'actions (courir, s'asseoir ou taper des mains), differentes caracteristiques sont extraites 
de la video. Une caracteristique est un ensemble d'informations qui definissent une video. 
Plusieurs caracteristiques peuvent etre extraites d'une video. Cependant, seulement cer-
taines d'entre elles sont pertinentes. Une caracteristique est consideree pertinente, pour 
la reconnaissance d'actions humaines, quand elle distingue au mieux une action humaine 
des autres. 
En 1973, Johansson [43] s'est interesse a la caracterisation du mouvement humain. 
Pour son experimentation, il a place sur le corps d'un sujet, des cibles lumineuses- au 
niveau de chaque articulation, ensuite il l'a filme dans l'obscurite totale. II a defini ainsi 
une caracteristique appelee PCL ou Points Caracteristiques Lumineux (Moving Light 
Display). Plus tard, Cutting et Kozlowski [26], en utilisant les PCL, se sont interesses a 
distinguer les personnes selon leur demarche. Cette caracteristique montre qu'avec peu 
d'informations visuelles, il est possible de reconnaitre quelques actions humaines. 
Dans leur travail [15], Bobick et Davis utilisent l'lmage de l'Historique du Mouvement 
(.Motion History Image ou MHI) comme caracteristique. Le MHI regroupe le mouvement 
effectue au cours du temps en une seule image, ou l'intensite d'un pixel depend de la re-
cence du mouvement. Cette recence est exprimee par l'lmage de l'energie du Mouvement 
(Motion Energy Image ou MEI). Par exemple, plus le mouvement d'un pixel est recent, 
plus l'intensite de ce pixel est grande et vice-versa. Cette caracteristique est illustree par 
la figure 1.3. L'inconvenient d'une telle caracteristique reside dans le choix du parametre 
de duree. Meng et al. [60] utilisent le principe du MHI en introduisant la hierarchie, 
appelee l'Histogramme Hierarchique de 1'Historique du Mouvement (Hierarchical Motion 
History Histogramm ou HMHH). Calcule de la meme maniere que le MHI, le HMHH est 
considere selon plusieurs echelles de l'image. Cette derniere caracteristique est non seule-
ment riche en information, mais aussi peu couteuse en temps de calcul. En s'inspirant 
du MHI, Masoud et Papanikolopoulos [59] extrait des caracteristiques du mouvement 
humain directement de la video. Ce dernier applique un filtre a Reponse Impulsionnelle 
Infinie (Infinite Impulse Response), pour chaque image. L'objectif est de pouvoir repre-
senter le mouvement par sa recence, cette technique est appelee filtrage recursif. 
(a) (b) (c) 
Figure 1.3 - Les caracteristiques MEI et MHI. (a) Image originale, (b) MEI et (c) MHI. 
Pour representer une action humaine dans une video, le choix de points caracteristiques 
est une solution efficace. Dans ce sens, beaucoup de chercheurs optent pour des points 
contenant le maximum d'information sur le mouvement dans une video, appeles points 
d'interets. Ces derniers, utilises pour l'image [28], se sont generalises a la video [59]. Les 
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premiers a utiliser ces derniers points sont Schiildt et al. [77], dans le but de faire de 
la reconnaissance d'actions humaines. Avec la meme approche que Harris et Stephens 
[37] pour l'extraction des points d'interets spatiaux, Laptev et Lindeberg [49] detectent 
les differents points, ou l'information spatiale et temporelle locale connait des variations 
significatives. Dollar et al. [29] proposent un detecteur de comportement et d'actions 
humaines (expression faciale et activites humaines) base sur des points d'interets spatio-
temporels (patches). Ce detecteur est un filtre temporel avec une paire de quadratures 
de filtres de Gabor a une seule dimension. Toujours pour la representation d'une action 
par des points spatio-temporels, Kienzle et al. [45] s'inspirent du detecteur de Dollar 
et al. pour realiser un detecteur base sur un modele du mouvement de l'ceil humain. 
La figure 1.4 represente des points d'interets spatio-temporels, extraits d'une video d'ac-
tion humaine, selon differents detecteurs. Nous remarquons que la methode de Kienzle 
et al.[45] produit le plus de points d'interets par rapport a celles de Dollar et al. [29] 
et de Schiildt et al. [77]. Cependant, la methode [45] produits des points qui ne se 
trouvent pas sur l'objet en mouvement. L'etude de Niebles et al. [66] se distingue des 
autres par sa reconnaissance de plusieurs actions dans une meme video. Pour atteindre 
un tel objectif, chaque video est representee par une collection de rectangles, appeles 
Mots Spatio-Temporels (Spatial-Temporal Words), extraits a partir des points d'interets 
spatio-temporels. Chacun de ces rectangles appartient a une action deja definie. 
Pour Zelnik-Manor et Irani, une action est un objet temporel de longue duree. Dans leur 
travail [91], des caracteristiques spatio-temporelles locales sont extraites sous differentes 
echelles temporelles. L'objectif est de construire une pyramide temporelle (temporal py-
ramid) pour toute la video. lis estiment le gradient spatio-temporel local pour tous les 
points, a chaque echelle. lis construisent apres un histogramme de ce gradient normalise. 
Finalement, une distribution multidimensionnelle (le nombre d'echelles multiplie par les 
dimensions spatio-temporelles) est estimee pour representer chaque action. 
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Figure 1.4 - Les points d'interets pour trois detecteurs spatio-temporels. (a) Schiildt 
et al. [77], (b) Dollar et al. [29], (c) Kienzle et al. [45]. 
D'autres caracteristiques, pertinentes aussi, sont utilisees pour reconnaitre des actions 
humaines. Par exemple, Ke et al. [44] representent les actions par des caracteristiques 
volumetriques spatio-temporelles. Ces dernieres sont calculees a partir du flot optique 
horizontal et vertical de chaque point, tout au long de la video. 
1.6 Reconnaissance 
Une fois les caracteristiques extraites de la video, il reste a reconnaitre Taction. Cette 
reconnaissance se fait par la comparaison de ses caracteristiques avec celles predefinies 
lors de 1'initialisation. Pour cette fin, des modeles de classification sont developpes. Le 
module de classification se compose en general d'une initialisation, d'un apprentissage et 
d'une comparaison. Lors de l'etape d'initialisation, des classes d'actions humaines sont 
definies a priori. L'apprentissage consiste a identifier ces classes, alors que la comparaison 
a pour resultat l'affectation d'une action humaine a sa classe d'appartenance. 
Certains travaux optent pour une etape de reduction de donnees comme prealable a 
la classification. En effet, les chercheurs obtiennent ainsi une representation moins re-
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dondante, plus compacte et surtout plus discriminative, ce qui facilite la classification 
et reduit le temps de calcul. La methode la plus utilisee est l'Analyse en Composantes 
Principales [44, 59, 48, 22], 
Differents modeles de classification sont utilises dans la litterature. Certains de ces mo-
deles sont temporels, tels les modeles des Chaines de Markov Cachees (Hidden Markov 
Models ou HMM). Pour la classification-, HMM est un des modeles plus utilises [48, 20]. 
L'objectif principal des HMM est de realiser une association de donnees variant a travers 
le temps. En fait, les HMM sont des machines a etats non deterministes qui, selon une 
entree, passent d'un etat a un autre par des probabilites de transition variees. Un des 
interets du HMM reside dans sa capacite a faire de la mise a jour des donnees d'appren-
tissage, tout au long du processus. Comme autre avantage, ce modele permet d'ajouter 
facilement de nouvelles actions. Son long temps de calcul reste la faiblesse principale de 
ce modele. 
Les autres modeles, consideres comme non temporels, sont utilises dans la reconnaissance 
d'actions humaines sous differentes formes. Comme le Separateur a Vaste Marge (Sup-
port Vector Machine ou SVM) [77, 45, 60]. Malgre sa classification robuste, la fonction 
de decision est couteuse en temps de calcul. Cristianini et Shawe-Taylor [25] decrit par-
faitement ce modele. Une autre approche interessante est celle des Reseaux de Neurones 
[45, 32], Ce type de modele a l'avantage d'etre fonctionnel pour de grandes bases de don-
nees. D'autres travaux ont opte pour la methode des K plus proches voisins (k-nearest 
neighbors ou Kppv) [29, 77]. Cette methode necessite de definir d'avance un nombre k 
de voisins. Pour chaque donnee en entree, la classe, contenant le plus grand nombre de 
voisins trouve parmi ces k voisins, est la classe d'appartenance. En general, le choix du 
nombre k influence beaucoup les resultats de la classification. Plus k est grand, plus il 
devient moins sensible au bruit, et moins il s'adapte aux petites bases d'apprentissage. Le 
modele k-moyennes (k-means) est utilise aussi comme un modele non temporel [45]. Ce 
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modele partitionne des donnees d'apprentissage en k classes distinctes, avec un nombre k 
fixe lors de l'initialisation. Apres plusieurs iterations, un centre de gravite est trouve pour 
chaque classe. La donnee est affectee alors a la classe du plus proche centre de gravite. 
Niebles et al. utilisent 1'Analyse Semantique Probabiliste (Probabilistic Latent Semantic 
analysis ou pLSA) comme une approche statistique pour construire un vocabulaire [66]. 
Cette methode se base sur un apprentissage automatique des distributions de probabilites 
des mots spatio-temporels. 
D'autres travaux se basent sur le calcul d'une distance pour classer leurs donnees. Le 
choix de la metrique joue un role important dans la classification d'actions humaines. 
Masoud et Papanikolopoulos [59] s'inspire de la distance de HausdorfF pour determiner 
trois modeles de classification : Distance Minimum (DM), la Distance Moyenne Minimum 
(DMM) et la Moyenne des Distances Minimum (MDM). Dans [91], Zelnik-Manor et Irani 
utilise la distance x2 alors que Bobick et Davis [15] choisissent la distance de Mahalanobis 
pour comparer leurs caracteristiques. 
1.7 Conclusion 
Dans ce chapitre, un etat de l'art sur l'analyse d'actions humaines en general, et la 
reconnaissance de ces actions en particulier, est dresse. Plusieurs travaux se sont loca-
lises sur le suivi du mouvement [35, 36, 67], alors que d'autres sur la reconnaissance 
[59, 45, 91, 77, 29]. Ces deux traitements, generalement successifs, peuvent etre indepen-
dants. Dans ce cas, la reconnaissance necessite un traitement prealable qui a pour but 
l'extraction d'informations (caracteristiques) pour representer chaque action humaine. 
Dans la litterature, plusieurs caracteristiques ont ete utilisees. Elles peuvent etre sous 
forme d'une image du mouvement ou de points d'interets. Sauf qu'il est difficile de de-
terminer la caracteristique pertinente, celle qui distingue le mieux une action humaine. 
Apres l'extraction de la caracteristique, une video est affectee, selon un modele de classi-
fication, a la categorie d'action correspondante. Dans la suite de ce memoire, nous allons 
proposer notre approche pour la reconnaissance d'actions humaines. En basant sur une 
nouvelle caracteristique, nous utilisons differents modeles de classification. L'objectif est 
de mettre en valeur l'apport de notre caracteristique, ainsi que les performances de chacun 
des modeles utilises. 
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CHAPITRE 2 
Approche pour la reconnaissance 
d'actions humaines 
L'objectif de notre travail est la reconnaissance d'actions humaines. Nous procedons par 
etapes dans le but d'avoir des resultats comparables par rapport a l'existant. D'abord, 
nous cherchons les caracteristiques qui representent au mieux nos actions video. Puis, 
nous procedons a une reduction pertinente des donnees, ce qui nous permet de reduire le 
volume des donnees a traiter, et enfin nous procedons a la classification selon le modele 
le plus adapte. La figure 2.1 represente un schema recapitulatif de notre approche pour 
la reconnaissance d'actions humaines. 
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Figure 2.1 - Schema de l'approche pour la reconnaissance d'actions humaines. 
2.1 Extraction des caracteristiques 
Le choix des caracteristiques dans notre modele decoule des methodes de reconnaissance 
d'actions humaines (Section 1.5). Ces methodes reposent generalement sur une caracteris-
tique spatio-temporelle. Que cela soit les points d'interets spatio-temporels de Laptev et 
Lindeberg [49] ou les patches de Dollar et al. [29], ce genre de caracteristiques s'est avere 
plus efficace pour la reconnaissance d'actions humaines que les modeles bases sur le flux 
optique ou les caracteristiques de suivi. Parmi les limites de ces dernieres caracteristiques, 
il y a les problemes d'occlusion ou de formes d'objets non rigides [49, 29, 91, 66]. 
Une caracteristique spatio-temporelle integre une information spatiale indiquant la forme 
de l'objet et une information temporelle qui indique un changement temporel. Les deux 
informations combinees apportent alors une information sur un objet en mouvement. 
Parmi les caracteristiques spatio-temporelles, les points d'interets spatio-temporels de 
Laptev et Lindeberg [49] et les patches de Dollar et al. [29] sont les plus connues, 
d'ailleurs d'autres caracteristiques en decoulent. La limite de la premiere reside dans le 
peu d'informations generees [29], alors que le temps de calcul de la deuxieme represente 
sa limitation principale [66]. Dans notre travail, nous cherchons a remedier a ces limites 
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par le choix de deux caracteristiques au lieu d'une seule. Notre choix est motive par le 
taux eleve d'information generee que peuvent avoir deux caracteristiques combinees, tout 
en ayant un temps d'execution raisonnable. 
2.1.1 Les points d'interets spatio-temporels 
Dans plusieurs travaux de reconnaissance d'actions humaines (section 1.5), nous remar-
quons que les points d'interets sont les plus utilises et cela pour les avantages qu'ils 
offrent : robustesse aux occlusions et aux problemes d'ouverture, presence sur presque 
toutes les images, etc. Un point d'interet spatial se definit comme une discontinuity, 
dans deux dimensions, de la fonction d'intensite ou de ses derives. Laptev et Lindeberg 
ont generalise cette definition pour atteindre trois dimensions [49]. Les points d'inte-
rets sont utilises dans plusieurs domaines, dont la reconnaissance, la segmentation et la 
mise en correspondance. Differents detecteurs de points d'interets existent, notamment 
le detecteur de Harris, detecteur de Moravec, SIFT. Dans notre travail, nous nous inte-
ressons au detecteur SIFT (Scale Invariant Features Transforms) [28] pour ses proprietes 
interessantes. Nous decrivons en ce qui suit ce detecteur. 
Soit I une image donnee et L(x, y, a) l'espace echelle defini par : 
L{x, y, a) = G(x, y, a) * I(x, y) (2 .1 ) 
avec 
( 2 . 2 ) 
ou a est l'echelle. v 
D(x,y,a) = (G(x, y,ka) — G(x, y, a)) * I(x,y) 
= L(x, y,ka) — L(x, y, a) 
(2.3) 
(2.4) 
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La difference de gaussienne LoG est approximee en utilisant l'equation de la diffusion de 
la chaleur tel que : 
G(x, y, ka) - G(x, y, a) m (k - 1 )CT2V2G, (2.5) 
Par consequent, 
D(x, y,a) = (k -l)a2V2G * I(x,y), (2.6) 
II s'agit maintenant de localiser les extremums de D(x, y, ka). Pour cela, chaque point est 
compare avec ses huit premiers voisins, ainsi que les neuf autres voisins de l'echelle d'apres 
et l'echelle d'avant. Ce point est considere maximum local, si sa valeur est plus grande 
que celles de ses voisins. De la meme maniere, les minimums locaux sont obtenus. Cette 
methode pose le probleme des faux extremums, en supprimant ceux qui possedent une 
faible valeur de D(x, y, ka). Comme le souleve D.G. Lowe [28], deux extremums peuvent 
exister pour chaque cote d'une ellipse. II est done necessaire d'afRner cette recherche 
d'extremums. Pour ce faire, l'approche utilisee est celle du developpement de Taylor de 
la fonction multi-echelle D(x,y,a). Pour un point, cette fonction est representee comme 
suit : 
^ , r, SDT 1 tS2Dt D(*) = D + - - x + - x T — x (2.7) 
avec D la derivee a un point x = (x, y, a)T. Lorsque, la derivee de cette fonction est egale 
a zero, l'extremum x est determine, tel que x — La fonction D(x) est utilisee 
pour rejeter les extremums avec un contraste faible. II suffit pour cela de substituer x 
dans l'equation 2.7 et verifier si D(x) est superieur a un certain seuil r. 
= B + ( 2 - 8 ) 
Cela reste insuffisant, puisque des points appartenant au contour, ayant un contraste fort, 
ne sont pas reellement des points d'interets. Pour remedier a ce probleme, une solution, 
en exploitant la courbure, a ete proposee par D.G. Lowe [28]. Cette solution consiste 
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a eliminer les points d'interets ayant une large courbure principale dans la direction du 
contour et une petite dans la direction perpendiculaire. La matrice H (matrice Hessienne) 
est utilisee pour le calcul des courbures. Les valeurs propres de H sont proportionnelles a 
la courbure principale de D. En considerant ces remarques, il suffit de chercher les valeurs 
propres de la matrice Hessienne 2 x 2 aux coordonnees et a l'echelle du point d'interets, 
afin de savoir si l'extremum est mal defini ou pas. 
TT I DXX DXy 
\D D \ y X y ^ y y 
L'approche de Harris et Stephens [37] montre qu'il n'est pas necessaire de chercher les 
valeurs propres, mais seulement leur ratio. Soit a la valeur propre ayant la plus grande 
amplitude et j3 celle ayant la plus petite. II est possible de calculer la somme des valeurs 
propres par la trace (Tr) de H, et le produit par le calcul du determinant (Det) de H 
tel que : 
TR(H) = Dxx + Dvv — a + (3 (2.9) 
Det{H) — DxxDyy — (Dxy)2 = a(3, (2.10) 
Soit r, le rapport entre a et j3 tel que a = r(3 alors 
Tr(Hf = {a + /?)2 = (rp + (3f = (r + 1)2 
Det(H) a/3 r(32 r ' 1 ' ' 
La quantite (r+rr) diminue lorsque les deux valeurs propres sont egales, et elle augmente 
quand r augmente. Pour verifier si le ratio de la courbure principale est plus petit qu'un 
certain seuil r, il suffit de verifier : 
T R W (r + 1)2 
Det(H) r { 1 
Notons que r = 10 definit experimentalement par [28]. 
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Pour chaque point d'interet, un vecteur de caracteristiques est calcule tel que ce vecteur 
preserve l'invariance a la rotation. D.G. Lowe [28] a procede au calcul de l'orientation 
9(x, y) et ['amplitude m(x, y) du gradient, pour chaque point de L, tel que : 
m(x,y) = a / ( L ( x + 1, y) - L(x - l,y))* + (L(x, y + 1) - L(x, y - l))2 (2.13) 
0(x,y) = tan_1((L(a;, y + 1) — L(x, y — 1)) /{L(x + l,y) — L(x — 1, y))) (2.14) 
Un histogramme d'orientations est calcule, alors, dans une region autour du point d'in-
teret trouve. Chaque region est formee de 16* 16 elements divises en quatre sous regions. 
Chaque sous region contient quatre histogrammes d'orientations. Chaque histogramme 
est echantillonne en huit bins selon les orientations. Les amplitudes sont accuinulees dans 
chaque bins. D'ou un vecteur de caracteristiques de 4 * 4 * 8 = 128 donnees. 
Ce detecteur donne des points etant representes chacun par un vecteur de caracteris-
tiques invariant au changement de rotation, de translation, d'illumination et au petit 
changement de point de vue. Pour notre travail, nous adaptons ce detecteur en fonction 
de nos besoins. Malgre ses avantages, ce detecteur presente certaines limitations. Pre-
mierement, c'est un detecteur spatial. Deuxiemement, applique a une image, ce dernier 
fournit beaucoup d'informations (un grand nombre de points, avec pour chaque point un 
vecteur de 128 donnees). Pour une video, cette quantite d'information devient difficile 
a gerer. Troisiemement, ce detecteur genere des points qui ne sont pas tres utiles pour 
notre travail. Comme le cas des points qui se trouvent dans le fond des images ou dans 
un objet fixe de la video. La lenteur d'execution du detecteur reste sa derniere limitation, 
elle est due au grand nombre de convolutions a effectuer pour la detection de points. 
L'executable fourni par D.G. Lowe [28] prend a peu pres six secondes pour une image de 
200 x 300 pixels. Pour le traitement d'une video de 1 minute echantillonnee a 20 images 
par seconde, ce detecteur prend 2 heures (60 * 20 * 6 = 7200 secondes). 
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Maintenant, nous cherchons ce que nous appelons les zones d'interets. Chaque zone est 
une region de l'image ou un mouvement est effectue. Pour detecter cette region, nous 
calculons le contour spatio-temporel (defini dans la section suivante). Nous agrandissons 
la region trouvee, pour etre sur que l'objet en mouvement soit considere. Dans nos expe-
riences, nous augmentons la taille de cette region de quinze pixels dans les deux sens de 
l'image. Done, cette region de l'image contient de l'information sur le mouvement dans 
la video. Apres avoir detecte les zones d'interets dans la video, il suffit de chercher les 
points d'interets, selon le detecteur SIFT, se trouvant dans chaque zone. Ces points d'in-
terets sont alors des points d'interets spatiaux dans une zone de changement temporel 
(zone d'interet). La figure 2.2 page 27 illustre ces points d'interets contenus dans une 
zone d'interet. 
Dans la suite, ces points sont appeles Points d'interets Spatio-Temporel (PIST). Notre 
detecteur de points d'interets est nomme alors SIFT spatio-temporel. Ce detecteur a 
l'avantage de donner des points d'interets d'une quantite suffisante pour caracteriser 
seulement le mouvement dans une video. Nous obtenons un temps d'execution plus rapide 
que le SIFT, tout en gardant les memes avantages (invariance au changement de rotation, 
de translation, d'illumination et au petit changement de point de vu). 
2.1.2 Le contour spatio-temporel 
Apres avoir extrait les points d'interets spatio-temporels de la video, nous remarquons 
que certains points n'appartiennent pas au mouvement de l'objet. Comme illustre par la 
figure 2.2, nous remarquons des points sur la poitrine du sujet, alors que celle-ci ne bouge 
pas. Pour avoir plus de precision sur le mouvement, nous choisissons, comme deuxieme 
caracteristique, le contour spatio-temporel. Le contour englobe tout le mouvement d'un 
objet. En plus, nous l'avons deja calcule precedemment, lors de l'extraction des zones 
d'interets, ce qui nous garantit un gain considerable en temps de calcul. 
Un contour spatial dans une image I(x, y) est une ligne sur laquelle se produit les plus 
grandes variations de / . Soit G le gradient de I defini par : 
G = V / = 
Le module et le vecteur directeur du gradient de / sont donnes par : 
|G | = V / ( S ) 2 + dy 
(2.15) 
(2.16) 
9 = 
V / 
VI 
(2.17) 
Un point appartenant au contour spatial est trouve lorsque le module de son gradient est 
superieur a un certain seuil. Pour inclure l'axe du temps, nous generalisons ce contour 
en nous inspirant des travaux de Laptev et Lindeberg [49]. Ce nouveau contour est 
appele Contour Spatio-Temporel (CST). D'apres [49], nous pouvons construire pour une 
sequence d'images V : SR2 x 9£+ 5?, un espace d'echelle lineaire L : 9?2 x 3? x i—> 3J 
en appliquant une convolution a V par un noyau gaussien spatio-temporel de variance 
spatiale of et de variance temporelle r;2. 
Etant donnee une sequence V de N images telle que : 
V(x,y,t) = I1{x,y),I2(x,y),....,IN(x,y) (2.18) 
et un noyau gaussien spatio-temporel defini par : 
1 
g{x, y, t; at, rz ) = .4 2 exp(—(x
2 + y2)/2af — £ 2 / 2 T 2 ) 
alors, 
L(.lof,T?) = g(-,of1T?)* V(-) 
25 
(2.19) 
( 2 . 2 0 ) 
A partir de ce modele, nous cherchons le gradient spatio-temporel F en appliquant une 
convolution a V par les derivees partielles de la fonction du noyau gaussien g tel que : 
avec 
F=VV= 
dv-\ 
dx 
dV 
dy 
dV 
L dt • 
dV 
— = Vx{x, y, t) = gx * V(x, y, t) 
dV 
— = Vy(x, y, t)=gy* V{x, y, t) 
dV — = Vt(x,y,t) =gt* V(x,y,t) .. 
(2 .21) 
(2 .22) 
(2.23) 
(2.24) 
Pour detecter le contour, nous calculons le module du gradient \F\ donnee par 
1*1 = V F 
dV_ 
dx + 
dV_ 
dy + 
dv\-
dt ) 
(2.25) 
et nous verifions si ce module est superieur a un certain seuil r. Nous calculons aussi 
l'orientation du gradient. Comme le gradient spatio-temporel est en 3D, son orientation 
doit comprendre alors deux angles, 0 qui est Tangle spatial et p Tangle temporel par 
rapport a x tel que : 
6 = arctan(Fj //Fx) et p — a r c t an (F x /F t ) (2 .26) 
Ces orientations sont done appelees Contour Spatio-temporel (CST). Cette caracteris-
tique CST est illustree par la figure 2.3 page 28. 
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2.1.3 Algorithme et resultats experimentaux 
En resume, l'algorithme d'extraction des caracteristiques prend en entree une video V, et 
genere en sortie deux caracteristiques CST (Contour Spatio-Temporel) et PIST (Points 
d'interets Spatio-temporel). D'abord, pour chaque image i de V, les trois derivees par-
tielles en i par rapport a x, y et t sont calculees selon l'equation 2.21. Le module du 
gradient est calcule selon l'equation 2.25. Nous verifions pour chaque point, s'il est su-
perieur a un certain seuil r. Ainsi, le Contour Spatio-Temporel (CST) est obtenu, Les 
deux vecteurs directeurs du gradient spatio-temporel sOnt ensuite calcules a chaque point 
du contour, selon l'equation 2.26. La zone qui englobe le CST definit alors notre zone 
d'interet, dont la dimension depend du CST obtenu. Apres, les differences d'images sont 
calculees a differentes echelles pour chaque zone, selon l'equation 2.4. Nous trouvons en-
suite les extremums locaux de D(x,y,ka). A partir de ces derniers, nous eliminons tous 
les points ayant un contraste faible, en substituant les points ayant D(x) (equation 2.8) 
plus petit qu'un seuil donne. Les points avec un contraste eleve ayant une large cour-
bure sont aussi enleves, en utilisant le ratio des valeurs propres de la matrice Hessiennne 
(equation 2.12). Les points restants sont alors les PIST. Le vecteur directeur et 1'ampli-
tude de chaque PIST sont calcules selon l'equation 2.13 et 2.14. Finalement, le vecteur 
de caracteristiques de 128 donnees est construit pour chaque PIST. 
Nous avons experiments les caracteristiques CST et PIST sur 600 videos d'actions hu-
maines. Ces videos sont echantillonnees a 25 images a niveaux de gris par secondes, avec 
une resolution de 160 x 120. Pour ces tests, nous avons utilise un ordinateur muni d'un 
processeur T5750 Intel Core 2 Duo, cadense a 2*2.00 GHz et muni de 3 Go de memoire 
vive. Pour la caracteristique CST, nous obtenons un temps de traitement moyen de 28 
secondes pour une video contenant 500 images. Ceci donne un taux de traitement moyen 
de 18 images/seconde. Nous constatons alors que l'extraction du CST est rapide. Pour 
extraire les PIST, notre algorithme a besoin, en moyenne, de 10 minutes pour traiter 
une video de 500 images. Done le taux de traitement moyen est de 0,8 image/seconde. 
Nous remarquons que ce temps obtenu est court aussi. En comparaison avec Texecutable 
de D.G. Lowe [28], pour une meme taille d'image, nous obtenons un taux moyen de 0,5 
image/seconde. Ceci confirme la rapidite de notre algorithme. Comme mentionne prece-
demment, les PIST necessitent l'extraction du CST afin d'obtenir les zones d'interets. 
Done le temps de traitement obtenu pour les PIST inclut celui de l'extraction du CST. 
Nous appelons ces deux caracteristiques combinees l'information CSST (Contour et Sift 
Spatio-Temporel). 
La figure 2.2 presente trois images decrivant une personne qui bouge les bras. Comme 
illustre par cette figure, certains points, detectes parmi les PIST, se trouvent sur l'ab-
domen du sujet. Or, aucun mouvement n'est effectue dans cette partie de l'image. Done 
les fausses detections sont considerees comme des limitations pour les PIST. Dans le cas 
de variations du zoom dans une video, la caracteristique du CST confond le mouvement 
de la camera avec le mouvement de Taction. Ce que nous considerons comme une des 
limitations du CST. La figure 2.3, illustre les resultats obtenus pour la caracteristique 
CST. 
** mmk 
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Figure 2.2 - Les points d'interets dans une zone d'interet 
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Figure 2.3 - Le contour spatio-temporel pour of = 1.2 et rf = 1.0. 
2.2 Reduction des donnees 
Notre objectif est d'obtenir des caracteristiques en quantite suffisante et significatives. Les 
caracteristiques spatio-temporelles, obtenues dans la section precedente, sont appelees la 
caracteristique CSST (Contour et Sift Spatio-Temporel). Pour chaque video un grand 
nombre de donnees CSST sont generees. En effet, pour chaque image I de la video V, le 
SIFT Spatio-Temporel fournit un nombre de points d'interets iVj. Le nombre total des 
PIST (Points d'interets Spatio-Temporel) pour une video de m images est : 
TO 
i=0 
Chaque PIST correspond a un vecteur de 128 donnees. Alors, pour une video d e m — 200 
images et de iVj = 50 points d'interets en moyenne, nous obtenons 10000 vecteurs de 128 
dimensions. Ceci represente une grande quantite de donnees a gerer. Dans la plupart 
des modeles de classification, que ga soit le SVM, le Kppv ou la Regression logistique, 
chaque donnee en entree (video) est representee par un vecteur de donnees decrivant une 
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caracteristique. En general, ces modeles considerent un nombre limite de caracteristiques. 
Pour cette raison, il est imperatif de diminuer le grand nombre de donnees obtenues par le 
SIFT spatio-temporel. Nous utilisons, a cette fin, l'Analyse en Composantes Principales 
(ACP). Soit p'1,...p'Nm des PIST d'une video V, et M la matrice des vecteurs de ces PIST, 
centree et reduite. 
M = 
h 
h 
Pi 
fx 
Pi 
Pi 
PNm 
( «1,1 
aN0,\ 
O-Nul 
aNi,l 
\ aNm,l 
UNo, 128 
1^,128 
OjVi.128 
1^,128 
OiVj, 128 
Ol,128 
OiVm, 128 / 
La matrice Mvc de variance-covariance est donnee par : 
Mvr = — MlM N„ 
(2.28) 
Le principe de l'ACP est de trouver un axe u, issu d'une combinaison lineaire de nos 
vecteurs de donnees, tel que la variance du nuage autour de cet axe soit maximal. Nous 
appliquons l'ACP sur nos donnees pour reduire la dimension de notre espace. Apres 
experimentation, nous remarquons qu'en moyenne, la premiere valeur propre associee 
au premier vecteur propre est de 28.88% avec un ecart-type 3.25%, et atteint 58.1% 
pour les 5 premieres avec un ecart-type de 2.23%. Ces resultats sont calcules pour un 
echantillon de 182 videos parmis les videos de la base de donnees decrite dans la section 
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suivante. En se limitant aux cinq premiers vecteurs propres, le nombre de donnees diminue 
significativement. Mais, il en reste que c'est toujours un grand nombre pour les modeles 
de classification. 
D'apres l'ACP, le premier vecteur propre est la meilleure representation des donnees en 
une dimension (ID). Partant du fait que notre premier vecteur propre decrit en moyen 
28.88% de 1'inertie totale des videos, ce qui est considerable pour 128 dimensions en 
total, et sachant que c'est la meilleure representation en (ID), nous choisissons, alors, de 
representer nos donnees selon le premier vecteur propre de dimension 128. Ceci reduit 
considerablement la representation des donnees. 
Pour le CST, les vecteurs directeurs sont utilises comme caracteristique a part. Pour 
chaque image I, 1'orientation temporelle genere un grand nombre de donnees, surtout si 
le mouvement est rapide. Par consequent, une etape de reduction de donnees s'impose. 
Nous creons pour chaque image / de la video V, un vecteur d'orientations de dimension 
I, en effectuant un echantillonement d'un bin egal a f . Nous avons experimentalement 
les meilleurs resultats de classification pour I — 32. Ce vecteur se compose du nombre 
d'orientations par bin de longueur egale a ^ pour chaque image, (ou les orientations 
varient de 0 a 7r). Par exemple, pour une video contenant 300 images, il y a 300 vecteurs de 
32 orientations. A la fin de la reduction des donnees par l'ACP pour cette caracteristique, 
il en resulte deux vecteurs de 32 valeurs chaque, un vecteur pour les orientations spatiales 
et un pour les orientations temporelles. Ceci est illustre par le tableau 2.1 
0 0 | .... I 22 1 9 0 
Tn 7T [ [ 7T 7T [ V 7T 3*7T | [ 7T 29* IT I ['29*7T 3U*7T [ [ 3U*7T 31*7T [ r31*7T ZTf 
) 321 ' 132 ' 16' ' 116 ' 32 I > " • • ' . I 32 ' 32 L ' I 32 ' 32 I ' 1 32 ' 32 I ' I 32 ' I 
Tableau 2.1 - Exemple de vecteur d'orientations du gradient 
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En resume, notre algorithme de reduction de donnees prend en entree tous les PIST de la 
video V et le vecteur directeur de chaque point appartenant au CST de V. Rappelons que 
les PIST sont calcules separement pour chaque zone d'interet. Nous obtenons en sortie 
un seul vecteur pour tous les PIST et un histogramme des orientations pour chaque zone 
d'interet de V. Nous commengons par rassembler tous les PIST dans une matrice M. . 
Cette derniere est ensuite reduite, centree a l'aide de l'ACP. Notons que les points, qui 
se repetent, sont elimines, done ils ne sont pas consideres par l'ACP. La dimension d'une 
telle matrice M est.de 128* le nombre des PIST obtenus. Selon l'equation 2.28, la matrice 
de variance-covariance Mvc est calculee. De celle-ci, nous obtenons les vecteurs propres 
et les valeurs propres de M. Au final, nous choisissons le premier vecteur propre pour 
qu'il soit le vecteur representatif des PIST. Pour les orientations, l'algorithme consiste 
d'abord a construire un vecteur de 32 bins, pour chaque zone d'interet. Ensuite, le nombre 
d'orientations variant dans un bin de longueur tt/32 est calcule, tel que les angles du 
vecteur varient entre 0 et it. 
2.3 Apprentissage et classification des actions humaines 
Apres l'extraction des caracteristiques et leur reduction, nous cherchons une methode 
pour la classification des actions humaines presentes dans les videos. Inspires des travaux 
anterieurs, nous choisissons d'abord un modele de classification simple. Ce modele est la 
classification par les K plus proches voisins (Kppv). Et nous experimentons, ensuite, un 
nouveau modele de classification des actions humaines, appele Modele Bayesien pour la 
Regression Logistique. 
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2.3.1 Classification par les K plus proche voisins (Kppv) 
Soit yi, • • • ,yc des classes d'actions humaines comme marcher, courir, applaudir, avec c 
le nombre total d'actions. Comme illustree dans la figure 2.4, une action est formee de 
plusieurs zones d'interets non necessairement connexes. A chaque action est associee alors 
une information CSST. Cette information est representee par un ensemble de vecteurs, 
qui nous permettent d'affecter une video V a une classe y^ Pour cela, il est indispensable 
d'avoir un modele de classification. Un des plus utilises dans la litterature (Section 1.6) 
est le Kppv ou les K plus proches voisins. 
Avant d'effectuer la classification, ce modele passe par une etape d'apprentissage. En 
effet, un ensemble d'apprentissages T se constitue des informations CSST des videos 
d'apprentissage. T est divise en sous-ensembles, representant chacun une classe d'actions 
humaines yi. Done chaque video de l'ensemble d'apprentissages est etiquetee selon sa 
classe d'appartenance. Pour classer une video V en entree, le modele calcule d'abord 
la distance d(-, •) (euclidienne, cosinus...) entre l'information CSST de V et celles de 
toutes les videos de l'ensemble T. Ensuite, le Kppv effectue un tri croissant des distances 
obtenues. En verifiant l'etiquette qui se repete pour les k plus proches voisins, le modele 
attribue une classe d'appartenance a V selon cette etiquette. 
Figure 2.4 - Les zones d'interets. 
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Sachant que le CSST se compose de deux informations, nous choisissons d'abord de traiter 
par le Kppv chacune de ces informations a part, et d'additionner ensuite les resultats 
obtenus selon une ponderation. En effet, pour la caracteristique PIST, une video V est 
representee par un seul vecteur U, contrairement au CST qui en resulte un vecteur pour 
chaque zone d'interet Zj. Done pour une video V, nous cherchons par le Kppv la video 
ayant la plus petite distance d(-,-) avec U. Pour le CST, nous calculons une distance 
qui separe chaque video V d'une video d'apprentissage Vr de T. Cette distance est une 
moyenne des distances entre chaque zone d'interet Zj de V et la zone correspondante 
Zxi- Cette derniere se definit comme une zone de la video d'apprentissage Vr, ayant la 
plus petite distance avec Zj. 
Pour le Kppv, Qian et al. [70] montrent que la distance euclidienne et la distance cosinus 
sont similaires et donnent de bons resultats, lorsque le nombre de voisins k est grand. 
Toujours selon ces auteurs, dans le cas d'une combinaison de caracteristiques, la distance 
cosinus devient plus performante que l'euclidienne, avec un temps d'execution plus court. 
Lorsque le nombre de voisins k est petit, la classification par ces deux distances est 
variante. Sachant qu'il existe peu de bases de donnees avec une grande quantite de videos 
d'actions humaines, un grand echantillon d'apprentissage devient difficile a former. Nous 
devons pour ga etudier ces deux distances. La distance euclidienne se definit pour un 
vecteur de n dimensions, pour V (la donnee a classer) et Vr (une donnee appartenant a 
l'echantillon d'apprentissage), par : 
n 
(2.29) 
et la distance cosinus par : 
VVT d(.,.) = c os(V,Vt) = t—^ (2.30) 
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2.3.2 Algorithme de classification par Kppv 
Notre algorithme pour le Kppv a en entree un ensemble d'apprentissages Ts des premiers 
vecteurs propres pour les PIST, un ensemble d'apprentissages Th de vecteurs d'histo-
grammes d'orientations du CST, une video V d'une action humaine et un nombre de 
voisins k. En sortie, nous obtenons la classe d'actions correspondante a la video V. Nous 
commengons par l'extraction des caracteristiques, pour appliquer apres l'algorithme de 
reduction de donnees pour obtenir le vecteur propre Vs et l'ensemble de vecteurs Vh-
Nous formons ensuite l'ensemble Es(Vs,Ts,d(., .),k) des k plus proches distances cal-
culees pour Vs par rapport a Ts- La distance d(.,.) est soit euclidienne ou cosinus. De 
la meme maniere, nous formons l'ensemble EH(VH,TH,d(., ,),k) des k plus proches dis-
tances calculees pour Vh par rapport a Th- Pour construire un tel ensemble, nous cal-
culons la distance entre et pour chaque vecteur d'histogramme Vfo de Vh et t?H 
de tH (une video appartenant a Th)- Cette derniere etape est repetee chaque vecteur 
t?H. Nous retenons ainsi la distance dmm, etant la plus petite par rapport a Vjj- Nous 
repetons aussi ces trois dernieres etapes pour le reste des vecteurs Vh- Une distance 
moyenne dmin(tH) de toutes les dmin est ainsi calculee. Nous obtenons done, pour chaque 
element tn de Th, une distance dmin(tH) par rapport a Vh- NOUS calculons cette derniere 
distance pour le reste des elements tn de TH- Pour chaque classe nous calculons le 
nombre d'elements Ds dans Es(Vs,Ts,d(., ,),k), et le nombre d'elements Dh, contenu 
dans EH{VH,TH, d(.,.), k). Nous combinons alors les deux nombres de voisins pour chaque 
classe yi, avec une ponderation a et f3 trouvee experimentalement, tel que le nombre total 
D%t = aDs + PDh- Finalement, la video V est attribuee a la classe ayant la plus grande 
DlT. 
2.3.3 Classification par un Modele Bayesien de Regression Lo-
gistique 
Selon R. Ksantini et Dubeau [71], que ce soit le taux d'erreur de classement ou le temps 
d'execution pour la classification des images, la MBRL (Modele Bayesien de Regression 
Logistique) performe mieux que plusieurs modeles existants (SVM, la RVM, etc.). Nous 
experimentons alors ce modele pour la classification des actions humaines. Ce choix est 
motive par la disponibilite du code source. 
La regression logistique classique ou bayesienne, a comme objectif la separation par un 
hyperplan de deux groupes f^o et fii. Dans notre travail, nous considerons plus que deux 
groupes. Ceci nous pousse a utiliser le modele de regression multinomial. Cette derniere 
consiste a comparer deux ensembles d'actions sous forme d'arbre d'actions. Par exemple, 
la base de donnees, decrite dans la section 2.4.1, represente six actions humaines (boxer, 
applaudir, agiter, marcher, courir, jogger). Nous divisons ces actions en deux groupes : 
des actions selon le mouvement des bras et d'autres selon celui des jambes. Ensuite, nous 
divisons les actions des bras en mouvement rapide (boxer) et mouvement lent (applaudir 
et agiter). Pour le deuxieme groupe, concernant les actions selon les jambes, nous le 
divisons a son tour en groupes d'actions rapides (courir) avec celle plus lente (marcher 
et jogger). La figure 2.5 illustre notre modele MBRL multinomial pour cette base de 
donnees. 
Nous remarquons que cet exemple d'arbre d'actions (un contre un) necessite en entree 
une connaissance a priori et une bonne repartition des actions. Nous proposons alors 
de mettre plus l'accent sur chaque classe d'actions toute seule, en utilisant la strategie 
(un contre tous). Pour cela, nous appliquons le MBRL binaire, avec un premier groupe 
contenant une classe donnee d'actions et l'autre groupe regroupant les classes d'actions 
restantes. Par exemple, pour la meme base de donnees precedente, nous separons d'abord 
marcher de tout le reste (courir, jogger, boxer, applaudir et agiter) ensuite nous separons 
courir du reste (marcher, jogger, boxer, applaudir et agiter), et ainsi de suite pour les 
autres classes d'actions. Pour un element donne V, nous cherchons la classe d'actions 
la plus proche, qui est consideree comme sa classe d'appartenance. Dans nos resultats 
experimentaux, nous remarquons que les deux strategies decrites (un contre tous et un 
contre un) obtiennent des resultats similaires. Dans le cas ou la strategie un contre un 
est difficile a realiser l'utilisation de notre strategie (un contre tous); devient preferable. 
Actions de la base de donnees 
Actions selon les jambes Actions selon les jambes Actions selon les bras 
Actions lentes Actions rapides (Courir) Actions rapides (Boxer) Actions lentes 
Actions (Marcher) Actions (Jogger) Actions (Applaudir) Actions (Agiter) 
Figure 2.5 - Les categories d'actions dans une video. 
Apres avoir divise nos deux groupes selon la strategie (un contre tous), nous appliquons 
le MBRL binaire. Prenons par exemple, Q0 l'ensemble des donnees X\ qui provient de la 
classe marcher et Qi l'ensemble des donnees Xj r des classes restantes (courir, applaudir, 
etc.) avec : 
XT = (X^, Ag j,..., Xrj_lti, 1) 6 n0 (2.31) 
Xir = (X*,X*,...,Xtij,l)zni (2.32) 
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Pour la caracteristique PIST, J est l'ensemble de 128 donnees. 
Les travaux de R. Ksantini et Dubeau [71] consistent a chercher une pseudometrique 
qui discrimine au mieux les deux groupes, et cela, par un hyperplan. Pour cette fin, il 
suffit de calculer les poids de cette pseudometrique u et {^ >k}kZo- utilisant la regres-
sion logistique bayesienne pour ce calcul, R. Ksantini et Dubeau [71] montrent que la 
pseudometrique est plus discriminative. De ce fait, une bonne separation entre et fii 
est obtenue. Nous associons a la classe Qq, contenant n0 premiers vecteurs propres PIST, 
une variable binaire Si = 0. Pour les premiers vecteurs propres PIST contenu dans 
Qi, nous associons une variable binaire S J = 1. Avec ce modele de regression logistique, 
les poids de la pseudometrique et un intercept v sont choisis pour maximiser la fonction 
logarithmique de vraisemblance. 
no n i 
log(L(W = (oJ0,uQ,... ^j-uv))) = X > S ( K ) + ^og(pJ) (2.33) 
i=i j = i 
avec la probabilite de pertinence pi et de non-pertinence pj : 
J - i 
$ = P(SJ = l\XJ) = F{Cj oX- + v) (2.34) 
k—0 
J-l 
pl = P(Sl = l \Xl) = F(-O0X r0 t t + Y,"kXli-v) (2.35) 
fe=o 
et avec une fonction logistique F(x) — Comme explique par R. Ksantini et Dubeau 
[71], il est difficile d'utiliser Fisher ou l'algorithme du gradient comme algorithme d'op-
timisation pour deux raisons, a savoir l'exponentielle dans la fonction de vraisemblance 
et la presence de zeros dans le vecteur de donnees. Comme f2o et sont des ensembles 
de grande taille et de grandes dimensions, l'exponentielle tends vers 0, ce qui empeche 
la convergence. Afin de remedier aux deux premieres limitations (exponentielle et zero), 
R. Ksantini et Dubeau [71] lissent les parametres a estimer, en admettant une distribution 
a priori. L'autre probleme du a la taille et la dimension des ensembles peut etre resolu 
en utilisant des transformations variationnelles qui simplifient le calcul des parametres a 
estimer. Tout ceci a motive le choix de la regression logistique bayesienne basee sur les 
transformations variationnelles (MBRL). 
R. Ksantini et Dubeau [71] calculent la distribution a posteriori de W, avec W = 
(uJ0,u>o, • • • ,CJJ-I,V) l'ensemble des parametres des poids de la pseudometrique. Tel qu'en 
entree, W sa tc(W) avec 7r une distribution gaussienne a priori, de moyenne n et de 
matrice de covariance E. 
P(W\S0 = 0, Si = 1) 
Exoencx.en, I l U = = WMX> = 
P(S0 = 0,Si = 1) 
avec 
P(Si = i\Xi = xu W) = F{{2i - 1 )Wtxi) 
(2.36) 
(2.37) 
pour i e {0,1}. 
En utilisant les estimations variationnelles et les inegalites de Jensen, la distribution a 
posteriori est estimee par 
i 
P(W\So = 0,S1 = l)> 
i=0 
Ei=0 -ELo [Azi)(Eqi[Hf]-e*)} (2.38) 
avec Eqo et Eqi des esperances des distributions gaussiennes a priori q0 et qi respective-
ment. <p(ti) = 2 ^ et {ei}*=0 sont les parametres variationnels. De ce fait, la distri-
bution a posteriori est estimee par une limite inferieure, et une distribution gaussienne 
de moyenne /j,post et de matrice de covariance Epost. Ces deux dernieres sont estimees par 
une mise a jour de l'equation bayesienne : 
( E ^ ) " 1 = (E)-1 + 2 ^ [¥>(<*)(£« [xiixrf]] (2.39) 
i=0 
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Impost E 'post 
i=0 
(i ~ \){Eqi [Xi] (2.40) 
La valeur de npost comporte les valeurs a estimer ui, {wfc}fe=o e t intercept v. Pour trouver 
la classe d'appartenance d'une action x, il suffit de verifier si F((2i — \)Wtxi) est superieur 
a 0,5. 
De la meme maniere que la caracteristique PIST, nous appliquons le MBRL pour toute 
action representee par la caracteristique CST. La difference majeure reside dans un pre-
traitement .effectue sur les donnees, qui a pour but de representer chaque video par un 
seul vecteur de caracteristiques. Ce vecteur Hmoy est la moyenne de tous les vecteurs du 
CST de la meme video. 
2.3.4 Algorithme de classification par la MBRL 
Notre algorithme a en entree un ensemble T de videos d'apprentissage et une video 
V, pour laquelle il faut determiner la classe d'actions d'appartenance. En sortie, nous 
trouvons la classe d'actions de V. Avant d'effectuer la classification, nous passons par 
une etape d'apprentissage. Nous debutons par une extraction des caracteristiques, pour 
chaque element de l'ensemble T, ainsi qu'une reduction des donnees. Nous calculons 
ensuite le vecteur moyen Hmoy pour chaque video de T. Les premiers vecteurs propres 
Ts des PIST de chaque video de T sont rassembles dans un groupe G\. Tandis que le 
reste des vecteurs est mis dans un deuxieme groupe G<i- Nous initialisons ensuite go, Qi 
et la distribution a priori 11(1^). Par une methode iterative, n^ost et E^ost sont calculees 
pour la premiere caracteristique selon les equations (2.39) et (2.40). Nous rassemblons 
ensuite tous les vecteurs TL d'une meme action dans G\, et le reste des vecteurs est rimoy ' 
place dans un groupe G2. Pour le CST, de meme que les PIST, nous initialisons q0, 
qi et la distribution a priori II(VF), et nous calculons fipOSt et Toute cette etape 
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d'apprentissage est refaite pour chaque classe d'actions (section 2.3.3). 
Apres l'apprentissage, nous obtenons deux vecteurs nspost et Hp0st pour chaque classe 
d'actions. Nous pouvons verifier la classe d'appartenance d'un element V (une video 
d'une action humaine) par la classification. Comme pour chaque donnee en entree, nous 
appliquons a V l'algorithme d'extraction des caracteristiques et celui de la reduction des 
donnees. Nous obtenons ainsi les deux vecteurs Vs et VHmoy. Ensuite, nous calculons la 
probability de pertinence de V par rapport a la classe d'action marcher pmarcher: puis par 
rapport a la classe courir pcourir, ensuite jogger pj°99eri et ainsi de suite. Chaque probability 
de pertinence trouvee pi, est compose de deux probabilites p'0 et pi. Ces deux dernieres 
sont calculees selon l'equation 2.37. pi est la probability de pertinence par rapport a 
la caracteristique PIST et p?0 par rapport a la deuxieme caracteristique CST tel que 
p] = appQ + ppi- a et j3 sont des parametres de ponderation trouves experimentalement. 
Enfin, nous attribuons V a la classe d'actions avec la plus grande probability pi. 
2.4 Resultats experimentaux 
Apres, avoir presente 1'approche que nous effectuons pour la reconnaissance des actions 
humaines, nous testons le modele decrit sur une des plus grandes bases de donnees exis-
tantes. Le but est de pouvoir estimer les differents parametres du modele, et d'evaluer ses 
performances dans la reconnaissance des actions. Les resultats obtenus lors de cette.etape 
experimentale sont indiques et analyses dans cette partie. Pour determiner l'apport de 
chaque caracteristique, nous evaluons les performances de plusieurs methodes. Chaque 
methode est la combinaison d'une caracteristique avec un modele de classification. Dans 
la derniere section de cette partie, une comparaison, des performances de notre modele 
avec celles des autres travaux, est dressee. Cela nous permet de relever les avantages de 
notre approche, ainsi que ses limitations par rapport aux travaux existants. 
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2.4.1 Les donnees 
Notre modele est valide en utilisant la plus grande base de donnees de videos d'actions 
humaines existante, dans laquelle chaque video represente une action seule. Cette base 
de donnees, developpee au sein du KTH par Schiildt et al. [77], se compose de six cate-
gories d'actions humaines periodiques. Ces categories represented Taction de Marcher, 
de Jogger, de Courir, de Boxer, d'Agiter la main et d'Applaudir. 
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Figure 2.6 - Les differentes categories d'actions selon les differents scenarios 
Chaque action est jouee par 25 personnes differentes (hommes et femmes) selon 4 sce-
narios (figure 2.6). Le scenario si represente un environnement exterieur, le scenario s2 
est dans un environnement exterieur avec des variations du zoom, le scenario s3 est aussi 
dans un environnement exterieur, mais ou les sujets portent des habits differents tandis 
que le scenario s4 designe un environnement interieur. Done, la base de donnees contient 
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600 videos, acquises avec une camera fixe. Une video contient un seul humain sur un fond 
homogene. Ces sequences videos sont de 25 images par secondes, a 256 niveaux de gris 
et une resolution de 160 x 120 pixels. 
L'interet de choisir ces differents scenarios est celui de tester la robustesse d'un modele 
de reconnaissance d'actions humaines periodiques, face a un changement d'echelle, d'en-
vironnement ou de personnes. Pour cette raison, plusieurs travaux [77, 60, 66, 45, 44, 29] 
ont choisi la base de donnees de Schiildt et al. pour tester et valider leur modele de 
reconnaissance d'actions humaines. 
De la meme maniere que les autres travaux [44, 60, 77], nous divisons aleatoirement la 
base de donnees en trois echantillons distincts. Un premier, pour effectuer l'apprentissage, 
un deuxieme pour la validation et un troisieme pour le test. Une telle decomposition est 
utile lorsque plusieurs methodes sont testees et comparees. L'echantillon d'apprentissage 
permet d'abord de generer le modele. Ce dernier est ensuite optimise selon l'echantillon 
de validation. Finalement, l'erreur reelle de chaque modele est evaluee a partir de l'echan-
tillon de test. 
Le premier echantillon, utilise pour faire de l'apprentissage, est compose de videos de 
huit personnes effectuant les six types d'actions dans les quatre differents scenarios. Done 
ce premier echantillon, qui est bien sur choisi aleatoirement, est compose de 192 videos. 
Le but de cet echantillon est de representer, tout en la distinguant, chaque categorie 
d'actions. A partir des videos restantes, nous choisissons, et toujours aleatoirement, huit 
autres personnes pour representer notre echantillon de validation. Cet echantillon est a 
son tour compose de 192 videos. Si des parametres interviennent dans le modele, alors 
ils sont estimes au cours de cette etape. L'echantillon de test est done compose du reste 
de la base de donnees, e'est-a-dire 216 videos. Ceci represente 40% de la base de Schiildt 
et al.. C'est a partir de ce dernier echantillon que nous mesurons les performances du 
modele. 
•43 
2.4.2 La methodologie 
Pour evaluer les performances de notre modele, nous testons differentes methodes sur la 
base de donnees de Schiildt et al.. L'objectif est de mettre en valeur l'apport de chaque 
caracteristique extraite ainsi que les performances des differents modeles de classification. 
Dans cette section, nous decrivons d'abord les methodes utilisees lors de notre experimen-
tation, ensuite nous indiquons, pour certaines de ces dernieres, les principaux parametres 
a estimer. 
Pour representer une action humaine dans une video, le choix de la caracteristique est 
tres important. Pour determiner les performances de cette caracteristique choisie pour 
notre modele, nous testons deux caracteristiques (section 2.1) : le PIST (Points d'interets 
Spatiao-Temporles) et le CSST (Contour et SIFT Spatio-Temporel). 
Une fois les caracteristiques extraites d'une video, Taction est affectee a sa categorie, selon 
un modele de classification. Comme explique dans la section 2.3, nous optons pour les mo-
deles de classifications suivants : le MBRL (Modele Bayesien de Regression Logistique), 
le Kppve (distance cosinus) et le Kppve (distance euclidienne). 
Avec ces caracteristiques et ces modeles de classification, nous obtenons six methodes 
differentes pour faire de la reconnaissance d'actions humaines. Pour la plupart de ces me-
thodes, certains parametres doivent etre determines, afin d'avoir des resultats optimaux. 
Pour nos tests, nous avons deux parametres principaux, le nombre de voisins k pour le 
modele Kppv, ainsi que la valeur du poids a de chaque caracteristique dans le cas d'une 
combinaison de deux caracteristiques (CSST). 
• Le nombre k est le premier parametre a estimer. Lorsque k prend 1 comme valeur, 
le temps de calcul diminue, mais le taux d'erreur de classification augmente, et vice-
versa. Done, l'objectif est de determiner le nombre k des plus proches voisins qui offre 
un compromis acceptable. 
« 
• La valeur du poids a est le deuxieme parametre a estimer. Le CSST implique un poids 
a a attribuer a la contribution de chaque caracteristique. La valeur de a est comprise 
entre 0 et 1. Lorsque cette derniere prend 1 comme valeur, la classification d'une video 
se fait seulement grace a la premiere caracteristique, et c'est le contraire si a = 0. 
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Figure 2.7 - Les differentes methodes pour le test. 
Un schema recapitulatif de cette section est illustre par la figure 2.7. Ce schema illustre 
les differentes methodes utilisees lors de nos tests experimentaux. A partir des resultats 
obtenus, nous evaluons la performance de chaque methode a partir du taux de bien 
classe de chaque categorie d'actions, ainsi qu'une moyenne de ces taux. Cette derniere 
est consideree comme la mesure de performance principale. Dans la section suivante, nous 
presentons les resultats des experimentations de ces six methodes. 
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2.4.3 Les experimentations 
Lors de notre experimentation, les six methodes sont testees. Nous choisissons de presen-
ter ces tests selon chacune des deux caracteristiques. La l r e experimentation decrit les 
resultats obtenus selon la caracteristique PIST, alors que la 2e experimentation regroupe 
ceux de la combinaison CSST. Ainsi, nous evaluons les performances de chaque carac-
teristique selon les differents modeles de classifications. Done, chaque experimentation 
regroupe les resultats de trois methodes. Pour comparer les performances de chaque me-
thode, nous considerons un tableau contenant le taux de bien classe pour chaque categorie 
de la base de donnees, ainsi qu'une moyenne de ces taux. A la fin de cette section, nous 
presentons plus en detail la methode du CSST avec le MBRL qui obtient les meilleures 
performances dans la reconnaissance d'actions humaines. 
l r e experimentation 
Cette experimentation decrit les resultats de la caracteristique PIST selon les modeles 
de classifications MBRL, Kppve et Kppve. 
Les resultats de la reconnaissance d'actions humaines, selon le modele de MBRL, sont 
exposes dans le tableau 2.2. Ce dernier contient les taux de bien classe pour chaque 
groupe, ainsi qu'une moyenne de ces taux. Nous obtenons un taux moyen de bien classe 
de 35,8%. Ces resultats montrent que la caracteristique PIST seule n'arrive pas a classer 
correctement les actions humaines selon le modele de MBRL. A part la categorie Courir 
qui atteint 69,4%, le modele ne classe pas plus de quatre videos sur dix en moyenne. Ces 
resultats sont du principalement a l'utilisation de l'ACP ou ce dernier elimine les donnees 
recurrentes et d'ou les PIST qui se repetent d'une image a une autre de la meme video. 
Alors que ces points sont tres importants pour la reconnaissance de Taction. 
Les resultats de la classification d'actions humaines selon le modele de Kppve sont illustres 
Marcher Jogger Courir Boxer Applaudir Agiter Moyenne 
36,1% 25% 69,4% 33,4% 25,7% 25% 35,8% 
Tableau 2.2 - Les taux de bien classe pour la caracteristique PIST avec le MBRL. 
par la figure 2.8. Nous obtenons un taux moyen de bien classe de 34,1% pour k = 1, 
de 37,4% pour k = 8 et de 38,6% pour k — 16. Le modele Kppvc classe pas plus de 
quatre videos sur dix en general. En fixant, le nombre de voisins k = 16, nous obtenons le 
plus haut taux de bien classe. Le tableau 2.3 reprend ces taux de bien classe pour chaque 
categorie, ainsi qu'une moyenne de ces taux. D'apres ce tableau, nous remarquons qu'avec 
la caracteristique PIST seule, le modele Kppvc classe a peu pres sept videos sur dix de 
la categorie Jogger. Pour les autres categories, il ne depasse pas le taux de 40% de bien 
classe. 
Marcher Jogger Courir Boxer Applaudir Agiter Moyenne 
25% 69,4% 36,1% 25% 37,1% 38,9% 38,6% 
Tableau 2.3 - Les taux de bien classe pour la caracteristique PIST avec le modele Kppvc, 
k = 16. 
Les resultats de la classification d'actions humaines selon le modele de Kppve sont illustres 
par la figure 2.9. Nous obtenons un taux moyen de bien classe de 36, 2% pour k = 1, de 
28, 7% pour k = 8 et de 33,9% pour k = 16. Cette fois-ci, nous remarquons que le Kppve 
donne un meilleur taux de bien classe pour un nombre de voisins k = 1. Les resultats de 
cette classification sont illustres par le tableau 2.4. Quelle que soit la categorie, le Kppve 
(k = 1) n'arrive pas a classer correctement plus que cinq videos sur dix. 
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Figure 2.8 - Les taux de bien classe pour la caracteristique PIST avec le modele Kppve, 
selon differentes valeurs du nombre k. 
Marcher Jogger Courir Boxer Applaudir Agiter Moyenne 
41,7% 30,6% 44,4% 41,7% 14,3% 44,4% 36,2% 
Tableau 2.4 - Les taux de bien classe pour la caracteristique PIST avec le modele Kppve, 
k = 1. 
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Marcher Jogger Courir Boxer Applaudir Agner 
Figure 2.9 - Les taux de bien classe pour la caracteristique PIST avec le modele Kppve, 
selon differentes valeurs du nombre k. 
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Comme conclusion pour cette premiere experimentation, nous estimons que la caracteris-
tique PIST conduit a une classification ne depassant pas quatre videos sur dix, toutes les 
categories confondues. Les resultats obtenus montrent que cette caracteristique performe 
mieux avec le Kppvc avec un k = 16. Malgre cela, le taux obtenu, qui est de 38, 6%, reste 
insuffisant. 
2e experimentation 
Cette seconde experimentation decrit les resultats pour la nouvelle caracteristique. Cette 
derniere est la combinaison CSST (Contour et Sift Spatio-Temporel). De la meme ma-
niere que l'experimentation precedente, nous presentons les resultats selon les modeles de 
classifications MBRL, Kppvc et Kppve. Sachant que le CSST resulte d'une combinaison 
de caracteristiques, l'estimation du parametre a (section 2.4.2) devient necessaire. Ce 
parametre, qui represente le poids de chaque caracteristique, est estime pendant l'etape 
de validation. Pendant cette etape, nous faisons varier le parametre a de 0 a 1, avec 
un pas de 0,01. Pour chacune de ces valeurs, nous calculons le taux de bien classe pour 
chaque categorie de l'echantillon de validation. Nous retenons finalement la valeur a qui 
offre le meilleur compromis entre le taux moyen de bien classe et l'ecart type moyen. 
Les resultats de la classification d'actions humaines, selon le MBRL, sont exposes dans 
cette partie. Le tableau 2.5 contient les taux de bien classe pour chaque groupe, ainsi 
qu'une moyenne de ces taux. Notons que nous obtenons ces resultats pour un a = 0.76. 
Cette combinaison CSST donne de bons resultats avec le MBRL. Le taux moyen de bien 
classe obtenu est de 81,4% pour la totalite d'actions humaines. Nous remarquons aussi 
que la classification des actions de la categorie Jogger est presque parfaite (un taux de 
97,2%). 
Les resultats de la classification d'actions humaines selon le modele de Kppvc sont illustres 
par la figure 2.10. Lors de l'etape de validation, nous obtenons les meilleurs resultats pour 
Marcher Jogger Courir Boxer Applaudir Agiter Moyenne 
77,8% 97,2% 80,6% 80,6% 74,3% 77,8% 81,4% 
Tableau 2.5 - Les taux de bien classe pour la caracteristique CSST selon le MBRL, 
a = 0.76. 
u n « = 0.61. Nous constatons un taux moyen de bien classe de 80,4% pour k = 1, de 
83,5% pour k — 8 et de 77,6% pour k — 16. Le modele Kppve classe en moyenne 
huit videos sur dix en general. En fixant, le nombre de voisins k = 8, nous obtenons 
le plus haut taux de bien classe. Le tableau 2.6 reprend ces taux de bien classe pour 
chaque categorie, ainsi qu'une moyenne de ces taux. Les resultats de cette methode sont 
acceptables, ce qui est confirme par le taux de bien classe moyen de 83,5%. En fixant 
a = 0,61 et le nombre de voisins k = 8, nous reconnaissons toutes les actions de Courir, 
Marcher, Jogger, et Agiter. 
Marcher Jogger Courir Boxer Applaudir Agiter Moyenne 
94,5% 97,2% 100% 75% 37,1% 97,2% 83,5% 
Tableau 2.6 - Les taux de bien classe pour la caracteristique CSST selon le modele Kppve 
avec a = 0.61 et k = 8. 
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Marcher Jogger Courir Boxer Applaudir Agiter 
Figure 2.10 - Les taux de bien classe pour la caracteristique CSST le modele Kppvc selon 
differentes valeurs du nombre de voisins k, a — 0.61. 
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Les resultats de la classification d'actions humaines selon le modele de Kppve sont illustres 
par la figure 2.11. Ces resultats sont calcules pour un a — 0.61. Nous obtenons un taux 
moyen de bien classe de 49,1% pour k = 1, de 42,7% pour k — 8 et de 41,3% pour 
k — 16. Cette fois-ci, nous remarquons que le modele Kppve donne un meilleur taux de 
bien classe pour un nombre de voisins k = 1. Les resultats de cette classification sont 
illustres par le tableau 2.7. Pour cette methode, le meilleur taux moyen de bien classe est 
trouve en considerant un seul voisin (k = 1). En general, ce modele classe une video sur 
deux, dans sa categorie correspondante. 
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Figure 2.11 - Les taux de bien classe pour la caracteristique CSST selon le modele Kppve 
selon differentes valeurs du nombre k, a = 0.61. 
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Marcher Jogger Courir Boxer Applaudir Agiter Moyenne 
55,5% 27,8% 58,3% 50% 52,8% 50% 49,1% 
Tableau 2.7 - Les taux de bien classe pour la caracteristique CSST selon le modele Kppve 
avec a = 0.61 et k = 1. 
D'apres les resultats obtenus, nous constatons que la combinaison CSST avec le Kppvc 
performe mieux qu'avec le Kppve, quelque soit le nombre de voisins k. Pour k = 1, les 
performances ne sont pas influencees seulement par le choix de la distance. En effet, pour 
le PIST avec le Kppv, nous obtenons un taux moyen de bien classe de 36,2% pour la 
distance euclidienne, et de 34,1% pour la distance cosinus. Alors que le taux moyen de 
bien classe, pour la CSST, est de 49,1% pour la distance euclidienne, et de 80,4% pour 
la distance cosinus. Comme conclusion sur l'utilisation du Kppv, il est certain que la 
distance cosinus est meilleure que la distance euclidienne, surtout pour un nombre de 
voisins eleve. Alors qu'il est preferable de chercher la meilleure distance entre les deux 
lors de l'etape de la validation, lorsque le nombre de voisins est faible (base de donnees 
reduite). Ces conclusions confirment le travail de Qian et al. [70]. 
Avec la caracteristique CSST, nous constatons que le taux moyen de bien classe s'est 
ameliore, quel que soit le modele de classification utilise. En effet, les resultats obtenus 
v. 
par les methodes precedentes confirment l'apport de cette nouvelle caracteristique. Nous 
remarquons d'abord que le modele de classification Kppv classe mieux les actions hu-
maines, lorsqu'il est utilise avec une distance cosinus. La combinaison CSST est ideale 
pour la reconnaissance de videos d'actions humaines, surtout avec notre modele MBRL. 
Ce dernier se; demarque du modele Kppvc, avec un nombre de voisins k = 8, par ses 
resultats coherents par rapport aux categories d'actions. Meme si le modele Kppvc a un 
taux moyen de 83,5% alors que le MBRL obtient un taux de 81,4%, nous choisissons 
d'utiliser ce dernier pour sa stabilite et pour sa rapidite d'execution. 
Comme mentionne dans la section 2.3.3 nous avons experiments aussi le MBRL selon 
la strategie arbre d'actions. Nous obtenons des resultats similaires a la MBRL selon la 
strategie un contre tous. Ceci est confirme par le tableau 2.8. Nous obtenons une moyenne 
de 79, 6%, tandis que nous obtenons un taux moyen de 81,4% par la methode MBRL un 
contre tous. Les resultats sont invariants aux categories d'actions, et cela, pour les deux 
methodes. Ces resultats sont presque similaires avec un meilleur taux pour la MBRL (un 
contre tous). 
Marcher Jogger Courir Boxer Applaudir Agiter Moyenne 
76,4% 96,3% 78,6% 81,1% 63,7% 72,5% 79,6% 
Tableau 2.8 - Les taux de bien classe pour la caracteristique CSST selon le MBRL (arbre 
de decision), a = 0.76. 
Nous optons alors pour le CSST avec le MBRL et la strategie un contre tous comme 
methode ideale pour faire de la reconnaissance d'actions humaines. Dans la section qui 
suit, nous presentons les resultats detailles de cette methode. 
La methode du CSST avec le MBRL 
Dans ce qui suit, nous detaillons les resultats de la methode du CSST avec la MBRL 
selon la strategie un contre tous. L'objectif est de mettre en valeur les avantages et les 
inconvenients d'une telle methode. Pour cette raison, nous commengons par presenter la 
matrice de confusion pour cette methode. Une telle mesure indique clairement les taux 
de bien classe pour chaque categorie, et aussi les taux de confusion de mal classe. Nous 
poursuivons par une presentation des resultats selon chaque scenario isole, ce qui permet 
d'evaluer les performances de notre modele selon la nature des videos prises. A la fin, nous 
presentons les resultats du modele selon la classification de chaque categorie d'actions 
humaines. 
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La matrice de confusion 
Comme mesure devaluation, la matrice de confusion est souvent utilisee pour revaluation 
des performances d'un modele de classification. Le tableau 2.9 represente la matrice de 
confusion du modele de classification MBRL, avec comme caracteristique le CSST. Nous 
effectuons toujours une classification selon le meme echantillon de test. 
Marcher Jogger Courir Boxer Applaudir Agiter 
Marcher 77,8% 5,5% 2,8% 5,5% 0% 8,4% 
Jogger 0% 97,2% 0% 2,8% 0% 0% 
Courir •o% 16,6% 80,6% 0% 2,8% 0% 
Boxer 5,5% 0% 0% 80,6% 8,4% 5,5% 
Applaudir 8,6% 2,8% 0% 8,6% 74,3% 5,7% 
Agiter 2,8% 0% 0% 0% 19,4% 77,8% 
Tableau 2.9 - La matrice de confusion .selon la MBRL, avec la CSST. 
Comme nous l'avons deja mentionne avant nous obtenons un taux de classification moyen 
de 81.4%. Selon la matrice de confusion, 16.6% des videos representant des personnes qui 
courent (Courir) sont attribues a la categorie Jogger. Cela peut s'expliquer par le fait 
que les deux mouvements sont presque similaires. Meme chose pour la categorie Agiter, 
ou 19.4% des videos a classer ont ete confondues avec celles de la categorie Applaudir. 
Pour verifier ces confusions, et vu la nature des actions de notre base de donnees, nous 
regroupons ces categories en deux classes distinctes. La premiere represente les actions 
avec un mouvement de jambes (Marcher, Jogger et Courir). Et la seconde represente les 
actions selon un mouvement du bras. Le tableau 2.10 montre que la confusion est tres 
petite dans ce cas, elle est en moyenne de 6.5% pour chacune des deux classes. Nous 
pouvons en deduire que notre modele distingue parfaitement les actions humaines ou le 
corps en entier est en. mouvement, des actions qui necessitent le mouvement des bras 
seulement. 
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Bien classe Mai classe 
Classe 1 93,5% 6,5% 
Classe 2 6,6% 93,4% 
Tableau 2.10 - Les taux de bien classe pour le regroupement des categories d'actions en 
deux classes. 
Les resultats par scenarios 
Comme la base de donnees est realisee selon quatre scenarios differents nous presentons 
les performances de notre modele selon chacun de ces scenarios. Avec la mSme mesure 
devaluation, nous comparons les performances de classification selon chaque scenario. 
Les scenarios sont definis dans la section 2.4.1 de ce chapitre. Chacun represente le quart 
de la base de donnees utilisee. 
Le premier scenario, appele si, represente une action effectuee a l'exterieur. Le tableau 
2.11 reprend la matrice de confusion pour ce scenario. Pour cette classification, l'echan-
tillon utilise comprend seulement des videos realisees selon le scenario si. Nous obtenons 
de tres bons resultats, puisque le taux moyen de bien classe, toute categorie confondue, 
est de 90, 7%. Un tel resultat montre que notre modele classe parfaitement des actions 
realisees a l'exterieur, surtout les actions de Boxer et de Jogger, ou le taux moyen pour 
chacune est de 100%. 
Marcher Jogger Courir Boxer Applaudir Agiter 
Marcher 77,8% 11,1% 0% 0% 0% 11,1% 
Jogger 0% 100% 0% 0% 0% 0% 
Courir 0% 0% 88,9% 0% 11,1% 0% 
Boxer 0% 0% 0% 100% 0% 0% 
Applaudir 0% 0% 0% 0% 88,9% 11,1% 
Agiter 0% 0% 0% 0% 11,1% 88,9% 
Tableau 2.11 - La matrice de confusion selon le scenario si, pour la MBRL avec la CSST. 
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En effectuant une, variation du zoom sur les personnes qui effectuent les actions, le scenario 
s2 est le plus complexe des scenarios utilises dans la base de donnees. Nous realisons une 
classification des videos de ce scenario, qui sont estimees a 54 videos. Le resultat de 
cette classification est represente par la matrice de confusion, illustree par le tableau 
2.12. En effet, la complexite de ce scenario est demontree par les resultats obtenus. Le 
taux moyen de bien classe est de 74,1% pour les videos realisees sous ce scenario. Ce 
taux est plus bas que la moyenne que nous avons obtenue pour la totalite de la base de 
donnees. Nous remarquons aussi que les videos appartenant a la categorie Agiter sont 
mal classees (44,5%), et generalement confondues (44,4%) avec la categorie Applaudir. 
Cela s'explique par le fait que ces actions sont similaires, surtout avec un effet de zoom 
variant. 
Marcher Jogger Courir Boxer Applaudir Agiter 
Marcher 88,9% 0% 0% 0% 0% 11,1% 
Jogger 0% 88,9% 0% 11,1% 0% 0% 
Courir 0% 22,2% 77,8% 0% 0% 0% 
Boxer 11,1% 0% 0% 66,7% 11,1% 11,1% 
Applaudir 0% 0% 0% 11,1% 77,8% 11,1% 
Agiter 11,1% 0% 0% 0% 44,4% 44,5% 
Tableau 2.12 - La matrice de confusion selon le scenario s2, pour la MBRL avec la CSST. 
Le troisieme scenario s3 est a son tour realise a l'exterieur. La difference avec le scenario 
si est le changement d'apparence des personnes effectuant les actions. Ce changement 
est du particulierement aux changements de vetements. La classification de ses videos 
selon notre modele est exprimee dans le tableau 2.13. Cette fois-ci, nous obtenons un 
taux moyen de bien classe de 75,5%. A part, la categorie Jogger, qui a un taux de 100% 
de bien classe, et la categorie Boxer, avec un taux de 88,9%, le modele ne distingue pas 
efRcacement les autres categories. 
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Marcher Jogger Courir Boxer Applaudir Agiter 
Marcher 55,6% 11,1% 0% 22,2% 0% 11,1% 
Jogger 0% 100% 0% 0% 0% 0% 
Courir 0% 22,2% 77,8% 0% 0% 0% 
Boxer 0% 0% 0% 88,9% 0% 11,1% 
Applaudir 25% 12,5% 0% 12,5% 50% 0% 
Agiter 0% 0% 0% 0% 22,2% 77,8% 
Tableau 2.13 - La matrice de confusion selon le scenario s3, pour la MBRL avec la CSST. 
Le dernier scenario s4 se distingue des autres par son environnement. En effet, les videos 
de ce scenario sont les seuls a etre realisees dans un environnement interieur. Le tableau 
2.14 reprend les resultats de la classification de cette categorie de videos. Le taux moyen 
de classification est de 85,2%, ce qui prouve que notre modele s'adapte parfaitement a 
un environnement interieur. Certaines categories, comme Jogger et Boxer, obtiennent des 
taux de classification parfaite, avec un taux moyen de 100%. Les actions appartenant a 
la categorie Courir sont soit bien classees avec un taux de 77,8% ou sinon confondues 
avec la categorie Jogger avec un taux de 22,2%. 
Marcher Jogger Courir Boxer Applaudir Agiter 
Marcher 88,9% 0% 11,1% 0% 0% 0% 
Jogger 0% 100% 0% 0% 0% 0% 
Courir 0% 22,2% 77,8% 0% 0% 0% 
Boxer 11,1% 0% 0% 66,7% 22,2% 0% 
Applaudir 11,1% 0% 0% 11,1% 77,8% 0%. 
Agiter 0% 0% 0% 0% 0% 100% 
Tableau 2.14 - La matrice de confusion selon le scenario s4, pour la MBRL avec la CSST. 
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Les resultats selon les categories d'actions 
Dans ce qui suit, nous presentons le taux de bien classe de notre modele en fonction 
du la categorie de Taction humaine de la base de donnees de Schiildt et al.. A Taide 
de taux de bien classe ou de confusion, nous comparons les resultats obtenus pour les 
differentes categories. Comme pour les resultats precedents, ces taux sont calcules a partir 
de Techantillon de test (192 videos). Le tableau 2.15 illustre le taux de confusion pour 
chaque categorie d'actions. Le taux de confusion represente les videos qui contiennent des 
actions differentes de la categorie d'actions, ou elles sont classees. Par exemple, seulement 
3,4% des actions, ne contenant pas de personne qui boxe, sont classes dans la categorie 
Boxer. 
Classee (Faux) Non Classee (Vrai) 
Marcher 3,4% ' 96,6% 
Jogger 5% 95% 
Courir 0,5% 99,5% 
Boxer 3,4% 96,6% 
Applaudir 6,1% 93,9% 
Agiter 6,2% 93,8% 
Moyenne 4,1% 95,9% 
Tableau 2.15 - Les taux de confusion par categorie d'actions. 
Pour des videos qui appartiennent a la categorie Marcher, en moyenne, huit videos 
sur dix sont reconnues par notre modele, tout scenario confondu. Alors que pour les 
autres videos, qui n'appartiennent pas a cette categorie, le taux de confusion est de 3,4% 
(tableau 2.15). Done, le modele distingue correctement cette categorie d'actions. Nous 
remarquons aussi qu'une action representant une personne qui marche est distinguee plus 
souvent dans un environnement interieur (88,9%). 
La categorie Jogger prete a confusion avec les categories de Marcher et de Courir. 
Consideree comme une action intermediaire, entre Courir et Marcher, cette categorie 
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d'action est la mieux classee par notre modele. Son taux moyen de bien classe est de 
97, 2% (tableau 2.9), valable pour l'echantillon au complet. Les videos d'action de Jogger 
sont reconnues a 100% dans tous les scenarios, et a peu pres neuf videos sur dix sont 
reconnues lorsqu'il y a une variation de zoom dans la video. Avec d'aussi bons resultats, 
cette categorie obtient un taux de 5,1% (tableau 2.15) de confusion par rapport aux 
videos n'appartenant pas a la categorie Jogger. 
Le taux de bien classe moyen pour la categorie Courir est de 80,6% (tableau 2.9), ce 
qui est considere bon pour des actions aussi rapides. L'environnement n'influence pas 
vraiment la classification de ce genre d'actions par notre modele, qui reste assez stable. 
Selon le tableau 2.15, le taux de confusion est de 0.5% pour une video qui n'appartient 
pas a cette categorie. Ce taux est le plus bas pour toutes les categories, ce qui montre 
que presque aucune autre action ne peut etre consideree comme une action de Courir. 
La categorie Boxer presente un taux eleve de bien classe, qui est de 80,6% en moyenne 
(tableau 2.9). Les actions de cette categorie sont reconnues a 100% lorsque celles-ci sont 
effectuees dans un environnement exterieur. Ce taux baisse a 66,7% lorsqu'il y a un effet 
de zoom dans la video de Taction, ou lorsque celle-ci se trouve dans un environnement 
interieur. Pour la confusion, seulement 3,4% des actions, n'appartenant pas a Boxer, sont 
considerees comme des actions representant une personne qui boxe (tableau 2.15). 
Meme si son taux de bien classe est le plus bas, en comparaison avec les autres categories, 
la categorie Applaudir classe correctement plus de 74% (tableau 2.9) des videos de 
Applaudir. Comme la plupart des autres categories, elle a un taux de 88,9% de bien 
classe pour des videos du scenario si. Nous remarquons aussi que le tableau 2.15 indique 
un taux de confusion de 6,1%. Ce dernier s'explique par le fait que plusieurs videos, 
appartenant a la categorie Agiter, ont ete assimilees a la categorie Applaudir. 
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Pour notre modele de classification d'actions humaines, la categorie Agiter obtient un 
taux de bien classe de 77,8% en moyenne (tableau 2.9). Comme la categorie Jogger, le 
modele arrive a reconnaitre toutes les videos de cette categorie, lorsqu'elles sont realisees 
a l'interieur. Nous remarquons, selon le tableau 2.15, que son taux de confusion est de 
6, 2%, pour des videos n'appartenant pas a la categorie Agiter. 
2.4.4 Comparaison avec les autres travaux 
Plusieurs travaux se sont interesses a la reconnaissance d'actions humaines. Avec des 
caracteristiques et des modeles de classifications differents, ces travaux ont teste leur 
performance de reconnaissance. Pour cela, le choix d'une base de donnees complete et 
variee est necessaire. Ces dernieres annees, la plupart des travaux ont utilise la base de 
donnees KTH developpee par Schiildt et al. (section 2.4.1). Dans cette section, nous 
situons notre travail par rapport aux differents travaux existants. Pour ce but, nous 
formons un tableau regroupant les taux de bien classe pour chaque categorie, ainsi qu-'une 
moyenne de ces taux. 
Pour la suite, nous avons choisi sept travaux differents de reconnaissance d'actions hu-
maines. Pour determiner les performances de leur modele, les chercheurs ont utilise plu-
sieurs classificateurs. Dans notre comparaison, nous considerons le meilleur resultat ob-
tenu dans chacun de ces travaux. La plupart optent pour des modeles de classifications 
connus (SVM, Kppv, etc.). Cependant, certains chercheurs developpent leur propre mo-
dele, comme le cas de Yeo et al. qui utilise le NZMS Le tableau 2.16 presente ces sept 
travaux, avec leurs caracteristiques choisies et leur modele de classification utilise. En 
effectuant des tests sur la totalite de la base de donnees, certains travaux ont considere 
tous les scenarios de la base, meme les plus complexes. Cependant, quelques travaux se 
1. NZMS (Non-Zero Motion Block Similarity) est une mesure developpee par Yeo et a/.[87], qui 
permet d'eliminer la similarity entre les regions non significatives. 
sont contentes d'une partie de la base de donnees. Ce choix de la complexity de la base est 
precise dans le tableau 2.16, ainsi que le taux moyen de bien classe pour chaque travail. 
Nous appelons notre methode basee sur le CSST avec le MBRL notre "methode 1", alors 
que la "methode 2" designe la methode basee sur le CSST avec le Kppve. 
Caracteristique Classificateur Base de donnees Taux 
Ke et al. [44] Volume 3D 
spatio-temporel 
Cascade 
de filtres 
Base du KTH 
avec complexity 
62,9% 
Schiildt et al. [77] Points interets 
spatio-temporels 
SVM Base du KTH 
avec complexity 
71,7% 
Meng et al. [60] Histogramme du MHI SVM Base du KTH 
avec complexity 
80,3% 
Dollar et al. [29] Points interets 
spatio-temporels 
SVM Base du KTH 
sans complexity 
81,1% 
Notre methode 1 CSST MBRL Base du KTH 
avec complexity 
81,4% 
Niebles et al. [66] Mots 
spatio-temporels 
pLSA Base du KTH 
avec complexity 
81,5% 
Kienzle et al. [45] Points interets 
spatio-temporels 
SVM Base du KTH 
avec complexity 
82,8% 
Notre methode 2 CSST Kppv , Base du KTH 
avec complexity 
83,5% 
Yeo et al. [87] Vecteur mouvement 
avec NZMS 
Kppv Base du KTH . 
sans complexity 
86% 
Tableau 2.16 - Comparaison des modeles de reconnaissance d'actions humaines selon 
differents travaux. 
Nous constatons que nos methodes, basees sur le CSST, donnent de bons resultats. En 
considerant la base de donnees de Schiildt et al. avec sa complexity, nous remarquons que 
les caracteristiques choisies, dans notre travail, sont performantes dans la reconnaissance 
d'actions humaines. Par rapport aux autres travaux, les resultats de nos deux methodes 
peuvent etre consideres comme les meilleurs. 
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Pour evaluer en detail les performances de nos caracteristiques, nous comparons les taux 
de bien classe pour chaque categorie de la base de donnees. Cette comparaison, illustree 
par le tableau 2.17, est effectuee par rapport aux travaux qui ont considere la base du 
KTH avec sa complexity. 
Marcher Jogger Courir Boxer Applaudir Agiter Moyenne Ecart type 
Ke [44] 80,6% 36,1% 44,4% 69,4% 55,6% 91,7% 62,9% 19,6 
Schuldt [77] 83,8% 60,4% 54,9% 97,9% 59,7% 73,6% 71,7% 15,2 
Meng [60] 66% 62,5% 79,9% 88,8% 93,1% 91,7% 80,3% 12,2 
Methode 1 77,8% 97,2% 80,6% 80,6% 74,3% 77,8% 81,4% 7,4 
Niebles [66] 79% .52% 88% 100% 77% 93% 81,5% 15,4 
Kienzle [45] 95% 65% 71% 86% 91% 89% 82,8% 10,9 
Methode 2 94,5% 97,2% 100% 75% 37,1% 97,2% 83,5% 22,3 
Tableau 2.17 - Les taux de bien classe et l'ecart type selon chaque categorie, pour diffe-
rents travaux. 
Cette comparaison confirme les performances de notre modele. En effet, ce dernier classe 
correctement la plupart des categories. Grace a la combinaison CSST utilisee, notre mo-
dele arrive a reconnaitre presque toutes les videos de la categorie Jogger (taux de 97,2%).. 
Contrairement aux autres travaux, qui ne classent pas plus de six sur dix. Malgre la com-
plexity d'une telle categorie, due a sa similarity avec les categories Courir et Marcher, 
nous obtenons les meilleures performances. Avec le MBRL, nous obtenons une invariance 
dans les resultats de la classification des categories d'actions humaines. Cette invariance 
est illustree par le faible ecart type obtenu (7,4). Aucun des sept autres modeles presen-
tes ne permet une telle stability. Pour la "methode 2", la seule limitation reside dans la 
classification de la categorie Applaudir. 
Pour resumer, les caracteristiques que nous choisissons permettent de reconnaitre plus de 
huit videos sur dix, quelle que soit la categorie d'actions humaines. Nous obtenons meme 
une invariance des taux de bien classe, avec la "methode 1", ce qui demontre la stability 
et la performance de nos resultats contrairement aux autres travaux. Notons que deux 
nouveaux travaux ont ete elabores a la fin de la realisation de ce memoire [85, 50], les 
resultats fournis par les articles sont meilleurs de 3, 2% et 8,3% que le notre. Le resultat 
de Wong et Cipolla n'est pas comparable au notre puisque les auteurs utilisent plus de 
donnees lors de l'apprentissage. Laptev et al. obtiennent pour la meme base de donnees 
une moyenne de 91,8% et ils utilisent la combinaison de la caracteristique du flou optique 
et de l'histogramme des orientations du gradient avec la classification par le SVM non 
lineaire. 
2.5 Conclusion 
Depuis plusieurs annees, le probleme de la reconnaissance d'actions humaines prend de 
plus en plus d'envergures. Plusieurs applications se sont basees sur des caracteristiques 
spatio-temporelles pour reconnaitre une action. Nous presentons une approche basee sur 
une nouvelle caracteristique GSST et un modele de classification. La force de notre me-
thode est la combinaison de deux caracteristiques spatio-temporelles. La premiere etant 
les points d'interets situes dans des zones d'interets, appeles PIST (Points d'interets 
Spatio-Temporels). A partir de cette zone, nous detectons le Contour Spatio-Temporel 
(CST). Ce dernier represente la deuxieme caracteristique. Cette combinaison nous assure 
un grand nombre d'informations en un temps de calcul raisonnable. Apres la reduction 
de donnees, notre classificateur base sur le Modele Bayesien de Regression Logistique 
(MBRL) est applique. Testes sur une des plus grandes bases de donnees d'actions hu-
maines, nous avons presente des resultats experimentaux qui montrent que notre methode 
est performante et robuste. D'ailleurs, une comparaison avec les autres travaux existants 
confirme ces performances, considerees comme les meilleures. 
Plusieurs applications, telles que la videosurveillance intelligente ou 1'indexation de vi-
deos, font appel a la reconnaissance d'actions humaines. Notre approche est utilisee dans 
le prochain chapitre pour la realisation d'un systeme d'interpretation des actions hu-
maines pour la fabrication d'un dictionnaire de la video. La MBRL que nous utilisons 
separe lineairement les classes. Ce choix est motive par la disponibilite du code. En pers-
pective, l'utilisation de la MBRL a base de noyaux [72] pourrait ameliorer la precision 
de la classification. Nous proposons aussi d'ameliorer la detection des PIST. Cela est 
possible en eliminant les points n'appartenant pas au mouvement, et en ajoutant un al-
gorithme d'appariement. Ce dernier permettrait d'avoir plus de precisions sur Taction. 
II serait interessant de generaliser notre modele pour considerer des actions humaines 
non connues par le systeme. Cela pourrait se faire en ajoutant un module de mise a jour 
a notre approche. Une autre faiblesse de notre modele est l'utilisation de l'ACP pour 
reduire nos donnees, il serait interessant de le changer par un autre modele statistique 
de reduction qui met en evidence la redondance des donnees. 
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CHAPITRE 3 
Dictionnaire de la video 
3.1 Introduction 
La production de videos connait une evolution spectaculaire. L'UNESCO estime dans 
son rapport ISU [5] que 1091 longs metrages 35mm ont ete produits en Inde en 2006, 
872 au Nigeria en 2005 et 485 aux Etats-Unis en 2006. Rien qu'au Quebec, 100 longs 
metrages (de 60 minutes ou plus) ont ete produit en 2007 [7]. De plus, les technologies 
d'acquisition, de visualisation et de diffusion de videos ont connu une grande avancee. 
Les cameras haute definition (HD), les ecrans plats, les camescopes numeriques, le web, 
les cellulaires, les PDAs, la transmission satellitaire et internet haute vitesse sont des 
exemples qui temoignent de cette avancee. Ces technologies ont permis une proliferation 
de videos surtout sur le web. Par exemple, d'apres le site de mediatedcultures [4], en 
mars 2008 le nombre de videos vues chaque jour sur Youtube est de 100 millions parmi 
un nombre total de 78,3 millions de videos existants sur le site. 
La video est utilisee principalement dans trois domaines d'application qui sont la diffusion 
d'information, la robotique et la securite. Considerons des exemples pour illustrer cette 
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utilisation dans ces trois domaines. 
La video est utilisee comme support pour la diffusion d'information (les films, les do-
cumentaries, etc.) dans le secteur de l'industrie cinematographique (DreamWorks SKG, 
Fireworks Pictures, etc.), de la television (CNN, Radio Canada, TVA, Euronews, etc.) 
et du web (Youtube, Dailymotion, etc.) ou les usagers echangent et partagent d'innom-
brables videos. Dans ces secteurs, a part la fabrication et la diffusion des videos, d'enormes 
collections de videos doivent etre stockees et archivees efRcacement pour permettre un 
acces facile aux utilisateurs [1], 
Dans la robotique, la video est utilisee comme un outil pour effectuer certaines taches. 
Par exemple, des robots utilisent la video capturee et des techniques d'analyse d'images 
et de videos pour reconnaitre l'environnement qui les entoure afin d'eviter des obstacles, 
d'avancer, de reculer, de tourner, etc. [3] 
Dans le domaine de la securite, la video est utilisee comme un outil de prevention, de 
surveillance et aussi comme un outil d'aide a la prise de decision. Les systemes de vi-
deosurveillance se basent sur la video capturee par des cameras placees a des endroits 
strategiques (routes, aeroports, stations de metro, etc.). Ces systemes fonctionnent en 
temps reel pour identifier des evenements suspects, des objets abandonnes ou meme des 
actions non permises [2]. En plus des secteurs deja cites, d'autres tels que l'education, 
l'industrie, la medecine, etc. integrent de plus en plus la video dans leur fonctionnement. 
Malgre son considerable progres, l'utilisation de la video dans ces domaines d'application 
rencontre encore des limites, surtout lors de Interpretation des evenements et la gene-
ration automatique de la semantique. Cette derniere se traduit par la reconnaissance du 
scenario, d'evenements et des objets. Par exemple, dans le domaine de la securite, un 
systeme de videosurveillance tel que IndigoVision capte et identifie en temps' reel des 
evenements suspects ou des objets abandonnes [2]. Cependant, il n'est pas entierement 
automatique puisqu'une personne doit l'assister lors de la prise de decision. Toutefois, 
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cette assistance humaine peut biaiser la decision a cause d'un manque de concentration, 
d'un oubli, etc. D'apres Gouaillier et Fleurant, un surveillant ne peut pas suivre attenti-
vement de 9 a 12 cameras plus de 15 minutes [31]. A ce phenomene s'ajoutent d'autres 
limites tel que le cout eleve de la main-d'oeuvre. 
Ces limites se retrouvent aussi dans le domaine de la diffusion d'information. Les sites web 
doivent permettre un acces rapide et efficace aux videos stockees et ceci par attribution 
de mots cles decrivant la semantique de la video. Cependant, l'homme intervient encore 
dans cette attribution ce qui peut induire des erreurs. Par exemple, dans la recherche de 
videos sur Youtube, il existe un manque de precision dans les resultats obtenus qui est 
du, entre autres, a l'interpretation, l'humeur et le niveau intellectuel de l'utilisateur lors 
de l'attribution des mots cles a la video au moment du televersement. De meme, pour 
la television, le stockage de videos peut faire face a des difficultes dues au cout eleve de 
l'analyse et de l'interpretation des evenements de la video. 
Dans le domaine de la robotique, des limites relatives a l'invariance atmospherique et a la 
prise de vue sont observees. Des robots comme Spirit et Opportunity effectuent certaines 
taches (eviter un obstacle, avancer, etc.) en analysant et en interpretant l'information 
visuelle provenant de leurs neuf cameras ainsi que l'information apportee par d'autres 
capteurs. L'ensemble de ces informations leur permet d'interagir avec l'environnement 
sur la plan ete Mars [3]. Ces robots ne comportent pas d'outils d'analyse video pour un 
environnement different de celui de Mars pour lequel ils etaient prevus. Par exemple, le 
flou cause par la brume ou la pluie peut fausser l'interpretation de la video et done ces 
machines ne peuvent etre utilisees que dans ce milieu particulier [56, 55]. 
Nous proposons dans ce chapitre un systeme d'interpretation de la video pour la produc-
tion de metadonnees en analysant et classifiant avec precision les evenements de la video 
sans intervention humaine. L'interpretation de ces evenements est decrite a l'aide d'un 
rapport appele « dictionnaire de la video ». Comme le systeme est automatique et fournit 
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des informations precises, il peut reduire les erreurs relatives a l'intervention humaine. 
Ainsi, pour un systeme de videosurveillance, une concentration continue d'un surveillant 
ne sera plus exigee puisque ce dernier ne sera alerte que dans des cas suspects. De meme, 
le stockage et l'archivage des videos deviennent independants des exercices manuels. Ce 
systeme, grace a l'extraction automatique des metadonnees, permet egalement une uni-
formisation des mots cles qui se retrouvent dans les sites web contenant des videos. Le 
systeme peut aussi, vu sa rapidite, realiser un gain de temps et par consequent un gain 
du cout de la main-d'oeuvre surtout celle specialisee. Comme le dictionnaire fournit une 
description detaillee des evenements de la video, le systeme qui le genere peut avoir un 
autre avantage, celui d'etre utilise dans plus d'un domaine plutot que d'etre specialise 
dans un seul. Les metadonnees extraites dependent generalement des donnees en entree 
et done peuvent changer selon les besoins d'un domaine en particulier. Dans cette pers-
pective de formation des metadonnees, la methode developpee dans le deuxieme chapitre 
pour la reconnaissance d'actions humaines est utilisee dans ce chapitre. Les hypotheses 
sur les videos et les actions sous-jacentes a notre approche sont : 1) Les videos sont non-
compresses et a niveau de gris. 2) La camera est fixe. 3) Les actions etudies sont des 
actions humaines et dont les mouvements sont significatifs. 
Ce chapitre est organise comme suit. D'abord, nous decrivons dans la section 3.2 un 
systeme ideal pour la fabrication du dictionnaire. Puis, nous proposons dans la section 
3.3 un etat de l'art de toutes les procedures qui forment notre systeme. Dans la section 
3.4, nous exposons notre Systeme d'interpretation pour la Fabrication du Dictionnaire 
(SIFD) ainsi que les resultats obtenus et nous terminons avec une conclusion. 
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3.2 Caracteristiques d'un systeme ideal d'interpreta-
tion de videos 
Notre travail a pour objectif la realisation d'un systeme d'interpretation automatique 
pour la fabrication d'un dictionnaire de la video. Ce dictionnaire est la description haut 
niveau des evenements extraits de la video. Selon notre analyse et notre discussion pre-
cedentes, nous definissons six criteres qu'un systeme ideal d'interpretation video doit 
satisfaire et qui sont : la generalisation, la precision, l'invariance, l'automatisation, la 
rapidite et le cout faible. 
La generalisation du systeme se definit par son adaptability aux trois domaines d'utili-
sation de la video deja mentionnes dans l'introduction et a ses differents genres. Ainsi, 
lorsque ces deux exigences sont satisfaites, ce systeme peut interpreter de la meme ma-
niere et avec la meme precision aussi bien un film qu'une video de surveillance, une video 
compressee qu'une video non compressee, une video en couleur qu'une video a niveaux 
de gris. 
La precision se definit comme une mesure du degre avec lequel les resultats produits par 
le systeme sont conformes a la verite terrain. Le systeme est precis lorsque, applique a une 
video, il parvient a detecter les plans, les objets et le mouvement avec un maximum de 
precision. Si un evenement est non detecte ou rajoute ou mal interprets, cela peut changer 
le sens du scenario de la video ainsi que la semantique qu'elle contient. La precision exige 
pour cela une augmentation des vrais positifs, des biens suivis et des biens reconnus et 
exige une diminution des faux negatifs, des faux positifs, des non suivis, des mals suivis 
et des non reconnus. Un vrai- positif est un objet existant dans la video et bien detecte 
par le systeme ou un plan bien determine. Un faux negatif est un objet qui existe dans 
la video, mais ignore par le systeme ou un plan ignore par le systeme. Les faux positifs 
sont les objets trouves par le systeme et non existants dans la video ou les plans detectes 
par le systeme et n'existant pas dans la video. Un objet est bien suivi est un objet dont 
la trajectoire trouvee par le systeme est celle existante dans la video. Un objet non suivi 
est un objet dont la trajectoire n'a pas pu etre determinee. Un objet mal suivi est un 
objet dont la trajectoire n'a pu etre que partiellement determinee. Un objet bien reconnu 
est un objet dont Taction effectuee est bien identifiee par le systeme. Enfin, un objet mal 
reconnu est un objet dont Taction determinee par le systeme ne coincide pas avec celle 
de la video. 
Un systeme invariant se definit generalement par une utilisation stable et precise, in-
dependamment des conditions de changements de point de vue ou atmospheriques. Par 
exemple, la reconnaissance des actions d'un personnage dans un film doit etre precise 
dans les differentes conditions atmospheriques pour que le scenario de Tacteur reste co-
herent. Elle est aussi importante dans la robotique afin que des robots comme Spirit et 
Opportunity distinguent les objets lors de leur mouvement meme avec des changements 
de luminosite sur Mars ou meme sur Terre. 
Aussi, un systeme ideal se definit comme etant automatique en reduisant, dans les etapes 
du processus de fabrication du dictionnaire, l'intervention humaine. L'utilisateur n'inter-
vient presque pas ni dans la reconnaissance d'evenements ni dans celle des objets. Cet 
objectif permet de diminuer surtout le cout de Texploitation de la video. Par exemple, 
Youtube peut indexer automatiquement les videos. 
Idealement, un systeme de production de dictionnaire doit fonctionner en temps reel. II 
est possible de realiser un tel systeme en utilisant une grappe de calcul. Le defi consiste 
a implanter un tel systeme en utilisant le minimum de noeuds pour reduire les couts 
d'exploitation. Un compromis entre le cout d'exploitation et le temps d'execution doit 
etre atteint. 
Pour satisfaire ces exigences, nous pensons qu'une architecture en trois etapes peut etre 
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developpee. Premierement, une identification du genre de la video est requise, a savoir si 
elle est compressee ou non, quel est le mode de compression (MPEG, MPEG2, WMV, 
etc.), quel espace couleur est utilise (RGB, HSI, niveaux de gris,...), etc. Par cette dis-
tinction, les procedures d'extraction des evenements de la video sont mieux adaptees. 
Par exemple, pour une video compressee MPEG, seulement le bitstream peut etre utilise 
dans le reste des procedures du systeme. Deuxiemement, les objets, les trajectoires, les 
plans d'une video, etc. sont separes et distingues afin de garder les donnees pertinentes 
et alleger les procedures de reconnaissance d'evenements. Par exemple, les vecteurs de 
mouvement de MPEG peuvent etre utilises. Troisiemement, les resultats obtenus par ces 
procedures sont fusionnes pour mettre en relation les evenements detectes et done for-
mer le dictionnaire. D'autres sources de donnees de la video peuvent etre associees aux 
images, comme la voix et le texte (sous-titrage). 
3.3 Etat de Part 
Pour elaborer un dictionnaire de la video, il est necessaire de representer cette video. II 
existe trois niveaux de representation d'une video. La representation bas-niveau qui decrit 
les caracteristiques d'un contenu video par des outils de base tels que la couleur, la texture, 
les formes et les mouvements. Puis, il existe la representation structurelle qui decrit une 
organisation structurelle de la video en images, plans, scenes et sequences comme l'illustre 
la figure 3.1. Un plan est defini comme une sequence d'images prises par une seule camera 
stable en continu. Les scenes sont definies comme des suites de plans contigus qui sont 
semantiquement relies. L'action est effectuee dans un meme environnement et dans un 
temps continu. Une sequence est alors un ensemble de scenes appartenant au meme 
elan de narration et d'emotion cinematographique. Cette representation est generalement 
utilisee dans la production cinematographique. La derniere representation est celle de 
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haut-niveau. Elle fournit une description semantique du contenu de la video dans le but 
de modeliser « l'histoire » vehiculee dans la video [41], 
jl VldSo 
~fj Sequences 
Figure 3.1 - Structure cinematographique d'une video. 
La representation bas-niveau cherche a decortiquer les elements importants dans une 
video, essentiellement les objets en mouvement et leur trajectoire. Une des techniques 
etablies pour trouver les objets est la segmentation, tandis que le suivi d'objets est la 
methode necessaire pour avoir la trajectoire des objets segmentes. Nous effectuons, dans 
ce qui suit, une revue des techniques de segmentation et de suivi d'objets dans la video. 
La segmentation a pour but l'extraction de l'information pertinente de la video. Dans les 
images fixes, la segmentation a pour, but de distinguer les differentes regions. Par contre, 
pour la video, la segmentation est l'extraction des objets en mouvement. II existe trois 
principales approches de segmentation. La premiere se base sur les differences d'images 
en considerant la camera fixe. Cette segmentation est surtout utilisee dans les modeles 
dedies a la videosurveillance. Elle comporte deux methodes, une basee sur la difference 
avec l'image de reference et l'autre sur la difference entre images successives. Le principal 
probleme de ce type de methode est 1'acquisition de l'image de reference et sa mise 
a jour a cause des effets surtout de changements d'illumination ainsi que le probleme 
d'instabilite de la camera. Lorsque l'image de reference est difficile a acquerir, elle est 
estimee [14] ou selon les travaux de Hsu et Tsan [39] l'objet mobile de la video est 
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enleve. Dans l'autre methode, la difference d'images successives detecte les objets et 
surtout ceux qui effectuent un mouvement rapide, mais elle est tres sensible au bruit [39]. 
La deuxieme approche de segmentation, appelee construction des mosai'ques, consiste 
dans le cas d'un mouvement lateral ou vertical de la camera a estimer le fond et par 
consequent discriminer les objets presents dans le premier plan. Le mouvement global 
entre deux images successives est estime et une seule image panoramique est composee 
par ces deux images [76, 82, 40]. La derniere approche est la segmentation de mouvement 
ou les images sont decoupees en regions ayant un mouvement homogene. Pour cette fin, 
les parametres du mouvement sont estimes en utilisant la fusion [17], ou le test bayesien 
[18], ou l'agregation autour de centres mobiles [8]. 
Le suivi d'objets en mouvements est une technique pour la representation bas-niveau de 
la video. 11 existe un grand nombre d'approches pour effectuer le suivi. Yilmaz et al. [88] 
classifient ces approches en trois categories. Le suivi des points est la premiere categorie. 
11 consiste a faire correspondre les points entre eux d'une image a l'autre. 11 est necessaire 
pour que la methode fonctionne de detecter les bons points d'interets d'ou la presence 
de certaines contraintes pour mieux les cibler. Sethi et Jain [79] utilisent une approche 
gloutonne avec des contraintes de proximite et de rigidite. Veenman et al. [83] ajoutent 
une nouvelle contrainte liee au mouvement pour pouvoir gerer les problemes d'occulta-
tions rencontres dans le travail precedent. Schmid et Mohr [78] ajoutent une contrainte 
geometrique dont le principe est de retrouver les memes points voisins de 1'image d'ori-
gine dans l'image cible. Une contrainte de triangulation de Delaunay est ajoutee dans les 
travaux de Remi et Bernard [74]. La deuxieme categorie, est celle de suivi de silhouettes. 
La methode des contours actifs est un exemple. Elle consiste a faire evoluer le contour 
initial vers l'objet d'interet [80, 24]. En minimisant la distance Kulback-Leibler (KL) 
entre les statistiques locale et globale de l'objet par rapport au fond, le suivi est effectue 
en presence de contraintes de proximite et de rigidite. Allili et Ziou [11] formulent la 
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region d'interet, pour gerer les problemes d'occultations evoques dans le travail de Sethi 
et Jain [79]. Une autre categorie est le suivi de noyau. Elle consiste dans le suivi d'une 
forme geometrique basique telle qu'un rectangle ou une ellipse. Les chercheurs utilisent 
la couleur et le gradient pour effectuer une recherche exhaustive du meme objet dans 
l'image suivante. 
La representation structurelle de la video decrit l'organisation de la video. Plusieurs 
travaux ont ete realises sur cette representation surtout celle de la detection de plans. 
Cependant, les techniques de transition, qui sont de plus en plus nombreuses et variees, 
restent encore a etudier. II est possible de diviser les changements de plan en deux genres : 
les changements progressifs definis par une continuity visuelle lors du passage d'un plan 
a l'autre et les changements brusques qui consistent a passer d'un plan a un autre sans 
transition. II est facile de detecter ce dernier genre de transition. Par contre, les change-
ments progressifs sont plus difficiles a detecter. II existe principalement cinq differentes 
caracteristiques pour la detection de plan. Premierement, les methodes orientees pixels 
que les differences d'intensite, par exemple, illustrent. Une des plus simples techniques 
dans ce domaine est celle de la difference d'intensite moyenne developpee par Nagasaka 
et Tanaka [63]. Aigrain et Joly [10] proposent aussi une methode basee sur une etude 
statistique des differences pixel a pixel. Deuxiemement, les methodes orientees histo-
grammes qui presentent des methodes de differences et de comparaison d'histogrammes 
[65]. Troisiemement, les methodes orientees contours ont des avantages surtout pour leurs 
invariances aux changements d'illumination. Les travaux de Nam et Tewfik, de Zabih 
et al. et de 200 [64, 89, 1] illustrent ce genre de methodes. Quatriemement, les methodes 
orientees transformees de coefficients telles que la transformee de Fourier discrete, DCT 
et ondelette sont aussi utilisees. Cinquiemement, les methodes orientees mouvement sont 
utilisees. Elles sont generalement combinees a d'autres caracteristiques pour la detection 
de plan et elles sont generalement inefficaces en cas d'absence de mouvement. Zhang 
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et al. utilisent une technique de seuillage pour identifier les endroits ou les changements 
(mouvement) sont de faible amplitude. D'autres methodes se basant sur les sciences cog-
nitives et le traitement du signal sont de plus en plus developpees [92]. Boccignone et al. 
proposent une technique de decoupage en plans fondee sur la focalisation de l'attention 
issue du systeme visuel humain [16]. 
La derniere representation est celle de haut-niveau. Lors de cette representation, la de-
tection d'evenements est effectuee. Elle consiste a rechercher des relations entre les mou-
vements et done a creer la semantique de la video. II existe trois categories en general 
pour la detection d'evenements. La premiere est celle des approches basees sur des mo-
deles d'evenements predefinis par des formes, des regies et des contraintes. L'approche 
de Roller et al. [47] utilise les verbes de mouvement pour decrire les evenements effectues 
par des voitures, des autobus, etc. par exemple « arret » ou « avancer », etc. Babaguchi 
et Jain [12] se basent sur la collaboration intermodale qui utilise le domaine de connais-
sance base sur les mots cles d'evenements. Une autre methode utilise la segmentation du 
mouvement spatio-temporel [75]. Ben-Arie et al. [13] utilisent la vitesse des vecteurs des 
parties du corps et l'indexation de pose. II existe aussi une methode d'image fondee sur 
l'ontologie de reconnaissance developpee par Maillot et al. [58]. D'autres encore utilisent 
la taxonomie et l'ontologie [33]. La deuxieme categorie est celle des approches qui ap-
prennent automatiquement les evenements au lieu de les specifier manuellement, et cela, 
en utilisant des donnees d'apprentissage [19, 30, 38, 42]. La troisieme categorie se base 
sur les methodes de classification d'evenements utilisant les techniques de (clustering) 
[73, 90, 93]. 
Les recherches effectuees s'interessent a combiner plusieurs representations de la video. 
Ces representations ont pour but de decrire automatiquement les evenements de la video. 
Par exemple, dans le travail de Hakeem et Shah, un roman de la video est fabrique ou ils 
developpent un modele de lecture, de detection et de representation d'evenements dans la 
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video. C'est dans cette optique que notre dictionnaire se situe en integrant les differentes 
representations de la video dans un seul systeme. 
3.4 Le dictionnaire 
3.4.1 Objectif 
Pour elaborer ce dictionnaire, notre systeme doit repondre au mieux aux exigences' d'un 
systeme ideal, deja presente dans la section 3.1. Cependant, un tel systeme est difficile a 
realiser surtout avec les contraintes de la multitude de leurs formats video, de leur qualite 
et de leur contenu. Nous choisissons dans notre travail d'emettre certaines hypotheses 
dans l'objectif de garder une vision generate sur sa precision et son autornatisme. L'autre 
objectif de ce travail est de tester l'utilisation de notre dictionnaire dans deux differents 
types de videos. 
3.4.2 Caracteristiques du Systeme d'interpretation pour la Fa-
brication du Dictionnaire (SIFD) 
La multitude d'informations possible a extraire et les differents genres d'objets qui 
peuvent se retrouver dans une video rendent un systeme de detection d'evenements ge-
neralement difficile a realiser, surtout avec la contrainte de precision. Afin de faciliter 
la realisation d'un systeme de haute precision, nous appliquons des hypotheses sur les 
videos a etudier. Le SIFD est applique sur des videos non compressees captees par des 
cameras fixes. Notre systeme reconnait seulement les actions humaines et ne considere 
pas les relations qui peuvent exister entre elles. Le SIFD produit un dictionnaire en sor-
tie detaillant tout ce qui se passe dans une video : les objets, les mouvements humains 
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effectues, le debut et la fin d'un mouvement et le debut de chaque plan. 
La figure 3.2 presente les quatre principales procedures pour l'elaboration du dictionnaire. 
Au depart, une procedure de detection de coupures de plan est effectuee. A partir de 
cette derniere, une premiere information qui est l'image de coupure ainsi que sa position 
est acheminee au dictionnaire. Les plans resultants avec un certain nombre d'actions 
a detecter constituent l'entree pour la segmentation. Ensuite, une segmentation par le 
contour spatio-temporel est effectuee pour chaque sequence d'images d'un meme plan. 
A la fin de la segmentation, une information sur la forme des objets et la trajectoire du 
mouvement est ajoutee au dictionnaire. Cette information est fournie en entree pour la 
troisieme procedure, celle de la reconnaissance d'actions humaines. Un dictionnaire est 
ainsi forme par toutes les coupures, les objets dans chaque plan et le mouvement que 
ces objets effectuent. Nous detaillons en ce qui suit chacune des procedures pour former 
le dictionnaire. La reconnaissance d'actions humaines fera l'objet du chapitre 2 de notre 
memoire et le reste des procedures du dictionnaire seront au chapitre 3. 
Figure 3.2 - SIFD systeme d'interpretation pour la fabrication du dictionnaire 
3.4.3 Detection des plans 
Un plan est l'unite de base dans la construction d'une video. C'est une suite ininterrom-
pue d'images provenant d'un seul enregistrement d'une camera [51]. II existe differents 
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types de coupures dont les plus utilisees sont la coupe franche, le fondu en ouverture, 
le fondu en fermeture, le fondu enchaine et le volet. Une coupe franche consiste a pas-
ser instantanement d'un plan a l'autre et produit des changements visuels brusques. Les 
fondus en ouverture et en fermeture sont des changements controles de l'amplitude du 
signal image. Un fondu en ouverture fait progressivement apparaitre un plan a partir 
d'une image noire, tandis qu'un fondu en fermeture fait disparaitre un plan vers une 
image noire. La quatrieme coupe, le fondu enchaine (dissolve) est une combinaison d'un 
fondu en ouverture et d'un fondu en fermeture. Ce genre de coupure est utilise pour 
signifier un saut dans le temps. Enfin, le volet {wipe) est une transition graduelle a l'aide 
d'un trucage video par lequel une image semble pousser une autre en dehors de l'ecran. 
Dans notre-travail, nous utilisons la methode developpee au sein du laboratoire MOIVRE 
par Lawrence et al. [51]. Ce choix est motive par la disponibilite du code source. Cette 
methode, appelee detection de frontiSres de plans, se base sur la sommation de la derivee 
temporelle et de la suppression des pixels ou le gradient n'est pas domine par sa compo-
sante temporelle. Lawrence et al. definissent une mesure D(t) pour la segmentation de 
video 3D. Pour une video V(x,y,t), ils calculent le gradient spatio-temporel a l'aide des 
trois derivees partielles Vx(x,y,t), Vy(x,y,t) et Vt(x,y,t). La mesure D(t) est calculee 
alors par l'equation 
M N 1VI 1\ s 
\Vt{x,y,t)\ si tan9 < TMVT 
0 sinon 
x=l y=l 
ou M et TV sont respectivement la longueur et la largeur des images de la video, rmvt 
est un seuil defini a l'entree et 9 est Tangle entre le vecteur du gradient (Vx, Vy, Vt) et le 
vecteur temporel (0,0, Vt) tel que 
t a n 0 = V ^ 3 (3.1) 
Les derivees partielles sont developpees dans la section 2.1.2. Les coupures produisent 
des maxima dans la mesure D(t). Pour localiser alors les frontieres, il suffit d'identifier 
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les maxima locaux et supprimer ceux qui peuvent etre dus a des phenomenes comme le 
bruit, le mouvement et les variations dans l'eclairage. Les frontieres sont localisees telles 
que 
ou 2OJ + 1 est la taille du voisinage de t considere pour la localisation de maxima. Ces 
derniers sont analyses pour eliminer ceux non desires. Les maxima de faible amplitude 
sont elimines par un seuil t j . Puis, parmi le reste des maxima, ceux avec une faible 
amplitude relative a leur voisinage sont aussi elimines. L'amplitude relative AR est definie 
comme 
ou ma et rri), sont respectivement les valeurs minimales de la fonction D(t) avant et apres 
le maximum D(t0) dans une fenetre de taille fixe 4a; + 1 centree sur t. 
t est un max local <4> D(t) > D(s) VS G {t — u,t + u>] (3.2) 
ARM = D(t0) - (3.3) 
ma = Min(D(s)) VS G [t0 - 2u,t0 - 1] 
mb = Min(D{s)) VS G [I0 + 1, TO + 2W] 
(3.4) 
(3.5) 
La frontiere t0 de la video est identifiee comme frontiere d'un plan si 
D(to) est un max local de D(t) 
D(t0) > n * Max(D(t)) \/t 
(3.6) 
(3.7) 
et 
D(t0) > T2* AR(t0) (3.8) 
3.4.4 Extraction des zones d'interets des videos 
Apres l'extraction des images de coupures, nous obtenons alors un certain nombre de 
sequences d'images homogenes et contenant un certain nombre d'objets. Nous detectons 
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ces objets de la sequence. Pour ce faire, nous procedons par la detection du contour 
spatio-temporel. Tel qu'il a ete presente dans la section 2.1.2, le contour spatio-temporel 
contient l'information spatiale des objets en mouvement. Nous considerons comme objet 
spatio-temporel, une zone de l'image contenant un contour spatio-temporel avec les pixels 
contigus. Ainsi, ces contours vont etre utilises comme caracteristique CST lors de la 
reconnaissance de Taction humaine pour generer les metadonnees dans notre dictionnaire. 
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3.4.5 Suivi des zones d'interets 
Pour chaque plan trouve dans la video, un ensemble de zones sont extraites par le contour 
spatio-temporel. Nous suivons apres le mouvement de ces zones et nous determinons la 
trajectoire qu'elles effectuent. Le suivi fait correspondre les zones extraites et separe 
entre plusieurs objets en mouvement. Pour suivre une zone 1 trouvee dans l'image i — 1, 
nous detectons les points d'interets SIFT S'/_1 qu'elle contient. Nous cherchons pour 
chaque zone detectee j de l'image i du gradient spatio-temporel les points SIFT Sj 
qu'elle contient. Parmi les points et Sj, nous cherchons ceux qui correspondent en 
coordonnees. La zone j de l'image i du gradient ayant le plus de points correspondants 
est consideree comme la zone 1 en mouvement. Nous effectuons la meme procedure pour 
le reste des zones de l'image i du gradient. Une zone est consideree disparue si aucun 
point n'est retrouve dans l'image suivante. Une nouvelle zone est cree si une zone est 
detectee et ne correspond a aucune zone anterieure. Nous illustrons ce suivi d'objets a la 
figure 3.3. 
Nous poursuivons les zones image par image jusqu'a la fin du plan. Lors de la fabrication 
de notre dictionnaire, nous decrivons la trajectoire de l'objet pendant tout le plan. II 
peut arriver qu'une zone, lors de la detection d'un. contour, soit decoupee en zones non 
contigues. Par notre suivi, nous pouvons reconstruire la zone dans les images suivantes. 
Dans le cas ou une zone M de l'image i se divise en deux morceaux Mi et M2 lors de 
l'extraction des zones d'interets de l'image i + 1 et se reconstitue dans l'image i + 2 
en une seule zone M, notre systeme SIFD considere que Mi et M2 constituent un seul 
objet. Nous illustrons ce cas a la figure 3.4 ou meme si "une personne" se decoupe en 
deux morceaux dans i, elle est retrouvee dans i + 1. Notre systeme rassemble les deux 
morceaux de i lors de la correspondance de points de chaque zone dans l'image i + 1, ces 
Image i 
Figure 3.4 - Reconstruction d'objet par le suivi 
deux dernieres appartenant au meme objet. 
3.4.6 Reconnaissance d'actions humaines 
Apres l'extraction des zones et le suivi de leurs mouvements, nous reconnaissons le mou-
vement effectue par chaque objet. Dans notre travail, nous ne considerons que les actions 
humaines qui sont importantes que ga soit pour la videosurveillance ou pour les films 
et meme pour les journaux televises. Nous appliquons le modele de reconnaissance d'ac-
tions humaines developpe dans le chapitre 2. Rappelons que la zone d'interet representee 
par la caracteristique CSST qui englobe le contour spatio-temporel ainsi que les points 
d'interets deja trouves lors de l'extraction des. zones d'interets et de suivi des objets. 
Les donnees extraites dans cette zone seront utilisees pour la reconnaissance de la classe 
d'actions. 
Pour la procedure d'apprentissage, le systeme apprend des actions definies par l'utili-
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sateur et contenues dans differentes videos. Ces videos contiennent chacune d'elles une 
seule action humaine. Lors de l'apprentissage, chaque ensemble de videos cont'enant la 
meme action est regroupe. Comme presente dans le chapitre 2, pour chaque video d'ap-
prentissage, le CSST est extrait seulement sur les zones d'interets. Nous apprenons nos 
actions par l'algorithme MBRL presente dans la section 2.3. L'apprentissage pour la re-
connaissance d'actions humaines est effectue sur seulement les actions provenant de notre 
collection et done seulement les actions « marcher », « courir », « ouvrir la porte », « 
s'asseoir » et « se tenir debout » peuvent etre reconnues pour le test. Pour chaque zone 
extraite et suivie dans un plan, nous lui fabriquons le vecteur de caracteristique CSST 
(section 2.1). Tel que presente dans la section 2.3.3, nous definissons la classe de l'objet 
en mouvement de la zone d'interet par ce vecteur. L'avantage d'un systeme base sur 
l'apprentissage est qu'il pourrait, etre utilise dans plusieurs applications. Par exemple, si 
le systeme apprend les actions « courir », « frapper », « marcher », « sauter », le SIFD 
peut detecter une bagarre dans une station de metro par Taction « frapper ». 
3.4.7 Experimentations 
Afin de montrer les caracteristiques du SIFD, nous presentons, au debut, des mesures de 
performance pour chacune de ses procedures pour mettre en evidence sa precision et son 
automatisation. Ensuite, nous analysons a la fois une video provenant d'un film et une 
autre provenant d'un systeme de videosurveillance. Avant de presenter les resultats obte-
nus, nous decrivons, en premier lieu, la definition de la verite terrain et les abreviations 
utilisees au sein de notre dictionnaire. En deuxieme lieu, nous comparons les resultats 
de la detection de plan, de l'extraction des zones d'interets, du suivi et de la reconnais-
sance d'actions humaines avec la verite terrain. Les resultats de la reconnaissance sont 
aussi compares avec ceux obtenus dans le troisieme chapitre du memoire de Chahid[21], 
En troisieme lieu, nous montrons les resultats obtenus du SIFD d'un episode de la se-
rie Friends (figure 3.10) et nous comparons ceux d'une video provenant de la collection 
PETS au nom de OneStopNoEnterlcor avec sa verite terrain. 
Definition et abreviations 
Les abreviations suivantes sont utilisees pour decrire les resultats obtenus : NM= nom 
du fichier de la video, NB= Nombre d'images dans la video, IW= largeur des images de 
la video, IH= longueur des images de la video. 
Dans un plan, les abreviations suivantes sont utilisees : Pl= numero du plan, IR = image 
de reference d'un plan, ID= numero de l'image de depart d'un plan, IF= numero de 
l'image finale d'un plan. 
Pour les objets detectes dans une sequence d'images d'un meme plan, les abreviations 
suivantes sont utilisees : 0 = numero de l'objet detecte, 10= image de l'objet, 0 D = 
numero de la premiere image ou l'objet est detecte, 0 F = numero de l'image de disparition 
de l'objet, Mv= Taction humaine effectuee. 
Tel que definit dans la section 3.2, pour illustrer la precision de notre systeme, nous 
representons le nombre d'objets N B dans la verite terrain OR, le nombre N B et le taux 
T de vrais positifs (plans ou objets) estime V .P par le systeme SIFD, le nombre N B et 
le taux T de vrais negatif V . N (plans ou objets), le nombre N B et le taux T de faux 
positifs F.P (des objets detectes non existants ou des plans non existants), le nombre 
N B d'objets a suivre O.S, le nombre N B et le taux T de bien suivi B.S, de non suivis 
N.S et de mal suivi M.S, les actions reconnues dans la verite terrain A, le nombre N B 
et le taux T de biens reconnu B.R et enfin le nombre N B et le taux T de mals reconnus 
M.R des actions mal definies. 
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La verite terrain 
La verite terrain est la reproduction manuelle de la detection de changement de plan, 
de la detection d'objets, du suivi d'objets et de la reconnaissance d'actions que nous 
effectuons sur une video. En premier lieu, nous cherchons ou se trouvent des change-
ments de plan dans une video. Pour les videos structurees, nous considerons les memes 
genres de plan que dans la litterature. Nous cherchons alors un changement brusque ou 
un changement progressif dans la video et nous marquons l'image du debut du change-
ment. Pour les videos non structurees, nous considerons qu'un changement de plan est 
un changement significatif dans lequel un objet de taille superieure a 50 pixels apparait 
dans plus de 10 images. Par exemple, dans une video de surveillance, une personne qui 
entre dans le champ de la camera de surveillance provoque un changement de plan. Nous 
marquons dans ce cas l'image de l'apparition de l'objet en tant qu'image de reference 
pour le nouveau plan. 
En deuxieme lieu, nous detectons les objets en mouvement. Nous visualisons image par 
image un plan et nous cherchons les objets en mouvement pour les encadres par un rec-
tangle dessine par la souris de fagon qu'il englobe l'objet en mouvement. Nous effectuons 
cette demarche jusqu'a la fin du plan. Dans la verite terrain, nous considerons une zone 
de changement toute zone continue dans l'espace et en mouvement. Par exemple, nous 
considerons dans la figure 3.5 la zone de changement en rectangle rouge. Elle entoure une 
personne qui ouvre une porte et une partie de la porte qu'elle ouvre. 
En troisieme lieu nous suivons nos zones de changements image par image. Des qu'une 
zone de changement est detectee dans l'image i, nous cherchons dans l'image i + 1 la 
zone qui lui correspond. Une zone qui se retrouve d'une image a l'autre est une zone 
dont la forme visuelle et la position ne varient pas beaucoup. Dans la figure 3.5, nous 
considerons que les trois zones de changements sont la meme zone en mouvement. Nous 
considerons une zone est bien suivi B.S lorsqu'elle est detectee et suivie tout au long de 
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sa trajectoire dans un meme plan. Une zone mal suivi M.S est celle ou seulement une 
partie de sa trajectoire est conforme a celle de la verite terrain. 
En quatrieme lieu, nous effectuons la reconnaissance de Faction trouvee apres le suivi 
d'une zone. Nous attribuons le verbe d'action d'une zone selon les verbes donnes en ap-
prentissage pour notre SIFD (marcher, ouvrir une porte, courir, etc.). En cas d'absence 
parmi nos verbes, nous attribuons un verbe a Taction n'appartenant pas au groupe deja 
connu par exemple « sauter », « tomber », etc. 
Figure 3.5 - Zone de changement extraite par la verite terrain 
La collection 
Nous experimentons notre algorithme sur trois collections de videos differentes, compor-
tant des donnees du secteur de la surveillance, du cinema et de la prevention. Premie-
rement, les videos de la collection PETS utilisees par un grand nombre de chercheurs 
dans les methodes de segmentation et de classification de video [6]. Ces videos MPEG 
comportent des actions qui se deroulent principalement dans un centre d'achat ou une 
station de metro. Dans notre travail, nous choisissons 15 videos de cette collection au ha-
sard avec chacune comportant un echantillon de 16 secondes avec 25 images par seconde. 
Les images de ces videos sont de taille 320 x 240 pixels. Ensuite, une video de la serie 
Friends est extraite. Elle comporte plusieurs plans et des objets differents. Nous avons 
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choisi une partie de Tepisode de Friends de 600 secondes avec 25 images par seconde. 
Chaque image est de l'ordre de 160 x 120 pixels. La troisieme collection est une collection 
de videos d'actions humaines que nous avons captees. Nous avons filme 34 videos pour 
Taction « marcher », 22 pour celle de « courir », 29 pour Taction « ouvrir une porte », 13 
« se tenir debout » et 14 videos pour Taction « s'asseoir » sur une chaise pour un total de 
112 videos. Chaque video comporte 200 images de 320 x 240 pixels. La figure 3.6 illustre 
notre collection. Nous effectuons l'apprentissage de notre systeme de reconnaissance d'ac-
tions humaines sur 66 videos parmi notre collection et nous les testons sur l'ensemble des 
videos de notre collection. L'action "se tenir debout" est une action ou la personne est 
debout tout en effectuant un mouvement du corps (se retourner, se balancer de droite 
a gauche, etc.) sans effectue un deplacement dans la scene. Dans le but de montrer la 
precision du SIFD, nous disposons d'une verite terrain obtenu manuellement. 
Detection de plans 
Nous comparons les resultats de la detection de changement de plan obtenus par SIFD 
avec ceux de la verite terrain. Les resultats obtenus pour 15 videos de la collection 
PETS ainsi que ceux obtenus pour les 30 videos de notre collection sont presentes dans 
le tableau 3.1. Nous retrouvons, dans ce dernier, le nombre de transitions de plans a 
detecter pour chaque groupe de video selon la verite terrain ainsi que celui des vrais 
positifs, des faux positifs et des vrais negatifs estimes par SIFD. Ce tableau donne une 
idee sur les performances de la detection de plan dans le cas des videos non structurees 
(video surveillance). Nous remarquons que, pour les videos de PETS et celles de notre 
collection, le nombre de F .P est eleve, ce qui peut etre explique essentiellement par le 
choix des parametres en entree pour Talgorithme. Nous remarquons aussi un nombre 
eleve de V . P avec un taux de changements de plan bien detecte d'environ 98.5 % pour 
90 
Figure 3.6 - Collection des actions humaines (marcher, courir, se tenir debout, ouvrir 
une porte et s'asseoir sur une chaise) 
Titre Video O R V.P V.N F . P 
15 videos PETS 38 36 2 6 
112 videos propre 85 85 0 10 
Tableau 3.1 - Resultats estimes par SIFD pour la detection de plans 
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Tit Video OR V.P V . N F.P 
NB NB T% NB T% NB T% 
15 videos PETS 84 62 73,8 22 18,03 16 13,11 
112 videos propres 157 157 100 0 0 53 25,23 
Tableau 3.2 - Resultats estimes par SIFD pour l'extraction des zones d'interets 
toutes les videos et un taux de faux positifs F .P ne depassant pas les 11 % parmi tous 
les changements de plan detectes. 
Extraction des zones d'interets des videos 
Comme pour la detection de plans, nous effectuons une comparaison des resultats de 
la procedure de l'extraction des zones d'interets du SIFD avec la verite terrain. Nous 
presentons ces resultats dans le tableau 3.2. Ce dernier montre ceux obtenus pour les 
memes 15 videos de la collection PETS ainsi que ceux des 112 videos de notre collection. 
Dans ce tableau, nous retrouvons le nombre d'objets a detecter pour chaque groupe de 
video selon la verite terrain ainsi que celui des vrais positifs, des faux positifs et des vrais 
negatifs estimes par le SIFD. Le taux des vrais positifs est calcule par rapport au nombre 
d'objets a detecter. Par contre, le taux des Vrais Negatifs V . N et celui des Faux Positifs 
F.P sont calcules par rapport au nombre total d'objets detectes par SIFD. 
Nous obtenons une bonne extraction des objets. A part 73,8 % seulement trouves dans 
le cas de la collection PETS, les objets des 112 videos propres sont tous biens seg-
mentes. Cette diminution du taux de biens segmentes (vrai positif) pour la collection 
PETS est due surtout au nombre d'objets que chaque plan contient. Les videos de PETS 
contiennent plus d'un objet dans le meme plan a l'oppose de notre collection ou nous 
trouvons un seul objet. En analysant les resultats de la collection PETS, nous remar-
quons que lors de l'extraction des zones d'interets, les problemes majeurs sont causes 
par l'occultation par exemple dans les videos OneShopOneWait2cor_Pl, OneShopO-
neWait2cor_P2 et OneShopOneWait2cor_P3 ou trois personnes sont mals segmentees 
parce qu'elles marchent cote a cote dans la video et il existe un contact entre elles. Ces 
trois personnes sont considerees comme un seul objet (voir figure 3.7). 
Figure 3.7 - OneShopOneWait2cor__Pl- trois personnes sont detectes dans une seule 
zone 
Nous remarquons aussi que les vrais negatifs sont causes par des changements de lumieres. 
Dans les videos Fight_OneManDown_Pl, Fight_OneManDown_P2, Fight_RunAway2 
et LeftBag_ At Chair PI, nous remarquons des objets detectes causes par le changement 
de lumiere. Dans la video OneShopOneWait2cor_Pl, nous retrouvons ainsi un objet 
detecte cause par l'ombre 3.8. 
Suivi des zones d'interets 
Apres l'extraction des zones d'interets des objets, nous effectuons leurs suivis. De meme 
que pour les deux procedures precedentes, nous presentons les resultats obtenus pour 
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Figure 3.8 - OneShopOneWait2cor_P 1 - l'ombre de l'homme est detecte comme objet 
Titre Video O.S B.S N.S M.S 
NB NB T% NB T% NB T% 
15 videos PETS 84 63 75,00 0 0 21 25,00 
112 videos propres 157 122 77,70 0 0 35 22,29 
Tableau 3.3 - Resultats estimes par SIFD pour le suivi 
les collections (PETS et videos propres ) dans le tableau 3.3. Nous presentons dans ce 
dernier les performances de notre procedure de suivi par rapport a la verite terrain et du 
fait le taux de reussite dans l'extraction de trajectoires. Dans les deux collections, nous 
observons que le nombre d'objets rion suivis est egal a zero. Tous les objets trouves dans 
les videos sont generalement biens suivis B.S ou mals suivis M.S, d'ou la trajectoire 
de l'objet est retrouvee completement ou partiellement. Nous remarquons que les taux 
de biens suivis B.S et de mals suivis M.S pour les deux collections est de l'ordre de 
75 % et 25 % respectivement. Apres analyse des resultats du suivi, a part les problemes 
relies a la fausse detection des zones d'interets et la mauvaise detection de plan, d'autres 
problemes tels que le probleme du peu de points SIFT peuvent causer ce mauvais suivi. 
Par exemple, dans la video OneShopWaitlfront_P2 de la collection PETS, le suivi d'une 
femme a l'interieur du magasin n'a pas pu etre termine, seulement une petite region de 
son corps se montrait et du fait le nombre de points d'interets dans cette zone detectee 
est insuffisant (figure 3.9). 
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Figure 3.9 - OneShopOneWait2cor_Pl- un nombre de points d'interets faible dans la 
zone d'interet pour effectuer le suivi 
Tit Video A B.R M.R 
NB NB T% NB T% 
15 videos PETS 84 59 70,23 25 29,76 
112 videos propres 157 120 76,43 37 23,56 
Tableau 3.4 - Resultats estimes par SIFD pour la reconnaissance d'actions humaines 
Reconnaissance d'actions humaines 
Nous presentons dans le tableau 3.4, les resultats de la reconnaissance d'actions humaines 
pour les deux collections. Ce tableau contient le nombre d'actions reconnues par rapport 
a la verite terrain ainsi que le nombre des actions mal reconnues ou inexistantes dans les 
actions d'apprentissage (Vrai Negatif). Ces resultats concernent les objets bien segmentes 
et dont la trajectoire est bien ou mal suivi. 
Pour les deux collections, nous obtenons un taux de bien reconnu qui depasse 70 % 
parmi les objets bien segmentes et dont la trajectoire est bien ou mal suivi, malgre que 
l'apprentissage s'effectue sur toutes les images de la video et la reconnaissance a l'aide 
seulement des objets detectes et leurs trajectoires. Nous remarquons, aussi, que le taux 
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eleve d'actions mal reconnues pour la collection PETS est du au manque d'actions a 
apprendre. Pour evaluer notre modele de reconnaissance d'actions humaines applique sur 
des objets en mouvement, nous choisissons de presenter la matrice de confusion pour 
notre collection. Cette matrice permet de presenter le taux de bien classe pour chaque 
categorie d'actions, ainsi que. les categories avec lesquelles une confusion se presente. 
Ouvrir porte Se tenir debout Courir Marcher S'asseoir 
Ouvrir porte 72,41% 0% 13,79% 6,89% 6,89% 
Se tenir debout 0% 76,92% 15,38% 7,69% 0% 
Courir 0% 4,54% 77,27% 13,63% 4,54% 
Marcher 0% 0% 11,76% 82,35% 5,8% 
S'asseoir 0% 0% 14,28% 0% 85,71% 
Tableau 3.5 - La matrice de confusion pour notre collection 
La matrice de confusion pour nos 112 videos propres est presentee dans le tableau 3.5. 
Nous obtenons un taux moyen de bien classe de 78,93 %, malgre que la reconnaissance se 
fait seulement sur les objets en mouvement et pas sur toute la video comme dans le cas de 
l'apprentissage. II est a remarquer que l'ecart-type ne depasse pas 4,62, ce qui confirme la 
stabilite des resultats obtenus pour la reconnaissance d'actions humaines avec le modele 
de classification MBRL etudie dans la section 2.3. Gloabalement, nous remarquons que 
plus les objets et leurs trajectoires sont bien definis, meilleurs sont les resultats de la 
reconnaissance d'actions humaines. Cette observation explique en partie que Taction « 
s'asseoir » est la mieux classee avec 85.71 % puisqu'elle est la mieux segmentee. 
Nous comparons, dans le tableau 3.6, le taux d'actions bien classees par le SIFD a celui 
obtenu dans le travail [21]. Cette comparaison s'effectue sur les resultats obtenus par le 
SM2 sans la fusion des capteurs. Dans le travail de Chahid, le temps d'une action est 
manuellement definit a 3 secondes. Dans notre travail, cette contrainte n'existe pas et 
Taction est definie seulement par le mouvement de la personne. 
Nous remarquons d'apres le tableau 3.6 que SM2 obtient en general une meilleure recon-
Ouvrir porte Courir S'asseoir Se tenir debout Marcher Moyenne Ecart-type 
SM2 
SIFD 
69% 
72,41% 
81,9% 
77,27% 
91,7% 
85,71% 
84,6% 
76,92% 
85,3% 
82,35% 
82,5% 
78,93% 
7,47 
4,62 
Tableau 3.6 - Comparaison entre les resultats obtenus par le SIFD et ceux obtenus par 
le systeme de surveillance par fusion de capteurs 
Titre Video A B.R M.R 
NB NB T% NB T% 
112 videos propres 157 134 85,3 23 14,6 
Tableau 3.7 - Resultats estimes par SIFD pour la reconnaissance d'actions humaines par 
apprentissage d'objets. 
naissance d'actions. Dans le travail de Chahid, les videos d'apprentissage se retrouvent 
parmi les videos de tests sans aucun changement. Pour le SIFD, les elements de tests ne 
sont plus des videos entieres, mais seulement des objets en mouvement ce qui differe des 
donnees d'apprentissage basees sur toute la video en entree. Nous remarquons aussi une 
amelioration pour la reconnaissance de Taction Ouvrir porte. Cela est du a l'extraction 
des zones d'interets qui distingue bien la zone de la porte et le mouvement de l'ouverture 
de la porte. 
Nous testons l'impact de l'apprentissage a partir d'objets au lieu de l'apprentissage a 
partir de toute la video. Nous avons choisi d'apprendre un nombre total de 39 objets, 
dont 6 pour Taction « marcher », 6 pour « courir », 12 pour « ouvrir une porte », 6 pour 
« se tenir debout » et 9 objets pour Taction « s'asseoir » sur une chaise. Nous testons 
SIFD sur les 112 videos de notre base de donnees. Dans le tableau 3.7, nous remarquons 
une amelioration de la reconnaissance de l'ordre de 6,37%. 
D'apres les resultats obtenus par les quatre procedures ci-dessus, nous pouvons conclure, 
qu'avec 85,3 % d'actions reconnues pour notre collection et 70 % pour la collection PETS, 
le SIFD n'a besoin d'aucune intervention humaine dans le processus de reconnaissance 
a l'encontre du systeme pour la surveillance par fusion de capteurs qui a besoin d'inter-
vention humaine pour definir les segments de videos pour chaque action. SIFD eprouve 
des problemes surtout lors de l'extraction des zones d'interets causes entre autres par les 
changements de luminosite et les problemes d'occultations. 
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Exemples de dictionnaire videos 
Nous presentons, ci-dessous, les dictionnaires obtenus pour deux videos de domaines 
differents. La premiere video est un extrait du film OneStopNoEnterlcor d'une duree de 
28 secondes en raison de 25 images/seconde 3.10. La deuxieme video est un extrait de la 
serie Friends d'une duree de 600 secondes et de l'ordre de 25 images/seconde. 
Le tableau 3.8 represente le dictionnaire de la verite terrain de la video OneStopNoEn-
terlcor et le tableau 3.9 represente celui estime par le SIFD. Pour la procedure de l'ex-
traction des zones d'interets, le SIFD detecte 3 objets illustres dans le tableau 3.9 parmi 
les 5 objets presentes dans le dictionnaire de la verite terrain dans le tableau 3.8. Nous 
remarquons la disparition des deux derniers objets 04 et 05 du dictionnaire estime. Cela 
est du principalement au mouvement lent de ces objets. La detection du contour spatio-
temporel ne distingue pas le mouvement puisque la zone de changement est nulle. Pour 
la reconnaissance d'actions, nous considerons que Taction « se tenir debout » trouvee par 
notre systeme coincide avec Taction arret. Toutes actions detectees ont ete suivies. 
Le probleme montre par cette experimentation est la mauvaise detection d'objets qui se 
deplacent a une faible vitesse. Notre SIFD s'execute en 3300 secondes pour effectuer l'ex-
traction des zones d'interets et le suivi et en 18 secondes pour effectuer la reconnaissance 
d'actions pour la video OneStopNoEnterlcor. Ce temps d'execution est du principale-
ment a l'extraction des caracteristiques, surtout les points d'interets SIFT pour effectuer 
le suivi. 
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Figure 3.10 - Exemple d'images de la video OneStopNoEnterlcor 
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NM=OneStopNoEnterlcor.mpg, NB=700, IW=360, IH=240 
n — ! 
IS!sS«Ml«iPllS •I •} 
[[PI :0, I R \ V , ID 0 .IF 700 ] 
• [O 1, IO . H , OD=Q, OF=52, Mv=marcher ] 
[O 1, I O = l l B l , OD=53, OF=95, Mv=arret ] 
[O 1, IO —- , OD=96, OF=393, Mv=marcher ] 
[O 2, IO ^ , OD=0, OF=700, Mv==marcher ] 
[O 3, IO OD=97, OF—700, Mv=marcher ] 
[O 4, I o J | 0 0 = 3 4 0 , OF=400, Mv=bouger tete ] 
[O 5, I O = B M , OD=343, OF=400, Mv=bouger tete ] ] 
Tableau 3.8 - Dictionnaire de la verite terrain de la video OneStopNoEnterlcor 
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NM =OneStopNoEnterlcor.mpg, NB=700, IW=360, IH=240 
"IT" 
l l s«»i i l la 
? i 1 
[[PI :0, IR - • -V ID=0 ,IF=700 ] 
[O 1, IO= i ' OD=0, OF=52, Mv=marcher ] 
[O 1, IO j d , OD=53, OF=95, Mv=arret ] 
[O 1, IO=Bl, OD=96, OF=393, Mv=marcher ] 
[O 2, 1 0 = 0 , OD=0, OF=700, Mv=marcher ] 
• I s 
[O 3, I O = l H I , OD=97, OF=700, Mv=marcher ] 
Tableau 3.9 - dictionnaire estime automatiquement de la video OneStopNoEnterlcor. 
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Nous presentons en ce qui suit les resultats de la video d'un episode de la serie. Friends 
tel l'extrait dans la figure 3.12 dont un resume est illustre dans la figure 3.11. Dans le 
tableau 3.10, nous illustrons le nombre de plans detectes par le systeme SIFD et la verite 
terrain construite manuellement. Nous presentons les scores dans le tableau 3.10 et nous 
remarquons que tous les plans (Vrais Positifs) ont ete detectes avec un pourcentage de 
faux positifs de l'ordre de 9,5%. 
Nous montrons dans le tableau 3.11 les resultats obtenus a partir de notre extraction 
Tit Video O R V . P V .N F . P 
Friends 314 314 0 30 
Tableau 3.10 - Resultats estimes par SIFD pour la detection de plans 
des zones d'interets. Nous obtenons un taux de 84,05 de zones d'interets retrouvees et un 
taux de 15% de zones non detectees (Vrais Negatifs) ou qui ont ete detectees sans qu'elle 
existe (Faux Positifs). Cela revient generalement au probleme d'occultation surtout dans 
les plans qui comportent plusieurs zones. Par exemple, des zones sont fusionnees en une 
seule zone telle presentee dans la figure 3.13. Nous remarquons que la femme et l'enfant 
sont fusionnes dans une seule zone d'interets de meme pour 1'homme et la serveuse der-
riere lui. 
Nous verifions en ce qui suit les resultats du suivi effectue par le SIFD avec ceux de la 
verite terrain. Nous illustrons nos resultats dans le tableau 3.12. Parmi les zones d'interets 
bien detectes ou vrais positifs, nous cherchons celles ou le suivi etait bien effectue (B.S : 
Biens Suivis) par rapport a la verite terrain. Nous obtenons un taux de B.S de 77,24% et 
de 22, 75 de mals suivis M.S pour un total de 100%. Pour toutes les zones bien segmentees, 
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Figure 3.13 - Extraction des objets dans une scene de la serie : 0 1 fille qui entre au 
magasin, 02 l'homme a droite debout entrain de parler, 0 3 l'homme a droite assis sur 
la table et qui bouge la tete. 
Tit Video OR V.P V.N F.P 
NB NB T% NB T% NB T% 
Friends 345 290 84,05 50 14,49 60 15,00 
Tableau 3.11 - Resultats estimes par SIFD pour l'extraction des zones d'interets 
le suivi est effectue. Les zones M.S sont des zones ou des ruptures de suivi sont causees 
par le peu de points d'interets retrouves surtout pour les zones qui contiennent un petit 
mouvement. 
Pour la reconnaissance d'actions humaines, nous utilisons les memes donnees d'appren-
tissages presentes ci-dessus (notre collection). Pour fabriquer la verite terrain, nous ca-
tegorisons manuellement les actions de cet episode de la serie Friends selon 6 actions 
« marcher », « courir », « s'asseoir », se tenir debout, ouvrir porte et autres actions 
Titre Video O.S B.S N .s M.S 
NB NB T% NB T% NB T% 
Friends 290 224 77,24 0 0 64 22,75 
Tableau 3.12 - Resultats estimes par SIFD pour le suivi 
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or celles connues pour l'apprentissage. Le tableau 3.13 illustre une comparaison entre la 
reconnaissance d'actions humaines par notre SIFD avec la verite terrain. Nous obtenons 
74,69% des actions sont reconnues par SIFD parmi toutes les actions de la verite terrain. 
Ouvrir porte Courir S'asseoir Se tenir debout Marcher Autre 
Verite Terrain 6 0 43 99 14 128 
SIFD 4 0 36 71 10 128 
Tableau 3.13 - Comparaison entre les resultats obtenus par le SIFD et la verite terrain 
Temps d'execution du SIFD 
Dans le tableau 3.14 nous presentons les moyennes des temps d'execution en secondes 
pour les quatre procedures de notre SIFD pour les trois collections etudiees. Les temps 
d'execution (en secondes) de l'extraction des zones d'interets et du suivi sont presentes 
ensemble puisque les deux s'executent ensemble dans notre application. Comme presente 
dans la section collection, nous avons 15 videos de PETS avec chacune 400 images de 
taille 360 x 240 pixels. Notre collection contient, aussi, 112 videos avec 200 images de 
360 x 250 pixels. L'episode de Friends contient a elle-meme 15000 images de 160 x 120. 
D'apres le tableau 3.14 nous remarquons que l'extraction des zones d'interets de l'episode 
de Friends a un temps d'extraction des zones d'interets et de suivi plus rapide que les 
autres videos en temps de traitement (secondes) par image. Nous obtenons une moyenne 
du temps de traitement pour l'extraction des zones d'interets et le suivi (segementation) 
d'environ 3 secondes par image tandis que pour les 112 videos propres, la moyenne est 
de 11 secondes/image et 17 secondes pour la collection PETS. Cela s'explique entre 
autres par la taille de l'image utilisee dans Friends qui est plus petite que les deux 
autres. Nous pouvons aussi expliquer le temps plus long pour les videos PETS par le 
nombre d'objets contenu qui est plus grand que celui des 112 videos propres. Ces derniers 
contiennent generalement 1 a 2 actions maximums avec une moyenne de 5 secondes pour 
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la reconnaissance d'actions. Pour les videos PETS, elles contiennent en moyenne entre 3 
et 4 objets par video avec une moyenne de temps d'execution par video de 15 secondes 
pour la reconnaissance. Nous obtenons en moyenne entre 3 et 7 secondes de temps de 
reconnaissance pour chaque objet. Le temps d'execution assez lent pour l'extraction des 
zones d'interets revient generalement a l'extraction de caracteristiques entre autres le 
gradient spatio-temporel et les points SIFT. 
Titre Video Plans Seg, Suivi Actions Temps d'execution 
Moy Ecart Moy Ecart Moy Ecart Moy Ecart 
15 videos PETS 56 10 6800 250 15 7 8000 520 
112 videos propres 23 5 2200 171 5 2 2350 256 
Friends 402 0 45000 0 150 0 55000 0 
Tableau 3.14 - Moyenne et ecart-type du temps d'execution en secondes du SIFD par 
video 
3.5 Conclusion 
Nous avons illustre dans ce chapitre, la production du dictionnaire des evenements de la 
video. Le SIFD consiste a detecter automatiquement, sans l'intervention de 1'etre humain, 
les evenements d'une video. 
Nous procedons tout d'abord a une detection de coupure de plan pour ensuite segmen-
ter chaque sequence d'images appartenant au meme plan. Cette extraction des zones 
d'interets se base sur la detection du contour spatio-temporel. Puis, nous effectuons un 
suivi des objets pour former leurs trajectoires. Nous reconnaissons pour chaque objet en 
mouvement trouve, Taction qu'il definit. 
Nous avons teste notre dictionnaire sur des videos, celles provenant d'un systeme de 
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videosurveillance (15 videos PETS et 112 videos propres) et celle de la serie Friends. 
Nous avons obtenu respectivement une precision qui depasse les 97%, 100% et 85% pour 
la detection de plan, les 73%, 100% et 84% pour l'extraction des zones d'interets, les-100%, 
100% et 100% pour le suivi bien et mal effectue et les 70%, 76% et 74% pour l'extraction 
des zones d'interets afin de construire le dictionnaire qui decrit les evenements des videos. 
II reste que le dictionnaire depend de la collection des actions d'apprentissage. 
Pour ameliorer les performances d'un tel systeme, il faut tout d'abord developper un 
meilleur apprentissage avec plus d'actions a reconnaitre. II est interessant aussi d'ame-
liorer l'extraction des objets et surtout le contour spatio-temporel,. en ajoutant une in-
formation sur la forme de l'objet a priori. Une nette amelioration du temps d'execution 
pourra aussi interessante avec un gradient avec les masques de Sobel (a la place de la 
gaussienne). 
Comme perspective a long terme, nous proposons l'elaboration d'un systeme plus gene-
rale. Ce systeme integrera, par exemple, l'audio et la mise en relation d'evenements pour 
ameliorer la precision du dictionnaire. 
109 
CONCLUSION ET PERSPECTIVES 
Puisque l'utilisation de la video devient aujourd'hui incontournable dans de nombreux 
domaines. Parfaire son interpretation est d'un grand interet, surtout quand il s'agit de 
l'analyse du comportement humain, un secteur de recherche en plein essor dans la com-
munaute de la vision par ordinateur. Dans le but d'ameliorer l'interpretation des videos 
et la reconnaissance d'actions humaines, nous avons cible la fabrication d'un diction-
naire. L'approche proposee se base sur quatre etapes qui permettent la formation d'un 
dictionnaire garantissant une description detaillee des actions dans la video. Ce sont la 
coupure de plans, l'extraction des zones d'interets, le suivi d'objets et la reconnaissance 
d'actions humaines. Dans ce travail, l'approche de reconnaissance d'actions humaines que 
nous avons developpee est comparee a d'autres approches. Notre contribution se situe au 
niveau de l'extraction de caracteristiques, de la formation du dictionnaire de l'implan-
tation et de la validation. Pour l'extraction de caracteristiques, nous avons propose une 
nouvelle caracteristique appelee « CSST », qui combine deux caracteristiques les « PIST 
» et les « CST ». Les resultats obtenus ont donne le meilleur taux de reconnaissance et 
le meilleur ecart-type de ce taux par rapport a des travaux existants dans la litterature. 
Ce travail a ete realise conjointement avec Omar Chahid du Centre Moivre. 
Pendant la formation du dictionnaire, une combinaison de plusieurs techniques dans le 
but d'interpreter la video a ete fournie et une trace des objets et de leurs trajectoires a ete 
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gardee afin de permettre une meilleure extraction des zones d'interets et suivi d'objets. 
Les exemples de dictionnaire estimes montrent des resultats plus au moins proches de 
la verite terrain et fournissent une bonne idee sur les evenements dans une video. Notre 
systeme a l'avantage d'etre automatique, d'etre non specifique a un seul domaine. Notre 
approche ouvre de nombreuses perspectives d'amelioration et d'extension du systeme. 
II sera interessant d'inclure un modele de mise a jour dans le modele de reconnaissance 
d'actions humaines, dans le but d'ajouter de nouvelles actions au fur et a mesure que 
le systeme fabrique des dictionnaires. Ainsi, le manque de donnees pour l'apprentissage 
peut etre resolu. En outre, inclure l'etude d'actions 11011 humaines, comme le mouvement 
de voiture serait egalement interessant. Avec cet ajout, un systeme de videosurveillance 
pourrait avoir un compte-rendu, en forme de dictionnaire, du mouvement de la circula-
tion. 
I l l 
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