Monitoring the road condition has gain significant importance in last few years. Among existing road monitoring technologies, wireless sensor network (WSN) is favored by researchers because of its low cost and flexibility in deployment. Specifically, it can collect road condition data spontaneously and transmit the information to a fusion center that can determine the damage level or status of the road surface. However, there is a big challenge preventing the wide deployment of WSN that the sensor nodes can only survive for a limited time in practice. It is because majority of the power has been spent on the continuous wireless transmission of the extensive road data to the fusion center. In this study, we propose a low-power temperature data transmission scheme based on compressed sensing in combination with selfpowered road surface wireless monitoring sensor system to realize data sparseness and compression and reduce system power consumption. Experimental results show that the compressed data can reduce the power consumption requirement by 50.78% under the allowable reconstruction error by comparison with the existing approaches.
I. INTRODUCTION
With the progress and development of human society, highways have become an indispensable part of people's daily travel. However, road damage caused by overloading, natural weather, and geology greatly threatens the safe driving of vehicles. Light road damage will impair the vehicle, and heavy road damage will lead to accidents [1] . The detection of road conditions is an important process for efficient road management. In the snow season, advance information on road conditions, such as ice conditions, helps road users or car drivers avoid serious traffic accidents [2] . Therefore, it is very important to judge the damage of road surface for road maintenance. Traditional road surface information investigation includes surface layer investigation and structure investigation. Surface layer investigation is generally used to visually observe the road surface character detection vehicles to determine the road surface disaster. Structural investigation includes Falling Weight Deflectometer (FWD) [3] bending measurement, core sampling, excavation test groove and other methods, which are used to measure the disaster situation under the road surface. These The associate editor coordinating the review of this manuscript and approving it for publication was Qingchun Chen . methods require huge manpower and material resources as well as heavy detection equipment, so they are expensive and difficult to detect. Therefore, in order to reduce the cost of road maintenance and prolong the life of the road, it is imperative to study new road maintenance methods. Most of the detection methods used in the field of road traffic use ultralow-power sensors, but their functions are to detect vehicle flow and vehicle classification, etc. The detection sensors for road surface properties are still in the research stage.
A new smart pavement, which is an infrastructure applied to various road transportation and road engineering, is proposed to overcome the shortcomings of traditional road disaster detection methods. The road self-powered wireless sensor (ePave) [4] is a key part of the smart pavement. The sensor can use pavement piezoelectric energy to solve the battery life limitations in the traditional wireless sensor network and is conceived as a wireless information acquisition platform for pavement information. Figure 1 shows an overview of the wireless information acquisition platform for road surfaces, and ePave is embedded in the road as a single self-generating wireless sensor. The use of pavement piezoelectric as an energy source avoids the difficulty in laying energy sources, such as thermal [5] , [6] and solar [7] . When a vehicle passes the road, the tires of the car press a piezoelectric generating unit embedded in the sensor on the road surface to generate electricity and store power. When the stored electricity is sufficient to wirelessly transmit data, the stored electricity is consumed, and the measured data are sent to the roadside wireless sensor nodes. Finally, the data are transmitted to the sink node and uploaded to the server to study the condition of the pavement damage.
Wireless sensor systems need a large amount of storage space and energy in wireless data transmission [8] . However, wireless sensor has limited energy, computing, and storage capabilities. The running time and power consumption can be decreased by designing efficient energy and information processing systems. The traditional method to acquire and process information usually involves four steps: acquisition, compression, transmission, and reconstruction. Nyquist sampling theorem indicates that only the sampling frequency of the signal is twice the bandwidth of the measured signal to ensure that the acquired signal is not distorted. When a large amount of data need to be collected, traditional sampling will place great pressure on data storage, wireless transmission, and power supply systems. Therefore, accurately reconstructing the original signal with the minimum amount of data transmission becomes the key to solve the problem of storage, transmission, and energy consumption [9] of the wireless sensor system.
Recently, compressed sensing (CS) [10] - [13] is making remarkable progress in data compression and reconstruction [14] . This technology collects data with low acquisition rate by using the compression feature of the signal or sparsity on a certain basis and obtains signal information using random sampling method. Finally, it uses nonlinear reconstruction algorithm to recover signal accurately. In this study, we apply CS to the pavement information acquisition model to decrease the redundant information in the data transmission process, reduce the data complexity, and improve the data compression performance. First, we construct a selfpowered road information acquisition platform, which can realize self-powered road information collection by converting the mechanical energy of the road vehicle stress into electric energy. Secondly, collect the road temperature data and judge its sparsity, and select the optimal sparsity algorithm for the next operation. Third, we observe and compress the data with the observation matrix (where the observation and sparse matrices satisfy the low correlation requirement). Finally, we apply different algorithms to reconstruct the compressed data and select the data measurements of the algorithm that has the best reconstruction performance to calculate the decreased power consumption. Unlike the traditional way, this method greatly reduces the number of data measurements and the power consumption of the data transmission process.
Our main contributions can be categorized into three aspects: 1) We built a self-powered road information platform that collects temperature information by using integrated self-powered sensors embedded in the road, thereby avoiding the battery life limitations of traditional sensor. 2) We propose a method for reducing the number of sensor measurements in combination with CS to decrease the data that need to be transmitted by the sensor when the original data can be effectively reconstructed. Then, we weigh the degree of compression reduction of raw data under different observation and reconstruction algorithms.
3) The feasibility and efficiency of energy harvesting technology based on piezoelectric effect on asphalt pavement are discussed.
The rest of the article is organized as follows. In Section II, we introduce the background of self-powered wireless sensor systems, road traffic information detection, and CS information sensing. In Section III, we present a detailed architecture of ePave based on CS. In Section IV, we evaluate performance under data sparseness, observation, and reconstruction. We also compare the energy consumption of CS with those of traditional methods. Finally, we elaborate the conclusions in Section V.
II. BACKGROUND A. SELF-POWERED WIRELESS SENSOR SYSTEM
Moore's theorem shows that the decreasing size and power consumption of the sensor chip lead to the possible use of ambient energy for power supply. In recent years, as the manufacturing technology of sensors breaks through the physical limit, the power consumption becomes smaller and smaller, and more and more applications of using environmental energy (for example, solar energy [15] , [16] , mechanical energy [17] - [19] , etc.) to supply power for sensors become available. Cha et al. [20] designed an underwater energy collecting device with a bionic fishtail using piezoelectric materials. They demonstrated the possibility of using the underwater swing of the piezoelectric tail to power wireless communication modules. Li et al. [21] designed a selfsustaining system that collects energy from the indoor environment. The system adapts its bandwidth ratio to reduce power consumption, synchronizes node data transmissions, and uses a wireless sensor network to feed back a no-energyconsumed indoor flow gas sensor data to the environment.
Kongrattanaprasert et al. [22] proposed a wireless sensor network hybrid framework powered by solar energy and wireless charging. The results show that the hybrid framework can reduce battery energy consumption by 20%.
B. ROAD TRAFFIC INFORMATION DETECTION
Road condition detection is an important factor in efficient road management. Especially in the snow season, the advance information of road conditions can help car drivers avoid serious traffic accidents. Therefore, road condition survey is a crucial process, which requires a quick and cost-effective way to collect the necessary data. Compared with the time-consuming and labor-consuming manual detection method, the automatic detection system of road condition can better meet the needs of modern highway maintenance and management. Saar and Talvik [23] proposed an automatic road detection system, which used image processing technology to extract features from road images. Fukuhara et al. [24] developed an automatic road distress investigation system using laser, video and image processing technology. The system can measure cracks more than 1 mm wide and can easily detect the length, width, direction, position and number of cracks calculated by various parameters.
C. INFORMATION SENSING BASED ON CS
The information sensing system combined with CS has many applications. Tillmann and Pfetsch [25] proposed and evaluated the space-time sparse Bayesian learning algorithm, which has the expected ability to recover non-sparse biological signal. The algorithm is used for CS of multi-channel EEG signals to estimate driver drowsiness of the vehicle. The results show that, even if the original EEG signal is compressed by 90%, drowsiness estimation is barely affected. Subsequently, considerable research has been conducted on the wireless body sensor network's (WBSN) personal monitoring system for human electrocardiographic signals [26] - [28] . In the security encryption mechanism, the application of CS can reduce system complexity and energy consumption [29] . Similarly, CS can also be applied to WBSN. Many methods, such as CS-based full distribution and efficient data storage schemes [30] , packet compression mechanism [31] , and cellular cluster analysis model [32] , have been introduced to CS to reduce WBSN energy consumption. These methods reduce the amount of data transmission and energy consumption.
III. EPAVE SYSTEM BASED ON CS
In this part, we propose a self-powered pavement wireless monitoring sensor system that can collect road surface piezoelectric energy and supply the collected energy to the sensor, which serve as the energy information sent to the server. CS is introduced into this system to reduce the amount of data transmission and power consumption. 
A. DESIGN CONSIDERATION
Recent studies show that pavement piezoelectric energy can generate 16 µW of energy in a heavy wheel through a unimorphic ceramic crucible, and more than 65 MW of energy can be collected in a 100 m road using 30,000 transducers [33] . However, in a typical light vehicle, the piezoelectric power of the road surface is smaller than that generated under the heavy pressure wheel. The small sizes of buried sensor and area of the piezoelectric transducer pose a challenge to the energy supply of the piezoelectric sensor on the road surface. Meanwhile, wireless sensors consume a large amount of power when transmitting data [34] . If tens of thousands of sets of data are transmitted, then the transmission energy consumption is large. Therefore, the power consumption of the wireless sensor must be decreased to reduce the amount of data transmission when the original signal can be constructed.
B. SYSTEM DESIGN
Given the contradiction between the weakness of pavement piezoelectric energy and the high energy consumption of wireless data transmission, we need to reduce the wireless transmission power consumption as much as possible. Therefore, we use CS to compress the collected road data for reducing the amount of data transmission and system power consumption. The block diagram of the compressed and reconstructed system for this system is shown in figure 2 . The function of CS is to transmit sensor data to the sink node through the antenna after sparse observation, and restore the original sensor data after signal reconstruction [35] . The selfpowered sensor collects the original signal x and transforms it into the M-dimensional signal y after transformation of the measurement matrix A. Thereafter, the data y after the dimension reduction are transmitted to the convergence node, and then y is decoded and reconstructed. The reconstructed signal x1 obtained here approximates the original signal x. The system not only can decrease the amount of data in the wireless transmission process and sensor power consumption but also can reconstruct the signal to be nearly the same as the original signal.
C. HARDWARE DESIGN OF THE PAVEMENT SELF-POWERED WIRELESS SENSOR
In our previous work, we designed a wireless platform for pavement information acquisition [36] . First, we introduce the road surface self-generating wireless sensor (ePave), which is a key part of the platform. EPave is mainly composed of a piezoelectric generating module, an energy storage module, a data acquisition module, and a wireless radio frequency module. This system can realize not only the collection and storage of road surface piezoelectric energy but also transmission of data. As shown in Figure 3 , this study continues the previous work on the integration of ePave. The energy harvesting circuit uses Linear's LTC3588 chip to collect the weak piezoelectric energy of the road surface. In this process, the collected weak energy is first stored in the super capacitor, and then the energy is released adaptively. The output voltage of 3.3V is supplied to the wireless sensor. The microprocessor uses TI's MSP430F5529 chip [37] , has five low-power modes that allow different power modes to be selected depending on the operating conditions. When not working, it can enter low-power mode to reduce power consumption and wake up the processor by setting interrupts. The radio frequency transmitting module uses TI's CC2530 chip [38] for data transmission. It wirelessly transmits temperature data embedded in the asphalt layer. This study uses CCS software to program the microcontroller, including power management, data acquisition, and wireless data transmission. We use LPM3 lowpower mode and set interrupts to reduce power consumption. If these chips are integrated into a chip combined with energy harvesting, data processing, and wireless transmission, then the size and power consumption of the self-powered sensor will be further decreased. The self-powered circuit is mainly composed of piezoelectric transducer, energy collection circuit and charge storage unit. It mainly provides power for the data collection and transmission terminal, realizes the selfpowered problem of the sensor, and also solves the problem of inconvenient battery replacement.
Our sensors are embedded in the asphalt concrete to collect data, and the piezoelectric transducers are buried inside to harvest energy. Figure 4 . It has three ports, one end is used to connect the output of the piezoelectric transducer, one end is used to charge and discharge the super capacitor, and the other is used to output the energy supply of the sensing system. 
D. SIGNAL PROCESSING BASED ON CS
CS theory posits that sparse signals can be accurately reconstructed with low-rate sampling. CS technology is applied in wireless sensor systems to reduce the pressure of data acquisition, processing, transmission, and storage effectively, thereby reducing energy consumption. This technology is important in extending the life of wireless sensor systems. The prior condition for realizing signal compression by using CS theory is that the signal has compressibility or has sparsity under a certain transformation basis, so the selection of sparse transformation matrix is the basis for realizing signal reconstruction. the temperature sensor DHT11 used in this paper is digital, the temperature signal collected is a onedimensional digital quantity signal. Therefore, orthogonal transformation basis is selected as a sparse basis to judge the sparsity of temperature and humidity data. Given the particularity of asphalt pavement data, we apply several popular sparse basis, including discrete cosine transform (DCT) [39] , discrete Hartley transform (DHT) [40] , and discrete wavelet transform (DWT) [41] . On this basis, we propose a hybrid sparse transform called DHT+DWT to sparse the pavement data signal.
(a) DCT: DCT is a transform associated with the Fourier transform that is similar to the discrete Fourier transform (DFT) but uses only real numbers. The amount of DCT calculation is less than half of the DFT.
(b) DHT: DHT is also similar to DFT. The main difference is that the DHT input for real numbers has a real output and does not involve complex arithmetic.
(c) DWT: DWT discretizes the scale and translation of the basic wavelet to facilitate computer processing. And Wavelet transform [42] , [43] is an orthogonal transformation that needs multiple decomposition.
(d) mixed basis: Mixed basis is to combine two sparse basis to conduct sparse analysis of signals. In other words, a sparse basis is used to firstly sparse the signals, and then the signals after sparse are sparse with other sparse basis. Compared with single sparse basis, mixed basis can greatly improve the signal sparse performance. At present, the commonly used mixed sparse basis include multi-scale geometric analysis, redundant lexicographical method and orthogonal variation basis group method.
Data such as temperature and humidity change slowly due to the characteristics of asphalt pavement. We assume that the road surface signal x to be recovered is sparse or compressible under a certain transform domain, and x is located in the Ndimensional vector space. Using M-dimensional observation matrix φ to observe x, we obtain Equation (1):
where ∈ RM × N is a sensor matrix that belongs to the linear encoding scheme. M is defined as the sampling rate in N-dimensional CS. Considering that M N (the number of equations is less than the number of unknowns), the solution of Equation (1) is not unique. That is, the signal x cannot be restored uniquely from the sensing matrix and the measured value y. Under a sparse basis ∈ RN × N , the signal x can be represented by a sparse coefficient µ ∈ RN , as shown in Equation (2):
In other words, the coefficient vector µ has very few non-zero elements under the transformation basis. Therefore, on the basis of Equations (1) and (2), y can be represented by Equation (3):
where A M ×N = is a first-order M × N array, called a measurement matrix. The previous theory determines that the unknown vector µ is sparse. Thus, the value of µ can be estimated using the minimum method. The equation is given by Equation (4):
The constraints are as follows: y − Aµ < ε, where ε is the reconstruction error bound. However, l 0 minimum method is an NP-hard (non-deterministic polynomial-time hard) [44] problem. For this case, one of the methods is to approximate the l 0 minimum value equation to the l 1 minimum value equation, as shown in Equation (5):
Under the condition of restricted isometric property (RIP) [45] , the l 1 problem has been theoretically proven to be equivalent to the l 0 problem. The minimum value of l 1 is convex and can be solved in polynomial time. By solving Equation (5), we can obtain an approximation of µ. Then, we can substitute µ back into Equation (2) and approximate the surface signal x. From the above-mentioned theory, we can determine that the following three conditions must be satisfied for the compression and reconstruction of signal x: the signal is sparse or compressible in a transformation domain; the coherence between sparse matrix and sensing matrix is low; measurement matrix A should satisfy RIP properties.
IV. EXPERIMENT AND DATA COMPRESSION A. EXPERIMENTAL DESIGN
We design a self-powered wireless data transmission platform on the road, as shown in Figure 5 , to evaluate the effectiveness of CS in the data compression of pavement temperature collected by ePave. Among these data, the temperature data are collected by the DHT11 temperature and humidity sensor buried in the asphalt car. The temperature accuracy is ± 2 • C and the range is 0 ∼ 50 • C. Data acquisition and transmission use self-powered wireless sensor modules. The aggregation node uses the CC2530 module. PL-2303HX converts the TTL signal into a USB interface signal to the PC for data reception, storage, and display. Finally, we use sparse compression reconstruction of the monitored data through MATLAB software to verify the compressive reconstruction algorithm suitable for subgrade temperature signal recovery.
We use LTC3588 energy harvesting chip to collect the output energy of the smart pavement, in which the output voltage is measured under micro-power full bridge and voltage regulation circuit. The chip could stably output the 3.3V voltage after a period of no load, as shown in Figure 6 (a). Figure 6 (b) shows the LTC3588 output voltage after the load. As the load resistance increases, the output voltage becomes smaller and unstable, and the output power is getting lower. The output is stable at 50 K load and has a maximum output power of 214 µW . We use signal generators to generate peak sine wave signals of 10Hz and 10V instead of pavement piezoelectric energy for simplifying the power generated by road piezoelectricity.
B. SIGNAL SPARSENESS DETERMINATION
Signal sparsity is the foundation of compressed sensing. When the signal is sparse, a few linear combinations of signals can be used to express all or most of the content of the original signal. The original signal is the temperature data collected by sensors embedded in the jaws of the asphalt vehicle. As shown in Figure 7 , the length is 1024 groups of one-dimensional signals. DCT, DHT, DWT, and DHT+DWT bases arechosen as sparse basis to analyze the performance of the original temperature signal. Figure 8 and Table 1 show the sparse performance of the signal obtained by spectral analysis of the temperature signal.
From Figure 8 , we can find that the original temperature signal shows obvious sparseness through the conventional sparse basis transformation. In the spectrum analysis, the transform coefficient with an amplitude less than or equal to 0.05 results in different Sparse basis coefficient, as shown in Table 1 . The sparse coefficients of different sparse groups are also different. The sparse performance of the sparse transform of the temperature signal through the mixed basis DHT+DWT is much better than the sparse transform of the conventional DWT sparse basis. The sparse coefficient of the temperature signal passing through the conventional DWT basis is 62, and the temperature signal passes through the minimum of the mixed sparse basis. The sparsity factor is 5. Therefore, the mixed sparse basis has better sparsity performance than the conventional DWT sparse basis. The sparse performance is determined by the size of the sparse coefficient. The smaller the sparse coefficient, the better the sparse performance. Among them, the sparse coefficient of DHT+DWT is the smallest, followed by DHT, and the sparse coefficient of DCT and DWT is the largest. Therefore, we use DHT and DHT+DWT as sparse basis to sparsely represent temperature signals.
C. REALIZATION OF OBSERVATION MATRIX
We need to construct an observation matrix φ with a low correlation with the sparse basis for obtaining accurately sampled signal at low compression ratios. The linear projection of the sparse coefficient vector µ is performed using the M row vectors of the observation matrix φ of M × N dimensions. That is, we calculate the inner product of the vector µ and M sensor vector and obtain the observed value y i (i = 1, 2, 3 · · · M ). Therefore, the selection of the observation matrix does not depend on the signal x. The design of observation matrix mainly lies in how to design the observation matrix that is not related to the sparse matrix, and how to make the observation number of the designed observation matrix M be as small as possible.
The compression in this study is realized via software simulation. Accordingly, we select the uncertain Gauss, Bernoulli, sparse, and partially orthogonal matrices as the observation matrices to compress the pavement temperature signal.
We need an observation matrix with a low correlation with the sparse matrix to achieve accurate reconstruction of information. The observation and sparse matrices should be orthogonal. In the subsequent analysis, we perform a correlation analysis from Gaussian, partially orthogonal, sparse, and Bernoulli random matrices with DHT sparse basis and DHT+DWT mixed basis. The temperature signal length selected in this study is N = 1024, M ≥ c · k · log(N /K ) [46] , where k is any value, and the correlation coefficient of the two matrices is µ (ϕ, ψ) = max 1≤i,j≤N ϕ T i , ψ j . If the correlation coefficients of the two matrices are between 1/ √ N and 1, then they satisfy the finite isometric characteristics. A low correlation coefficient indicates a low correlation between the two matrices. The correlation analysis between different observation matrices and DHT and DHT+DWT sparse basis is shown in Figures 9(a) and 9(b) . Figure 9 shows that the DHT+DWT basis and each observation matrix satisfy the low correlation requirement. However, DHT sparse basis and sparse random observation matrices have high correlation in low sparseness. That is, they do not satisfy the finite isometric characteristics.
The length N of the temperature signal measured herein is 1024. We sparse the temperature signal using DHT (K=5,K=7) and DHT+DWT (K=5,K=10) sparse basis. Then, we verify the compressibility of temperature signals by Gaussian, Bernoulli, sparse, and partially orthogonal random matrices based on DHT and DHT+DWT sparse basis through the mean square error simulation test of reconstructing signals with different compression ratios by each observation matrix. On the ideal conditions, the simulation experiment uses different observation matrices to compare the mean square error performance of signal reconstruction. Notably, x is the original signal,x is the reconstructed signal, N is the length of the original signal, and M is the number of measurements.
As shown in Figure 10(a) , the reconstruction of the Gaussian randomness matrix based on DHT is superior to those of the two other sensing matrices. This reconstruction performance advantage is highly pronounced at low CR. From Figure 10 (b), we can find that the reconstruction of the sparse randomness matrix based on the DHT+DWT matrix is superior to those of the three other sensing matrices. This reconstruction is highly evident at low CR.
D. IMPLEMENTATION OF RECONSTRUCTION ALGORITHM
In compressed sensing, the quality of signal reconstruction is not only related to the selection of measurement matrix, but also related to the reconstruction algorithm of signal. A good reconstruction algorithm can better approximate the original signal and reduce the errors before and after reconstruction. When designing the reconstruction algorithm, it is necessary to restore the signal with as few measurements as possible, good stability, fast calculation speed, low computational complexity and accuracy.
The reconstruction algorithm mainly discusses which reconstruction algorithm is more suitable for the recovery of subgrade temperature data from the aspects of computational complexity, required observations and the stability of reconstruction. In this paper, the performance of the reconstruction algorithm is compared and analyzed from the optimized orthogonal matching pursuit alogrithm (OMP), subspace pursuit alogrithm (SP), basis test alogrithm (BP), and bass test de-noising alogrithm (BPDN).
In this paper, the performance of reconstruction algorithm is compared and analyzed from the perspective of optimization. In order to compare the recovery ability of each reconstruction algorithm to the original temperature Signal, x −x 2
where x represents the original temperature signal andx represents the reconstructed signal.
In the subsequent analysis, we explore the SNDR of the reconstructed signal under different compression ratios from the reconstruction algorithms BP, OMP, BPDN, SP to compare the advantages and disadvantages of the four reconstruction algorithms.
Here, both DHT and DHT+DWT basis are selected as sparse basis, and the sparse random measurement matrix is selected as the measurement matrix (a large SNDR indicates improved signal reconstruction capability). The SNDR values for reconstructing temperature signals at different compression ratios based on DHT and DHT+DWT sparse basis are shown in Figures 11(a) and 11(b) . Figure 11 shows that BP has the best reconstruction performance, whereas SP has the worst. Under low compression ratio, the SNDR values of the four reconstruction algorithms are inconsiderably different. As CR increases, the SNDR values of OMP and SP first tend to be stable and then no longer increases. However, the SNDR values of BP and BPDN increase with the increase of CR and the stability becomes better and better. When the compression ratio reaches 0.4, the SNDR value of BP is 2.75 times that of SP and 1.57 times that of OMP. Similarly, the SNDR value of BPDN is 2.6 times that of SP and 1.48 times that of OMP. Therefore, the SNDR values of BP and BPDN are higher than those of OMP and SP in the reconstruction under stable condition and same compression ratio. Notably, the SNDR value of BP is higher than that of BPDN. That is, the reconfiguration performance of BP is superior to those of the three other algorithms.
In conclusion, under the condition of stable reconstruction performance and the same compression ratio, the reconstruction performance of BP and BPDN is better, among them, the reconstruction performance of BP algorithm based on DHT and DHT+DWT is better than that of BPDN. According to the above knowledge, the quality of a reconstruction algorithm should be evaluated from the computational complexity. In this paper, the reconstruction time (test time) is used to evaluate the computational complexity of the algorithm. Therefore, the time to reconstruct the temperature signal is evaluated according to BP, OMP, BPDN and SP reconstruction algorithms. Table 2 and table 3 show the time of temperature signal reconstruction by four reconstruction algorithms based on DHT and DHT+DWT with the same number of iterations.
As can be seen from table 2 and table 3 , the time for the sparse random matrix based on DHT+DWT to reconstruct the temperature signal under different reconstruction algorithms is higher than that of the gaussian random matrix based on DHT. The reconstruction execution time of BPDN reconstruction algorithm is the longest, and the reconstruction time of SP is the smallest. It seems not to refactor signal SNDR the better time is short, so according to the stability of the refactoring, and SNDR of signal to refactor the execution time and comprehensive consideration, BP algorithm has a better reconstruction SNDR and the reconstruction of the relatively stable performance, relatively moderate refactoring execution time, so choose BP algorithm to realize the reconstruction of temperature signal.
To further verify the performance of the reconstruction algorithm, we compare and analyze the mean square error of reconstructed temperature signal under different measurement numbers M. Figure 12 shows the mean square error of the reconstructed temperature signal under different reconstruction algorithms based on DHT and DHT+DWT. The figure verifies the pros and cons of the above-mentioned reconstruction algorithm. The mean square error of BP is less than those of the three other algorithms. As the number of measurements increases, the reconstruction errors of BP and BPDN gradually decrease. When the number of measurements reaches 504, the error of the BP reconstruction algorithm has a minimum value of 0.0232 (the number of measurements used for simulation analysis in this paper is between 44 and 524). This error value already allows accurate reconstruction of the temperature signal.
In order to more intuitively compare the reconstruction performance of the temperature signal reconstructed by each It can be seen from table 4 that the reconstruction algorithm based on DHT is superior to the reconstruction algorithm based on DHT+DWT in terms of both the execution time of reconstruction and MSE. The BP algorithm based on DHT has the smallest MSE, while the SP algorithm based on DHT has the shortest reconstruction time. However, it can be known from the previous section that the BP algorithm based on DHT can reconstruct the SNDR of the temperature signal better, so BP algorithm based on the gaussian sensor matrix based on DHT is selected to reconstruct the temperature signal.
V. ENERGY ANALYSIS
The self-powered module is only used for the data collection and sending terminal. Thus, this study only analyzes the power consumed by the data collection and sending terminal. According to the system test, the voltage of the data acquisition and sending terminal is 3.3 V, the current is 16.46 mA, and the sending time is 25 ms. It takes 34 muons to send one byte. Nyquist sampling theorem is used because the sampling requires sending 1024 data to achieve the integrity of the data acquisition, whereas CS sampling is utilized to achieve accurate reconstruction of the temperature signal with only 504 measurements. Therefore, the power consumed by the data acquisition and sending terminal in different sampling modes is different. For traditional Nyquist sampling, the energy consumed by the temperature data at the data acquisition terminal is 16.46mA × 3.3V × 25ms × 1024/3600 = 0.386216mWh. However, when CS is used, the power consumed by the temperature data is 16.4mA × 3.3V × 25ms × 504/3600 = 0.190113mWh. The energy consumption of this sampling method can be decreased by 50.78%. Therefore, the application of CS can greatly reduce the power consumption in self-powered road surface wireless monitoring sensor system.
VI. CONCLUSION
Based on the study of wireless sensor technology and compressed sensing theory, a method for energy consumption analysis of self-powered road surface wireless sensor system is proposed in this paper. The scheme combines CS theory with wireless sensor technology, improves power consumption of the sensor, and prolongs the life cycle of the sensor, which is important to the wireless sensor system. The experiments and simulations in this study also prove that the method is feasible and has practical application value. We also compare the sparse effects of different sparse basis and propose a DHT+DWT mixed basis. The experiments verify that the DHT+DWT mixed basis has better sparse representation than a single sparse basis. Moreover, the number of measurements required for CS sampling is approximately one-half of the number of measurements required for traditional sampling, and the energy consumption is decreased by 50.78%. However, this study only investigates the energy consumption of single node-to-node communication. Thus, the overall energy consumption of wireless sensor networks needs further exploration. 
