ABR rate allocation schemes can achieve high link utilizations by maintaining non-zero (small) 
Introduction
Asynchronous transfer mode (ATM) is the chosen technology for implementing the broadband integrated services digital network (B-ISDN). The available bit rate (ABR) service provided by ATM can be used to transport data traffic giving minimum rate guarantees. ABR uses closed loop feedback to control the source rates. The source periodically sends a resource management (RM) cell to gather information from the network [7] . The RM cells are turned around at the destination. The switches along the path indicate the rate which they can currently support. When the source receives the returning RM cells, it adjusts its allowed cell rate based on the explicit rate indicated in the RM cell. There are several explicit rate ABR switch schemes (16, 2, 1, 3, 51) that can comuute auprouriate exulicit rates and indicate them in RM cells. This study uses the ERICA+ switch scheme [ 5 ] , but it also examines how to use a queue control function to improve the performance of any scheme.
The goals of rate allocation schemes include maintaining high link utilizations, small queuing delays, low cell loss, and fairness among competing sources. In order to support (low quality) video sources over the ABR service, it is also desirable that, in the steady state, the rates and queuing delays not be highly variable. One way to achieve high utilization and low queuing delay is to vary the target ABR rate as a function of the queue lengths.
In this paper, we study several queue control functions which satisfy the above requirements. We present an analytical explanation for the performance of these functions, and give simulation results consistent with the analysis. The convergence time and behavior of the queues in the steady state are used as metrics to evaluate the queue control functions.
Queue Control Functions
In this section, the relationship between the queue length and queue control function is derived. This section also discusses the design considerations of queue control functions. The following terms are used in the discussion: N number of sources. t , averaging interval, i.e., the interval in which measurements are made, and feedback to the sources is calculated at the switch (see [5] for more details). 
Queue Length Function
To simplify the analysis, we assume that the propagation delay t, from source to switch switch is the same for all sources. Due to propagation delay t,, the rate seen at the switch at time t is the same as the source rate at time t -t,.
The sources adjust their rates to the explicit rate indicated in the BRM cells. Due to propagation delay, the sources adjust their rate at time t to the explicit rate indicated at time t -t,.
In one averaging interval t,, Q ( t ) is drained by R1 x C ( t s ) cells. The queue builds up at input rate. Hence, Q ( t ) can be expressed as follows :
The switch scheme tries to adjust the input rate R(t) to match the output rate depending on the current queue size, i.e., R(t) = f ( Q ( t ) ) x Available ABR Capacity. We assume no higher priority traffic, so
The sources adjust their rates ri(t) based on the explicit rate feedback from the switch. The feedback reaches the switch after time t,. Hence, ri(t) (source rate) can be expressed using the following equation:
For the ERICA+ scheme, the above function is as folFor other schemes, the following modification can be done to incorporate queue control. Let erA(t) be the explicit rate calculated by an algorithm A. Then queue control can be incorporated by adding the following as last step in the algorithm A: erA(t) = m a z ( f ( Q ( t -t f ) ) x erA(tt f ) , P C R ) , where PCR is the peak cell rate. It can be shown that if the algorithm A converges to max-min rates, then the modified algorithm also converges to the max-min rate.
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Design of a Queue Control Function
The design considerations for the queue control functions are as follows:
1. If the queue length is very small, it should be increased, so that the scheme can maintain small queues which can drained when the link is under utilized. This implies that f(Q) should be greater than one for small queue lengths.
2. In the steady state, we want the queue length to be almost constant, and the computed rate to be the max-min fair rate. The function Q ( t ) satisfies the goal of constant queue length if f ( Q ) = 1 in the steady state. If the switch scheme is fair, the steady state rates will be max-min fair.
3. If the queue is large, then part of the link capacity must be used to drain the queues. Hence f ( Q ) should be less than one. It is desirable not to use all the capacity to drain the queue. Therefore, there is a minimum threshold, queue drain limit factor (QDLF), for f ( Q ) .
4. The f ( Q ) function has to be continuous. Discontinuities imply sudden changes which give rise to oscillations of rates and queues. The queue control function with above properties will be of the form
where Q o < Q1 < Qz < CO. The potential candidates are the step, linear, hyperbolic and inverse hyperbolic functions (see table 1 ). All these functions evaluate to 1 in the range QO < Q I Q1 and QDLF in the range Qz < Q < co. The step function can, in general, have n steps. We use n = 4. The linear function can be implemented in an efficient manner, using shift operations, if ma and mb are of the form 1/2k and the queue length is counted in terms of Qo. The hyperbolic and inverse hyperbolic functions take more time to calculate, since they have a division operation. For large values of ha, the hyperbolic function
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Metrics
To compare the performance of the queue control functions, the convergence time metric is used. Convergence time is defined as the time the scheme takes to converge to steady state. To compute the convergence time, the variance and standard deviation of the required variables are calculated between (i x t k , ( i -t-1) x t k ) f o r i = 0 , 1 , . . ., where t k (100 ms) is a small time interval. Initially, the standard deviation is large due to oscillations. The convergence time is i x t k , after which the variance is small. Also the graphs of (mean + standard deviation) values of the variable versus time are plotted (these graphs are given in [9], which is an extended version of this paper). From these graphs, the convergence time can be calculated.
Analytical Explanation
In this section, we analyze the behavior of the proposed queue control functions. We assume a simple configuration in our analysis: N persistent ABR sources (always having data to send) are sending data to N ABR destinations (figure 1). A performance study under more strenuous conditions is done through simulation on the Generic Fairness configuration -2 [8] in section 6.
The change in queue length in an averaging interval t, is given by:
Initial behavior: In the beginning, the queue lengths grow depending on the initial cell rate (ICR) value. So the maximum queue depends on the ICR and round trip time and is independent of the queue control function used. The feedback information reaches the sources and the sources adjust their rates accordingly.
Under-utilization:
The switch scheme initially estimates that the link is under utilized. The queue control function evaluates to f ( Q ) > 1, during under utilization (Q < Qo).
Thus the switch gives feedback to the sources to increase their rates, which increases queue length at the switch. The rate of increase of the queue length is dictated by the bcurve of the queue control function.
Overload: Either due to the increase in the source rates or the high ICRs, an overload condition occurs and queues at the switch grow. Initially, the feedback information is not accurate; hence, the queue might grow beyond the Q2
threshold. In such a heavy overload condition, the queues are quickly drained by using the (1-QDLF) fraction of link capacity. In the meantime, the feedback control loop is established, and the switch gives reliable feedback to the sources. For the mild overload region, i.e., queue length in range of Q1 5 Q 5 Q2, the a-curve is the queue control function. The value of f ( Q ) is less than one in this region, which effectively decreases the queue length.
Steady state:
The feedback tries to match the input rate to the output rate. As the input rate approaches the output rate, the oscillations die down and the network reaches the steady state. In the steady state, the rates and the queue lengths remain constant since f ( Q ) = 1.
For all four queue control functions, f(Q) > 1 in the range QO 5 Q < Q1, and f ( Q ) < 1 in the range Q1 5 Q < Q2. The change in queue length depends on the value of f ( Q ) -1. Hence, the change in the queue length is an additive increase for the underutilized region [4] . The queue length converges to a value in between QO and & I . An interesting point to note is that the amount of increase and the amount of decrease itself is dictated by the current queue length and the difference between the current queue length and the steady state queue length.
Step Function
function. Hence, the fluctuations in the rates are more, but the queue draining is faster.
the queue grows till feedback information is passed to the sources indicating a rate decrease. The queue grows for t f seconds as follows:
If the condition Qo < Q ( t ) < Q1 is satisfied and the input rate matches the output rate, then the steady state is achieved, and the queue remains at this constant length.
If Q1 < Q ( t ) < Q 2 , then Q ( t ) starts decreasing with slope - ( 1 -sa) . This decrease also takes place for t f time, if the queue length is between QO and Q1, and if the input rate is close to the output rate then again the steady state is achieved.
Therefore, for the system to achieve the steady state, the value of the queue length after one feedback interval should be within the range QO and Q1. This requirement is satis-
Since the step function has discontinuities, it is very sensitive to the queue length value near the thresholds and the steady state might not be reached if the parameters are not set properly. In such a case, the queue grows from a value below QO for duration t f seconds, crosses Q1 and decreases for t f seconds to a value less than Qo. This pattern repeats giving rise to periodic oscillations.
Linear Function
If Q(t -t f ) < Qo, then f ( Q ( t ) ) > 1. As with the step function, the queue keeps growing for tf time with a slope of ( f ( Q ( t -t f ) ) -1) x R1. But unlike the step function, the slope now depends on the value of queue length. After t f seconds, if the queue Q ( t ) > Q1, the queue length starts decreasing with a slope of (f(Q(t) -1) x RI. The slope now depends on the value of the queue length, so the there are no sudden changes in the slope. Therefore, the oscillations are fewer compared to the step function. If the system is near steady state, then the oscillations decrease, queue length reaches a value between Qo and Q1, and the system reaches steady state.
Hyperbolic Function
The analysis for this case is similar to the above. If the ha and hb parameters are close to one (typical values are ha = 1.15, ha = 1.05), the hyperbolic function has similar behavior to the linear function. If ha is high, then the hyperbolic function is close to the step function. Since the hyperbolic function has a larger curvature initially and then smoothes out, f ( Q 1 + SQ) value will be smaller than the corresponding f(Ql + SQ) value obtained using the linear
Inverse Hyperbolic Function
The behavior of the system is the same as in the case of the hyperbolic function for underload and the steady state range of queue lengths. For overload, Q2 5 &CO, the queue decreases linearly with slope QDLF. For mild overload, Q1 5 Q 5 Q 2 , the queue decreases hyperbolically (inverse function of f(Q)'s a-curve). Since the inverse hyperbolic function is continuous and smooth near Q1, it gives rise to less oscillations compared to other cases.
Simulation Configuration and Parameters
This section describes the two configurations used in the simulations. In all simulations, no higher priority (CBR and VBR) traffic is present.
Simple Configuration
In this configuration (figure I), N infinite sources send data to N destinations. The traffic is unidirectional from source to destination. The initial values of ICR are chosen randomly in the range (O,Rlink) . All links are of length 1000 km, which corresponds to a propagation delay of 5 ms.
All links have a bandwidth of 149.76 Mbps (after accounting for SONET overhead). The sources start transmission at a random time between (0, ~R T T ) ,
where tRTT is the round trip time. ~R T T = 30 ms for this above configuration.
Generic Fairness Configuration-2 (GFC-2)
This configuration was used to test the performance of the queue control functions and the switch scheme under more stressful conditions. The value of the link distance D was chosen to be 1000 km. In this configuration the, 
Simulation Results
In this section, the simulation results using the above two configurations are given. The rates and queue lengths are shown for each configuration, and are used to study and compare the performance of different queue control functions. In the simulations for both configurations, Q D L F was chosen to be 0.5. * For Q1 = 2Q0, the linear function converged. The value of f(Q) for the hyperbolic function is less than that of the linear function, so the queue is drained faster and Q becomes less than Qo. Therefore, for the hyperbolic function, the queue length and rate values oscillate near the target value. This is mainly because the hyperbolic function is not smooth (not differentiable) near Q1. The inverse hyperbolic is smooth at Q1 so the queue lengths do converge in this case.
Simple Configuration
e For Q1 = 8Q0, the convergence time for the hyperbolic and inverse hyperbolic functions is more than the linear function. This happens because both the hyperbolic and inverse hyperbolic functions vary slowly near the steady state. The queue length variance is more for the inverse hyperbolic function.
Graphs 2(a), 2(c), 3(a), and 3(c) show the ACR rate of the three sources using step, linear, hyperbolic and inverse hyperbolic queue control functions respectively. Graphs 2(b), 2(d), 3(b), and 3(d) show the corresponding queue lengths.
The mean and standard deviation of the rates and the queue lengths are calculated for every 100 milliseconds.
In steady state, the oscillations are small, so the standard deviation is small compared to mean. The quantity (mean + standard deviation) has a value close to the mean in the steady state. The convergence time was calculated based on the (mean + standard deviation) graphs (given in [9] ).
For the step function, there is oscillation in both rates and queue length. For linear and hyperbolic functions, the oscillations die down and the system reaches steady state. In steady state, the rate and queue length are constant and utilization is 100%. Hence, the linear, hyperbolic and inverse hyperbolic queue control functions fulfill the desired goal. This is consistent with the analytical explanation given in the previous section. In all the cases when the queue length and the rates converge, the queue length is non-zero and hence the utilization at steady state is 100%.
GFC-2 Configuration
The following parameters were used in the simulations for this configuration. The thresholds used were QO = 176, Table 3 shows the performance for the four queue control functions. The table shows the H(1) VC's mean rate, switch queue length for SW5 and its convergence time, and standard deviation before one second and after one second. The queue length variation is present in all the three cases. The rate variation is much less in linear and hyperbolic and inversehgperbolic functions compared to step function.
Figures 4 and 5 were obtained by simulating the GFC-2 configuration using the step, linear and hyperbolic and inverse hyperbolic queue control functions. Graphs 4(a), 4(c), 5(a) and 5(c) show the ACR rate for one VC of each of A through H type VCs versus time when different queue control functions are used. From these graphs, it can be seen that the expected rates are obtained when linear, hyperbolic and inverse hyperbolic functions are used for queue control. The (b) and (d) graphs have the queue length for all the switches. The maximum queue is due to the initial overload, -2) , the system behavior was consistent with the analytical explanation. When the step function is used, the system oscillates and does not converge in most cases. Both the analytical and the simulation results show that the inverse hyperbolic is the best queue control function, followed by the hyperbolic and the linear queue control functions. For lower implementation complexity, the linear function is recommended.
before the first round trip time. Once the feedback control loop is established, the f(Q) value is QDLF and queues are drained quickly. When the step function (figure 4(a)) is used, the oscillations are more compared to the oscillations when other functions are used. Some of the VCs do not get their maxmin fair share rates and the VCs near the fair share have considerable oscillations. The step function is very sensitive to queue length variation near the thresholds. Since the configuration is complex with large number of VCs passing through each of the switches, the queue length and hence the rates vary. For the graphs 4(c), 5(a) and 5(c) the oscillations are only present before steady state. The oscillations die down and the rates become steady since the function f(Q) changes smoothly. The maximum queue !ength is same for all queue control functions since this depends only on the ICR. When the inverse hyperbolic function is used, the queues are larger since in this case the steady state queue length is near Q1.
The simulation results obtained by using different queue control functions in the simple and the GFC-2 configurations are consistent with the analytical explanation. The step function is sensitive to queue thresholds ( Q o , &I, Q2).
The other functions are not sensitive to these queue thresholds. Small steady state queuing delay can be achieved by choosing nearby values for Qo and &I.
Conclusion
In this paper, we have considered the problem of designing a simple and robust queue control function for switch schemes. A switch scheme tries to maximize utilization, minimize queuing delay and give max-min fair rates to the sources. It is also desirable to have fewer oscillations in rates and queue lengths to support (low quality) video over ABR service. We assume a switch scheme model which dynamically adjusts the rate of the sources to match the output
