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Abstract
We consider a generalized mixture of nonlinear AR models, a hidden Markov model
for which the autoregressive functions are single layer feedforward neural networks. The
non trivial problem of identifiability, which is usually postulated for hidden Markov
models, is addressed here.
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1 Introduction
Neural networks provide a flexible tool for learning an unknown mapping from input space to
output space in the presence of noise. Neural networks have been proven to have nice asymptotic
properties under some general assumptions (see, e.g, White (1984) or Franke et al. (2001) and
some of the references therein).
We assume in this paper that our time series data obey the following hidden Markov model
Xt =
K∑
k=1
Stk (mk(Xt−1, · · · , Xt−p) + t) (1.1)
with
Stk =
{
1 for Qt = k
0 otherwise
(1.2)
{Qt} is a hidden Markov chain with values in {1, · · · ,K}, K ∈ N, and with transition probability
matrix A. mk, k = 1, · · · ,K, are unknown real valued functions. The random errors t are i.i.d.
with mean zero and support R.
The process {Xt} passes through different dynamics depending on {Qt}. This type of mixture of
nonparametric autoregressive models plays in practice an important role, for example in economet-
rics (see, e.g. Franke et al. (2004), Gourieroux (1997)) where it is often not realistic to assume
that the process is driven by only one trend function throughout time.
Now, a natural way of estimating this type of mixture models is to replace in equation (1.1) the
unknown mk(x) by
mk(x) = ν0k +
H∑
h=1
νhkψ(< αhk, x > +βhk), k = 1, · · · ,K (1.3)
where mk(x) is a one layer feedforward neural network with H hidden neurons, <,> is the classical
scalar product on Rp and ψ the activation functions, taken here, for sake of simplicity to be the
logistic function.
Compared to a single neural network this framework has the advantage of mimicking well the
structure of the data and also it allows for the detection of the change points in the dynamics of
the models.
Considering the asymptotic behavior of the parameter estimates, it is well known that an important
theoretical problem with neural networks is the unidentifiability of the parameters (for a definition
see, e.g. Hwang and Ding (1997). If identifiability is not satisfied, asymptotic properties like con-
sistency and asymptotic normality of the parameter estimates are not guaranteed any more and
resampling techniques like bootstrap will not work properly (see, Franke and Neumann (2000)). In
this paper we are providing sufficient conditions for identifiability (up to the family of transforma-
tion generated by (5) in Hwang and Ding (1997)); in the remainder of this paper for conciseness
we shall simply write identifiability.
To achieve this, we will mainly generalize works for simple neural networks of Hwang and Ding
(1997, p. 749) and Farinas et al. (2004).
2 Results
Let St = (St1, · · · , StK)′ and assume
P(St |St−1, Xt−1, Xt−2, · · · ) = P(St |St−1). (2.1)
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Now we are focusing on the identifiability of
E(Xt |St−1, Xt−1, · · · , Xt−p). (2.2)
While it is clear that the expectation needs to be conditioned on the Xt−1, · · · , Xt−p, at first sight
it may be surprising to condition also on St−1.
Notice first that without St−1, terms of the form P(St |St−1, Xt−1, Xt−2, · · · ) would appear in
the conditional expectation, terms which are typically not tractable in practice. Moreover, we
condition on St−1 and not on St and although we do not know St−1 either, it is possible to get
a good estimation given Xt−1, Xt−2, · · · Finally, from a theoretical point of view, we can consider
St−1 as an exogenous variable as in Farinas et al (2004).
Let us now focus on the conditional expectation,
E(Xt |St−1, Xt−1, · · · , Xt−p) =
K∑
k=1
mk(Xt−1, · · · , Xt−p)P(St,k = 1 |St−1); (2.3)
if St−1 = (1, 0, · · · , 0)′ then,
E(Xt |St−1, Xt−1, · · · , Xt−p) =
K∑
k=1
a1kmk(Xt−1, · · · , Xt−p).
Similarly, if St−1 is the jth unit vector,
E(Xt |St−1, Xt−1, · · · , Xt−p) =
K∑
k=1
ajkmk(Xt−1, · · · , Xt−p)
and taking m = (m1(Xt−1, · · · , Xt−p), · · · ,mK(Xt−1, · · · , Xt−p))′ one can hence write
E(Xt |St−1, Xt−1, · · · , Xt−p) =< St−1, Am > (2.4)
where <,> is the classical scalar product on RK and recall that A is the transition probability
matrix of the hidden process.
To achieve the announced results we shall need the following assumptions
A. 2.1 ∀k,mk is not redundant( i.e. there exist no other networks with fewer hidden neurons that
represent exactly the same relationship function)
A. 2.2 The transition probability matrix A of the hidden process {Qt} is invertible.
A. 2.3 (αhk, βhk) 6= (αuj , βuj)∀h 6= u, h, u ∈ {1, · · · ,H}, k, j ∈ {1, · · · ,K}
Proposition 1 Under assumptions A.2.1, A.2.2 and A.2.3 the identifiability of the parameters
of our model is achieved.
Proof: In the following proof, we will focus on the case m : R −→ R.The multidimensional case
can easily be reduced to the one dimensional case in a similar way as in the paper by Hwang and
Ding (1997).
The conditions of Theorem 2.3(a) of Hwang and Ding (1997) and thus the identifiability of the
parameters are satisfied if
E(Xt |Xt−1 = x, St−1) = 0, ∀x ∈ R, ∀St−1 ⇒ ν0k = νhk = 0, ∀h, k
To show this implication, it suffices to show that
A(m1(x), · · · ,mK(x))′ = 0, ∀x ∈ R⇒ ν0k = νhk = 0, ∀h, k
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Now consider assumption A.2.2 and
A(m1(x), · · · ,mK(x))′ = 0, ∀x ∈ R
it follows that
ν0k +
H∑
h=1
νhkψ(αhkx+ bhk) = 0, ∀ k ∈ {1, · · · ,K}, ∀x ∈ R
and hence ν0k = νhk = 0, ∀h, k (see Lemma 2.7 of Hwang and Ding (1997)).
3 Conclusion
In conclusion, we can notice that the only condition on our driving hidden Markov chain {Qt} for
ensuring the identifiability of the parameters of our mixture model is a weak condition, namely
the invertibility of the transition probability matrix. Furthermore, this result can obviously ba ex-
tended to a large variety of parametric models with switching regimes driven by a hidden Markov
process.
The identifiability of the parameters of our model is an important step toward the proof of asymp-
totic results for the estimators, e.g. their consistency. Asymptotic inference and practical results
based on our model are beyond the scope of this paper and will be analyzed in further research.
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