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Elle a l’aspect charmant
D’une adorable rousse
Ses cheveux sont d’or on dirait
Un bel e´clair qui durerait
Ou ces flammes qui se pavanent
Dans les roses-the´ qui se fanent
Mais riez riez de moi
Hommes de partout surtout gens d’ici
Car il y a tant de choses que je n’ose vous dire
Tant de choses que vous ne me laisseriez pas dire
Ayez pitie´ de moi
Fragment d’un Calligramme 〈〈La jolie rousse 〉〉
Guillaume Appolinaire
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Introduction
Dans cette the`se, on s’attache a` l’e´tude de certaines the´ories des champs bidimensionnelles
connues sous le nom de mode`les de Wess-Zumino-Novikov-Witten (WZNW). On essaye de
re´soudre explicitement ces mode`les au niveau quantique. Il s’agit de trouver les fonctions
de Green qui donnent les valeurs moyennes des ope´rateurs de ces the´ories sur le vide. Un
mode`le de WZNW est un mode`le sigma dont les champs classiques sont des applications
de l’espace-temps bidimensionnel (une surface de Riemann Σ dans le cas euclidien) dans un
groupe de Lie G, l’espace cible. C’est une ge´ne´ralisation de la me´canique quantique d’une
particule sur le groupe G, quantifiant le mouvement ge´ode´sique sur G. La dynamique de cette
particule peut eˆtre comple`tement re´solue graˆce au large groupe des syme´tries que forme le
groupe G×G. Witten [146] a montre´ que cette proprie´te´ peut eˆtre reproduite dans la the´orie
des champs bidimensionnelle si on ajoute a` l’action standard du mode`le sigma un terme
de nature topologique : l’action de Wess-Zumino. En plus, on obtient de cette manie`re une
the´orie des champs invariante conforme. Outre la grande richesse mathe´matique du mode`le
de WZNW, l’un des faits les plus importants est la possibilite´ de reproduire, par construc-
tion quotient, d’autres the´ories conformes des champs. Ces the´ories de´crivent les diffe´rentes
classes d’universalite´ de comportement critique en me´canique statistique des syste`mes bidi-
mensionnels. Elles sont aussi employe´es en the´orie des cordes comme des vides classiques
autour desquels on quantifie la corde de fac¸on perturbative.
Au niveau classique, le groupe des syme´tries du mode`le de WZNW est donne´ par deux
copies du groupe des lacets LG × LG, auxquels s’ajoutent les syme´tries conformes. Pour
quantifier le mode`le de WZNW on peut utiliser soit la the´orie des repre´sentations des groupes
des lacets soit une quantification a` la Feynman. Dans cette dernie`re approche, il est bien de
coupler le mode`le aux champs de jauge externes A. La syme´trie LG × LG s’e´tend alors a` la
syme´trie chirale de jauge. Cette syme´trie de jauge permet d’e´crire des expressions pour les
fonctions de Green qui factorisent leur de´pendance en A en composantes chirales A10 et A01
du champ de jauge. Ainsi fait, l’e´tude du mode`le de WZNW se re´duit a` l’e´tude d’une the´orie
chirale (ou holomorphe dans l’espace-temps euclidien).
La de´pendance holomorphe des fonctions de Green a` composante chirale fixe´e co¨ıncide avec
celle des e´tats quantiques d’une the´orie topologique de jauge tridimensionnelle connue sous
le nom de the´orie de Chern-Simons (CS) [36, 147]. On montre formellement que les fonctions
de Green du mode`le de WZNW sont de´termine´es par le produit scalaire (a` la Bargmann)
des e´tats quantiques de CS permettant de mettre ensemble les deux parties chirales de la
the´orie. Les calculs sont mene´s a` un niveau de rigueur ne satisfaisant pas les crite`res des
mathe´maticiens. Le processus de quantification a` la Feynman utilise l’inte´grale fonctionnelle
qu’on ne sait pas de´finir ; initialement, le produit scalaire des e´tats CS est aussi exprime´ par
une telle inte´grale. Ayant mene´ les calculs le plus loin possible, on utilise les re´sultats pour
rede´finir a posteriori les objets de la the´orie. On doit alors ve´rifier que ceux-ci ont un sens
mathe´matique — par exemple, on regarde la convergence d’inte´grales — et qu’ils satisfont
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aux divers crite`res physiques de la the´orie qu’on a pu observer sur les expressions formelles.
En pratique, on doit donc comprendre la structure de l’espace des e´tats de CS et calculer
le produit scalaire. Les difficulte´s rencontre´es dans la mise en œuvre de ce programme sont
principalement contenues dans l’espace des orbites N = A 01/G C des champs de jauge chi-
raux A01 modulo les transformations de jauge chirales. L’espace N peut aussi eˆtre interpre´te´
comme l’espace des modules des GC-fibre´s principaux holomorphes au-dessus de la surface de
Riemann Σ. On de´finit un e´tat de CS sur un ouvert dense dans A 01 compose´ des orbites du
groupe G C et on essaye de de´terminer sous quelles conditions on peut e´tendre (holomorphique-
ment) cet e´tat a` tout A 01. On obtient de cette manie`re des re`gles de fusion (ge´ne´ralise´es) qui
de´terminent comple`tement l’espace des e´tats de CS.
Le calcul du produit scalaire est re´duit, par un changement de variables, a` une inte´grale sur
G C, et en une inte´grale sur l’espace des modules N . L’espace N n’est explicitement de´crit
que dans un petit nombre de cas, ce qui laisse pre´sager de nombreuses difficulte´s. En genre
ze´ro et un, les grandes e´tapes ont e´te´s mene´es a` bien [43, 44]. Par contre, la convergence du
produit scalaire n’a e´te´ montre´e que dans un petit nombre de cas [42, 62]. On conjecture [61]
que l’inte´grale donnant le produit scalaire a` la Bargmann converge si et seulement si on la
calcule sur les e´tats de CS qui satisfont les re`gles de fusion. Nous parcourons dans la the`se
ces the`mes en restant pre`s des travaux originaux.
L’un des principaux objectifs est l’e´tude de l’espace des e´tats de CS quand on fait varier
la structure complexe J de Σ et les coordonne´es des points ou` on inse`re des champs. On
note ξ la se´quence de ces points. L’objet mathe´matique qui contient l’information cherche´e
est la connexion de Knizhnik-Zamolodchikov-Bernard (KZB). En genre ze´ro, il s’agit d’un
ensemble d’e´quations diffe´rentielles satisfaites par les parties chirales des fonctions de Green
du mode`le de WZNW, obtenues pour la premie`re fois par Knizhnik et Zamolodchikov [99]. La
ge´ne´ralisation en genre supe´rieur est le fait de Bernard [22, 23]. On propose une construction
ge´ne´rale de la connexion de KZB dans un esprit proche de la philosophie de´veloppe´e par Ax-
elrod, Della Pietra et Witten [12]. Cette fac¸on de proce´der permet de retrouver les re´sultats
connus en genre ze´ro et un. En termes plus abstraits, l’ensemble des espaces des e´tats de-
vrait former un fibre´ vectoriel holomorphe, appele´ fibre´ de Friedan-Shenker [55], au-dessus de
l’espace des modules des surfaces de Riemann avec points marque´s — les ξ. Le produit scalaire
a` la Bargmann permet d’imple´menter une structure hermitienne sur ce fibre´. La connexion de
KZB est la connexion me´trique (ou unitaire) sur le fibre´ de Friedan-Shenker, i.e. la connexion
qui respecte les structures holomorphe et hermitienne. Nous utilisons les expressions formelles
donnant la structure hermitienne pour de´river la connexion de KZB. On repre´sente la con-
nexion soit dans le langage de l’espace A 01 des champs chiraux de jauge soit dans le langage
de l’espace des modules N , cette dernie`re repre´sentation permettant d’obtenir des formules
explicites pour une surface de Riemann Σ de genre ze´ro ou un. Un proble`me important est
de montrer, que les expressions finales donnent bien la connexion avec les proprie´te´s voulues
(par exemple que la connexion est projectivement plate). L’unitarite´ de la connexion, qui a
e´te´ obtenue en utilisant cette proprie´te´ au niveau formel, reste le proble`me ouvert sauf dans
des cas spe´ciaux.
La partie chirale (holomorphe) de la the´orie WZNW, lie´e a` la the´orie tridimensionnelle de
CS peut eˆtre aussi vue comme une quantification d’une the´orie chirale de jauge bidimension-
nelle. C’est une the´orie propose´e par Hitchin [88] comme une usine a` syste`mes inte´grables.
Un syste`me de Hitchin a pour espace des configurations l’espace des modules N et pour
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espace des phases le fibre´ cotangent (holomorphe) T ∗N . L’approche de Hitchin peut eˆtre
aussi ge´ne´ralise´e aux cas des surfaces de Riemann avec points marque´s. On essaye en ce qui
nous concerne de trouver explicitement un ensemble complet de Hamiltoniens en involution
pour le syste`me de Hitchin. En genre ze´ro et un ce n’est pas difficile. La discussion du cas de
genre deux, pour GC = SL2, est, certainement, la partie la plus originale de cette the`se. On
utilise la description de l’espace des modules de´termine´e par Narasimhan et Ramanan [115].
Les premie`res e´tapes vers la de´termination des Hamiltoniens sont le fruit d’un travail de van
Geemen et Previato [73]. Notre principal re´sultat est la proprie´te´ d’auto-dualite´ du syste`me
de Hitchin en genre deux, c.-a`-d. l’invariance de ses Hamiltoniens par e´change des positions
et moments de l’espace des phases. Elle a e´te´ de´montre´e en utilisant une formule explicite
pour les valeurs des Hamiltoniens de Hitchin en points ge´ne´riques de T ∗N — van Geemen
et Previato ont trouve´ seulement l’expression sur des quartiques (de Kummer) dans les fibres
de T ∗N . L’auto-dualite´ des Hamiltoniens nous a permis de comple´ter le travail [73] et de
de´montrer la conjecture des ses auteurs sur la forme des Hamiltoniens de Hitchin. Nous avons
aussi de´couvert le lien entre le mode`le de Hitchin SL2 en genre deux et les syste`mes inte´grables
de Neumann. La technique de la matrice de Lax de´veloppe´e pour ces derniers nous a permis
de trouver les variables d’action-angle pour notre mode`le. Ces re´sultats ont e´te´ expose´s dans
des articles originaux (soumis aux journaux scientifiques) qui sont joints a` la the`se.
La quantification (ge´ome´trique) des syste`mes de Hitchin reproduit essentiellement la partie
chirale de la the´orie WZNW. On fait varier la structure complexe sur Σ, variation mesure´e
par une diffe´rentielle de Beltrami. On peut alors coupler les Hamiltoniens quadratiques de
Hitchin avec les diffe´rentielles de Beltrami δµ. On a encore des Hamiltoniens en involution sur
l’espace des phases. L’espace des e´tats quantiques devient l’espace des sections holomorphes
d’une puissance d’un fibre´ vectoriel holomorphe (du fibre´ en droites de´terminant pour les
cas sans insertions des points) au-dessus de N . Il co¨ıncide avec l’espace des e´tats de CS.
La quantification des Hamiltoniens quadratiques donne alors la connexion de KZB. Nous
de´crivons une telle construction en genre ze´ro, un et deux, dans le dernier cas uniquement
pour G = SU2.
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Plan de la the`se
Chapitre 1 le premier chapitre traite sommairement l’action gouvernant le mouvement
ge´ode´sique d’une particule sur un groupe de Lie et sa quantification ;
Chapitre 2 on aborde divers aspects du mode`le de WZNW. On commence par la construc-
tion du mode`le classique et la description du formalisme canonique sur l’espace des
phases. Ensuite, on quantifie le mode`le et on donne les diverses fac¸ons de repre´senter le
groupe des syme´tries. On en de´duit la forme ge´ne´rale de l’espace des e´tats ;
Chapitre 3 on explique comment les e´tats de Chern-Simons rentrent en jeu. On e´tudie
l’espace et le produit scalaire des e´tats de Chern-Simons en genre ze´ro et un. On dit
quelques mots sur le genre supe´rieur pour le groupe G = SU2 ;
Chapitre 4 on construit la connexion de KZB. On en de´duit des expressions explicites en
genre ze´ro et un. On e´tudie e´galement les syste`mes de Hitchin en genre ze´ro et un ;
Chapitre 5 ce chapitre reproduit les articles e´crits avec K. Gawe¸dzki : 〈〈Self-duality of the
SL2 Hitchin integrable system at genus 2 〉〉, a` paraˆıtre dans Communications in Mathe-
matical Physics, et 〈〈Hitchin systems at low genera 〉〉. Le de´but est un re´sume´ en franc¸ais.
Un petit commentaire sur les notations. Lorsqu’on se re´fe`re a` la section 1.1.1, il s’agit de
la sous-section 1 de la section 1 du chapitre 1 ! Quand on se re´fe`re a` l’e´quation (1.1), il s’agit
de l’e´quation 1 du chapitre 1, et quand on se re´fe`re a` l’e´quation (1) il s’agit de la premie`re
e´quation du chapitre courant. On utilise a` l’envi les abre´viations CS, KZB et WZNW pour
respectivement Chern-Simons, Knizhnik-Zamolodchikov-Bernard et Wess-Zumino-Novikov-
Witten.
Chapitre 1
Me´canique quantique d’un mode`le sigma
§1. E´le´ments de la the´orie des repre´sentations
Soit V un espace vectoriel complexe non re´duit a` ze´ro. Une repre´sentation R d’un groupe
de Lie G dans V est un homomorphisme ΦR de G dans AutV , groupe des isomorphismes
de V dans lui-meˆme. L’espace V est appele´ l’espace de repre´sentation de R. Pour simplifier,
si g ∈ G et v ∈ V , on note gRv ≡ ΦR(g)(v). Si V est de dimension finie n, on dit que la
repre´sentation est de dimension finie n. Si V = Cn, la repre´sentation est dite matricielle.
Si V = L2(G, dℓg) ou` dℓg est une mesure invariante a` gauche, la repre´sentation re´gulie`re a`
gauche, note´e L , est de´finie par : (gL f)(x) = f(g
−1x). On de´finit aussi une repre´sentation
re´gulie`re a` droite, note´e R : V = L2(G, drg) et (gRf)(x) = f(xg).
Une repre´sentation est dite fide`le si ΦR est injective. Un sous-espace invariant est un
sous-espace vectoriel U tel que gR(U) ⊂ U , pour tout g ∈ G. Une repre´sentation est dite
irre´ductible si V et 0 sont ses seuls sous-espaces invariants. Si V est muni d’un pro-
duit scalaire hermitien, pour lequel tout gR est unitaire, c.-a`-d. g
†
R gR = gR g
†
R = id, la
repre´sentation est dite unitaire. Deux repre´sentations R et R′ de G, respectivement dans V
et V ′, sont dites e´quivalentes s’il existe une application line´aire inversible E : V → V ′ telle
que g
R′
E = E gR, pour tout g ∈ G. L’application E est appele´e un ope´rateur d’entrelacement.
Cette notion d’e´quivalence induit naturellement une relation d’e´quivalence sur l’ensemble des
repre´sentations. Suivant le lemme de Schur, si R est une repre´sentation irre´ductible de G
dans l’espace V , un endomorphisme L de V tel que, pour tout g ∈ G, gRL = LgR, est scalaire,
i.e. il existe un λ ∈ C tel que L = λ id.
On peut effectuer sur les repre´sentations les ope´rations usuelles de dualite´, conjugaison,
somme directe ou produit tensoriel. Soient R et R′ deux repre´sentations de G agissant res-
pectivement dans V et V ′ :
— la repre´sentation duale R∗ (ou contragradiante) de R est donne´e par les endomorphismes
transpose´s (g−1
R
)t agissant dans l’espace dual V ∗ ;
— la repre´sentation conjugue´e R est donne´e par les applications gR vues comme endomor-
phismes de l’espace conjugue´ complexe V . Ce dernier est l’espace V muni de la multipli-
cation scalaire par les nombres complexes conjugue´s. On notera v un e´le´ment v de V mais
vu comme e´le´ment de V . Pour R unitaire, les repre´sentations R∗ et R sont e´quivalentes par
l’isomorphisme naturel entre V ∗ et V induit par le produit scalaire sur V ;
— la somme (resp. le produit) de deux repre´sentations, note´e R ⊕ R′ (resp. R ⊗ R′) agit
dans l’espace V ⊕ V ′ (resp. V ⊗ V ′) comme suit :
g
R⊕R′
= gR ⊕ gR′ (resp. gR⊗R′ = gR ⊗ gR′ ).
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Dans la suite nous conside´rerons des repre´sentations ou` V est muni d’une structure d’espace
vectoriel topologique. On supposera alors que, pour tout v ∈ V , l’application G ∋ g 7→ gRv ∈
V est continue.
1.1. Groupes compacts
On suppose ici queG est un groupe compact. Soit dg la mesure de Haar surG (bi-invariante)
normalise´e par
∫
G dg = 1. Si l’espace de repre´sentation V est de dimension finie — les
repre´sentations irre´ductibles d’un groupe compact le sont automatiquement — on peut munir
V d’un produit scalaire hermitien rendant R unitaire. Pour cela, il suffit de prendre
(u, v) =
∫
G
〈 gRu | gRv 〉 dg
ou` 〈. , .〉 est un produit hermitien quelconque sur V .
Soit Rα une repre´sentation unitaire et irre´ductible de G dans l’espace Vα. On se donne une
base orthonorme´e {eαj } de Vα. On note gα; i,j le (i, j)-e`me e´le´ment matriciel, soit (eαi , gRα eαj ).
On connaˆıt le produit scalaire des fonctions gα; i,j graˆce aux relations d’orthogonalite´ de
Schur. Si Rα et Rβ sont deux repre´sentations irre´ductibles ine´quivalentes, alors∫
G
gα; i,j gβ; k,l dg = 0.
Pour une seule repre´sentation, ∫
G
gα; i,j gα; k,l dg =
δi,k δj,l
dα
ou` dα est la dimension de Vα. Autrement dit, les fonctions gα; i,j sont orthogonales pour le
produit scalaire standard sur L2(G, dg).
Soit {Rα} un ensemble maximal de repre´sentations irre´ductibles, unitaires et deux a` deux
ine´quivalentes. D’apre`s le the´ore`me de Peter-Weyl, la famille {d1/2α gα; i,j} forme une base
orthonorme´e de L2(G, dg). La repre´sentation Rα de´finit une application line´aire ρα : Vα ⊗
Vα → L2(G, dg) par la formule
ρα(v ⊗ v′) = d1/2α (v, gRα v′).
L’image de ρα est engendre´e par les e´le´ments matriciels gα; i,j . D’apre`s les relations d’orthogo-
nalite´ de Schur, ρα pre´serve le produit scalaire. Le the´ore`me de Peter-Weyl implique que ⊕αρα
est un isomorphisme unitaire, soit⊕
α
Vα ⊗ Vα ∼= L2(G, dg). (1)
Un calcul rapide donne {
g
L
ρα(v ⊗ v′) = ρα( gRαv ⊗ v′),
g
R
ρα(v ⊗ v′) = ρα(v ⊗ gRαv′).
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Ainsi, l’application ⊕αρα entrelace la repre´sentation re´gulie`re gauche (resp. droite) dans
L2(G, dg) avec l’action naturelle de G sur les facteurs de gauche (∗) (resp. droite) dans⊕
α Vα ⊗ Vα.
Soit f un e´le´ment de L2(G, dg). D’apre`s le the´ore`me pre´ce´dent, f se de´compose de manie`re
unique sur {gα; i,j} :
f(g) =
∑
α
∑
i,j
Nα; i,j d
1/2
α gα; i,j (2)
ou`
Nα; i,j = d
1/2
α
∫
G
hα; i,j f(h) dh
et la somme dans (2) converge dans L2(G, dg). Posons
f
Rα
= d1/2α
∫
G
f(h−1)h
Rα
dh.
On a donc Nα; i,j = (e
α
j , fRαe
α
i ).
L’isomorphisme (†) ι : Vα ⊗ Vα → End(Vα) tel que
ι(v ⊗ v′)(w) = (v,w) v′
identifie canoniquement les espaces Vα ⊗ Vα et End(Vα), identification admise une fois pour
toutes. On peut composer l’application
L2(G, dg) ∋ f 7−→ fRα ∈ End(Vα) ∼= Vα ⊗ Vα
avec ρα. D’une part, Vα ⊗ Vα ρα−→ L2(G, dg) → End(Vα) ∼= Vα ⊗ Vα donne l’identite´ de
Vα ⊗ Vα. D’autre part, L2(G, dg) → End(Vα) ∼= Vα ⊗ Vα ρα−→ L2(G, dg) projette sur le
composant Vα ⊗ Vα de la de´composition (1). La formule (2) peut eˆtre mise sous forme de
transforme´e de Fourier :
f(g) =
∑
α
d1/2α tr fRαgRα
exprimant la de´composition (1) des repre´sentations re´gulie`res deG en repre´sentations irre´ductibles.
L’unitarite´ de cette de´composition conduit a` la formule de Parseval-Plancherel
‖f‖2
L2(G)
=
∫
G
|f(g)|2 dg =
∑
α
‖f
Rα
‖2
HS
ou` la norme de Hilbert-Schmidt d’une application line´aire A est de´finie par ‖A‖2
HS
= trA†A.
Enfin, chaque repre´sentation unitaire de dimension finie est e´quivalente a` une somme de
repre´sentations irre´ductibles (‡) — le comple´ment orthogonal de chaque sous-espace invariant
reste invariant.
∗L’action a` gauche de g ∈ G sur ⊕α (vα ⊗ v
′
α) conduit a` : ⊕
α
( g
Rα
vα ⊗ v
′
α).
†L’inverse de ι est l’application ι−1 : End(Vα) ∋ φ→
∑
i
eαi ⊗ φ(e
α
i ) ∈ Vα ⊗ Vα.
‡L’assertion reste vraie pour des repre´sentations de dimension infinie dans la cate´gorie hilbertienne.
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Le caracte`re d’une repre´sentation R de dimension finie est la fonction χR : G → C telle
que
χR(g) = tr gR .
Pour les repre´sentations irre´ductibles Rα, χRα(g) =
∑
i gα;i,i. Les caracte`res re´ve`lent des
proprie´te´s inte´ressantes. La plus importante est l’invariance sur les classes de conjugaison,
soit
χR(hgh
−1) = χR(g).
On dit alors que le caracte`re de R est une fonction de classe. Au niveau des caracte`res,
l’e´quivalence entre repre´sentations duale et conjugue´e se traduit par :
χR∗(g) = χR(g−1) = χR(g
−1).
Si R et R′ sont deux repre´sentations quelconques de G :
χ
R⊕R′
= χR + χR′ ,
χ
R⊗R′
= χR χR′ .
Ces deux proprie´te´s justifient en partie le paragraphe suivant consacre´ a` l’anneau des repre´sentations.
Les relations d’orthogonalite´e´ de Schur impliquent des relations d’orthogonalite´ de car-
acte`res. Si Rα et Rβ sont deux repre´sentations irre´ductibles ine´quivalentes de G, alors∫
G
χRα(g)χRβ(g) dg = 0
et pour une seule repre´sentation ∫
G
|χRα(g)|2 dg = 1.
Les caracte`res χRα forment une base orthonormale dans le sous-espace des fonctions de classe
de L2(G, dg).
La notion de caracte`re est importante, car elle permet de de´terminer les repre´sentations a`
e´quivalence pre`s. En effet, si R et R′ sont e´quivalentes alors χR = χR′ . L’inverse est aussi vrai :
si R = ⊕βRβ alors
∫
G χRα (g)χR(g) dg donne la multiplicite´ de la repre´sentation irre´ductible
Rα dans la somme ⊕βRβ. On peut ainsi reconstruire R de χR a` e´quivalence pre`s.
1.2. Anneau des repre´sentations K(G)
Il est naturel de conside´rer l’ensemble C(G) des classes d’e´quivalence de repre´sentations de
dimensions finies de G et d’essayer de lui adjoindre une structure d’anneau ; la construction
suivante reste valable pour un groupe non-compact.
Notons [R] la classe d’e´quivalence de la repre´sentation R. On de´finit les ope´rations pro-
duit et somme sur les classes d’e´quivalence comme prolongement des ope´rations sur les
repre´sentations : {
[R] + [R′] = [R ⊕R′] = [R′] + [R]
[R] · [R′] = [R⊗R′] = [R′] · [R].
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A` ce stade, C(G) est un semi-groupe. Pour obtenir un anneau, il nous faut construire l’inverse
pour l’addition. Suivant Grothendieck, on de´finit une relation d’e´quivalence sur C(G)×C(G)
par
([R1], [R2]) ∼ ([R′1], [R′2]) ⇐⇒ [R1] + [R′2] = [R′1] + [R2].
La transitivite´ est une conse´quence de la re`gle d’annulation pour la loi + sur C(G) :
[R] + [Q] = [R′] + [Q] =⇒ [R] = [R′].
SoitK(G) l’ensemble des classes d’e´quivalence deC(G)×C(G) vis a` vis de∼. Les ope´rations
somme et produit dans C(G) descendent a` K(G). On ve´rifie aise´ment que −([R1], [R2])∼ =
([R2], [R1])∼. Pour simplifier, on notera [R1] − [R2] la classe d’e´quivalence ([R1], [R2])∼. Un
e´le´ment de K(G) est appele´ une repre´sentation virtuelle de G. Le triplet (K(G),+, ·) est
alors un anneau commutatif, l’anneau des repre´sentations.
On a de´fini pre´ce´demment les notions de repre´sentations duale et conjugue´e ; ces dernie`res
s’e´tendent a` K(G). Il est clair que ces deux ope´rations sont des involutions de K(G). De plus,
pour les groupes compacts, la dualite´ et la conjugaison dans K(G) co¨ıncident.
Pour un groupe de Lie compact, simple, connexe et simplement connexe il existe une cor-
respondance bijective entre poids dominants et repre´sentations irre´ductibles (cf. section 2).
On note ρi la classe d’e´quivalence de la repre´sentation irre´ductible unitaire correspondante
au poids fondamental λi. On montre alors [2, p. 164]
Proposition. — L’anneau des repre´sentations est isomorphe a` l’ensemble des polynoˆmes
a` coefficients dans Z sur les classes d’e´quivalence de repre´sentations de plus hauts poids
fondamentaux, i.e.
K(G) ∼= Z [ ρ1, . . . , ρr ].
§2. Alge`bres de Lie simples
Soit G un groupe de Lie compact, simple, connexe et simplement connexe. On note g
l’alge`bre de Lie de G et gC l’alge`bre de Lie complexifie´e de g, c.-a`-d. gC = g⊕ ig. Le groupe de
Lie complexifie´ GC est le groupe connexe, simplement connexe (unique a` isomorphisme pre`s)
ayant pour alge`bre de Lie gC. L’alge`bre g est fixe´e par l’involution anti-line´aire X 7→ X† de
gC. Nous utilisons la convention des physiciens pour laquelle l’application exponentielle qui
envoie g dans le groupe G est g ∋ X 7→ exp iX. Le groupe G est un sous-groupe compact
maximal de GC fixe´ par gg† = 1, i.e. (exp iX)† = exp−iX. Une excellente re´fe´rence pour
tout ce qui suit est [97].
On de´compose gC relativement a` une sous-alge`bre de Cartan t, soit une sous-alge`bre
abe´lienne maximale dans g,
gC = tC ⊕
⊕
α∈∆
Ceα
ou` eα est un vecteur propre dans g
C pour l’action adjointe de t :
[X, eα] = α(X) eα, ∀X ∈ t.
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Par construction, les α sont des e´le´ments de t∗, appele´s racines de gC. On note ∆ l’ensemble
des racines. Il est possible de choisir les vecteurs eα de telle sorte que e
†
α = e−α et le commu-
tateur
[eα, e−α] ≡ α∨ ,
qui appartient a` l’alge`bre de Cartan t, satisfait
α(α∨) = 2 .
On appelle α∨ la coracine associe´e a` la racine α ; on note ∆∨ l’ensemble des coracines. Par
contre, si α, β ∈ ∆, α 6= −β, on a
[eα, eβ ] = Nαβ eα+β
et Nαβ = 0 si α+ β /∈ ∆.
La forme de Killing de g est la forme biline´aire non de´ge´ne´re´e K(X,Y ) ≡ tr adX ◦ adY
sur g × g, ou` tr est la trace line´aire. On pre´fe`re renormaliser la forme de Killing en posant
trXY = K(X,Y )/Iφ. On fixe le coefficient Iφ plus loin. La forme de Killing est invariante
dans l’action adjointe, i.e. tr [X,Y ]Z + trY [X,Z] = 0, mais aussi par tout automorphisme
de l’alge`bre. Elle est unique a` normalisation pre`s et s’e´tend naturellement a` gC. Avec nos
hypothe`ses sur G, sa restriction tr |
t×t est non de´ge´ne´re´e, donc ∀λ ∈ t∗, il existe un unique
Xλ ∈ t tel que λ(X) = trXλX pour tout X ∈ t et trλµ ≡ trXλXµ = λ(Xµ) = µ(Xλ), pour
λ et µ dans t∗. On a
λ(α∨) = tr [eα, e−α]Xλ = tr e−α [Xλ, eα] = trλα tr e−α eα.
Pour λ = α, on obtient 2 = trα2 tr e−α eα. Il suit donc que
α∨ =
2
trα2
Xα , tr (α
∨)2 =
4
trα2
, Xα =
2
tr (α∨)2
α∨ .
On peut toujours choisir (hj)j=1,··· ,r une base orthonorme´e de la sous-alge`bre de Cartan tC,
avec (hj)† = hj . On montre que tr eαhj = 0 = tr eαeβ , α + β 6= 0. L’ensemble des eα et des
hj forme une base de Cartan-Weyl pour gC. Une base de la forme compacte g est donne´e
par hj , i(eα − e−α), eα + e−α. Dans les applications, on privile´gie souvent l’usage d’une base
orthogonale (ta) avec
tr tatb = δab/2, [ta, tb] = ifabctc
(sommation sur c !). Les fabc sont les constantes de structure de l’alge`bre de Lie. Ces con-
ventions sont en accord avec la base utilise´e pour l’alge`bre sl2, c.-a`-d. t
a = σa/2 ou` les σa
sont les matrices de Pauli. En ce qui concerne la base de Cartan-Weyl de sl2 : e±α = σ± et
h = σ3/
√
2. On a deux racines ±α avec α(h) = √2.
Les alge`bres n± = ⊕α>0Ce±α sont deux sous-alge`bres nilpotentes maximales dans gC. On a
gC = n+⊕ tC⊕n−. On appelle traditionnellement sous-alge`bres de Borel les sous-alge`bre b± =
tC ⊕ n±. Ici, on va utiliser aussi la sous-alge`bre b = it⊕ n+. La de´composition d’Iwasawa
certifie que gC = g⊕ b. Au niveau des groupes de Lie, cela donne une de´composition de GC
par rapport au groupe B d’alge`bre b. Ainsi, tout e´le´ment h de GC se de´compose de manie`re
unique en
h = e
∑
α>0 vαeα eϕ/2 g
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avec g dans le groupe compact G, c.-a`-d. gg† = 1, vα ∈ C et ϕ ∈ t. Pour rappel, eϕ/2 n’est
pas dans le groupe compact, avec nos conventions sur l’application exponentielle.
L’ensemble des racines engendre t∗ mais ce n’est pas une base de t∗. Une sous-famille
(α1, . . . , αr) de ∆ est appele´e une base de ∆ si B est une base de t
∗ et toute racine α de gC
est une combinaison line´aire des αi ∈ B, a` coefficients entiers tous > 0 (pour α ∈ ∆+ ⊂ ∆)
ou tous 6 0 (pour α ∈ ∆− ⊂ ∆). Le rang de gC, note´ r, est e´gal a` la dimension de t. Les
αi, i = 1, · · · , r, sont appele´es les racines simples. Les racines de gC appartenant a` ∆+
sont les racines positives, et celles appartenant a` ∆− les racines ne´gatives.
Parmi toutes les racines positives, il existe une racine privile´gie´e, la racine la plus grande
φ. C’est l’unique racine telle que φ+ α 6∈ ∆, pour tout α ∈ ∆+. On normalise alors la forme
de Killing tr par trφ2 = 2. Ceci fixe comple`tement le coefficient Iφ. Si on de´compose φ et φ
∨,
la coracine de φ, sur une base avec φ =
∑
i kiαi et φ
∨ =
∑
i k
∨
i α
∨
i — les coefficients ki (k
∨
i )
sont les labels de Kac (duaux) — le nombre de Coxeter et le nombre de Coxeter dual sont
respectivement
g = 1 +
∑
i
ki, g
∨ = 1 +
∑
i
k∨i .
A` la fin de la section, on montre que la normalisation choisie pour la forme de Killing conduit
a` Iφ = 2g
∨. En particulier, on obtient : dans la base orthogonale,
fabcf bcd = g∨δad .
La table suivante pre´sente la classification de Cartan des alge`bres simples. L’indice r
indique le rang de l’alge`bre, d la dimension et g∨ le nombre de Coxeter dual :
gC g d r g∨
Ar su(r + 1) r
2 + 2r 1, 2, · · · r + 1
Br so(2r + 1) 2r
2 + r 2, 3, · · · 2r − 1
Cr sp(2r) 2r
2 + r 3, 4, · · · r + 1
Dr so(2r) 2r
2 − r 4, 5, · · · 2r − 2
gC d g∨
E6 78 12
E7 133 18
E8 248 30
F4 52 9
G2 14 4
Le groupe de Weyl W est le sous-groupe de GL(t∗) engendre´ par les re´flexions par rapport
aux hyperplans Lα = {β ∈ t∗ | tr βα = 0}, rα : t∗ ∋ µ 7−→ µ − µ(α∨)α ∈ t∗. On appelle
chambre de Weyl une des composantes connexes de t∗ \ ⋃α∈∆ Lα. Le groupe de Weyl
satisfait les proprie´te´s suivantes :
– W est fini, W pre´serve la forme de Killing ;
– l’action deW sur l’ensemble des chambres de Weyl est simplement transitive, i.e. il existe
un unique e´le´ment w ∈W tel que w(C) = C ′, si C et C ′ sont deux chambres de Weyl ;
– si B est une base de ∆, W est engendre´ par les rαi (αi ∈ B), appele´es re´flexions simples ;
– l’adhe´rence C d’un chambre de Weyl C est un domaine fondamental pour W : toute
orbite de W dans t∗ intersecte C en un seul point.
Soit T un tore maximal dans G, c.-a`-d. un sous-groupe de Cartan d’alge`bre de Lie g. On
peut identifier W et N(T )/T ou` N(T ) est le normaliseur de T dans G, i.e. N(T ) = {g ∈
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G
∣∣ gTg−1 = T}. Le quotient N(T )/T est juste l’ensemble des automorphismes de T induits
par les automorphismes inte´rieurs de G. Ainsi, si w ∈ N(T )/T , il existe g ∈ N(T ) ⊂ G tel que
w(t) = gtg−1, pour tout t ∈ T . L’e´le´ment w induit un automorphisme line´aire de t et donc
de t∗. Dans ce langage, les re´flexions simples rαi sont donne´es par exp[πi (eαi + e−αi)/2] ∈ G.
La matrice de Cartan A est la matrice ayant pour e´le´ment (i, j) : aij ≡ 2 trαi αj / trα2j .
La matrice A ve´rifie les proprie´te´s suivantes
aii = 2, si i, j = 1, . . . , r
aij = 0⇔ aji = 0, si i, j = 1, . . . , r
aij ∈ Z−, si i, j = 1, . . . , r, i 6= j
(3)
A est de´finie positive, (4)
c.-a`-d. tous les mineurs principaux de A sont strictement positifs. En particulier, A est une
matrice de rang r. Cette matrice caracte´rise comple`tement l’alge`bre gC. Ainsi la classification
des alge`bres de Lie simples se re´duit a` la classification des matrices de Cartan.
Le sous-groupe additif de t∗ engendre´ par ∆ est un re´seau, appele´ re´seau des racines et
note´ Q. Les coracines engendrent e´galement un re´seau dans t, appele´ re´seau des coracines et
note´ Q∨. Un poids λ est un e´le´ment de t∗ tel que λ(q∨) ∈ Z, pour tout q∨ ∈ Q∨. L’ensemble
des poids forme un re´seau P ⊂ t∗, appele´ re´seau des poids. Par construction, P = (Q∨)∗ est
le re´seau dual a` Q∨ et Q ⊂ P ⊂ t∗. Le re´seau dual a` Q, note´ P∨, est le re´seau des copoids ;
Q∨ ⊂ P∨ ⊂ t. Si exp : g→ G est l’application exponentielle, Q∨ = {X ∈ t | exp(2πiX) = 1}
et P∨ = {X ∈ t | exp(2πiX) ∈ Z(G)}, ou` Z(G) est le centre de G. Z(G) ∼= P∨ /Q∨ ∼= P /Q
et |Z(G)| = detA. Les poids tels que λi(α∨i ) = δij sont les poids fondamentaux. Les poids
fondamentaux forment une base de P : tout poids λ s’e´crit de manie`re unique λ =
∑
i niλi,
avec ni ∈ Z. On note P+ l’ensemble des poids dominants, pour lesquels ni > 0.
Une repre´sentation (de dimension finie) de gC dans un espace vectoriel (V de dimension
finie) est un homomorphisme d’alge`bres de Lie gC → gl (V ). On utilise a` l’envi le terme
module pour parler de repre´sentation. Un moduleM est un espace vectoriel plus une action de
l’alge`bre. Clairement, il s’agit juste de deux manie`res de conside´rer le meˆme objet. Comme on
s’y attend, on e´change repre´sentations d’alge`bres et de groupes par inte´gration ou de´rivation.
Un module Mλ est dit de plus haut poids s’il existe λ ∈ t∗ et un vecteur vλ ∈Mλ, tels que
eαvλ = 0 ∀α ∈ ∆+, Xvλ = λ(X) vλ ∀X ∈ t, et Mλ = U (gC)vλ
ou` U (gC) est l’alge`bre enveloppante de gC. On dit que λ est le plus haut poids de la
repre´sentation — meˆme si rien ne nous dit que λ est un poids dans le sens donne´ aupar-
avant — et vλ est un vecteur de plus haut poids. Tout vecteur de Mλ appartient a` U (n−) vλ.
Une repre´sentation est dite unitaire s’il existe un produit scalaire surM tel que la conjugaison
hermitienne correspondante envoie X ∈ gC vers X†.
Parmi toutes les repre´sentations de plus haut poids λ fixe´, il existe une repre´sentation plus
grande que toutes les autres, le module de Verma Vλ a` partir duquel on obtient n’importe
quel autre module de plus haut poids λ en quotientant par un sous-espace invariant, et une
plus petite, la repre´sentation irre´ductible Hλ, obtenue en quotientant par le plus grand sous-
espace propre invariant. Le module de Verma admet une unique forme hermitienne, la forme
de Shapovalov, telle que X† = X et 〈vλ, vλ〉 = 1. Le plus grand sous-espace propre invariant
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est alors le sous-espace des vecteurs orthogonaux a` tous les autres. La forme de Shapovalov
descend donc sur Hλ pour donner une forme hermitienne non-de´ge´ne´re´e sur Hλ.
Les repre´sentations unitaires de plus haut poids sont celles pour lesquelles la forme de
Shapovalov sur Hλ est positive. C’est le cas si, et seulement si, λ ∈ P+. Ainsi, le the´ore`me
du plus haut poids dit que les repre´sentations de gC irre´ductibles, unitaires de plus haut
poids sont e´nume´re´es par les plus hauts poids λ ∈ P+. Elles sont toutes de dimension finie,
et s’inte`grent en des repre´sentations irre´ductibles, unitaires de G. Re´ciproquement, toute
repre´sentation irre´ductible, unitaire de G se de´rive en une repre´sentation de gC, irre´ductible,
unitaire, de plus haut poids. Ainsi, on peut e´galement e´nume´rer les classes d’e´quivalence de
repre´sentations de G irre´ductibles et unitaires par les poids dominants. En plus, l’action de
t sur Mλ est diagonale, on peut donc de´composer l’espace de repre´sentation en une somme
directe
Mλ =
⊕
µ∈t∗
Mλ(µ), Mλ(µ) =
{
v ∈Mλ
∣∣ Xv = µ(X) v,∀X ∈ t},
e´ventuellement vide. Si Mλ(µ) 6= ∅, µ est un poids de l’alge`bre de Lie et µ = λ −
∑
ℓ αℓ, ou`
αℓ ∈ ∆+.
Le Casimir quadratique est l’e´le´ment de l’alge`bre enveloppante
C =
1
2
∑
i,j
(tr eiej)
−1 eiej
ou` (ei) est une base quelconque de g
C, dont le choix ne change pas C. Mieux encore, le
Casimir est dans le centre de l’alge`bre enveloppante. Dans la base orthogonale et dans la base
de Cartan-Weyl,
C = tata =
∑
α>0
trα2
2
(eαe−α + e−αeα) +
1
2
r∑
j=1
hjhj .
Le Casimir quadratique dans une repre´sentation R de plus haut poids λ est obtenu en rem-
plac¸ant les ei par les (ei)R dans C. Suivant le lemme de Schur, ce Casimir agit scalairement.
On note Cλ ce scalaire. On trouve aise´ment que Cλ =
1
2 trλ (λ + 2ρ), ou` ρ est le vecteur de
Weyl : ρ ≡ 12
∑
α>0 α =
∑
i λi. En particulier, la racine la plus grande φ est le plus haut poids
de la repre´sentation adjointe. On constate que le Casimir Cφ dans la repre´sentation adjointe
est 12 trφ
2 + g∨ − 1. D’autre part, en utilisant la base orthogonale, on trouve Cφ = Iφ/2. Au
total,
Iφ = 2g
∨ + trφ2 − 2.
En convenant, comme on le fera toujours, que trφ2 = 2 on voit que Iφ = 2g
∨ et que le nombre
de Coxeter dual est aussi le Casimir quadratique de la repre´sentation adjointe.
Soit R une repre´sentation de G de dimension finie. Le caracte`re de G est une fonction de
classe. Or, tout e´le´ment de G est conjugue´ a` un e´le´ment du tore maximal T , donc le caracte`re
est comple`tement de´termine´ par ses valeurs sur T . On peut poser
χR(u) = trR e
iu
pour u ∈ t et tr
R
repre´sente la trace dans la repre´sentation R. Le caracte`re dans une
repre´sentation irre´ductible unitaire de plus haut poids λ est donne´ par
χλ(u) =
∑
µ
dimMλ(µ) e
iµ(u),
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ou plus explicitement par la formule des caracte`res de Weyl :
χλ(u) = Π(u)
−1 ∑
w∈W
(−1)ℓ(w)eiw (λ+ρ)(u)
ou` ℓ(w) est le nombre de racines positives transforme´es par w en racines ne´gatives et Π(u)
est le de´nominateur de Weyl
Π(u) =
∑
w∈W
(−1)ℓ(w)eiw ρ(u) = eiρ(u)
∏
α>0
(1− e−iα(u)).
On obtient la formule de la dimension de Weyl donnant la dimension deMλ en e´valuant
χλ en 0,
dλ =
∏
α>0
tr (λ+ ρ)α
tr ρα
.
§3. Mouvement ge´ode´sique d’une particule sur un groupe
Lemouvement ge´ode´sique d’une particule sur une surface riemannienneM munie d’une
me´trique γ = γµνdx
µdxν est habituellement gouverne´ par l’action donne´e par la longueur
ge´ode´sique :
Sl.g.(x(·)) =
∫
ds =
∫ T
0
(
γµν(x)
dxµ
dτ
dxν
dτ
)1/2
dτ
ou` x : [0, T ] ∋ τ → x(τ) ∈ M est la trajectoire de la particule. L’e´quation δSl.g.(x(·)) = 0
d’une ge´ode´sique est
d2xµ
dτ2
+ Γµνλ(x)
dxν
dτ
dxλ
dτ
= 0
ou` Γ est le symbole de Christoffel. La longueur ge´ode´sique est invariante par reparame´trisation
— c’est un objet purement ge´ome´trique. La pre´sence de la racine carre´e pre´figure des difficulte´s
techniques. C’est pourquoi on pre´fe`re utiliser une autre action classiquement e´quivalente :
S(x(·)) = 1
2
∫ T
0
γµν(x)
dxµ
dτ
dxν
dτ
dτ. (5)
La nouvelle action n’est plus invariante par reparame´trisation. L’action de Polyakov
SP(x(·), h(·)) = 12
∫
γµν(x)
dxµ
dτ
dxν
dτ
h−1/2dτ + 1
2
∫
h1/2dτ
permet de retrouver la longueur ge´ode´sique en minimisant h(·). Quand on fixe la 〈〈 jauge 〉〉 a` h ≡
1, on trouve l’action (5) (a` une constante pre`s) mais on brise l’invariance par reparame´trisation.
On s’inte´resse au mouvement d’une particule sur un groupe de Lie G compact, simple.
La forme de Killing fournit une me´trique riemannienne sur G. La me´canique de la particule
τ 7→ g(τ) est gouverne´e par l’action
S(g(.)) = −k
4
∫
tr (g−1∂τg)2 dτ
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ou` k est une constante de couplage strictement positive. L’action se transforme simplement
dans la multiplication point par point
S(g1g2) = S(g1) + S(g2) +
k
2
∫
tr (g−11 ∂τg1) (g2∂τg
−1
2 ) dτ
La variation de l’action suivant la transformation g 7→ g + δg, fixe´e sur le bord, est
δS(g) =
k
2
∫
tr
(
(g−1δg) ∂τ (g−1∂τg)
)
dτ.
Par conse´quent, l’e´quation classique du mouvement δS(g) = 0 conduit a`
∂τ (g
−1∂τg) = 0. (6)
L’e´quation (6) est invariante par les transformations
g → g1g g−12
ou` g1 et g2 sont deux e´le´ments quelconques fixe´s de G. Comme tout e´le´ment de G est conjugue´
a` un e´le´ment du sous-groupe de Cartan, on peut utiliser cette invariance chirale de sorte que
l’espace des solutions soit parame´trise´ par
g(τ) = gL e
iτv g−1
R
(7)
ou` (gL , gR) ∈ G×G et v ∈ t.
L’ensemble des configurations instantane´es du syste`me forme l’espace des configurations G.
L’espace cine´matique est le fibre´ tangent a` G, note´ TG. On peut identifier TG a` G× g, ainsi
on parame´trise TG par les donne´es de Cauchy (g(0), 1i (g
−1∂τg)(0)), soit (gL g−1R , gR v g−1R ).
L’espace des phases est le fibre´ cotangent a` G, note´ T ∗G. Il peut eˆtre aussi identifie´ a` G× g
ou` l’action d’un covecteur sur un vecteur tangent devient
〈 (g,X) | (g, Y ) 〉 ≡ 〈X,Y 〉 = trXY.
Soit g−1dg la 1-forme sur G a` valeurs dans ig de´finie par
〈 (g,X) | g−1dg 〉 = iX.
Le covecteur (g, Y ) co¨ıncide alors avec 1i trY g
−1dg (g). Le passage de TG a` T ∗G se fait par
la transformation de Legendre Λ, c.-a`-d. l’application Λ : TG ∋ (g,X) 7−→ (g,Λg(X)) ∈ T ∗G,
avec
〈W,Λg(X) 〉 ≡ ddǫ
∣∣∣
ǫ=0
L(g,X + ǫW ),
L e´tant le Lagrangien du syste`me : L(g,X) = k4 trX
2. On obtient 〈W,Λg(X) 〉 = k2 trXW ,
d’ou`
Λg(X) =
k
2
X.
Le Hamiltonien du syste`me est de´fini par H(g,Λg(X)) = −L(g,X) + trXΛg(X) d’ou`
H(g, Y ) =
1
k
tr Y 2 .
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L’espace des phases est un espace symplectique, c.-a`-d. une varie´te´ e´quipe´e d’une 2-forme
ferme´e non de´ge´ne´re´e. Conside´rons la 1-forme sur T ∗G
ω(g, Y ) =
1
i
tr (Y g−1dg) ◦ T
(g,Y )
π
ou` Tπ est l’application tangente a` la projection canonique π : T ∗G → G — omise dans la
suite. La 2-forme Ω = dω est la forme symplectique canonique sur T ∗G.
Nous pouvons parame´triser l’espace de phase T ∗G par la transformation de Legendre des
donne´es de Cauchy :
(g, Y ) = (gL g
−1
R
,
k
2
gR v g
−1
R
) .
Avec cette parame´trisation
ω =
k
2i
tr v
(
g−1
L
dgL − g−1R dgR
)
.
La forme symplectique Ω se scinde alors en deux composantes
Ω = dω = ΩL − ΩR
ou`
ΩL =
ki
2
tr
(
v (g−1
L
dgL )
∧2 − dv ∧ g−1
L
dgL
)
et la meˆme expression pour ΩR mais en remplac¸ant gL par gR. Le Hamiltonien devient
H(gL , gR, v) =
k
4
tr v2 .
§4. Quantification
Une quantification naturelle consiste a` prendre, comme espace des e´tats quantiques,
l’espace de Hilbert des fonctions de carre´ sommable H = L2(G, dg) — pour une varie´te´
riemannienne quelconque, on aurait pris H = L2(M,Ωγ), Ωγ e´tant le volume riemannien. On
normalise la mesure de Haar par
∫
G dg = 1. D’apre`s le the´ore`me de Peter-Weyl,
H ∼=
⊕
α
Vλα ⊗ Vλα
ou` les Rα forment un ensemble maximal de repre´sentations irre´ductibles, unitaires de G
agissant dans les espaces vectoriels (de dimension finie) Vλα , λα e´tant le plus haut poids de
la repre´sentation Rα.
Soit (ta), comme auparavant, une base orthogonale de l’alge`bre de Lie g de G telle que
tr tatb = δab/2 et [ta, tb] = ifabc tc. Pour de´crire l’action infinite´simale de l’alge`bre, on introduit
deux ope´rateurs Ja ≡ 1i dL (ta) et J
a ≡ 1i dR(ta), c.-a`-d.
(Jaf)(g) =
1
i
d
dǫ
∣∣∣
ǫ=0
f(e−iǫ t
a
g), (J
a
f)(g) =
1
i
d
dǫ
∣∣∣
ǫ=0
f(g eiǫ t
a
).
18 Me´canique quantique d’un mode`le sigma
On ve´rifie que ces ope´rateurs satisfont les relations de commutation suivantes
[Ja, Jb] = ifabc Jc, [J
a
, J
b
] = ifabc J
c
.
Pour de´finir le Hamiltonien du syste`me, on introduit l’ope´rateur de Laplace-Beltrami. Si
M est une varie´te´ riemannienne, on pose
(Ψ,−∆LBΦ) =
∫
γµν∂µΨ ∂νΦ Ωγ
ou` (., .) est le produit scalaire L2. PourM = G, l’ope´rateur de Laplace-Beltrami, note´ ∆G, est
un ope´rateur syme´trique, auto-adjoint, positif. Restreint a` Vλα ⊗ Vλα , il agit comme −Cλα 1,
Cλα e´tant le Casimir quadratique de la repre´sentation Rα. Le Hamiltonien est alors H =
−12 ∆LB, c.-a`-d.
H =
2
k
Ja Ja =
2
k
J
a
J
a
= − 2
k
∆G.
Comme toujours, on peut aussi utiliser une quantification a` la Feynman. Il est bien connu
qu’en me´canique quantique les deux approches sont e´quivalentes. Conside´rons le noyau de
l’ope´rateur e−τ H , i.e. (
e−τ H Ψ
)
(g1) =
∫ (
e−τ H
)
(g1, g2)Ψ(g2)Dg2
pour Ψ ∈ H . On peut exprimer ce noyau par l’inte´grale fonctionnelle sur tous les chemins
τ → g(τ) fixe´s sur le bord :(
e−(t
′−t)H )(g1, g2) = ∫
g(t)=g1
g(t′)=g2
e−S(g)Dg
ou` la mesure Dg est le produit formel des mesures de Haar
∏
06τ6T dg(τ) sur le groupe G et
l’inte´gration sur le temps dans S(g) est limite´e a` l’intervalle [t, t′].
Une conse´quence de cette repre´sentation est la formule de Feynman-Kac (version eu-
clidienne) [77] : pour 0 6 t1 6 . . . 6 tN 6 T ,∫
Ψ2(g(T )) ⊗
ℓ
g(tℓ)Rℓ Ψ1(g(0)) e
−S(g) Dg
=
〈
Ψ2
∣∣ e−(T−tN )H gRN e−(tN−tN−1)H . . . e−(t2−t1)H gR1 e−t1 H Ψ1〉
ou` les deux coˆte´s appartiennent a`
⊗
ℓ EndVλℓ
∼= ⊗ℓ(V λℓ ⊗ Vλℓ). A droite, gRℓ doit eˆtre
interpre´te´ comme la matrice des ope´rateurs (borne´s) de multiplication dansH par les e´le´ments
matriciels de gRℓ . L’inte´grale sur les chemins a` droite peut eˆtre de´finie rigoureusement comme
celle d’un mouvement brownien sur G. En inte´grant sur les chemins pe´riodiques [0, T ] ∋
τ → G, g(0) = g(T ), on obtient une autre version de la formule de Feynman-Kac :
Γ ≡
∫
g pe´riodiques
⊗
ℓ
g(tℓ)Rℓ e
−S(g) Dg
= tr
H
(
e−(T−tN )H gRN e
−(tN−tN−1)H . . . e−(t2−t1)H gR1 e
−t1 H )
ou` la trace tr
H
est prise sur H. Nous allons appeler Γ la fonction de Green. Bien que
sous-entendues, les fonctions de Green de´pendent de t et de R.
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§5. Me´canique quantique quotient
La construction quotient — en anglais 〈〈 coset construction 〉〉 — prend ses racines dans
la the´orie conforme des champs. On peut faire agir sur l’espace H = L2(G, dg) le groupe
G × G ≡ GL × GR, produit des actions a` gauche et a` droite. Soient H un sous-groupe
de G × G et L2(G, dg)H le sous-espace de H forme´ des fonctions invariantes par H. Si H
est un sous-groupe de GL ou de GR ou un produit de tels sous-groupes, on obtient des
fonctions invariantes sur les espaces quotients correspondants. Ici, on choisit un sous-groupe
dans la partie diagonale Gdiag ⊂ GL ×GR, c.-a`-d. H ⊂ Gdiag; on obtient alors des fonctions
invariantes par l’action adjointe de H, c.-a`-d. des fonctions de´finies sur G/Ad(H). On peut
de´composer les repre´sentations irre´ductibles de G par rapport a` H :
VλG
∼=
⊕
λH
MλGλH ⊗ VλH
ou` λH fait re´fe´rence au plus haut poids d’une repre´sentation irre´ductible de H. Les espaces
interme´diaires MλGλH sont canoniquement isomorphes a` Hom(VλH , VλG)
H . Il suit
L2(G, dg) ∼=
⊕
λG,λH ,λ
′
H
M
λG
λH
⊗ V λH ⊗MλGλ′H ⊗ Vλ′H .
Or, d’apre`s le lemme de Schur, l’espace des vecteurs de VλH ⊗ V λ′H invariants par l’action
diagonale de H est simplement δλH ,λ′H C, donc
L2(G, dg)H ∼=
⊕
λG,λH
M
λG
λH ⊗MλGλH .
Soit h⊥ le comple´ment orthogonal de l’alge`bre de Lie h de H. On de´compose la base (ta) en
une base (ta) de h et une base (tα) de h⊥. Les Laplaciens ∆G, ∆H = −JaJa et ∆H = −JaJa
commutent avec l’action (infinite´simale) a` gauche et a` droite de h. On peut donc prendre
− 2
k
(∆G −∆H) = − 2k (∆G −∆H) ≡ H
comme Hamiltonien sur L2(G, dg)H . Notons que le Hamiltonien trouve´ n’est pas l’ope´rateur
de Laplace-Beltrami pour la me´trique projete´e sur G/Ad(H). Les fonctions de Green de la
me´canique quantique correspondante, qu’on va appeler pour des raisons historiques 〈〈G/H 〉〉,
peuvent eˆtre de´finies comme
ΓG/H ≡ Tr
(
e−(T−tN )H fN e−(tN−tN−1)H . . . e−(t2−t1)H f1 e−t1 H
)
ou` fℓ ∈ L2(G, dg)H . Elles sont a` valeurs nume´riques. Dans le cas particulier ou` H = G,
l’espace L2(G, dg)G est compose´ de fonctions de classes et les caracte`res des repre´sentations
irre´ductible forment sa base orthonormale. Dans ce cas, le Hamiltonien H s’annule et les
fonctions de Green ΓG/G divergent.
On peut re´obtenir le syste`me quotient 〈〈G/H 〉〉 en couplant le mouvement ge´ode´sique sur
le groupe G a` un champ de jauge A± a` valeurs dans hC. L’action couple´e est
S(g,A+, A−) ≡ S(g) + k2
∫
tr
(
A+g
−1∂τg + g∂τg−1A− + gA+g−1A− −A+A−
)
dτ
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ou`, plus ge´ne´ralement, on peut prendre g a` valeurs dans GC. La nouvelle action est laisse´e
invariante par la transformation de jauge
hg ≡ hgh−1, hA± ≡ hA±h−1 + h∂τh−1
ou` τ 7→ h(τ) est a` valeurs dans H. Si on de´couple les actions a` gauche et a` droite, on trouve
S(h1gh2,
h2A+,
h1A−) = S(g,A+, A−)− S(h−11 h2, A+, A−),
= S(g,A+, A−) + S(h1h−12 ,
h2A+,
h1A−).
Les fonctions de Green Γ(A+, A−) obtenues en remplac¸ant l’action S par l’action couple´e
changent dans une transformation de jauge comme
Γ(h2A+,
h1A−) = eS(h
−1
1 h2,A+,A−) ⊗
ℓ
h1(τℓ)Rℓ Γ(A+, A−) ⊗
ℓ
h2(τℓ)
−1
Rℓ
.
Afin de de´coupler les actions de gauche et de droite, on peut changer un tout petit peu l’action
en posant S˜(g,A+, A−) = S(g,A+, A−) + k2
∫
trA+A−dτ . Les fonctions de Green Γ˜ qui en
re´sultent changent donc comme (∗)
Γ˜(h2A+,
h1A−) = eS(h
−1
1 ,A−)+S(h2,A+) ⊗
ℓ
h1(τℓ)Rℓ Γ˜(A+, A−) ⊗
ℓ
h2(τℓ)
−1
Rℓ
.
Pour les fonctions de Green normalise´es 〈⊗ℓg(τℓ)Rℓ 〉A+,A− ≡ Z(A+, A−)−1 Γ(A+, A−), ou` Z
est la fonction de partition pour l’action jauge´e Z(A+, A−) =
∫
e−S(g,A+,A−)Dg, on obtient :
〈⊗
ℓ
g(τℓ)Rℓ 〉A+,A− = ⊗ℓ h1(τℓ)Rℓ 〈⊗ℓ g(τℓ)Rℓ 〉h2A+,h1A− ⊗ℓ h2(τℓ)
−1
Rℓ
.
Que l’on prenne S ou S˜, cela ne change rien a` l’affaire.
Les fonctions de Green ΓG/H du mode`le 〈〈G/H 〉〉 sont obtenues en inte´grant sur des chemins
pe´riodiques g(τ) et sur les champs de jauge A− = −A†+ :
ΓG/H =
∫ ∏
ℓ
fℓ(g) e
−S(g, A+,A−) Dg DA+DA− .
Notons que l’inte´grale sur g peut eˆtre exprime´e par la fonction de Green Γ(A+, A−). Les
champs de jauge apparaissent quadratiquement dans l’action et on peut d’abord inte´grer sur
eux comme l’inte´gration est gaussienne. On reste alors avec l’inte´grale sur g avec l’action
effective
Seff(g) = −k4
∫
tr
(
(g−1∂τg)2 + 2 (g−1∂τg) (1 − E AdgE)−1EAdg(g−1∂τg)
)
dτ
ou` E est le projecteur orthogonal de g sur h. Comme pour le mouvement ge´ode´sique sur G
quantifie´, les fonctions de Green de la me´canique quantique 〈〈G/H 〉〉 peuvent eˆtre calcule´es
par l’analyse harmonique sur G (et sur H).
∗ Pour l’action modifie´e,
S˜(h1gh2,
h2A+,
h1A−) = S˜(g,A+, A−)− S˜(h
−1
1 , A−)− S˜(h2, A+),
= S˜(g,A+, A−) + S˜(h1h
−1
2 ,
h2A+,
h1A−).
Chapitre 2
Mode`le de Wess-Zumino-Novikov-Witten
§1. Action de WZNW
1.1. Mode`le sigma bidimensionnel
Au cours du pre´ce´dent chapitre, on s’est inte´resse´ au mouvement ge´ode´sique d’une parti-
cule sur un groupe compact G. Maintenant, on e´tudie une action analogue de´finie pour des
applications Σ ∋ ξ 7→ g(ξ) ∈ G, Σ e´tant une varie´te´ re´elle C∞, bidimensionnelle, compacte,
munie d’une orientation et d’une me´trique riemannienne γ = γµν dx
µ dxν . On obtient (la
version euclidienne d’) unmode`le sigma bidimensionnel d’espace cible un groupe compact
G de´fini par l’action
k Sσ(g) = − k8π
∫
Σ
tr γ(g−1dg, g−1dg)Ωγ
ou` Ωγ est le volume riemannien et k est une constante de couplage positive. Si on se donne un
syste`me de coordonne´es locales (x, y) compatible avec l’orientation donne´e, l’action devient
k Sσ(g) = − k8π
∫
Σ
tr γµν g−1∂µg g−1∂νg
√
γ d2σ (1)
ou` d2σ est la mesure associe´e a` la forme dx∧dy, ∂µ = ∂/∂xµ, (γµν) est l’inverse de la matrice
(γµν) et
√
γ =
√
det (γµν).
Deux me´triques riemanniennes γ et γ′ sont conforme´ment e´quivalentes s’il existe une fonc-
tion σ ∈ C∞(Σ,R), telle que γ = eσγ′, i.e. si γ et γ′ sont dans la meˆme orbite des trans-
formations de Weyl γ 7→ eσγ. Produire une classe conforme de me´triques est e´quivalent a`
la donne´e d’une structure complexe sur Σ, c.-a`-d. d’une classe d’e´quivalence d’atlas ana-
lytiques. La varie´te´ Σ munie d’une structure complexe devient une surface de Riemann. Les
coordonne´es locales re´elles (x, y), induites par les coordonne´es complexes z = x + iy de la
structure complexe correspondante a` la classe conforme de γ, sont des coordonne´es isother-
mes pour γ, soit γ = ρ (dx2 + dy2) ou` ρ est une fonction C∞ a` valeurs re´elles sur la carte
correspondante. Les formes dx ∧ dy de´finissent l’orientation de Σ. On dit que la structure
complexe sur Σ correspondante a` une classe conforme de me´triques est compatible avec les
me´triques de la classe.
Une structure presque complexe sur une varie´te´ bidimensionnelle re´elle Σ est la donne´e
d’un automorphisme J du fibre´ tangent TΣ tel que J2 = −1, ou` 1 est l’identite´ de TΣ.
L’application J s’e´tend en un automorphisme du fibre´ complexifie´ TCΣ = TΣ ⊗ C (note´
encore par J). Comme tel, J a deux valeurs propres ±i. On de´compose TCΣ en T 1,0Σ⊕T 0,1Σ
avec
T 1,0Σ = {π1,0X, X ∈ TCΣ}, T 0,1Σ = {π0,1X, X ∈ TCΣ}
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ou` π1,0 =
1
2 (1 + iJ), π0,1 =
1
2 (1 − iJ) sont les projecteurs sur les valeurs propres de J. De
meˆme, T ∗CΣ = T ∗ 1,0Σ ⊕ T ∗ 0,1Σ ou` T ∗ 1,0Σ = π∗1,0 T ∗CΣ et T ∗ 0,1Σ = π∗0,1 T ∗CΣ, pour les
projecteurs transpose´s π∗1,0 et π
∗
0,1. Les deux ope´rateurs ∂ = π
∗
1,0 ◦ d et ∂ = π∗0,1 ◦ d satisfont
d = ∂ + ∂. On dit qu’une structure presque complexe est inte´grable si le commutateur de
champs vectoriels de type (1, 0) (c.-a`-d. a` valeurs dans T 1,0Σ) est aussi de type (1, 0). De
fac¸on ge´ne´rale, une structure complexe induit une structure presque complexe inte´grable sur
la varie´te´ diffe´rentielle sous-jacente telle que
∂ = dz
∂
∂z
et ∂ = dz
∂
∂z
.
Le the´ore`me de Newlander et Nirenberg montre que toutes les structures presque com-
plexes inte´grables sont de ce type. La dimension 2 est spe´ciale puisque toute structure presque
complexe est inte´grable. On dit qu’une me´trique riemannienne γ est compatible avec une
structure presque complexe si pour tous vecteurs X et Y , on a γ(JX, JY ) = γ(X,Y ). Cette
notion co¨ıncide avec celle de´finie plus haut pour une structure complexe. On vient donc de
voir que les notions de structure complexe ou presque complexe et de classe conforme de
me´triques co¨ıncident pour une varie´te´ diffe´rentielle C∞ bidimensionnelle oriente´e. On note Σ
la varie´te´ diffe´rentielle Σ munie de la structure (presque) complexe oppose´e −J. La surface Σ
he´rite de l’orientation oppose´e a` celle de Σ. Plus tard, on fera varier la structure complexe.
Concre`tement, on utilisera des variations infinite´simales δJ de J. On reliera alors δJ a` la
diffe´rentielle de Beltrami, qui apparaˆıt naturellement dans le contexte des classes conformes
de me´triques.
Maintenant, Σ est une surface de Riemann compacte dont la structure complexe est com-
patible avec la me´trique riemannienne γ. La me´trique est de la forme
γ = 2 γzz dz dz.
L’orientation est donne´e par i dz ∧ dz. Le volume riemannien est Ωγ = i γzz dz ∧ dz. La forme
de courbure est la 2-forme (imaginaire) Rγ = ∂∂ ln γzz. On a iRγ = Kγ Ωγ ou` Kγ est la
courbure gaussienne ou courbure scalaire. Le the´ore`me de Gauss-Bonnet nous apprend que∫
Σ
Rγ = 4πi (g − 1) = −2πiχ(Σ)
ou` g est le genre de la surface de Σ et χ(Σ) = 2− 2g est la caracte´ristique d’Euler.
Avec l’e´quation (1), on a souligne´ la de´pendance du mode`le vis-a`-vis de la me´trique.
Dore´navant, on pre´fe`re rendre la structure complexe explicite
k Sσ(g) = − k8π
∫
Σ
tr g−1dg ∧ ∗g−1dg
ou` ∗ est l’ope´rateur de dualite´ de Hodge qui, en dimension deux, co¨ıncide avec l’ope´rateur J
transpose´. En fonction de ∂ et ∂, l’action est
k Sσ(g) = − ik4π
∫
Σ
tr (g−1∂g) ∧ (g−1∂g).
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1.2. Action de Wess-Zumino
En l’e´tat, il est difficile de quantifier ce mode`le. Ne´anmoins, Witten [146] a montre´ qu’on
peut modifier le mode`le en rajoutant un terme topologique a` l’action pour obtenir un mode`le
facilement quantifiable, tout en pre´servant ses syme´tries classiques. Pre´cise´ment, on rajoute
l’action topologique de Wess-Zumino :
k Stop(g) =
ik
4π
∫
Σ
tr (g∗ω) (2)
ou` ω est une 2-forme telle que dω = −13 (g−1dg)∧3 ≡ β. La 3-forme β sur G est ferme´e mais
elle n’est pas exacte, ainsi β ∈ H3(G,R), et ω n’existe que localement. Si B est une varie´te´
tridimensionnelle de bord ∂B = Σ, on utilise le the´ore`me de Stokes pour re´e´crire Stop
k Stop(g) = − ik12π
∫
B
tr (g˜−1dg˜)∧3
ou` g˜ : B → G est une extension de g a` B. Bien entendu, cette extension peut ne pas exister
(si le groupe G n’est pas simplement connexe) et a priori le re´sultat de´pend du choix de g˜.
Pour simplifier, on va supposer que le groupe G est connexe, simplement connexe et sim-
ple. En particulier, π1(G) est trivial et H1(G,Z) ∼= π1(G) / [π1(G), π1(G)] = 0. D’apre`s
l’isomorphisme de Hurewicz [131], H2(G,Z) ∼= π2(G). Or π2(G) = 0 de`s que G est com-
pact [125, p. 142], donc H2(G,Z) = 0. Ainsi, il est toujours possible de trouver une extension
g˜ de g.
Soient g˜′ : B′ → G et g˜′′ : B → G deux extensions de g. Soit B la 3-varie´te´ obtenue en
collant, suivant leur bord Σ, B′ et −B′′, la varie´te´ B′′ avec l’orientation oppose´e. On a
− ik
12π
∫
B′
tr (g˜′−1dg˜′)∧3 + ik
12π
∫
B′′
tr (g˜−1dg˜)∧3 = − ik
12π
∫
B
tr (g˜−1dg˜)∧3
ou` g˜ co¨ıncide avec g˜′ (resp. g˜′′) sur B′ (resp. B′′). Comme ∂B = ∅, l’ambigu¨ıte´ dans la
de´finition du terme topologique re´side dans les pe´riodes de la forme β. On montre que
H3(G,Z) ∼= Z est engendre´ par la classe d’homologie de g˜φ : le rele`vement de l’homomorphisme
d’alge`bres de Lie gφ : su2 → g, φ e´tant la racine la plus grande de gC,
σ± 7→ e±φ, σ3 7→ φ∨
en un homomorphisme de groupe g˜φ : SU2 → G. Il suit
− ik
12π
∫
SU2
tr (g˜−1φ dg˜φ)
∧3 = − ik
12π
∫
SU2
tr (g−1dg)∧3 = − ik
12π
24π2 = −2πik.
Au passage, on montre que − 1
8π2
β est dans l’image de l’application H3(G,Z) → H3(G,R).
Le terme topologique est donc de´fini modulo 2πikZ. Les quantite´s e−k Stop(g), que nous ap-
pellerons amplitudes ou, par analogie avec la physique statistique, facteurs de Boltzmann,
sont donc correctement de´finies de`s que k ∈ N.
Dans la suite, on sous-entend souvent le produit alterne´ ∧. L’action comple`te
k S(g) = − ik
4π
∫
Σ
tr (g−1∂g) (g−1∂g)− ik
12π
∫
B
tr (g˜−1dg˜)3 (mod 2πi)
de´finit lemode`le de Wess-Zumino-Novikov-Witten (WZNW) de niveau k, une de´finition
correcte des facteurs de Boltzmann imposant la 〈〈quantification 〉〉 du niveau k : k ∈ N. Il
est aussi possible de construire une action de WZNW dans des situations topologiques plus
complique´es [60] comme par exemple pour des groupes non simplement connexes [48, 49].
24 Mode`le de Wess-Zumino-Novikov-Witten
1.3. Syme´tries classiques
Dore´navant, on admet les champs prenant leurs valeurs dans le groupe complexifie´ GC.
L’analyse effectue´e dans la section pre´ce´dente reste valable. Afin de trouver les points station-
naires de l’action de WZNW, on s’inte´resse aux variations de l’action dans la transformation
g → g + δg. Un calcul rapide conduit a`
δSσ(g) = − i4π
∫
Σ
tr (g−1δg) (∂(g−1∂g) − ∂(g−1∂g)),
δStop(g) = − i4π
∫
Σ
tr (g−1δg) (g−1dg)2.
Par suite,
δS(g) =
i
2π
∫
Σ
tr (g−1δg) ∂(g−1∂g). (3)
L’e´quation classique (euclidienne) du mouvement satisfaite par les points stationnaires est
donc
∂(g−1∂g) = 0
ou encore ∂(g∂g−1) = 0. Localement, les solutions se de´composent en un produit d’une
fonction holomorphe et d’une fonction antiholomorphe, toutes deux a` valeurs dans GC. Les
solutions classiques sont invariantes par les transformations suivantes
— syme´trie conforme, g → g ◦ f , g → (g ◦ f)−1, ou` f est une transformation locale
holomorphe de Σ ;
— syme´trie chirale, g → g1gg†2, ou` g1 et g2 sont deux transformations locales holomorphes
de Σ dans GC.
La proprie´te´ fondamentale de l’action de WZNW est son comportement dans la multipli-
cation point par point des champs, donne´ par la formule de Polyakov-Wiegmann [124] :
S(g1g2) = S(g1) + S(g2)− ΓΣ(g1, g2) (mod 2πi) (4)
ou`
ΓΣ(g1, g2) ≡ i2π
∫
Σ
tr (g−11 ∂g1) (g2∂g
−1
2 ).
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Suivant un sche´ma tre`s ge´ne´ral [96] — on peut e´galement consulter les re´fe´rences biblio-
graphiques dans [64] — on explique comment obtenir un formalisme canonique pour une
the´orie des champs bidimensionnelle. Notre the´orie est gouverne´e par une action du type
S(φ) =
∫
Σ
L (xµ, φa, ∂νφ
a) dx
ou` L est la densite´ de Lagrangien de´finie sur l’espace P , l’ensemble des (xµ, φa, ξaν ). Ici, x
µ
(µ = 0, 1) est un syste`me de coordonne´es locales sur l’espace-temps Σ. Ge´ome´triquement,
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P est l’espace des 1-jets de sections d’un fibre´ B sur Σ de coordonne´es (φa) le long des
fibres. Ainsi, on peut voir P comme un fibre´ sur B ou sur Σ. Le moment conjugue´ a` ξν est
πνa = ∂L /∂ξaν . Conside´rons la 2-forme suivante sur P
α = L dx0 ∧ dx1 + π0 a (dφa − ξa0 dx0) ∧ dx1 + π1 a dx0 ∧ (dφa − ξa1 dx1)
et ω = dα, la 3-forme ferme´e sur P . Un e´tat classique Φ est une section de P sur Σ telle que
Φ∗(i(X)ω) = 0, ou` i(X) est l’ope´rateur de contraction avec X, pour tout champ de vecteur
X tangent a` P et de´fini sur l’image de Φ. Cette e´galite´ code les e´quations d’Euler-Lagrange
pour φa(x) ainsi que les relations ξaν = ∂νφ
a. L’espace des e´tats classiques, note´ P, correspond
donc bien aux solutions du proble`me variationnel δ
∫
L . Dans des cas inte´ressants, on peut
parame´triser les solutions par des donne´es de Cauchy, c.-a`-d. par les restrictions de Φ a` une
hypersurface Σ0 dans Σ. L’espace P he´rite alors d’une structure de varie´te´ (de dimension
infinie). Ensuite, l’espace tangent TΦP a` P est l’espace des champs de vecteurs X tangents
a` P , de´finis sur l’image de Φ et satisfaisant aux contraintes provenant de la line´arisation des
e´quations classiques autour de Φ. La 2-forme Ω sur P , donne´e par la formule
ΩΦ(X,X
′) ≡
∫
Σ0
Φ∗(i(X ∧X ′)ω), (5)
est ferme´e. Cette forme ne de´pend que de la classe d’homologie de l’hypersurface Σ0. Si Ω n’est
pas de´ge´ne´re´e, elle de´finit une forme symplectique sur P, appele´ alors espace des phases de
la the´orie — si Ω est de´ge´ne´re´e, on re´duit d’abord par de´ge´ne´rescence l’espace des solutions
classiques pour obtenir l’espace des phases. A` toute fonction ϕ sur l’espace des phases on
associe un champ de vecteurs hamiltonien Xϕ de´fini par la relation dϕ = i(Xϕ)Ω. L’espace
des phases est alors une varie´te´ de Poisson, dont le crochet de Poisson est donne´ par
{ϕ,ϕ′} ≡ Xϕ(ϕ′).
Appliquons cette construction au mode`le de WZNW en prenant pour Σ un cylindre muni
d’une me´trique euclidienne ou minkowskienne. Soit y0, y1 un syste`me de coordonne´es locales
sur Σ, avec y1 de´finie modulo 2π et y0 appartenant a` un intervalle donne´. On munit Σ de la
me´trique euclidienne γ plate, soit γ = (dy0)2 + (dy1)2. L’action euclidienne de WZNW est
k S(g) = − k
8π
∫
Σ
tr (g−1∂µg) (g−1∂µg) dy0 dy1 − ik12π
∫
Σ
d−1 tr (g−1dg)∧3
ou`, pour la partie topologique, on a utilise´ l’e´quation (2), apre`s avoir remarque´ que localement
ω = d−1β. Pour obtenir le mode`le minkowskien, on transforme Σ par (l’inverse de) la rotation
de Wick : y0 → −i y0 ≡ x0 et x1 = y1. La surface est alors munie de la me´trique habituelle
γMink. = (dx
0)2 − (dx1)2. L’action minkowskienne est e´gale a` i fois l’action euclidienne (e´crite
apre`s rotation), c.-a`-d.
k SMink.(g) = − k8π
∫
Σ
tr (g−1∂µg) (g−1∂µg) dx0 dx1 +
k
12π
∫
Σ
d−1 tr (g−1dg)∧3.
Cette action ve´rifie la contrainte de re´alite´, c.-a`-d. k SMink.(g) ∈ R pour g a` valeurs dans
le groupe compact G, contrainte ne´cessaire quand on conside`re un syste`me physiquement
cohe´rent [143, p. 300].
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Commenc¸ons par l’e´tude du cas minkowskien. La partie 〈〈 sigma 〉〉 de l’action produit le
Lagrangien
Lσ(x
µ, g, ξµ) = − k8π tr ξµ ξµ, ξµ ξµ = (ξ0)2 − (ξ1)2.
On peut lui appliquer la construction pre´ce´dente. Soit P l’espace forme´ des triplets (xµ, g, ξµ),
ou` chaque ξµ prend ses valeurs dans l’alge`bre de Lie g. Les moments associe´s a` ξ
a
0 et ξ
a
1 sont
donne´s par
π0 a = − k
8π
ξ0 a, π1 a = − k
8π
ξ1 a.
La 2-forme canonique ασ de´duite du Lagrangien Lσ est
ασ =
k
8π
tr ξµ ξ
µ dx0 ∧ dx1 − k
4π
tr ξ0 (g−1dg) ∧ dx1 − k
4π
tr ξ1 dx0 ∧ (g−1dg).
Une manie`re simple de prendre en compte le terme de Wess-Zumino consiste a` rajouter a`
ωσ = dασ la 3-forme
k
12π tr (g
−1dg)∧3. On obtient
ω =
k
4π
tr ξµ dξ
µ ∧ dx0 ∧ dx1 − k
4π
tr dξ0 ∧ (g−1dg) ∧ dx1 − k
4π
tr dξ1 ∧ dx0 ∧ (g−1dg)
+
k
4π
tr ξ0 (g−1dg)∧2 ∧ dx1 − k
4π
tr ξ1 (g−1dg)∧2 ∧ dx0 + k
12π
tr (g−1dg)∧3.
En coordonne´es x± = x1 ± x0, les e´tats classiques correspondent aux solutions des e´quations
ξµ = g
−1∂µg et ∂x+(g
−1∂x−g) = 0.
Les solutions ge´ne´rales sur le cylindre se factorisent localement en
g(x0, x1) = gL (x
+) gR(x
−)−1.
Globalement, la condition de pe´riodicite´ : g(x0, x1 + 2π) = g(x0, x1) se traduit par
gL ,R(x
± + 2π) = gL ,R(x±)µ
ou` µ ∈ G est la monodromie. Si PL ,R ≡ {gL ,R : R → G
∣∣ gL ,R(x+ 2π) = gL ,R(x)µL ,R},
l’espace des phases devient P = ∆/G, ou` ∆ est la sous-varie´te´ de PL ×PR pour laquelle les
monodromies de gauche et de droite sont e´gales, soit µL = µR (
∗). Si on parame´trise l’espace
des phases P par les conditions initiales g(0, x) et g−1∂0g(0, x), la 2-forme de´duite de ω par
la formule (5) est
Ω =
k
4π
∫ 2π
0
tr
(−dξ0 ∧ (g−1dg) + (ξ0 + g−1∂x1g) (g−1dg)∧2) ∣∣∣
(0,x)
dx.
On ve´rifie que Ω n’est pas de´ge´ne´re´e. Les crochets de Poisson sur P sont alors
{g(x)1, g(y)2} = 0 ,
{g(x)1, ξ0(y)2} = −8πk g(x)1 C12 δ(x− y),
{ξ0(x)1, ξ0(y)2} = 8πk [C12, ξ0(x)1 + (g−1∂xg)(x)1] δ(x − y)
∗ L’action de g ∈ G sur PL ×PR est simplement (gL , gR)→ (gL g, gRg
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ou` on a utilise´ les notations habituelles F1 ≡ F ⊗ 1, F2 ≡ 1⊗ F et C12 = ta ⊗ ta (somme sur
a).
Si on re´e´crit Ω en se´parant les parties gauche et droite gL et gR, on obtient
Ω = ΩL +ΩR
ou`
ΩL =
k
4π
∫ 2π
0
tr
[
(g−1
L
dgL ) ∧ ∂x(g−1L dgL ) + (g−1L dgL )(0) ∧ (dµL )µ−1L
]
− k
4π
ρ(µL )
et ΩR est donne´e par la meˆme formule mais avec gR et µR a` la place de gL et µL . Quand a`
ρ, c’est une 2-forme sur G ne de´pendant que de µL ,R. La pre´sence de ρ vient de ce que l’on
ne connaˆıt Ω que sur la diagonale ∆ dans PL ×PR. Il semble naturel de choisir ΩL pour
obtenir une forme symplectique sur PL . He´las, comme
dΩL =
k
2π
tr (µ−1
L
dµL )
∧3 − k
4π
dρ(µL ),
dΩL n’est pas ferme´e — tr (µ
−1
L dµL )
∧3 est une forme ferme´e mais elle n’est pas exacte sur G.
Il existe plusieurs manie`res de contourner cette difficulte´. Par exemple [39, 40], on peut choisir
un ρ tel que dΩL soit nulle sur un sous-espace dense de G. On montre alors que les solutions
locales de notre proble`me sont en correspondance bijective avec une paire de solutions r± de
l’e´quation de Yang-Baxter classique. Les crochets de Poisson sur PL sont alors donne´s par
{gL (x)1, gL (y)2} = gL (x)1 gL (y)2 r±,
{gL (x)1, (µL )2} = gL (x)1 (µL )2 r− − gL (x)1 r+ (µL )2,
{(µL )1, (µL )2} = r+ (µL )1 (µL )2 − (µL )1 r+ (µL )2 − (µL )2 r− (µL )1 + (µL )1 (µL )2 r−
ou`, dans la premie`re e´quation, on choisit le signe suivant que x < y ou x > y, |x− y| < 2π.
Dans le cas euclidien, on peut re´pe´ter les constructions pre´ce´dentes a` condition de consi-
de´rer des solutions classiques a` valeurs dans GC. Localement, ces solutions sont de la forme
g(y0, y1) = gL (w) gR(w)
−1, ou` w = y0 + iy1 et gL (w) (resp. gR(w)) est une fonction holo-
morphe (resp. antiholomorphe) a` valeurs dans GC. Pour Σ un cylindre euclidien, on ob-
tient l’espace des phases PE, parame´trise´ par les donne´es de Cauchy g(0, y) et ξ0(0, y) =
(g−1∂y0g)(0, y), chacune prenant ses valeurs dans GC et dans gC. De fac¸on naturelle, PE
devient une varie´te´ complexe (de dimension infinie). La formule
ΩE =
k
4π
∫ 2π
0
tr
(−i dξ0 ∧ (g−1dg) + (iξ0 + g−1∂y1g) (g−1dg)∧2) ∣∣(0,y) dy
de´finit une 2-forme symplectique holomorphe sur PE.
Conside´rons maintenant une surface de Riemann Σ a` bord ∂Σ, forme´ de composantes
connexes note´es (∂Σ)i, i ∈ I (cf. figure 1). Nous supposons que les composantes du bord
sont parame´trise´es par des applications analytiques re´elles pi : S
1 → (∂Σ)i. On distingue
les bords 〈〈 sortants 〉〉 et 〈〈 entrants 〉〉 suivant que la parame´trisation correspondante respecte
ou non l’orientation de (∂Σ)i. On scinde l’ensemble I en deux sous-ensembles I±, ou` I−
e´nume`re les bords entrants et I+ les bords sortants. Les applications pi pour i ∈ I+ (i ∈ I−)
s’e´tendent en des applications holomorphes sur les petits anneaux { z ∣∣ 1 − ǫ < |z| 6 1 }
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(ou { z ∣∣ 1 6 |z| < 1 + ǫ }), c.-a`-d. les cylindres (euclidiens) obtenus des anneaux par le
changement de variables z = ew = ey
0+iy1 . On garde la meˆme notation pour de´signer les pi
et les extensions.
Conside´rons la varie´te´ complexe symplectique suivante
PΣ =
(
  ❅❅
i∈I−
−PE
)
×
(
  ❅❅
i∈I+
PE
)
ou` −PE est l’espace PE muni de la forme symplectique −ΩE. Chaque application g : Σ →
GC, solution de l’e´quation classique ∂(g−1∂g) = 0, de´finit un e´le´ment g˜ ∈ PΣ dont la com-
posante d’indice i correspond a` l’e´tat classique g ◦ pi sur un cylindre. On peut montrer que
l’ensemble des g˜ forme une sous-varie´te´ lagrangienne complexe AΣ de la varie´te´ symplectique
complexe PΣ. Notons la syme´trie de AΣ :
si g1,2 : Σ→ GC sont holomorphes alors g1 AΣ g†2 = AΣ .
Nous de´crirons plus tard la version quantique de cette construction.
Figure 1.— Surface de Riemann a` bords
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§3. Mode`le de WZNW sur une surface a` bord
On se propose d’e´tendre la de´finition de l’action de WZNW a` des champs g de´finis sur
une surface de Riemann Σ a` bord. On verra que les amplitudes ne sont plus des nombres
complexes mais les e´le´ments d’un fibre´. On commence par conside´rer le cas ou` Σ est le disque
ferme´ D = {z ∈ C ∣∣ |z| 6 1}.
3.1. Σ = D
On e´tend les champs g : D → GC a` CP 1 = D ∪D′, ou` D′ = {z ∈ C ∣∣ |z| > 1} ∪ {∞}. Une
extension de g est entie`rement de´termine´e par la donne´e d’un champ g′ : D′ → GC tel que
g′ |S1 = g |S1 . Une extension est donc une application g ♯ g′ : CP 1 → GC de´finie par
g ♯ g′ =
{
g, sur D
g′, sur D′.
On sait alors correctement de´finir e−k SCP1 (g ♯ g
′), ne´anmoins cette quantite´ de´pend de l’exten-
sion choisie. Conside´rons une autre extension, soit g ♯ (g′µ′) ou` µ′ ∈ C∞1 (D′, GC), l’ensemble
des applications C∞ de D′ dans GC qui se prolongent continuˆment a` CP 1 par 1. D’apre`s la
formule de Polyakov-Wiegmann,
SCP1(g ♯ (g
′µ′)) = SCP1(g ♯ g′) + SCP1(1 ♯ µ′)− ΓCP1(g ♯ g′, 1 ♯ µ′) (mod 2πi)
et ΓCP1(g ♯ g
′, 1 ♯ µ′) = ΓD′(g′, µ′).
On utilise cette re`gle pour de´finir un fibre´ holomorphe en droites L k au-dessus du groupe
de lacets LGC ≡ C∞(S1, GC) ∼= C∞(D′, GC) /C∞1 (D′, GC).
L k ≡
(
C∞(D′, GC)× C
)
/ ∼′
ou`
(g′, z′) ∼′ (g′µ′, z′ e−k SCP1(1 ♯ µ′)+k ΓD′(g′,µ′))
pour µ′ ∈ C∞1 (D′, GC). On ve´rifie que ∼′ est bien une relation d’e´quivalence. La projection
est simplement π′ : L k ∋ [(g′, z′)]∼′ → g′ |S1 ∈ LGC. Le fibre´ L k est la k-ie`me puissance du
fibre´ L , obtenu en prenant k = 1. On peut reformuler la relation d’e´quivalence ∼′ de 3 autres
fac¸ons :
(g′, z′) ∼′ (g′µ′, z′ e−k SCP1(1 ♯ µ′)+k ΓD′(g′,µ′)) = (g′µ′, z′ e−k SCP1(1 ♯ µ′, 0 ♯ (g′−1∂g′))),
∼′ (µ′g′, z′ e−k SCP1(1 ♯ µ′)+k ΓD′(µ′,g′)) = (µ′g′, z′ e−k SCP1(1 ♯ µ′, 0 ♯ (g′∂g′−1))).
Soit g : D → GC. On note γ = g |S1 ∈ LGC et on de´finit
e−k SD(g) ≡ [(g′, e−k SCP1(g ♯ g′))]∼′ ∈ π′−1(γ) = (L k)γ
ou` g′ est un e´le´ment de C∞(D′, GC) co¨ıncidant avec γ sur S1. Ainsi l’amplitude (ou facteur
de Boltzman) devient un e´le´ment du fibre´ L k.
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On peut de´crire le fibre´ dual a` L k par
L −k ≡
(
C∞(D,GC)× C
)
/ ∼
ou`
(g, z) ∼ (gµ, z e−k SCP1(µ ♯ 1)+k ΓD(g,µ))
pour µ ∈ C∞1 (D,GC) et π : L −k ∋ [(g, z)]∼ → g |S1 ∈ LGC. La` encore, on peut de´finir L −k
de plusieurs manie`res e´quivalentes :
(g, z) ∼ (gµ, z e−k SCP1(µ ♯ 1)+k ΓD(g,µ)) = (gµ, z e−k SCP1(µ ♯ 1, 0 ♯ (g−1∂g))),
∼ (µg, z e−k SCP1(µ ♯ 1)+k ΓD(µ,g)) = (µg, z e−k SCP1(µ ♯ 1, 0 ♯ (g∂g−1))).
La dualite´ entre L k et L −k est simplement
〈 [(g′, z′)]∼′ , [(g, z)]∼ 〉 ≡ z′z ek SCP1(g ♯ g′).
L’amplitude du champ g′ : D′ → GC est
e−k SD′(g
′) ≡ [(g, e−k SCP1(g ♯ g′))]∼ ∈ π−1(γ′) = (L −k)γ′
si γ′ = g|S1 ∈ LGC.
On peut utiliser z e−k SD(g) (resp. z′ e−k SD′(g′)) pour repre´senter les e´le´ments de L k (resp.
L −k). Dans ce langage, la dualite´ est donne´e par
〈 z e−k SD(g) , z′ e−k SD′(g′) 〉 = zz′ e−k SCP1(g ♯ g′).
3.2. Surface de Riemann ge´ne´rale
On conside`re maintenant une surface de Riemann Σ a` bord, comme a` la fin de la section 2.
On peut comple´ter Σ pour former une surface de Riemann compacte Σ˜. A` cet effet, on 〈〈colle 〉〉
continuˆment une copie Di de D suivant (∂Σ)i, i ∈ I−, et une copie D′i de D′ si i ∈ I+.
Soient g : Σ → GC et g˜ : Σ˜ → GC une extension de g. L’amplitude e−k SΣ(g) est l’unique
e´le´ment de (
⊗
i∈I− L
−k
gi ) ⊗ (
⊗
i∈I+ L
k
gi) — gi = g ◦ pi — tel que
〈 e−k SΣ(g) , (
⊗
i∈I−
e−k SD(g˜|Di)) ⊗ (
⊗
i∈I+
e
−k SD′(g˜|D′
i
)
) 〉 = e−k SΣ˜(g˜).
Les amplitudes quantiques du mode`le de WZNW sont donne´es par les inte´grales fonc-
tionnelles formelles
AΣ((γi)i∈I) ≡
∫
g:Σ→G
gi=γi
e−k SΣ(g)Dg =
∫
g:Σ→G
gi=1
e−k SΣ(γg)Dg ∈ (
⊗
i∈I−
L −kγi ) ⊗ (
⊗
i∈I+
L kγi)
(6)
ou` γi ∈ LG et γ : Σ→ G telle que γ◦pi = γi, sont fixe´es. Par invariance de la mesure de Haar,
la de´finition pre´ce´dente ne de´pend pas des valeurs de γ a` l’inte´rieur de Σ, meˆme si γ prend
ses valeurs dans GC — ceci a` condition que l’inte´grande soit holomorphe. Ainsi, les inte´grales
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peuvent eˆtre aussi de´finies pour γi ∈ LGC et on peut assimiler les amplitudes quantiques aux
sections holomorphes (formelles) d’un fibre´ :
AΣ ∈
(⊗
i∈I−
H0(L −k)
) ⊗ (⊗
i∈I+
H0(L k)
)
.
Il apparaˆıt que H0(L k) est l’espace naturel des e´tats quantiques du mode`le de WZNW. Les
amplitudes AΣ quantifient les sous-varie´te´s lagrangiennes AΣ de la section 2.
3.3. Syme´trie de Kac-Moody
On de´finit un produit sur (L k)× = L k \ {section ze´ro} :
[(g′1, z
′
1)]∼′ • [(g′2, z′2)]∼′ ≡ [(g′1g′2, z′1z′2 ek ΓD′(g
′
1,g
′
2))]∼′ .
On ve´rifie que l’ope´ration • est bien de´finie et induit une structure de groupe sur (L k)×. Si on
utilise z e−k SD(g) pour repre´senter les e´le´ments de ((L k)×, •), l’e´le´ment neutre est e−k SD(1),
l’inverse est
(z e−k SD(g))−1 = z−1 e−k ΓD(g,g
−1) e−k SD(g
−1)
et l’ope´ration • devient
(z1 e
−k SD(g2)) • (z2 e−k SD(g2)) = z1z2 e−k ΓD(g1,g2) e−k SD(g1g2).
En particulier, on obtient une ge´ne´ralisation de la formule de Polyakov-Wiegmann pour une
surface de Riemann a` bord
e−k SΣ(g1g2) = ek ΓΣ(g1,g2) e−k SΣ(g1) • e−k SΣ(g2)
Muni de l’ope´ration •, (L k)× est le groupe de Kac-Moody L̂GCk de niveau k [125] qui
est l’extension centrale du groupe des lacets LGC, i.e. il existe une suite exacte d’homomorphis-
mes
1→ C× ik→ L̂GCk → LGC → 1.
La premie`re fle`che envoie z ∈ C× sur z e−k SD(1) et la seconde est la projection π′ induite par la
structure de fibre´. A` partir de l’extension centrale satisfaite par L̂GC1 , on obtient une extension
centrale de L̂GCk en divisant L̂G
C
1 par i1({k
√
1}). On peut e´galement relever l’involution g 7→ g†
sur le fibre´ L k. On pose — et on ve´rifie que c’est bien de´fini — : [(g′, z′)]†
∼′
= [(g′†, z′)]∼′ soit
encore (
z e−k SD(g)
)†
= z e−k SD(g
†).
On ve´rifie aussi que (ĥ1 • ĥ2)† = ĥ†2 • ĥ†1. On dit qu’un e´le´ment ĥ de L̂GCk est unitaire si
ĥ† = ĥ−1 ; comme pour le groupe LGC. Explicitement, cela donne pour h = z e−k SD(g)
gg† = 1, |z|2 = ek ΓD(g,g−1).
On note L̂Gk le sous-groupe de L̂G
C
k forme´ des e´le´ments unitaires. Le fibre´ en droite L
k → LG
est muni d’une structure hermitienne donne´e par∣∣z e−k SD(g)∣∣2 = |z|2 e−k ΓD(g,g−1).
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On peut donc dire que L̂G est l’ensemble des vecteurs de L k → LG de longueur 1. Cette
fois, L̂Gk est une extension centrale de LG :
1→ S1 → L̂Gk → LG→ 1.
Le groupe L̂GCk agit a` gauche et a` droite sur H
0(L k) par
(ℓ(ĥ)ψ)(γ) = ĥ • ψ(h−1γ) , (r(ĥ)ψ)(γ) = ψ(γh) • ĥ
ou` ĥ ∈ L̂GCk et ψ ∈ H0(L k). Les amplitudes AΣ posse`dent (formellement) les proprie´te´s
d’invariance
ℓ(e−k SΣ(g1)) r(e−k SΣ(g
†
2))AΣ = AΣ
pour des applications holomorphes g1,2 : Σ → GC. C’est la version quantique des proprie´te´s
de syme´trie des sous-varie´te´s lagrangiennes AΣ de la section 2. En effet, si g1,2 i = g1,2 ◦ pi,
e−k SΣ(g1) •AΣ((γi)i∈I) • e−k SΣ(g
†
2)
=
∫
g:Σ→G
gi=γi
e−k SΣ(g1) • e−k SΣ(g) • e−kSΣ(g†2)Dg =
∫
g:Σ→G
gi=γi
e−k SΣ(g1gg
†
2)Dg
=
∫
g:Σ→G
gi=g1i γi g
†
2i
e−k SΣ(g)Dg = AΣ((g1i γi g
†
2i)i∈I).
Cette invariance est une re´miniscence au niveau quantique de la syme´trie chirale note´e
pre´ce´demment au niveau classique. La syme´trie classique LGC × LGC se traduit par une
action projective de LGC × LGC sur l’espace des e´tats.
Au niveau infinite´simal, on de´crit cette syme´trie par les ge´ne´rateurs
Jan ≡ 1i
d
dǫ
∣∣∣
ǫ=0
ℓ
(
e−k SD(e
iǫ ta zn )
)
, si n > 0,
Jan ≡ 1i
d
dǫ
∣∣∣
ǫ=0
ℓ
(
e−k SD(e
iǫ ta z−n )
)
, si n 6 0
ainsi que les J
a
n obtenus de la meˆme manie`re mais en remplac¸ant ℓ par r. On montre alors [60]
que
[Jan , J
b
m] = if
abc Jcn+m +
kn
2
δab δn+m,0
ainsi que pour les J
a
n. Les J
a
n et les J
a
n commutent entre eux. Ces relations de commutation
de´finissent l’alge`bre de Kac-Moody affine L̂gC (cf. section 7.2). L’espace H0(L k) est donc
accompagne´ d’une repre´sentation de L̂gC⊕ L̂gC. Dans le restant de cette the`se, on abandonne
ce point de vue pour ne plus conside´rer que des surfaces de Riemann compactes — sans bord
— le lecteur inte´resse´ pourra consulter les articles [27, 60, 63] (cf. aussi la section 5.4).
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§4. Fonctions de Green et leurs syme´tries
Strate´gie ge´ne´rale. — On se propose de quantifier le mode`le de WZNW. Pour cela, on utilise
une quantification a` la Feynman. Les fonctions de Green de la the´orie sont donne´es par des
inte´grales fonctionnelles formelles. On ne donne pas un sens mathe´matiquement rigoureux a`
de tels objets et les manipulations effectue´es sur les inte´grales fonctionnelles restent formelles.
En particulier, les fonctions de Green ne´cessitent sans doute d’eˆtre renormalise´es. Ne´anmoins,
le mode`le posse´dant des proprie´te´s de syme´trie tre`s riches, on espe`re trouver des expres-
sions explicites pour les fonctions de Green, c.-a`-d. arriver a` la 〈〈quadrature des the´ories con-
formes 〉〉 [62]. Une fois ce travail effectue´, il s’agira de remonter le chemin en sens inverse, soit
utiliser les re´sultats pour de´finir les fonctions de Green et ensuite ve´rifier qu’elles re´pondent
aux divers crite`res requis par notre mode`le.
4.1. Couplage a` un champ de jauge
On de´sire jauger la syme´trie G×G du mode`le WZNW. Soit A une 1-forme sur Σ a` valeurs
dans gC ; A = A10 + A01, si on se´pare les composantes (1, 0) et (0, 1). En physique, on dit
que A est un champ de jauge (complexe). Localement, A10 = Az dz et A
01 = Az dz. On peut
alors de´finir [57] l’action de WZNW couple´e a` un champ de jauge :
S(g,A) = S(g) +
i
2π
∫
Σ
tr [A10 (g−1∂g) + (g∂g−1)A01 + gA10g−1A01 −A10A01].
Ge´ome´triquement, g devrait eˆtre vu comme une section du fibre´ associe´ a` la repre´sentation
adjointe du GC-fibre´ principal trivial P = Σ × GC. Dans ce langage, le champ A est une
connexion sur P . Comme le fibre´ est trivial, utiliser le langage ge´ome´trique n’est pas tre`s
inte´ressant. On de´couple les transformations de jauge chirales de gauche et droite. Si h1,2 :
Σ→ GC,
g 7→ h2g,
{
A10 7→ A10
A01 7→h2A01 ≡ h2A01h−12 + h2∂h−12
,
g 7→ gh−11 ,
{
A10 7→h1A10 ≡ h1A10h−11 + h1∂h−11
A01 7→ A01 .
Les relations suivantes traduisent le comportement de l’action jauge´e dans les transformations
chirales
S(h2gh
−1
1 ,
h1A10 +h2A01) =
{
S(g,A) − S(h−12 h1, A)
S(g,A) + S(h2h
−1
1 ,
h1A10 +h2A10)
(mod 2πi). (7)
La deuxie`me e´galite´ se de´duit imme´diatement de la premie`re. La premie`re est une conse´quence
de la formule de Polyakov-Wiegmann. On constante que l’action deWZNW n’est pas pre´serve´e
dans une transformation de jauge chirale. Par contre, si h1 = h = h2, on obtient S(hgh
−1,hA) =
S(g,A). Le mode`le jauge´ est donc invariant par cette transformation non chirale.
Un champ de jauge unitaire est de´fini par les relations A = −A†, ou encore A10 = −(A01)†.
Ces conditions sont pre´serve´es par les transformations de jauge chirales avec h1 = (h
†)−1,
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h2 = h, c.-a`-d.
A10 7→h†−1A10 ≡ (h†)−1A10h† + (h†)−1∂h†
A01 7→hA01 ≡ hA01h−1 + h∂h−1.
Les e´quations (7) deviennent
S(hgh†,h
†−1
A10 +hA01) =
{
S(g,A) − S(h−1(h†)−1, A)
S(g,A) + S(hh†,h
†−1
A10 +hA01)
(mod 2πi).
En particulier, pour hh† = 1, i.e. pour une transformation de jauge unitaire (a` valeurs dans
le groupe compact G ⊂ GC), on a S(hgh†,hA) = S(g,A).
4.2. Fonctions de Green
Soit ξ1, . . . , ξN une se´quence ξ de N points distincts de Σ (
∗). A` chaque point ξℓ, on
associe une coordonne´e locale zℓ. Soit R1, . . . , RN une se´quence R de N repre´sentations
irre´ductibles de G, chacune agissant dans un espace de Hilbert note´ Vλℓ . On note Vλ =
⊗ℓVλℓ ou` λ est la se´quence de plus hauts poids. Ces repre´sentations s’e´tendent naturellement
en des repre´sentations holomorphes de GC. Les fonctions de Green (euclidiennes) sont
formellement de´finies par l’inte´grale fonctionnelle suivante
Γ(ξ,R,A) ≡
∫
⊗
ℓ
g(ξℓ)Rℓ e
−k S(g,A)Dg ∈ ⊗
ℓ
End(Vλℓ)
∼= Vλ ⊗ Vλ
ou` Dg est le produit formel
∏
ξ∈Σ dg(ξ) des mesures de Haar sur G. Bien qu’on ait e´tendu les
champs au groupe complexifie´ GC, l’inte´gration porte uniquement sur les champs a` valeurs
dans le groupe compact G. On utilise aussi les fonctions de Green normalise´es
〈⊗
ℓ
g(ξℓ)Rℓ 〉A ≡ Z−1A
∫
⊗
ℓ
g(ξℓ)Rℓ e
−k S(g,A)Dg = Z−1A Γ(ξ,R,A)
ou`
ZA ≡
∫
e−k S(g,A)Dg
est la fonction de partition. On oublie l’indice A en champ de jauge nul.
4.3. Identite´ de Ward chirale — version globale
Soient h1,2 : Σ→ GC des transformations de jauge chirales de gauche et de droite. D’apre`s
l’invariance formelle des mesures de Haar dans l’inte´grale fonctionnelle et suivant la formule
de Polyakov-Wiegmann jauge´e (7), les fonctions de Green se transforment simplement :
Γ(ξ,R,h1A10 +h2A01) =
∫
⊗
ℓ
(h2gh
−1
1 )(ξℓ)Rℓ e
−k S(h2gh−11 ,h1A10+h2A01)Dg
= ek S(h
−1
2 h1,A) ⊗
ℓ
h2(ξℓ)Rℓ Γ(ξ,R,A) ⊗
ℓ
h1(ξℓ)
−1
Rℓ
.
∗Quel que soit le type d’insertion effectue´, on suppose que les points ou` on inse`re les champs sont deux a`
deux distincts.
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En the´orie des champs, on appelle une telle relation une identite´ de Ward (chirale, globale).
Elles peuvent aussi eˆtre e´crites comme
Zh1A10 +h2A01 = e
k S(h−12 h1,A)ZA,
〈⊗
ℓ
g(ξℓ)Rℓ 〉h1A10 +h2A01 = ⊗
ℓ
h2(ξℓ)Rℓ 〈⊗
ℓ
g(ξℓ)Rℓ 〉A⊗
ℓ
h1(ξℓ)
−1
Rℓ
,
exprimant ainsi la covariance des fonctions de Green normalise´es et la loi de transformation
non-triviale de la fonction de partition sous l’action des transformation de jauge chirales.
Il est souvent plus commode de travailler avec des lois de transformation factorise´es,
de´couplant ainsi les actions de gauche et de droite. Pour cela, il suffit de modifier l’action
jauge´e comme suit
S˜(g,A) ≡ S(g,A) + i
2π
∫
tr (A10A01).
Pour la nouvelle action, l’e´quation (7) devient
S˜(h2gh
−1
1 ,
h1A10 +h2A01) = S˜(g,A) − S(h1, A10)− S(h−12 , A01).
Si Z˜A et Γ˜(ξ,R,A) sont les quantite´s obtenues en remplac¸ant S par S˜, on a
Z˜h1A10 +h2A01 = e
k S(h1,A10)+k S(h
−1
2 ,A
01) Z˜A.
Par conse´quent, les fonctions de Green modifie´es Γ˜(ξ,R,A) = Z˜A 〈⊗ℓg(ξℓ)Rℓ 〉A ve´rifient
l’identite´ de Ward chirale, globale, de´couple´e
Γ˜(ξ,R,h1A10 +h2A01)
= ek S(h1,A
10)+k S(h−12 ,A
01)⊗
ℓ
h2(ξℓ)Rℓ Γ˜({ξℓ}, {Rℓ}, A) ⊗
ℓ
h1(ξℓ)
−1
Rℓ
.
(8)
4.4. Identite´s de Ward chirales — version infinite´simale
A` partir des identite´s deWard globales, il est naturel de vouloir de´river des identite´s de Ward
infinite´simales. On suppose que les fonctions de Green de´pendent de manie`re C∞ (au sens de
Fre´chet) du champ de jauge A. En particulier, toutes les de´rive´es fonctionnelles existent au
sens des distributions. Introduisons les fonctions de Green avec insertions de courants
〈
M∏
j=1
J
aj
zj
M∏
=1
J
b
z
⊗
ℓ
g(ξℓ)Rℓ 〉A ≡ Z˜−1A
(−πδ)M+M∏
j
δA
aj
zj
∏

δA
b
z
(
Z˜A 〈⊗
ℓ
g(ξℓ)Rℓ 〉A
)
.
Les exposants aj et b de´signent des composantes dans l’alge`bre de Lie. Les indices zj et
z sont des coordonne´es locales pour les points ou` on inse`re les courants — on fera bien
attention a` ne pas confondre ces coordonne´es avec celles des points ξℓ. On a simplement note´
A10(ζ) = Aaz(ζ) t
a dz et A01(ζ) = Aaz(ζ) t
a dz, si z est une coordonne´e locale pour le point ζ
ou` on inse`re le courant. Posons h1 ≡ 1 et h2 = eδΛ. D’apre`s l’identite´ de Ward globale (8),
Γ˜(A10 +e
δΛ
A01) = ek S(e
−δΛ,A01) ⊗
ℓ
(eδΛ)(ξℓ)Rℓ Γ˜(A).
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Pour ne pas alourdir le calcul, on sous-entend ξ,R. On re´e´crit cette e´quation au premier ordre
en δΛ — dans ce qui suit, l’e´galite´ ≃ signifie 〈〈 a` des termes du second ordre en δΛ pre`s 〉〉. Le
terme de gauche donne
Γ˜(A10 +e
δΛ
A01) ≃ Γ˜(A) +
∫
Σ
δΓ˜
δAaz
(A) δAaz d
2z +
∫
Σ
δΓ˜
δAaz
(A) δAaz d
2z.
La variation du champ de jauge est : δA10 = 0 et δA01 =e
δΛ
A01−A01, soit δAaz = ifabc δΛbAcz−
∂z(δΛ
a). On a donc
Γ˜(A10 +e
δΛ
A01) ≃ Γ˜(A) +
∫
Σ
−δ
δAaz
Γ˜(A)
(
∂z(δΛ
a)− ifabc δΛb Acz
)
d2z.
Un calcul rapide utilisant l’e´quation (3) donne ek S(e
−δΛ,A01) ≃ 1 + k2π
∫
Σ ∂z(δΛ
a)Aaz d
2z. On
a aussi ⊗ℓ(eδΛ)(ξℓ)Rℓ ≃ 1 +
∑
ℓ δΛ
a(ξℓ) t
a
ℓ , ou` t
a
ℓ = 1 ⊗ · · · ⊗ dRℓ(ta)︸ ︷︷ ︸
ℓ
⊗ · · · ⊗ 1. On aboutit
finalement a`∫
Σ
〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉A
(
∂z(δΛ
a)− ifabc δΛb Acz
)
d2z
≃
(
k
2
∫
Σ
∂z(δΛ
a)Aaz d
2z + π
∑
ℓ
δΛa(ξℓ) t
a
ℓ
)
〈⊗
ℓ
g(ξℓ)Rℓ 〉A. (9.a)
De meˆme, en utilisant h1 = e
δΛ et h2 ≡ 1, on trouve∫
Σ
〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉A
(
∂z(δΛ
a)− ifabc δΛbAcz
)
d2z
≃ 〈⊗
ℓ
g(ξℓ)Rℓ 〉A
(
k
2
∫
Σ
∂z(δΛ
a)Aaz d
2z − π
∑
ℓ
δΛa(ξℓ) t
a
ℓ
)
. (9.b)
Apre`s inte´gration par parties dans les e´quations (9.a-b), si on observe que δΛ a e´te´ choisi
quelconque, on obtient
∂z〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉A + ifabcAbz 〈Jcz ⊗
ℓ
g(ξℓ)Rℓ 〉A
=
(
k
2
∂zA
a
z − π
∑
ℓ
δ(2)(z − zℓ) taℓ
)
〈⊗
ℓ
g(ξℓ)Rℓ 〉A,
(10.a)
∂z〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉A + ifabcAbz 〈Jcz ⊗
ℓ
g(ξℓ)Rℓ 〉A
= 〈⊗
ℓ
g(ξℓ)Rℓ 〉A
(
k
2
∂zA
a
z + π
∑
ℓ
δ(2)(z − zℓ) taℓ
)
.
(10.b)
Nous appellerons ces deux e´galite´s les identite´s de Ward chirales locales. Derrie`re ces
e´quations se cachent des 〈〈armes 〉〉 particulie`rement redoutables. Tout de suite, elle permettent
de de´terminer le comportement a` courtes distances des fonctions de Green a` une ou deux
insertions de courants.
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4.5. De´veloppements a` courtes distances I
On reprend l’e´quation (10.a) en champ de jauge nul (∗),
∂z〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉 = −π
∑
ℓ
δ(2)(z − zℓ) taℓ 〈⊗
ℓ
g(ξℓ)Rℓ 〉. (11)
De´ja`, on constate que 〈Jaz ⊗ℓg(ξℓ)Rℓ 〉 est analytique en z dans tout domaine ne contenant pas
les points d’insertion. De meˆme, l’insertion de Jaz conduit a` une fonction de Green analytique
en z sauf aux points d’insertion. Utilisons les relations π δ(2)(z−w) = ∂z(z−w)−1 et π δ(2)(z−
w) = ∂z(z−w)−1, prises au sens des distributions. On obtient des de´veloppements a` courtes
distances
〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉 = −
∑
ℓ
taℓ
z−zℓ 〈⊗ℓ g(ξℓ)Rℓ 〉+ · · · , (12.a)
〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉 = 〈⊗
ℓ
g(ξℓ)Rℓ 〉
∑
ℓ
taℓ
z−zℓ + · · · . (12.b)
Dans l’e´quation (12.a), les pointille´s · · · symbolisent des termes analytiques en z autour
des points d’insertion et, dans l’e´quation (12.b), ils repre´sentent des termes analytiques en z
autour des points d’insertion. Notons J(z) (resp. J(z)) l’insertion de Jz (resp. Jz) a` l’inte´rieur
des fonctions de Green, en champ de jauge (localement) nul. On re´e´crit alors les e´galite´s (12.a-
b) sous la forme plus compacte :
Ja(z) g(ξℓ)Rℓ = −
taℓ
z−zℓ g(ξ)Rℓ + · · · , (13.a)
J
a
(z) g(ξℓ)Rℓ = g(ξ)Rℓ
taℓ
z−zℓ + · · · (13.b)
a` l’inte´rieur des fonctions de Green. Dans la suite, il faudra toujours garder a` l’esprit qu’on
s’inte´resse au comportement d’insertions a` l’inte´rieur des fonctions de Green, meˆme si cela
n’apparaˆıt pas explicitement. Plus ge´ne´ralement, on conviendra que dans un de´veloppement a`
courtes distances du type ϕ(ζ)ϕ(ζ ′) les pointille´s de´signeront des termes re´guliers en ζ autour
de ζ ′.
Pour obtenir les de´veloppements a` courtes distances a` deux courants, on commence par
de´river l’e´quation (10.a) par rapport a` Abw ; pre´cise´ment, appliquons l’ope´rateur Z˜
−1
A
−πδ
δAbw
Z˜A
a` l’e´quation en question,
∂z〈Jaz Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉A − iπ fabβ δ(2)(z − w) 〈Jβz ⊗
ℓ
g(ξℓ)Rℓ 〉A
+ i faαβ Aαz 〈Jβz Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉A = −k2 π δab ∂zδ(2)(z − w) 〈⊗ℓ g(ξℓ)Rℓ 〉A
+
(
k
2
∂zA
a
z − π
∑
ℓ
δ(2)(z − zℓ) taℓ
)
〈Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉A. (14)
En A = 0,
∂z〈Jaz Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉 − iπ fabc δ(2)(z − w) 〈Jcz ⊗
ℓ
g(ξℓ)Rℓ 〉 =
− k
2
π δab ∂zδ
(2)(z − w) 〈⊗
ℓ
g(ξℓ)Rℓ 〉 − π
∑
ℓ
δ(2)(z − zℓ) taℓ 〈Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉A.
∗Il suffit que A soit localement nul, c.-a`-d. qu’il s’annule autour des points d’insertion.
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Au passage, la fonction δ(2)(z−w) dans le second terme permet de remplacer Jcz par Jcw. Cela
implique que
〈Jaz Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉 = k δ
ab/2
(z−w)2 〈⊗ℓ g(ξℓ)Rℓ 〉+
ifabc
z−w 〈Jcw ⊗ℓ g(ξℓ)Rℓ 〉
−
∑
ℓ
taℓ
z−zℓ 〈J
b
w ⊗
ℓ
g(ξℓ)Rℓ 〉+ · · · (15)
a` des termes analytiques pre`s en z autour de w et zℓ. Pour z et w diffe´rents des zℓ,
Ja(z)Jb(w) =
k δab/2
(z−w)2 +
ifabc
z−w J
c(w) + · · · , (16.a)
J
a
(z)J
b
(w) =
k δab/2
(z−w)2 +
ifabc
z−w J
c
(w) + · · · . (16.b)
Le de´veloppement a` courtes distances pour les courants anti-holomorphes s’obtient de la meˆme
fac¸on, en utilisant l’e´quation (10.b). Il est clair que l’e´quation (16.a) peut eˆtre reprise sous
une forme plus syme´trique :
Ja(z)Jb(w) =
k δab/2
(z−w)2 +
ifabc/2
z−w (J
c(z) + Jc(w)) + · · · , (17)
cette fois les termes restants sont analytiques en z et w diffe´rents des zℓ. Un calcul similaire
nous donnerait
〈Jaz Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉 = −
∑
ℓ
taℓ
z−zℓ 〈J
b
w ⊗
ℓ
g(ξℓ)Rℓ 〉+ · · · .
Il suit Ja(z)J
b
(w) = · · · .
4.6. Tenseur d’e´nergie-impulsion
Bien que jusque-la` on n’ait pas e´crit explicitement la de´pendance des fonctions de Green
vis-a`-vis de la me´trique γ, celle-ci est essentielle. Le tenseur d’e´nergie-impulsion est justement
l’objet qui va 〈〈mesurer 〉〉 pour nous le comportement du syste`me dans un changement de
me´trique. On munit l’espace des me´triques de la topologie C∞ et on suppose que les fonctions
de Green de´pendent de manie`re C∞ (au sens de Fre´chet) de la me´trique. Soient M points
distincts ς1, · · · , ςM pris sur la surface de Riemann. Par de´finition, l’insertion de tenseurs
d’e´nergie-impulsion dans les fonctions de Green est
〈
M∏
k=1
Tµkνk(ςk) ⊗
ℓ
g(ξℓ)Rℓ 〉A, γ ≡ Z˜−1A, γ
(4πδ)M∏
k
δγµkνk(ςk)
(
Z˜A, γ 〈⊗
ℓ
g(ξℓ)Rℓ 〉A, γ
)
ou` on a re´tabli la de´pendance explicite dans la me´trique. Si z et z sont des coordonne´es locales
en un point d’insertion ς, le tenseur d’e´nergie-impulsion a quatre composantes Tzz, Tzz, Tzz
et Tz z. Notons qu’a` l’inte´rieur des fonctions de Green, Tzz = Tzz de part les syme´tries de la
me´trique.
La fonction de partition et les fonctions de Green sont contraintes par la covariance par
rapport aux diffe´omorphismes D : Σ→ Σ pre´servant l’orientation :
ZA, γ = ZD∗A,D∗γ , Z˜A, γ = Z˜D∗A,D∗γ ,
〈⊗
ℓ
g(D(ξℓ))Rℓ 〉A, γ = 〈⊗
ℓ
g(ξℓ)Rℓ 〉D∗A,D∗γ .
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Si on change la me´trique par une transformation de Weyl γ → eσγ, la fonction de partition
et les fonctions de Green changent. Pour la fonction de partition, le changement est donne´
par l’e´quation
ZA, eσγ = e
ic
24π
SL(σ) ZA, γ (18)
ou` SL est l’action de Liouville
SL(σ) =
∫
Σ
(
1
2
∂σ ∂σ + σRγ)
et le nombre c = k dimG/(k + g∨) est la charge centrale. Les fonctions de Green ont le
comportement suivant sous les transformations de Weyl :
〈⊗
ℓ
g(ξℓ)Rℓ 〉A, eσγ =
∏
l
e−∆ℓσ(ξℓ) 〈⊗
ℓ
g(ξℓ)Rℓ 〉A, γ (19)
ou` ∆ℓ = Cℓ/(k + g
∨) est le poids conforme — Cℓ est le Casimir quadratique dans la
repre´sentation Rℓ. Le contenu de ces e´quations, exprimant l’anomalie conforme, n’est pas
e´le´mentaire. On reporte leur de´monstration a` des chapitres ulte´rieurs.
Si on effectue une transformation de Weyl γ 7→ eσγ, avec σ nulle autour des points
d’insertion, les fonctions de Green ne changent pas. On dira qu’une me´trique est locale-
ment plate si elle est compatible avec la structure complexe donne´e sur Σ et si elle est plate
autour des points d’insertion, i.e. de la forme |dz|2. Dans ce cas, on supprimera l’indice γ dans
les fonctions de Green. Graˆce aux proprie´te´s (18) et (19), on pourra retrouver les fonctions
de Green en me´trique quelconque. Si on reprend la de´finition du tenseur d’e´nergie-impulsion
et si on utilise l’e´quation (18), on obtient
4π Z˜−1A, γ
δ
δσ
∣∣∣
σ=0
Z˜A, eσγ = −γzz〈Tzz 〉A, γ − 2γzz〈Tzz 〉A, γ − γz z〈Tz z 〉A, γ = c6 Rγ .
Par conse´quent, comme Rγ = 0 en me´trique localement plate, on trouve
〈Tzz 〉A = 0 = 〈Tzz 〉A.
La covariance des fonctions de Green par rapport aux diffe´omorphismes infinite´simaux im-
plique, si on travaille un peu plus [58], que
∂z〈Tzz 〉A = 0 = ∂z〈Tz z 〉A.
Les e´galite´s Tzz = 0 = Tzz, ∂zTzz = 0 = ∂zTz z, en me´trique localement plate, tiennent aussi
dans des fonctions de Green plus ge´ne´rales loin des autres points d’insertion.
Une transformation PCT envoie la surface Σ vers la surface conjugue´e Σ, munie de la
structure complexe conjugue´e. Si (z, z) est un syste`me de coordonne´es complexes induites par
la structure complexe J, on notera encore par (z, z) les coordonne´es complexes pour −J. La
coordonne´e 〈〈holomorphe 〉〉 sera donc z pour Σ et z pour Σ, et inversement pour la coordonne´e
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anti-holomorphe. Au niveau de l’action classique, le passage de Σ a` Σ se traduit par (∗)
SΣ(g,A) = SΣ(g
†,−A†), SΣ(g−1, A) = SΣ(g,A).
Si on reproduit la meˆme ope´ration sur les inte´grales fonctionnelles, on constate que
ZA,Σ = Z−A†,Σ, 〈⊗
ℓ
g(ξℓ)Rℓ 〉A,Σ = 〈⊗
ℓ
g(ξℓ)Rℓ 〉−A†,Σ.
Ce re´sultat repose sur deux points fondamentaux : d’abord, on inte`gre uniquement sur les
champs a` valeurs dans le groupe compact, ensuite, g(ξℓ)Rℓ = g(ξℓ)Rℓ ou` g(ξℓ)Rℓ est e´le´ment de
End(Vλℓ)
∼= End(Vλℓ). Si on conside`re des fonctions de Green ou` on a e´ventuellement inse´re´
des courants ou le tenseur d’e´nergie-impulsion, le phe´nome`ne persiste. En clair,
〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉A,Σ =− 〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉−A†,Σ,
〈Tzz ⊗
ℓ
g(ξℓ)Rℓ 〉A,Σ =〈Tz z ⊗
ℓ
g(ξℓ)Rℓ 〉−A†,Σ,
〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉A,Σ =− 〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉−A†,Σ,
〈Tz z ⊗
ℓ
g(ξℓ)Rℓ 〉A,Σ =〈Tzz ⊗
ℓ
g(ξℓ)Rℓ 〉−A†,Σ,
〈Tzz ⊗
ℓ
g(ξℓ)Rℓ 〉A,Σ = 〈Tzz ⊗
ℓ
g(ξℓ)Rℓ 〉−A†,Σ.
La covariance par rapport aux diffe´omorphismes et aux transformations de Weyl ainsi que la
syme´trie PCT traduisent les proprie´te´s conformes de la the´orie quantique.
Dans la suite, on notera par T (z) (resp. T (z)) l’insertion de Tzz (resp. Tz z) dans les fonctions
de Green, en me´trique localement plate et en champ de jauge (localement) nul. En fait, le
tenseur d’e´nergie-impulsion n’est pas inde´pendant des courants. Ainsi, on verra plus tard que
T et T peuvent eˆtre obtenus graˆce a` la construction de Sugawara [138]
T (z) ≡ 2
k+g∨
lim
w→z
(
tr J(w)J(z) − k dimG
4 (w−z)2
)
, (20.a)
T (z) ≡ 2
k+g∨
lim
w→z
(
tr J(w)J(z)− k dimG
4 (w−z)2
)
. (20.b)
On peut interpre´ter ce re´sultat comme le versant quantique de l’e´galite´ classique Tzz|class. =
2
k tr (Jz|class.)2 et idem avec z. Au niveau classique, on de´finit et on calcule :
Jz|class. ≡ πk δδAz S(g,A) = −
k
2
(∂zg + [Az , g]) g
−1,
Jz|class. ≡ πk δδAz S(g,A) =
k
2
g−1 (∂zg + [Az, g]),
Tµν |class. ≡ −4πk δδγµν S(g,A),
Tzz|class. = k2
√
γ tr
(
g−1 (∂zg + [Az, g])
)2
,
Tz z|class. = k2
√
γ tr
(
g−1 (∂zg + [Az, g])
)2
,
Tzz = 0 = Tz z.
∗L’action de WZNW de´finie sur la surface conjugue´e a` Σ est
k SΣ(g) = −
ik
4π
∫
Σ
tr (g−1∂g) (g−1∂g) +
ik
12π
∫
B
tr (g˜−1dg˜)3 (mod 2pii).
La partie sigma ne voit pas de diffe´rence entre Σ et Σ car l’e´change z ↔ z est compense´ par le changement
d’orientation entre Σ et Σ.
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En me´trique localement plate, on a
√
γ = 1, d’ou` le re´sultat. Au niveau classique, la cons-
truction de Sugawara reste vraie en champ de jauge non-nul.
L’introduction du tenseur d’e´nergie-impulsion permet d’expliciter deux termes supple´mentaires
dans le de´veloppement a` courtes distances (16.a) restreint a` a = b et somme´ sur a,
Ja(z)Ja(w) =
k dimG
2 (z−w)2 + (k + g
∨)T (w) + k+g
∨
2
(z − w) ∂wT (w) + · · · (21)
ou` les termes restants sont analytiques en z et w. La de´monstration repose sur la syme´trie en
z et w. En effet, si on reprend ce de´veloppement en e´changeant z et w, on doit trouver le meˆme
re´sultat. De´ja`, le terme constant est trivialement donne´ par la construction de Sugawara. On
a donc Ja(z)Ja(w) = k dimG2 (z−w)2 + (k + g
∨)T (w) + (z − w)F (w) + · · · , ou` F est une fonction
analytique. La diffe´rence entre cette e´quation et sa syme´trise´e donne : 0 = (k + g∨) (T (w) −
T (z)) + (z − w) (F (z) + F (w)) + · · · . On conclut facilement apre`s avoir de´veloppe´ T (w) et
F (w) autour de z.
4.7. De´veloppements a` courtes distances II
On peut de´duire les de´veloppements a` courtes distances faisant intervenir le tenseur e´nergie-
impulsion a` partir des proprie´te´s conformes des fonctions de Green, ne´anmoins, on va plutoˆt
partir de la construction de Sugawara. Avant, fixons quelques termes propres au jargon con-
forme [21].
Une transformation conforme locale dans l’espace muni d’une me´trique riemannienne
ou pseudo-riemannienne est un changement de coordonne´es locales qui ne change pas la classe
conforme de la me´trique. Une telle transformation conserve les angles. La particularite´ de la
dimension 2 est que toute transformation analytique locale du plan complexe muni de la
me´trique |dz|2 est conforme. L’inverse est aussi vrai pour les transformations qui pre´servent
l’orientation. Si on compactifie le plan passant au CP 1, les seules transformations conformes
globales qui pre´servent l’orientation sont les transformations projectives z 7→ az+bcz+d de CP 1.
Ces dernie`res forment le groupe conforme global (ou projectif), note´ PSL2 = SL2/Z2.
Reprenons l’e´tude pour une surface de Riemann compacte. On dit qu’un champ ϕ(z, z) est
primaire, de poids conforme (∆,∆), si toute transformation conforme locale laisse invariante
la forme ϕ(z, z) dz∆dz∆. Les quantite´s ∆ et ∆ sont re´elles et inde´pendantes. La diffe´rence
s ≡ ∆−∆ repre´sente le spin du champ ; on suppose que s est entier ou demi-entier. La somme
d ≡ ∆+∆ est la dimension du champ. Ge´ome´triquement, on peut voir un champ primaire
comme une section deK∆⊗K∆ ou deKs, ou`K est le fibre´ canonique, c.-a`-d. le fibre´ cotangent
holomorphe, au-dessus de Σ. En effet, graˆce a` la me´trique riemannienne γ, on peut identifier
le fibre´ cotangent anti-holomorphe K avec le fibre´ en droite dual K−1. Un champ quasi-
primaire est un champ qui ne posse`de la proprie´te´ pre´ce´dente que pour les changements
de coordonne´es appartenant a` PSL2. Enfin, un champ secondaire (ou descendant) est
un champ qui n’est ni primaire, ni quasi-primaire. Pour ce qui nous inte´resse ici, les champs
g(ξℓ)Rℓ sont des champs primaires de poids conforme (∆ℓ,∆ℓ). On en reporte la de´monstration
au chapitre 4. Ne´anmoins, remarquons de´ja` que l’e´quation (19) indique que
— g(ξℓ)Rℓ est un champ primaire de poids (∆ℓ,∆ℓ). En effet, si on fixe des coordonne´es
locales (zℓ, zℓ) au point ξℓ, on a
〈 g(z′ℓ, z′ℓ)Rℓ 〉A = 〈 g(zℓ, zℓ)Rℓ 〉A, ∣∣dz′ℓ / dzℓ∣∣2 dzℓ dzℓ =
∣∣∣dz′ℓdzℓ ∣∣∣−2∆ℓ 〈 g(zℓ, zℓ)Rℓ 〉A
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dans un changement de coordonne´es locales zℓ → z′ℓ ;
— les courants Ja(z) et J
a
(z) sont des champs primaires de poids conformes respectifs
(1, 0) et (0, 1). Cette assertion signifie juste que Ja(z) dz (resp. J
a
(z) dz) est une (1, 0)-forme
(resp. (0, 1)-forme). Ceci provient de la de´finition meˆme des courants ;
— les tenseurs T (z) et T (z) sont des champs quasi-primaires de poids conformes respectifs
(2, 0) et (0, 2). Si on effectue un changement de coordonne´es dans la construction de Sugawara,
on obtient facilement que
T (z′) dz′2 = T (z) dz2 − c
12
{z′; z} dz2
T (z′) dz′2 = T (z) dz2 − c
12
{z′; z} dz2
ou`
{z′; z} ≡ d3z′ / dz3
dz′ / dz
− 3
2
(
d2z′ / dz2
dz′ / dz
)2
est la de´rive´e de Schwarz d’un changement de variable. La de´rive´e de Schwarz est nulle
si, et seulement si, le changement de coordonne´es appartient a` PSL2. La loi de transfor-
mation du tenseur d’e´nergie-impulsion de´finit une connexion projective sur la surface Σ.
Ge´ome´triquement, la donne´e d’une connexion projective est e´quivalente a` la donne´e d’une
structure projective sur la surface spe´cifie´e par un atlas des coordonne´es qui s’accordent mo-
dulo transformations projectives [141].
On consacre la fin de cette section a` de´montrer les de´veloppements a` courtes distances
faisant intervenir le tenseur d’e´nergie-impulsion. Le proce´de´ utilise la construction de Su-
gawara et les de´veloppements a` courtes distances obtenus pour les courants. Il n’est pas
inutile de dire qu’il est possible d’obtenir tous les de´veloppements qui suivent uniquement
a` partir des proprie´te´s conformes de la the´orie [58]. Les de´monstrations n’en sont que plus
claires. En fait, la me´thode choisie ici ne permet pas de trouver le de´veloppement (26). Pour
cela il faudrait d’abord ge´ne´raliser la construction de Sugawara en champ de jauge non-nul.
C’est possible mais un peu inutile puisqu’on peut de´montrer le de´veloppement directement.
T (z) g(ξℓ)Rℓ =
∆ℓ
(z−zℓ)2 g(ξℓ)Rℓ +
1
z−zℓ ∂zℓg(ξℓ)Rℓ + · · · , (22.a)
T (z) g(ξℓ)Rℓ =
∆ℓ
(z−zℓ)2 g(ξℓ)Rℓ +
1
z−zℓ ∂zℓg(ξℓ)Rℓ + · · · , (22.b)
T (z)Ja(w) =
1
(z−w)2 J
a(w) +
1
z−w ∂wJ
a(w) + · · · , (23.a)
T (z)J
a
(w) =
1
(z−w)2 J
a
(w) +
1
z−w ∂wJ
a
(w) + · · · , (23.b)
T (z)J
a
(w) = · · · , (24.a)
T (z)Ja(w) = · · · , (24.b)
T (z)T (w) =
c/2
(z−w)4 +
2
(z−w)2 T (w) +
1
z−w ∂wT (w) + · · · , (25.a)
T (z)T (w) =
c/2
(z−w)4 +
2
(z−w)2 T (w) +
1
z−w ∂wT (w) + · · · , (25.b)
T (z)T (w) = −πc
12
∂z∂z δ
(2)(z − w) + · · · . (26)
Pour connaˆıtre le comportement des fonctions de Green ou` on inse`re trois courants, on
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commence par de´river l’e´quation (14) par rapport a` Acy,
∂z〈Jaz Jbw Jcy ⊗
ℓ
g(ξℓ)Rℓ 〉A − iπ fabµ δ(2)(z −w) 〈Jµz Jcy ⊗
ℓ
g(ξℓ)Rℓ 〉A
− iπ facµ δ(2)(z − y) 〈Jµz Jbw ⊗
ℓ
g(ξℓ)Rℓ 〉A + i faνµAνz 〈Jµz Jbw Jcy ⊗
ℓ
g(ξℓ)Rℓ 〉A
=− k
2
π δab ∂zδ
(2)(z − w) 〈Jcy ⊗
ℓ
g(ξℓ)Rℓ 〉A − k2 π δac ∂zδ(2)(z − y) 〈Jbw ⊗ℓ g(ξℓ)Rℓ 〉A
+
(
k
2
∂zA
a
z − π
∑
ℓ
δ(2)(z − zℓ) taℓ
)
〈Jbw Jcy ⊗
ℓ
g(ξℓ)Rℓ 〉A.
(27)
Graˆce aux distributions de Dirac, on remplace Jµz par J
µ
w, dans le seconde terme, et par J
µ
y ,
dans le troisie`me. En champ de jauge nul, on inte`gre cette e´quation par rapport a` z
〈Jaz Jbw Jcy ⊗
ℓ
g(ξℓ)Rℓ 〉 = k δ
ab/2
(z−w)2 〈Jcy ⊗ℓ g(ξℓ)Rℓ 〉+
k δac/2
(z−y)2 〈Jbw ⊗ℓ g(ξℓ)Rℓ 〉
+
ifabµ
z−w 〈Jµw Jcy ⊗ℓ g(ξℓ)Rℓ 〉+
ifacµ
z−y 〈Jµy Jbw ⊗ℓ g(ξℓ)Rℓ 〉
−
∑
ℓ
taℓ
z−zℓ 〈J
b
w J
c
y ⊗
ℓ
g(ξℓ)Rℓ 〉+ · · · ,
(28)
a` des termes analytiques pre`s en z autour de w, y et zℓ. Le comportement en zℓ ne nous
inte´ressant pas, on ne tient pas compte des termes en 1/(z − zℓ). Par contre, on a aussi
besoin du comportement des fonctions de Green par rapport a` w et y. On peut aussi calculer
les de´rive´es partielles par rapport a` w et y. On connaˆıt donc le comportement des fonctions
Ja(z)Jb(w)Jc(y) par rapport a` z, y et w. Ne´anmoins, on ne peut pas directement 〈〈syme´triser 〉〉
l’e´quation (28). Pour le moment, on peut juste dire qu’il existe deux fonctions ̺abc et χabc,
ne de´pendant pas de w, telles que
Ja(z)Jb(w)Jc(y) =
k δab/2
(z−w)2 J
c(y) +
k δac/2
(z−y)2 J
b(w) +
1
(w−y)2 ̺
abc(z, y)
+
ifabµ
z−w J
µ(w)Jc(y) +
ifacµ
z−y J
µ(y)Jb(w) +
1
w−y χ
abc(z, y) + · · · , (29)
a` des termes analytiques pre`s en z, w et y, diffe´rents des zℓ. On commence par calculer la
limite, quand w tend vers y, de (w− y)2 Ja(z)Jb(w)Jc(y) d’une part graˆce a` l’e´quation (29),
d’autre part graˆce a` l’e´galite´ analogue a` l’e´quation (28) et donnant le comportement vis a`
vis de w. Si on compare les re´sultats, on trouve ̺abc. Pour de´terminer χabc, on proce`de de la
meˆme manie`re, mais avec lim
w→y (w − y) (J
a(z)Jb(w)Jc(y)− 1
(w−y)2 ̺
abc(z, y)). Finalement,
Ja(z)Jb(w)Jc(y) =
k δab/2
(z−w)2 J
c(y) +
k δac/2
(z−y)2 J
b(w) +
k δbc/2
(w−y)2 J
a(z)
+
ifabµ
z−w J
µ(w)Jc(y) +
ifacµ
z−y J
µ(y)Jb(w) +
ifbcµ
w−y J
µ(y)Ja(z)
− ik fabc/2
(w−y) (z−y)2 +
fbcµ faµν
(w−y) (z−y) J
ν(y) + · · · ,
(30)
a` des termes analytiques pre`s en z, w, y diffe´rents des zℓ. A` premie`re vue, cette e´quation
n’est pas syme´trique en z, w et y. En fait, cette syme´trie est cache´e. Par exemple, si on
e´change les roˆles tenus par (a, z) et (b, w), on ve´rifie aise´ment que la diffe´rence entre le re´sultat
obtenu et l’e´quation (30) est analytique dans les trois variables. Au de´part, pour syme´triser
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l’e´quation (28), on devait rajouter des termes analytiques en z exhibant le poˆle d’ordre 2 en
w = y. Quand on regarde de plus pre`s l’e´quation (30), on constate qu’on a justement rajoute´
les termes 〈〈 e´vidents 〉〉 provenant du troisie`me poˆle, mais sans les termes singuliers en z. En
b = c, on obtient
Ja(z)
(
Jb(w)Jb(y)− k dimG
2(w−y)2
)
=
k/2
(z−w)2 J
a(y) +
k/2
(z−y)2 J
a(w)
+
ifabµ
z−w J
µ(w)Jb(y) +
ifabµ
z−y J
µ(y)Jb(w) + · · ·
Si on utilise les proprie´te´s de syme´trie des constantes de structure de l’alge`bre de Lie, on
constate qu’il n’y a re´ellement qu’une fonction a` deux points, soit Jb(y)Jc(w), ponde´re´e par
ifabc
(
1
z−w −
1
z−y
)
= −ifabc 1
z−w
(
y−w
z−w + · · ·
)
.
Ensuite, on introduit le de´veloppement (16.a) et on prend la limite quand y → w
(k + g∨)Ja(z)T (w) = f
abc fbcd
(z−w)2 J
d(w) +
k
(z−w)2 J
a(w) + · · · .
Or fabc f bcd = g∨ δad, donc Ja(z)T (w) = 1
(z−w)2 J
a(w) + · · · . Cette e´quation exprime le
comportement de Ja(z)T (w) quand z tend vers w ; nous, c’est l’inverse qui nous inte´resse.
Pour conclure, il suffit de remplacer Ja(w) par Ja(z) + (w − z) ∂zJa(z) + · · · . De´montrer le
de´veloppement (23.b) ne suscite aucune difficulte´ supple´mentaire ; quant aux e´quations (24.a-
b), elles suivent des e´galite´s
Ja(z)Jb(w)J
c
(y) =
i fabµ
z−w J
µ(w)J
c
(y) +
k δab/2
(z−w)2 J
c
(y) + · · · , (31.a)
J
a
(z)J
b
(w)Jc(y) =
i fabµ
z−w J
µ
(w)Jc(y) +
k δab/2
(z−w)2 J
c(y) + · · · , (31.b)
ou` les termes re´siduels, dans l’e´quation (31.a) (resp. (31.b)), sont analytiques en z, w et
y (resp. z, w et y), loin des points ξℓ.
Lorsqu’on de´sire inse´rer deux tenseurs d’e´nergie-impulsion, comme dans les e´quations (25.a-
b), on doit d’abord de´river l’e´quation (27) par rapport a` Adv,
∂z〈Jaz Jbw Jcy Jdv ⊗
ℓ
g(ξℓ)Rℓ 〉A − iπ fabµ δ(2)(z − w) 〈Jµz Jcy Jdv ⊗
ℓ
g(ξℓ)Rℓ 〉A
−iπ facµ δ(2)(z − y) 〈Jµz Jbw Jdv ⊗
ℓ
g(ξℓ)Rℓ 〉A − iπ fadµ δ(2)(z − v) 〈Jµz Jbw Jcy ⊗
ℓ
g(ξℓ)Rℓ 〉A
+i faνµAνz 〈Jβz Jbw Jcy Jdv ⊗
ℓ
g(ξℓ)Rℓ 〉A = −k2 π δab ∂zδ(2)(z − w) 〈Jcy Jdv ⊗ℓ g(ξℓ)Rℓ 〉A
−k
2
π δac ∂zδ
(2)(z − y) 〈Jbw Jdv ⊗
ℓ
g(ξℓ)Rℓ 〉A − k2 π δad ∂zδ(2)(z − v) 〈Jbw Jcy ⊗ℓ g(ξℓ)Rℓ 〉A
+
(
k
2
∂zA
a
z − π
∑
ℓ
δ(2)(z − zℓ) taℓ
)
〈Jbw Jcy Jdv ⊗
ℓ
g(ξℓ)Rℓ 〉A.
Comme pre´ce´demment, on inte`gre cette e´quation, en champ de jauge nul, par rapport a` z,
Ja(z)Jb(w)Jc(y)Jd(v) =
k δab/2
(z−w)2 J
c(y)Jd(v) +
k δac/2
(z−y)2 J
b(w)Jd(v) +
k δad/2
(z−v)2 J
b(w)Jc(y)
+
ifabµ
z−w J
µ(w)Jc(y)Jd(v) +
ifacµ
z−y J
µ(y)Jb(w)Jd(v) +
ifadµ
z−v J
µ(v)Jb(w)Jc(y) + · · · ,
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a` des termes analytiques pre`s en z autour de w, y et v et loin des points ξℓ. Un calcul
similaire a` celui qui nous conduisait vers l’e´quation (30) — mais beaucoup plus long —
permet d’expliciter comple`tement le comportement de Ja(z)Jb(w)Jc(y)Jd(v) par rapport a`
z, w, y et v :
Ja(z)Jb(w)Jc(y)Jd(v) =
k δab/2
(z−w)2 J
c(y)Jd(v) +
k δac/2
(z−y)2 J
b(w)Jd(v) +
k δad/2
(z−v)2 J
b(w)Jc(y)
+
ifabµ
z−w J
µ(w)Jc(y)Jd(v) +
ifacµ
z−y J
µ(y)Jb(w)Jd(v) +
ifadµ
z−v J
µ(v)Jb(w)Jc(y)
+
1
(w−y)2 ̺
abcd
1 (z, y, v) +
1
(w−v)2 ̺
abcd
2 (z, y, v) +
1
(y−v)2 ̺
abcd
3 (z, w, v)
+
1
w−y χ
abcd
1 (z, y, v) +
1
w−v χ
abcd
2 (z, y, v) +
1
y−v χ
abcd
3 (z, w, v) + · · ·
(32)
a` des termes analytiques pre`s en z, w, y et v, diffe´rents des zℓ. Les fonctions ̺
abcd• et χabcd•
sont donne´es par
̺abcd1 (z, y, v) = k δ
bc/2 Ja(z)Jd(v) − ik δbc fadµ/2
z−v J
µ(v) − k2 δad δbc/4
(z−v)2 ,
̺abcd2 (z, y, v) = k δ
bd/2 Ja(z)Jc(y)− ik δbd facµ/2
z−y J
µ(y)− k2 δac δbd/4
(z−y)2 ,
̺abcd3 (z, w, v) = k δ
cd/2Jb(w)Ja(z)− ik δcd fabµ/2
z−w J
µ(w) − k2 δab δcd/4
(z−w)2 ,
χabcd1 (z, y, v) = if
bcµ Jµ(y)Ja(z)Jd(v) +
fbcµ faµν
z−y J
ν(y)Jd(v) +
fadµ fbcν
z−v J
ν(y)Jµ(v)
− ik fabc/2
(z−y)2 J
d(v)− ik δad fbcµ/2
(z−v)2 J
µ(y),
χabcd2 (z, y, v) = if
bdµ Jµ(v)Ja(z)Jc(y) +
fbdµ faµν
z−v J
ν(v)Jc(y) +
facµ fbdν
z−y J
ν(v)Jµ(y)
− ik fabd/2
(z−v)2 J
c(y)− ik δac fbdµ/2
(z−y)2 J
µ(v),
χabcd3 (z, w, v) = if
cdµ Jµ(v)Jb(w)Ja(z) +
fcdµ faµν
z−v J
ν(v)Jb(w) +
fabµ fcdν
z−w J
ν(v)Jµ(w)
− ik facd/2
(z−v)2 J
b(w) − ik δac fcdµ/2
(z−w)2 J
µ(v).
La` encore, ce n’est pas la seule solution au proble`me pose´. Comme pour les fonctions de Green
a` trois courants les autres solutions s’obtiennent en syme´trisant l’e´quation (32). On ve´rifie
alors que la diffe´rence entre deux solutions est analytique dans les quatres variables. Quand on
reprend cette e´quation avec a = b et c = d, presque tous les termes disparaissent. On obtient
alors l’e´quation (25.a) en faisant tendre y vers v, puis z vers w. Au passage, notons qu’on
doit utiliser le de´veloppement a` courtes distances (21). On proce`de de meˆme pour arriver a`
l’e´quation (25.b).
4.8. E´quation de Knizhnik-Zamolodchikov
Momentane´ment, on suppose que Σ est la sphe`re de Riemann CP 1. Lorsqu’on inte`gre
l’e´quation (11), on obtient
〈Jaz ⊗
ℓ
g(ξℓ)Rℓ 〉 = −
∑
ℓ
taℓ
z−zℓ 〈⊗ℓ g(ξℓ)Rℓ 〉.
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Par rapport a` l’e´quation (12.a), il n’y a pas de termes re´siduels parce que sur CP 1 il n’y a
pas de (1, 0)-forme globale holomorphe. De la meˆme fac¸on, si on reprend l’e´quation (15), avec
b = a :
〈T (z) ⊗
ℓ
g(ξℓ)Rℓ 〉 = 1k+g∨
∑
ℓ,m
taℓ
z−zℓ
tam
z−zm 〈⊗ℓ g(ξℓ)Rℓ 〉 (33)
ou` on a directement pris la limite w → z. D’apre`s l’e´quation (22.a), le terme apparais-
sant a` gauche dans l’e´quation pre´ce´dente est analytique sauf aux points ξℓ ou` il pre´sente
un poˆle d’ordre 2. Si on compare les coefficients devant 1(z−zℓ)2 et les re´sidus provenant des
e´quations (22.a) et (33), on retrouve l’expression ∆ℓ = Cℓ/(k + g
∨) et on obtient l’e´quation
de Knizhnik-Zamolodchikov [99] :(
∂zℓ − 2k+g∨
∑
m6=ℓ
taℓ t
a
m
zℓ−zm
)
〈⊗
ℓ
g(ξℓ)Rℓ 〉 = 0. (34)
On associe a` ce syste`me diffe´rentiel la connexion
∇ ≡ d− 2
k+g∨
∑
ℓ
Hℓ(ξ) dzℓ,
ou` Hℓ ∈ End(Vλ) est le Hamiltonien de Gaudin
Hℓ(ξ) =
∑
m6=ℓ
taℓ t
a
m
zℓ−zm ,
sur le fibre´ trivial YN ×Vλ au-dessus de YN , l’ensemble des se´quences ξ de points deux a` deux
diffe´rents dans le plan complexe. Comme les Hamiltoniens de Gaudin commutent pour des ℓ
diffe´rents, la connexion ∇ est plate. Son holonomie de´finit une repre´sentation du groupe PN
des tresses pures, i.e. le groupe fondamental de YN , dans l’espace Vλ [95]. Au chapitre 4, on
construit une e´quation diffe´rentielle analogue pour Σ de genre quelconque.
§5. D’Euclide a` Hilbert
Pour le moment, nous avons focalise´ notre attention sur le formalisme euclidien. On explore
maintenant un point de vue plus 〈〈 traditionnel 〉〉 de la the´orie des champs, car plus proche
du formalisme originel de la me´canique quantique. Dans ce formalisme, dit ope´ratoriel, les
fondations de la the´orie reposent sur trois entite´s
— l’espace de Hilbert des e´tats ;
— une repre´sentation du groupe de syme´trie ;
— une certaine famille d’ope´rateurs.
En the´orie des champs, on sait qu’il est possible de jongler entre ces deux approches. Dans
cette section, on extrait concre`tement le formalisme ope´ratoriel du formalisme euclidien. Notre
discussion repose sur une condition physique (dite d’Osterwalder-Schrader [121, 122]) de
positivite´ sur les fonctions de Green sur la sphe`re de Riemann CP 1. On calque la pre´sentation
de [58], mais adapte´e au mode`le de WZNW.
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5.1. Condition physique de positivite´
Dans cette section, Σ est la sphe`re de Riemann CP 1. Soit ϑ : CP 1 ∋ z 7→ z−1 ∈ CP 1.
Cette application envoie D sur son comple´mentaire D′ dans CP 1 (et vice versa) et laisse le
cercle S1 globalement invariant. Soit γD une me´trique riemannienne sur D compatible avec
la structure complexe, de la forme |z|−2|dz|2 au voisinage de ∂D = S1 — on dira qu’une telle
me´trique est plate le long du bord. On 〈〈colle 〉〉 (re´gulie`rement) la me´trique ϑ∗γD sur D′ et la
me´trique γD pour obtenir une me´trique re´gulie`re ϑ
∗γD ♯ γD sur CP 1. De´finissons l’ope´ration
Θ de re´flexion en temps sur les champs (quasi-)primaires ϕ de poids conformes (∆,∆) :
soit z ∈ D, on pose
Θϕ(z, z) ≡ (−z−2)∆(−z−2)∆ ϕPCT(z−1, z−1).
Le champ ϕPCT est le champ obtenu par transformation PCT a` partir de ϕ :
〈ϕ(z, z) . . . 〉
CP1
= 〈ϕPCT(z, z) . . . 〉
CP1 .
Pour l’ensemble des champs (quasi-)primaires mis en e´vidence dans la section pre´ce´dente, on
a vu que
Ja(z)
PCT7−→ −Ja(z),
T (z)
PCT7−→ T (z),
J
a
(z)
PCT7−→ −Ja(z),
T (z)
PCT7−→ T (z),
g(z, z)R
PCT7−→ g(z, z)R
Notons que le champ ϕPCT est de meˆme nature que le champ original ϕ, i.e. il est e´galement
(quasi-)primaire de poids conformes (∆,∆) mais pour CP 1 . On a donc:
ΘJa(z) = z−2 Ja(z−1),
ΘT (z) = z−4 T (z−1),
ΘJ
a
(z) = z−2 Ja(z−1),
ΘT (z) = z−4 T (z−1),
Θg(z, z)R = |z|−4∆ g(z−1, z−1)R
et Θ agit sur les constantes par conjugaison complexe. Conside´rons la combinaison formelle
(e´ventuellement vide)
X =
∏
k
T (zk)
∏
k
T (zk)
∏
j
Jaj (zj)
∏

J
a(z)
∏
ℓ
∏
[ℓ]
g(zℓ, zℓ)
[ℓ]
Rℓ
. (35)
On a note´ par g(zℓ, zℓ)
[ℓ]
Rℓ
un e´le´ment 〈〈matriciel 〉〉. Dans la suite, on utilise ~ℓ pour signifier
le choix d’un ℓ et d’un e´le´ment matriciel [ℓ]. Par de´finition, le support de X est l’ensemble
SuppX ≡ {zk, zk, zj, z, zℓ}. On exige que SuppX ⊂ D. On e´tend le domaine d’action de Θ
aux expressions X :
ΘX =
∏
k
ΘT (zk)
∏
k
ΘT (zk)
∏
j
ΘJaj (zj)
∏

ΘJ
a(z)
∏
~ℓ
Θg(zℓ, zℓ)
[ℓ]
Rℓ
.
Soient {λα} une famille de nombres complexes, {γD,α} une famille de me´triques sur D (plates
le long du bord) et {Yα} une famille d’expressions uniquement compose´es a` partir de champs
primaires. La condition physique de positivite´ impose l’ine´galite´∑
α1,α2
λα2λα1 Zϑ∗γD,α2 ♯ γD,α1
〈 (ΘYα2)Yα1 〉ϑ∗γD,α2 ♯ γD, α1 > 0.
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En particulier, Zϑ∗γD ♯γD > 0. Par convention, la fonction de Green du produit vide vaut 1.
Cette ine´galite´ entraˆıne que, pour toute expression du type (35),∑
α1,α2
λα2λα1 〈 (ΘXα2)Xα1 〉 > 0
ou` les fonctions de Green sont prises en champ de jauge localement nul et en me´trique locale-
ment plate. Une fois cette condition assure´e sur les fonctions de Green, la quantite´∑
β,α
λ′βλα 〈 (ΘX ′β)Xα〉
de´finit une forme hermitienne sur l’espace vectoriel VD engendre´ par les expressions du
type (35) avec SuppX ⊂ D. L’hermiticite´ de la forme, c.-a`-d. 〈 (ΘX ′)X 〉 = 〈 (ΘX)X ′ 〉,
est une conse´quence des proprie´te´s conformes des fonctions de Green. Il suffit de montrer que
〈X 〉 = 〈ΘX 〉. Par construction,
〈ϕ(z, z) . . . 〉
CP1
= 〈ϕPCT(z, z) . . . 〉
CP1 .
On effectue le changement de coordonne´es CP 1 ∋ (z, z) 7→ (w,w) = (1z , 1z ) ∈ CP 1. A` gauche,
la coordonne´e z est la coordonne´e analytique, par conse´quent ϕ est un changement de coor-
donne´es analytiques. On sait alors que
〈ϕPCT(z, z) . . . 〉
CP1 = 〈
(dw
dz
)∆ (dw
dz
)∆
ϕPCT(w,w) . . . 〉CP1
= 〈 (−z−2)∆(−z−2)∆ ϕPCT(z−1, z−1) . . . 〉CP1 ,
ce qu’il fallait de´montrer.
Soit
H ≡ VD/V nulD
la comple´tion de l’espace VD, muni de la semi-norme provenant de la forme hermitienne
positive de´finie ci-dessus. Par construction, V nulD est l’ensemble des vecteurs de VD qui annulent
la semi-norme. On note ι l’injection canonique qui envoie VD dans H. On montre [104] que
l’image de VD par ι, note´e H0, est dense dans H. Le produit scalaire sur H est simplement(
ι(X ′), ι(X)
)
= 〈 (ΘX ′)X 〉.
On convient de noter Ω le vecteur vide, image du produit vide par ι. L’espace H est muni
d’une involution anti-unitaire (∗), note´e I , qui envoie un vecteur ι(X) sur le vecteur
ι(X), image par ι de
X ≡
∏
k
T (zk)
∏
k
T (zk)
∏
j
Jaj (zj)
∏

J
a(z)
∏
~ℓ
g(zℓ, zℓ)
[ℓ]
Rℓ
.
∗ Une involution anti-unitaire est une involution anti-line´aire pre´servant le produit scalaire.
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5.2. Ope´rateurs
De´finissons une ope´ration de dilatation Sq de parame`tre q ∈ C, 0 < |q| 6 1, sur les
champs (quasi-)primaires par Sqϕ(z, z) = q
∆q∆ϕ(qz, qz). Par conse´quent,
SqT (z) = q
2 T (qz),
SqJ
a(z) = q Ja(qz),
SqT (z) = q
2 T (q z),
SqJ
a
(z) = q J
a
(q z),
Sqg(z, z)R = |q|2∆ g(qz, q z)R.
Comme pour Θ, on e´tend l’action de Sq aux e´le´ments de VD,
SqX =
∏
k
SqT (zk)
∏
k
SqT (zk)
∏
j
SqJ
aj (zj)
∏

SqJ
a(z)
∏
~ℓ
Sqg(zℓ, zℓ)
[ℓ]
Rℓ
.
A` partir de Sq, on peut construire une ope´ration de dilatation agissant dans H :
Sqι(X) ≡ ι(SqX).
L’ope´ration est bien de´finie a` condition que V nulD soit stable par Sq. Comme la forme sur VD
est hermitienne, V nulD est l’ensemble des vecteurs X de VD tels que 〈 (ΘY )X 〉 = 0, pour tout
Y ∈ VD. Il suffit donc de ve´rifier l’e´galite´
〈 (ΘX ′)SqX 〉 = 〈(ΘSqX ′)X 〉. (36)
Comme pour l’hermiticite´ de la forme, cette e´galite´ est une conse´quence des proprie´te´s con-
formes des fonctions de Green. En effet, on a
〈 (ΘSq ϕ)ϕ′ . . . 〉 = 〈
( −1
qz2
)∆(−1
qz
)∆
ϕPCT
( 1
qz
,
1
qz
)
ϕ′(z, z) . . . 〉.
On effectue le changement de coordonne´es analytique qui envoie (z, z) vers (qz, q z) et on
trouve exactement 〈 (Θϕ′)Sqϕ . . . 〉. On fera attention que pour le premier champ, la coor-
donne´e holomorphe est 1qz qui va donc vers q/(qz) =
1
z . L’ope´rateur dilatation Sq est donc
bien de´fini de domaineH0 dense invariant dansH. En fait, on peut extraire plus d’information
de l’e´quation (36). La famille {Sq} forme un semi-groupe : Sq1Sq2 = Sq1q2 . Ensuite, apre`s
application ite´rative de l’ine´galite´ de Schwarz et d’apre`s la proprie´te´ de semi-groupe,∣∣( ι(X ′),Sqι(X) )∣∣ 6 ∥∥ι(X ′)∥∥ ∥∥Sqι(X)∥∥ = ∥∥ι(X ′)∥∥ ( ι(X),Sqqι(X) )1/2
6 · · · 6 ∥∥ι(X ′)∥∥ ∥∥ι(X)∥∥ 12+···+ 12n−1 ( ι(X),S
(qq )2n−1
ι(X)
)1/2n
. (37)
Supposons que, pour tout ǫ > 0, il existe une constante Cǫ telle que
|〈 (ΘX ′)StX 〉| 6 Cǫ t−ǫ
quand t → 0. Cette proprie´te´ nous permet de majorer le terme de droite de l’ine´galite´ (37).
On prend alors la limite quand n tend vers l’infini ; on trouve∣∣( ι(X ′),Sqι(X) )∣∣ 6 ∥∥ι(X ′)∥∥ ∥∥ι(X)∥∥.
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Ainsi, le semi-groupe des dilatations contient uniquement des contractions deH. Qui plus est,
d’apre`s l’e´quation (36), S †q = Sq. Enfin, les ope´rateurs Sq sont faiblement continus sur H,
proprie´te´ assure´e par la continuite´ faible surH0. On sait alors que les e´le´ments du semi-groupe
{Sq} posse`dent la repre´sentation suivante [129]
Sq = q
L0 qL0
ou` L0 et L0 sont des ope´rateurs auto-adjoints fortement commutants tels que L0 + L0 > 0.
En plus, leurs domaines respectifs contiennent H0 ou`
L0 ι(X) = ∂q |q=1 Sqι(X), L0 ι(X) = ∂q |q=1 Sqι(X).
Notons que SqH0 est dense dans H, pour tout q.
Soit z ∈ C, 0 < |z| < 1 ; on extrait des champs de la the´orie un ensemble d’ope´rateurs
T (z), T (z), J a(z), J
a
(z) et ĝ(z, z)R agissant dans l’espace SzH0 dense dans H :
T (z) ι(X) ≡ ι(T (z)X),
J a(z) ι(X) ≡ ι(Ja(z)X),
T (z) ι(X) ≡ ι(T (z)X),
J
a
(z) ι(X) ≡ ι(Ja(z)X),
ĝ(z, z)R ι(X) ≡ ι(g(z, z)RX).
Sauf indication contraire, on notera toujours les ope´rateurs par des lettres calligraphiques. En
prenant ι(X) dans SzH0 — c.-a`-d. SuppX ⊂ { z′ | |z′| < |z| < 1 }, on e´vite toute ambigu¨ıte´.
En effet, ces ope´rateurs sont correctement de´finis s’ils laissent V nulD globalement invariant ;
conse´quence de l’e´quation (36). On conviendra que J (z) ≡ J a(z) ta et de meˆme pour J (z).
Il suit de la de´finition pre´ce´dente qu’un vecteur X ∈ VD, donne´ par l’e´quation (35) ou` les
points d’insertion sont tous de modules diffe´rents, ve´rifie
X = R
(∏
k
T (zk)
∏
k
T (zk)
∏
j
J aj (zj)
∏

J
a(z)
∏
~ℓ
ĝ(zℓ, zℓ)
[ℓ]
Rℓ
)
Ω (38)
ou` R re´ordonne les ope´rateurs de telle sorte qu’ils agissent dans l’ordre croissant en |z|. En
physique, ce processus apparaˆıt sous le nom de quantification radiale. Enfin, si on conjugue
les ope´rateurs par l’involution I , on a
I T (z)I = T (z),
I J a(z)I = J a(z),
I T (z)I = T (z),
I J
a
(z)I = J
a
(z),
I ĝ(z, z)R I = ĝ(z, z)R.
5.3. Unitarite´
De´veloppons en se´rie de Laurent les ope´rateurs J (z), J (z), T (z) et T (z) :
J (z) =
∑
n∈Z
Jn z
−n−1,
T (z) =
∑
n∈Z
Lnz
−n−2,
J (z) =
∑
n∈Z
Jn z
−n−1,
T (z) =
∑
n∈Z
Lnz
−n−2,
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ou` les modes sont donne´s par les inte´grales
Jn =
1
2πi
∮
|z|=r<1
dz zn J (z),
Ln =
1
2πi
∮
|z|=r<1
dz zn+1 T (z),
Jn = − 12πi
∮
|z|=r<1
dz zn J (z),
Ln = − 12πi
∮
|z|=r<1
dz zn+1 T (z).
On a vu que l’insertion des champs J(z), J(z), T (z) et T (z) produit des fonctions de
Green analytiques sauf aux points d’insertion, ou` on obtient une singularite´. La quantite´(
ι(X ′), Lnι(X)
)
ne de´pend donc pas du contour choisi, tant que ce dernier encercle les
points d’insertion de ι(X) ∈ SrH0 — idem avec les autres modes. Ainsi, contrairement aux
conventions adopte´es jusque-la`, les modes, bien que note´s par des lettres droites, sont des
ope´rateurs de domaine H0 dense dans H.
Soit ǫ > 0, choisi pour que, dans les calculs suivants, les contours soient adapte´s aux vecteurs
ι(X) et ι(X ′) : (
ι(X ′), Lnι(X)
)
=
1
2πi
∮
|z|=1−ǫ
dz zn+1 〈 (ΘX ′)T (z)X 〉
=
1
2πi
∮
|z|=1+ǫ
dz zn−3 〈Θ(X ′T (1
z
))X 〉
ou` on a de´forme´ le contour d’inte´gration, puis on a remplace´ T (z), pour |z| = 1 + ǫ, par
z−4ΘT (1z ). Il vient(
ι(X ′), Lnι(X)
)
=
(− 1
2πi
∮
|z|=1+ǫ
dz zn−3 T (1
z
) ι(X ′), ι(X)
)
=
( 1
2πi
∮
|w|=(1+ǫ)−1
dww−n+1 T (w) ι(X ′), ι(X)
)
=
(
L−nι(X ′), ι(X)
)
.
Par conse´quent, l’ope´rateur Ln est fermable (
∗), d’adjoint L†n = L−n. On proce`de de la meˆme
manie`re avec les autres modes ; les ope´rateurs Ln, Ln, J
a
n et J
a
n sont fermables et
L†n = L−n, L
†
n = L−n, J
a
n
† = Ja−n, J
a
n
† = Ja−n. (39)
En pratique, on e´tend le domaine des ope´rateurs. On autorise la pre´sence de modes dans les
expressions donne´es par l’e´quation (35). Soit H1 l’espace ainsi obtenu ; H0 ⊂H1 ⊂ H et H1
est invariant sous l’action des modes. On e´tend les ope´rateurs T (z), T (z), J (z), J (z) et
ĝ(z, z)R a` SzH1 et les modes a` H1. Notons que ces ope´rateurs ne sont pas fermables. Il faut
donc regarder leurs domaines respectifs avec attention.
5.4. Axiomes de Segal pour une the´orie conforme re´elle
Dans cette section, on retourne a` l’e´tude du mode`le de´fini sur une surface de Riemann Σ
de bord ∂Σ (cf. p.27). Notons θ : S1 ∋ z → z−1 ∈ S1 ; cette application renverse l’orientation
∗Pour qu’un ope´rateur A soit fermable, il suffit de montrer [77] que pour toute suite (Xn) de vecteurs de
H0, telle que Xn → 0 et A Xn → Z ∈ H, alors Z = 0. On garde la meˆme notation pour un ope´rateur et sa
fermeture.
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de la composante (∂Σ)i via la parame´trisation p
∨
i ≡ pi ◦ θ. On peut comple´ter Σ (de manie`re
unique) pour former une surface de Riemann compacte Σ˜. A` cet effet, on 〈〈colle 〉〉 une copie
Di de D suivant (∂Σ)i, i ∈ I−, et une copie D′i de D′ si i ∈ I+. On peut voir [3] que la surface
Σ˜ he´rite d’une structure complexe. Inversement, si on dispose d’une surface de Riemann
compacte Σ˜ avec de parame`tres locaux, c.-a`-d. avec un certain nombre de disques ferme´s D
et D′ disjoints plonge´s holomorphiquement dans Σ˜, on construit une surface Σ a` bord, dont
les composantes connexes sont parame´trise´es par le cercle S1. Il suffit pour cela d’〈〈enlever 〉〉
l’inte´rieur des disques plonge´s.
On dit qu’une me´trique γ (compatible avec la structure complexe) est plate le long du
bord si, pour tout i, on a p∗i γ = |z|−2 |dz|2 au voisinage de chaque composante du bord (apre`s
continuation analytique de pi a` un voisinage de S
1). Soient γ une me´trique sur Σ et γD une
me´trique sur D — toutes deux plates le long du bord. Notons zi le plongement de la i-e`me
copie de D (ou D′) dans Σ˜. Si i ∈ I+, γi = z∗i γD est une me´trique riemannienne sur Di ; si
i ∈ I−, (zi ◦ ϑ)∗γD = ϑ∗γi est une me´trique riemannienne sur Di. On obtient une me´trique
sur Σ˜ :
γ˜ ≡
(
♯
i∈I−
γi
)
♯ γ ♯
(
♯
i∈I+
ϑ∗γi
)
.
D’apre`s la proprie´te´ (18), la quantite´ suivante
Zγ ≡ Zγ˜
∏
i∈I
(Zϑ∗γi ♯ γi)
−1/2
ne de´pend pas du choix de γD (dans la classe conforme). De plus, toujours graˆce a` l’anomalie
conforme, Zγ change suivant l’e´quation (18) dans une transformation de Weyl triviale au
voisinage du bord. On appellera Zγ la fonction de partition pour une surface de Riemann a`
bord. Soient ι(Xi) ∈ H0, i ∈ I. A` tout surface Σ a` bord, on associe un ope´rateur (appele´
aussi amplitude) AΣ, (pi), γ de´fini par ses e´le´ments matriciels(⊗
i∈I+
ι(Xi) , AΣ, (pi), γ
⊗
i∈I−
ι(Xi)
)
= Zγ 〈
∏
i∈I+
(ΘXi)
∏
i∈I−
Xi 〉. (40)
Si on conside`re une surface compacte, on trouve AΣ, γ = Zγ. L’ide´e de Segal est de prendre
ces amplitudes pour fondations de l’immeuble de la the´orie conforme des champs.
On suppose donne´ un espace de Hilbert H accompagne´ d’une involution anti-unitaire I ,
telle que, pour toute surface Σ du type de´fini ci-dessus — i.e. Σ est de´core´e par un ensemble
de parame´trisations pi, i ∈ I− ∪ I+, et par une me´trique γ plate le long du bord — il existe
un ope´rateur trac¸able
AΣ, (pi), γ :
⊗
i∈I−
H→
⊗
i∈I+
H.
On convient que le produit tensoriel vide donne C. Ces ope´rateurs doivent ve´rifier les axiomes
suivants
A) Localite´. Si Σ est la re´union disjointe de (Σ1, (p1i), γ1) et (Σ2, (p2i), γ2)
AΣ, (pi), γ = AΣ1, (p1i), γ1 ⊗AΣ2, (p2i), γ2 ;
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B) Covariance ge´ne´rale. Si D : Σ1 → Σ2 est un diffe´omorphisme holomorphe e´gal a`
l’identite´ dans les parame´trisations autour du bord, alors
AΣ1, (pi), γ = AΣ2, (D ◦ pi), D∗γ;
C) Invariance PCT.
AΣ, (pi), γ = A
†
Σ, (pi), γ
;
D) Soit i0 ∈ I+,(
ι(X ′) , AΣ, p∨i0 , (pi′ ), γ ι(X0)⊗ ι(X)
)
=
(
(I ι(X0))⊗ ι(X ′) , AΣ, pi, γ ι(X)
)
ou` i′ 6= i0, ι(X ′) ∈
⊗
i′∈I+
H, ι(X) ∈ ⊗
i∈I−
H, et ι(X0) est un e´le´ment de H ;
E) Unitarite´. (cf. figure 2) Si Σ′ est obtenue en identifiant les bords i1 ∈ I− et i2 ∈ I+, via
pi2 ◦ p−1i1 , alors
AΣ′, (pi′ ), γ = tri1,i2 AΣ, (pi), γ
ou` i′ 6= i1, i2 et la tri1,i2 porte sur les facteurs i1 et i2 dans le produit tensoriel ;
F) Invariance conforme. Si σ ∈ C∞(Σ,R) est nulle dans un voisinage de ∂Σ, alors
AΣ, (pi), eσγ = e
ic
24π
SL(σ)AΣ, (pi), γ.
Des versions des axiomes de Segal sont pre´sente´es dans un article non publie´ [132] et dans
les compte-rendus [133, 134]. Avec un langage similaire a` celui utilise´ dans cette the`se, on
trouvera dans [59] les axiomes pour une the´orie conforme (complexe), ainsi qu’une description
de la notion de foncteur modulaire (les blocs conformes du physicien). Ces axiomes et ses
variantes cachent une structure particulie`rement riche — e´quations de Moore et Seiberg [28],
ope´rateurs de vertex [90, 94], ... — dont on ne donnera qu’un timide aperc¸u.
Figure 2.— Unitarite´
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Regardons de plus pre`s la signification des axiomes de Segal, tout particulie`rement a` la
lumie`re de l’inte´grale fonctionnelle. L’existence de la famille d’ope´rateurs trac¸ables impose
des conditions de re´gularite´ sur les fonctions de Green. La proprie´te´ A) de´finit les ope´rateurs
pour les surfaces non connexes. L’axiome D) explique le comportement des ope´rateurs quand
on renverse l’orientation d’une composante du bord. Globalement, mise a` part l’axiome E),
ces proprie´te´s de´coulent des syme´tries des fonctions de Green explique´es dans le paragraphe
consacre´ au tenseur d’e´nergie-impulsion. Par contre la condition E) est nouvelle. En effet,
l’ope´ration de recollement entre deux surfaces permet de relier les ope´rateurs issus de surfaces
de topologies a priori diffe´rentes.
On a vu, dans la section 3.2, comment e´crire l’inte´grale fonctionnelle pour des champs a`
valeurs fixe´es sur le bord. On avait alors interpre´te´ les amplitudes quantiques pour le mode`le
de WZNW comme les sections d’un fibre´ en droite au-dessus du groupe des lacets. L’amplitude
AΣ, (pi), γ((gi)i ∈ I), ou` gi ∈ LG, devient le noyau de l’ope´rateur AΣ, (pi), γ dans le langage de
Segal. Formellement, la traduction de l’axiome E) en terme d’inte´grale fonctionnelle est
AΣ, (pi), γ((gi)i ∈ I) =
∫
g:Σ→G
g◦pi=gi, i 6=i1,i2
e−k SΣ(g)Dg =
∫
LG
Dg0
∫
g:Σ→G
g◦pi=gi, i6=i1,i2,
g◦pi=g0, i=i1,i2
e−k SΣ(g)Dg .
Supposons que Σ est la sphe`re de Riemann et que la me´trique γD est localement plate.
L’espace de Hilbert de Segal HF sera l’espace F des sections du fibre´ π : L
k → LG. On
munit HF de la norme (formelle) L
2 induite par la structure hermitienne sur L k → LG :∣∣F ∣∣2
L2
=
∫
LG
∣∣F (g0)∣∣2
L
k
g0
Dg0 .
Expliquons le lien entre l’espace des e´tats H construit dans la section 5.1 et l’espace HF. Soit
X ∈ VD. On peut lui associer un vecteur ι(X) ∈ H. D’autre part, on lui adjoint une section
(formelle) FX de L
k de HF par
FX(g0) = (Zϑ∗γD ♯γD )
−1/2
∫
g|S1 =g0
X e−k SD(g)Dg ∈ (L k)g0 .
On peut montrer que
|FX |2L2 == (Zϑ∗γD ♯ γD)−1
∫
g ♯ g′:CP 1→G
(ΘX)X e−k SCP1(g ♯ g
′)D(g ♯ g′)
=〈 (ΘX)X 〉 = ( ι(X), ι(X) ).
On a donc construit deux re´alisations isome´triques de l’espace des e´tats, pour l’instant toutes
les deux base´es sur l’inte´grale fonctionnelle.
A` partir de l’e´quation (6) et de son interpre´tation en termes de noyau, on peut de´river la
formule (40), en utilisant
Zγ˜ 〈
∏
i∈I+
(ΘXi)
∏
i∈I−
Xi 〉 =
∫ ∏
i∈I+
(ΘXi)
∏
i∈I−
Xi e
−k S
Σ˜
(g)Dg.
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Le principe est d’abord de fixer des valeurs (gi) de g sur le bord de ∂Σ, puis d’inte´grer
ite´rativement sur celles-ci.
La de´marche de Segal repose sur le constatation suivante : on peut extraire de l’ensemble
des ope´rateurs le reste de la structure, c.-a`-d. l’action de l’alge`bre de Virasoro, les champs
primaires, etc... Pour une explication comple`te de cette remarque, je renvoie au cours [58].
Si on s’inte´resse au disque D, muni d’une me´trique γ et de bord parame´trise´ par p :
S1 ∋ z 7→ z ∈ ∂D, Z−1γ AD, γ est un vecteur de H inde´pendant de la me´trique. D’apre`s
l’e´quation (40), c’est le vecteur vide. Pour D′ muni de la me´trique ϑ∗γ, on trouve l’application
line´aire
(
Ω, .
)
. Les proprie´te´s C) et D) entraˆınent que I Ω = Ω.
Les anneaux sont les surfaces derrie`re lesquelles se cache le semi-groupe Sq — leurs ampli-
tudes forment bien un semi-groupe vu E). Soit Nq l’anneau |q| 6 |z| 6 1, 0 < |q| < 1, le bord
entrant e´tant parame´trise´ par z 7→ qz et le bord sortant par z 7→ z. On utilise la me´trique
|dz|2/|z|2. D’apre`s la correspondance (40),(
ι(X ′), ANq , |dz|2/|z|2ι(X)
)
= Z|dz|2/|z|2
(
ι(X ′), Sqι(X)
)
.
Comme on peut voir que Z|dz|2/|z|2 = (qq)
−c/24, il suit
ANq , |dz|2/|z|2 = q
L0−c/24 qL0−c/24.
L’application z 7→ eiz est un diffe´omorphisme analytique entre le cylindre Cτ = {z mod 2π
∣∣
0 6 Im z 6 2πτ2}, le bord sortant e´tant parame´trise´ par z 7→ 1i logz et le bord entrant par
z 7→ τ + 1i logz et l’anneau Nq. Ici, τ = τ1 + iτ2, τ1 ∈ R et q = e2πiτ . Cette transformation
induit la me´trique |dz|2 sur Cτ . L’amplitude du cylindre est alors
ACτ , |dz|2 = e
−2πτ2H e2πiτ1 P
ou` H est le Hamiltonien quantique et P est l’ope´rateur moment (∗). En comparant les deux
amplitudes, on trouve
H = L0 + L0 − c12 , P + L0 − L0.
Les ope´rateurs devant eˆtre trac¸ables, L0 et L0 doivent avoir un spectre discret avec des
multiplicite´s finies. En plus L0Ω = 0 = L0 Ω, donc la valeur propre 0 est isole´e. L’e´nergie
du vecteur vide est c/12. En collant les bords de Cτ , on obtient la courbe elliptique Eτ =
C/(Z + τZ). Les axiomes C) et E) permettent de de´terminer la fonction de partition
toro¨ıdale :
Z(τ) = AEτ , |dz|2 = tr q
L0−c/24 qL0−c/24 .
La fonction de partition Z(τ) est un invariant modulaire :
Z(τ) = Z(
aτ+b
cτ+d
)
∗ Anticipons un petit peu sur ce qui va suivre. L’ensemble des Ln — comme celui des Ln — forme l’alge`bre
de Virasoro Vir. On obtient ainsi une action de Vir ×Vir dans H qui reproduit les syme´tries conformes de la
the´orie. L’alge`bre de Virasoro est une extension centrale de VectS1. En fait, on peut identifier VectS1×VectS1
et l’alge`bre de Lie des champs de vecteurs conformes sur le cylindre minkowskien {(x0, x1)
∣∣ x1 mod 2pi} avec la
me´trique dx20− dx
2
1. On voit que H = L0+L0 est le Hamiltonien quantique — quantification de la translation
en temps x0 — et P = L0 − L0 est l’ope´rateur moment — quantification de la translation en espace x1.
56 Mode`le de Wess-Zumino-Novikov-Witten
parce que les courbes elliptiques Eτ et Eτ ′ ou` τ
′ = aτ+bcτ+d sont relie´es par un diffe´omorphisme
holomorphe z 7→ z/(cτ + d) qui multiplie la me´trique |dz|2 par une constante (∗).
Enfin, on peut trouver les autres ge´ne´rateurs de l’alge`bre de Virasoro en conside´rant les
anneaux Nf = D \ f(D) ou` f est un plongement holomorphe du disque dans son inte´rieur.
§6. De´veloppements alge´briques
Dans cette section, on traduit sous forme alge´brique les syme´tries de la the´orie, code´es par
les de´veloppements a` courtes distances de la section 4.
Montrons que les modes de l’alge`bre des courants ve´rifient
[Jan , J
b
m] = if
abc Jan+m +
kn
2
δab δn+m,0, (41.a)
[J
a
n, J
b
m] = if
abc J
a
n+m +
kn
2
δab δn+m,0, (41.b)
[Jan , J
b
m] = 0. (42)
Ces relations de commutation — valables sur H1 —, avec k remplace´ par un e´le´ment abstrait
K commutant avec tous les Jan , de´finissent l’alge`bre de Kac-Moody affine L̂g
C engendre´e
par les e´le´ments Jan et K .
Soient ι(X) et ι(X ′), deux vecteurs de SwH1,(
ι(X ′), [Jan ,J
b(w)] ι(X)
)
=
(
1
2πi
∮
|z|=|w|+ǫ
dz − 1
2πi
∮
|z|=|w|−ǫ
dz
)
zn 〈 (ΘX ′)Ja(z)Jb(w)X〉
ou` l’ordre sur les ope´rateurs est dicte´ par la re`gle (38). Ensuite, on de´forme le contour pour
obtenir une inte´grale sur {z ∈ C ∣∣ |z − w| = ǫ} et on utilise l’e´quation (16.a)
(
ι(X ′), [Jan ,J
b(w)] ι(X)
)
=
1
2πi
∮
|z−w|=ǫ
dz zn 〈 (ΘX ′)
(
k δab/2
(z−w)2 +
ifabc
z−w J
c(w) + · · ·
)
X 〉.
Enfin, on de´veloppe zn autour de z = w, soit zn = wn + n(z − w)wn+1 + · · · pour obtenir(
ι(X ′), [Jan ,J
b(w)] ι(X)
)
= 〈 (ΘX ′)
(
ifabcwn Jc(w) +
kn
2
δab wn−1
)
X〉,
soit
[Jan , J
b(w)] = ifabcwn J c(w) +
kn
2
δab wn−1.
Apre`s inte´gration sur w, on obtient le bon commutateur (41.a). La traduction de tous les
autres de´veloppements a` courtes distances se fait exactement de la meˆme manie`re ; je ne
re´pe´terai donc pas le calcul. Ainsi, a` partir de l’e´quation (16.b), on trouve
[J
a
n, J
b
(w)] = ifabcwn J
c
(w) +
kn
2
δab wn−1
∗La multiplication de la me´trique par une constante ne change pas Z(τ ) car l’action de Liouville en σ = cste.
s’annule pour un tore.
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et [J
a
n, J
b(w)] = 0 = [Jan ,J
b
(w)] ; d’ou` les commutateurs (41.b) et (42).
A` partir des de´veloppements a` courtes distances (13.a-b), on obtient les relations car-
acte´risant l’alge`bre des champs primaires pour l’alge`bre de Kac-Moody affine :
[Jan , ĝ(zℓ, zℓ)Rℓ ] = −znℓ taℓ ĝ(zℓ, zℓ)Rℓ ,
[J
a
n, ĝ(zℓ, zℓ)Rℓ ] = z
n
ℓ ĝ(zℓ, zℓ)Rℓ t
a
ℓ .
Ces relations imposent des contraintes sur le vecteur vide Ω :
Jan Ω = 0,
Ja0 ĝ(0)Rℓ Ω = −taℓ ĝ(0)Rℓ Ω,
Jan ĝ(0)Rℓ Ω = 0,
J
a
nΩ = 0,
J
a
0 ĝ(0)Rℓ Ω = ĝ(0)Rℓ t
a
ℓ Ω,
J
a
n ĝ(0)Rℓ Ω = 0,
si n > 0,
si n > 0
ou` ĝ(0)Rℓ Ω = limzℓ→0 ĝ(zℓ, zℓ)Rℓ Ω. Pour obtenir les deux premie`res relations, il faut se rap-
peler que l’insertion de courants est analytique. Il apparaˆıt que le sous-espace engendre´ par
le vecteur vide correspond a` la repre´sentation triviale, tandis que le sous-espace engendre´ par
les e´le´ments matriciels de ĝ(0)Rℓ Ω correspond a` la repre´sentation (Rℓ, Rℓ) de l’alge`bre de Lie
gC ⊕ gC engendre´e par les Ja0 et les J
a
0.
Maintenant, on utilise les de´veloppements a` courtes distances faisant intervenir le tenseur
d’e´nergie-impulsion. En modes, la proprie´te´ (20.a) sur le tenseur e´nergie-impulsion devient
Ln =
2
k+g∨
∑
m∈Z
tr : Jn−m Jm : (43)
ou` on utilise l’ordre normal (ou ordre de Wick) sur les modes de Laurent
: Jp Jq :=
{
Jp Jq, si p < 0
Jq Jp, si p > 0.
Bien entendu, on a une e´galite´ similaire pour Ln. On reconnaˆıt la forme habituelle de la
construction de Sugawara. Commenc¸ons par re´e´crire T (z) sous forme inte´grale
T (z) =
2
k+g∨
∮
|w−z|=ǫ
dw
1
w−z tr J(w)J(z).
On de´forme le contour d’inte´gration afin que l’ordre sur les champs soit compatible avec
l’ordre radial sur les ope´rateurs. Il vient
Ln =
2
k+g∨
tr
1
2πi
∮
|z|<1
dz zn+1
(
1
2πi
∮
|w|=|z|+ǫ
dw
1
w−zJ (w)J (z)
− 1
2πi
∮
|w|=|z|−ǫ
dw
1
w−z J (z)J (w)
)
.
La suite est standard, on de´veloppe 1 / (w− z) en se´rie, J (z) et J (w) en se´ries de Laurent,
on obtient alors des inte´grales connues et
Ln =
2
k+g∨
(∑
q<0
tr Jq Jn−q +
∑
q>0
tr Jn−q Jq
)
.
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Les modes satisfont e´galement des relations de commutation
[Ln, Lm] = (n−m)Ln+m + c12 (n3 − n) δn+m,0, (44.a)
[Ln, Lm] = (n−m)Ln+m + c12 (n3 − n) δn+m,0, (44.b)
[Ln, Lm] = 0. (45)
Si on repre´sente la charge centrale c par un e´le´ment abstrait C commutant avec les Ln, ces
relations de commutation de´finissent l’alge`bre de Virasoro, note´e Vir, engendre´e par les
e´le´ments Ln et C . L’espace des e´tats est donc muni d’une repre´sentation unitaire (cf. section
5.3) de Vir×Vir, de´finie sur un sous-espace dense, et de charge centrale agissant par c. Pour
de´montrer les trois e´quations, on proce`de comme pour l’alge`bre des courants, mais avec les
de´veloppements a` courtes distances (25.a-b) et (26). On trouve d’abord
[Ln,T (w)] =
c
12
(n3 − n)wn−2 + 2(n+ 1)wn T (w) + wn+1 ∂wT (w), (46.a)
[Ln,T (w)] =
c
12
(n3 − n)wn−2 + 2(n+ 1)wn T (w) + wn+1 ∂wT (w),
(46.b)
[Ln,T (w)] = 0 = [Ln,T (w)], (47)
puis les commutateurs apre`s inte´gration sur w ou w. On pourrait aussi utiliser les proprie´te´s
de l’ordre normal et la relation (43).
A` partir des de´veloppements (22.a-b), (23.a-b) et (24.a-b), on montre que
[Ln, ĝ(zℓ, zℓ)Rℓ ] = ∆ℓ (n+ 1) z
n
ℓ ĝ(zℓ, zℓ)Rℓ + z
n+1
ℓ ∂zℓ ĝ(zℓ, zℓ)Rℓ , (48.a)
[Ln, ĝ(zℓ, zℓ)Rℓ ] = ∆ℓ (n+ 1) z
n
ℓ ĝ(zℓ, zℓ)Rℓ + z
n+1
ℓ ∂zℓ ĝ(zℓ, zℓ)Rℓ , (48.b)
[Ln,J
a(w)] = (n+ 1)wn J a(w) + wn+1 ∂wJ
a(w), (49.a)
[Ln,J
a
(w)] = (n+ 1)wn J
a
(w) + wn+1 ∂wJ
a
(w), (49.b)
[Ln,J
a
(w)] = 0 = [Ln,J
a(w)]. (50)
Ces relations redisent, au niveau ope´ratoriel, que ĝ(z, z)Rℓ et J
a(z), J
a
(z) sont des champs
primaires (pour l’alge`bre de Virasoro). On retrouve aussi que les tenseurs d’e´nergie-impulsion
ne sont pas des champs primaires — a` cause du terme en c. Apre`s inte´gration sur w ou w
dans les e´quations (49.a-b), on obtient
[Ln, J
a
m] = −mJan+m,
[Ln, J
a
m] = 0,
[Ln, J
a
m] = −mJan+m,
[Ln, J
a
m] = 0.
(51)
A` partir de ces relations, on peut montrer facilement que les ge´ne´rateurs du semi-groupe {Sq}
co¨ıncident avec les modes ze´ro de l’ope´rateur d’e´nergie-impulsion.
Lorsqu’on a construit L0 et L0, on a vu queH = L0+L0 > 0. Si on utilise le fait que ces deux
ope´rateurs ne sont qu’un petit bout de l’alge`bre de Virasoro, on peut voir [58] que les deux
ope´rateurs sont positifs se´pare´ment, i.e. L0 > 0 et L0 > 0. Ainsi, seules les repre´sentations
a` e´nergie positive de l’alge`bre de Virasoro interviennent.
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Enfin, les relations (48-50) imposent des contraintes sur le vecteur vide Ω :
LnΩ = 0,
Ln ĝ(0)Rℓ Ω = 0,
L0 ĝ(0)Rℓ Ω = ∆ℓ ĝ(0)Rℓ Ω,
L−1 ĝ(0)Rℓ Ω = ∂zℓ ĝ(0)Rℓ Ω,
Ln J
a(0)Ω = 0,
Ln J
a(0)Ω = 0,
L0 J
a(0)Ω = J a(0)Ω,
L−1 J a(0)Ω = ∂wJ a(0)Ω,
LnΩ = 0,
Ln ĝ(0)Rℓ Ω = 0,
L0 ĝ(0)Rℓ)Ω = ∆ℓ ĝ(0)Rℓ Ω,
L−1 ĝ(0)Rℓ Ω = ∂zℓ ĝ(0)Rℓ Ω,
Ln J
a
(0)Ω = 0,
Ln J
a
(0)Ω = 0,
L0 J
a
(0)Ω = J
a
(0)Ω,
L−1 J
a
(0)Ω = ∂wJ
a
(0)Ω,
si n > −1,
si n > 0,
si n > 0,
si n > −1,
(52)
ou` J a(0)Ω = limw→0 J a(w)Ω et idem avec J
a
(0). En particulier, le vecteur vide est un
vecteur propre pour L0 et L0 de plus petite valeur propre 0. On admet qu’il n’existe qu’un
seul vecteur de cette nature. On a un peu plus, puisque Ω est tue´ par la sous-alge`bre sl2× sl2
de Vir × Vir, engendre´e par les L0, L±1 et les L0, L±1. Par contre, Ω ne l’est pas par toute
l’alge`bre Vir×Vir ; on dit que la syme´trie conforme est brise´e.
Les vecteurs ĝ(0)Rℓ Ω sont aussi des vecteurs propres pour L0 et L0, mais de valeurs propres
(∆ℓ,∆ℓ). Comme L0 et L0 sont des ope´rateurs positifs, on a en particulier ∆ℓ > 0. D’apre`s les
relations (52), les vecteurs ĝ(0)Rℓ Ω, J
a(0)Ω et J
a
(0)Ω sont annule´s par tous les ge´ne´rateurs
Ln et Ln avec n > 0. On dit que ce sont des vecteurs de plus haut poids pour Vir × Vir.
Ainsi, quand on fait tendre les coordonne´es des points d’insertion vers 0, les ope´rateurs issus
de champs primaires applique´s au vecteur vide donnent des vecteurs de plus haut poids.
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On vient de constater que les syme´tries de la the´orie sont code´es dans les repre´sentations de
deux alge`bres de dimension infinie : l’alge`bre de Virasoro et l’alge`bre des courants, i.e. l’alge`bre
de Kac-Moody affine. La discussion qui suit est a` mettre en paralle`le avec celle du premier
chapitre sur les repre´sentations des alge`bres de Lie de dimension finie.
7.1. Alge`bre de Virasoro
L’alge`bre de Virasoro est un proche cousin de l’alge`bre deWitt. Le groupe des diffe´omorphismes
Diff+ S
1 du cercle, pre´servant l’orientation, est un groupe de Lie [108] — au sens de Fre´chet [86]
— ayant pour alge`bre de Lie l’alge`bre des champs de vecteurs C∞ sur le cercle : Vect S1. Le
crochet de Lie pour Vect S1 est[
v1(θ)
d
dθ
, v2(θ)
d
dθ
]
=
(
v1(θ)v
′
2(θ)− v′1(θ)v2(θ)
) d
dθ
.
L’alge`bre de Witt est l’alge`bre complexifie´e VectCS1 engendre´e par les ge´ne´rateurs et rela-
tions :
ℓn = i e
inθ d
dθ
, [ℓn, ℓm] = (n−m) ℓn+m.
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Les extensions centrales de Vect S1 par R sont toutes obtenues a` partir de l’extension centrale
universelle [74] V̂ect S1 = Vect S1 ⊕ RZ munie du crochet
[
v1
d
dθ
, v2
d
dθ
]
=
(
v1 v
′
2 − v′1 v2
) d
dθ
+
1
24π
∫ 2π
0
dθ (v′1 + v
′′′
1 ) v2 Z ,
[
Z , v1
d
dθ
]
= 0.
Les autres cocycles sont R-proportionnels au cocycle pre´ce´dent — en termes plus formels,
dimH2(Vect S1,R) = 1. Pour le groupe Diff+ S
1, on a une construction similaire qui conduit
au groupe de Virasoro-Bott, extension centrale de Diff+ S
1 par le cocycle de Bott. L’extension
centrale complexifie´e est l’alge`bre de Virasoro. Ainsi, Vir est l’extension centrale universelle
de l’alge`bre de Witt par C :
0→ C→ Vir→ VectCS1 → 0
ou` la seconde fle`che envoie 1 sur C (= iZ ) et la troisie`me envoie Ln sur ℓn. On introduit la
de´composition triangulaire de l’alge`bre : T = CC ⊕ CL0 la sous-alge`bre de Cartan, N+ =
⊕n>1CLn et N− = ⊕n>1CL−n, de sorte que Vir = N−⊕T ⊕N−. Soit λ un e´le´ment de T ∗,
l’alge`bre duale a` T ; on note λ(C ) = c, λ(L0) = ∆.
On est particulie`rement inte´resse´ par les repre´sentations unitaires de plus haut poids de
l’alge`bre de Virasoro. Un module Mc,∆ pour l’alge`bre de Virasoro — comme on l’a de´ja`
remarque´, c’est juste une autre fac¸on de parler de repre´sentation — est un module de plus
haut poids λ, soit (c,∆), s’il existe un vecteur vc,∆ tel que
N+ vc,∆ = 0, U (N−) vc,∆ =Mc,∆, C vc,∆ = c vc,∆, L0 vc,∆ = ∆ vc,∆.
On dit que vc,∆ est un vecteur de plus haut poids, c est la charge centrale et ∆
est le poids conforme de la repre´sentation. En particulier, Mc,∆ est engendre´ par les
vecteurs L−nrL−nr−1 · · ·L−n1 vc,∆, avec 0 < n1 6 n2 6 · · · 6 nr. Ces vecteurs ne sont pas
ne´cessairement inde´pendants. On dit que ℓ =
∑
i ni est le niveau du vecteur L−nrL−nr−1 · · ·L−n1 vc,∆.
On voit qu’un vecteur de niveau ℓ est un vecteur propre pour L0 de valeur propre ∆ + ℓ et
pour C de valeur propre c. En particulier, le vecteur de plus haut poids est le vecteur ayant
la plus petite valeur propre pour L0. On obtient une de´composition du module Mc,∆ :
Mc,∆ =
∞⊕
ℓ=1
M(ℓ)c,∆
ou`M(ℓ)c,∆ est le sous-espace des vecteurs de niveau ℓ— les vecteurs de niveaux diffe´rents sont
clairement inde´pendants — avec dimM(ℓ)c,∆ 6 p(ℓ), le nombre de partitions de ℓ. Un module
de plus haut poids pour lequel tous les vecteurs L−nrL−nr−1 · · ·L−n1 vc,∆ sont inde´pendants
est appele´ un module de Verma Vc,∆, c.-a`-d. dimV (ℓ)c,∆ = p(ℓ). Son existence est garantie
pour tout couple (c,∆) et il est unique a` isomorphisme pre`s.
Parmi le vecteurs de niveau ℓ, on isole les vecteurs singuliers, c.-a`-d. les vecteurs tue´s par
N+. Tout vecteur vs tue´ par N+ est la somme de vecteurs singuliers. Les vecteurs singuliers
de niveau ℓ engendrent un sous-module de Vc,∆ isomorphe a` Vc,∆+ℓ. On montre que
— tout sous-module de Vc,∆ est engendre´ par ses vecteurs singuliers ;
— tout module de plus haut poids (c,∆) est isomorphe a` un quotient du module de Verma ;
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— a` isomorphisme pre`s, le quotient de Vc,∆ par son sous-module maximal propre est l’unique
module Hc,∆ irre´ductible de plus haut poids (c,∆).
Pour paraphraser, Hc,∆ est le module, de plus haut poids, le plus petit et Vc,∆ est le plus
grand.
Un module M pour l’alge`bre de Virasoro est dit unitaire s’il existe une forme (., .) hermi-
tienne positive sur M telle que
(v, Ln w) = (L−n v,w) et (v,C w) = (C v,w)
pour tout v,w ∈ M . Dans ce cas les valeurs propres de C et L0 sont re´elles. Si c et ∆ sont
re´els, il existe une unique forme hermitienne 〈., .〉, la forme de Shapovalov, sur le module de
Verma Vc,∆, telle que 〈v, Ln w〉 = 〈L−n v,w〉 pour tout v,w ∈ Vc,∆ et telle que 〈vc,∆, vc,∆〉 = 1.
Cette forme peut eˆtre de´ge´ne´re´e. On introduit Nulc,∆ le sous-espace invariant des vecteurs
orthogonaux a` tous les autres vecteurs de Vc,∆. On a alors
— si v(ℓ) et v(ℓ
′) sont des vecteurs de niveau ℓ et ℓ′ diffe´rents, on a 〈v(ℓ), v(ℓ′)〉 = 0 ;
— tout vecteur singulier de niveau positif appartient a` Nulc,∆ ;
— Nulc,∆ est le sous-module maximal propre de Vc,∆, d’ou` Hc,∆ = Vc,∆/Nulc,∆.
Il reste un proble`me important, celui de l’unitarite´ de Hc,∆. La question est donc de savoir
si la forme hermitienne induite sur Hc,∆ par la forme de Shapovalov est une forme posi-
tive. De´ja`, si n > 0, 〈L−n vc,∆, L−n vc,∆〉 = 2n∆ + c12 (n3 − n). On a donc la condition
ne´cessaire : c,∆ > 0. Regardons l’extension triviale, i.e. c = 0. Si v = L−nL−n v0,∆ et
w = L−2n v0,∆, le de´terminant de Gram donne −20n4∆2+32n3∆3. Donc la seule possibilite´
restante est ∆ = 0, c.-a`-d. la repre´sentation triviale. Ainsi, il n’existe pas de repre´sentation
unitaire non-triviale de l’alge`bre VectCS1. Pour obtenir une information plus comple`te, il
suffit d’e´tudier le signe de la forme de Shapovalov sur le sous-espace Hc,∆ des vecteurs de
niveau ℓ. Soit Dℓ(c,∆) le de´terminant de la matrice mℓ(c,∆), de taille p(ℓ)×p(ℓ) et d’e´le´ments
〈L−nrL−nr−1 · · ·L−n1 vc,∆, L−n′rL−n′r−1 · · ·L−n′1 vc,∆〉 avec
∑
ni =
∑
i n
′
i = ℓ. En clair, Hc,∆
est unitaire si, et seulement si, la matrice mℓ(c,∆) est positive pour tout ℓ. En particulier,
Dℓ(c,∆) > 0. Ce de´terminant est donne´ par la formule de Kac — formule prouve´e par
Feigin et Fuchs — :
Dℓ(c,∆) = κℓ
∏
16r,s6ℓ
r,s∈N
(
∆−∆r,s(m)
) p(ℓ−rs)
ou` m est la racine de l’e´quation
c = cm = 1− 6m(m+1) ,
∆r,s(m) =
((m+ 1) r −ms)2 − 1
4m(m+ 1)
, κℓ =
∏
16r,s6ℓ
r,s∈N
(
(2r)s s!
)n(r,s)
avec n(r, s) le nombre de partitions de ℓ dans lesquelles r apparaˆıt s fois.
Quand ∆ 7→ ∞, mℓ(c,∆) devient une matrice diagonale d’e´le´ments positifs. Il suit de la
formule de Kac que Dℓ(c,∆) est > 0 pour c > 1 et ∆ > 0. Par conse´quent, mℓ(c,∆) est
non-de´ge´ne´re´e et positive pour c > 1 et ∆ > 0 et positive pour c > 1 et ∆ > 0. Le module
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de Verma Vc,∆ est donc irre´ductible pour c > 1 et ∆ > 0 et les repre´sentations irre´ductibles
Hc,∆ sont unitaires si c > 1 et ∆ > 0. Pour c = 1, on a
Dℓ(1,∆) = κℓ
∏
16r,s6ℓ
r,s∈N
(
∆− (r−s)2
4
) p(ℓ−rs)
donc V1,∆ est irre´ductible si, et seulement si, ∆ 6= n24 pour n ∈ Z. Ainsi, Hc,∆ co¨ıncide avec
le module de Verma si, et seulement si, c > 1 ou c = 1 et ∆ 6= n24 pour n ∈ Z.
Le cas le plus inte´ressant est : 0 6 c 6 1 et ∆ > 0. Dans ce contexte, une repre´sentation
Hc,∆, irre´ductible de plus haut poids (c,∆), est unitaire si, et seulement si, le plus haut poids
appartient a` la se´rie discre`te{
c = cm,
∆ = ∆r,s(m),
m = 2, 3, · · · ,
1 6 r 6 m− 1, 1 6 s 6 r.
La partie directe est un travail de Friedan, Qiu et Shenker [53, 54]. La re´ciproque est donne´e
par Goddard, Kent et Olive dans [78, 79], ou` les auteurs construisent explicitement les
repre´sentations irre´ductibles unitaires de plus haut poids, par construction quotient. La
construction quotient peut eˆtre reproduite par inte´gration fonctionnelle en jaugeant le mode`le
de WZNW par un sous-groupe de G [68] (cf. chapitre 1).
Toute repre´sentation unitaire de plus haut poids de Vir s’inte`gre en une repre´sentation
unitaire projective de Diff+S
1 dans la comple´tion de l’espace Hc,∆ [81].
7.2. Alge`bre de Kac-Moody affine
Soit G un groupe de Lie ve´rifiant les meˆmes hypothe`ses que dans la section 2 du chapitre 1.
L’alge`bre de Lie du groupe des lacets LG— LG est un groupe de Lie de dimension infinie [125]
— est L∞g = C∞(S1, g) (∗). On a e´galement les versions complexifie´es : LGC et L∞gC. Soit
L̂∞g = L∞g⊕ RZ l’extension centrale de L∞g par R par le cocycle
ω(η, ξ) =
1
2π
∫ 2π
0
dθ tr η′(θ) ξ(θ),
pour η et ξ dans L∞g. Si (ta) est une base orthogonale de l’alge`bre de Lie complexifie´e, on
note Jan = t
azn. Les Jan engendrent l’alge`bre de Kac-Moody affine
L̂gC =
( ⊕
a ;n∈Z
CJan
)
⊕ CK ⊂ L̂∞gC,
avec K = iZ . C’est une extension centrale de l’alge`bre LgC des lacets polynomiaux a` valeurs
dans gC par C :
0→ C→ L̂gC → LgC → 0
ou` la seconde fle`che envoie 1 sur K et la troisie`me envoie les Jan sur les j
a
n = t
azn qui satisfont
les relations [jan, j
b
m] = if
abcjcn+m.
∗Habituellement, on note plutoˆt Lg ce que l’on appelle L∞g et Lpolg l’alge`bre des lacets polynomiaux a`
valeurs dans g, note´e ici Lg.
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On e´tudie plutoˆt l’alge`bre L˜gC, obtenue a` partir de l’alge`bre de Kac-Moody affine en
ajoutant un ge´ne´rateur D tel que [D , Jan ] = nJ
a
n et [D ,K ] = 0. On peut alors de´velopper
des techniques reproduisant les objects connus pour les alge`bres de Lie simples [93]. On peut
ainsi construire des hyperplans affines, des chambres, etc... On restera ne´anmoins plus terre
a` terre. L’alge`bre t˜ = RD ⊕ t ⊕ RK sera la sous-alge`bre de Cartan de L˜gC. On munit t˜
du produit scalaire lorentzien :
〈aD +X + bK , a′D + Y + b′K 〉 = trXY + ab′ + a′b.
L’espace dual t˜∗ est e´gal a` RD∗⊕t∗⊕RK ∗, avec D∗(aD+Z+bK ) = a, K ∗(aD+X+bK ) = b
et µ(aD +X + bK ) = µ(X), pour µ ∈ t∗ et X ∈ t. Les racines affines α˜ de L˜gC sont, par
de´finition, les e´le´ments de t˜∗ de la forme nD∗+ α, avec n ∈ Z, α ∈ ∆∪ {0} et (n, α) 6= (0, 0).
On note eα˜ = eαz
n, si n 6= 0, et J jn = hjzn, si α = 0. Les eα˜ jouent le roˆle des eα pour L˜gC. On
dit qu’une racine affine est positive si n = 0 et α > 0, ou n > 0 et α ∈ ∆ ∪ {0}. Les racines
affines simples sont les α˜i = αi, i = 1, · · · r, et α˜0 = D∗−φ, ou` φ est la racine la plus grande.
La coracine d’une racine affine α˜ = nD∗ + α est α˜∨ = α∨ + n2 tr(α
∨)2 K . Les re´flexions rα˜,
donne´es par t˜∗ ∋ µ˜ 7→ µ˜− µ˜(α˜∨) α˜ ∈ t˜∗, engendrent le groupe de Weyl affine W˜ . Le groupe
W˜ est le produit semi-direct de W et du re´seau des coracines Q∨. Un e´le´ment w de W (q∨ de
Q∨) envoie µ˜ = eD∗+µ+ kK ∗ sur eD∗+w(µ)+ kK ∗ (resp. (e−µ(q∨)− k2 tr(q∨)2 D∗+µ+
k tr (q∨·)+kK ∗). Lamatrice de Cartan affine A˜ est la matrice (r+1)×(r+1) d’e´le´ments
a˜ij = 2 〈α˜i, α˜j〉/〈α˜j , α˜j〉. La matrice A˜ est de´ge´ne´re´e de rang r. Pour rappel, la matrice de
Cartan A n’est pas de´ge´ne´re´e. En fait, les alge`bres de Kac-Moody affines s’incorporent dans
un formalisme beaucoup plus ge´ne´ral. Il s’agit de comprendre quelles sont les alge`bres de Lie
que l’on peut obtenir en gardant la proprie´te´ (3) des matrices de Cartan, mais en changeant
la condition (4). Ce faisant on obtient une matrice de Cartan ge´ne´ralise´e ; les alge`bres qui s’en
de´duisent sont appele´es des alge`bres de Kac-Moody. Les alge`bres de Kac-Moody affines sont
les alge`bres de Kac-Moody ayant une matrice de Cartan ge´ne´ralise´e pour laquelle detA = 0
et tous les mineurs principaux propres sont strictement positifs — bien entendu, on appelle
matrice de Cartan affine une telle matrice. Les alge`bres de Kac-Moody affines obtenues par
extension centrale de LgC sont les alge`bres de Kac-Moody affines non-tordues — 〈〈untwisted 〉〉
en anglais. La matrice A˜ caracte´rise comple`tement l’alge`bre de Kac-Moody affine. Comme
pour les alge`bres de Lies simples, on connaˆıt une classification des alge`bres de Kac-Moody
affines. Il y a ainsi 7 se´ries infinies et 9 alge`bres exceptionnelles. Les alge`bres non-tordues sont
note´es ge´ne´riquement X
(1)
r : quatre se´ries infinies, A
(1)
r (r > 2), B
(1)
r (r > 3), C
(1)
r (r > 2),
D
(1)
r (r > 4) et 6 cas exceptionnels, A
(1)
1 , E
(1)
6 , E
(1)
7 , E
(1)
8 , F
(1)
4 et G
(1)
2 .
Un e´le´ment λ˜ = eD∗+λ+kK ∗ est un poids affine si λ˜(α˜∨) ∈ Z, i.e. λ est un poids de gC
et k ∈ Z. Les poids affines fondamentaux sont λ˜0 = K ∗ et λ˜i = λi + k∨i K ∗, i = 1, · · · r.
Rappelons que les k∨i sont les labels duaux de Kac. En particulier, λ˜i(α˜
∨
j ) = δij . Un poids
affine est dit dominant si λ˜(α˜) > 0, pour toute racine affine positive (α 6= 0). Un poids affine
est dominant si, et seulement si, k ∈ N et λ est un poids dominant de gC avec en plus la
condition d’inte´grabilite´ :
λ(φ∨) 6 k.
A` k fixe´, il n’y a qu’un nombre fini de poids dominants satisfaisant cette condition, qui
d’ailleurs ne fait pas intervenir la composante D∗.
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Un module M pour l’alge`bre L˜gC est un module de plus haut poids λ˜ s’il existe un
vecteur v
λ˜
tel que
eα˜vλ˜ = 0, ∀α˜ > 0, X˜vλ˜ = λ˜(X˜) vλ˜, ∀X˜ ∈ t˜ et M = U (L˜gC)vλ˜.
On dit que v
λ˜
est un vecteur de plus haut poids, λ˜ = eD∗+λ+kK ∗ est le plus haut poids
affine, −e est l’e´nergie, λ est le plus haut poids, k est le niveau de la repre´sentation. Un
module est dit unitaire s’il existe une forme hermitienne positive sur M pour laquelle
(Jan)
† = Ja−n, K
† = K , D† = D .
Les meˆmes de´finitions s’appliquent a` l’alge`bre de Kac-Moody affine L̂gC, en oubliant tout ce
qui concerne D . Si on a un module de plus haut poids pour l’alge`bre de Kac-Moody affine,
on peut de´finir une action de l’alge`bre de Virasoro graˆce a` la construction de Sugawara (43).
Cette action est une re´miniscence de l’action de Diff+S
1 sur le groupe des lacets LG. Si le
module pour L̂gC est unitaire, celui de l’alge`bre de Virasoro est aussi unitaire, de charge
centrale ck = k dimG/(k + g
∨) et [Ln, Jam] = −mJan+m. On peut donc e´tendre le module de
plus haut poids pour L̂gC en un module de plus haut poids pour L˜gC, en prenant pour D :
−L0 + ck24 . Comme L0vλ˜ = Cλk+g∨ vλ˜ — Cλ est le Casimir quadratique — le vecteur de plus
haut poids affine pour le nouveau module est
λ˜′ =
(− Cλ
k+g∨
+
ck
24
)
D∗ + λ˜.
Encore une fois, parmi toutes les repre´sentations de meˆme plus haut poids de L˜gC ou
L̂gC, on a la plus grande, le module de Verma, et la plus petite, l’irre´ductible. La forme de
Shapovalov est la forme hermitienne sur le module de Verma telle que (Jan)
† = Ja−n, K † = K ,
D† = D et 〈v
λ˜
, v
λ˜
〉 = 1. Le sous-espace Nul est le plus grand sous-espace propre invariant ; la
forme de Shapovalov descend alors en une forme hermitienne non-de´ge´ne´re´e sur le quotient
irre´ductible du module de Verma, celle-ci e´tant positive si, et seulement si, le plus haut poids
est un poids affine dominant.
Les classes d’e´quivalence de repre´sentations irre´ductibles, unitaires, de plus haut poids de
L˜gC, ou L̂gC sont donc en correspondance bijective avec l’ensemble des poids affines dominants
et donc e´nume´re´es par leur niveau k ∈ N et leur poids inte´grable λ, i.e. λ(φ∨) 6 k [56]. Les
repre´sentations de plus haut poids ne diffe´rant que par leur composante D∗ sont relie´es par
une translation de D ; on peut donc toujours supposer que D est donne´ par la construction
de Sugawara. Les repre´sentations unitaires de plus haut poids de L̂gC s’inte`grent en des
repre´sentations unitaires projectives de LG dans la comple´tion de M [80].
Les caracte`res affines d’une repre´sentation de L˜gC sont
χ(u˜) = tr eiu˜
pour u˜ ∈ t˜. L’espace de repre´sentation e´tant de dimension infinie, il faut faire un peu attention.
Pour une repre´sentation irre´ductible de plus haut poids, il suffit de conside´rer les espaces
propres deD . Les contributions des diffe´rentes valeurs propres deD mises ensemble convergent
a` condition que u˜ = −2πτD+u+bK , avec τ = τ1+iτ2 et τ2 positive. Pour les repre´sentations
unitaires de plus haut poids, eiu˜ devient un ope´rateur trac¸able dans la comple´tion de l’espace
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de repre´sentation, de sorte qu’on peut prendre la tr au sens ope´ratoriel. Les caracte`res dans
une repre´sentation irre´ductible unitaire de plus haut poids λ˜ sont donne´s par la formule des
caracte`res de Weyl-Kac :
χ
λ˜
(u˜) = Π(u˜)−1
∑
w˜∈W˜
(−1)ℓ(w˜)eiw˜ (λ˜+ρ˜)(u˜)
ou` u˜ ∈ t˜, ρ˜ = ρ+g∨K ∗, ℓ(w˜) est le nombre de racines positives transforme´es par w˜ en racines
ne´gatives et Π(u˜) est le de´nominateur de Weyl-Kac
Π(u˜) =
∑
w˜∈W˜
(−1)ℓ(w˜)eiw˜ ρ˜(u˜) = eiρ˜(u˜)
∏
α˜>0
(1− e−iα˜(u˜)).
Si λ˜ = (− Cλk+g∨ + ck24 )D∗ + λ+ kK ∗, on utilise aussi les fonctions suivantes :
χ
λ˜
(u˜) = eibkχkλ(u, τ), Π(u˜) = q
−d/24 eibg
∨
Π(
u
2π
, τ)
ou` d = dim g et q = e2πiτ . En utilisant la premie`re forme du de´nominateur et W˜ =W ⋉Q∨,
on trouve l’identite´ de Macdonald :
Π(u, τ) =
∑
p∨∈Q∨
q|ρ
∨+g∨p∨|2/(2g∨) ∑
w∈W
(−1)ℓ(w)e2πiw(ρ+g∨tr (p∨ .))u.
La somme sur w fait apparaˆıtre le caracte`re χg∨tr (p∨ .)(2πu) de l’alge`bre de Lie finie g. Le
facteur q−d/24 apparaˆıt via la formule e´trange de Freudenthal-de Vries : tr(ρ2)/(tr(φ2) g∨) =
d/24. On voit alors que le de´nominateur de Weyl-Kac satisfait une e´quation du type de la
chaleur, c.-a`-d.
4πi g∨ Π−1∂τΠ = Π−1∆uΠ
ou` ∆u est le Laplacien
∑r
j=1 ∂
2
uj , si u = u
jhj. En utilisant la deuxie`me forme du de´nominateur,
on trouve
Π(u, τ) = qd/24
∏
α∈∆+
(eπiuα − e−πiuα)
∞∏
ℓ=1
[
(1− qℓ)r
∏
α∈∆
(1− qℓe2πiuα)
]
ou` r = dim t, uα = α(u).
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La de´composition suivante de l’espace des e´tats est compatible avec l’e´tude mene´e dans la
section 6
H =
⊕
λ(φ∨)6k
Hkλ ⊗Hkλ
ou` Hkλ est la comple´tion de l’espace de repre´sentation V
k
λ de la repre´sentation irre´ductible de
plus haut poids de L̂gC de niveau k et de plus haut poids λ. On note vkλ le vecteur de plus
haut poids. L’espace Hk
λ
correspond a` la repre´sentation complexe conjugue´e. Le vecteur vide
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est donc proportionnel au vecteur vk0 ⊗ vk0 et les e´le´ments matriciels de ĝ(0)Rℓ Ω engendrent le
sous-espace obtenu en appliquant les polynoˆmes en Ja0 et J
a
0 a` v
k
λ ⊗ vkλ, ou` λ est le plus haut
poids de la repre´sentation Rℓ.
Toutes les repre´sentations de G ne rentrent pas dans la de´composition de l’espace des e´tats.
On appelle souvent une repre´sentation de plus haut poids λ telle que que λ(φ∨) 6 k une
repre´sentation inte´grable. Il semble ainsi que seules les repre´sentations inte´grables puissent
intervenir dans le calcul des fonctions de Green (cf. chapitre 3).
Chapitre 3
E´tats de Chern-Simons
Notre principal objectif est la re´solution du mode`le de WZNW quantique ; c’est a` ce moment
qu’un lien avec la the´orie de Chern-Simons (CS) apparaˆıt. Il se trouve que les solutions des
identite´s de Ward chirales pour WZNW sont les e´tats quantiques de la the´orie de CS. Ces
derniers s’interpre`tent naturellement comme les sections holomorphes d’un fibre´ vectoriel
complexe, au-dessus de l’espace des modules N = A 01/G C, muni d’un produit scalaire a` la
Bargmann. La connaissance des e´tats de CS et du produit scalaire permet alors d’exprimer
les fonctions de Green du mode`le de WZNW comme combinaisons sesquiline´aires de facteurs
holomorphes, ce que nous appelons factorisation holomorphe.
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Le langage ge´ome´trique naturel des the´ories de jauge utilise les notions de connexion et
de fibre´s vectoriels. Au final, on travaille dans la cate´gorie holomorphe. On souhaite alors
re´interpre´ter l’espace quotient N des connexions modulo les transformations de jauge comme
l’espace des modules des fibre´s vectoriels holomorphes. Une telle reformulation ouvre la porte
vers la puissante machinerie de la ge´ome´trie. On de´marre par des rappels de ge´ome´trie
diffe´rentielle. La litte´rature sur le sujet est particulie`rement riche ; ma petite se´lection per-
sonnelle se composerait de [102, 117, 144]. Du point de vue de la ge´ome´trie diffe´rentielle,
l’article de re´fe´rence sur les espaces des modules est celui d’Atiyah-Bott [9]. Les livres [34] et
surtout [101] sont des expose´s remarquables sur le sujet. Les espaces des modules ont aussi
attire´ l’attention des ge´ome`tres alge´bristes, surtout Mumford et l’e´cole indienne du Tata In-
stitute. On pourra consulter a` ce propos les re´fe´rences [105, 136]. Bien entendu, on peut se
reporter aux articles originaux et surtout a` ceux e´crits dans les anne´es soixantes, qui utilisent
un langage plus accessible au commun des mortels.
1.1. Ge´ome´trie diffe´rentielle
Soit E → X un fibre´ vectoriel complexe C∞ de rang r au-dessus d’une varie´te´ diffe´rentielle
re´elle X. On note Γ(E) l’ensemble des sections C∞ de E au-dessus deX, E p(E) = Γ(ΛpT ∗X⊗
E) l’espace des p-formes sur X a` valeurs dans E et C∞(X) (resp. E p(X), ...) l’ensemble des
fonction C∞ (resp. p-formes, ...) sur X. Le groupe de jauge G de E est le groupe des
automorphismes de E. Localement, une transformation de jauge est une application C∞ de
X dans GLrC. Pour un G-fibre´ principal, une transformation de jauge est localement une
application C∞ de X dans G.
Une connexion ∇ sur E → X est un ope´rateur C-line´aire ∇ : Γ(E) → E 1(E) tel que
∇(fξ) = (df) ξ + f ∇ξ, pour tout f ∈ C∞(X) et tout ξ ∈ Γ(E). Toute connexion s’e´tend en
67
68 E´tats de Chern-Simons
une diffe´rentielle exte´rieure, toujours note´e ∇, agissant sur les formes de degre´ quelconque
sur X a` valeurs dans E : ∇ : E ∗(E) → E ∗(E) est l’unique ope´rateur co¨ıncidant avec ∇ sur
Γ(E) et ve´rifiant l’identite´ de Leibniz
∇(ω ∧ ξ) = dω ∧ ξ + (−1)deg ωω ∧ ∇ξ,
si ω ∈ E ∗(X) et ξ ∈ E ∗(E). E´tant donne´ un ouvert U de X, il existe une 1-forme A, appele´e
forme de connexion, sur U a` valeurs dans i gl(r,C) telle que ∇ξ = (d + A∧)ξ. En effet,
soit un repe`re de E au-dessus de U , c.-a`-d. une base (e1, · · · , er) tel que tout e´le´ment ξ de
E p(U,E) se de´compose en ξ = ξµ eµ ou` ξ
µ ∈ E p(U). Soit A la matrice r× r de 1-formes telle
que ∇eµ = Aµν eµ. Pour ξ ∈ E p(U,E), un petit calcul matriciel donne ∇ξ = dξ+A∧ ξ. Soient
U et V deux ouverts de X. Dans un changement de coordonne´es local g : U ∩ V → GLrC,
i.e. e′µ = eν gνµ sur U ∩ V , la forme A se transforme comme A 7→ g−1Ag + g−1dg. C’est une
de´finition alternative de la notion de connexion qui se transpose bien aux fibre´s principaux.
Pour un G-fibre´ principal P , une connexion est une famille de 1-formes A surX a` valeurs dans
ig telle que A 7→ g−1Ag+ g−1dg dans un changement de coordonne´es locales g : U ∩ V → G.
La courbure de la connexion ∇ est l’ope´rateur ∇2 : E 0(E)→ E 2(E). La courbure mesure
donc l’exactitude de la suite de de Rham E 0(E) → E 1(E) → E 2(E) → · · · . La courbure est
C∞(X)-line´aire, donc on peut voir ∇2 comme un e´le´ment de E 2(EndE), soit une 2-forme
a` valeurs dans EndE. Localement, ∇2ξ = F ∧ ξ ou` F = dA + A ∧ A est la forme de
courbure associe´e a` la connexion ∇. Pour un G-fibre´ principal P , il est pre´fe´rable d’e´crire
F = dA+ 12 [A,A].
Une structure plate sur E est la donne´e d’un recouvrement ouvert U de X pour lequel
toutes les fonctions de transition sont constantes. Les trois conditions suivantes sont e´quivalentes :
(1) E est muni d’une structure plate ; (2) E admet une connexion plate, c.-a`-d. F = 0 ; (3) E
est de´fini par une repre´sentation ρ du groupe fondamental π1 de X dans GLrC (donne´e par
l’holonomie de la connexion plate). Cette dernie`re condition dit que E est le fibre´ Eρ = X˜×ρCr
associe´ au π1-fibre´ principal X˜ → X par la repre´sentation ρ : Eρ est le quotient de X˜ × Cr
par la relation d’e´quivalence (x, v) ≃ (px, ρ(p)v), si p ∈ π1 — une section de Eρ est une
fonction s C∞ telle que s(px) = ρ(p)s(x). On dit alors que E est un fibre´ plat. Le re´sultat
est e´galement vrai pour un G-fibre´ principal P en remplac¸ant l’assertion (3) par : P est de´fini
par une repre´sentation ρ : π1 → G, i.e. Pρ = X˜ ×ρ G.
Soit P le GLrC-fibre´ principal associe´ au fibre´ vectoriel E. Soit P̂ = P /C
∗Ir, ou` Ir est la
matrice identite´ ; P̂ est un PGLrC-fibre´ principal, ou` PGLrC = GLrC /C
∗Ir. Une structure
projectivement plate sur E est la donne´e d’une structure plate sur P̂ . Une connexion est
projectivement plate sur E si la connexion induite sur P̂ est plate. Il y a e´quivalence entre :
(1) E est muni d’une structure projectivement plate ; (2) E admet une connexion projec-
tivement plate. On dit alors que E est un fibre´ projectivement plat. Une connexion est
projectivement plate si, et seulement si, il existe une forme λ ∈ E 2(X) telle que F = λI, ou`
I est l’identite´ de EndE.
Si F est la forme de courbure d’une connexion∇ sur un fibre´ vectoriel complexe E au-dessus
d’une varie´te´ complexe X, on pose
c(E,∇) ≡ det
(
Ir +
i
2π
F
)
= 1 + c1(E,∇) + · · ·+ cr(E,∇)
ou` ck(E,∇) ≡ fk(F ), fk e´tant le polynoˆme sur gl(r,C) de degre´ k, GLrC-invariant et tel que
det (t Ir +
i
2π X) = t
r + tr−1 f1(X) + · · · + t0 fr(X). Chaque ck(E,∇) est inde´pendante du
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choix du repe`re ou` on a repre´sente´ ∇2 ; c’est meˆme une 2k-forme ferme´e. La k-ie`me classe
de Chern ck(E) est la classe de de Rham de ck(E,∇) dans H2kdR(X,C) et la forme de Chern
est la classe de de Rham de c(E,∇) dans H∗dR(X,C). En fait, ck(E) est une classe de de
Rham re´elle et meˆme entie`re qui ne de´pend pas de la connexion ∇. Seule la premie`re classe
de Chern c1(E) =
[
i
2π trF
]
nous inte´resse vraiment. Entre autres proprie´te´s, on a : c1(E) ne
de´pend que des classes d’isomorphismes de E, la premie`re classe de Chern d’un fibre´ trivial
est nulle, c1(E
∗) = −c1(E) et c1(ΛrE) = c1(E). Si X est de dimension 2 et compact, le degre´
de E est
degE ≡
∫
X
c1(E).
Comme c1(E) est une classe entie`re, oublier la diffe´rence (conceptuelle) entre degE et c1(E)
est pleinement justifie´. Notons que si E est un fibre´ de de´terminant detE ≡ ΛrE trivial alors
degE = 0.
Supposons que X est une varie´te´ complexe. On note E p,q(E) l’espace des (p, q)-formes
a` valeurs dans E. Soit E un fibre´ vectoriel holomorphe au-dessus de X c.-a`-d. un fibre´
topologiquement e´quivalent a` un fibre´ vectoriel complexe E tel que la projection π : E → X
est holomorphe ou encore pouvant eˆtre de´fini par des fonctions de transitions holomorphes.
Une diffe´rence avec les fibre´s vectoriels 〈〈ordinaires 〉〉 est l’existence d’un ope´rateur privile´gie´
∂ : E p,q(E) → E p,q+1(E) qui dans un repe`re holomorphe (local) n’est autre que l’ope´rateur
de Cauchy-Riemann ∂. Une structure holomorphe sur un fibre´ vectoriel complexe sera
dore´navant la donne´e d’un ope´rateur ∂. Deux structures holomorphes ∂ et ∂ ′ sont dites
e´quivalentes s’il existe une transformation de jauge h telle que h−1∂h = ∂ ′. Il est facile de
voir que cette de´finition e´quivaut a` dire que les fibre´s vectoriels holomorphes sous-jacents a`
∂ et ∂ ′ sont isomorphes.
La parente´ e´vidente entre un ope´rateur ∂ et une connexion n’est pas innocente. Si X
est une varie´te´ complexe, une connexion ∇ sur un fibre´ vectoriel complexe E se de´compose
naturellement en∇ = ∇10+∇01 ou`∇10 : E p,q(E)→ E p+1,q(E) et ∇01 : E p,q(E)→ E p,q+1(E).
De meˆme, on a d = ∂ + ∂. La courbure ∇2 se scinde en trois parties :
∇10 ◦ ∇10 ∈ E 2,0(EndE), ∇10 ◦ ∇01 +∇01 ◦ ∇10 ∈ E 1,1(EndE)
et ∇01 ◦ ∇01 ∈ E 0,2(EndE).
Suivant le meˆme sche´ma, A = A10 + A01 et F = F 20 + F 11 + F 02. On de´sire un crite`re per-
mettant de de´terminer les connexions provenant d’une structure holomorphe sur E, i.e. pour
lesquelles ∇01 = ∂ ; on dit qu’une telle connexion est inte´grable. Par une variante du
the´ore`me de Newlander-Nirenberg, on montre que
Proposition [9, 10]. — Une connexion ∇ sur un fibre´ vectoriel complexe au-dessus de X
est inte´grable si, et seulement si, ∇01 ◦ ∇01 = 0.
Comme conse´quence imme´diate, dans un repe`re holomorphe : A01 = 0 et F 02 = 0. Si X
est une surface de Riemann Σ, la condition d’inte´grabilite´ est toujours ve´rifie´e, ainsi toute
connexion est inte´grable. La proposition pre´ce´dente permet de re´interpre´ter l’espace quotient
A 01/G C des champs de jauge chiraux modulo les transformations de jauge en termes plus
ge´ome´triques.
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1.2. Espace des modules
Soit E un fibre´ vectoriel complexe C∞ au-dessus d’une surface de Riemann Σ, de rang
r et de degre´ d. Une structure complexe sur E est la donne´e d’un ope´rateur ∂. Le groupe
des transformations de jauge (des automorphismes de E) G C agit sur l’espace des structures
complexes sur E. L’espace quotient N est l’ensemble des classes d’isomorphisme de fibre´s
vectoriels holomorphes au-dessus de Σ de rang r et de degre´ d. En effet, deux fibre´s vectoriels
holomorphes de rang r et de degre´ d sur X sont topologiquement e´quivalents et ils sont
isomorphes si, et seulement si, leurs structures complexes respectives sont relie´es par une
transformation de jauge. L’espace quotient est commune´ment appele´ l’espace des modules
de fibre´s vectoriels holomorphes de rang r et de degre´ d. He´las, pour obtenir un
espace des modules sympathique on ne doit conside´rer que les fibre´s stables. Un fibre´ vectoriel
holomorphe E au-dessus de Σ est dit stable (resp. semi-stable) si, pour tout sous-fibre´
holomorphe propre F de E, on a µ(F ) < µ(E) (resp. µ(F ) 6 µ(E)), ou` la pente µ(E) de E
est la quantite´ degE / rgE. Si degE et rgE sont premiers entre eux, il n’y a pas de diffe´rence
entre stabilite´ et semi-stabilite´.
Sans la condition de stabilite´, l’espace quotient N n’est meˆme pas Hausdorff. Mumford [111]
a pu montrer qu’il existe une varie´te´ lisse Ns de dimension dimNs = r
2(g − 1) + 1, si Ns
n’est pas vide et g > 2, parame´trisant l’ensemble des classes d’isomorphisme de fibre´s stables
de rang r et de degre´ d. Cette varie´te´ admet une compactification naturelle [135] note´e Nss,
isomorphe au quotient de l’ensemble des classes d’isomorphismes de fibre´s semi-stables par
la relation d’e´quivalence de Seshadri. Si E est un fibre´ vectoriel holomorphe semi-stable de
pente µ, E admet une filtration de Jordan-Ho¨lder [135]
{0} = E0 ⊂ E1 ⊂ · · · ⊂ Ep−1 ⊂ Ep = E
telle que gri ≡ Ei/Ei−1, i = 1, · · · , p, soit stable et µ(gri) = µ. Bien entendu, p = 1 si E
est stable. La graduation associe´e a` E, c.-a`-d. le fibre´ GrE ≡⊕pi=1 gri, ne de´pend que de la
classe d’isomorphisme de E. On dit que deux fibre´s semi-stables E et E′ sont S-e´quivalents
(ou Seshadri e´quivalents) si GrE ∼= GrE′. En particulier, si E et E′ sont stables, ils sont
S-e´quivalents si, et seulement si, ils sont isomorphes. Si r et d sont premiers entre eux, Ns est
de´ja` compacte. L’espace Ns est un ouvert de Nss. Les points correspondant a` des fibre´s stables
sont des points non-singuliers de Nss. L’espace tangent a` Ns est isomorphe a` H
1(EndE).
En genre ze´ro, l’espace Ns est vide de`s que r > 1 et Nss est un point si r divise d, vide
sinon [84] (cf. section 5 pour plus de de´tails). En genre un, si h est le plus grand diviseur
commun de r et d, Nss est isomorphe au produit syme´trique S
hΣ [8]. De plus, si h = 1,
Ns = Nss = Σ et, si h > 1, Ns = ∅.
On suppose maintenant que g, r > 2. L’espace des modules Ns n’est pas vide et, excepte´
dans les cas r = 2 = g et d pair, l’ensemble des points singuliers de Nss est l’ensemble des
points semi-stables non-stables Nss \ Ns [115]. A` ma connaissance, on n’a une description
explicite de Nss que dans tre`s peu de cas. En fait, les re´sultats concernent plutoˆt l’espace
des modules des fibre´s vectoriels holomorphes de rang r et de de´terminant fixe´ D (de degre´
d). Les notations standards sont U (r, d) — notre Nss plus haut — et S U (r,D). L’espace
S U (r,D) est la fibre de l’application det : U (r, d) → Jd, ou` Jd est la Jacobienne de
Σ parame´trisant les fibre´s holomorphes en droites de degre´ d, et det est l’application qui
associe a` la classe d’isomorphisme de E celle de detE. Si d = 0 — de´terminant topologique-
ment trivial — U (r) est essentiellement le produit S U (r) × J0, donc l’e´tude de U (r) se
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rame`ne comple`tement a` celle de S U (r). Pour simplifier, on note indiffe´remment tous les
types d’espaces des modules. On connaˆıt Nss pour les configurations suivantes : r = 2 = g et
de´terminant trivial [115], surfaces hyperelliptiques, r = 2 [30] et surfaces non-hyperelliptiques
de genre 3, r = 2, de´terminant trivial [116]. De´taillons un petit peu le cas r = 2 = g et
de´terminant trivial puisque c’est celui qui nous inte´ressera le plus : Nss \Ns est isomorphe
a` une surface de Kummer — ce qui est e´galement vrai si g > 3 — et Nss est une varie´te´
lisse isomorphe a` l’espace projectif des fonctions theˆta de degre´ 2 [115], soit l’espace projectif
tridimensionnel P3.
Passons maintenant au cadre plus ge´ne´ral des fibre´s principaux [103, 127]. On suppose que
G est groupe compact simple, connexe et simplement connexe. Soit P un G-fibre´ principal
au-dessus d’une surface de Riemann Σ. Sans perdre la ge´ne´ralite´, on peut prendre P = Σ×G.
L’espace de connexions sur P peut eˆtre alors identifie´ avec l’espace A des 1-formes sur Σ a`
valeurs dans ig. On a de´ja` de´fini l’action du groupe de jauge sur A : gA ≡ gAg−1+gdg−1. Le
groupe de jauge est un groupe de Lie de dimension infinie. La structure complexe sur Σ induit
une structure complexe sur A . E´tant donne´e une structure complexe J sur Σ, on de´compose
un champ A (complexifie´) en A = A10 +A01, avec (cf. p. 21)
A10 = A
1+iJ
2
, A01 = A
1−iJ
2
.
La condition d’unitarite´ : A10 = −(A01)† permet de retrouver le champ original A. On peut
donc identifier A et l’espace complexe A 01 des (0, 1)-formes a` valeurs dans gC. On pro-
longe l’action de G sur A en une action du groupe de jauge complexifie´, note´ G C — c’est
l’ensemble des applications C∞ de Σ dans GC. On de´finit : gA01 = gA01g−1 + g∂g−1 (et
gA10 = (g†)−1A10g†+(g†)−1∂g†). On retrouve l’action du groupe compact en prenant g g† = 1.
Comme pour les fibre´s vectoriels, toute connexion sur P de´termine une structure holomor-
phe sur le GC-fibre´ P C, la complexification de P . Re´ciproquement, tout GC-fibre´ holomorphe,
muni d’une re´duction du groupe de structure a` G, de´termine une G-connexion canonique. De
plus, deux structures holomorphes sur P C produisent des fibre´s isomorphes si les connexions
sous-jacentes sont dans la meˆme orbite de G C. Ainsi, A 01/G C est l’ensemble des classes
d’e´quivalence de GC-fibre´s holomorphes. En effet, suivant [9], tout champ de jauge A01 s’e´crit
localement g−1α ∂gα, ou` gα : Uα → GC. La quantite´ gαβ = gαg−1β donne un cocycle d’un GC-
fibre´ holomorphe dont la classe modulo (gαβ) 7→ (hαgαβh−1β ) de´termine, a` isomorphisme pre`s,
le fibre´. D’ailleurs, deux A01 donnent des cocycles e´quivalents si, et seulement si, ils sont dans
la meˆme orbite de G C.
Comme pre´ce´demment, on peut de´finir des notions de stabilite´ et de semi-stabilite´. On
construit alors une varie´te´ lisse Ns parame´trisant les G
C-fibre´s stables. Cette dernie`re admet
une compactification naturelle : l’espace des modules des classes d’e´quivalence de Seshadri de
GC-fibre´s holomorphes. La dimension (complexe) de Ns est :
dimNs =

0, si g = 0
rgG, si g = 1
dimG (g − 1), si g > 1
. (1)
Si G = SUrC c.-a`-d. G
C = SLrC, on obtient l’espace des modules S U (r) des fibre´s de rang
r de de´terminant trivial. Le cas r = 2 a e´te´ e´tudie´ par Narasimhan et Ramanan [115]. On
utilisera ce travail au chapitre 5.
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Un re´sultat important du a` Narasimhan et Seshadri dit qu’un fibre´ vectoriel de degre´
0 est stable si, et seulement si, il est de´fini par une repre´sentation irre´ductible unitaire
du groupe fondamental π1 de Σ, i.e. par un ρ : π1 → Ur. En particulier, un fibre´ sta-
ble de degre´ ze´ro est ne´cessairement plat. Plus tard, la de´monstration de ce the´ore`me fut
conside´rablement simplifie´e par Donaldson [33]. La ge´ne´ralisation aux fibre´s principaux est
due a` Ramanathan [127] : un GC-fibre´ P est stable si, et seulement si, il provient d’une
repre´sentation irre´ductible unitaire de π1, c.-a`-d. d’une repre´sentation irre´ductible ρ : π1 →
GC avec Im ρ ⊂ G — en particulier P est plat.
Pour terminer, on donne quelques de´tails de la ge´ographie de l’espace des modules [9]. Tout
fibre´ vectoriel holomorphe posse`de une filtration de Harder-Narasimham [87]
{0} = E0 ⊂ E1 ⊂ · · · ⊂ Es−1 ⊂ Es = E
telle que Di ≡ Ei /Ei−1, i = 1, · · · , s, soit semi-stable et µ1 > µ2 > · · · > µs, ou` µi = µ(Di).
Cette filtration est canonique, i.e. unique. Si E est semi-stable, s = 1. Notons ri (resp. di)
le rang (resp. le degre´) de Di ;
∑
ri = r et
∑
di = d. La se´quence λ de paires (ri, di),
i = 1, · · · , s, de´finit le type de stabilite´ de E.
On de´compose alors A 01 en sous-varie´te´s A 01λ , chacune constitue´e de tous les fibre´s de
type λ. Comme la filtration de Harder-Narasimhan est canonique, les A 01λ sont pre´serve´es
par l’action de G C et par la`-meˆme se de´composent en une union d’orbites. Si T de´signe
l’ensemble des types possibles,
A 01 =
⋃
λ∈T
A 01λ .
De´finissons un ordre partiel sur T : λ  µ si P(λ) ⊂ P(µ) ou` P(λ) est la re´gion dans
l’espace bidimensionnel des couples (r, d), de´limite´e par l’axe horizontal et le polygoˆne dont
les sommets sont les points (ri, di) et les coˆte´s sont les segments joignant deux coˆte´s pris dans
l’ordre croissant en r (cf. figure 1). On obtient une stratification de A 01 : pour tout I ⊂ T ,
SI =
⋃
µ∈I
⋃
λµ
A 01λ
est une sous-varie´te´ ouverte de A 01. La codimension de A 01λ vaut
cλ =
∑
06j<i6r
[(ri dj − rj di) + ri rj (g − 1)]
ou` g de´signe le genre de la surface Σ. La strate A 01ss des fibre´s semi-stables correspond au type
minimum λss = {(r, 0)} de T . Cette strate est l’unique strate de codimension ze´ro et elle
forme une orbite dense dans A 01. En pratique, on a besoin d’un peu plus d’information sur
cette stratification. On souhaite e´galement connaˆıtre les strates de codimension 1. On verra
cela en de´tail pour le genre ze´ro et on esquissera le re´sultat en genre un. On peut aussi de´crire
la ge´ographie de l’espace des modules pour des fibre´s principaux. Cela revient essentiellement
a` se ramener au cas pre´ce´dent en conside´rant le fibre´ adP C associe´ a` P C par la repre´sentation
adjointe de G [9, section 10]. L’orbite dense dans A 01 est toujours la strate semi-stable.
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Figure 1.— Re´gion convexe P(λ).
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Soit M une varie´te´ diffe´rentielle de dimension 3, l’action de Chern-Simons est
SCS(B) =
i
4π
∫
M
tr (B ∧ dB + 2
3
B ∧B ∧B)
ou` B est une 1-forme sur M a` valeurs dans ig. Les solutions classiques de la the´orie de CS
sont les connexions plates. Un objet important est l’inte´grale fonctionnelle∫ ∏
ℓ
W(Cℓ)Rℓ e
−k SCS(B)DB
ou` Cℓ est un nœud dans M , soit un plongement de S
1 dans M , et W(C )R est une boucle
de Wilson donne´e par la trace dans la repre´sentation R de l’holonomie de la connexion A
le long du lacet C , c.-a`-d.
W(C )R = trR Pe
∫
C
A.
L’e´tude de l’inte´grale fonctionnelle pre´ce´dente a permis a` Witten [147] de construire (formelle-
ment) des invariants de nœuds pour n’importe quelle varie´te´ compacte tridimensionnelle. En
particulier, cette construction produit le polynoˆme de Jones en prenantM = S3, G = SU2
et Rℓ la repre´sentation de spin
1
2 .
Pour comprendre le lien entre le mode`le de WZNW et la the´orie de CS, on utilise l’e´quation
de Ward chirale locale (2.10.a)(
∂zA
a
z + ∂z
(
2π
k
δ
δAbz
)
− ifabc
(
2π
k
δ
δAbz
)
Acz
−2π
k
∑
ℓ
δ(2)(z − zℓ) taℓ
)
Z˜A 〈⊗
ℓ
g(ξℓ)Rℓ〉A = 0.
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On s’est contente´ de remplacer les courants par leur de´finition. Introduisons deux ope´rateurs
agissant sur les fonctions du champ de jauge A,
(Aaz f)(A) ≡ −2πk
δ
δAaz
f(A), (Aaz f)(A) ≡ Aaz f(A).
L’identite´ de Ward locale prend la forme compacte suivante(
Fa(z)− 2π
k
∑
ℓ
δ(2)(z − zℓ) taℓ
)
Γ˜(A) = 0 (2)
ou` Γ˜ est la fonction de Green modifie´e introduite dans la section 4.1 et F est la courbure de
la 〈〈connexion quantique 〉〉 A, de´finie par
F(z) ≡ ∂zAz − ∂zAz + [Az,Az] .
C’est cette forme de l’identite´ de Ward locale qui permet de relier les fonctions de Green du
mode`le de WZNW aux e´tats quantiques de la the´orie de CS, dans l’image de Schro¨dinger.
On suppose maintenant que M = Σ× S1, ou` Σ est une surface de Riemann compacte. La
coordonne´e correspondante a` S1 joue le roˆle du temps. Le nœud Cℓ sera le produit {ξℓ}×S1,
colorie´ par une repre´sentation irre´ductible Rℓ de G. On choisit la jauge B0 = 0, c.-a`-d. les
connexions nulles dans la direction S1. Les solutions classiques sont encore les connexions de
courbure nulle. L’espace des phases est alors l’ensemble des connexions plates A sur le G-fibre´
trivial au-dessus de Σ, muni de la structure symplectique he´rite´e de la forme
k
2π
∫
tr δA ∧ δA.
E´tant donne´e une structure complexe J sur Σ, on peut donc identifier A , l’espace des G-
connexions, et l’espace A 01 des (0, 1)-formes a` valeurs dans gC. L’introduction d’une structure
complexe sur l’espace des phases nous engage a` utiliser une quantification holomorphe a` la
Bargmann de la the´orie de CS. Les e´tats quantiques sont des fonctionnelles Ψ holomorphes
sur A 01 a` valeurs dans C. En plus, on impose la contrainte
Fa(z)Ψ(A01) = 0,
c.-a`-d. l’analogue quantique de la condition de platitude de la connexion A. Si on rajoute des
boucles de Wilson, les e´tats quantiques sont des fonctionnelles Ψ : A 01 → Vλ, holomorphes
et satisfaisant la contrainte (quantique)(
Fa(z)− 2π
k
∑
ℓ
δ(2)(z − zℓ) taℓ
)
Ψ(A01) = 0. (3)
On note W (Σ, ξ, R) l’espace des e´tats de Chern-Simons, i.e. des e´tats quantiques de la
the´orie de CS.
Re´interpre´tons la condition (3). On munit A 01 de la topologie C∞. Les fonctions holo-
morphes sur A 01 sont des fonctions C∞ au sens de Fre´chet de de´rive´es C-line´aires [86]. Soit
§3. Surfaces de Riemann et courbes alge´briques 75
G C le groupe des transformations chirales h : Σ → GC. On de´finit une action de G C sur les
applications holomorphes Ψ
(hΨ)(A01) = e−k S(h,A
01) ⊗
ℓ
h(ξℓ)Rℓ Ψ(
h−1A01). (4)
La contrainte de platitude quantique (3) est la version locale de la condition d’invariance
globale des e´tats de CS sous l’action de G C, c.-a`-d. hΨ = Ψ, si h ∈ G C. Elle est e´quivalente a`
la condition globale.
La relation (4) de´crit le comportement d’un e´tat de CS le long des orbites de G C. En termes
plus ge´ome´triques, un e´tat de CS est une section holomorphe du fibre´ vectoriel complexe
V = (A 01 × Vλ) /G C au-dessus de l’espace quotient N = A 01 /G C. L’action de G C sur
A 01 × Vλ est
(A01,v) ∼ (hA01, ek S(h−1,A01)⊗
ℓ
h(ξℓ)Rℓ v).
C’est la` qu’entre en jeu l’espace des modules N . Apre`s deux sections consacre´es a` des rappels
mathe´matiques, on va regarder plus en de´tail l’espace des e´tats de CS. Comme les espaces
des modules, les espaces W (Σ, ξ, R) peuvent eˆtre de´finis de plusieurs manie`res. La plupart
du temps, les constructions utilisent des objets mathe´matiques difficiles a` appre´hender pour
l’humble physicien. L’inte´reˆt des mathe´maticiens est suˆrement apparu avec la formule de
Verlinde [142] qui donne la dimension de W (Σ, ξ, R). Les diffe´rentes constructions devraient
donner des espaces isomorphes meˆme s’il n’y a pas de de´monstration comple`te sur le sujet [18,
45, 103, 137, 140]. Dans la section 5, on de´crira l’espace des e´tats de CS en genre ze´ro [69] et
dans la section 6 en genre un [41, 43]. On donnera quelques re´sultats en genre supe´rieur [67]
dans la section 7.
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Pour e´crire cette section, j’ai utilise´ la merveilleuse introduction au sujet donne´e par Grif-
fiths [82]. Je me suis e´galement aide´ de [83, 109, 118].
Soit Σ une surface de Riemann connexe et Σ˜ son reveˆtement universel. D’apre`s le the´ore`me
d’uniformisation de Riemann, on peut ranger Σ dans l’une des trois cate´gories suivantes :
elliptique (resp. parabolique, resp. hyperbolique) si Σ˜ ∼= CP 1 (resp. C, resp. H), ou` H est
le demi-plan de Poincare´ H = {y = y1 + iy2 ∈ C
∣∣ y2 > 0}. Au niveau 〈〈 conforme 〉〉, on
trouve une classification semblable : Σ est elliptique (resp. parabolique, resp. hyperbolique)
si, et seulement si, elle peut eˆtre munie d’une me´trique riemannienne γ compatible avec la
structure complexe et de courbure gaussienne Kγ e´gale a` 1 (resp. 0, resp. −1). Deux surfaces
de Riemann sont dites isomorphes s’il existe une application biholomorphe — i.e. holomorphe,
inversible, d’inverse holomorphe — entre elles. Le groupe d’automorphisme de CP 1 est PSL2.
Maintenant et jusqu’a` la fin, on conside`re uniquement des surfaces de Riemann Σ com-
pactes. On sait alors que Σ est home´omorphe a` une boule a` g anses — g est appele´ le genre
de la surface. Le genre est une quantite´ purement topologique qui permet aussi de repro-
duire la classification pre´ce´dente. En genre ze´ro, toute surface est isomorphe a` la sphe`re de
Riemann (cas elliptique). En genre un, toute surface est isomorphe a` une courbe elliptique
Eτ = C/(Z+ τZ) (cas parabolique). En genre > 2, toute surface est isomorphe a` un H /Γ ou`
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Γ est un sous-groupe discret de PSL2R, ope´rant librement sur H et tel que l’espace quotient
soit compact (cas hyperbolique).
Notons Pn le plan projectif complexe de dimension n. Une varie´te´ alge´brique (projec-
tive) C est un sous-ensemble de Pn de la forme
C = {ξ ∈ Pn ∣∣ F1(ξ) = · · · = Fm(ξ) = 0}
ou` les Fi sont des polynoˆmes homoge`nes de degre´ donne´ en n + 1 variables. Si on remplace
Pn par Cn et si les Fi sont des polynoˆmes a` n variables, on obtient une varie´te´ alge´brique
affine. Toute varie´te´ alge´brique C de´termine une unique varie´te´ alge´brique affine C0 = C∩Cn
ou` Cn est plonge´ canoniquement dans Pn. Si m = 1, C est une hypersurface alge´brique de
degre´ le degre´ de F1. En plus, si n = 2, C est une courbe alge´brique plane. Une hypersurface
alge´brique est irre´ductible si F1 est un polynoˆme homoge`ne irre´ductible. Supposons donne´e
une courbe alge´brique plane irre´ductible C. Un point singulier de C est un point ou` toutes
les de´rive´es partielles de F sont nulles. Il est remarquable que C n’a qu’un nombre fini de
points singuliers. Si S de´signe l’ensemble des points singuliers et C∗ ≡ C \S, alors on montre
que C et C∗ sont connexes et C∗ est une surface de Riemann (non ne´cessairement compacte).
Une normalisation (ou de´singularisation) de C est une surface de Riemann compacte
C˜ et une application holomorphe σ : C˜ → P2 telles que : (i) σ(C˜) = C, (ii) la pre´image
de S par σ est un ensemble fini, (iii) σ : C˜ \ σ−1(S) → C \ S est injective. Le the´ore`me
de normalisation assure l’existence et l’unicite´ d’une normalisation. L’unicite´ signifie : si
(C˜, σ) et (C˜ ′, σ′) sont deux normalisations de C alors il existe un isomorphisme τ : C˜ → C˜ ′
tel que σ = σ′ ◦ τ .
3.1. Diviseurs
Un diviseur D sur une surface de Riemann Σ est une application D : Σ → Z nulle sauf en
un nombre fini de points. On note
D =
∑
P∈Σ
D(P )P.
Muni de l’ope´ration d’addition e´vidente, l’ensemble des diviseurs sur Σ forme un groupe
abe´lien appele´ groupe des diviseurs de Σ et note´ Div Σ. On dit qu’un diviseur est positif (ou
effectif) si D(P ) > 0, pour tout P ∈ Σ ; on note simplement D > 0. On e´crit aussi D > D′,
de`s que D −D′ > 0. L’application degre´ est l’homomorphisme de groupes deg : Div Σ → Z
qui envoie un diviseur D sur degD =
∑
P∈ΣD(P ). Le noyau de l’homomorphisme deg, note´
Div0 Σ, est le groupe des diviseurs de degre´ ze´ro. Plus ge´ne´ralement, Divd Σ est l’ensemble
des diviseurs de degre´ d.
Soit M (Σ) l’ensemble des fonctions me´romorphes sur Σ. Soient f ∈ M (Σ), non-identique-
ment nulle, et P un point de Σ. Si z est une coordonne´e locale dans un voisinage de P , centre´e
en ze´ro, alors, dans ce voisinage : f = zν h(z), ou` h est une fonction holomorphe, h(0) 6= 0 et
ν ∈ Z. L’entier ν est appele´ l’ordre de f en P , note´ νP (f). Si f ≡ 0, il est commode de poser
νP (f) =∞. Le diviseur associe´ a` f est :
(f) ≡
∑
P∈Σ
νP (f)P.
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Si f n’est pas constante alors deg (f) = 0, i.e. f a autant de ze´ros que de poˆles. J’en prof-
ite pour rappeler que les seules fonctions holomorphes sur une surface de Riemann (com-
pacte) sont les fonctions constantes. Un diviseur est principal s’il est le diviseur d’une fonc-
tion me´romorphe non-identiquement nulle. Deux diviseurs D et D′ sont dits line´airement
e´quivalents si D−D′ est un diviseur principal ; on note alors D ∼ D′. Il suit imme´diatement
des de´finitions que D et D′ ont meˆme degre´. On note aussi D la classe du diviseur D.
Soit M 1(Σ) l’ensemble des 1,0-formes me´romorphes sur Σ. Soit ω ∈ M 1(Σ), non-identique-
ment nulle. Au voisinage de P , ω est de la forme f(z) dz, ou` f est une fonction me´romorphe
dans ce voisinage. L’ordre de ω en P est : νP (ω) = νP (f). Le re´sidu de ω en P est
ResP ω ≡ 1
2πi
∫
γ
ω
ou` γ est un petit cercle autour de P tel que, sur le disque borde´ par γ, ω a au plus un poˆle,
en P . D’apre`s le the´ore`me de Stokes, cette construction ne de´pend pas de γ. Le the´ore`me des
re´sidus dit que
∑
P∈ΣResP ω = 0. Le diviseur de ω est, par de´finition,
(ω) =
∑
P∈Σ
νP (ω)P.
Un diviseur est dit canonique s’il est le diviseur d’une forme me´romorphe non-identiquement
nulle. Deux diviseurs canoniques sont line´airement e´quivalents, de degre´ : −χ(Σ) = 2g − 2
(formule de Poincare´-Hopf). On utilise traditionnellement K pour de´signer la classe d’un
diviseur canonique. Ensuite, si Ω1(Σ) est l’espace vectoriel des formes holomorphes sur Σ, on
a dimΩ1(Σ) = g.
Soit D un diviseur de Σ, on pose
L (D) = {f ∈ M (Σ) ∣∣ (f) +D > 0},
M 1(D) = {ω ∈ M 1(Σ) ∣∣ (ω) > D}.
Concre`tement, soit P ∈ Σ, f ∈ L (D) et ω ∈ M 1(D). Si D(P ) < 0 alors f doit avoir un ze´ro
d’ordre > −D(P ) en P et ω peut avoir un poˆle d’ordre 6 −D(P ) en P . Si D(P ) > 0 alors f
peut avoir un poˆle d’ordre 6 D(P ) en P et ω doit avoir un ze´ro d’ordre > D(P ) en P . Ce sont
des espaces vectoriels de dimensions (finies) respectives l(D) et i(D), appele´ indice de spe´cia-
lite´. Si D et D′ sont line´airement e´quivalents, on a L (D) ∼= L (D′) et M 1(D) ∼= M 1(D′). La
re´ciproque (re´ciprocite´ de Brill-Noether) dit que si D + D′ est un diviseur canonique, alors
L (D) ∼= M 1(D′) et L (D′) ∼= M 1(D). En particulier, l(K −D) = i(D).
Le the´ore`me de Riemann-Roch s’e´crit
l(D)− i(D) = degD + 1− g,
ou l(D)− l(K −D) = degD + 1− g.
On dispose aussi de crite`res d’annulation simples : si degD < 0 alors l(D) = 0 et si degD >
2g − 2 alors i(D) = 0.
Soient Σ et Σ′ deux surfaces de Riemann. Soient f une application holomorphe non-
constante de Σ dans Σ′, P un point de Σ et Q un point de Σ′. Comme pre´ce´demment,
on peut choisir une coordonne´e locale z (resp. w) en P (resp. Q) centre´e en 0, telle que f
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de la forme w = zν , ou` ν ∈ N. On note νP (f) l’ordre de f en P — ce dernier ne de´pend pas
des choix effectue´s. L’ensemble des points pour lesquels l’ordre de f est strictement supe´rieur
a` 1 est fini ; on appelle ces points des points de ramification. On de´finit
f−1(Q) ≡
∑
f(P )=Q
νP (f)P.
C’est un diviseur de Σ car f n’est pas constante. Le degre´ de f est deg f ≡ deg f−1(Q).
On a bien le droit de parler du degre´ de f car, Σ′ e´tant connexe, Q ne joue qu’un roˆle
d’interme´diaire. Notons n le degre´ de notre application f . On dit que f est un reveˆtement
ramifie´ (e´tale) a` n feuillets (∗). Le diviseur de ramification de f est le diviseur
R =
∑
P∈Σ
(νP (f)− 1)P.
La formule de Riemann-Hurwitz donne le degre´ de R : degR = −χ(Σ) + nχ(Σ′).
3.2. Genre un — courbes elliptiques
En genre ze´ro, toute surface de Riemann est la normalisation d’une courbe alge´brique lisse
C de degre´ 3 dans P2 d’e´quation affine y2−(x−a1)(x−a2)(x−a3) = 0, ou` a1, a2, a3 sont deux a`
deux distincts. L’e´quation projective de C est x0(x2)
2−(x1−a1x0)(x1−a2x0)(x1−a3x0) = 0,
pour [x0, x1, x2] ∈ P2. Quitte a` composer x avec un automorphisme de CP 1 pour envoyer a1
sur 0, a2 sur 1 et l’∞ sur lui-meˆme, on voit que toute surface de genre un est la normalisation
d’une courbe alge´brique plane Cλ d’e´quation affine y
2 = x(x − 1)(x − λ), ou` λ 6= 0, 1. Deux
courbes Cλ et Cλ′ sont isomorphes si, et seulement si, il existe un automorphisme de CP
1
qui envoie (globalement) {0, 1,∞, λ} sur {0, 1,∞, λ′}. Les seuls cas possibles sont λ′ = λ, 1−
λ, 1/λ, (λ− 1)/λ, λ/(λ− 1), 1/(1 − λ). L’expression suivante
j(λ) = 256
(λ2 − λ+ 1)3
λ2(λ− 1)2
est invariante par toutes ces transformations. L’application j e´tablit donc une bijection entre
les classes d’isomorphisme de surface de Riemann de genre un et le plan complexe C.
Pour les courbes elliptiques : on peut re´aliser explicitement Eτ comme la normalisation
de la courbe alge´brique plane d’e´quation affine y2 = 4x3 − g2x − g3, appele´e forme normale
de Weierstraß. L’application 〈〈normalisante 〉〉 σ envoie le re´seau Λτ = Z + τZ sur [0, 0, 1] et
z ∈ Eτ \Λτ sur [1, ℘(z), ℘′(z)] ∈ P2, ou` ℘ est la fonction de Weierstraß de pe´riode 2ω1 = 1 et
2ω2 = τ :
℘(z) =
1
z2
+
∑′( 1
(z + ω)2
− 1
ω2
)
,
la somme
∑′ portant sur ω dans le re´seau Λτ prive´ de ze´ro. La fonction ℘ satisfait bien
l’e´quation ℘′2 = 4℘3 − g2℘ − g3. Deux courbes elliptiques Eτ et Eτ ′ sont isomorphes si, et
seulement si, il existe α ∈ PSL2Z telle que τ ′ = ατ ; un e´le´ment α de PSL2Z agit sur τ ∈ H
par transformation projective. On peut e´galement fabriquer un invariant j. De´finissons
g2(τ) = 60
∑′
1/ω4, g3(τ) = 140
∑′
1/ω6.
∗On rajoute parfois l’adjectif e´tale pour faire la diffe´rence avec les reveˆtements (topologiques) du the´ore`me
d’uniformisation.
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On pose alors
j(τ) = 1728
g32
∆
ou` ∆ = g32 − 27 g23 . La courbe elliptique Eτ n’e´tant pas singulie`re, la courbe alge´brique
correspondante ne l’est pas non plus et ∆ 6= 0. La fonction j : H → C est une forme
modulaire de poids 0, holomorphe sur H et ayant un poˆle simple en ∞. Elle induit une
bijection de H/PSL2Z sur C, toujours note´e j. Si on de´veloppe j en puissances de q = e
2iπτ ,
on a
j(τ) =
1
q
+ 744 + 196884 q + · · ·
et tous les autres coefficients sont des entiers positifs. Ceci justifie a posteriori le coefficient
1728 dans j(τ). On montre que, si une courbe elliptique Eτ est la normalisation d’une courbe
alge´brique Cλ, alors j(τ) = j(λ).
3.3. Courbes hyperelliptiques
Une surface de Riemann Σ compacte de genre > 2 est dite hyperelliptique s’il existe
une application holomorphe x de degre´ 2 de Σ dans CP 1. Le diviseur de ramification R
de x est constitue´ de 2g + 2 points Pi distincts. Parfois, on dira point de Weierstraß pour
point de ramification. Ces deux notions sont ge´ne´ralement diffe´rentes mais co¨ıncident juste-
ment si Σ est hyperelliptique. On note ai = x(Pi) — ils sont deux a` deux distincts — et
x−1(∞) = {∞1,∞2}. On suppose que ∞ n’est pas un 〈〈point 〉〉 de ramification. L’involution
hyperelliptique est l’application ι : Σ ∋ Q1 7→ Q2 ∈ Σ, si Q1 et Q2 ont la meˆme image par x,
i.e. ι e´change les deux feuilles. Cette dernie`re induit une action sur M (Σ) par ι(α) ≡ ι∗α. Si
D = (g + 1)∞1 + (g + 1)∞2 alors dimL (D) = g + 3. Comme D est pre´serve´ par ι, on peut
voir ι comme une application line´aire sur Cg+3 de valeurs propres ±1. Si on de´compose L (D)
en sous-espaces propres L (D)+⊕L (D)− alors 1, x, · · · , xg+1 est une base pour L (D)+. En
particulier, L (D)− est de dimension 1. On montre alors qu’on peut choisir y dans L (D)−
tel que
y2 = (x− a1) · · · (x− a2g+2). (5)
Si au de´part ∞ est un point de ramification, on ne conside`re qu’un produit sur 2g+1 points.
La surface hyperelliptique Σ de genre g est alors la normalisation de la courbe alge´brique plane
C de degre´ 2g + 2, d’e´quation affine (5) et singulie`re en [0, 0, 1]. L’application normalisante
σ : Σ → P2 envoie P sur [1, x(P ), y(P )] et ∞1,∞2 sur [0, 0, 1]. La projection C ∋ (x, y) 7→
x ∈ CP 1 re´alise C comme un reveˆtement ramifie´ de CP 1 a` deux feuillets, avec 2g + 2 points
de ramification. Il est clair que sur C l’involution hyperelliptique ι envoie (x, y) sur (x,−y).
Une base de formes holomorphes sur Σ est donne´e par
ω1 =
dx
y
, · · · , ωg = x
g−1 dx
y
.
La de´monstration passe tre`s bien en genre ze´ro ou un, mais on pre´fe`re traiter se´pare´ment ces
deux cas, car la courbe C est alors lisse.
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3.4. Fibre´s vectoriels holomorphes sur une surface de Riemann
Dans cette section tous les fibre´s vectoriels sont des fibre´s holomorphes sur Σ, ce que je
ne pre´ciserai plus. Soit M× le faisceau (multiplicatif) des germes de fonctions me´romorphes
non-identiquement nulles sur Σ et O× le sous-faisceau des fonctions holomorphes non-nulles.
On a Div Σ = H0(Σ,M×/O×). En de´crivant les fibre´s en droites par leurs fonctions de
transition, on constate que le groupe des classes d’isomorphismes de fibre´s en droites est juste
H1(Σ,O×) : c’est le groupe de Picard de Σ, note´ Pic Σ. Soit D un diviseur sur Σ. On attache
a` D un fibre´ en droites O(D), je ne vais pas le de´crire explicitement car ce n’est pas tre`s
instructif. Par contre, on doit retenir que le faisceau des germes de sections holomorphes de
O(D) est canoniquement identifie´ avec le faisceau, toujours note´ O(D), de´fini par ses sections
au-dessus d’un ouvert U
O(D)(U) ≡ {f ∈ M (U) ∣∣ (f) +D|U > 0}.
Ainsi, je ne ferai pas de diffe´rence entre le fibre´ en droites et le faisceau correspondant. De
manie`re plus ge´ne´rale, je note de la meˆme fac¸on un fibre´ vectoriel E et le faisceau des germes
de sections holomorphes de E. La multiplication par une section me´romorphe de O(D) permet
d’identifier L (D) et les sections holomorphes (globales) de O(D), i.e. H0(Σ,O(D)). On note
les isomorphismes (holomorphes) suivants
O(D)⊗ O(D′) ∼= O(D +D′), O(D)−1 ∼= O(−D),
O(D) ∼= O(D′) ssi D ∼ D′.
Soit L un fibre´ en droites. On montre que L posse`de toujours une section me´romorphe non-
nulle s. Si D = (s), alors L ∼= O(D). En termes cohomologiques, on peut re´sumer ce qui
pre´ce`de dans la suite exacte 0 → O× → M× → M×/O× → 0 et la suite cohomologique
qui s’en de´duit : H0(Σ,M×) → Div Σ → PicΣ. La premie`re fle`che associe a` une fonction
me´romorphe sur Σ son diviseur et l’application cobord δ est juste δ(D) = O(D). En partic-
ulier, PicΣ ∼= Div Σ/ ∼.
De la suite exacte exponentielle 0 → Z → O → O× → 0, on extrait la suite exacte longue
de cohomologie :
0→ H1(Σ,Z)→ H1(Σ,O)→ H1(Σ,O×) δ→ H2(Σ,Z)→ H2(Σ,O) = 0.
L’application c1 : H
1(Σ,O×) δ→ H2(Σ,Z) →֒ H2(Σ,R) associe a` tout fibre´ en droites une
classe de Cˇech, appele´e premie`re classe de Chern. Cette terminologie est justifie´e car la classe
de de Rham qui repre´sente cette classe de Cˇech est exactement c1(L), comme de´finie aupa-
ravant. On ve´rifie que degO(D) = degD. Le noyau de c1 est le quotient
Pic0Σ = H1(Σ,O)/H1(Σ,Z),
le sous-groupe de PicΣ des fibre´s de degre´ ze´ro qui est isomorphe a` Div0Σ/ ∼.
Le fibre´ canoniqueKΣ (ou simplementK) est le fibre´ cotangent holomorphe T
∗1,0Σ. Les sec-
tions me´romorphes de K sont juste les 1-formes me´romorphes. Le the´ore`me de Riemann-
Roch pour un fibre´ en droite L dit : dimH0(Σ, L)− dimH1(Σ, L) = degL+ 1− g. On e´crit
toujours cette e´galite´ accompagne´e du the´ore`me de dualite´ de Serre : H0(Σ,K ⊗ L−1) ∼=
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H1(Σ, L)∗. En fait, on peut aussi e´crire un the´ore`me de Riemann-Roch pour un fibre´ vectoriel
E de rang r. Si h0(Σ, E) ≡ dimH0(Σ, E) et h1(Σ, E) ≡ dimH1(Σ, E), alors
h0(Σ, E) − h1(Σ, E) = degE + r (1− g).
Le the´ore`me de dualite´ de Serre reste valable : H0(Σ,K ⊗ E∗) ∼= H1(Σ, E)∗. La dualite´ est
simplement
H1(Σ, E)×H0(Σ,K ⊗ E∗) ∋ (ζ, s) 7−→
∫
Σ
〈s ∧, ζ〉 ∈ C
ou` s est vue comme une (1, 0)-forme a` valeurs dans E∗ et ζ comme une (0, 1)-forme a` valeurs
dans E par l’isomorphisme de Dolbeaut entre H1(Σ, E) et H0,1Dol(Σ, E).
3.5. Jacobienne
Soit Σ une surface de Riemann de genre > 1. Soit (a1, · · · , ag, b1, · · · , bg) une base sym-
plectique canonique de H1(Σ,Z), c.-a`-d. de nombres d’intersection (aα, aβ) = 0 = (bα, bβ) et
(aα, bβ) = δα,β = −(bβ, aα). Soit ω ∈ Ω1(Σ), on pose
Aα(ω) =
∫
aα
ω, Bα(ω) =
∫
bα
ω.
Soient ω,ϕ ∈ Ω1(Σ), on montre les relations biline´aires de Riemann
g∑
α=1
(Aα(ω)Bα(ϕ) −Bα(ω)Aα(ϕ)) = 0 et Im
g∑
α=1
(
Aα(ω)Bα(ω)
)
> 0.
Soit (ω1, · · · , ωg) une base de Ω1(Σ). La matrice des pe´riodes, note´e Π, est la matrice g× 2g :
Π = (A,B), ou` A (resp. B) est la matrice g × g d’e´le´ments Aαβ = Aα(ωβ) (resp. Bαβ =
Bα(ωβ)). D’apre`s les relations biline´aires de Riemann, la matrice A est inversible et τ = A
−1B
est une matrice syme´trique de partie imaginaire, note´e τ2, de´finie positive. Dore´navant, on se
donne une base normalise´e de Ω1(Σ), i.e. pour laquelle Π = (Ig, τ) ; c’est toujours possible
car A est inversible. On appelle τ la matrice des pe´riodes normalise´e. Si α = 1, · · · , g, eα
de´signe le vecteur de Cg ayant des ze´ros partout sauf dans sa α-ie`me ligne, ou` on trouve 1.
Par contre, si α = g+1, · · · , 2g, eα est la α-ie`me colonne de τ . Comme τ2 est de´finie positive,
les vecteurs eα sont line´airement inde´pendants sur R. Le Z-espace vectoriel Λτ engendre´ par
ces vecteurs forme donc un re´seau de Cg. La Jacobienne de Σ est
JacΣ ≡ Cg/Λτ = H0(Σ,K)∗/H1(Σ,Z).
Pour identifier le terme a` l’extreˆme gauche, il faut utiliser le plongement de H1(Σ,Z) dans
H0(Σ,K)∗ par l’application H1(Σ,Z) ∋ γ 7→ (ω 7→
∫
γ ω) ∈ H0(Σ,K)∗.
Fixons un point P0 dans Σ. L’application d’Abel est l’application I : Σ→ JacΣ qui envoie
P ∈ Σ sur
I(P ) =
(∫ P
P0
ω1, · · · ,
∫ P
P0
ωg
)
mod Λτ .
Cette application est bien de´finie inde´pendamment du choix du lacet allant de P0 a` P . On
e´tend I en une application I : Div Σ → JacΣ par : I(D) = ∑i ni I(Pi), si D =∑i ni Pi. La
suite
M (Σ)×
( )−→ Div0Σ I−→ JacΣ −→ 0
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est exacte. D’une part, le the´ore`me d’Abel assure l’exactitude des deux premie`res fle`ches,
i.e. un diviseur D de degre´ 0 est principal si, et seulement si, I(D) = 0. D’autre part, la
surjectivite´ de I est donne´e par le the´ore`me d’inversion de Jacobi. Ainsi, l’application I
induit un isomorphisme entre JacΣ et Pic0Σ, le groupe des classes d’e´quivalence line´aire des
diviseurs de degre´ ze´ro.
§4. Theˆta dans tous ses e´tats
Le traite´ de Mumford [113, 114] est incontestablement la re´fe´rence incontournable sur les
fonctions theˆta. En ce qui concerne les fonctions theˆta de Jacobi, on pourra consulter avec
bonheur les classiques [92, 145].
4.1. Fonction theˆta de Riemann
Soit τ appartenant au demi-plan de Siegel Hg, c.-a`-d. l’ensemble des matrices complexes
syme´triques g × g de partie imaginaire τ2 de´finie positive. Bien entendu, H1 = H. Soit Thk
l’espace vectoriel des fonctions entie`res sur Cg quasi-pe´riodiques de degre´ k, c.-a`-d.
θ(z + p+ τq) = e−πik q·τq−2πik q·z θ(z), p, q ∈ Zg,
ou` q · r ≡ qt r, la multiplication a` droite e´tant la multiplication matricielle. Un e´le´ment de
Thk est appele´ une fonction theˆta de degre´ k. Si k = 1, Th1 est un espace vectoriel de
dimension 1 engendre´ par la fonction theˆta de Riemann
ϑ(z|τ) =
∑
n∈Zg
eiπ n·τn+2πin·z.
C’est une fonction paire, holomorphe sur Cg ×Hg.
On suppose maintenant que τ est la matrice des pe´riodes normalise´e d’une surface de
Riemann Σ de genre g. Afin de de´terminer les ze´ros de ϑ, on utilise la fonction interme´diaire :
Σ ∋ x 7→ ϑ(z +
∫ x
x0
ω|τ) ≡ f(x) ∈ C.
D’apre`s le the´ore`me d’annulation de Riemann : soit f est identiquement nulle, soit il
existe ∆ ∈ Cg, appele´ vecteur des constantes de Riemann, ne de´pendant que du choix
de la base d’homologie et du point base x0, tel que f posse`de g ze´ros x1, · · · , xg avec
z +
g∑
i=1
∫ xi
x0
ω = ∆ (mod Λτ ). (6)
Re´ciproquement, pour tout g-uplet de points (x1, · · · , xg), si z est de´fini par l’e´quation (6)
alors f(xi) = 0, ∀i = 1, · · · , g. On obtient comme corollaire : ϑ(z|τ) = 0 si, et seulement si, il
existe x1, · · · , xg−1 ∈ Σ tels que
z = ∆−
g−1∑
i=1
∫ xi
x0
ω.
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Pour k > 1, on introduit la fonction theˆta de caracte´ristiques (δ′, δ′′) ∈ Qg ×Qg :
ϑ
[
δ′
δ′′
]
(z|τ) = eiπ δ′·τδ′+2πi δ′·(z+δ′′) ϑ(z + τδ′ + δ′′|τ)
=
∑
n∈Zg
eiπ (n+δ
′)·τ(n+δ′)+2πi (n+δ′)·(z+δ′′).
La fonction theˆta de Riemann est juste la fonction theˆta de caracte´ristiques nulles. On ve´rifie
directement les transformations suivantes
ϑ
[
δ′
δ′′
]
(z + p+ τq|τ) = e−iπ q·τq−2πi q·(z+δ′′) e2πi δ′·p ϑ
[
δ′
δ′′
]
(z|τ)
ϑ
[
δ′ + p
δ′′ + q
]
(z|τ) = e2πi δ′·q ϑ
[
δ′
δ′′
]
(z|τ).
L’ensemble des θk,e ≡ ϑ
[
e/k
0
]
(kz, kτ), e ∈ Zg/kZg, c.-a`-d. concre`tement
θk,e(z) =
∑
n∈Zg
eπik (n+
e
k
)·τ(n+ e
k
)+2πik (n+ e
k
)·z,
forme une base de Thk. En particulier, dimThk = k
g.
4.2. Fibre´ theˆta
Soit Λ un re´seau de Cg. Le quotient Cg/Λ est une varie´te´ complexe, appele´e tore complexe.
Au passage remarquons que la raison profonde pour laquelle on se contente de prendre τ dans
le demi-plan de Siegel est que les seuls tores pouvant eˆtre plonge´s dans un plan projectif sont les
tores Cg/Λτ et leurs reveˆtements finis (the´ore`me de Lefschetz). Comme H
1(Cg,O×) = 0 [83,
p.47], tout fibre´ holomorphe en droites au-dessus de Cg est trivial. Soit L → Cg/Λ un fibre´
en droites et π : Cg → Cg/Λ la projection. Le fibre´ pre´image π∗L → Cg est trivial, ainsi
il existe une trivialisation globale ϕ : π∗L → Cg × C. Fixons z ∈ Cg et λ ∈ Cg. Comme
Lπ(z) = (π
∗L)z = (π∗L)z+λ, on obtient un automorphisme de C :
C
ϕz←− (π∗L)z = Lπ(z) = (π∗L)z+λ
ϕz+λ−→ C.
Un automorphisme de C est donne´ par la multiplication par un nombre complexe non-nul
mλ(z). L’ensemble des multiplicateursmλ, λ ∈ Λ, est appele´ un facteur d’automorphie pour L.
Les multiplicateurs satisfont la relation de compatibilite´ mµ(z+λ)mλ(z) = mλ+µ(z), ∀z ∈ Cg.
Re´ciproquement, tout facteur d’automorphie de´finit un fibre´ en droites holomorphe sur Cg/Λ,
obtenu en quotientant Cg×C par la relation d’e´quivalence (z, w) ∼ (z+λ, eλ(z)w). Une section
de ce fibre´ en droites est une fonction holomorphe s sur Cg telle que s(z + λ) = mλ(z) s(z),
∀λ ∈ Λ. De par les relations de compatibilite´, il suffit de connaˆıtre les multiplicateurs sur une
base (λ1, · · · , λ2g) de Λ. On note mℓ = mλℓ .
Soit Σ une surface de Riemann de genre g et JacΣ sa Jacobienne. On a vu que JacΣ est
un tore complexe modele´ sur le re´seau Λτ engendre´ par les eα. Le fibre´ theˆta, note´ LΘ, est
le fibre´ holomorphe en droites au-dessus de JacΣ, de´fini par le facteur d’automorphie :
mα(z) = 1, mg+α(z) = e
−πi ταα−2πi zα
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pour α = 1, · · · , g. On aurait donc pu de´finir une fonction theˆta de degre´ k comme une
section holomorphe de la k-ie`me puissance de LΘ. En particulier, dimH
0(LkΘ) = k
g. Le
diviseur theˆta, note´ Θ, est le diviseur de la section ϑ de LΘ. Comme corollaire du the´ore`me
d’annulation de Riemann, le diviseur de LΘ est l’ensemble (
∗)
Θ =
{
∆−
g−1∑
i=1
∫ xi
x0
ω pour x1, · · · , xg−1 ∈ Σ
}
.
Le fibre´ LΘ posse`de aussi une structure hermitienne :
‖s‖2 = e−2π (z−z).τ−12 (z−z) |s|2.
4.3. Fibre´s spin et caracte´ristiques theˆta
Une classe de diviseurs D de Σ telle que 2D = K, ou` K est la classe canonique, est appele´e
une caracte´ristique (theˆta) de Σ. Notons (Pic0 Σ)2 l’ensemble des diviseurs de degre´ ze´ro
tels que 2E = 0. Quels que soient D1,D2 ∈ T, il existe un unique E ∈ (Pic0Σ)2, tel que
D1 = D2 + E. Comme de plus (Pic
0 Σ)2 = (JacΣ)2 ∼= (Z/2Z)2g , il suit
∣∣T∣∣ = 22g.
Dans le langage des fibre´s, pour parler de caracte´ristique, on utilise la notion de fibre´ spin.
Un fibre´ spin L est une racine carre´ du fibre´ canonique, i.e. L2 = K. Il n’y a pas de fibre´
spin privile´gie´. Clairement, degL = g − 1.
Les deux isomorphismes suivants font le lien entre les caracte´ristiques et les fonctions theˆta :
— l’application qui a` D ∈ T associe le lieu des points I(x1 + · · · + xg−1 −D) dans Cg/Λτ
pour tout x1, · · · , xg−1 ∈ Σ, est un isomorphisme entre T et les translations du diviseur Θ
qui sont syme´triques, i.e. les z +Θ tels que z +Θ = −(z +Θ) ;
— l’application qui associe a` une caracte´ristique (!) δ = (δ′, δ′′) le lieu des points tels
que ϑ[δ](z|τ) = 0 dans Cg/Λτ est un isomorphisme entre 12Z2g/Z2g et les translate´s de Θ
syme´triques.
Si D0 est la caracte´ristique qui est envoye´e par le premier isomorphisme sur Θ lui-meˆme, le
vecteur des constantes de Riemann est : ∆ = I(D0+(g− 1)x0). Alors que ∆ de´pend a` la fois
du point base et de la base d’homologie, la caracte´ristique D0 ne de´pend pas du point base.
Il y a donc un fibre´ spin privile´gie´ a` condition de choisir une base d’homologie.
Un calcul direct montre que ϑ[δ] est soit paire soit impaire :
ϑ[δ](−z|τ) = (−1)4 δ′δ′′ ϑ[δ](z|τ).
On dira d’une caracte´ristique qu’elle est paire (resp. impaire) si 4 δ′δ′′ est paire (resp. im-
paire) partitionnant ainsi T en caracte´ristiques impaires T− et caracte´ristiques paires T+.
Pour les fibre´s spin, on de´finit de manie`re e´quivalente : L ∈ T est paire (impaire) si dimH0(L)
l’est. Pour les dimensions, on a∣∣T−∣∣ = 2g−1(2g − 1), ∣∣T+∣∣ = 2g−1(2g + 1).
∗Ici on parle de diviseur d’un fibre´ en droites au-dessus d’une varie´te´ complexe et non plus d’une surface
de Riemann.
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4.4. Fonction theˆta de Jacobi
On suppose ici que g = 1. Les quatre fonctions theˆta de Jacobi ϑ1, ϑ2, ϑ3, ϑ4 sont les
fonctions theˆta de Riemann de caracte´ristiques respectives (12 ,
1
2 ), (
1
2 , 0), (0,
1
2) et (0, 0), soit
toutes les fonctions theˆta de caracte´ristiques δ′, δ′′ ∈ 12 Z. Dans cette section, nous utilisons
exclusivement ϑ1. Sous forme de´veloppe´e, on a
ϑ1(z) = −i
∑
ℓ∈Z
(−1)ℓ eπiτ(ℓ+ 12 )2+πiz (2ℓ+1).
La fonction ϑ1 est analytique, impaire, de ze´ros Z + τZ, ve´rifie l’e´quation de la chaleur
∂2zϑ1 = 4πi ∂τϑ1 et se transforme comme : ϑ1(z+1) = −ϑ1(z) et ϑ1(z+τ) = −e−πi (τ+2z) ϑ1(z).
On peut obtenir ϑ1 sous forme produit par l’interme´diaire du de´nominateur de Weyl-Kac pour
le groupe SU2 :
ϑ1(z) =
1
i
Π(
z
2
σ3, τ) = 2q
1/8 sin(πz)
+∞∏
ℓ=1
(1− qℓ)(1− qℓe2πiz)(1 − qℓe−2πiz)
pour q = e2πiτ .
La fonction theˆta de Jacobi permet de montrer quelques relations utiles sur le de´nominateur
de Weyl-Kac pour G ge´ne´ral. On regarde Π(u, τ) comme une fonction des uα = α(u), α ∈ ∆+.
Pour les premie`res de´rive´es, on a
Π−1∂ujΠ(u, τ) =
∑
α>0
α(hj) ρ(uα), (7)
car Π−1∂uαΠ(u, τ) = ρ(uα) pour ρ = ϑ′1/ϑ1. Pour les de´rive´es secondes, on se rappelle que Π
satisfait une e´quation du type de la chaleur, de laquelle on peut de´duire
4πi g∨Π−1∂τΠ(u, τ) = Π−1∆uΠ(u, τ)
=
∑
α>0
tr(α2) ρ′(uα) +
∑
α,β>0
tr(αβ) ρ(uα) ρ(uβ),
= g∨
(
(d− 3r) η1 +
∑
α>0
ϑ′′1
ϑ1
(uα)
) (8)
ou` η1 = −16 ϑ′′′1 (0)/ϑ′1(0), d = dimG et r = rangG. La deuxie`me e´galite´ utilise l’e´quation (7).
Pour obtenir la troisie`me e´quation, on calcule d’abord ϑ′′1/ϑ1 en z et η1 par passage a` la limite
en 0, puis on compare avec 4πi g∨ Π−1∂τΠ(u, τ) calcule´ directement. Au passage, on obtient
−6 η1 = ϑ
′′′
1
ϑ′1
(0) = π2
(
24
∑
ℓ>1
ℓqℓ
1− qℓ − 1
)
.
η1 est une constante standard de la the´orie des fonctions elliptiques. Si ζ est, par de´finition,
donne´e par ζ ′(z) = −℘(z) alors 2 η1 = ζ(z + 1) − ζ(z) = ζ(1/2). On montre que η1 =
−16 ϑ′′′1 (0)/ϑ′1(0). Notons e´galement les relations suivantes : ζ(z) = 2 η1 z + ρ(z) et −℘(z) =
2 η1 + ρ
′(z). Dans la litte´rature, on trouve plutoˆt
ϑ′′′1
ϑ′1
(0) = π2
(
24
∑
ℓ>1
qℓ
(1− qℓ)2 − 1
)
.
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On a les transformations : ρ(y+1) = ρ(y) et ρ(y+ τ) = ρ(y)− 2πi. Les de´veloppements de
ρ en y = 0 nous seront aussi utiles
ρ(y) =
1
y
+ 0 + · · · , ρ′(y) = − 1
y2
− 2η1 + · · · .
La fraction suivante
Px(y) =
ϑ′1(0)ϑ1(x+ y)
ϑ1(x)ϑ1(y)
pre´sente de bonnes proprie´te´s : Px(y+1) = Px(y) et Px(y+ τ) = e
−2πix Px(y). De plus, Px(y)
est analytique sauf en y = 0 ou` son re´sidu vaut un. Pre´cise´ment, on montre les de´veloppements
en y = 0 suivants
Px(y) =
1
y
+ ρ(x) + · · · , P ′x(y) = −
1
y2
+
1
2
ϑ′′1
ϑ1
(x) + η1 + · · ·
§5. E´tats de Chern-Simons sphe´riques
Sur la sphe`re de Riemann, A 010 ≡ {h0 = h−1∂h, h ∈ G C} forme un ouvert dense dans A 01
— c’est la strate semi-stable. D’apre`s l’invariance globale (4), un e´tat Ψ de CS est entie`rement
de´termine´ par sa valeur en ze´ro :
Ψ(h−1∂h) = ekS(h) ⊗
ℓ
h(ξℓ)
−1
Rℓ
Ψ(0). (9)
En reprenant cette e´quation avec h constante, on constate que Ψ(0) est un tenseur invariant
sous l’action diagonale de G, i.e. Ψ(0) ∈ V Gλ . On obtient ainsi un plongement
W (CP 1, ξ, R) →֒ V Gλ ,
en envoyant un e´tat Ψ sur Ψ(0). En particulier, W (CP 1, ξ, R) est de dimension finie. On
peut voir que Ψ de´fini sur A 010 par la relation (9) pour tous Ψ(0) ∈ V Gλ est holomorphe (au
sens de Fre´chet). L’espace des e´tats de CS est donc le sous-espace de V Gλ forme´ de telles
fonctionnelles Ψ s’e´tendant holomorphiquement sur tout A 01. Les conditions alge´briques que
l’on doit imposer sur Ψ(0) pour assurer l’existence du prolongement sont les re`gles de fusion.
Pour les e´tudier, on a besoin d’un peu plus d’information sur A 01.
On peut toujours e´crire localement un champ sous la forme
A01 =
{
h−11 ∂h1, sur D,
h−12 ∂h2, sur D
′.
Le produit h1h
−1
2 est un e´le´ment du groupe des lacets LG
C ; c’est aussi un 1-cocycle de
fonction de transitions d’un GC-fibre´ holomorphe. L’orbite du champ nul correspond au fibre´
trivial. D’apre`s le the´ore`me de Birkhoff [125], pour tout e´le´ment g ∈ LGC, il existe q∨ ∈ Q∨,
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le re´seau des coracines de g, et deux application g1, g2 holomorphes respectivement sur D et
D′, telles que, sur le cercle S1, on ait
g(z) = g1(z) e
q∨ ln z g2(z).
Il y a unicite´ de q∨ modulo l’action du groupe de Weyl. Les lacets pour lesquels q∨ = 0 forment
un ouvert dense et la strate de codimension 1 correspond a` q∨ = φ∨, la coracine de la racine
la plus grande φ. L’e´nonce´ ge´ome´trique [84] du the´ore`me de Birkhoff est : tout fibre´ vectoriel
holomorphe sur CP 1 est isomorphe a` La1 ⊕ · · · ⊕ Lan — L e´tant un fibre´ holomorphe — la
se´quence d’entiers (a1, · · · , an) e´tant unique a` permutation pre`s. On continue la discussion
uniquement pour le groupe G = SU2. Tout SL2-fibre´ principal holomorphe au-dessus de CP
1
est une somme directe L⊕L−1, ou` L est un fibre´ en droites holomorphe. En d’autres termes,
si n de´signe le degre´ de L, les fonctions de transition d’un SL2-fibre´ principal holomorphe
au-dessus de CP 1 sont de la forme (
zn 0
0 z−n
)
.
Les orbites dans A 01/G C peuvent donc eˆtre e´nume´re´es par les entiers |n|. On les note O|n|.
L’orbite dense est O0. L’ensemble des On forme une stratification de A
01 car
Uno =
⋃
|n|6n0
O|n|
est un sous-ensemble ouvert de A 01 et On0 = Un0+1 \ Un0 est une sous-varie´te´ ferme´e de
codimension 2n0 − 1 dans Un0 . D’apre`s le the´ore`me de Hartogs [83], si Ψ est holomorphe
sur Un0 , elle s’e´tend en une application holomorphe sur Un0+1 de`s que la codimension de
Un0+1 \Un0 est supe´rieure ou e´gale a` deux. C’est toujours le cas sauf si n0 = 1. Par induction,
il suffit donc de montrer que Ψ est holomorphe sur U1 = O0∪O1 pour obtenir une application
holomorphe sur tout A 01.
Dans [69], il est construit une famille analytique de champs a` un parame`tre C ∋ t 7−→
A01t ∈ U1 intersectant transversalement O1 a` t = 0. Pre´cise´ment, A01t est donne´ par
A01t =

0, sur D,(
1 0
−tz−1 1
)
g−10 ∂g0
(
1 0
tz−1 1
)
, sur D′
ou` g0 est une fonction C
∞ a` valeurs dans SL2 qui, autour de l’e´quateur, vaut
g0 =
(
z−1 0
0 z
)
.
Si t = 0, A010 est dans la strate de codimension un. Par contre, si t 6= 0, le champ A01t est dans
l’orbite dense car il peut se mettre sous la forme h−1t ∂ht, avec
ht =

(
1 t−1z
0 1
)
, sur D,(
0 t−1
−t z−1
)
g0
(
1 0
tz−1 1
)
, sur D′,
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fonction C∞ sur CP 1 a` valeurs dans SL2. Une fonctionnelle Ψ s’e´tend holomorphiquement
sur U1 si, et seulement si,
t 7−→ Ψ(A01t )
est holomorphe en t = 0. Pour expliciter comple`tement cette proprie´te´, on utilise la repre´sentation
(cohe´rente [123]) de spin j de SL2, c.-a`-d. les polynoˆmes P de degre´ 6 2j, de variable u, sur
lesquels SL2 agit par (
a b
c d
)−1
j
P (v) = (cv + d)2j P
(av + b
cv + d
)
.
Les ge´ne´rateurs (infinite´simaux) de SL2 sont
t1j =
1
2
(v2 − 1) ∂v − jv,
t2j =
i
2
(v2 + 1) ∂v − ijv,
t3j = −v ∂v + j.
(10)
Le produit scalaire rendant l’action de SU2 unitaire est donne´ par
||P ||2 = 2j+1
π
∫
C
|P (v)|2
(1+|v|2)2j+2 d
2v.
Les tenseurs invariants dans l’action diagonale de SL2 sont alors les polynoˆmes en v = (vℓ),
de degre´ 6 jℓ en vℓ, et tels que
P (v) =
∏
ℓ
(cvℓ + d)
2jℓ P
((avℓ + b
cvℓ + d
))
.
Notons que P est un polynoˆme homoge`ne de degre´ |j| =∑ℓ jℓ, invariant par translation.
Commenc¸ons par supposer que tous les points d’insertion sont dans D. D’apre`s l’invariance
globale des e´tats Ψ, on a
Ψ(A01t ) = e
kS(ht) P (v +
1
t
ξ) = t−|j| ekS(ht) P (ξ + tv)
ou` P repre´sente Ψ(0). Partant de l’e´quation (2.3), on peut montrer que ekS(ht) ∼ tk quand
t 7→ 0. L’application t 7→ Ψ(A01t ) est donc holomorphe en ze´ro si, et seulement si, P (ξ + tv)
s’annule a` l’ordre |j| − k− 1 en t. L’espace W (CP 1, ξ, R) est invariant par transformation de
Mo¨bius — le groupe d’automorphismes de CP 1 — donc, les points d’insertion e´tant deux a`
deux distincts, la restriction de de´part ξℓ ∈ D n’est pas importante. La condition d’annulation
est e´galement invariante par transformation de Mo¨bius. Par contre le raisonnement ne marche
que si les points d’insertion sont diffe´rents de l’infini. Ainsi, si aucun des points d’insertion
n’est a` l’infini,
W (CP 1, ξ, j) =
{
P ∈ V SU2j
∣∣ DnP (ξ) = 0, |n| 6 |j| − k − 1} (11)
ou` Dn =
∏
ℓ ∂
nℓ
vℓ
, n = (nℓ) et |n| =
∑
ℓ nℓ.
Si un des points d’insertion est a` l’infini, par exemple ξ1 = ∞, on de´duit le re´sultat de
la configuration pre´ce´dente. Supposons que les autres points d’insertion sont non-nuls. On
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peut se ramener a` l’e´tude pour la se´quence ζ, avec ζ1 = 0 et ζℓ = −ξ−1ℓ 6= ∞, puisque
W (CP 1, ξ, j) = W (CP 1, ζ, j). On sait que t−|j| ekS(ht) P (ζ + tv) est re´gulier en ze´ro si, et
seulement si,
DnP (ζ) = 0 pour |n| 6 |j| − k − 1.
Pour obtenir un crite`re portant sur les de´rive´es en (0, ξ2, · · · , ξN ), on utilise
DnP
∣∣
ζ
= Dn
∏
ℓ
vjℓℓ P
((−1
vℓ
))∣∣∣
ζ
=
n1!
(2j1−n1)! ∂
2j1−n1
v1 ∂
n2
u2 · · · ∂nNuN
∏
ℓ 6=1
v2jℓℓ P
(
− v1, −1v2 , · · · ,
−1
vN
)∣∣∣
ζ
(12)
Par conse´quent, la condition cherche´e est : DnP (0, ξ2, · · · , ξN ) = 0, pour |n| + 2(j1 − n1) 6
|j| − k − 1. La restriction ξℓ 6= 0, ℓ 6= 1, n’est pas importante car l’espace est invariant
par translation, cette remarque s’appliquant aussi a` la condition trouve´e. Ainsi, les calculs
pre´ce´dents conduisent a` la description suivante de l’espace des e´tats de CS
W (CP 1, ξ, j) =
{
P ∈ V SU2j
∣∣ DnP (0, ξ2, · · · , ξN ) = 0, |n|+ 2(j1 − n1) 6 |j| − k − 1}
(13)
si ξ1 =∞. De ces re´sultats, on peut extraire W (CP 1, ξ, j) =
{
0
}
si un des spins est > k/2. On
peut toujours supposer que j1 > k/2 et ξ1 =∞. Comme P est un polynoˆme homoge`ne de degre´
|j|, les de´rive´es D|n|P sont nulles pour |n| > |j|. D’autre part, si n1 = 2j1 et |n| 6 |j|, on a
d’apre`s l’e´quation (13) DnP (0, ξ2, · · · , ξN ) = 0. Par conse´quent ∂2j1u1 P est identiquement nulle
en u1 = 0. Vu l’e´quation (12), cela entraˆıne que P est nulle en u1 = 0. Comme P est invariant
par translation il suit P ≡ 0. Ainsi, on a la re`gle d’exclusion suivante : W (CP 1, ξ, j) = {0}
si un des spins est > k/2, i.e. si une des repre´sentations Rℓ n’est pas inte´grable ; on verra que
les fonctions de Green sont automatiquement nulles (cf. e´quation (21)). Ce re´sultat s’accorde
avec la construction de l’espace des e´tats de la section 1.8.
De ce qui pre´ce`de, on de´duit les espaces explicites pour deux et trois points d’insertion. Les
espaces W (CP 1, ξ, j) ne doivent pas de´pendre des points d’insertion a` cause de l’invariance
de Mo¨bius. Pour deux points d’insertion, on a V SU2j = C(u1 − u2)k, si j1 = j2 = k/2, et {0}
sinon. Ainsi
W (CP 1; ξ1, ξ2; j1, j2) =
{
V SU2j , si j1 = j2 = k/2,{
0
}
, sinon.
Pour trois points d’insertion, l’espace des tenseurs invariants est C
{
j1 j2 j3
}
si j12, j13, j23 sont
des entiers non-ne´gatifs et ze´ro sinon. On a note´
{
j1 j2 j3
}
les polynoˆmes de Clebsch-Gordan :{
j1 j2 j3
}
= (u1 − u2)j12 (u1 − u3)j13 (u2 − u3)j23 , ou` j12 = j1 + j2 − j3, j13 = j1 − j2 + j3 et
j23 = −j1 + j2 + j3. Il suit
W (CP 1; ξ1, ξ2, ξ3; j1, j2, j3) =
{
V SU2j , si j1 + j2 + j3 6 k,{
0
}
, sinon.
Dans la section 2.1.2, on a remarque´ que la racine la plus grande de´finit un plongement de
sl2 dans g
C et de SU2 dans G. On peut alors de´composer Vλ via l’action de SU2 (cf. la section
1.5)
VλG
∼=
⊕
j
MλGj ⊗ Vj .
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Un tenseur invariant pour G l’est en particulier pour SU2, donc
V Gλ ⊂
⊕
j
(⊗
ℓ
Mλℓjℓ
)⊗ V SU2j .
Pour trouver quels sont les e´tats de CS parmi ces tenseurs, il suffit de recommencer l’e´tude
pre´ce´dente en regardant la famille a` un parame`tre t 7→ A01t ou` les champs sont vus comme
prenant leurs valeurs dans gC. Il suit
W (CP 1; ξ;R) = V Gλ ∩
(⊕
j
(⊗
ℓ
Mλℓjℓ
)⊗W (CP 1; ξ; j)). (14)
Ainsi, chaque composante de Ψ doit correspondre a` un e´tat de CS pour SU2 [75, 76]. A` l’aide
du cas SU2, on obtient la meˆme re`gle d’exclusion : l’espace des e´tats de CS est re´duit a` ze´ro
si une des repre´sentations n’est pas inte´grable.
§6. E´tats de Chern-Simons elliptiques
En genre un, on peut utiliser Eτ = C/(Z + τZ) pour repre´senter Σ. Il n’y a pas de strates
de codimension 1, donc il suffit de regarder la strate semi-stable A 01ss . L’analyse de la strate
semi-stable requiert une stratification plus fine de A 01ss . Les de´tails peuvent eˆtre trouve´s
dans [41, 68]. Dans chaque orbite, il existe une connexion plate [85], i.e. il existe h ∈ G C
telle que Â = hA soit plate. Remarquons qu’il n’y a pas unicite´ de Â. Regardons le transport
paralle`le γ de Â :
γ(x) =
←
Pe
∫
x
0 Â
qui est une application du reveˆtement universel de Σ dans GC. On peut toujours conjuguer
l’holonomie, cette ope´ration donnant un fibre´ isomorphe au fibre´ initial. Le groupe fonda-
mental e´tant engendre´ par deux e´le´ments commutants, l’holonomie est donne´e par une paire
de matrices commutantes (γ1, γ2) telles que γ(z + 1) = γ(z) γ1 et γ(z + τ) = γ(z) γ2. Les
champs A01 sont donc de la forme (γh)−1∂(γh), cette repre´sentation e´tant unique modulo la
multiplication a` gauche de γh par un e´le´ment constant de G C.
Si on peut conjuguer simultane´ment les deux matrices γi a` un e´le´ment de T
C, on peut se
ramener a` γ1 = e
−2πiΦ et γ2 = e−2πiΘ, avec Φ,Θ ∈ tC. On utilise la liberte´ laisse´e dans le
choix de Â pour prendre γ′γ avec γ′ = e2πiΦz . L’holonomie est alors donne´e par γ1 = 1 et
γ2 = e
−2πiu, avec u = Θ− τΦ ∈ tC. Pour le champ plat, on utilise
Âu = A
10
u +A
01
u =
πu
τ2
(dz − dz).
Introduisons les applications
hv = e
π(vz−vz)/τ2 .
Les hv sont dans G
C si elles sont monovalue´es, ce qui n’arrive que pour v ∈ Q∨ + τQ∨. En
tous les cas, on a h
−1
v A01u = A
01
u+v. Si u 6∈ P∨+τP∨, les seules transformations de jauge reliant
les A01u sont h = whv ou` v ∈ Q∨ + τQ∨ et w ∈ W , le groupe de Weyl. L’ensemble de ces
champs forment une strate A 010 ouverte dense dans A
01
ss et donc dans A
01. Cette section
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mise a` part, on s’inte´resse surtout a` la strate A 010 . Notons que A
01
u s’e´crit aussi γ
−1
u ∂γu avec
γu la fonction multivalue´e, donne´e par
γu = e
−πu(z−z)/τ2 , γu(z + 1) = γu(z), γu(z + τ) = e−2πiu γu(z). (15)
Presque tous les champs de jauge sont donc de la forme
A01 = h
−1
A01u = (γuh)
−1∂(γuh)
avec uα = α(u) 6∈ Z + τZ, quel que soit α ∈ ∆. On ve´rifie que la seule ambigu¨ıte´ restante
re´side dans la multiplication a` gauche par une transformation de jauge constante a` valeurs
dans le sous-groupe de Cartan T C. Si u ∈ P∨ + τP∨, on obtient des strates disjointes de
codimension > 1. Si les matrices de l’holonomie ne sont pas conjugables simultane´ment a` TC,
les strates sont de codimension > 1.
A` tout e´tat de CS, on associe une application holomorphe γ : tC → Vλ de´finie par
γ(u) = e−πk |u|
2/(2τ2) ⊗ℓ
(
e−π(zℓ−zℓ)u/τ2
)
Rℓ
Ψ(A01u )
ou` |u|2 = tr u2. Au niveau de γ, les conditions assurant que Ψ est un e´tat de CS sont
γ(u+ q∨) = γ(u), si q∨ ∈ Q∨, (16.a)
γ(u+ τq∨) = e−πik tr q
∨(τq∨+2u)⊗
ℓ
(
e−2πi zℓ q
∨
)
Rℓ
γ(u), si q∨ ∈ Q∨, (16.b)
0 =
∑
ℓ
hℓ γ(u), si h ∈ t, (16.c)
γ(wuw−1) = ⊗
ℓ
wRℓγ(u), si w ∈ N(T ), (16.d)
et (∑
ℓ
e2πis zℓ(eα)Rℓ
)p
γ(u+ tp∨) = O(tp), (17)
pour tout α ∈ ∆, p∨ ∈ Q∨ avec α(p∨) = 1, u tel que uα = m + τs pour m, s ∈ Z, p =
1, 2, · · · et t 7→ 0. Les e´quations (16.a,b,d) sont la traduction de l’action de W ⋊ (Q∨ + τQ∨).
L’e´quation (16.c) refle`te l’ambigu¨ıte´ de notre parame´trisation. Elle dit aussi que γ est dans
V Tλ . La dernie`re e´quation assure la possibilite´ d’e´tendre γ aux strates de codimension 1. Pour
G = SU2, elles sont explicitement donne´es dans l’article [41, e´q. (4.10)].
Sans points d’insertion, les e´tats de CS sont donc obtenus a` partir des applications γ
holomorphes satisfaisant les e´quations (16.a-b). Une base de solutions est fournie par les
caracte`res χkλ(u, τ) de l’alge`bre de Kac-Moody affine L̂g
C. En particulier, la dimension de
W (Eτ , ∅, ∅) est e´gale au nombre de poids dominants inte´grables de niveau k.
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La situation en genre g > 2 est nettement plus difficile. On ne regarde que le cas G = SU2
sans points d’insertion. On s’inte´resse donc aux fibre´s vectoriels holomorphes E de rang 2 et de
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de´terminant trivial. L’e´tude ne´cessite une certaine familiarite´ avec le langage des extensions
de fibre´s [7, 115], voir aussi [24, 139].
Soient E′ et E′′ deux fibre´s vectoriels holomorphes au-dessus de Σ. Une extension de
E′′ par E′ est un fibre´ vectoriel holomorphe E au-dessus de Σ tel que la suite 0 → E′ →
E → E′′ → 0 soit exacte. Deux extensions de E′′ par E′ sont e´quivalentes s’il existe une
application g : E → F telle que le diagramme suivant
0 → E′ → E → E′′ → 0
‖ ↓ ‖
0 → E′ → F → E′′ → 0
soit commutatif. En vertu du lemme des cinq [131], g est ne´cessairement un isomorphisme.
On dit qu’une se´quence 0 → E′ i→ E p→ E′′ → 0 est triviale (〈〈 split 〉〉) si l’une des trois
conditions suivantes est remplie : (1) p admet un inverse a` droite, (2) i admet un inverse a`
gauche, (3) la se´quence est e´quivalente a` 0→ E′ → E′ ⊕E′′ → E′′ → 0. Si δ est l’application
qui envoie H0(Hom(E′′, E′′)) dans H1(Hom(E′′, E′)), l’image de l’identite´ par δ est appele´e la
classe d’extension, note´e δ(E). On obtient alors une correspondance bijective entre l’ensemble
des classes d’e´quivalence d’extensions de E′′ par E′ et H1(Hom(E′′, E′)). En particulier, si ℓ
est un fibre´ en droites, E′ = ℓ−1, E′′ = ℓ, alors les extensions sont e´nume´re´es par H1(ℓ−2).
D’apre`s le the´ore`me de Riemann-Roch,
dimH1(ℓ−2) = g − 1 + 2 deg ℓ
si deg ℓ > 0.
On fixe une bonne fois pour toutes un fibre´ en droites holomorphe L de degre´ g. On suppose
que L(−x)2 6∼= K. D’apre`s le lemme 5.5 de [115], si E est un fibre´ vectoriel holomorphe de rang
2 et de de´terminant trivial, il existe x ∈ Σ tel que H0(Hom(L(−x)−1, E)) 6= 0. Notons φ un
tel homomorphisme. Soient x1, · · · , xr les ze´ros de φ, compte´s avec leurs multiplicite´, alors φ
induit un plongement de L(−x−x1−· · ·−xr)−1 dans E. Notons Xr = x+x1+· · ·+xr. Tout en
dualisant, E devient une extension de L(−Xr) par son dual L(−Xr)−1. On a degL(−Xr) =
g − 1− r. Si on suppose en plus que E est stable, ne´cessairement 0 6 r < g − 1.
Soit Lr une famille (L(−Xr)) de fibre´s holomorphes en droites. C’est un fibre´ holomorphe
en droites au-dessus de Σr+1×Σ (∗), dont la restriction a` pr−11 ({x, x1, · · · , xr}) est isomorphe
a` L(−Xr), c.-a`-d.
Lr
∣∣
{x, x1, · · · , xr} × Σ
∼= L(−Xr).
Il n’y a pas unicite´ de la famille. On peut prendre pr∗1(M)Lr pour tout fibre´ holomorphe
en droites M au-dessus de Σr+1. D’une certaine manie`re, on souhaite construire une famille
de H1(L(−Xr)). L’objet mathe´matique qui re´sout le proble`me est l’image directe. Posons
Wr = R
1pr1∗(L −2r ), la premie`re image directe de L −2r par pr1. C’est un fibre´ vectoriel
holomorphe au-dessus de Σr+1 de fibre H1(L(−Xr)−2) au-dessus de x, x1, · · · , xr :
R1pr1∗(L −2r )
∣∣
{x, x1, · · · , xr}
= H1(L −2r
∣∣
{x, x1, · · · , xr} × Σ
) ∼= H1(L(−Xr)−2)
qui est de dimension 3g−3−2r. Par PWr, on entend le meˆme fibre´ mais avec PH1(L(−x)−2).
La dimension totale de PWr est 3g − 3 − r. Pour G = SU2, la dimension de l’espace des
∗Σr+1 est le produit carte´sien syme´trise´. On note pr1 la projection sur le premier facteur pour le fibre´ Lr.
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modules est 3g − 3. Ge´ne´riquement, r = 0, i.e. E est (a` isomorphisme pre`s) une extension
de L(−x) par L(−x)−1. On sait alors (loc. cit.) que le sous-espace de PW0 constitue´ des
points correspondant a` des fibre´s stables est un reveˆtement ramifie´ a` 2g feuillets d’un sous-
espace dense de Ns. On verra deux constructions pour L0. L’une est due a` Bertram [24],
voir aussi [139], l’autre est due a` Gawe¸dzki [67]. Bien entendu, c’est la deuxie`me qui est
importante pour nous puisqu’elle associe aux points de PW0 un champ de jauge, c.-a`-d. une
de´coupe s : PW0 7→ A 01, rencontrant 2g fois une orbite ge´ne´rique.
Fixons un point x0 de Σ et une base normalise´e de formes holomorphes (cf. section 3.5).
On note L0 = L(−x0). De´finissons une (0, 1)-forme ax par
ax ≡ π
(∫ x
x0
ω
)
τ−12 ω.
Par construction, ax de´pend du rele`vement x de x a` Σ˜. Notons Lx le fibre´ en droites
topologiquement e´quivalent a` L0 muni de la structure holomorphe donne´e par l’ope´rateur
∂Lx ≡ ∂ + ax. Les fibre´s Lx pour des rele`vements du meˆme point de Σ sont tous isomorphes
a` L(−x) (∗). On conside`re ensuite le fibre´ Σ˜ × L0 au-dessus de Σ˜ × Σ muni de la structure
holomorphe induite par l’ope´rateur δ + ∂, ou` δ est la de´rive´e dans la direction triviale de Σ˜.
On note L˜0 le fibre´ pre´ce´dent obtenu en tordant la structure holomorphe par δ+ ∂ + ax. On
a
L˜0
∣∣
{x˜} × Σ
= Lx ∼= L(−x).
Pour obtenir un fibre´ au-dessus de Σ × Σ, on rele`ve l’action du groupe fondamental a` L˜0.
Soit p ∈ π1 ≡ π1(Σ).
(x, ℓy) 7−→ (px, cp(y)−1ℓy)
ou` ℓy est un e´le´ment de la fibre Lx au-dessus de y ∈ Σ et cp est la fonction monovalue´e sur
Σ donne´e par
cp(y) = e
2πi Im
[(∫
p
ω
)
τ−12
(
y∫
x0
ω
)]
.
L’action pre´serve la structure holomorphe, i.e. si s est une section holomorphe de L˜0 au-dessus
de (x, y), cp(y)
−1 s(p−1x, y) l’est aussi. En quotientant L˜0 par l’action de π1, on obtient un
fibre´ holomorphe en droites L0 au-dessus de Σ × Σ, re´alisant ainsi explicitement la famille
(L(−x)).
Soit W˜0 la premie`re image directe de L˜
−2
0 par la premie`re projection. On peut e´galement
re´aliser W˜0 par une construction 〈〈Dolbeaut 〉〉, en conside´rant le quotient du fibre´ trivial Σ˜×
E 0,1(L−20 ) par le sous-fibre´ dont la fibre au-dessus de {x}×Σ est ∂L−2x Γ(L
−2
0 ), ou` ∂L−2x = ∂−
2ax — c’est juste l’isomorphisme entre H
1(L−2x ) et H
0,1
Dol(L
−2
x ). On obtient W0 en quotientant
W˜0 par l’action du groupe fondamental.
Pour obtenir la de´coupe s, on introduit un isomorphisme C∞ entre L−10 ⊕ L0 et le fibre´
trivial Σ× C2 :
U : L−10 ⊕ L0 → Σ× C2.
∗ Le fibre´ O(xo − x) est isomorphe au fibre´ trivial Σ× C
2 muni de la structure holomorphe ∂ + ax.
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On note E le fibre´ topologiquement e´quivalent a` L−10 ⊕ L0 muni de la structure holomorphe
induite par
∂ +B01
x,b, B
01
x,b =
(−ax b
0 ax
)
ou` b ∈ E 0,1(L−20 ). Le fibre´ E est une extension de Lx par L−1x . L’ope´rateur ∂ +A01x,b, avec
A01x,b = UB
01
x,bU
−1 + U∂U−1,
de´finit la structure holomorphe sur le fibre´ trivial induite via l’isomorphisme U par la structure
holomorphe de E. Soit c une constante non-nulle ou c = cp. Pour v ∈ Γ(L−20 ), on pose
gc,v =
(
c−1 cv
0 c
)
.
Cette dernie`re est une section C∞ de Aut(L−10 ⊕ L0). La transformation de jauge B01x,b 7→
g−1c,vB01
x,b qui en suit pre´serve la forme du champ tout en changeant ses composantes par
ax 7→ ax + c−1∂c, b 7→ c2(b+ (∂ − 2ax)v).
Quant aux champs A01
x,b ils sont relie´s par la transformation de jauge
hc,v = Ugc,vU
−1 ∈ G C. (18)
En particulier, pour c = cp, ax devient apx. Avec c constante non-nulle, on ne change pas ax
et la classe de b dans PH1(L−2x ). La classe de b de´crit les fibre´s E de rang 2 et de de´terminant
trivial, extensions de Lx, associe´s a` l’orbite de A
01
x,b. En choisissant x dans un domaine fon-
damental de Σ˜ et un repre´sentant b dans chaque classe de PH1(L−2x ), on obtient la de´coupe
s : PW0 → A 01.
Choisissons une structure hermitienne sur L0. Elle induit une structure hermitienne sur
L−10 ⊕ L0 et une connexion me´trique ∇. On peut supposer que l’isomorphisme U transporte
la me´trique sur L−10 ⊕ L0 vers la structure hermitienne standard sur Σ × C2. La connexion
me´trique sur Σ× C2 induite par U est alors
U∇U−1 = ∇+ U∇10U−1 + U∂U−1 = ∇+A0
ou` ∂ est l’ope´rateur anti-holomorphe pour L−10 ⊕ L0. La connexion A0 est unitaire.
On associe a` tout e´tat de CS une application holomorphe ψ
ψ(x, b) ≡ e
ik
2π
∫
Σ
trA100 ∧A01x,b
Ψ(A01x,b)
avec x ∈ Σ˜ et b ∈ E 01(L−20 ). Seule la normalisation de ψ de´pend du choix de la structure
hermitienne sur L0 et du choix de U [67, App. F]. La fonction Ψ est entie`rement de´termine´e
par ψ, puisque les orbites des A01
x,b forment un sous-espace dense de A
01. Par transformation
de jauge sur A01
x,b, on obtient des contraintes sur ψ. Prenant hc,v comme dans l’e´quation (18),
successivement avec hv = h1,v, hc = hc,0, c ∈ C∗, et hcp = hcp,0, on trouve
ψ(x, b+ (∂ − 2ax)v) = ek S(hv,A
10
0 +A
01
x,b) ψ(x, b),
ψ(x, c2b) = ek S(hc,A
10
0 +A
01
x,b) ψ(x, b),
ψ(x, c2pb) = e
k S(hcp ,A
10
0 +A
01
x,b) ψ(x, b).
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En calculant explicitement les facteurs, on trouve que les fonctions ψ doivent se transformer
comme
ψ(x, λb+ (∂ − 2ax)v) = λk(g−1)ψ(x, b), (19.a)
ψ(px, c2pb) = µ(p,x) ν(cp)
k ψ(x, b) (19.b)
ou`, si F0 est la forme de courbure de la connexion me´trique sur L0, ai, bj est une base
symplectique canonique, τ2 est la partie imaginaire de la matrice des pe´riodes normalise´e, Wa
est l’holonomie de la connexion me´trique sur L0 suivant le cycle a, on a pose´
ν(c) = e
i
2π
∫
Σ
F0 ln c
g∏
i=1
(
W
− i
2π
∫
bj
c−1dc
aj W
i
2π
∫
aj
c−1dc
bj
)
,
µ(p,x) = e
π
( ∫
p
ω
)
τ−12
( ∫
p
ω
)
+2π
( ∫
p
ω
)
τ−12
( x∫
x0
ω
)
.
Ge´ome´triquement, les proprie´te´s (19.a-b) disent que ψ est une section holomorphe de la k-ie`me
puissance d’un fibre´ holomorphe en droites DET au-dessus de PW0 :
DET = ̟∗
(
L2KO(−x0)2(g−1)
)
Hf(W0)
1−g
ou` ̟ est la projection associe´e au fibre´ PW0 et Hf(W0) est le fibre´ de Hopf au-dessus de
PW0 (
∗). Le diagramme suivant 〈〈re´sume 〉〉 le contenu de la section.
DETk
ψ
x
PW0
s−−−→ A 01
̟
y
Σ
On a note´ DET ce fibre´ car il est isomorphe au quotient par π1 du fibre´ de´terminant de la
famille d’ope´rateurs ∂ + B01
x,b sur L
−1
0 ⊕ L0. On a donc construit un plongement Ψ 7→ ψ de
W (Σ, ∅, ∅) dans H0(DETk). Ce dernier espace e´tant de dimension finie, l’espace des e´tats de
CS l’est aussi. Pour le cas avec points d’insertion, on se reportera a` l’article [65].
Comme on l’a de´ja` dit il n’y a pas unicite´ de L0 et W0. Dans les articles [24, 139], les
auteurs proposent une autre re´alisation, avec laquelle on peut identifier l’espace des e´tats de
CS. Leur famille est plus naturelle, mais moins explicite. On pose
L ′0 = pr
∗
2(L)(−∆)
ou` ∆ est la diagonale. Clairement, L ′0 est une famille (L(−x)). Le passage entre L0 et L ′0
est explicite´ par
L ′0 ∼= pr∗1
(
O(−x0)
)
L0.
Ceci permet [139] de trouver la dimension de W (Σ, ∅, ∅), leur re´sultat s’accordant avec celui
de Verlinde. Pour plus de de´tails, on consultera avec avantage [67, section 4].
∗ Si V est un espace vectoriel sur C de dimension finie. La puissance n-ie`me du fibre´ (tautologique) de
Hopf est V ∗ × C modulo la relation d’e´quivalence (v, z) ∼ (λv, λ−nz) pour λ ∈ C∗. On obtient donc un fibre´
au-dessus de PV = V ∗/C∗.
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§8. Formule de Verlinde
La formule de Verlinde [142] donne la dimension de l’espace des e´tats de CS W (Σ, ξ, R).
Bien que ce dernier de´pende de la structure complexe de Σ et des points d’insertion, sa
dimension N(g)R ne devrait pas en de´pendre (la de´pendance de niveau k est sous-entendue
dans la notation). L’affirmation en question est : l’ensemble des e´tats de CS devrait former
un fibre´ vectoriel holomorphe Wg,R au-dessus de l’espace des modules Mg,N des surfaces
de Riemann de genre g avec N points marque´s. Avec le langage utilise´ dans la section 7,
on de´finit un fibre´ vectoriel holomorphe L au-dessus de l’espace des modules des GC-fibres
holomorphes et des surfaces de Riemann avec des points. Les sections holomorphes de L sur
la sous-varie´te´ a` surface de Riemann et points fixes donnent les e´tats de CS. Le fibre´ de
Friedan-Shenker est alors le fibre´ Wg,R = R
0prMg,NL au-dessus de Mg,N — cf. chapitre
4 pour une plus ample discussion. Avec notre de´finition de l’espace des e´tats de CS, pour
G = SU2, ceci est de´montre´ rigoureusement dans les articles [69] pour le genre ze´ro et [41]
pour le genre un. En fait, les re´sultats de [69] entraˆınent par re´currence [126] la formule de
Verlinde en genre quelconque, toujours pour le groupe SU2. De´ja` N(g)R ne de´pend pas de
l’ordre dans R, et ajouter ou enlever la repre´sentation triviale ne modifie pas la dimension.
On utilise NR,R′ = δR,R′ = N
R,R′
pour monter ou descendre les indices de N . On note NR la
dimension en genre ze´ro.
Pour Σ = CP 1, on a vu que l’espace des e´tats de CS est un sous-espace de V GR donne´ par
l’e´quation (14). Dans la limite k 7→ ∞, c’est tout V GR . Notons ∞NR la dimension de V GR .
On peut calculer ∞NR a` partir de la the´orie des repre´sentations de G. L’ingre´dient principal
est l’anneau des repre´sentations introduit dans la section 1.1.2 et la formule d’inte´gration de
Weyl. On trouve
∞NR =
∣∣t/(2πQ∨)∣∣−1 ∫
t/2πQ∨/W
∏
ℓ
χλℓ(u)
∣∣Π(u)∣∣2 d2ru
ou` χλℓ est le caracte`re de la repre´sentation Rℓ, dans R, de plus haut poids λℓ.
Pour obtenir la formule de Verlinde, c.-a`-d. comprendre ce qui se passe avec k fini, on
doit faire appel au principe de factorisation duˆ a` Friedan et Shenker [55]. On commence
par e´tendre le fibre´ Wg,R a` la compactification M g,N de l’espace des modules [29, 100]. Cette
compactification autorise a` prendre des surfaces singulie`res en des points doubles (ordinaires).
Pour obtenir un point double, on peut sur une surface lisse re´duire a` un point (double) un
cycle de deux manie`res diffe´rentes :
Figure 2.— Compactification de l’espace des modules I
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Figure 3.— Compactification de l’espace des modules II
En enlevant les points doubles, dans le premier cas, on obtient deux surfaces Σ′ et Σ′′
de genre g1 et g2 avec g1 + g2 = g et marque´es respectivement par (ξ
′, ξ0) et (ξ′′, ξ∞) avec
(ξ′, ξ′′) = ξ, dans le second cas, on obtient une surface Σ′ de genre g − 1 avec deux points
marque´s en plus ξ0, ξ∞. Le principe de factorisation affirme que
W (Σ, ξ, R) ∼=
⊕
R
inte´grable
W
(
Σ′, (ξ′, ξ0), (R′, R)
) ⊗ W (Σ′′, (ξ′′, ξ∞), (R′′, R)),
ou` bien suˆr (R′, R′′) = R, et
W (Σ, ξ, R) ∼=
⊕
R
inte´grable
W
(
Σ′, (ξ, ξ0, ξ∞), (R,R,R)
)
.
Ce principe a e´te´ montre´, dans le contexte pre´sent, en genre ze´ro et un (loc. cit.) pour certains
cas. En admettant sa validite´, on a les relations de re´currence suivantes
N(g)R =
∑
r
g1+g2=g
N(g1)(R′, R)N(g2)
R
R′′ ,
N(g)R =
∑
R
N(g − 1)R(R′, R).
Pour trouverNR, on n’utilise plus l’anneau des repre´sentations, mais sa contrepartie : l’anneau
de fusion. Sans entrer dans les de´tails, l’anneau K(G) a pour constantes de structure les
entiers ∞N pour trois repre´sentations et l’anneau de fusion utilise plutoˆt les entiers N .
Si R est une repre´sentation inte´grable de niveau k, on pose R̂ = 2π(λR + ρ)/(k + g
∨). On
montre alors que
NR =
∣∣P∨/(k + g∨)Q∨∣∣−1 ∑
R
inte´grable
∏
ℓ
χλℓ(R̂)
∣∣Π(R̂)∣∣2.
En genre supe´rieur, on de´duit la formule de Verlinde par re´currence et
N(g)R =
∑
R′
inte´grables
N
R′
(R′, R)
ou` R′ est une se´quence de g repre´sentations inte´grables. Il suit
N(g)R =
∣∣P∨/(k + g∨)Q∨∣∣−1+g ∑
R
inte´grable
∏
ℓ
χλℓ(R̂)
∣∣Π(R̂)∣∣2(1−g).
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La quantite´ d’articles sur le sujet est proportionnelle a` l’inte´reˆt qu’il a suscite´ : [28, 110] pour
les the´ories conformes rationnelles, [17, 75] pour l’anneau de fusion, par exemple [45] pour un
traitement rigoureux du point de vue de la ge´ome´trie alge´brique, [147] pour la the´orie de CS
et [140] pour une preuve du principe de factorisation. En physique, la formule de Verlinde est
e´crite souvent un peu diffe´remment. E´crivons-la pour G = SU2. On introduit la matrice S
donnant la transformation modulaire τ 7→ −1/τ des caracte`res de Kac-Moody affines :
Sjj′ =
√
2
k+2
sin
π(2j+1)(2j′+1)
k+2
.
On a alors la formule a` trois points
N j1j2,j3 =
k∑
2j=0
Sjj1S
j
j2S
j
j3
/
Sj0,
forme sous laquelle la formule de Verlinde apparut pour la premie`re fois [142]. Par re´currence,
on trouve
N(g)j1,··· ,jN =
k∑
2j=0
(
Sj0)
2(1−g) ∏
ℓ
(
Sjjℓ
/
Sj0
)
.
Sans points d’insertion, on trouve
dimW (Σ, ∅, ∅) = N(g) = (k+2
2
)g−1 k∑
2j=0
(
sin
π(2j+1)
k+2
)2−2g
,
le re´sultat confirme´ dans [139] par des conside´rations sur les espaces de modules N .
§9. Factorisation holomorphe
On note ξ une se´quence de N points sur Σ et R une se´quence de N repre´sentations
irre´ductibles de G. Chaque espace de repre´sentation Vλℓ peut eˆtre muni d’un produit scalaire
hermitien canonique, ainsi Vλ = ⊗ℓVλℓ he´rite d’un produit scalaire note´ 〈., .〉. On de´finit un
produit scalaire (formel) sur l’espace des e´tats de CS W (Σ, ξ, R) :
(Ψ,Ψ′) =
∫
A
〈Ψ(A01),Ψ′(A01)〉 e
ik
2π
∫
trA10∧A01 DA (20)
ou` DA est une mesure de Lebesgue formelle sur l’espace A des connexions unitaires.
On a vu qu’une proprie´te´ importante de l’espace des e´tats de CS est qu’il est de dimension
finie ; ce re´sultat a des conse´quences tre`s importantes pour le mode`le de WZNW. Formelle-
ment, les fonctions de Green modifie´es sont analytiques en A10 et en A01. En plus, d’apre`s
l’e´quation (2), pour tout v ∈ Vλ, Γ˜(A)v ve´rifie la contrainte requise pour qu’une fonction-
nelle de A01 — a` A10 fixe´ — soit un e´tat de CS. Soit (Ψp) une base de l’espace W (Σ, ξ, R).
§9. Factorisation holomorphe 99
La constatation pre´ce´dente nous permet d’affirmer que les fonctions de Green modifie´es se
de´composent comme suit
Γ˜(A) =
∑
p
Υp(A
10)⊗Ψp(A01) ∈ Vλ ⊗ Vλ ∼=
⊗
ℓ
End(Vλℓ)
ou` Υp(A
10) ∈ Vλ ∼= Vλ.
Au cours du pre´ce´dent chapitre, on a vu que les fonctions de Green sont invariantes par
une transformation PCT. Si on ne tient pas compte du changement de structure complexe,
on a donc
Γ˜(A)† = Γ˜(−A†).
En conse´quence, graˆce a` l’inde´pendance line´aire des Ψq, les Υp(−(A10)†) sont aussi des e´tats
de CS. Il existe donc une matrice hermitienne h telle que
Γ˜(A) =
∑
p,q
hpq Ψq(−(A10)†)⊗Ψp(A01) . (21)
Il est important de noter que le choix de la base est fait pour ξ et J fixe´s. L’e´quation (21) est
la factorisation holomorphe de la de´pendance de Γ˜(A) pour le champ de jauge A.
Pour fixer la matrice h, on peut proce´der par manipulations fonctionnelles [148]. Soit B un
champ de jauge unitaire auxiliare. On s’inte´resse a` la quantite´ suivante :∫
Γ˜(B10 +A01) Γ˜(A10 +B01) e
ik
2π
∫
trB10∧B01 DB.
Commenc¸ons par remplacer les fonctions de Green par des inte´grales fonctionnelles :∫
⊗
ℓ
(g1g2)(ξℓ)Rℓ e
−k S(g1,B10+A01)−k S(g2,A10+B01) e
ik
2π
∫
trB10∧B01Dg1Dg2DB
avec
e−k S(g1,B
10+A01) e−k S(g2,A
10+B01) e
ik
2π
∫
trB10∧B01
=e−k S(g1)−k S(g2) e−
ik
2π
∫
tr{g1∂g−11 ∧A01+A10∧ g−12 ∂g2}
e−
ik
2π
∫
tr{B10∧ g−11 ∂g1+g1B10g−11 ∧A01+g2∂g−12 ∧B01+g2A10g−12 ∧B01−B10∧B01}.
L’inte´grale sur B est gaussienne. Elle est donc calculable. On obtient∫
⊗
ℓ
(g1g2)(ξℓ)Rℓ e
−k S(g1)−k S(g2) e−
ik
2π
∫
tr{g1∂g−11 ∧A01+A10∧ g−12 ∂g2}
e−
ik
2π
∫
tr (g2∂g
−1
2 +g2A
10g−12 )∧ (g−11 ∂g1+g−11 A01g1)Dg1Dg2
=
∫
⊗
ℓ
(g1g2)(ξℓ)Rℓ e
−k S(g1g2,A) e
ik
2π
∫
trA10∧A01Dg1Dg2.
Pour obtenir la dernie`re e´galite´, on utilise l’invariance de la mesure de Haar (formelle). On
trouve ainsi la fonction de Green modifie´e Γ˜(A).
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Reprenons l’inte´grale de de´part, mais remplac¸ons cette fois les fonctions de Green par leurs
expressions en fonction d’une base des e´tats de CS :∑
p,q,r,s
hpqhrsΨs(−(A10)†)
(∫
〈Ψq(B
01),Ψr(B
01〉 e
ik
2π
∫
trB10∧B01DB
)
⊗Ψp(A01)
=
∑
p,q,r,s
hpqHqrh
rsΨs(−(A10)†)⊗Ψp(A01)
ou` Hpq ≡ (Ψp,Ψq). La comparaison des deux re´sultats nous donne hHh = h. Si on suppose
que la matrice h est inversible, on obtient l’e´quation
hpq = (H−1)pq . (22)
On peut re´e´crire ce re´sultat inde´pendamment du choix de la base (Φp). Soit e(A
01) l’appli-
cation d’e´valuation : W (Σ, ξ, R) ∋ Ψ 7−→ Ψ(A01) ∈ Vλ. On peut identifier e(A01) avec un
e´le´ment de W (Σ, ξ, R)∗ ⊗ Vλ, note´ γ(ξ,R,A01). On appellera γ la fonction de Green chi-
rale. E´tant donne´ une base de W (Σ, ξ, R), on a
γ(ξ,R,A01) =
∑
p
Ψp∗ ⊗Ψp(A01)
ou` Ψp∗ est une base de W (Σ, ξ, R)∗. On obtient alors :
Γ˜(A) =
〈
γ(ξ,R,−(A10)†), γ(ξ,R,A01)〉
ou` 〈., .〉 est le produit scalaire sur W (Σ, ξ, R)∗, induit par le produit scalaire sur W (Σ, ξ, R)
de´fini par (20) et on a hpq = 〈Ψq∗,Ψp∗〉.
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D’apre`s ce qui pre´ce`de, il suffit de calculer le produit scalaire des e´tats de CS pour obtenir
les fonctions de Green du mode`le de WZNW, c.-a`-d.
||Ψ||2 =
∫
|Ψ(B01)|2 e−
ik
2π
∫
tr (B01)†∧B01 DB.
On commence par e´tudier la situation en genre > 2 [65, 66, 67]. Les genres ze´ro [44, 62, 68]
et un [43, 68] seront traite´s se´pare´ment. On effectue le changement de variables
B01 = h
−1
A10(n)
ou` n 7→ A01(n) est la de´coupe de l’espace des champs de jauge e´voque´e auparavant, qui choisit
localement un champ de jauge dans chaque orbite, et n est un parame`tre sur l’espace des
modules Ns. Pour G = SU2, c’est l’application (x, b) 7→ A01x,b construite dans la section 7. Pour
simplifier un peu les notations, on utilise A01 pour A01(n). La fonction h est unique. Au niveau
infinite´simal, cela signifie que ∂A01 n’a pas de modes ze´ro. Une telle manipulation restera
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formelle mais sera particulie`rement soigne´e. On espe`re ainsi arriver a` des inte´grales gaussiennes
(toujours de dimension infinie) qu’on sait alors parfaitement de´finir. On de´compose l’inte´grale
en une inte´grale sur G C et une inte´grale sur l’espace des modules A 01/G C. Ainsi,
||Ψ||2 =
∫
|Ψ(h
−1
A10)|2 e−
ik
2π
∫
tr (h
−1
A10)†∧h−1A10j(h, n)Dh
∏
α
d2nα
ou` Dh est la mesure de Haar formelle sur GC et j(h, n) est le Jacobien du changement de
variables. Pour une variation infinite´simale de h et de n, on a
δB01 = δ(h
−1
A10(n)) = h
−1
∂A01(h
−1δh) + h−1 (∂nαA01 δnα)h
ou` h
−1
∂A01 ≡ Adh−1∂A01Adh. On munit l’espace A 01 de la norme naturelle L2, c.-a`-d.
||A01||2 = i
∫
Σ
tr (A01)† ∧A01.
Graˆce au produit scalaire 〈 | 〉 induit par cette norme, on peut de´composer A 01 en une somme
d’espaces orthogonaux : A 01 = F⊕F⊥, F e´tant Im (h−1∂A01). Soit φ une (1, 0)-forme a` valeurs
dans gC telle que ∫
Σ
trφ ∧ h−1∂A01Λ = 0
pour toute fonction Λ lisse sur Σ prenant ses valeurs dans gC. Apre`s inte´gration par parties,
on constate que c’est comple`tement e´quivalent a` dire que φ est un mode ze´ro de h
−1
D, ou` D
est l’ope´rateur ∂ + [A01, .]+ — [., .]+ est l’anticommutateur — agissant sur les (1, 0)-formes
sur Σ a` valeurs dans gC pour donner une 2-forme sur Σ a` valeurs dans gC. On a encore
h−1D = Adh−1DAdh. De la`, on voit qu’une base de F
⊥ est donne´e par les vecteurs (h−1φα h)†,
pour (φα) une base du noyau de D. Les φα de´pendent du parame`tre n, comme D. On peut
assimiler ceux-ci a` des e´le´ments de l’espace cotangent a` l’espace des modules. On suppose que
les φα varient holomorphiquement avec n. La de´rive´e holomorphe du changement de variables
est de la forme
δ(h
−1
A10(n))
δ (h, n)
=
(
h−1∂A01 · · ·
0 (h−1 ∂nαA01 h)⊥
) ← h−1δh
← δnα
ou` la partie 〈〈⊥ 〉〉 est la projection de h−1 ∂nαA01 h sur F⊥, i.e.
(h−1 ∂nαA01 h)⊥ =
∑
γ,β
(h−1φγ h)† (∆−1)γβ
〈
(h−1φβ h)†
∣∣ h−1 ∂nαA01 h〉
ou` ∆γβ =
〈
(h−1φγ h)†
∣∣ (h−1φβ h)†〉. On obtient sans proble`me
(h−1 ∂nαA01 h)⊥ = i
∑
γ,β
(h−1φγ h)† (∆−1)γβ
∫
Σ
trφβ ∧ ∂nαA01,
∆(hh†, n)γβ = i
∫
Σ
tr (hh†)−1φγ ∧ hh† φ†β.
Le Jacobien du changement de variables est donc
j(h, n) =
∣∣∣∣∣∂(h
−1
A10(n))
∂(h, n)
∣∣∣∣∣
2
= det
(
(h
−1
∂A01)
† h−1∂A01
)
det
(
(h−1 ∂nαA01 h)⊥† (h−1 ∂nαA01 h)⊥
)
= det
(
(h
−1
∂A01)
† h−1∂A01
)
det∆(hh†, n)−1
∣∣∣det(∫
Σ
trφβ ∧ ∂nαA01
)∣∣∣2.
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Dans ce produit, le de´terminant det
(
(h
−1
∂A01)
† h−1∂A01
)
doit eˆtre re´gularise´, par exemple on
peut utiliser une re´gularisation ze´ta [128]. On extrait la de´pendance en h a` l’aide de l’anomalie
chirale (∗) :
det′
(
(h
−1
∂A01)
† h−1∂A01
)
det∆(hh†, n)−1 = e2g
∨ S(hh†,A) det′
(
∂
†
A01 ∂A01
)
det∆(1, n)−1
ou` A est le champ de jauge complet −(A01)†+A01. On note ∆(n) la matrice ∆(1, n). D’autre
part, de l’invariance globale des e´tats de CS on tire
|Ψ(h
−1
A10)|2 e
ik
2π
∫
tr (h
−1
A10)†∧h−1A10 = 〈Ψ(A01),⊗
ℓ
(hh†)(ξℓ)−1Rℓ Ψ(A
01)〉 e−
ik
2π
∫
tr (A01)†∧A01+k S(hh†,A).
En fin de compte, apre`s le changement de variables B01 7→ h−1A01(n), le produit scalaire est
||Ψ||2 =
∫
〈Ψ(A01),⊗
ℓ
(hh†)(ξℓ)−1Rℓ Ψ(A
01)〉 e−
ik
2π
∫
tr (A01)†∧A01 e(k+2g
∨)S(hh†,A)
det′
(
∂
†
A01 ∂A01
)
det∆(n)−1
∣∣∣det(∫
Σ
trφβ ∧ ∂nαA01
)∣∣∣2D(hh†) ∏
α
d2nα. (23)
Dans l’inte´grande h n’intervient que sous la forme hh†. On peut donc re´duire l’inte´gration
sur h en une inte´gration sur hh† qui prend ses valeurs dans l’espace syme´trique GC/G non-
compact. La mesure D(hh†) est donc le produit local des mesures GC-invariantes sur GC/G.
Ce n’est pas e´tonnant car au de´but, on inte`gre sur les champs de jauge unitaires. Ceci ne
fait que refle´ter l’invariance initiale du produit scalaire. Il apparaˆıt que le produit scalaire
est exprime´ par une inte´grale fonctionnelle sur un mode`le de WZNW pour le groupe GC/G,
de niveau −(k + 2g∨), et par la fonction de partition des fantoˆmes. Si G = SU2, le quotient
SL2/SU2 est l’espace hyperbolique tridimensionnel H
+
3 . Pour cette raison, on appellemode`le
de WZNW hyperbolique le mode`le base´ sur GC/G.
Genre ze´ro
Sur la sphe`re de Riemann, l’orbite du champ nul est dense, donc ge´ne´riquement on peut
trouver h ∈ G C tel que
A01 = h−1∂h.
Pour une variation infinite´simale de h, on a
δA01 = ∂h−1∂h(h
−1δh).
La parame´trisation en question n’est pas univoque. Il reste la liberte´ de multiplier a` gauche
h par un champ constant h0 ∈ GC. Une autre manie`re de dire est : l’ope´rateur ∂h−1∂h a des
modes ze´ro. En effet, le noyau de ∂h−1∂h = Adh−1 ∂Adh est engendre´ par les vecteurs h
−1ta h.
Pour re´soudre l’ambigu¨ıte´ de la parame´trisation, on multiplie l’inte´grale du produit scalaire
par 1 =
∫
δ(h(ξ0)) dh(ξ0), pour un point ξ0 de CP
1.
||Ψ||2 =
∫
|Ψ(h−1∂h)|2 e−
ik
2π
∫
tr (h−1∂h)†∧h−1∂h δ(h(ξ0)) j(h)Dh.
∗ Cette formule me´riterait a` elle seule une longue discussion. Il s’agit de calculer l’anomalie chirale a`
partir du the´ore`me de Riemann-Roch-Grothendieck-Quillen pour le fibre´ de´terminant DET ∂A01 de la famille
d’ope´rateurs ∂A01 muni de la me´trique de Quillen. On trouve une explication de´taille´e dans [57] (cf. aussi [4,
25, 124]).
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Le Jacobien du changement de variables est [68, App. C]
j(h) = const. det′
(
∂
†
h−1∂h
∂h−1∂h
)/
deta,b
(∫
Σ
trhh† ta (hh†)−1tb d2z
)
.
Le symbole 〈〈const. 〉〉 de´signe une constante tampon ne de´pendant que de G qu’on peut ab-
sorber dans la forme volume. Graˆce a` l’anomalie chirale, on peut extraire la de´pendance en
h. Ainsi,
j(h) = const. e2g
∨ S(hh†)
(
det′ (−∆)
aire
)− dimG
.
Apre`s le changement de variables, le produit scalaire en ge´ome´trie sphe´rique est donc
||Ψ||2 = const.
(
det′ (−∆)
aire
)− dimG ∫
〈Ψ(0),⊗
ℓ
(hh†)(ξℓ)−1Rℓ Ψ(0)〉
e(k+2g
∨)S(hh†) δ(hh†(ξ0))D(hh†).
(24)
Genre un
En genre un, presque tous les champs de jauge sont dans l’orbite de A01u = πudz/τ2, u e´tant
dans un domaine fondamental de tC\P∨+τP∨ pour l’action deW⋊(Q∨+τQ∨). Il y a encore
une ambigu¨ıte´ re´sidant dans la multiplication a` gauche de h par un champ constant h0 dans le
sous-groupe de Cartan TC. Encore une fois, cela se voit sur l’ope´rateur ∂A01u qui a des modes
ze´ro. On comprend a posteriori pourquoi on doit traiter les genres 0 et 1 se´pare´ment. Pour
re´soudre l’ambigu¨ıte´, on utilise la de´composition d’Iwasawa de GC : pour tout h ∈ GC, il
existe une seule manie`re d’e´crire h sous la forme
h = e
∑
α>0 vαeα eϕ/2 g
avec g dans le groupe compact G, gg† = 1, vα ∈ C et ϕ ∈ t. On pose n = ev, v =
∑
vαeα et
b = n eϕ/2. On controˆle la liberte´ de h(ξ0), en fixant ϕ(ξ0). Le produit scalaire est
||Ψ||2 =
∫
〈Ψ(A01u ),⊗
ℓ
(hh†)(ξℓ)−1Rℓ Ψ(A
01
u )〉 e
− ik
2π
∫
tr (A01u )
†∧A01u
ek S(hh
†,Au) j(h, u) δ(ϕ(ξ0))D(hh
†) d2ru
ou` le Jacobien est (apre`s l’anomalie chirale pour extraire la de´pendance en h)
j(h, u) = const. τ−2r2 e
2g∨ S(hh†,Au) det′
(
∂
†
A01u
∂A01u
)
.
On montre en plus [68] que
det′
(
∂
†
A01u
∂A01u
)
= const. τ2r2 e
πg∨|u−u†|2/τ2 ∣∣Π(u, τ)∣∣4
ou` Π est le de´nominateur de Weyl-Kac. On ame`ne tous ces re´sultats dans l’inte´grale et
||Ψ||2 = const.
∫
〈Ψ(A01u ),⊗
ℓ
(hh†)(ξℓ)−1Rℓ Ψ(A
01
u )〉 e
− ik
2π
∫
tr (A01u )
†∧A01u
e(k+2g
∨)S(hh†,Au) eπg
∨|u−u†|2/τ2 ∣∣Π(u, τ)∣∣4 δ(ϕ(ξ0))D(hh†) d2ru. (25)
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§11. Repre´sentation en gaz de Coulomb
Pour le moment, rien ne nous permet d’affirmer que le changement de variables conduit a` des
inte´grables plus faciles a` traiter. Bien suˆr, c’est le cas. En parame´trisant h par l’interme´diaire
de la de´composition d’Iwasawa, on tombe sur des inte´grales gaussiennes. Pour le cas le plus
simple G = SU2, on l’imagine tre`s facilement vu la forme de l’action
S(hh†) = i
2π
∫
∂ϕ ∧ ∂ϕ− i
2π
∫
e−2ϕ ∂v ∧ ∂v
pour
h =
(
1 v
0 1
)(
eϕ/2 0
0 e−ϕ/2
)
g
avec v ∈ C, ϕ ∈ R et g ∈ SU2. Maintenant, on continue l’e´tude en groupe ge´ne´ral uniquement
pour les genres 0 et 1. On n’aborde pas le dernier cas connu : genre > 2, G = SU2. Au
passage, c’est le seul cas ou` on a construit une de´coupe explicite de l’espace des modules en
genre supe´rieur. Les re´fe´rences les plus abouties sur le calcul du produit scalaire sont [44]
pour le genre ze´ro, [43] pour le genre un — les deux articles traitant le groupe quelconque
avec points d’insertion — et [65, 67] pour le genre supe´rieur, dans ce dernier cas uniquement
pour SU2. Dans les nouvelles coordonne´es, la mesure invariante D(hh
†) est
D(bb†) =
r∏
j=1
dϕj
∏
α>0
d2
(
e−ϕα/2vα
)
ou` ϕj = trϕhj et ϕα = α(ϕ).
En genre ze´ro, l’action de WZNW dans les coordonne´es d’Iwasawa devient :
S(hh†) = − i
4π
∫
tr ∂ϕ ∧ ∂ϕ− i
2π
∫
tr eϕ (n−1∂n)† e−ϕ ∧ n−1∂n
avec, en plus, (hh†)−1 = (n eϕn†)−1. Pour le moment, on a donc
||Ψ||2 = const.
(
det′ (−∆)
aire
)−dimG ∫
〈Ψ(0),⊗
ℓ
(neϕn†)(ξℓ)−1Rℓ Ψ(0)〉
e−
i(k+2g∨)
4π
∫
tr ∂ϕ∧∂ϕ e−
i(k+2g∨)
2π
∫
tr eϕ (n−1∂n)†e−ϕ∧n−1∂n δ(hh†(ξ0))D(hh†).
(26)
En genre un, le calcul est pratiquement identique. On montre [68, App. B] qu’il est toujours
possible de de´finir une action de WZNW pour des champs tordus. La formule de Polyakov-
Wiegmann jauge´e reste valable. Ainsi, bien que γu soit multivalue´e (cf. e´quation (15)), on
peut quand meˆme e´crire
S(hh†, Au) = S(γubb†γ†u)− S(γuγ†u).
Pour calculer ces deux actions, on introduit les fonctions interme´diaires
nu = γu n γ
−1
u ,
ϕu = ϕ+ χu + χ
†
u,
nu(z + τ) = e
−2πiu nu(z) e2πiu,
eϕu(z+τ) = e−2πiu eϕu(z) e2πiu
†
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ou` χu = −πu(z − z)/τ2. Dans ces coordonne´es, on a γubb†γ†u = nu eϕu n†u. La formule de
Polyakov-Wiegmann (2.4) reste valable pour des champs tordus uniquement dans la direction
τ par
g1(z + τ) = a g1(z) b, g2(z + τ) = b
−1 g2(z) c.
Par conse´quent,
S(γubb
†γ†u) = S(nu) + S(n
†
u) + S(e
ϕu)− Γ(nu, eϕu n†u)− Γ(eϕu , n†u).
Le dernier terme est nul car eϕu⊥n†u pour la forme de Killing. On montre (loc. cit.) que
S(nu) = S(n
†
u) = 0 et
S(eϕu) = − i
4π
∫
Σ
tr ∂ϕu ∧ ∂ϕu.
On trouve alors que, dans les coordonne´es d’Iwasawa, l’action de WZNW est donne´e par
S(hh†, Au) = − i4π
∫
Σ
tr ∂ϕ ∧ ∂ϕ− i
2π
∫
Σ
tr eϕu (n−1u ∂nu)
†e−ϕu ∧ n−1u ∂nu.
Pour la mesure invariante, comme on a
nu = e
∑
α>0 v
′
α eα ou` v′α = e
−π(z−z)uα/τ2 vα,
il suit
D(hh†) =
r∏
j=1
dϕj
∏
α>0
z
d2
(
e−α(ϕu(z))/2v′α(z)
)
.
On change ensuite la fonction Ψ(A01u ) en la fonction holomorphe γ : t
C → Vλ :
〈Ψ(A01u ),⊗
ℓ
(hh†)(ξℓ)−1Rℓ Ψ(A
01
u )〉 = e
πk (|u|2+|u†|2)/(2τ2) 〈γ(u),⊗
ℓ
(nue
ϕun†u)(ξℓ)
−1
Rℓ
γ(u)〉.
A` la fin, on trouve
||Ψ||2 = const.
∫
〈γ(u),⊗
ℓ
(nue
ϕun†u)(ξℓ)
−1
Rℓ
γ(u)〉 e−
i(k+2g∨)
4π
∫
tr ∂ϕ∧∂ϕ
e−
i(k+2g∨)
2π
∫
tr eϕu (n−1u ∂nu)
†e−ϕu∧n−1u ∂nu e
π(k+2g∨)
2τ2
|u−u†|2
∣∣Π(u, τ)|4 δ(ϕ(ξ0)) r∏
j=1
dϕj
∏
α>0
z
d2
(
e−α(ϕu(z))/2v′α(z)
)
d2ru.
Pour rendre les inte´grales quadratiques, on utilise de nouvelles variables (ηα)α>0 de´finies
par
n−1∂n =
∑
α>0
∂ηα eα. (27)
Le changement de variables (vα) 7→ (ηα), pour le genre ze´ro, ou (v′α) 7→ (ηα), pour le genre
un, est clairement explique´ dans les articles originaux. On utilise alors un 〈〈 truc 〉〉 qui per-
met d’inverser la relation (27). Ainsi, nu est obtenu en fonction des ηα par l’interme´diaire
d’inte´grales en ys sur les fonctions de Green de l’ope´rateur ∂, e´ventuellement tordu. On inte`gre
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alors sur les ηα. On appelle l’inte´grale re´siduelle sur les ϕ
j une repre´sentation en gaz de
Coulomb. On utilise cette terminologie a` cause de la ressemblance avec la repre´sentation en
inte´grale fonctionnelle des poids de Boltzmann pour un gaz de Coulomb. Dans ce langage, on
a des charges externes aux points ξℓ, des charges d’e´cran aux points ys, et une charge a` l’infini
en ξ0. Apre`s inte´gration sur les ϕ
j , on tombe enfin sur des inte´grales de dimension finie.
Si λ1, · · · , λN est la se´quence de plus hauts poids, on note 〈λ| = ⊗ℓ〈λℓ|, α une se´quence
(α1,1, · · · , α1,K1 , α2,1, · · · · · · , αN,KN ) ≡ (α1, · · · , αK) de K =
∑
ℓKℓ racines simples telles que
K∑
s=1
αs =
N∑
ℓ=1
λℓ
et y = (y1,1, · · · , y1,K1 , α2,1, · · · · · · , yN,KN ) ≡ (y1, · · · , yK) une se´quence de K points sur Σ.
Deux se´quences α de racines simples ne diffe`rent que par une permutation σ ∈ SK . On
introduit la constante κ = k + g∨.
En genre ze´ro, le produit scalaire est
||Ψ||2 = const.
∫ ∣∣∣ e− 1κ S(0)(z,y)〈G(0)(z, y),Ψ(0) 〉 ∣∣∣2 K∏
s=1
d2ys
avec
S(0)(z, y) =
∑
ℓ<ℓ′
tr(λℓλℓ′) ln(zℓ − zℓ′)−
∑
ℓ,s
tr(λℓαs) ln(zℓ − ys) +
∑
s<s′
tr(αsαs′) ln(ys − ys′)
mais aussi
G(0)(z, y) =
∑
K
∑
σ∈SK
FK(z, σy)〈λ| ⊗
ℓ
(e(σα)ℓ,1 · · · e(σα)ℓ,Kℓ )ℓ,
prenant ses valeurs dans l’espace dual a` Vλ, et
FK(z, y) =
1
πK
∏
ℓ
1
zℓ−yℓ,1
1
yℓ,1−yℓ,2 · · ·
1
yℓ,Kℓ−1−yℓ,Kℓ
.
En genre un, on obtient une expression tout a` fait semblable
||Ψ||2 = const. τ
−r/2
2
∫
e
πκ
2τ2
|w−w|2 ∣∣∣ e− 1κ S(1)(τ,z,y)〈G(1)(τ, u, z, y), θ(u) 〉 ∣∣∣2 d2ru K∏
s=1
d2ys
avec θ(u) = Π(u, τ) γ(u), Π e´tant le de´nominateur de Weyl-Kac, et
w ≡ u+ 1
κ
N∑
ℓ=1
zℓλℓ − 1κ
K∑
s=1
ysαs.
La fonction S(1) est holomorphe et multivalue´e en τ , zℓ et ys, la fonction G
(1) est holomorphe
multivalue´e et prend ses valeurs dans l’espace dual a` Vλ. Explicitement, on a
S(1)(τ, z, y) =
∑
ℓ<ℓ′
tr(λℓλℓ′) ϑ˜1(zℓ − zℓ′)−
∑
ℓ,s
tr(λℓαs) ϑ˜1(zℓ − ys) +
∑
s<s′
tr(αsαs′) ϑ˜1(ys − ys′)
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avec ϑ˜1(z) ≡ ϑ1(z)/ϑ′1(0),
G(1)(τ, u, z, y) =
∑
K
∑
σ∈SK
FK,σα(τ, u, z, σy)〈λ| ⊗
ℓ
(e(σα)ℓ,1 · · · e(σα)ℓ,Kℓ )ℓ
ou`
FK,α(τ, u, z, y) =
1
πK
∏
ℓ
Pαℓ,1(u)+···+αℓ,Kℓ(u)(zℓ − yℓ,1)Pαℓ,2(u)+···+αℓ,Kℓ(u)(yℓ,1 − yℓ,2)
× · · ·Pαℓ,Kℓ(u)(yℓ,Kℓ−1 − yℓ,Kℓ)
ou` Px(y) est la fonction de´finie dans la section 4.4. Les fonctions sont multivalue´es se´pare´ment,
mais mises ensemble, on obtient un inte´grand monovalue´.
Le proble`me de la convergence de ces inte´grales reste ouvert. Il a e´te´ montre´ dans un certain
nombre de cas [42, 62] et il a e´te´ conjecture´ pour le cas ge´ne´ral [61] que le produit scalaire
converge si, et seulement si, on le calcule sur des e´tats de CS qui satisfont les re`gles de fusion.
Chapitre 4
Syste`mes de Hitchin
Connexion de Knizhnik-Zamolodchikov-Bernard
§1. Ge´ome´trie symplectique
Comme re´fe´rences sur le sujet, j’utilise les ouvrages [1, 107] et l’article [26].
1.1. Structure symplectique
Une varie´te´ de Poisson est une varie´te´ M e´ventuellement de dimension infinie — par
commodite´, on utilise la cate´gorie re´elle mais l’expose´ reste valable dans la cate´gorie com-
plexe — munie d’un crochet de Poisson, c.-a`-d. d’une application biline´aire antisyme´trique
{., .} sur l’espace C∞(M) ve´rifiant la re`gle de Leibniz et l’identite´ de Jacobi :
1) {ϕ1, ϕ2} = −{ϕ2, ϕ1} (antisyme´trie) ;
2) {ϕ,ϕ1ϕ2} = {ϕ,ϕ1}ϕ2 + ϕ1{ϕ,ϕ2} (re`gle de Leibniz) ;
3) {ϕ1, {ϕ2, ϕ3}}+ {ϕ2, {ϕ3, ϕ1}}+ {ϕ3, {ϕ1, ϕ2}} = 0 (identite´ de Jacobi).
Le tenseur de Poisson J ∈ Λ2TM est de´fini par {ϕ,ψ} = J(dϕ ∧ dψ). On conside`re aussi
l’application J˜ : T ∗M → TM telle que 〈J˜(dϕ), dψ〉 = {ϕ,ψ} avec des notations e´videntes.
Deux fonctions ϕ,ψ ∈ C∞(M) sont dites en involution si leur crochet de Poisson est nul.
Une feuille symplectique est une sous-varie´te´ maximale de M sur laquelle toute fonction
ϕ en involution avec tous les ψ ∈ C∞(M) est constante.
Une varie´te´ symplectique M est une varie´te´ — de dimension paire si M est de di-
mension finie — munie d’une 2-forme ω ferme´e (dω = 0) et non-de´ge´ne´re´e, appele´e forme
symplectique. On dit que ω est non-de´ge´ne´re´e si l’application λ : TM → T ∗M de´finie
par ω(v,w) = 〈w, λ(v)〉 est inversible. On note J˜ son inverse. Une varie´te´ symplectique est
toujours une varie´te´ de Poisson avec
{ϕ,ψ} ≡ 〈J˜(dϕ), dψ〉 = ω(J˜(dψ), J˜ (dϕ)).
Une feuille symplectique d’une varie´te´ de Poisson M posse`de une structure symplectique na-
turelle telle que son crochet de Poisson co¨ıncide avec la restriction du crochet de Poisson de
M . Si ϕ ∈ C∞(M), son champ de vecteurs hamiltonien est vϕ = J˜(dϕ), soit dϕ = i(vϕ)ω.
Plus ge´ne´ralement, on dit qu’un champ de vecteurs v est hamiltonien (resp. canonique)
si i(v)ω est exacte (resp. ferme´e). Lorsque v est hamiltonien, une fonction Hv ∈ C∞(M),
telle que dHv = i(v)ω, est appele´e un Hamiltonien associe´ a` v. Soit X(M) l’alge`bre de
Lie des champs de vecteurs sur M , munie du crochet de Lie [., .] de´fini par le commuta-
teur. L’application v : C∞(M) → X(M) qui envoie une fonction sur son champ de vecteurs
hamiltonien est un homomorphisme d’alge`bres de Lie.
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1.2. Dual d’une alge`bre de Lie
Soit G un groupe de Lie et g son alge`bre de Lie identifie´e avec TeG. L’action du groupe G
sur lui-meˆme (h 7→ ghg−1) induit une action naturelle de G sur g, l’action adjointe Ad, et,
par transposition, l’action coadjointe Ad∗ sur g∗. Les ge´ne´rateurs infinite´simaux (cf. p. 110)
de ces deux actions sont l’action adjointe ad de g sur g et l’action coadjointe ad∗ de g sur g∗.
Afin de rendre les choses plus explicites, posons Lg : h 7→ gh la translation a` gauche par g et
Rg : h 7→ hg la translation a` droite par g. Si X,Y ∈ g, ξ ∈ g∗,
AdgX = Te(Rg−1Lg)X,
〈Y,Ad∗g ξ〉 = 〈Adg−1 Y, ξ〉,
adXY = [X,Y ],
〈Y, ad∗X ξ〉 = −〈[X,Y ], ξ〉.
Pour simplifier, on note
AdgX = gXg
−1, Ad∗g ξ = gξg
−1, ad∗X ξ = [X, ξ].
Les orbites coadjointes O posse`dent une structure naturelle de varie´te´ symplectique. Soit
ξ pris dans l’orbite O. On note Gξ le groupe d’isotropie de ξ et gξ son alge`bre de Lie :
Gξ = {g ∈ G
∣∣ gξg−1 = ξ} et gξ = {X ∈ g ∣∣ [X, ξ] = 0}.
L’orbite O est naturellement isomorphe au quotient G/Gξ , d’ou` TξO ∼= g/gξ. La forme bili-
ne´aire antisyme´trique sur g
ωξ(X,Y ) = 〈[X,Y ], ξ〉 = −〈Y, [X, ξ]〉
descend bien sur g/gξ car ωξ(X, .) = 0 e´quivaut a` X ∈ gξ. L’application ξ 7→ ωξ de´finit une
2-forme sur O. Utilisant l’identite´ de Jacobi, on ve´rifie ensuite que ω est ferme´e.
Le dual d’une alge`bre de Lie est un exemple de varie´te´ qui n’est pas symplectique mais qui
admet une structure de Poisson. Soient ϕ,ψ ∈ C∞(g∗) et ξ ∈ g∗, le crochet de Lie-Poisson
est
{ϕ,ψ}L.P.(ξ) = 〈 [dϕ(ξ), dψ(ξ)], ξ 〉
ou` on a identifie´ une diffe´rentielle dϕ en un point ξ avec une fonction line´aire sur g∗, i.e. un
e´le´ment de g∗∗ ∼= g. Si (ta) est une base de g, [ta, tb] = ifabc tc, les fonctions ξa = 〈ta, .〉 sur g∗
forment un syste`me de coordonne´es sur g∗. On obtient
{ϕ,ψ}L.P. =
∑
a,b,c
ifabc
∂ϕ
∂ξa
∂ψ
∂ξb
ξc.
Les feuilles symplectiques de (g∗, {., .}L.P.) sont les orbites coadjointes.
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Soit (M,ω) une varie´te´ symplectique, {., .} le crochet de Poisson associe´, G un groupe de
Lie d’alge`bre de Lie g. Le groupe G agit sur M par Φ : G×M ∋ (g, x) 7→ Φ(g, x) = Φg(x) ∈
M . On suppose que l’action est symplectique, c.-a`-d. que Φg est un symplectomorphisme,
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c.-a`-d. Φ∗gω = ω pour tout g ∈ G. L’action infinite´simale induit un homomorphisme d’alge`bres
de Lie θ : g→ X(M) associant a` tout X ∈ g le champ de vecteurs
θ(X) = − d
dt
∣∣∣
t = 0
Φexp tX ,
appele´ ge´ne´rateur infinite´simal de l’action. On ve´rifie aise´ment que (Φg)∗ θ(X) = θ(AdgX)
et θ([X,Y ]) = [θ(X), θ(Y )]. Notons que l’image de θ est forme´e de champs de vecteurs sym-
plectiques.
On suppose en plus que l’action est hamiltonienne c.-a`-d. qu’il existe une application
µ˜ : g→ C∞(M) factorisant θ par l’interme´diaire de v :
θ : g
µ˜−→ C∞(M) v−→ X(M), (1)
soit dµ˜(X) = i(θ(X))ω. En clair, on suppose que l’image de θ est forme´e de champs de
vecteurs hamiltoniens. Si ν˜ factorise θ suivant (1), il est clair que toute autre application
factorisant θ est de la forme µ˜ = ν˜ + σ, ou` σ : g→ R est une application line´aire. On adjoint
a` µ˜ l’application µ :M → g∗ de´finie par
〈X,µ(x)〉 ≡ µ˜(X)(x). (2)
L’application µ est donc de´termine´e a` une constante σ ∈ g∗ pre`s. Lorsque l’action est hamil-
tonienne, on dit que µ est un moment pour l’action.
On a remarque´ que θ et v sont des homomorphismes d’alge`bres, il est donc naturel de
trouver sous quelles contraintes on peut factoriser θ par un homomorphisme d’alge`bres µ˜. Si
c’est possible, on dit que l’action de G est poissonnienne. Notons que µ˜ est un homomor-
phisme d’alge`bres si, et seulement si, l’application µ :M → g∗ est un morphisme de Poisson,
c.-a`-d. {ϕ ◦ µ,ψ ◦ µ} = {ϕ,ψ}L.P. ◦ µ. Fixons un µ˜ factorisant θ. On a
vµ˜([X,Y ]) = θ([X,Y ]) = [θ(X), θ(Y )] = [vµ˜(X), vµ˜(Y )] = v{µ˜(X),µ˜(Y )}.
Il existe donc une application χ : g× g→ R telle que
{µ˜(X), µ˜(Y )} = µ˜([X,Y ]) + χ(X,Y ).
A` partir de l’identite´ de Jacobi pour {., .} et de : {µ˜([X,Y ]), µ˜(Z)} = {{µ˜(X), µ˜(Y )}, µ˜(Z)},
on de´duit
χ([X,Y ], Z) + χ([Y,Z],X) + χ([Z,X], Y ) = 0,
c.-a`-d. χ est un 2-cocycle de l’alge`bre de Lie g. Si on change µ en µ + σ alors χ(X,Y ) est
remplace´ par χ(X,Y ) − σ([X,Y ]). L’action de G permet donc de fixer χ a` un cobord pre`s,
i.e. une action hamiltonienne de´termine une classe [χ] dans H2(g,R). En effet, un cobord
est un cocycle de la forme χ(X,Y ) = σ([X,Y ]), ou` σ : g → R est une application line´aire.
Clairement, l’action est poissonnienne si, et seulement si, [χ] = 0, i.e. χ est un certain cobord
σ. L’application µ˜+ σ re´alise l’homomorphisme d’alge`bres de´sire´. Cet homomorphisme n’est
pas unique. La liberte´ est cette fois donne´e par une application line´aire σ : g → R telle que
σ([X,Y ]) = 0. Ainsi, une action poissonnienne de´termine une classe dans H1(g,R). De ce qui
pre´ce`de, on constate que si H1(g,R) = H2(g,R) = 0, condition re´alise´e si g est semi-simple,
alors l’action est poissonnienne et un moment pour l’action est unique.
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On se propose de reformuler la notion de moment. SoientM et N deux varie´te´s quelconques.
Soient Φ et Ψ deux actions de G sur respectivement M et N . Soit f :M → N une application
C∞. On dit que f est e´quivariante pour ces deux actions de G si, pour tout g ∈ G, on a
f ◦Φg = Ψg◦f . On dit que l’action est (infinite´simalement) ǫ-e´quivariante si Tf ◦θΦ = θΨ◦f ,
ou` θΦ et θΨ sont les ge´ne´rateurs infinite´simaux des actions Φ et Ψ. On se replace dans le cadre
d’une action hamiltonienne factorisant θ par un certain µ˜. On va montrer le re´sultat suivant
e´quivariance de µ =⇒ ǫ-e´quivariance de µ ⇐⇒ action poissonnienne.
La premie`re implication est ge´ne´rale. Dans le contexte qui nous inte´resse, l’e´quivariance de µ
dit : µ◦Φg = Ad∗g ◦µ et l’ǫ-e´quivariance dit : Tµ◦θ(X) = ad∗X ◦µ. Pour obtenir la partie⇐⇒,
on commence par de´river l’e´quation (2) : dµ˜(X).v = 〈X,Tµ ◦ v〉. On en de´duit facilement
〈Y, Tµ ◦ θ(X)〉 = −{µ˜(X), µ˜(Y )} = −µ˜([X,Y ]) = 〈Y, [X,µ]〉,
d’ou` l’e´quivalence annonce´e. En re´sume´, e´tant donne´e une action hamiltonienne, pour montrer
qu’elle est poissonnienne, il suffit de trouver une application µ˜ factorisant θ telle que µ est
e´quivariante.
Par la suite, on conside`re l’action du groupe G C des transformations de jauge qui est de
dimension infinie. On est alors surtout inte´resse´ par une application moment e´quivariante.
2.1. Re´duction symplectique
Soient G un groupe de Lie, Φ une action hamiltonienne de G sur une varie´te´ symplectique
(M,ω). On se donne µ :M → g∗ un moment pour l’action, suppose´ e´quivariant. Le quotient
Pξ ≡ µ−1(ξ)/Gξ = µ−1(O)/G, appele´ espace des phases re´duit, est correctement de´fini.
Dans le cas particulier ξ = 0, µ−1(0)/G est appele´ le quotient de Marsden-Weinstein,
parfois note´ M/G. On suppose que l’action de G et le moment sont tels que Pξ est une
varie´te´. L’espace des phases re´duit supporte une unique structure symplectique ωred telle que
π∗ωred = i∗ω (3)
ou` π : µ−1(ξ) → Pξ est la projection canonique et i : µ−1(ξ) → M est l’injection naturelle.
Soit m ∈ µ−1(ξ). Si v appartient a` Tmµ−1(ξ), on note v˜ son image par Tπ. La formule (3)
dit seulement ωred(v˜, w˜) = ω(v,w), pour v,w ∈ Tmµ−1(ξ). Comme π et Tπ sont surjectives,
l’unicite´ de ωred est imme´diate. Si ξ et ξ
′ sont dans la meˆme orbite coadjointe O, alors de
fac¸on naturelle Pξ ∼= Pξ′ ∼= µ−1(O)/G ≡ PO et cet isomorphisme pre´serve la structure
symplectique.
2.2. Espaces cotangents
On a de´ja` vu que tout espace cotangent M = T ∗N a` une varie´te´ N admet une struc-
ture symplectique canonique. Notons π la projection canonique π : M → N et Tπ son
application tangente Tπ : TM → TN . Soient x ∈ N et τ ∈ T ∗xN . Si v ∈ TτM , on pose
α0(v) = 〈Tπ(v), τ〉. La 2-forme ω0 = dα0 sur M est automatiquement ferme´e. ω0 n’est
pas de´ge´ne´re´e. Suivant le the´ore`me de Darboux, toute varie´te´ symplectique de dimension
finie est localement symplectomorphe a` un fibre´ cotangent muni de sa structure symplectique
canonique.
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Soit G un groupe de Lie agissant sur N via un diffe´omorphisme Φ. L’application Φg−1 se
rele`ve en un symplectomorphisme Ψg ≡ T ∗Φg−1 : M → M . C’est un fait beaucoup plus
ge´ne´ral puisque tout diffe´omorphisme f : N → N se rele`ve en un symplectomorphisme de
(M,ω0), mieux : (T
∗f)∗α0 = α0. On a donc une action symplectique de G surM . Soient x ∈ N
et τ ∈ T ∗xN , d’ou` Ψg(τ) ∈ T ∗Φg(x)N . En fait, l’action Ψ est hamiltonienne et l’application
µ :M → g∗ de´finie par
〈X,µ(τ)〉 = −α0(θΨ(X))τ (4.a)
est un moment e´quivariant pour l’action. En effet, comme Ψ pre´serve la 1-forme α0 et
Ψexp tX est un flot pour θΨ(X), on a £θΨ(X) α0 = 0. D’apre`s la formule de Cartan, dµ˜(X) =
−i(θΨ(X)) dα0 = i(θΨ(X))ω0. Ainsi vµ˜(X) = θΨ(X) et l’action est hamiltonienne. Comme
Ψg = T
∗Φg−1 , on a π ◦Ψg = Φg ◦ π et Tπ ◦ θΨ = θΦ ◦ π. Il suit
µ˜(X)(τ) = −〈Tπ ◦ θΨ(X), τ〉 = −〈θΦ(X) ◦ π(τ), τ〉 = −〈θΦ(X)(x), τ〉. (4.b)
L’e´quivariance de µ, c.-a`-d. µ ◦Ψg = gµg−1, s’e´crit aussi µ˜(X)(Ψg(τ)) = µ˜(g−1Xg)(τ). Or
µ˜(g−1Xg)(τ) = −〈θΦ(g−1Xg)(x), τ〉 = −〈Φ∗gθΦ(X)(x), τ〉
= −〈(TΦg−1) ◦ θΦ(X) ◦Φg(x), τ〉 = −〈θΦ(X) ◦ Φg(x), (T ∗Φg−1)(τ)〉
= µ˜(X)(Ψg(τ)),
donc µ est e´quivariante. En conclusion, toute action d’un groupe sur une varie´te´ se rele`ve en
une action hamiltonienne sur le fibre´ cotangent, un moment pour l’action — e´quivariant par
construction — e´tant donne´ par l’e´quation (4.a) ou l’e´quation (4.b).
On peut regarder la re´duction symplectique de M . Soit ξ ∈ g∗. Le quotient µ−1(ξ)/Gξ
admet une structure symplectique. En plus, on montre que
µ−1(ξ)/Gξ ∼= T ∗(N/Gξ)
si, et seulement si, gξ = g.
2.3. Syste`mes inte´grables
Suivant le contexte, on peut de´finir de plusieurs fac¸ons un syste`me inte´grable : syste`me
alge´brique comple`tement inte´grable [31], inte´grabilite´ par quadrature, etc... L’inte´grabilite´
qui nous inte´resse est l’inte´grabilite´ par quadrature. Les syste`mes inte´grables constituent
le parfait exemple de l’interaction entre physique [13] et mathe´matiques [5, vol. 4 et 16].
Soit (M , ω) une varie´te´ symplectique de dimension 2n. On dit qu’un syste`me — ayant pour
espace des phases M — est inte´grable si on peut re´soudre ses e´quations du mouvement
par quadrature, c.-a`-d. par un nombre fini d’ope´rations alge´briques et de calculs inte´grals.
Liouville a montre´ qu’il suffit de trouver n fonctions inde´pendantes (dont le Hamiltonien) en
involution. L’e´nonce´ pre´cis, duˆ a` Arnold [6], est le suivant :
The´ore`me (Liouville-Arnold). — Soient n fonctions lisses f1, · · · , fn sur M , en involu-
tion. On suppose que les fonctions fi sont inde´pendantes sur les surfaces de niveau Mλ =
{x ∈ M ∣∣ fi(x) = λi, i = 1, · · · , n}, i.e. df1 ∧ · · · ∧ dfn 6= 0 en tout point de Mλ. Si Mλ est
compacte et connexe alors
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1) Mλ est une varie´te´ diffe´omorphe a` un tore de dimension n, le tore de Liouville T
n ;
2) dans un voisinage de Mλ, on peut introduire des coordonne´es I1, · · · , In, ϕ1, · · · , ϕn,
0 6 ϕi 6 2π, appele´es variables d’action-angle, telles que la forme symplectique soit de la
forme ω =
∑n
i=1 dIi ∧ dϕi. Les ϕi sont des coordonne´es sur Tn. Les Ii sont des coordonne´es
dans la direction transverse a` Tn, ne de´pendant que des fi. On choisit pour le Hamiltonien
H une des fi par exemple f1. Dans les coordonne´es (Ii, ϕi), les e´quations du mouvement sont
de la forme :
I˙i = 0, ϕ˙i = {H, Ii} = ωi(I1, · · · , In) ;
3) un syste`me inte´grable peut eˆtre inte´gre´ par quadrature.
Un concept particulie`rement performant dans l’analyse des syste`mes inte´grables est duˆ a`
Lax. Une paire de Lax est forme´e de deux fonctions L etM sur M a` valeurs dans une alge`bre
de Lie g telle que la dynamique du syste`me se re´duit a` l’e´quation diffe´rentielle suivante
dL
dt
= [L,M ]
ou` le crochet [., .] est le crochet de g. On montre facilement qu’un syste`me inte´grable au sens
de Liouville posse`de toujours une paire de Lax. Notons que, meˆme si elle existe, une paire de
Lax n’est pas unique — l’alge`bre g peut meˆme changer.
Les puissances de L satisfont e´galement l’e´quation diffe´rentielle pre´ce´dente. Ainsi, si I
est une fonction Ad-invariante sur g, les fonctions I(Ln) sont des inte´grales du mouve-
ment, i.e. sont en involution avec le Hamiltonien du syste`me. Pour obtenir un syste`me
inte´grable, on doit trouver suffisamment de fonctions inde´pendantes en involution. On com-
mence par supposer que L de´pend d’un parame`tre spectral λ. Les quantite´s inte´ressantes
sont alors les coefficients dans le de´veloppement en λ des trLn(λ). On suppose que celles-ci
sont inde´pendantes. Il faut en plus que les inte´grales soient en involution, i.e.
{trLn(λ), trLm(µ)} = 0.
La seule e´quation de Lax ne garantit pas cette proprie´te´. Par contre, on montre [14] que la
proprie´te´ d’involution des valeurs propres d’une matrice de Lax L est e´quivalente a` l’existence
d’une fonction sur l’espace des phases a` valeurs dans g⊗ g, note´e r, telle que
{L1(λ), L2(µ)} = [r12(λ, µ), L1(λ)]− [r21(λ, µ), L2(µ)].
On a utilise´ les notations fixe´es p. 27. En plus, r12(λ, µ) = rab(λ, µ) t
a ⊗ tb et r21 est obtenue
en e´changeant les espaces 1 et 2. La` encore la matrice r n’est pas unique. Ainsi, les Hn(λ) =
trLn(λ) sont en involution. On obtient facilement que
{Hn(λ), L(µ)} = [L(µ),Mn(λ, µ)]
ou` Mn(λ, µ) = n tr1 L(λ)
n−1
1 r21(λ, µ). Le cas le plus simple est celui pour lequel la matrice r
est constante et ve´rifie l’e´quation de Yang-Baxter classique (EYBC) :
[r12, r13] + [r12, r23] + [r32, r13] = 0.
Il existe bien des ge´ne´ralisations de cette e´quation : EYBC modifie´e, EYBC dynamique avec
une matrice r dynamique, EYBQuantique avec une matrice R quantique, etc...
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§3. Syste`mes de Hitchin
La construction de Hitchin commence par la re´duction symplectique de T ∗A 01 (de dimen-
sion infinie) par le groupe des transformations de jauge (de dimension infinie) pour obtenir un
espace symplectique de dimension finie, l’espace cotangent a` Ns. On regarde l’espace cotan-
gent T ∗A 01 comme l’ensemble des paires (A01, ϕ10), ou` A01 ∈ A 01 et ϕ10 est une (1, 0)-forme
sur Σ a` valeurs dans gC, appele´e champ de Higgs. Il existe une 1-forme canonique α sur
T ∗A 01 donne´e par
〈δA01, δϕ10 |α〉 =
∫
Σ
trϕ10 ∧ δA01
ou` δA01 repre´sente un vecteur tangent a` A 01 en A01 et δϕ10 est un vecteur tangent en
ϕ10. L’espace cotangent T ∗A 01 muni de la 2-forme Ω ≡ dα est un espace symplectique de
dimension infinie. Concre`tement, on a
〈δA011 , δϕ101 , δA012 , δϕ102 |Ω〉 =
∫
Σ
tr (δϕ101 ∧ δA012 − δϕ102 ∧ δA011 ).
On peut relever l’action Φh : A
01 7→ hA01 de G C sur A 01 en une action hamiltonienne Ψh (=
T ∗Φh−1) sur l’espace cotangent T ∗A 01 par (A01, ϕ10) 7→ (hA01, hϕ10) ou` hϕ10 = hϕ10h−1 (∗).
Soit λ un e´le´ment de l’alge`bre de Lie de G C. Le ge´ne´rateur infinite´simal de l’action Φ est
θ(λ)(A01) = ∂λ+A01λ−λA01. Par conse´quent, un moment µ : T ∗A 01 → (LieG C)∗ est donne´
par
〈λ , µ(A01, ϕ10)〉 = −〈θ(λ)(A01) , (A01, ϕ10)〉.
Ainsi, on a
〈λ , µ(A01, ϕ10)〉 = −
∫
Σ
trϕ10 ∧ (∂λ+A01λ− λA01)
Apre`s inte´gration par parties, on constate qu’un moment pour l’action de G C sur T ∗A 01 est
µ(A01, ϕ10) = −[∂ϕ10 +A01 ∧ ϕ10 + ϕ10 ∧A01].
Cette dernie`re prend ses valeurs dans l’espace des 2-formes sur Σ a` valeurs dans gC, i.e. dans
le dual de l’alge`bre de Lie de G C. Par construction, le moment est e´quivariant vis a` vis
de G C. Par re´duction symplectique, la 2-forme Ω descend en une forme symplectique ω sur
P ≡ µ−1(0)/G C. Comme un champ de Higgs tel que µ(A01, ϕ10) = 0 induit une forme line´aire
sur A 01 nulle sur les vecteurs de A 01 tangents a` l’orbite de G C, on a P ∼= T ∗N . Pour obtenir
un espace des phases lisse, on doit se restreindre a` la strate stable de A 01, ope´ration toujours
sous-entendue meˆme si cela n’apparaˆıt pas explicitement dans les notations.
On peut ge´ne´raliser cette construction. Soient ξ une se´quence de N points distincts sur Σ
et (Oℓ) une se´quence d’orbites coadjointes dans la sous-alge`bre de Cartan t
C. On pose
O =
{∑
ℓ
λℓ δξℓ
∣∣∣ λℓ ∈ Oℓ}
∗ En effet, pour tout v = h δA01h−1, vecteur tangent a` A 01 en hA01, on doit avoir 〈v,Ψh(A
01, ϕ10)〉 =
〈TΦh−1(v), (A
01, ϕ10)〉. Ainsi, comme TΦh−1(δA
01) = h−1δA01h, on a 〈h δA01h−1 , (hA01, hϕ10)〉 =
〈δA01 , (A01, ϕ10)〉. On trouve imme´diatement hϕ10 = hϕ10h−1.
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ou` δξℓ est la mesure de Dirac en ξℓ. On peut re´duire symplectiquement T
∗A 01 suivant
PO = µ
−1({O})/G C ∼= µ−1(∑
ℓ
λℓ δξℓ
)/
G Cξ,λ
ou` G Cξ,λ est le sous-groupe de G
C fixant
∑
ℓ λℓ δξℓ dans l’action coadjointe de G
C. Il existe une
ge´ne´ralisation des notions de stabilite´ et semi-stabilite´ a` des paires de Higgs (A01, ϕ10) (∗).
En ne conside´rant que des paires de Higgs stables, on obtient un espace PO lisse admettant
une compactification (semi-stable). La forme Ω descend sur la partie lisse de PO pour donner
une forme symplectique ω.
Soit p un polynoˆme homoge`ne sur gC, GC-invariant, de degre´ dp. Par exemple, pour G =
SU2, on a un seul choix p2(X) = trX
2. L’application T ∗A 01 → Γ(Kdp) qui envoie un point
(A01, ϕ10) ∈ T ∗A 01 en la diffe´rentielle p(ϕ10) de degre´ dp sur Σ, est constante sur les G C-
orbites comme p est GC-invariant. Si µ(A01, ϕ10) = 0, alors p(ϕ10) est holomorphe. On obtient
ainsi une application de Hitchin
hp : P → H0(Kdp) .
Les composantes de hp sont en involution sur P — elles sont de´ja` en involution sur T
∗A 01
puisqu’elles ne de´pendent que de ϕ10. En prenant un syste`me complet de polynoˆmes invariants,
Hitchin a montre´ qu’on obtient un syste`me complet de Hamiltoniens en involution sur P,
appele´ syste`me de Hitchin [88]. Pour les groupes matriciels, les valeurs des Hamiltoniens en
un point de P sont code´es dans la courbe spectrale S . La courbe spectrale est l’ensemble
des λ ∈ K tels que
det (λ− ϕ10) = 0.
La courbe spectrale est un reveˆtement ramifie´ de Σ. Par exemple, pour GC = GLrC,
det (λ− ϕ10) =
r∑
i=1
λr−i tr Λiϕ10
et S est un reveˆtement ramifie´ a` r feuillets de genre g(S ) = dimNs (= r
2(g − 1) + 1 si
g > 2). Les espaces propres ℓλ forment un fibre´ en droites holomorphe ℓ au-dessus de S . Le
fibre´ ℓ est un point dans une varie´te´ jacobienne de S sur laquelle les Hamiltoniens induisent
des flots line´aires. En clair, la courbe spectrale contient l’information qui permet de trouver
les variables d’action et la varie´te´ jacobienne contient celle qui permet de trouver les variables
d’angle. Pour les autres groupes GC, les tores de Liouville sont des sous-varie´te´s des varie´te´s
jacobiennes des courbes spectrales.
Avec des points d’insertion sur Σ, on obtient de meˆme une application de Hitchin
hp : PO 7→ H0
(
Kdp
(
dp
∑
ℓ
ξℓ
))
prenant ses valeurs dans l’espace des dp-formes me´romorphes avec e´ventuellement des poˆles
d’ordre 6 dp en ξℓ. On obtient encore un syste`me inte´grable sur PO .
∗ La ge´ne´ralisation du syste`me de Hitchin au cas avec points d’insertion est pre´sente´e dans [19, 37, 106, 119].
Ge´ome´triquement, une paire de Higgs tordue par L, fibre´ en droites de degre´ positif, est forme´e d’un fibre´ E
et d’un homomorphisme ϕ : E → E ⊗ L. Un sous-fibre´ de Higgs est une paire de Higgs (F, ψ) telle que F est
un sous-fibre´ ϕ-invariant de E et ψ est la restriction de ϕ. La paire (E,ϕ) est stable (resp. semi-stable) si pour
tout sous-fibre´ de Higgs µ(F ) < µ(E) (resp. µ(F ) 6 µ(E)). Il existe alors un espace des modules des fibre´s de
Higgs tordus par L lisse, en ne conside´rant que la partie stable, avec une compactification semi-stable.
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§4. Espace des modules des surfaces de Riemann
L’espace des modules Mg,N est l’ensemble des classes d’isomorphismes d’objets (Σ, S) ou`
Σ est une surface de Riemann (compacte, connexe) de genre g et S est une se´quence ordonne´e
de N points ξ1, · · · , ξN deux a` deux distincts sur Σ.
Soit πg,N le groupe libre engendre´ par les ge´ne´rateurs a1, · · · , ag, b1, · · · , bg, c1, · · · , cN et la
relation ( g∏
i=1
aibia
−1
i b
−1
i
)
c1 · · · cN = 1.
Une surface de Riemann marque´e de genre g est une classe d’e´quivalence de triplets (Σ, α, S)
ou` α : πg,N → π1(Σ\S) est un isomorphisme tel que α(ci) est proprement homotope a` un lacet
oriente´ positivement autour de ξi et si N = 0 tel que la forme d’intersection (α(ai), α(bi)) =
+1. Deux triplets (Σ, α, S) et (Σ′, α′, S′) sont e´quivalents s’il existe un isomorphisme ι : Σ→
Σ′ tel que ι(ξi) = ξ′i et ι∗α diffe`re de α
′ par un automorphisme inte´rieur, ou` ι∗ est l’application
induite par ι sur les groupes fondamentaux. L’espace de Teichmu¨ller Tg,N est l’ensemble
de toutes les surfaces de Riemann marque´es de genre g.
Le groupe modulaire Γg,N est l’ensemble des automorphismes σ de πg,N tels que σ(ci)
est conjugue´ a` ci et, si N = 0, σ pre´serve l’orientation modulo les automorphismes inte´rieurs.
Le groupe Γg,N est un sous-groupe discret des automorphismes de Tg,N agissant sur Tg,N
via (Σ, α, S) 7→ (Σ, α ◦ σ, S). L’espace des modules Mg,N est alors le quotient de Tg,N par le
groupe modulaire et a pour dimension 3g− 3+N tant que 2g− 2+N > 0. Les cas exotiques
sont (g,N) = (0, 0), (0, 1), (0, 2), (1, 0) :
— en genre ze´ro, les automorphismes de CP 1 sont les transformations de Mo¨bius. On peut
donc envoyer trois points sur 0, 1,∞. L’espace des modules est donc re´duit a` un point pour
N 6 3. Par contre, M0,4 = CP
1 \ {0, 1,∞} et M0,N ∼= (CP 1 \ {0, 1,∞})N−3 \ {diagonales},
si N > 5 ;
— les rappels sur les courbes elliptiques montrent que M1,0 est e´gal a` H/PSL2Z. L’appli-
cation j e´tablit un isomorphisme entre M1,0 et le plan complexe C. Il est facile de compactifier
l’espace des modules. On utilise une compactification a` la Alexandroff de M1,0, alors M 1,0
est la sphe`re de Riemann. Trivialement, M1,1 = M1,0.
Enfin, signalons que l’espace Mg,N posse`de une compactification naturelle : l’espace des
modules des surfaces de Riemann stables M g,N , due a` Knudsen-Deligne-Mumford.
Cette pre´sentation inspire´e par celle de Mumford [112] n’est pas tre`s adapte´e a` notre travail.
Soit Σ une varie´te´ bidimensionnelle (compacte, connexe, oriente´e, sans points marque´s) de
genre g. Soient MET l’ensemble des me´triques Riemanniennes sur Σ, WEYL le groupe des
transformations de Weyl — c.-a`-d. les application eσ ou` σ ∈ C∞(Σ,R) — Diff+ l’ensemble
des diffe´omorphismes de Σ sur lui-meˆme pre´servant l’orientation et Diff+,0 la composante
connexe de l’identite´ dans Diff+ — c’est un sous-groupe normal de Diff+. Soit WEYL⋊Diff+
le produit semi-direct ou` la loi de groupe est
(f, eσ) (f ′, eσ
′
) = (f ◦ f ′, eσ′ (eσ ◦ f ′)).
Ce groupe agit surMET par : γ 7→ eσ (f∗γ). Le groupe de Weyl agissant librement sur l’espace
des me´triques, l’espace quotient CONF = MET/WEYL n’a pas de points singuliers. D’apre`s
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le chapitre 2, c’est l’ensemble des classes conformes de me´triques sur Σ, mais aussi l’ensemble
COMPL des structures complexes sur Σ. Pour ce dernier, deux structures complexes J et J′
sont e´quivalentes si, et seulement si, il existe un e´le´ment f de Diff+ tel que f : (Σ, J
′)→ (Σ, J)
soit un automorphisme pour les structures complexes sous-jacentes. On voit facilement que
si γ et γ′ sont des me´triques compatibles avec respectivement J et J′ alors f∗γ et γ′ sont
dans la meˆme classe conforme. Clairement, les quotients CONF/Diff+ et COMPL/Diff+ sont
identiques, c’est l’espace des modules
MΣ =MET/WEYL ⋊Diff+.
L’espace des modules n’est pas une varie´te´ complexe. On dit que MΣ est une 〈〈orbifold 〉〉.
En effet, l’existence d’isome´tries implique que l’action de Diff+ sur MET n’est pas libre. Sur
CONF ou COMPL, c’est l’existence d’automorphismes conformes qui fait que l’action n’est
pas libre — un automorphisme conforme est un diffe´omorphisme f de Σ tel que f∗γ et γ
soient dans la meˆme classe conforme. Par contre, l’espace de Teichmu¨ller
TΣ =MET/WEYL ⋊Diff+,0 (5)
est une varie´te´ complexe de`s que g > 2. Dans ce cas, il n’y a qu’un nombre fini d’automor-
phismes conformes (6 84(g − 1)) et aucun n’est dans Diff+,0. Pour pallier le petit handicap
sur le genre, on introduit l’espace GAUSS des me´triques de courbure gaussienne constante :
GAUSS ≡

{γ ∈MET ∣∣ Kγ = +1}, si g = 0,
{γ ∈MET ∣∣ Kγ = 0 et vol Σ = 1}, si g = 1,
{γ ∈MET ∣∣ Kγ = −1}, si g > 2.
En genre un, on introduit la condition supple´mentaire car, la caracte´ristique d’Euler e´tant
nulle, on ne dispose pas de normalisation sur le volume. L’espace des me´triques MET est
un WEYL -fibre´ principal au-dessus de l’espace contractile CONF. Ce fibre´ est donc triv-
ial. Par exemple, une trivialisation associe a` une classe conforme une me´trique de courbure
gaussienne e´gale a` 1 (resp. 0, resp. −1) en genre 0 (resp. 1, resp. > 2). L’existence est as-
sure´e par le the´ore`me d’uniformisation de Riemann. Par contre on a unicite´ uniquement
en genre > 2 et l’espace CONF se confond donc avec l’espace GAUSS. Pour obtenir une
construction 〈〈agre´able 〉〉 en n’importe quel genre de l’espace de Teichmu¨ller, on peut poser
TΣ = GAUSS/Diff+,0. En quotientant l’espace de Teichmu¨ller par le groupe modulaire de
Teichmu¨ller ΓΣ = Diff+/Diff+,0, on retombe sur l’espace des modules, i.e. MΣ = TΣ/ΓΣ.
Pour de´crire l’espace tangent a` l’espace des modules Mg,0, on utilise la repre´sentation
COMPL/Diff+,0. Soit J une structure presque complexe sur Σ et z un syste`me de coordonne´es
complexes pour J, c.-a`-d. J = −i ∂z ⊗ dz + i ∂z ⊗ dz. Faisons varier la structure complexe
J 7→ J′ = J+ δJ, ou` δJ = δνzz ∂z ⊗ dz+ δνzz ∂z ⊗ dz+ δµzz ∂z ⊗ dz+ δµzz ∂z ⊗ dz. On a utilise´ le
fait que J est vraiment la complexification d’un automorphisme du fibre´ tangent re´el. Comme
J2 = −1, on a aussi J δJ + δJ J = 0, ce qui donne δνzz = 0. Notons δµ = δµzz ∂z ⊗ dz,
donc J′ = J + δµ + δµ. Si z′ = z + δz est un syste`me de coordonne´es complexes pour J′,
i.e. J′ = −i ∂z′ ⊗ dz′ + i ∂z′ ⊗ dz′, on obtient facilement : δµzz = −2i ∂z(δz). Il faut encore
de´terminer les variations provenant d’une reparame´trisation. L’alge`bre de Lie de Diff+,0 est
l’alge`bre des champs de vecteurs sur Σ. Par conse´quent, les variations dues a` l’action de Diff+,0
sont les e´le´ments de la forme δµ = ∂(δv), ou` δv est un (1, 0)-champ de vecteur C∞. Si on utilise
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le langage de la cohomologie de Dolbeaut, on a montre´ que TJMg,0 ∼= H0,1Dol(K−1) ∼= H1(K−1).
Par dualite´ de Serre, l’espace cotangent est isomorphe a` H0(K2), i.e. les formes quadratiques
holomorphes. D’apre`s la formule de Riemann-Roch,
h0(K2)− h1(K2) = degK2 + 1− g.
Or, degK2 = 4g − 4 > 2g − 2 si g > 2, donc h1(K2) = 0. Par conse´quent, dimMg,0 = 3g − 3
en genre > 2.
Si on utilise CONF/Diff+,0, on raisonne comme suit. On choisit une me´trique γ et x = (x, y)
un syste`me de coordonne´es isothermes pour γ, i.e. γ = eσ |dz|2 avec z = x + iy. Dans
un autre syste`me de coordonne´es, γ + δγ = eσ+δσ |dz + δµ dz|2. Il suit imme´diatement que
δµ = δγz z/2γzz. Un vecteur tangent a` CONF est donc un e´le´ment de Λ
01(K−1). Il faut encore
de´terminer les variations dues a` l’action de Diff+,0. La variation de la me´trique due a` l’action
infinite´simale de Diff+,0 est γ+δγ = γ(x+δx)µν d(x+δx)
µd(y+δy)ν , d’ou` δγ = ∇µδvν+∇νδvµ
avec δvµ = γµν δx
ν et ∇µ la connexion de Levi-Cevita de γ. On a juste montre´ que δγ = £δvγ,
ce qui est imme´diat quand on remarque que l’alge`bre de Lie de Diff+,0 est l’alge`bre des champs
de vecteurs sur Σ. On isole le terme de trace non-nulle qui peut eˆtre absorbe´ par transformation
de Weyl, ainsi δγ = div(δv) γ + P (δv), ou` (PX)µν = ∇µXν +∇νXµ − (divX)γµν . Ainsi, P
envoie les champs de vecteurs sur les vecteurs tangents a` l’orbite de Diff+,0 a` γ. La variation
de structure complexe correspondante est δµ = (P δv)z z/2γzz = ∂zδv
z , si δv = δvz∂z+δv
z∂z.
L’espace tangent a` l’espace des modules est donc Λ01(K−1)/∂Γ(K−1), c.-a`-d. H1(K−1). Au
passage, on voit que le noyau de P est forme´ des champs de vecteurs qui engendrent les
automorphismes conformes pour γ, appele´s champs de Killing conformes. On voit facilement
que KerP = H0(K−1). En genre 0, h0(K−1) = 3, il y a donc 6 vecteurs de Killing conformes
(re´els), qui engendrent SL2. En genre 1, h
0(K−1) = 1. Si g > 2, h0(K−1) = 0, il n’y a donc
pas de champs de Killing conformes.
On conserve les hypothe`ses pre´ce´dentes, mais on suppose en plus donne´e une se´quence S = ξ
de N points sur la surface avec N > 0. Soit DiffS+ le sous-groupe des diffe´omorphismes de Σ
pre´servant l’orientation et laissant S invariante point par point. Soit DiffS+,0 la composante con-
nexe de l’identite´ dans DiffS+,0. Le groupe modulaire est Γ
S
Σ = Diff
S
+/Diff
S
+,0, l’espace des mod-
ules est le quotient M SΣ = CONF/Diff
S
+ et l’espace de Teichmu¨ller est T
S
Σ = CONF/Diff
S
+,0.
On a toujours l’identification M SΣ = T
S
Σ /Γ
S
Σ . Les espaces tangents et cotangents a` l’espace
des modules sont
TMg,N = H
1
(
K−1
(−∑
ℓ
ξℓ
))
, T ∗Mg,N = H0
(
K2
(∑
ℓ
ξℓ
))
.
Le the´ore`me de Riemann-Roch donne la dimension de Mg,N pour 2g−2+N > 0 : dimMg,N =
3g − 3 +N .
On utilise aussi un troisie`me espace des modules : l’espace des modules M ⋆g,N des surfaces
de Riemann de genre g, e´tant donne´s N points distincts ξ1, · · · , ξN sur Σ et, en chacun de ces
points, un 1-jet de parame`tre holomorphe local, centre´ en ξℓ. On identifie M
⋆
g,N avec l’espace
des structures complexes sur Σ et des suites de N e´le´ments du fibre´ cotangent T ∗Σ se proje-
tant sur Σ en des points diffe´rents, le tout modulo l’action des diffe´omorphismes pre´servant
l’orientation. Si (z, z) sont les coordonne´es pour un J, un e´le´ment du fibre´ cotangent est
(ξℓ, α dz(ξℓ) + αdz(ξℓ)) et α dz(ξℓ) est le 1-jet de parame`tre local en ξℓ. Un vecteur tangent
a` M ⋆g,N est un e´le´ment δJ et N vecteurs Yi tangents a` T
∗Σ, cette fois modulo les vecteurs
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provenant de l’action des champs de vecteurs δv = δvz ∂z+ δv
z ∂z sur Σ. On a vu que, locale-
ment, δJ = δµ + δµ avec δµzz = −2i ∂z(δz), δz e´tant de´termine´ modulo les δvz holomorphes.
On peut choisir δµ nulle au voisinage des ξℓ, puis utiliser la liberte´ holomorphe pour annuler
les Yi. L’action du groupe des diffe´omorphismes revient a` supprimer les δµ
z
z de la forme ∂zδv
z
ou` δvz est un (1, 0)-champ de vecteurs. On peut toujours choisir δvz telle que δvz
/
(z − zℓ)2
soit lisse au voisinage de ξℓ et, ensuite, choisir δµ telle que δµ
z
z
/
(z−zℓ)2 soit lisse au voisinage
de ξℓ. Finalement,
TM ⋆g,N = H
0,1
Dol
(
K−1
(− 2∑
ℓ
ξℓ
)) ∼= H1(K−1(− 2∑
ℓ
ξℓ
))
, T ∗M ⋆g,N = H
0
(
K2
(
2
∑
ℓ
ξℓ
))
.
En particulier, si g − 1 +N > 0, on trouve dimM ⋆g,N = 3g − 3 + 2N .
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A` partir de l’espace des e´tats de Chern-Simons W (Σ, ξ, R) on construit un fibre´ vectoriel
Wg,R au-dessus de l’espace des modules Mg,N des surfaces de Riemann de genre g marque´es
par N points. Ici, il s’agit d’analyser le comportement d’un e´tat de Chern-Simons quand on
fait varier la structure complexe de Σ ainsi que les points. Formellement, la fibre au-dessus
du point (J, ξ) ∈ Mg,N est l’espace W (Σ, ξ, R) , i.e.
Wg,R
∣∣∣J,ξ = W (Σ, ξ, R).
Une section de Wg,R est une application
Ψ : Mg,N ∋ (J, ξ)→ Ψ(J, ξ, .) ∈ W (Σ, ξ, R) .
Un e´tat de Chern-Simons sera donc une fonctionnelle Ψ(J, ξ, .) holomorphe de A01, ve´rifiant
l’identite´ de Ward (chirale) :
δ
δA10
Ψ = 0 et Ψ(J, ξ, A01) = e−k S(h,A
01) ⊗
ℓ
h(ξℓ)Rℓ Ψ(J, ξ,
h−1A01). (6)
Jusqu’a` maintenant, on a e´crit Ψ comme une fonctionnelle de A01. Dans la plupart des cas,
on garde cette notation. Ne´anmoins, le fait meˆme de conside´rer A01 sous-entend qu’on utilise
la structure complexe. Quand on fait varier J, on doit impe´rativement re´tablir la de´pendance
en A = A10 +A01 ou` A10 = −(A01)†.
Dans la section suivante, on construit une structure holomorphe surWg,R, i.e. un ope´rateur
∂ comme de´fini au chapitre 3. D’autre part, le produit scalaire de Bargman sur W (Σ, ξ, R)
induit une structure hermitienne naturelle sur Wg,R. Le fibre´ Wg,R devient (formellement)
un fibre´ vectoriel holomorphe hermitien.
Si E est un fibre´ vectoriel holomorphe, donc de´ja` muni d’une structure holomorphe, on dit
qu’une connexion est compatible avec une structure holomorphe ∂ si ∇01 = ∂. Une
structure hermitienne sur E est la donne´e d’un produit hermitien ( , )x sur toute fibre
Ex de E, tel que pour tout ouvert U de X et pour toutes sections ξ, η de E au-dessus de U ,
l’application U ∋ x 7→ (ξ(x), η(x))x ∈ C est C∞. Tout fibre´ vectoriel admet une structure
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hermitienne. On dit qu’une connexion est compatible avec une structure hermitienne
sur E si d(ξ, η) = (∇ξ, η) + (ξ,∇η), ∀ξ, η ∈ Γ(E).
Soit E un fibre´ vectoriel holomorphe hermitien. Il existe une unique connexion ∇ sur E
compatible avec les structures hermitienne et holomorphe, appele´e connexion me´trique.
La courbure de la connexion me´trique est une (1, 1)-forme a` valeurs dans EndE.
La connexion de Knizhnik-Zamolodchikov-Bernard, note´e ∇, est la connexion me´-
trique sur Wg,R. Ainsi, la connexion de KZB est l’unique connexion compatible avec la struc-
ture complexe :
∇δµ = ∂δµ, ∇zℓ = ∂zℓ (7)
et avec la structure hermitienne : ∂(Ψ′,Ψ) = (∂Ψ′,Ψ) + (Ψ′,∇10Ψ) si Ψ et Ψ′ appar-
tiennent a` Γ(Wg,R) (on dira aussi que la connexion de KZB est unitaire). Cette dernie`re
condition va nous permettre d’extraire ∇zℓ et ∇δµ. La fac¸on dont on de´rive la connexion
est paralle`le a` la de´marche de Axelrod, Della Pietra et Witten [12]. La diffe´rence majeure
re´side dans l’utilisation de la ge´ome´trie complexe, comme cela a e´te´ propose´ dans [61]. On
construit la connexion de KZB par des manipulations sur les inte´grales fonctionnelles. En-
suite, on utilise une de´coupe de l’espace des modules s : N 7→ A 01. Ainsi, si on connaˆıt une
de´coupe explicite, on devrait eˆtre en mesure de de´crire comple`tement la connexion de KZB.
On fera cela explicitement en genres ze´ro et un. On utilise le produit scalaire des e´tats de
Chern-Simons dont, en ge´ne´ral, on ne peut pas de´montrer la convergence. Ne´anmoins, notre
construction conduit a` des expressions ne posant quant a` elles aucun proble`me de conver-
gence. Une fois qu’on a obtenu le produit scalaire des e´tats de Chern-Simons et la connexion
de KZB, la question la plus importante est : la connexion de KZB est-elle unitaire pour
une structure hermitienne sur Wg,R ? Notre construction est bien base´e sur l’unitarite´
de la connexion mais uniquement au niveau formel. Si on admet que le produit scalaire con-
verge pour les e´tats de Chern-Simons, la re´ponse est oui : en genre un pour G = SU2 avec un
point d’insertion [42] — dans ce cas on montre aussi que le produit scalaire converge — et
pour la situation ge´ne´rale [43]. La condition d’unitarite´ de la connexion re´ve`le d’inte´ressantes
relations avec l’Ansatz de Bethe [15, 16, 42, 43, 44, 130].
La connexion en question apparut pour la premie`re fois dans un article de Knizhnik et
Zamolodchikov [99] pour le genre ze´ro (cf. section 2.4.8), puis elle fut obtenue en genre
supe´rieur par Bernard [22, 23]. Comme pour l’espace des e´tats de Chern-Simons, il existe
d’autres constructions de la connexion de KZB [47, 89]. En genre un, notre connaissance de
la connexion de KZB a e´te´ conside´rablement ame´liore´e par les travaux [38, 41, 50, 51]. En
genre 2, van Geemen et de Jong ont trouve´ une formule explicite pour la connexion [72].
Leur approche est un peu diffe´rente puisqu’ils e´tudient la connexion de Hitchin [89]. Cette
dernie`re devrait, au moins pour ce qui nous inte´resse, co¨ıncider avec la connexion de KZB.
Hitchin conside`re un fibre´ vectoriel au-dessus de l’espace de Teichmu¨ller dont les fibres sont
les sections globales d’une puissance du fibre´ de´terminant au-dessus de Ns. La connexion de
Hitchin est une connexion projectivement plate sur ce fibre´ vectoriel. En genre > 2, il n’existe
pas de description comple`te de la connexion de KZB. D’autres versions de la connexion de
KZB existent comme la 〈〈connexion 〉〉 de´forme´e qKZB [46].
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5.1. Structure holomorphe sur Wg,R
Pour simplifier, on sous-entend la de´pendance en J et ξ de Ψ. Commenc¸ons par rappeler
quelques proprie´te´s e´le´mentaires de la de´rivation fonctionnelle. Par de´finition,
δΨ(A) =
∫
Σ
tr
δΨ
δA
∧ δA =
∫
Σ
tr
δΨ
δA01
∧ δA01 +
∫
Σ
tr
δΨ
δA10
∧ δA10
=
∫
Σ
δΨ
δAaz
δAaz d
2z +
∫
Σ
δΨ
δAaz
δAaz d
2z.
Les identite´s
δΨ
δA10
=
(
δΨ
δA
)01
= −i δΨ
δAz
dz = −i δΨ
δAaz
ta dz,
δΨ
δA01
=
(
δΨ
δA
)10
= i
δΨ
δAz
dz = i
δΨ
δAaz
ta dz
clarifient le passage entre ces trois de´finitions. On utilise dδµ (resp. dδµ) pour la de´rive´e
holomorphe (resp. anti-holomorphe) dans la direction J a` ξ et A fixe´s, et ∂zℓ (resp. ∂zℓ) pour
la de´rive´e holomorphe (resp. anti-holomorphe) dans la direction ξℓ. Comme la de´composition
A = A10+A01 de´pend du choix d’une structure complexe, la de´rive´e fonctionnelle par rapport
a` A10 ne commute pas avec les de´rive´es dans la direction J. Effectivement, on a[
dδµ,
δ
δA10
]
Ψ = − i
2
δΨ
δA01
δµ, (8.a)[
dδµ,
δ
δA10
]
Ψ = − i
2
δΨ
δA10
δµ. (8.b)
Montrons par exemple la premie`re de ces deux e´galite´s :[
dδµ,
δ
δA10
]
Ψ =
[
dδµ,
δ
δA
1−iJ
2
]
Ψ = dδµ
(
δΨ
δA
1−iJ
2
)
− δ
δA
(dδµΨ)
1−iJ
2
=
δΨ
δA
(
− i
2
δµ
)
= − i
2
δΨ
δA01
δµ.
Se donner une structure holomorphe surWg,R revient a` de´finir un ope´rateur ∂ : Γ(Wg,R)→
Λ01(Wg,R). Soit Ψ ∈ Γ(Wg,R), on pose
∂δµΨ = dδµΨ+
k
8π
∫
Σ
trA01 ∧ (A01 δµ)Ψ,
∂zℓΨ = ∂zℓΨ+ (Azℓ)ℓΨ
ou` (Azℓ)ℓ ≡ Aazℓ(ξℓ) taℓ agit sur le ℓ-ie`me facteur de Vλ. Pour que cette de´finition ait un
sens, il faut que l’ope´rateur ∂ envoie une section de Wg,R en une forme de Λ
01(Wg,R). Soit
Ψ ∈ Γ(Wg,R). Commenc¸ons par nous occuper de ∂δµΨ. La de´pendance en A10 est vite re´gle´e
puisque
δ
δA10
(∂δµΨ) = −
[
dδµ,
δ
δA10
]
Ψ+ dδµ
(
δΨ
δA10
)
+
δ
δA10
(
k
8π
∫
Σ
trA01 ∧ (A01 δµ)
)
=
i
2
δΨ
δA10
δµ = 0.
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Si on utilise l’e´quation de´finissant ∂ et l’identite´ de Ward pour l’e´tat Ψ,
∂δµΨ(A
01) =
(
dδµ +
k
8π
∫
Σ
trA01 ∧ (A01 δµ)
)(
e−k S(h,A
01) ⊗
ℓ
h(ξℓ)Rℓ Ψ(
h−1A01)
)
.
Sans entrer dans les de´tails, disons qu’on a besoin de deux ingre´dients pour mener a` bien les
calculs. La de´rive´e de l’action par rapport a` δµ est
dδµ (k S(h,A
01)) = dδµ
(
− ik
4π
∫
Σ
tr (h−1dh) 1+iJ
2
∧ (h−1dh) 1−iJ
2
+
ik
2π
∫
Σ
tr (hdh−1) 1+iJ
2
∧A 1−iJ
2
)
=
k
8π
∫
Σ
tr (h−1∂h) δµ ∧ h−1∂h− k
4π
∫
Σ
tr (h∂h−1) δµ ∧A01.
Afin de calculer les de´rive´es par rapport a` la structure complexe de Ψ(h
−1
A01), on doit re´tablir
la de´pendance en A = A10 +A01. Ainsi,
Ψ(h
−1
A01) = Ψ(h
†
A10 +h
−1
A01) = Ψ(h
†
A
1+iJ
2
+h
−1
A
1−iJ
2
)
et
dδµΨ(
h−1A01) = (dδµΨ)(
h−1A01) +
∫
Σ
tr
δΨ
δA10
∧ (h†A i
2
δµ) +
∫
Σ
tr
δΨ
δA01
∧ (h−1A −i
2
δµ).
Les deux inte´grales sont nulles donc dδµΨ(
h−1A01) = (dδµΨ)(
h−1A01). Si on regroupe tous ces
re´sultats, on trouve l’identite´ de Ward pour ∂δµΨ :
(∂δµΨ)(A
01) = e−k S(h,A
01) ⊗
ℓ
h(ξℓ)Rℓ (∂δµΨ)(
h−1A01).
L’holomorphie de ∂zℓΨ est imme´diate. Pour obtenir l’identite´ de Ward, on raisonne exacte-
ment comme avec ∂δµΨ :
∂zℓΨ(A
01) = e−k S(h,A
01)
(
⊗
ℓ′<ℓ
h(ξℓ′)Rℓ′
)
⊗ h(ξℓ)Rℓ (h−1∂zℓh)(ξℓ)ℓ ⊗
(
⊗
ℓ′>ℓ
h(ξℓ′)Rℓ′
)
Ψ(h
−1
A01)
+ e−k S(h,A
01) ⊗
ℓ′
h(ξℓ′)Rℓ′ (∂zℓΨ)(
h−1A01) + e−k S(h,A
01) (Azℓ)ℓ ⊗
ℓ′
h(ξℓ′)Rℓ′ Ψ(
h−1A01)
= e−k S(h,A
01) ⊗
ℓ′
h(ξℓ′)Rℓ′ (∂zℓΨ)(
h−1A01).
En re´sume´, les composantes ∇δµ et ∇zℓ de la connexion de KZB sont
∇δµ = dδµ +
k
8π
∫
Σ
trA01 ∧ (A01 δµ), (9.a)
∇zℓ = ∂zℓ + (Azℓ)ℓ. (9.b)
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5.2. Unitarite´. Calcul formel de ∇
Encore une fois, rappelons que les calculs sont effectue´s sur un plan formel. En particulier, on
ne preˆte pas attention aux proble`mes de convergence. Pour trouver∇δµ, on utilise l’unitarite´ de
la connexion : (Ψ′,∇δµΨ) = dδµ(Ψ′,Ψ)−(∇δµΨ′,Ψ). Le principe est simple. On transforme
le coˆte´ droit de l’e´galite´ afin d’obtenir le produit scalaire de Ψ′ avec un e´tat de Chern-Simons.
Par de´rivation sous le signe inte´gral du premier terme, on a
dδµ
∫
〈Ψ′(A),Ψ(A)〉 e
ik
2π
∫
trA10∧A01 DA
=
∫ (
〈(dδµΨ
′)(A),Ψ(A)〉 + 〈Ψ′(A), (dδµΨ)(A)〉
+
k
4π
∫
Σ
trA10 ∧ (A10δµ) 〈Ψ′(A),Ψ(A)〉
)
e
ik
2π
∫
trA10∧A01 DA.
Si on utilise ce re´sultat et l’e´quation (9.a), on obtient
(Ψ′,∇δµΨ) =
∫ (
〈Ψ′(A), (dδµΨ)(A)〉
+
k
8π
∫
Σ
trA10 ∧ (A10δµ) 〈Ψ′(A),Ψ(A)〉
)
e
ik
2π
∫
trA10∧A01 DA.
Ensuite, on inte`gre par parties (en A) le second terme. Pour cela, il suffit de remarquer que( ∫
Σ
trA10 ∧ (A10δµ)
)
e
ik
2π
∫
trA10∧A01 = −4πi
k
∫
Σ
trAz
δ
δAz
(
e
ik
2π
∫
trA10∧A01
)
δµzz d
2z.
Ici, il est techniquement plus aise´ de travailler en coordonne´es :
(Ψ′,∇δµΨ) =
∫
〈Ψ′(A),
(
dδµ +
i
2
∫
Σ
trAz
δ
δAz
δµzz d
2z
)
Ψ(A)〉 e
ik
2π
∫
trA10∧A01 DA.
On ne peut pas conclure car
(
dδµ+
i
2
∫
trAz
δ
δAz
δµzz d
2z
)
Ψ n’est pas un e´tat de Chern-Simons.
Par exemple, il n’y a pas holomorphie. On ne s’est pas trompe´ de me´thode, on s’est juste
arreˆte´ trop toˆt. D’apre`s l’e´quation (8.a), c’est plutoˆt
(
dδµ + i
∫
trAz
δ
δAz
δµzz d
2z
)
Ψ qui est
holomorphe. On laisse momentane´ment ce terme de coˆte´ et on inte`gre par parties une seconde
fois le terme re´siduel :
(Ψ′,∇δµΨ) =
∫
〈Ψ′(A),
(
dδµ + i
∫
Σ
trAz
δ
δAz
δµzz d
2z
+
iπ
k
∫
Σ
tr
δ
δAz
δ
δAz
δµzz d
2z
)
Ψ(A)〉 e
ik
2π
∫
trA10∧A01 DA.
On obtient donc une expression (formelle) pour la composante ∇δµ de la connexion,
∇δµΨ =
(
dδµ + i
∫
Σ
trAz
δ
δAz
δµzz d
2z +
iπ
k
∫
Σ
tr
δ
δAz
δ
δAz
δµzz d
2z
)
Ψ.
Le re´sultat fait intervenir le Laplacien sur l’espace des champs de jauge, par essence singulier.
Pour que la de´monstration soit tout a` fait comple`te, on doit montrer que le coˆte´ gauche est
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bien un e´tat de Chern-Simons — c’est l’objet de la fin de cette section. Parfois, il est plus
pratique d’utiliser la connexion sous la forme suivante
∇δµΨ =
(
dδµ +
i
2
∫
Σ
trA10 ∧
(
δ
δA01
δµ
)
+
π
2k
∫
Σ
tr
δ
δA01
∧
(
δ
δA01
δµ
))
Ψ. (10)
Pour calculer ∇zℓ , on proce`de de la meˆme fac¸on. Suivant l’unitarite´ de la connexion, on a
(Ψ′,∇zℓΨ) = ∂zℓ(Ψ
′,Ψ) − (∇zℓΨ′,Ψ). Le calcul est nettement plus simple. Il repose sur
l’e´quation (9.b) et 〈(Azℓ)ℓΨ
′(A),Ψ(A)〉 = −〈Ψ′(A), (Azℓ)ℓΨ(A)〉. On obtient
(Ψ′,∇zℓΨ) =
∫
〈Ψ′(A), (∂zℓ + (Azℓ)ℓ)Ψ(A)〉 e
ik
2π
∫
trA10∧A01 DA.
Comme pre´ce´demment, on inte`gre par parties. A` la fin, on trouve
∇zℓΨ =
(
∂zℓ − 2πk taℓ
δ
δAazℓ
)
Ψ.
Cette composante de la connexion est e´galement singulie`re. On expliquera dans la prochaine
section comment traiter les termes divergents.
Montrons la proprie´te´ laisse´e en suspens : si Ψ ∈ Γ(Wg,R) alors aussi ∇δµΨ, ∇zℓΨ ∈
Γ(Wg,R). L’holomorphie ne pose aucun proble`me. L’obtention des identite´s de Ward pour
∇δµΨ est relativement longue, mais elle suit le meˆme chemin que pour∇δµΨ. En conse´quence,
on ne donne que les points saillants de la preuve. Pour commencer,
∇δµΨ(A
01) =
(
dδµ +
i
2
∫
Σ
trA10 ∧
(
δ
δA01
δµ
)
+
π
2k
∫
Σ
tr
δ
δA01
∧
(
δ
δA01
δµ
))
(
e−k S(h,A
01) ⊗
ℓ
h(ξℓ)Rℓ Ψ(
h−1A01)
)
.
Faisant agir ∇δµ sur e
−k S(h,A01) ⊗ℓ h(ξℓ)Rℓ , on arrive a`
∇δµΨ(A
01) = e−k S(h,A
01) ⊗
ℓ
h(ξℓ)Rℓ
{
dδµ +
i
2
∫
Σ
tr (A10 − h∂h−1) ∧
(
δ
δA01
δµ
)
+
π
2k
∫
Σ
tr
δ
δA01
∧
(
δ
δA01
δµ
)}
Ψ(h
−1
A01).
Si on revient a` la de´finition de la de´rive´e fonctionnelle, on montre facilement que
δ
δA01
Ψ(h
−1
A01) = h
δΨ
δA01
(h
−1
A01)h−1.
On ve´rifie alors que
i
2
∫
Σ
tr (A10 − h∂h−1) ∧
(
δ
δA01
δµ
)
Ψ(h
−1
A01) =
i
2
∫
Σ
tr h
†
A10 ∧
(
δΨ
δA01
δµ
)
.
Pour obtenir la de´rive´e par rapport a` δµ, on re´tablit la de´pendance comple`te en A et
dδµΨ(
h†A10 +h
−1
A01) = (dδµΨ)(
h−1A01) +
i
2
∫
Σ
tr (h
−1
A01 −h†A10) ∧
(
δΨ
δA01
δµ
)
.
A` la fin, les termes se compensent bien pour donner l’identite´ de Ward :
(∇δµΨ)(A
01) = e−k S(h,A
01) ⊗
ℓ
h(ξℓ)Rℓ (∇δµΨ)(
h−1A01).
Il va sans dire qu’on doit proce´der de meˆme avec ∇zℓΨ.
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5.3. Re´gularisation
Nous venons de construire la connexion de KZB par des manipulations fonctionnelles.
Comme nous avons oublie´ (volontairement) les proble`mes de convergences pose´s par l’inte´grale
fonctionnelle, on a trouve´ des termes singuliers. Ne´anmoins, on a obtenu au chapitre 2 des
comportements a` courtes distances qui permettent de convenablement re´gulariser la connexion
de KZB. Les termes qui nous embeˆtent correspondent a` l’insertion d’un ou deux courants, or
δ
δAaz
Ψ =
(
− 1
π
taℓ
z−zℓ + · · ·
)
Ψ,
δ
δAaz
δ
δAbw
Ψ =
(
k
2π2
δab
(z−w)2 −
i
π
fabc
z−w + · · ·
)
Ψ,
(11)
si A est un champ de jauge nul autour des points d’insertion soit z, w et zℓ. En particulier,
tr
(
δ
δAz
δ
δAw
)
Ψ =
(
k
4π2
dimG
(z−w)2 + · · ·
)
Ψ.
Pour obtenir une expression valable pour n’importe quel champ de jauge, on utilise le
transport paralle`le le long du segment [z, w] : ez,w =
→
Pe
∫ w
z
A01 . Rappelons que l’exponentielle
ordonne´e f(t) =
→
Pe
∫ t
0 ρ(σ) dσ est la solution de l’e´quation diffe´rentielle f ′(t) = f(t) ρ(t), t ∈
[0, 1], avec la condition initiale f(0) = 1. Soit h ∈ G C telle que h−1A01 = 0 autour de z,
c.-a`-d. A01 = h∂h−1 au voisinage de z. Un calcul classique conduit a`
h(z)−1 ez,w h(w) =
→
Pe
∫ w
z h
−1∂h
si w est au voisinage de z. On en de´duit le de´veloppement limite´ suivant
h(z)−1 ez,w h(w) = exp
{
(w − z) (h−1∂zh)(z) + 12 (w − z)2 ∂z(h−1∂zh)(z)
+
1
2
(w − z) (w − z) ∂z(h−1∂zh)(z) + o(|w − z|2)
}
.
(12)
Dans la suite, on note e′z,w le de´veloppement limite´, c.-a`-d. ez,w = h(z)e′z,w h(w)−1. On
obtient alors les de´veloppements a` courtes distances en champ de jauge arbitraire
tr
(
taAdezℓ,z
δ
δAz
)
Ψ =
(
1
2π
taℓ
z−zℓ + · · ·
)
Ψ,
tr
(
Adez,w
(
δ
δAw
)
δ
δAz
)
Ψ =
(
k
4π2
dimG
(z−w)2 + · · ·
)
Ψ.
(13)
Il est maintenant facile de de´finir la re´gularisation des ope´rateurs (11) :
•
•
δ
δAazℓ
•
• ≡ limz→zℓ
(
2 tr
(
taAdezℓ,z
δ
δAz
)
− 1
π
1
z−zℓ t
a
ℓ
)
,
tr ••
δ
δAz
δ
δAz
•
• ≡ limw→z
(
trAdez,w
(
δ
δAw
)
δ
δAz
− k
4π2
dimG
(z−w)2
)
.
(14)
Ces deux ope´rateurs sont finis — dans la dernie`re e´quation on suppose que z 6= zℓ. La
renormalisation du produit scalaire des e´tats de Chern-Simons introduit une de´pendance dans
la me´trique. Par conse´quent, la connexion de´pend aussi de la me´trique. On utilise une me´trique
localement plate, c.-a`-d. compatible avec la structure complexe et plate autour des points
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d’insertion et du support de δµzz . Dans un changement de structure complexe infinite´simal,
on suppose que la me´trique change par δγ = i2 δµ
z
z dz
2 − i2 δµzz dz2. Ainsi,
δγzz = 0, δγ
zz =
2
i
δµzz. (15)
Pour obtenir les bonnes expressions pour la connexion, on doit changer k : k 7→ κ = k + g∨.
Si on ne translate pas k, on n’a plus une connexion. La connexion de KZB re´gularise´e
∇δµ = dδµ + i
∫
Σ
trAz
δ
δAz
δµzz d
2z +
iπ
κ
∫
Σ
tr ••
δ
δAz
δ
δAz
•
• δµ
z
z d
2z, (16.a)
∇zℓ = ∂zℓ − 2πκ taℓ ••
δ
δAazℓ
•
• (16.b)
pre´serve bien l’espace des sections de Wg,R. Dans la premie`re e´quation, les ope´rateurs
δ
δAz
et
tr ••
δ
δAz
δ
δAz
•• sont singuliers quand on fait tendre z vers zℓ. On commence donc par inte´grer
sur Σ prive´ de 〈〈petits 〉〉 voisinages autour des points d’insertion, qu’on fait ensuite tendre vers
ze´ro.
5.4. Construction de Sugawara
Au chapitre 2, on a utilise´ la construction de Sugawara sans de´monstration. Ce qui manquait
alors e´tait la connexion de KZB. D’apre`s la factorisation holomorphe des fonctions de Green
modifie´es,
Γ˜(0) =
∑
p,q
hpq Ψp(0)⊗Ψq(0) (17)
ou` Ψp est une base de l’espace des e´tats de Chern-Simons et (h
pq) est la matrice inverse de
(Ψp,Ψq). On choisit la base de telle sorte que ∇Ψp = 0 en (J, ξ) ∈ Mg,N . En de´rivant la
dernie`re e´quation dans la direction holomorphe en J, on trouve facilement (∗)
dδµΓ˜(0) =
∑
p,q
hpq dδµΨp(0)⊗Ψq(0)
= − iπ
κ
Z˜
∫
Σ
tr ••
δ
δAz
δ
δAz
•
• Γ˜(0) δµ
z
z d
2z.
D’apre`s l’e´quation (15) : δµzz =
i
2 δγ
zz. Ceci et les de´finitions du tenseur d’e´nergie-impulsion
et des courants nous ame`nent directement a` la construction de Sugawara :
〈Tzz ⊗
ℓ
g(ξℓ)Rℓ 〉 = 2κ 〈 limw→z
(
tr Jw Jz − k dimG4 (w−z)2
)
⊗
ℓ
g(ξℓ)Rℓ 〉. (18)
Un autre point laisse´ de coˆte´ e´tait : les champs g(ξℓ)Rℓ sont des champs primaires de poids
conformes (∆ℓ,∆ℓ). Pour de´montrer cette assertion, il suffit de de´montrer les de´veloppements (2.22.a-
b). De´rivons l’e´quation (17) dans la direction holomorphe en ξℓ :
∂zℓΓ˜(0) =
2π
κ
taℓ
•
•
δ
δAazℓ
•
• Γ˜(0)
∗ Au chapitre 2, on avait remarque´ que le de´veloppement a` courtes distances (26) nous e´chappait. Pour
l’obtenir, il faudrait reprendre ce qui suit en champ non-nul.
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d’ou`
∂zℓ〈⊗
m
g(ξm)Rm 〉 = − 2κ taℓ 〈 limz→zℓ
(
Jaz +
1
z−zℓ t
a
ℓ
)
⊗
m
g(ξm)Rm 〉. (19)
Les e´quations (18-19) sont les versions quantiques de Tzz =
2
k tr
(
Jz
)2
et Jz = −k2 ∂zg g−1 (cf.
p. 40). Reprenons l’e´quation (2.15), syme´trise´e en z et w, apre`s sommation en a = b,
〈Jaw Jaz ⊗
m
g(ξm)Rm 〉 = k dimG/2(z−w)2 〈⊗m g(ξm)Rm 〉+
1
z−zℓ
1
w−zℓ t
a
ℓ t
a
ℓ 〈⊗
m
g(ξm)Rm 〉
−
∑
ℓ
taℓ
z−zℓ 〈
(
Jaw +
1
w−zℓ
) ⊗
m
g(ξm)Rm 〉 −
∑
ℓ
taℓ
w−zℓ 〈
(
Jaz +
1
z−zℓ
) ⊗
m
g(ξm)Rm 〉+ · · ·
On prend la limite quand w tend vers z. Il apparaˆıt le tenseur d’e´nergie d’impulsion :
〈Tzz ⊗
m
g(ξm)Rm 〉 = 1(z−zℓ)2
Cℓ
κ
〈⊗
m
g(ξm)Rm 〉 − 1z−zℓ
2
κ
〈 (Jaz + 1z−zℓ taℓ )⊗m g(ξm)Rm 〉+ · · ·
ou` Cℓ est le Casimir quadratique t
a
ℓ t
a
ℓ dans la repre´sentation Rℓ. Cette e´quation et l’e´galite´ (19)
donnent le de´veloppement (2.22.a)
T (z) g(ξℓ)Rℓ =
∆ℓ
(z−zℓ)2 g(ξℓ)Rℓ +
1
z−zℓ ∂zℓg(ξℓ)Rℓ + · · ·
On a donc de´montrer que g(ξℓ)Rℓ est un champ primaire de poids conformes (∆ℓ,∆ℓ) avec
∆ℓ = Cℓ/κ. Ainsi, la connexion de KZB est la source ge´ome´trique du tenseur d’e´nergie-
impulsion et des champs primaires g(ξℓ)Rℓ du mode`le de WZNW.
5.5. La connexion en me´trique ge´ne´rale
Jusqu’a` maintenant, on s’est inte´resse´ a` la connexion de KZB dans une me´trique localement
plate et satisfaisant les e´quations (15). Il est possible d’extraire des re´sultats pre´ce´dents la
connexion en me´trique ge´ne´rale — cf. aussi [35] pour les the´ories conformes en me´trique
ge´ne´rale. Lorsqu’on change la me´trique par transformation de Weyl, le produit scalaire est
multiplie´ par (cf. e´q. (2.18) et (2.19))
e−
ic
24π
SL(σ)
∏
ℓ
e∆ℓσ(ξℓ)
ou` c est la charge centrale du mode`le de WZNW, c.-a`-d. c = k dimG/κ. On doit alors rajouter
dδµ
(− ic
24π
SL(σ) +
∑
ℓ
∆ℓ σ(ξℓ)
)
(20)
a` ∇δµ et ∆ℓ ∂zℓσ a` ∇zℓ . La forme la plus ge´ne´rale de la connexion de KZB est donc
∇δµ = dδµ + i
∫
Σ
trAz
δ
δAz
δµzz d
2z +
iπ
κ
∫
Σ
tr ••
δ
δAz
δ
δAz
•
• δµ
z
z d
2z,
− ic
24π
∫
Σ
(
δ(ln γzz)Rγ + tzz δµ
z
z d
2z
)
+
∑
ℓ
∆ℓ δ(ln γzz)(ξℓ), (21.a)
∇zℓ = ∂zℓ − 2πκ taℓ ••
δ
δAazℓ
•
• +∆ℓ ∂zℓ(ln γzz)(ξℓ). (21.b)
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Dans ces e´quations, γzz est une me´trique riemannienne γ = 2 γzzdzdz sur Σ pour une certaine
structure complexe et changeant avec celle-ci suivant
δγ = γzz
(
i
2
δµzz dz
2 + 2 δ(ln γzz) dzdz − i2 δµzz dz2
)
.
La courbure de γ est Rγ = ∂∂ ln γzz et tzz = ∂
2
z ln γzz−12 (∂z ln γzz)2. Les termes comple´mentaires
dans l’e´quation (21.a) sont e´gaux ensemble a` la de´rive´e (20) en σ = ln γzz. Le second terme
correspond a` un changement de classe conforme de me´trique et les autres au changement dans
la classe conforme par δσ = δ(ln γzz).
La contrepartie ge´ome´trie des de´veloppements a` courtes distances (2.25) ou leurs e´quivalents
alge´briques (2.44) est : la connexion de KZB est projectivement plate, c.-a`-d.
∇2 =
c
2
∇2Quillen −
∑
ℓ
∆ℓRγ(ξℓ).
Ici, ∇2Quillen est la courbure de la connexion (me´trique) de Quillen sur le fibre´ de´terminant de
la famille d’ope´rateurs ∂ agissant sur les fonctions sur Σ.
5.6. Quantification des syste`mes de Hitchin
Si p est le polynoˆme quadratique p2 = tr, alors l’application de Hitchin hp2 prend ses valeurs
dans H0(K2) — dans le cas sans points d’insertion. On a vu que c’est aussi l’espace cotangent
a` l’espace des modules Mg. On peut coupler une classe [δµ] de diffe´rentielles de Beltrami dans
H1(K−1) = TMg avec une diffe´rentielle quadratique ρ dans H0(K2) par∫
Σ
ρ δµ.
Les diffe´rentielles de la forme ∂z ⊗ ∂(δvz) se couplent avec un ρ pour donner ze´ro, donc on
a une bonne de´finition sur les classes [δµ]. En particulier, pour ρ = hp2 , on peut de´finir un
nouveau Hamiltonien par
hδµ =
∫
Σ
hp2 δµ. (22)
Si on admet des points d’insertion, le Hamiltonien de Hitchin est une forme quadratique dans
H0(K2(2
∑
ℓ ξℓ)) = T
∗M ⋆g,N , c.-a`-d. me´romorphe avec e´ventuellement des poˆles d’ordre 6 2
en ξℓ. On peut encore coupler hp2 avec une classe [δµ] ∈ H1(K−1(−2
∑
ℓ ξℓ) = TM
⋆
g,N de
formes de Beltrami par l’e´quation (22). Les Hamiltoniens hδµ, pour diffe´rentes δµ, sont en
involution sur PO — sur P s’il n’y a pas de points d’insertion.
L’espace des phases P ∼= T ∗Ns peut eˆtre quantifie´ (ge´ome´triquement). L’espace des sec-
tions holomorphes de la k-ie`me puissance du fibre´ de´terminant L au-dessus de Nss est notre
espace des e´tats quantiques. Ce n’est rien d’autre que l’espace des e´tats de Chern-Simons
W (Σ, ∅, ∅). La connexion de KZB ∇δµ donne´e par l’e´quation (10) est un ope´rateur du second
ordre de symbole principal proportionnel au Hamiltonien hδµ — on remplace
δ
δA01
par 2kπi ϕ
10.
On peut donc conside´rer la connexion ∇δµ comme la quantification de
2k
π hδµ reliant deux
H0(L k) pour des structures complexes qui diffe`rent d’un δµ. Par le changement d’e´chelle
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δµ → κ δµ dans ∇δµ, on obtient dans la limite κ 7→ 0 des ope´rateurs agissant dans un seul
H0(L −g
∨
), c.-a`-d. a` structure complexe fixe.
On peut aussi quantifier l’espace des phases PO . A` l’orbite coadjointe Oℓ au point ξℓ on
associe l’espace de repre´sentation Vλℓ de G. L’espace des e´tats quantiques est l’espace des e´tats
de Chern-Simons W (Σ, ξ, R). La connexion ∇δµ est toujours la quantification du Hamiltonien
2k
π hδµ. Cette fac¸on de proce´der permet de traiter en meˆme temps les deux parties de la
connexion, c.-a`-d. ∇zℓ et ∇δµ.
§6. Formules basses
Au chapitre 3, on a construit une de´coupe s : N ∋ n 7→ A01(n) ∈ A 01 de l’espace des
modules. On se propose de re´e´crire les ope´rateurs apparaissant dans la connexion de KZB en
fonction des de´rive´es deΨ par rapport a` n. L’e´tape suivante consistera a` utiliser des de´coupes
explicites.
6.1. Premie`re variation
Calculons la variation de Ψ(h
−1
A01) par rapport a` δ (h
−1
A01) = h−1
(
∂A01(δhh
−1) + δA01
)
h
— on sous-entend le point z ou` le champ A01 est e´value´. L’ope´rateur ∂A01 = ∂ + [A
01, .] agit
sur les fonctions C∞ sur Σ a` valeurs dans gC pour donner une (0, 1)-forme sur Σ a` valeurs
dans gC. On utilise deux me´thodes distinctes afin de trouver le premier ordre de δ
(
Ψ(h
−1
A01)
)
,
ensuite on compare les re´sultats. D’une part, d’apre`s l’identite´ de Ward sur Ψ, c’est
δ
(
ek S(h,A
01) ⊗
ℓ
h(ξℓ)
−1
Rℓ
Ψ(A01)
)
= ek S(h,A
01) ⊗
ℓ
h(ξℓ)
−1
Rℓ
(δΨ)(A01)−
∑
m
(h−1δh)(ξm)mΨ(h
−1
A01)
+
ik
2π
∫
Σ
tr
(
h∂(h
−1
A01)h−1δhh−1 + h∂h−1 ∧ δA01
)
Ψ(h
−1
A01).
D’autre part, d’apre`s la de´finition de la de´rivation fonctionnelle, c’est aussi∫
Σ
tr
δΨ
δA01
(h
−1
A01) ∧ δ (h−1A01) =
∫
Σ
trD
(
h
δΨ
δA01
(h
−1
A01)h−1
)
δhh−1
+
∫
Σ
trh
δΨ
δA01
(h
−1
A01)h−1 ∧ δA01
ou` D = ∂ + [A01, .]+ — [., .]+ est l’anticommutateur — c’est l’ope´rateur agissant sur les
(1, 0)-formes sur Σ a` valeurs dans gC pour donner une 2-forme sur Σ a` valeurs dans gC.
Cet ope´rateur intervient quand on inte`gre par parties un terme en ∂A01 . Le noyau de D est
isomorphe a` l’espace cotangent en A01 a` N et son conoyau est vide. On note (φα) une base de
kerD. Soit enfin l’ope´rateur inverse D
−1
: Λ2(Σ, gC) → Λ1,0(Σ, gC) de´fini par DD−1̟ = ̟
et ∫
Σ
tr (D
−1
̟) ∧ ∂nαA01 = 0, α = 1, · · · ,dimN . (23)
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Comparons les re´sultats pre´ce´dents : avec δhh−1 arbitraire et δA01 nulle, on obtient
D
(
h
δΨ
δA01
(h
−1
A01)h−1
)
=
ik
2π
h∂(h
−1
A01)h−1Ψ(h
−1
A01)
− 2
∑
m
h ta h−1 δ(2)(z − zm) d2z tamΨ(h
−1
A01),
(24)
— sauf mention contraire h et A01 sont pris en z — tandis qu’avec δhh−1 nulle et δA01
arbitraire, ∫
Σ
tr h
δΨ
δA01
(h
−1
A01)h−1∧ ∂nαA01 = ek S(h,A01) ⊗
ℓ
h(ξℓ)
−1
Rℓ
(∂nαΨ)(A
01)
+
ik
2π
( ∫
Σ
trh∂h−1 ∧ ∂nαA01
)
Ψ(h
−1
A01).
(25)
Appliquons D
−1
a` l’e´quation (24) :
h
δΨ
δA01
(h
−1
A01)h−1 = ik
2π
D
−1(
h∂(h
−1
A01)h−1
)
Ψ(h
−1
A01)
− 2
∑
m
D
−1(
h ta h−1 δ(2)(z − zm) d2z
)
tamΨ(
h−1A01) + cα φα
ou` cα sont des nombres complexes. Afin de de´terminer ces derniers, on introduit l’e´galite´
pre´ce´dente dans l’e´quation (25) :
cα
∫
Σ
trφα ∧ ∂nβA01 =ek S(h,A
01) ⊗
ℓ
h(ξℓ)
−1
Rℓ
(∂nβΨ)(A
01)
+
ik
2π
∫
Σ
tr (h∂h−1) ∧ ∂nβA01 Ψ(h
−1
A01).
Soit Ω l’inverse de la matrice d’e´le´ments
∫
trφα ∧ ∂nβA01. On trouve cα en multipliant la
dernie`re e´galite´ a` droite par Ωβα. Ensuite, on re´injecte cα
δΨ
δA01
(h
−1
A01) = h−1
{
ik
2π
D
−1(
h∂(h
−1
A01)h−1
)
Ψ(h
−1
A01)
− 2
∑
m
D
−1(
h ta h−1 δ(2)(z − zm) d2z
)
tamΨ(
h−1A01)
+
(
ek S(h,A
01) ⊗
ℓ
h(ξℓ)
−1
Rℓ
(∂nβΨ)(A
01) +
ik
2π
∫
Σ
tr (h∂h−1) ∧ ∂nβA01 Ψ(h
−1
A01)
)
Ωβαφα
}
h,
c.-a`-d. la premie`re variation de Ψ en h
−1
A01. En h = 1, on obtient la de´rive´e fonctionnelle de
Ψ en A01 :
δΨ
δA01
=
ik
2π
D
−1
(∂A01)Ψ− 2
∑
m
D
−1(
ta δ(2)(z − zm) d2z
)
tamΨ+Ω
βαφα ∂nβ Ψ.
(26)
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6.2. Seconde variation
E´tudions la variation de l’avant-dernie`re e´quation par rapport a` δ(h
−1
A01) en w 6= z pour
h = 1, δh 6= 0 et δA01 = 0, c.-a`-d. δ(h−1A01) = ∂A01(δh)(w). On introduit la notation tensorielle
afin de distinguer les deux copies de gC entrant dans le calcul, ainsi que la trace tr1 dans le
premier espace. Pour commencer, on a
δ
(
Ψ(h
−1
A01)
)
=
ik
2π
∫
Σ
tr δh ∂A01 Ψ(A01)−
∑
m
δh(ξm)m Ψ(A
01).
Ensuite, comme pour obtenir la premie`re variation, on calcule de deux fac¸ons la quantite´
δ
(
δΨ(h
−1
A01)
δA01(z)
)
.∫
Σ
tr1
δ
δA01(w)
⊗ δΨ
δA01(z)
(A01) ∧ ∂A01(δh)(w) = −
[
δh,
δΨ
δA01(z)
]
+
ik
2π
D
−1(
[δh, ∂A01] + ∂ ∂A01(δh)
)
Ψ− 2
∑
m
D
−1(
[δh, ta] δ(2)(z − zm) d2z
)
tamΨ
− ik
2π
(∫
Σ
tr ∂δh ∧ ∂nβA01
)
Ωβαφα Ψ+
{
ik
2π
∫
Σ
tr δh ∂A01 −
∑
m
δh(ξm)m
}
×
{
ik
2π
D
−1
(∂A01)− 2
∑
m′
D
−1(
ta δ(2)(z − zm′) d2z
)
tam′ +Ω
βαφα ∂nβ
}
Ψ
=−
[
δh,
δΨ
δA01(z)
]
+
{
ik
2π
∫
Σ
tr δh ∂A01 −
∑
m
δh(ξm)m
}
δΨ
δA01(z)
− ik
2π
{
D
−1
D(∂δh) +
( ∫
Σ
tr ∂δh ∧ ∂nβA01
)
Ωβαφα
}
Ψ
− 2
∑
m
D
−1(
[δh, ta] δ(2)(z − zm) d2z
)
tamΨ,
(27)
apre`s avoir utilise´ l’e´quation (26) ainsi que l’e´galite´ [δh, ∂A01]+∂∂A01(δh) = −D(∂δh). Notons
e´galement que la de´finition de D
−1
entraˆıne que
φ = D
−1
Dφ+
( ∫
Σ
tr φ ∧ ∂nβA01
)
Ωβαφα (28)
pour tout φ ∈ Λ1,0(Σ, gC). En particulier, cette e´galite´ avec φ = ∂δh permet de simplifier
encore l’e´quation (27) :∫
Σ
tr1
δ
δA01(w)
⊗ δΨ
δA01(z)
(A01) ∧ ∂A01(δh)(w)
=−
[
δh,
δΨ
δA01(z)
]
+
{
ik
2π
∫
Σ
tr δh ∂A01 −
∑
m
δh(ξm)m
}
δΨ
δA01(z)
−
{
ik
2π
∂δh + 2
∑
m
D
−1(
[δh, ta] δ(2)(z − zm) d2z
)
tam
}
Ψ.
La variation δh e´tant arbitraire, on peut l’e´liminer. Par exemple, montrons comment trans-
former le dernier terme a` cet effet. Soit G le noyau de D
−1
, c.-a`-d. l’application a` valeurs
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dans End gC telle que
D
−1
̟(z) =
(∫
Σ
G(z, v) (̟(v))
)
dz
pour ̟ ∈ Λ2(Σ, gC). Le dernier terme devient −2∑mG(z, zm)([δh(zm), ta]) dz tamΨ, soit
apre`s transformation
4i fabc
∑
m
∫
Σ
tr1 δ
(2)(w − zm) d2w tb ⊗G(z, zm)(tc) dz tamΨ δh(w).
Des conside´rations similaires nous conduisent a`
Dw
δ
δA01(w)
⊗ δΨ
δA01(z)
= −2 δ(2)(w − z) ta d2w ⊗
[
ta,
δΨ
δA01(z)
]
+
ik
2π
∂A01(w)⊗ δΨ
δA01(z)
− 2
∑
m
δ(2)(w − zm) ta d2w ⊗ tam δΨδA01(z) −
ik
π
∂zδ(w − z) ta d2w ⊗ ta dzΨ
+ 4i fabc
∑
m
δ(2)(w − zm) ta d2w ⊗G(z, zm)(tb) dz tcmΨ
(29)
ou` Dw est l’ope´rateur D correspondant a` l’insertion de A
01 en w. Appliquons l’ope´rateur D
−1
w
a` l’e´quation (29).
δ
δA01(w)
⊗ δΨ
δA01(z)
= −2
( ∫
Σ
G(w, u) (ta) δ(2)(u− z) d2u
)
dw ⊗
[
ta,
δΨ
δA01(z)
]
+
ik
2π
( ∫
Σ
G(w, u)
(
∂A01(u)
) )
dw ⊗ δΨ
δA01(z)
− 2
∑
m
(∫
Σ
G(w, u)(ta) δ(2)(u− zm) d2u
)
dw ⊗ tam δΨδA01(z)
− ik
π
(∫
Σ
G(w, u) (ta) ∂zδ
(2)(u− z) d2u
)
dw ⊗ ta dzΨ
+ 4i fabc
∑
m
( ∫
Σ
G(w, u)(ta) δ(2)(u− zm) d2u
)
dw ⊗G(z, zm)(tb) dz tcmΨ
− φρ(w) ⊗ cρ(z) dz
ou` les cρ sont des fonctions a` valeurs dans gC a` de´terminer. La seconde variation est donc
donne´e par l’e´quation
δ
δAw
⊗ δΨ
δAz
= 2iG(w, z) (ta)⊗
[
ta,
δΨ
δAz
]
+
k
2π
(∫
Σ
G(w, .)
(
∂A01
))⊗ δΨ
δAz
+ 2i
∑
m
G(w, zm)(t
a)⊗ tam δΨδAz +
ik
π
∂zG(w, z) (t
a) ⊗ taΨ
− 4i fabc
∑
m
G(w, zm)(t
a)⊗G(z, zm)(tb) tcmΨ+ φρ,w ⊗ cρ(z)
(30)
ou` φρ(w) = φρ,w dw, φρ,w a` valeurs dans g
C. Pour conclure, il suffit de de´terminer les cρ. On
organise le calcul en deux e´tapes. De´ja`, la de´rive´e suivante fait apparaˆıtre cρ en fonction d’une
de´rive´e fonctionnelle :
∂nγ
(
δΨ
δAz
)
=
∫
Σ
tr1
δ
δA01(w)
⊗ δΨ
δAz
∧ ∂nγA01(w) = i cρ(z)
∫
Σ
trφρ(w) ∧ ∂nγA01(w) ;
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en effet, a` droite dans l’e´quation (30), les autres termes appartiennent a` l’image de D
−1
w et
donnent ze´ro quand on les inte`gre contre ∂nγA
01(w), vu l’e´quation (23). Il suit
cρ(z) = −i ∂nγ
(
δΨ
δAz
)
Ωγρ. (31)
Ensuite, d’apre`s l’e´quation (26), on a
∂nγ
(
δΨ
δA01(z)
)
=
ik
2π
∂nγD
−1
(∂A01)Ψ+
ik
2π
D
−1
(∂nγ∂A
01)Ψ+
ik
2π
D
−1
(∂A01) ∂nγΨ
+ ∂nγΩ
βαφα ∂nβ Ψ+Ω
βα ∂nγφα ∂nβ Ψ+Ω
βαφα ∂nγ∂nβΨ
− 2
∑
m
∂nγD
−1(
ta δ(2)(z − zm) d2z
)
tamΨ
− 2
∑
m
D
−1(
ta δ(2)(z − zm) d2z
)
tam ∂nγΨ.
Le coˆte´ droit de cette e´quation contient trois termes qu’on peut expliciter comple`tement.
D’apre`s l’e´quation (28), on a
(∂nγD
−1
)̟ = D
−1
D(∂nγD
−1
)̟ +
(∫
Σ
tr (∂nγD
−1
)̟ ∧ ∂nνA01
)
Ωναφα
pour ̟ = ∂A01 ∈ Λ2(Σ, gC). Or, apre`s de´rivation par rapport a` nγ des e´quations de´finissant
l’ope´rateur D
−1
, on trouve[
∂nγA
01,D
−1
̟
]
+
+D(∂nγD
−1
)̟ = 0,∫
Σ
tr (∂nγD
−1
)̟ ∧ ∂nνA01 +
∫
Σ
trD
−1
̟ ∧ ∂nγ∂nνA01 = 0,
par conse´quent
(∂nγD
−1
)̟ = −D−1
(
[D
−1
̟, ∂nγA
01]+
)
−
( ∫
Σ
trD
−1
̟ ∧ ∂nγ∂nνA01
)
Ωναφα.
Ensuite, Ω est l’inverse de la matrice d’e´le´ments
∫
trφα ∧ ∂nβA01 donc
∂nγΩ
βα = −Ωβµ
∫
Σ
tr
(
∂nγφµ ∧ ∂nνA01 + φµ ∧ ∂nγ∂nνA01
)
Ωνα.
Enfin, φα e´tant un mode ze´ro de D, on a Dφα = 0. On de´rive cette dernie`re e´quation par
rapport a` nγ puis on utilise l’e´quation (28) ; on trouve
∂nγφα = −D−1
(
[φα, ∂nγA
01]+
)
+
( ∫
Σ
tr ∂nγφα ∧ ∂nνA01
)
Ωνµφµ.
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En fin de compte, on a montre´ que
∂nγ
(
δΨ
δA01
)
=
ik
2π
{
−D−1
(
[D
−1
(∂A01), ∂nγA
01]+
)
−
(∫
Σ
trD
−1
(∂A01) ∧ ∂nγ∂nνA01
)
Ωναφα
}
Ψ
+
ik
2π
D
−1
(∂nγ∂A
01)Ψ+
ik
2π
D
−1
(∂A01) ∂nγΨ
− Ωβµ
{∫
Σ
tr
(
∂nγφµ ∧ ∂nνA01 + φµ ∧ ∂nγ∂nνA01
)}
Ωναφα ∂nβ Ψ
+Ωβµ
{
−D−1 ([φµ, ∂nγA01]+)+ ( ∫
Σ
tr ∂nγφµ ∧ ∂nνA01
)
Ωναφα
}
∂nβ Ψ
+Ωβαφα ∂nγ∂nβΨ+ 2
∑
m
{
D
−1(
[D
−1
(ta δ(2)(z − zm) d2z), ∂nγA01]+
)
+
(∫
Σ
trD
−1
(ta δ(2)(z − zm) d2z) ∧ ∂nγ∂nνA01
)
Ωνα φα
}
tamΨ.
A` nouveau, on fait intervenir la de´rive´e fonctionnelle de Ψ :
∂nγ
(
δΨ
δA01
)
= −D−1
( [
δΨ
δA01
, ∂nγA
01
]
+
)
−
(∫
Σ
tr
δΨ
δA01
∧ ∂nγ∂nνA01
)
Ωναφα
+
δ
δA01
(∂nγΨ) +
ik
2π
D
−1
(∂nγ∂A
01)Ψ
= −
∫
Σ
G(z, u)
( [
δΨ
δA01(u)
, ∂nγA
01(u)
]
+
)
dz −
( ∫
Σ
tr
δΨ
δA01
∧ ∂nγ∂nνA01
)
Ωναφα
+
δ
δA01
(∂nγΨ) +
ik
2π
(∫
Σ
G(z, u)
(
∂nγ∂A
01(u)
) )
dzΨ.
De ces e´quations, on tire une expression pour cρ. On injecte alors cette dernie`re dans l’e´qua-
tion (30) pour arriver a`
δ
δAw
⊗ δΨ
δAz
= 2iG(w, z) (ta)⊗
[
ta,
δΨ
δAz
]
+
k
2π
( ∫
Σ
G(w, .)
(
∂A01
) )⊗ δΨ
δAz
+ 2i
∑
m
G(w, zm)(t
a)⊗ tam δΨδAz +
ik
π
∂zG(w, z) (t
a) ⊗ taΨ
− 4i fabc
∑
m
G(w, zm)(t
a)⊗G(z, zm)(tb) tcmΨ+ φρ,w ⊗
{∫
Σ
G(z, .)
( [
δΨ
δA01
, ∂nγA
01
]
+
)
+
(∫
Σ
tr
δΨ
δA01
∧ ∂nγ∂nνA01
)
Ωναφα,z − i δδAz (∂nγΨ)−
ik
2π
(∫
Σ
G(z, .)
(
∂nγ∂A
01
) )
Ψ
}
Ωγρ.
Rappelons enfin la formule donnant la premie`re de´rive´e de Ψ :
δΨ
δAz
= −iΩµρφρ,z ∂nµ Ψ+ k2π
∫
Σ
G(z, .)
(
∂A01
)
Ψ+ 2i
∑
m
G(z, zm)(t
a) tamΨ.
(32)
6.3. Re´gularisation
On a de´ja` analyse´ le comportement singulier de ces de´rive´es quand w tend vers z ou z tend
vers zℓ. On se propose d’appliquer le meˆme processus de re´gularisation aux termes divergents
§6. Formules basses 135
intervenant dans le membre droit de ces formules. Clairement, il suffit de se concentrer sur la
fonction de Green de D et sur sa de´rive´e par rapport a` la seconde variable. Soit ̟ ∈ Λ2(Σ, gC).
Par construction, on a
(∂w + [Aw, .])
∫
Σ
G(w, .)(̟) dw ∧ dw = ̟(w).
Soit h ∈ G C une transformation de jauge telle que h−1A01 = 0 au voisinage de z. A` cette
condition, on a ∂w + [Aw, .] = Adh(w) ∂wAdh(w)−1 . Notons id l’application identite´ de End g
C.
Il suit ∂w Adh(w)−1G(w, z) =
1
2i Adh(z)−1 δ
(2)(w−z) id, pour w au voisinage de z. On sait aussi
que π δ(2)(w − z) = ∂w (w − z)−1, d’ou`
G(w, z) =
1
2πi
Adh(w)Adh(z)−1
id
w−z + · · ·
et les pointille´s symbolisent toujours des termes re´guliers en w au voisinage de z. Apre`s
de´rivation,
∂zG(w, z) =
1
2πi
Adh(w)Adh(z)−1
id
(w−z)2 +
1
2πi
Adh(w)Adh(z)−1 ad(h∂zh−1)(z)
id
w−z + · · ·
Utilisons le transport paralle`le ez,w pour re´e´crire ces deux de´veloppements limite´s sans faire
appel a` h :
Adez,w G(w, z) =
1
2πi
id
w−z + G˜(w, z),
Adez,w ∂zG(w, z) =
1
2πi
id
(w−z)2 −
1
4πi
w−z
w−z [∂zAz(z), .] + ∂˜zG(w, z)
(33)
ou` G˜ et ∂˜zG sont des fonctions re´gulie`res en w au voisinage de z. Montrons par exemple
la seconde e´galite´. L’ingre´dient principal de la de´monstration est l’e´quation (12) : ez,w =
h(z)e′z,w h(w)−1. Ainsi,
Adez,w ∂zG(w, z) =
1
2πi
Adh(z)Ade′z,w Adh(z)−1
id
(w−z)2
+
1
2πi
Adh(z)Ade′z,w Adh(z)−1 ad(h∂zh−1)(z)
id
w−z + · · · .
Or e′z,w = eχ, donc Ade′z,w = e
adχ = 1 + adχ +
1
2 ad
2
χ + · · · . Ainsi,
Adez,w ∂zG(w, z) =
1
2πi
id
(w−z)2 +
1
2πi
Adh(z) ad(h−1∂zh)(z)Adh(z)−1
id
w−z
+
1
4πi
Adh(z) ad∂z(h−1∂zh)(z)Adh(z)−1
w−z
w−z id+
1
2πi
ad(h∂zh−1)(z)
id
w−z + · · · .
Or Adh(z) ad(h−1∂zh)(z)Adh(z)−1 = adAdh(z) (h−1∂zh)(z) = −ad(h∂zh−1)(z), donc le deuxie`me terme
compense le dernier. On traite de la meˆme fac¸on le troisie`me terme, la conclusion est alors
imme´diate. Pour la premie`re de´rive´e de Ψ, on s’inte´resse a` la quantite´ suivante
tr
(
taAdezℓ,z
δΨ
δAz
)
= −iΩµρ tr
(
taAdezℓ,z φρ,z
)
∂nµ Ψ+
k
2π
tr taAdezℓ,z
∫
Σ
G(z, .)(∂A01) Ψ
+ 2i
∑
m6=ℓ
tr taAdezℓ,z G(z, zm)(t
b) tbmΨ+ 2i tr t
a
(
1
2πi
tb
z−zℓ + G˜(z, zℓ)(t
b)
)
tbℓΨ.
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Le seul terme singulier restant est compense´ par la re´gularisation propose´e. En fin de compte,
•
•
δΨ
δAazℓ
•
• = − 2iΩµρ tr (ta φρ,zℓ) ∂nµ Ψ+ kπ tr ta
∫
Σ
G(zℓ, .)(∂A
01) Ψ
+ 4i
∑
m6=ℓ
tr taG(zℓ, zm)(t
b) tbmΨ+ 4i tr t
a G˜(zℓ, zℓ)(t
b) tbℓΨ.
(34.a)
Ensuite, la re´gularisation du Laplacien donne
tr ••
δ
δAz
δΨ
δAz
•
• = 2i tr G˜(z, z) (t
a)
[
ta,
δΨ
δAz
]
+
k
2π
tr
(∫
Σ
G(z, .)
(
∂A01
) ) δΨ
δAz
+ 2i
∑
m
trG(z, zm)(t
a) tam
δΨ
δAz
+
ik
π
tr ∂˜zG(z, z) (t
a) taΨ
− 4i fabc
∑
m
trG(z, zm)(t
a)G(z, zm)(t
b) tcmΨ+ trφρ,z
{∫
Σ
G(z, .)
( [
δΨ
δA01
, ∂nγA
01
]
+
)
+
( ∫
Σ
tr
δΨ
δA01
∧ ∂nγ∂nνA01
)
Ωναφα,z − i δδAz (∂nγΨ)−
ik
2π
(∫
Σ
G(z, .)
(
∂nγ∂A
01
) )
Ψ
}
Ωγρ.
Finalement, pour obtenir une formule ne comportant que des de´rive´es de Ψ par rapport aux
parame`tres nν, on combine la dernie`re e´quation avec l’e´quation (26) :
tr ••
δ
δAz
δΨ
δAz
•
• = −ΩαγΩνρ tr (φγ,zφρ,z) ∂nα∂nνΨ+ Ξα(z) ∂nαΨ+Υ(z)Ψ
(34.b)
avec
Ξα(z) = 2Ωαγ tr G˜(z, z) (ta) [ta, φγ,z]− ikπ Ωαγ trφγ,z
∫
Σ
G(z, .)
(
∂A01
)
+Ωαγ Ωνρ trφρ,z
∫
Σ
G(z, .)
([
φγ , ∂nνA
01
]
+
)
+Ωαγ ΩνρΩǫµ
(∫
Σ
trφγ ∧ ∂nν∂nǫA01
)
trφρ,z φµ,z
+ 4Ωαγ
∑
m
trφγ,zG(z, zm)(t
a) tam
et
Υ(z) =
ik
π
tr ∂˜zG(z, z) (t
a) ta +
ik
π
tr G˜(z, z) (ta)
[
ta,
∫
Σ
G(z, .)
(
∂A01
)]
+ k
2
4π2
tr
(∫
Σ
G(z, .)
(
∂A01
) )2 − ik
2π
Ωαγ trφγ,z
∫
Σ
G(z, .)
(
∂∂nαA
01
)
+
ik
2π
Ωαγ trφγ,z
∫
Σ
G(z, .)
(
[D
−1
(∂A01), ∂nαA
01]+
)
+
ik
2π
Ωαγ Ωνρtrφγ,z φρ,z
∫
Σ
trD
−1
(∂A01) ∧ ∂nα∂nνA01
− 4
∑
m
tr G˜(z, z)(ta) [ta,G(z, zm)(t
b)] tbm +
2ik
π
∑
m
trG(z, zm)(t
a)
∫
Σ
G(z, .)(∂A01) tam
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− 4
∑
m,m′
trG(z, zm)(t
a)G(z, zm′ )(t
b) tam t
b
m′
− 2Ωαγ
∑
m
tr φγ,z
∫
Σ
G(z, w)
(
[G(w, zm)(t
a) dw, ∂nαA
01(w)]+
)
tam
− 2Ωαγ Ωνρ trφγ,z φρ,z
∑
m
∫
Σ
G(u, zm)(t
a) du ∧ ∂nα∂nνA01(u) tam.
En re´sume´, les formules utiles pour le calcul de la connexion de KZB sont celles donne´es par
les e´quations (32), (33), (34.a-b).
§7. Connexion de KZB sphe´rique
En genre ze´ro, l’orbite du champ nul est dense dans A 01, i.e. presque tous les champs sont
de la forme A01 = h−1∂h, avec h ∈ G C fixe´e a` une constante pre`s : h 7→ h0h. L’espace des e´tats
de Chern-Simons est un sous-fibre´ du fibre´ trivial de fibre V Gλ . On sait aussi qu’il n’existe
qu’une structure complexe, donc seules ∇zℓ et ∇zℓ ont un sens. Sur la sphe`re, la fonction de
Green de D est G(z, w) = 12πi
1
z−w . Comme en plus le transport paralle`le est trivial, on a
G˜ ≡ 0 d’ou`
•
•
δΨ
δAazℓ
•
• =
1
π
∑
m6=ℓ
1
zℓ − zm t
a
mΨ.
On retrouve bien la connexion de Knizhnik-Zamolodchikov de´ja` aperc¸ue au chapitre 2
∇zℓΨ = ∂zℓΨ− 1κ H
(0)
ℓ Ψ, ∇zℓΨ = ∂zℓΨ.
ou` H
(0)
ℓ est le Hamiltonien de Gaudin :
H
(0)
ℓ (ξ) = 2
∑
m6=ℓ
taℓ t
a
m
zℓ − zm . (35)
L’exposant (0) est la` pour signaler qu’on travaille en genre ze´ro. La platitude de la connexion
est une conse´quence de l’e´quation [H
(0)
ℓ ,H
(0)
ℓ′ ] = 0, e´quation e´quivalente a` l’EYBC pour
ta1 t
a
2
/
z: [ tan tam
zn − zm ,
tam t
a
ℓ
zm − zℓ
]
+ permutations cycliques = 0 .
§8. Syste`mes de Hitchin sphe´riques
Pour identifier le syste`me de Hitchin, on doit re´soudre l’e´quation µ(A01, ϕ10) =
∑
ℓ λℓ δzℓ ,
c.-a`-d.
∂(hϕ10) =
∑
ℓ
νℓδzℓ
138 Syste`mes de Hitchin. Connexion de KZB
ou` νℓ = h(zℓ)λℓ h(zℓ)
−1 appartient a` l’orbite coadjointe de λℓ dans gC : Oℓ = {h0λℓ h−10 |h0 ∈
GC}. Cette e´quation admet des solutions si, et seulement si, l’inte´grale sur Σ du terme de
droite est nulle, i.e. si la somme des re´sidus est nulle :
∑
ℓ νℓ = 0. On a alors
hϕ10(z) =
1
2πi
∑
ℓ
νℓ
z − zℓ dz.
Soit GCℓ le sous-groupe de G
C fixant λℓ pour l’action adjointe. Il suit
G Cz,λ =
{
h ∈ G C
∣∣∣ h(zℓ) ∈ GCℓ , ∀ℓ}.
L’espace des phases re´duit est
P
(0)
O
∼=
{
ν ∈ N×
ℓ=1
Oℓ
∣∣∣ ∑
ℓ
νℓ = 0
}/
GC.
Chaque orbite coadjointe peut eˆtre munie d’une structure symplectique naturelle donnant
le crochet de Poisson {νa, νb} = ifabcνc si ν = νata et (ta) est la base orthogonale de gC.
La structure symplectique induite sur P
(0)
O
co¨ıncide avec celle qu’on obtient apre`s re´duction
symplectique de ×ℓOℓ par l’action diagonale de GC.
Comme p est un polynoˆme GC-invariant, on a p(ϕ10) = p(hϕ10). L’application de Hitchin
est donc
hp(ν)(z) = p
(
1
2πi
∑
ℓ
νℓ
z − zℓ
)
(dz)dp ,
soit encore
hp(ν)(z) =
∑
n1,··· ,ndp
p(νn1 , · · · , νndp )
(z − z1) · · · (z − zdp)
(
dz
2πi
)dp
.
En particulier, si p = p2, hp2 prend ses valeurs dans l’espace des formes quadratiques me´romorphes
et
hp2(ν)(z) =
1
2
∑
ℓ
(
1
(z − zℓ)2 δℓ +
1
z − zℓ h
(0)
ℓ
)(
dz
2πi
)2
ou`, a` une constante multiplicative pre`s, h
(0)
ℓ est le re´sidu en z = zℓ, c.-a`-d.
h
(0)
ℓ (ν) = 2
∑
m6=ℓ
νaℓ ν
a
m
zℓ − zm et δℓ = ν
a
ℓ ν
a
ℓ .
Soit δµ une diffe´rentielle de Beltrami lisse a` l’infini et se comportant comme O((z − zℓ)2)
autour des points d’insertion. Sur la sphe`re de Riemann, δµ = ∂(δv) avec δv = δvz ∂z un
champ de vecteur lisse sur CP 1. Ce dernier est comple`tement de´termine´ modulo les sections
holomorphes de K−1. Sur la sphe`re de Riemann, h0(K−1) = 3 ; les e´le´ments de H0(K−1)
engendrent SL2 : (a+ bz + cz
2)∂z. La nouvelle coordonne´e complexe sur CP
1 est donne´e par
z′ = z+ δvz. La coordonne´e du point ξℓ change donc de δzℓ = δvz(ξℓ) et le 1-jet en ξℓ change
de δχℓ = χℓ ∂z(δv
z)(ξℓ). On peut alors calculer hδµ en scindant l’inte´gration en une inte´grale
sur de petites boules autour des points d’insertion et une inte´grale sur le reste de Σ :
hδµ =
1
2
∑
ℓ
∫
Σ
(
1
(z − zℓ)2 δℓ +
1
z − zℓ h
(0)
ℓ
)(
dz
2πi
)2
∂(δv)
=
1
4πi
∑
ℓ
(
δℓ χ
−1
ℓ δχℓ + h
(0)
ℓ δzℓ
)
.
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On sait que la connexion de KZ est donne´e par
∇δµΨ =
∑
ℓ
(
δχℓ
(
∂χℓ − χ−1ℓ ∆ℓ
)
+ δzℓ
(
∂zℓ − 1κH
(0)
ℓ
))
Ψ ,
∇δµΨ =
∑
ℓ
(
δχℓ ∂χℓ + δzℓ ∂zℓ
)
Ψ
ou`
H
(0)
ℓ (ξ) = 2
∑
m6=ℓ
taℓ t
a
m
zℓ − zm et ∆ℓ = Cℓ/κ.
Mise a` part la translation k 7→ κ = k + g∨, on de´duit ∆ℓ et 1κH
(0)
ℓ de
2k
π
1
4πi δℓ et
2k
π
1
4πi h
(0)
ℓ
par la quantification ge´ome´trique des orbites coadjointes, c.-a`-d. le remplacement des νaℓ par
les ope´rateurs
√
2iπ
k t
a
ℓ . Le crochet de Poisson devient
k√
2iπ
fois le commutateur — 1k joue le
roˆle de la constante de Planck.
§9. Connexion de KZB elliptique
On calcule la connexion de KZB en genre un, c.-a`-d. de´finie sur une courbe elliptique
Σ = Eτ = C / (Z + τZ). On sait que l’orbite de A
01
u = πu τ
−1
2 dz, u ∈ tC \ P∨ + τP∨,
est dense dans A 01. On utilise la base B forme´e des eα, α ∈ ∆, et des hj , j = 1, · · · , r,
base orthonormale de la sous-alge`bre de Cartan tC. Remarquons que les formules donnant la
connexion sont obtenues pour une base orthogonale A = (ta), tr tatb = δab/2. Une partie du
jeu consiste a` jongler entre A et B.
L’ope´rateur D = ∂ + [A01u , .]+ agit sur les (1, 0)-formes φ sur Σ a` valeurs dans g
C. On
de´compose φ sur la base B, φ = φα eα + φ
j hj , ainsi Dφ = ∂φj hj + ∂α φ
α eα, ou` ∂α =
∂ + (πuα/τ2) dz. Si φ est un mode ze´ro de D, φ
j est constante en tant que fonction anti-
analytique et (Z+ τZ) -pe´riodiques. Ensuite, l’e´galite´
∂α = e
πuα(z−z)/τ2 ∂ e−πuα(z−z)/τ2
permet de de´duire que φα = 0, de`s que u 6∈ P∨ + τP∨, ce qu’on a suppose´ au de´but. Ainsi,
le noyau de D est engendre´ par les φj0 = h
j dz. Maintenant, on s’inte´resse a` la fonction
de Green G de D
−1
. De´composons la fonction de Green sur B : G(w, z) = gα(w, z) eα +
gj(w, z)h
j . Chaque composante est une fonction (Z + τZ) -pe´riodiques a` valeurs dans C.
Seules gj(w, z)(h
j), gα(w, z)(eα) ne sont pas nulles — on les note simplement Gj , Gα — elles
satisfont les e´quations suivantes
∂wGj(w, z) =
1
2i
δ(2)(w − z) + cte,
∫
Σ
Gj(w, z) d
2w = 0, (36)(
∂w +
πuα
τ2
)
Gα(w, z) =
1
2i
δ(2)(w − z).
Une manie`re e´conomique d’obtenir Gα utilise la fraction P construite a` partir de la fonction
theˆta de Jacobi ϑ1 :
Gα(w, z) =
1
2πi
eπuα(w−w−z+z)/τ2 Puα(w − z).
140 Syste`mes de Hitchin. Connexion de KZB
La fonction de Green de ∂ sur Eτ n’est pas unique. Par contre, la deuxie`me condition de (36)
assure l’unicite´ de Gj . Le re´sultat est
Gj(w, z) =
1
2πi
ρ(w − z) + w−w−z+z
2iτ2
.
Celui-ci ne de´pendant pas de j, on le note H. Cette fonction ve´rifie la premie`re condition
de (36) puisque ∂wH(w, z) =
1
2i δ
(2)(w − z) − 12iτ2 . Remarquons que le deuxie`me crite`re
impose´ par (36) est aussi rempli car 12πi ρ(y) +
1
2iτ2
(y − y) est la de´rive´e totale de la fonction
monovalue´e : 12πi ln |ϑ1(y)|2 + 14iτ2 (y − y)2. Pour re´gulariser les fonctions de Green on utilise
les e´quations (33) pour le transport paralle`le de A01u :
G˜(w, z) = eνuαgα(w, z) eα + gj(w, z)h
j − 1
2πi
id
w−z
∂˜zG(w, z) = e
νuα∂zgα(w, z) eα + ∂zgj(w, z)h
j − 1
2πi
id
(w−z)2
ou` ν = π (w − z)/τ2. On note G˜α la partie re´gulie`re de Gα et ainsi de suite avec les autres
fonctions. On trouve sans proble`me :
H˜ = 0, G˜α = − iuα2τ2 +
1
2πi
ρ(uα), ∂˜zH =
1
πi
η1 − 12iτ2 ,
∂˜zGα =
πiu2α
4τ22
+
iuα
2τ2
ρ(uα)− 14πi
ϑ′′1
ϑ1
(uα)− 12πi η1 ;
pour des raisons triviales, on a supprime´ la de´pendance en z.
Maintenant, on posse`de tous les ingre´dients ne´cessaires au calcul de la connexion. Reprenons
l’e´quation (34.a) :
•
•
δΨ
δAazℓ
•
• = − 2iΩjℓ tr (ta φℓ0,zℓ) ∂uj Ψ+ 4i
∑
m6=ℓ
tr taG(zℓ, zm)(t
b) tbmΨ
+ 4i tr ta G˜(zℓ, zℓ)(t
b) tbℓΨ
ou` u = ujhj . On ve´rifie simplement que Ω = i2π 1. Cela dit, dans ces formules, on utilise une
base orthogonale, en l’occurrence A. Or, on a calcule´ les fonctions de Green par rapport a`
B. On doit donc d’abord effectuer le changement ade´quat. On n’a pas besoin de connaˆıtre
explicitement les matrices de passage entre A et B. Si eα = P
αata, hj = P jata et inversement
ta = Paαeα + Pajh
j , on montre que
tr (tahj) ta = Pajt
a =
1
2
hj, tr (taeα) t
a = tr(eαe−α)Pa,−αta =
1
2
eα. (37)
A` l’aide de ces formules, on trouve
−2π
κ
taℓ
•
•
δΨ
δAazℓ
•
• = − 1κ
r∑
j=1
(hj)ℓ ∂ujΨ− 2πiκ
∑
m6=ℓ
{∑
α
Gα(zℓ, zm) (eα)ℓ (e−α)m
+
r∑
j=1
H(zℓ, zm) (h
j)ℓ (h
j)m
}
Ψ− 2πi
κ
∑
α>0
G˜α (Xα)ℓΨ.
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Au chapitre 3, on a repre´sente´ les e´tats de Chern-Simons par des applications holomorphes
γ : tC → Vλ, avec
Ψ(A01u ) = e
πk|u|2/(2τ2) ⊗ℓ
(
eπ(zℓ−zℓ)u/τ2
)
Rℓ
γ(u)
et γ satisfait les conditions de la p. 91. La connexion de KZB est conside´rablement plus
simple quand on regarde son action sur γ. En fait, on utilise meˆme la description en termes
de fonctions theˆta : θ(u) = Π(u, τ) γ(u). On note δ(τ, u, ξ) la fonction qui re´alise le changement
de fonction Ψ(A01u ) = δ(τ, u, ξ) θ(u). Le re´sultat est :
∇zℓθ ≡ δ−1∇zℓΨ = ∂zℓθ − 1κ H
(1)
ℓ θ
ou` H
(1)
ℓ est une ge´ne´ralisation du Hamiltonien de Gaudin :
H
(1)
ℓ (τ, ξ) =
r∑
j=1
(hj)ℓ ∂uj +
∑
m6=ℓ
{∑
α
Puα(zℓ − zm) (eα)ℓ (e−α)m +
r∑
j=1
ρ(zℓ − zm) (hj)ℓ (hj)m
}
.
Le lecteur de´sireux de refaire le chemin menant a` ∇zℓθ pourra regarder attentivement ce
qui suit ; il y trouvera tous les ingre´dients ne´cessaires pour mener a` bien les calculs. Dans
la partie ∇δµ de la connexion, entre autres, intervient la premie`re de´rive´e de Ψ donne´e par
l’e´quation (32), qui dans le cas en question se lit
δΨ
δAz
=
1
2π
hj ∂uj Ψ+ i
∑
m
{
Gα(z, zm) eα (e−α)m +Gj(z, zm)hj (hj)m
}
Ψ.
Pour une surface elliptique Eτ , la variation de la structure complexe est repre´sente´e par
δJ =
δτ
τ2
∂z ⊗ dz + δττ2 ∂z ⊗ dz.
En particulier, δµzz = δτ/τ2 est constante. Comme de plus A
10
u = −(A01u )† = −πu†/τ2dz,
u† = uj hj ∈ tC, la premie`re de´rive´e contribue dans ∇δµ par
i
∫
Σ
trAz
δΨ
δAz
δµzz d
2z = − i
2τ2
δτ
r∑
j=1
uj ∂ujΨ.
D’autre part, le Laplacien sur l’espace des champs de jauge est donne´ par l’e´quation (34.b) :
tr ••
δ
δAz
δΨ
δAz
•
• =
1
4π2
∆uΨ+ Ξ
j(z) ∂ujΨ+Υ(z)Ψ,
ou` ∆u =
∑
j(∂uj )
2 et
Ξj(z) =2Ωjk tr G˜(z, z) (ta)
[
ta, φk0,z
]
+ΩjkΩℓm trφm0,z
∫
Σ
G(z, .)
( [
φk0 , ∂uℓA
01
]
+
)
+ 4Ωjk
∑
m
trφk0,zG(z, zm)(t
a) tam,
=
i
2π
∑
α
αj G˜α +
i
π
∑
ℓ
H(z, zℓ) (h
j)ℓ,
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ou` αj = α(hj) — a` ne pas confondre avec la racine simple αj — ainsi que
Υ(z) =
ik
π
tr ∂˜zG(z, z) (t
a) ta − 4
∑
m
tr G˜(z, z)(ta) [ta,G(z, zm)(t
b)] tbm
− 4
∑
m,m′
trG(z, zm)(t
a)G(z, zm′ )(t
b) tam t
b
m′
− 2Ωjk
∑
m
trφk0,z
∫
Σ
G(z, w)
(
[G(w, zm)(t
a) dw, ∂ujA
01(w)]+
)
tam,
=
ik
2π
{∑
α
∂˜zGα +
r∑
j=1
∂˜zH
}
−
∑
α
G˜α
∑
ℓ
H(z, zℓ) (Xα)ℓ
−
∑
ℓ,m
{∑
α
G−α(z, zℓ)Gα(z, zm) (eα)ℓ(e−α)m +
r∑
j=1
H(z, zℓ)H(z, zm) (h
j)ℓ(h
j)m
}
.
Bien que relativement long, le calcul utilise uniquement les e´quations (37). La contribution
du Laplacien dans ∇δµ est alors
iπ
κ
∫
Σ
tr ••
δ
δAz
δΨ
δAz
•
• δµ
z
z d
2z =
1
κ
δτ
{
i
4π
∆uΨ−
∑
α>0
αjG˜α ∂ujΨ
− k
2
(∑
α
∂˜zGα +
r∑
j=1
∂˜zH
)
Ψ+ iπI
}
.
On a isole´ la partie I comportant des inte´grales non-triviales :
−τ2 I =
∑
ℓ,m
{∑
α
∫
Σ
G−α(z, zℓ)Gα(z, zm) d2z (eα)ℓ (e−α)m
+
r∑
j=1
∫
Σ
H(z, zℓ)H(z, zm) d
2z (hj)ℓ (h
j)m
}
.
On calculera ces inte´grales apre`s le changement de fonction Ψ 7→ θ. Pour le moment, utilisant
la forme explicite des fonctions de Green, on peut e´crire
∇δµΨ = dδµΨ+ δτ
(
1
κ
i
4π
∆uΨ+
r∑
j=1
Xj ∂ujΨ+XΨ
)
avec
Xj =
i
2τ2
(uj − uj) + 1
κ
1
2πi
ϕj ,
X = − k
κ
{∑
α>0
(
πiu2α
4τ22
+
iuα
2τ2
ρ(uα)− 14πi
ϑ′′1
ϑ1
(uα)− 12πi η1
)
+
r∑
j=1
(
1
2πi
η1 − 14iτ2
)}
+
iπ
κ
I .
Il est commode d’introduire les deux variables
ϕj = πku
j
τ2
−
∑
α>0
αjρ(uα) et σ
j =
∑
ℓ
(zℓ − zℓ) (hj)ℓ
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car elles interviennent tout le temps, par exemple avec δ−1∂ujδ = ϕj +
π
τ2
σj. Comme pour
∇zℓΨ, on effectue le changement de fonction Ψ 7→ θ. Apre`s un peu de calculs, on obtient
δ−1∇δµΨ = δ−1 dδµ(δ θ) + δτ
(
1
κ
i
4π
∆uΨ+
r∑
j=1
Y j ∂ujθ + Y θ
)
avec
Y j =
1
κ
i
2τ2
σj +
i
2τ2
(uj − uj),
Y =
i
2τ2
r∑
j=1
(uj − uj) δ−1∂ujδ − πik4τ22 |u|
2 +
1
κ
iπ
4τ22
r∑
j=1
(σj)2 +
iπ
κ
δ−1I δ
+
1
κ
1
4πi
(∑
α>0
|α|2ρ′(uα) +
∑
α,β>0
trαβ ρ(uα) ρ(uβ)
)
+
k
κ
1
4πi
(
(d− 3r) η1 +
∑
α>0
ϑ′′1
ϑ1
(uα)
)
ou` d est la dimension de g et r son rang. A` premie`re vue, les deux derniers termes sont sur-
prenants. Toutefois d’apre`s la section 4.4 ce ne sont que des formes de´guise´es du de´nominateur
de Weyl-Kac. Ainsi Y vaut
Y =
i
2τ2
r∑
j=1
(uj − uj) δ−1∂ujδ − πik4τ22 |u|
2 +
1
κ
iπ
4τ22
r∑
j=1
(σj)2 +Π−1∂τΠ+
iπ
κ
δ−1I δ.
Il est plus astucieux de ne pas chercher a` calculer imme´diatement les inte´grales dans δ−1I δ
et d’attendre d’avoir fini de de´broussailler la zone. On en vient maintenant a` un point cle´ du
calcul. A` la fin on de´sire exprimer ∇τθ ≡ δ−1∇τΨ en fonction des de´rive´es partielles ∂τ , ∂uj ,
∂uj , ∂zℓ et ∂zℓ de θ. Il faut donc connaˆıtre le passage de ∇δµ a` ∇τ ainsi que celui de dδµ a`
∂τ , ... Na¨ıvement, on pourrait croire que cette transformation est simplement dδµ = δτ ∂τ .
En fait, la de´rivation de δµ agit comme une de´rive´e totale sur la structure complexe alors
que les de´rive´es partielles en u, ... supposent un choix pre´alable de structure complexe. En
effet, le choix d’une de´composition en parties analytiques et anti-analytiques du champ et des
coordonne´es des points d’insertion pre´suppose une structure complexe. En principe, on a
dδµ = δτ ∂τ +
∑
j
δuj ∂uj +
∑
j
δuj ∂uj +
∑
ℓ
(δzℓ ∂zℓ + δzℓ ∂zℓ).
Par exemple, pour trouver les variations de uj et uj , il suffit de trouver quelles δuj et δuj sont
telles que la variation du champ complet Au par rapport a` celles-ci compense la variation du
champ par rapport a` la structure complexe (δτ = 0), c.-a`-d. δuAu + δτAu = 0. On finit par
trouver
δτ∇τ = ∇δµ − δτ
∑
ℓ
zℓ−zℓ
2iτ2
∇zℓ ,
dδµ = δτ
(
∂τ +
∑
j
uj−uj
2iτ2
∂uj +
∑
ℓ
zℓ−zℓ
2iτ2
∂zℓ
)
.
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Quand on effectue ces quelques changements, presque tous les termes disparaissent et
∇τθ =∂τθ +
1
κ
i
4π
∆uθ +
1
κ
iπ
4τ22
∑
j
(σj)2 θ +
iπ
κ
δ−1I δ θ
+
1
κ
1
2iτ2
∑
ℓ
(zℓ − zℓ)
∑
m6=ℓ
{∑
α
Puα(zℓ − zm) (eα)ℓ (e−α)m
+
r∑
j=1
ρ(zℓ − zm) (hj)ℓ (hj)m
}
θ.
Il ne reste plus qu’a` calculer δ−1I δ. De´ja`, l’action adjointe de δ sur I n’intervient que
sur (eα)ℓ (e−α)m et supprime les exponentielles dans le produit G−α(z, zℓ)Gα(z, zm). Par
conse´quent,
δ−1I δ =
∑
ℓ,m
{
1
4π2τ2
∑
α
∆α(zℓ, zm) (eα)ℓ (e−α)m − 1τ2
r∑
j=1
∆(zℓ, zm) (h
j)ℓ (h
j)m
}
ou`
∆α(zℓ, zm) =
∫
Σ
P−uα(z − zℓ)Puα(z − zm) d2z,
∆(zℓ, zm) =
∫
Σ
H(z, zℓ)H(z, zm) d
2z.
Ces quantite´s ne de´pendent que de la diffe´rence y = zℓ − zm. En cherchant leur de´rive´e par
rapport a` y, on de´duit aise´ment que, si y 6= 0,
∆(y) = − 1
8τ2
(y − y)2 − 1
4π
(y − y) ρ(y)− τ2
8π2
ϑ′′1
ϑ1
(y) + C,
∆α(y) =π (y − y)Puα(y)− τ2 ∂xPuα(y).
La constante C est fixe´e par la condition
∫
Σ∆(y) d
2y = 0. On peut de´duire de ces re´sultats
les inte´grales aux points co¨ıncidants en prenant la limite y → 0 sur la droite re´elle
∆(0) =
3τ2
4π2
η1 + C, ∆α(0) = τ2 ρ
′(uα).
On peut peut-eˆtre calculer explicitement la constante C mais, comme elle disparaˆıt d’elle-
meˆme dans le calcul, ce n’est pas important. La fin ne pose aucun proble`me. Il suffit de
scinder δ−1I δ en deux sommes, l’une portant sur toutes les configurations et l’autre e´vitant
les points co¨ıncidants. La premie`re somme contient les trois termes contenant y− y — i.e. les
termes nuls par passage a` la limite y → 0, y ∈ R — et la seconde le prolongement analytique
des trois autres. Presque tous les termes se compensent et ∇τθ = ∂τθ − 1κ H
(1)
0 θ ou`
H
(1)
0 (τ, ξ) = − i4π ∆u−
i
4π
∑
ℓ,m
{∑
α
∂xPuα(zℓ−zm) (eα)ℓ (e−α)m+12
r∑
j=1
ϑ′′1
ϑ1
(zℓ−zm) (hj)ℓ (hj)m
}
.
Enfin, il reste le calcul de ∂. On trouve sans difficulte´ ∂zℓθ = ∂zℓθ et ∂τ θ = ∂τθ +∑
j
uj−uj
2iτ2
∂ujθ. En plus, γ est une fonction holomorphe donc de de´rive´e ∂ujγ nulle. En re´sume´,
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la connexion de KZB exprime´e dans son action sur les fonctions theˆta est
∇zℓ = ∂zℓ , ∇τ = ∂τ ,
∇zℓ = ∂zℓ − 1κ H
(1)
ℓ , ∇τ = ∂τ − 1κ H
(1)
0
ou`
H
(1)
ℓ (τ, ξ) =
r∑
j=1
(hj)ℓ ∂uj +
∑
m6=ℓ
{∑
α
Puα(zℓ − zm) (eα)ℓ (e−α)m +
r∑
j=1
ρ(zℓ − zm) (hj)ℓ (hj)m
}
,
H
(1)
0 (τ, ξ) =− i4π ∆u −
i
4π
∑
ℓ,m
{∑
α
∂xPuα(zℓ − zm) (eα)ℓ (e−α)m + 12
r∑
j=1
ϑ′′1
ϑ1
(zℓ − zm) (hj)ℓ (hj)m
}
.
La platitude de la connexion est assure´e par les relations : [H
(1)
ℓ ,H
(1)
ℓ′ ] = 0, pour ℓ, ℓ
′ =
0, 1, · · · , N , e´quations e´quivalentes a` l’EYBC dynamique [51]. Le cas le plus simple est G =
SU2 avec l’insertion d’un spin j en z. La seule partie non-triviale est
∇τ = ∂τ +
i
2πκ
∂2v − ij(j+1)2πκ
(
℘(v) + 2 η1
)
ou` κ = k + 2, ℘ est la fonction de Weierstraß et u = vh/
√
2. On a utilise´ l’e´galite´ ∂xPv(0) =
ρ′(v) = −℘(v)− 2η1. Il apparaˆıt l’ope´rateur de Lame´ ∂2v + c ℘(v) — pour le groupe G = SUn
c’est l’ope´rateur de Calogero-Sutherland elliptique (ge´ne´ralise´).
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On reprend les notations de la section 3.6. Les champs sont parame´trise´s par u ∈ tC \
(P∨ + τP∨) et h ∈ G C : A01 = h−1A01u = (γuh)−1∂(γuh). Pour e´viter les ambigu¨ıte´s dans la
parame´trisation, on doit identifier les paires suivantes
(u, h) ∼ (wuw−1, wh) ∼ (u+ q∨, h−1q∨ h) ∼ (u+ τq∨, h−1τq∨ h),
avec q∨ dans le re´seau des coracines Q∨ et w dans le groupe de Weyl W . Comme en genre
ze´ro, on doit re´soudre l’e´quation
∂ (γuhϕ01) =
∑
ℓ
νℓ δzℓ (38)
ou` νℓ = (γuh)(zℓ)λℓ (γuh)(zℓ)
−1. On de´compose νℓ sur la base B : νℓ =
∑
α ν
−α
ℓ eα + ν
0
ℓ ou`
ν0ℓ = ν
j
ℓ h
j ∈ tC. On peut re´soudre l’e´quation (38) a` condition que ∑ℓ ν0ℓ = 0. Dans ce cas
γuhϕ01(z) =
(
ϕ0 +
∑
ℓ
(∑
α
Puα(z − zℓ) ν−αℓ eα + ρ(z − zℓ) ν0ℓ
)) dz
2πi
ou` ϕ0 = ϕ
j
0 h
j est une constante arbitraire. La re´duction symplectique donne
P
(1)
O
∼=
{
(u, ϕ0, ν) ∈ T ∗tC × (
N×
ℓ=1
Oℓ)
∣∣∣ ∑
ℓ
ν0ℓ = 0
}/
W⋊(Q∨ + τQ∨)
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ou` l’action du groupe W⋊(Q∨ + τQ∨) identifie les paires
(u, ϕ0, ν) ∼ (wuw−1, wϕ0w−1, wνw−1) ∼
(
u+ q∨, ϕ0, (h−1q∨ (zℓ)νℓhq∨(zℓ))
)
∼
(
u+ τq∨, ϕ0, (h−1τq∨(zℓ) νℓ hτq∨(zℓ))
)
.
La re´duction symplectique de P
(1)
O
est aussi celle de T ∗tC × (×ℓOℓ) par le groupe W⋊(Q∨ +
τQ∨). Maintenant on de´duit aise´ment l’application de Hitchin pour p = p2
hp2(u, ϕ0, ν)(z) = p2
(
ϕ0 +
∑
ℓ
(∑
α
Puα(z − zℓ) ν−αℓ eα + ρ(z − zℓ) ν0ℓ
)) ( dz
2πi
)2
=
(
− 1
2
∑
ℓ
ρ′(z − zℓ) δℓ + 2
∑
ℓ
ρ(z − zℓ)h(1)ℓ + 4πi h(1)0
)(
dz
2πi
)2
ou`, comme en genre ze´ro, δℓ = ν
a
ℓ ν
a
ℓ et
h
(1)
ℓ (u, ϕ0, ν) =
r∑
j=1
νjℓϕ
j
0 +
∑
m6=ℓ
{∑
α
Puα(zℓ − zm) ναℓ ν−αm +
r∑
j=1
ρ(zℓ − zm) νjℓνjm
}
,
h
(1)
0 (u, ϕ0, ν) = − i4π
r∑
j=1
ϕj0ϕ
j
0 − i4π
∑
ℓ,m
{∑
α
∂xPuα(zℓ − zm)ναℓ ν−αm + 12
r∑
j=1
ϑ′′1
ϑ1
(zℓ − zm)νjℓ νjm
}
.
Soit δµ = δµzz ∂z ⊗ dz une diffe´rentielle de Beltrami se comportant comme O((z − zℓ)2) au
voisinage des points d’insertion. Pour la nouvelle structure complexe, la coordonne´e complexe
est z′ = z + z−z2iτ2 δτ + δv
z avec ∂zz
′ = δµzz. On exige que δv
z(z + 1) = δvz(z + τ) = δvz(z). La
variation δτ est de´termine´e par la condition que l’inte´grale de δµzz sur Σ est e´gale a`
i
2τ2
δτ . La
variation δvz est unique a` une constante multiplicative pre`s. On a z′(z+1) = z′(z)+1 tandis
que z′(z + τ) = z′ + τ ′ pour τ ′ = τ + δτ . La nouvelle courbe elliptique est donc isomorphe a`
Eτ ′ . Les coordonne´es des points d’insertion changent en z
′
ℓ = zℓ+δzℓ et les 1-jets de parame`tre
local changent en χ′ℓ = χℓ + δχℓ, avec
δzℓ =
zℓ−zℓ
2iτ2
δτ + δvz(ξℓ), χ
−1
ℓ δχℓ =
δτ
2iτ2
+ ∂zδv
z(ξℓ).
En inte´grant hp2 contre δµ sur Σ prive´e de petites boules autour des points d’insertion et
apre`s une inte´gration par parties, on trouve
hδµ =
∫
Σ
hp2δµ =
1
2πi
∑
ℓ
(
1
2
δℓ χ
−1
ℓ δχℓ + 2h
(1)
ℓ δzℓ + 2h
(1)
0 δτ
)
.
La connexion de KZB en genre un est donne´e par
∇δµ =
∑
ℓ
(
δχℓ
(
∂χℓ − χ−1ℓ ∆ℓ
)
+ δzℓ
(
∂zℓ − 1κ H
(1)
ℓ
)
+ δτ
(
∂τ − 1κ H
(1)
0
))
,
∇δµ =
∑
ℓ
(
δχℓ ∂χℓ + δzℓ ∂zℓ + δτ ∂τ
)
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ou` ∆ℓ est le poids conforme en ξℓ. Mis a` part la translation k 7→ κ, on de´duit ∆ℓ, 1κ H
(1)
ℓ
et 1κ H
(1)
0 de
2k
π
1
4πi δℓ,
2k
π
1
πi h
(1)
ℓ et
2k
π
1
πi h
(1)
0 par la quantification ge´ome´trique des orbites
coadjointes, c.-a`-d.
νaℓ 7→ π
√
2i
k
taℓ , ϕ
j
o 7→ π
√
2i
2k
∂uj , ν
α
ℓ 7→ π
√
2i
2k
(eα)ℓ, ν
j
ℓ 7→ π
√
2i
2k
(hj)ℓ.
Les diffe´rences dans les facteurs multiplicatifs viennent de celles dans les normalisations des
bases de gC.
Chapitre 5
Syste`mes de Hitchin
(articles)
Dans ce chapitre, on reproduit les deux articles e´crits avec K. Gawe¸dzki :
1997 Self-duality of the SL2 Hitchin integrable system at genus two, pre´publication
IHES/P/97/80 et solv-int/9710025, accepte´ pour publication dans Communications in
Mathematical Physics.
1998 Hitchin systems at low genera, pre´publication IHES/P/98/21 et hep-th/9803101.
Certaines parties du deuxie`me article sont aussi pre´sente´es dans le texte en franc¸ais.
Re´sume´
On se place exclusivement en genre deux. Le groupe G est SU2. Une surface de Riemann
de genre deux est toujours hyperelliptique, i.e. Σ est la normalisation de la courbe alge´brique
plane d’e´quation
y2 = (x− a1) · · · (x− a6).
Dore´navant, on ne marque plus la diffe´rence entre Σ et la courbe hyperelliptique C. La courbe
C est le reveˆtement ramifie´ C ∋ (x, y) 7→ x ∈ CP 1 du plan projectif, a` deux feuillets, au-
dessus des points a1, · · · , a6. On suppose que les aℓ sont tous finis. Les formes holomorphes
et les formes quadratiques holomorphes sont de la forme
ω = (a+ bx)
dx
y
, β = (a+ bx+ cx2)
(dx
y
)2
.
On note (ωa) la base de H0(K). La Jacobienne de C est JacC = C2/(Z2 + τZ2), ou` τ est la
matrice des pe´riodes normalise´e. Il y a 16 structures spin δ = δ′ + τδ′′ — c.-a`-d. des fibre´s en
droites holomorphes L de degre´ 1 tels que L2 = K — avec δ′, δ′′ ∈ 12 Z2/Z2. Les structures
spin impaires δℓ = δ
′
ℓ+τδ
′′
ℓ sont au nombre de 6 et sont e´nume´re´es par les points de Weierstraß
aℓ, c.-a`-d. les ze´ros de leurs sections holomorphes. Les structures paires sont au nombre de
10, ce sont celles qui n’admettent pas de section holomorphe.
En genre deux, l’espace des fonctions theˆta de degre´ deux Θ2 ≡ Th2 est de dimension 4.
Une base de Θ2 est donne´e par
θe(z) =
∑
n∈Zg
e2πi (n+e).τ(n+e)+4πi (n+e).z,
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ou` e ∈ 12 Z2/Z2. La fonction
ϑ(u+ v)ϑ(u− v) =
∑
e
θe(u) θe(v) (1)
est une fonction theˆta de degre´ deux en u mais aussi en v. L’application v 7→ ϑ(·+ v)ϑ(· − v)
de´termine un plongement de la surface de Kummer JacC
/
Z2 sur la quartique K dans
l’espace projectif tridimensionnel PΘ2 — Z
2 est l’involution L 7→ L−1K ou v 7→ −v. La
fonction theˆta (1) de´termine une forme quadratique non-de´ge´ne´re´e sur l’espace Θ∗2 dual a` Θ2.
On peut alors identifier Θ∗2 et Θ2 en envoyant φ ∈ Θ∗2 vers ι(φ) ∈ Θ2 par
ι(φ)(u) = 〈ϑ(u+ ·)ϑ(u− ·) , φ 〉.
Cette identification e´change la base (θe) de Θ2 et la base duale (θ
∗
e) de Θ
∗
2, mais aussi la
surface de Kummer K avec sa forme duale K ∗ ⊂ PΘ∗2. La surface de Kummer duale est
compose´e des formes line´aires proportionnelles aux formes d’e´valuation φu :
〈 θ , φu 〉 = θ(u).
Le groupe des structures de spin (Z
/
2Z)4 agit sur Thk, pour k pair, par les endomorphismes
[δ], δ = (δ′, δ′′), de´finis par(
[δ] θ
)
(u) = eπik δ
′′·τδ′′+2πik δ′′·u θ(u+ δ′ + τδ′′).
Si k n’est pas divisible par 4, l’action est seulement projective : [δ1] [δ2] = (−1)4 δ′1·δ′′2 [δ1+ δ2] ;
cette action se rele`ve au groupe de Heisenberg. Pour k = 2,
[δ] θe = (−1)4 δ′·e θe+δ′′ . (2)
L’action [δ] pre´serve la surface de Kummer K et l’action transpose´e [δ]t pre´serve la surface
de Kummer duale K ∗.
En genre deux, l’espace des modules des fibre´s vectoriels stables de rang deux et de
de´terminant trivial est canoniquement isomorphe a` PΘ2 \K [115]. L’isomorphisme associe a`
un SL2-fibre´ E la fonction theˆta de degre´ deux s’annulant aux points u ∈ C2 correspondant
aux duaux des sous-fibre´s en droites de E. Contrairement au cas ge´ne´ral, la compactification
semi-stable est lisse et
Nss ∼= PΘ2.
Les points dans la surface de Kummer repre´sentent donc les classes de Seshadri de fibre´s
semi-stables non-stables. L’espace des phases du syste`me de Hitchin pour G = SU2, sans
points d’insertion, est donc
T ∗Nss ∼= T ∗PΘ2 ∼=
{
(θ, φ) ∈ Θ2 ×Θ∗2
∣∣ θ 6= 0, 〈θ, φ〉 = 0}/C∗,
ou` t ∈ C∗ identifie les paires par (θ, φ) ∼ (t θ, t−1 φ). En tant qu’espace symplectique, c’est la
re´duction symplectique de T ∗
(
Θ2 \ {0}
)
par l’action de C∗. En utilisant les bases (θe) et (θ∗e),
on a les de´compositions
θ =
∑
e
qe θe, φ =
∑
e
pe θ
∗
e .
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On peut alors repre´senter T ∗Nss par l’espace des paires (q, p) ∈ C4 × C4, q 6= 0, q · p = 0,
avec l’identification (q, p) ∼ (t q, t−1 p), muni de la forme symplectique dp ∧ dq.
On montre que l’application de Hitchin hp2 : T
∗PΘ2 → H0(K2) a une forme partic-
ulie`rement simple :
hp2 =
1
2
6∑
ℓ,ℓ′=1
ℓ 6=ℓ′
rℓℓ′
(x− aℓ)(x− aℓ′)
(
dx
2πi
)2
=
6∑
ℓ=1
h
(2)
ℓ
x− aℓ
(
dx
2πi
)2
(3)
ou`
rℓℓ′(θ, φ) =
1
16
〈 [δℓ] θ , [δℓ′ ]t φ 〉 〈 [δℓ′ ] θ , [δℓ]t φ 〉
ou` δℓ, δℓ′ sont les structures spin impaires aux points aℓ et aℓ′ et
h
(2)
ℓ (a, θ, φ) =
6∑
ℓ′ 6=ℓ
rℓℓ′
aℓ − aℓ′ .
Graˆce a` l’e´quation (2), on peut re´crire les rℓℓ′ en fonction de q et p. On obtient des polynoˆmes
homoge`nes de degre´ 2 en qe et pe. L’e´galite´
∑
ℓ′ 6=ℓ rℓℓ′ = 0, pour tout ℓ, garantie que hp2
est une forme quadratique holomorphe. Des identite´s similaires montrent que les h
(2)
ℓ ne sont
pas tous inde´pendants. Comme on sait que le syste`me est inte´grable, il y a bien entendu 3
Hamiltoniens inde´pendants.
La de´monstration du re´sultat (3) se fait en quatre e´tapes. Les deux premie`res sont le fait
de van Geemen et Previato [73]. Ceux-ci montrent que pour tout θ 6= 0 et pour tout u ∈ C2
tel que θ(u) = 0, on a
hp2(θ, φu) = − 116π2
(
∂uaθ(u)ω
a
)2
.
Cette e´quation donne le polynoˆme quadratique hp2(θ, .) sur la quartique K
∗
θ = K
∗ ∩ Pθ⊥
dans le sous-espace projectif de Θ∗2 perpendiculaire a` θ. En principe cela fixe comple`tement
l’application de Hitchin. Ensuite, ils observent que, pour chaque point de Weierstraß, la
conique
Cℓ =
{
C∗φ ∈ Pθ⊥ ∣∣ hp2(θ, φ)∣∣aℓ = 0}
est la re´union de deux bitangentes a` K ∗θ . Les e´quations des bitangentes a` la surface de
Kummer sont connues depuis bien longtemps. On peut alors obtenir l’application de Hitchin
modulo un facteur multiplicatif ne de´pendant que de θ. Les dernie`res e´tapes sont celles de´crites
dans l’article reproduit ci-apre`s. On montre que l’application de Hitchin posse`de une proprie´te´
d’auto-dualite´ :
hp2(ι(φ), ι
−1(θ)) = hp2(θ, φ),
i.e. hp2(p, q) = hp2(q, p). Cette proprie´te´ n’est pas du tout e´vidente quand on regarde l’espace
des modules. Maintenant, on sait que le facteur multiplicatif est une constante. Celle-ci est
fixe´e par un calcul assez triste de hp2 en des points spe´ciaux de K ×K ∗.
La proprie´te´ d’involution des Hamiltoniens de Hitchin h
(2)
ℓ est e´quivalente aux e´quations
de type Yang-Baxter{ rℓℓ′
aℓ − aℓ′ ,
rℓ′ℓ′′
aℓ′ − aℓ′′
}
+ per. cycl. = 0,
{ rℓℓ′
aℓ − aℓ′ ,
rnn′
an − an′
}
= 0
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avec {ℓ, ℓ′} ∩ {n, n′} = ∅. Les re´sultats de [72] sur la connexion de KZB — avec les meˆmes
hypothe`ses de de´part — permet de voir que les Hamiltoniens h
(2)
ℓ sont une version modifie´e du
syste`me de Neumann [11, 120] dont on peut trouver la trace dans la Jacobienne des courbes
hyperelliptiques [114]. L’espace des phases T ∗P3 peut eˆtre identifie´ avec l’orbite coadjointe
O du groupe complexe SL4 compose´e des matrices de rang 1 sans trace |q〉〈p|. En utilisant
le reveˆtement double SL4 → SO6 et l’identification sl4 ∼= so6, l’orbite O devient l’orbite
compose´e des matrices antisyme´triques J = (Jℓℓ′) de rang 2 et de carre´ nul : J
2 = 0. Ces
matrices sont de la forme Jℓℓ′ = QℓPℓ′ −PℓQℓ′ avec P,Q vecteurs de C6 engendrant un sous-
espace isotrope : Q2 = Q ·P = P 2 = 0. La forme symplectique est dP ∧ dQ. Les fonctions Jℓℓ′
sur O ont pour crochets de Poisson{{
Jℓℓ′ , Jℓ′ℓ′′
}
= −Jℓℓ′′ si ℓ, ℓ′, ℓ′′ sont diffe´rents,{
Jℓℓ′ , Jnn′
}
= 0 si ℓ, ℓ′, n, n′ sont diffe´rents.
(4)
Les formules donnant le passage de p, q a` P,Q sont explicite´es dans [70]. On trouve
rℓℓ′ = −14 J2ℓℓ′ , h
(2)
ℓ (a) = −14
∑
m6=ℓ
J2ℓm
aℓ − am . (5)
L’involution des Hamiltoniens h
(2)
ℓ est une conse´quence directe des relations alge´briques dans
so6. Le syste`me de Neumann bien que tre`s proche est diffe´rent du syste`me de Hitchin. Il prend
en compte l’orbite coadjointe de SON forme´e des matrices antisyme´triques de rang 2 et de
carre´ non-nul. Contrairement a` nos orbites, les orbites y ont des formes re´elles non-triviales.
On peut adapter la me´thode de Lax sur le syste`me de Neumann [11] pour traiter notre
syste`me de Hitchin. La matrice de Lax L(λ) = (L(λ)ℓℓ′) est donne´e par
L(λ)ℓℓ′ = λJℓℓ′ + aℓ δℓℓ′ .
Les crochets de Poisson prennent la forme{
L(λ)1, L(µ)
}
2
=
[
L(λ)1, r
−(λ, µ)
]− [L(µ)2, r+(λ, µ)]
ou` les matrices r sont
r±(λ, µ) = λµ
λ+µ
C ± λµ
λ−µ T,
avec T (vℓ⊗ vℓ′) = vℓ′ ⊗ vℓ et C(vℓ⊗ vℓ′) = δℓℓ′
∑
k vk ⊗ vk pour une base orthonormale de C6,
et r± satisfont l’EYBC. La connaissance d’une matrice de Lax permet de faire beaucoup de
choses. Dans [70], on utilise celle-ci pour trouver les variables d’angles. La courbe spectrale S
y est une courbe hyperelliptique de genre 3. Les solutions du proble`me aux vecteurs propres
pour la matrice de Lax, sont code´es dans un sous-fibre´ holomorhe en droites L de degre´ 4
du fibre´ de rang 2 W = C2 ⊗ O(4∞1 + 4∞2) au-dessus de S — ∞1 et ∞2 sont les points
au-dessus de l’infini dans la courbe hyperelliptique S . En plongeant L dans la Jacobienne
J4(S ) de S par l’application d’Abel, on de´duit que les Hamiltoniens h
(2)
ℓ engendrent un flot
constant sur J4(S ). Ainsi, les variables d’angle sont les coordonne´es sur la Jacobienne de
S et les variables d’action sont les Hamiltoniens h
(2)
ℓ . Dans le langage originel de Hitchin,
la courbe spectrale est la courbe S ′ d’e´quation
y2 = (x− a1) · · · (x− a6), σ2 = −4
6∑
ℓ,ℓ′
ℓ 6=ℓ′
J2ℓℓ′
∏
m6=ℓ,ℓ′
(x− am)
152 Syste`mes de Hitchin (articles)
et de genre 5. C’est un reveˆtement double de Σ. La construction ge´ne´rale donnerait pour les
variables d’angle des points dans une varie´te´ Prym tridimensionnelle, dans la Jacobienne de
dimension 5 des fibre´s en droites de degre´ −2 sur S ′.
Comme en genre ze´ro et un, on peut coupler hp2 avec une diffe´rentielle de Beltrami. Le
changement de structure complexe δµ bouge les points de ramification aℓ. Soit ω
′a = ωa +
δωa+δωa repre´sentant la nouvelle base de H0(K) avec δωa une (0, 1)-forme et δωa une (1, 0)-
forme. Pour que ω′a soit bien une (1, 0)-forme pour la nouvelle structure complexe et pour
qu’elle soit bien ferme´e, on doit ne´cessairement avoir
δωa = ωaδµ, ∂δωa = −∂(ωaδµ).
L’e´quation sur δωa a toujours des solutions. Les solutions sont obtenues modulo les formes
abe´liennes. Pour fixer cette liberte´ on demande que
∫
aα
ω′β = δαβ . On peut re´aliser Σ comme
un reveˆtement de CP 1 par l’application Σ ∋ ξ 7→ x(ξ) = ω2(ξ)/ω1(ξ). Le nouveau reveˆtement
est
x′(ξ) =
ω′2
ω′1
(ξ) = x(ξ) +
δω2
ω1
(ξ)− x(ξ) δω
1
ω1
(ξ).
On obtient les points de ramification ζ ′ℓ de x
′ en cherchant les solutions de l’e´quation ∂′x′(ζ ′ℓ) =
0. En utilisant ζ ′ℓ = ζℓ + δζℓ, on obtient
∂2x(ζℓ) δζℓ + ∂
(δω2
ω1
)
(ζℓ)− ∂
(
x
δω1
ω1
)
(ζℓ) = 0.
Comme ∂x(ζℓ) = 0 la forme quadratique ∂
2x(ζℓ) est bien de´finie. Les points de ramifications
sont isole´s et ∂2x(ζℓ) 6= 0. On peut donc re´soudre l’e´quation pre´ce´dente pour δζℓ. Les points
de ramification ζ ′ℓ sont envoye´s sur
a′ℓ = x(ζℓ + δζℓ) = aℓ +
δω2
ω1
(ζℓ)− aℓ δω
1
ω1
(ζℓ).
Il suit
δaℓ = a
′
ℓ − aℓ =
δω2
ω1
(ζℓ)− aℓ δω
1
ω1
(ζℓ).
On est en mesure de coupler hp2 avec une diffe´rentielle de Beltrami δµ. De´ja`, de ce qui pre´ce`de,
on trouve
∂δx = ∂(x′ − x) = ∂δω
2
ω1
− x ∂δω
1
ω1
= −∂(ω
2 δµ)
ω1
+ x
∂(ω1 δµ)
ω1
= −∂(xω
1 δµ)
ω1
+ x
∂(ω1 δµ)
ω1
= dx δµ.
On inte`gre alors hp2 contre δµ sur Σ prive´ de petites boules autour des points de ramification
et de deux points a` l’infini, on trouve
hδµ =
∫
Σ
hp2 δµ =
1
πi
6∑
ℓ=1
h
(2)
ℓ δaℓ.
La diffe´rence dans le facteur multiplicatif provient du reveˆtement double.
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Le fibre´ de´terminant L au-dessus de l’espace des modules Nss ∼= PΘ2 s’identifie a` l’espace
dual au fibre´ tautologique au-dessus de PΘ2. Ainsi H
0(L k) est l’espace des polynoˆmes
homoge`nes ψ de degre´ k au-dessus de Θ2. L’alge`bre so6 agit sur Θ2 par les ope´rateurs
diffe´rentiels, toujours note´s Jℓℓ′ , satisfaisant les relations de commutations (4) ou` crochets
de Poisson sont remplace´s par commutateurs. Dans le langage de (p, q), les ope´rateurs sont
obtenus apre`s le remplacement des pℓ = pδℓ dans Jℓℓ′ par −∂aℓ — on ne l’a pas e´crit mais on
peut obtenir les e´le´ments de J en fonction des pℓ [70]. La connexion de KZB a e´te´ obtenue in-
directement par van Geemen et de Jong [72]. On trouve qu’a` une 1-forme pre`s — van Geemen
et de Jong de´finissent seulement la classe projective de connexions —
∇δµ ψ =
6∑
ℓ=1
δaℓ
(
∂aℓ − 1κ H
(2)
ℓ
)
ψ,
∇δµ ψ =
∑
ℓ
δaℓ ∂aℓψ
ou`
H
(2)
ℓ (a) = −12
∑
m6=ℓ
J2ℓm
aℓ − am .
On peut alors retrouver 1κ H
(2)
ℓ en quantifiant le Hamiltonien
2k
π
1
πi h
(2)
ℓ par le remplacement
Jℓm 7→
√
iπ
k Jℓm. Les Hamiltoniens quantiques sont des ope´rateurs diffe´rentiels d’ordre 2 sur
Θ2 ∼= C4. La connexion ∇ est projectivement plate.
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Self-duality of the SL2 Hitchin integrable
system at genus 2
Krzysztof Gawe¸dzki
I.H.E.S., C.N.R.S., F-91440 Bures-sur-Yvette, France
Pascal Tran-Ngoc-Bich
Universite´ de Paris-Sud, F-91405 Orsay, France
Abstract. We revisit the Hitchin integrable system [88][73] whose phase space is
the bundle cotangent to the moduli space N of holomorphic SL2-bundles over a
smooth complex curve of genus 2. As shown in [115], N may be identified with the
3-dimensional projective space of theta functions of the 2nd order, i.e. N ∼= P3. We
prove that the Hitchin system on T ∗N ∼= T ∗P3 possesses a remarkable symmetry:
it is invariant under the interchange of positions and momenta. This property
allows to complete the work of van Geemen-Previato [73] which, basing on the
classical results on geometry of the Kummer quartic surfaces, specified the explicit
form of the Hamiltonians of the Hitchin system. The resulting integrable system
resembles the classic Neumann systems which are also self-dual. Its quantization
produces a commuting family of differential operators of the 2nd order acting
on homogeneous polynomials in four complex variables. As recently shown by
van Geemen-de Jong [72], these operators realize the Knizhnik-Zamolodchikov-
Bernard-Hitchin connection for group SU2 and genus 2 curves.
§1. Introduction
In [88], Nigel Hitchin has discovered an interesting family of classical integrable models
related to modular geometry of holomorphic vector bundles or to 2-dimensional gauge fields.
The input data for Hitchin’s construction are a complex Lie group G and a complex curve
Σ of genus γ. The configuration space of the integrable system is the moduli space N of
(semi)stable holomorphic G-bundles over Σ. This is a finite-dimensional complex variety and
Hitchin’s construction is done in the holomorphic category. It exhibits a complete family of
Poisson-commuting Hamiltonians on the (complex) phase space T ∗N . The Hitchin Hamil-
tonians have open subsets of abelian varieties as generic level sets on which they induce
additive flows [88]. More recently, Hitchin’s construction was extended to the case of singular
or punctured curves [106][119][37] providing a unified construction of a vast family of classical
integrable systems. For Σ = CP 1 with punctures, one obtains this way the so called Gaudin
chains and for G = SLN and Σ of genus 1 with one puncture, the elliptic Calogero-Sutherland
models which found an unexpected application in the supersymmetric 4-dimensional gauge
theories [32].
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In Section 2 of the present paper we briefly recall the basic idea of Hitchin’s construction.
The main aim of this contribution is to treat in detail the case of G = SL2 and Σ of genus 2
(no punctures). The genus 2 curves are hyperelliptic, i.e. given by the equation
ζ2 =
6∏
s=1
(λ− λs) (1.6)
where λs are 6 different complex numbers. The semistable moduli space N has a particularly
simple form for genus 2, [115]: it is the projectivized space of theta functions of the 2nd order:
N = PH0(L2Θ) (1.7)
where LΘ is the theta-bundle over the Jacobian J
1 of (the isomorphism classes of) degree
γ − 1 = 1 line bundles∗ l over Σ. dimCH0(L2Θ) = 4 so that N ∼= P3. This picture of N is
related to the realization of SL2-bundles as extensions of degree 1 line bundles. We review
some of the results in this direction in Section 3 using a less sophisticated language than
that of the original work [115]. The relation between the extensions and the theta functions
is lifted to the level of the cotangent bundle T ∗N in Section 4. The language of extensions
proves suitable for a direct description of the Hitchin Hamiltonians on T ∗N . The main aim
is, however, to present the Hitchin system as an explicit 3-dimensional family of integrable
systems on T ∗P3, parametrized by the moduli of the curve. This was first attempted, and
almost achieved, in reference [73].
Let us recall that the Hitchin Hamiltonians are components of the map
H : T ∗N −→ H0(K2) (1.8)
with values in the (holomorphic) quadratic differentials (K denotes the canonical bundle of Σ).
Due to relation (1.7), the map H may be viewed as a H0(K2)-valued function of pairs (θ, φ)
where θ ∈ H0(L2Θ) and φ from the dual space H0(L2Θ)∗ are s.t. 〈θ, φ〉 = 0. Fix a holomorphic
trivialization of LΘ around l ∈ J1 and denote by φl the linear form that computes the value
of the theta function at l. As was observed in [73],
H (θ, φl) = − 116π2 (dθ(l))
2 (1.9)
(with appropriate normalizations). In the above formula, θ is viewed as a function on J1 and
dθ(l) as an element of H0(K). Since θ(l) = 0, the equation is consistent with changes of the
trivialization of LΘ.
The map J1 ∋ l 7→ φl induces an embedding of the Kummer surface J1/Z2 with l and
l−1K identified into a quartic K ∗ in PH0(L2Θ)
∗. The Kummer quartic is a carrier of a rich
but classical structure, a subject of an intensive study of the nineteenth century geometers,
see [91] and also the last chapter of [83]. The reference [73] used the relation (1.9) and a
mixture of the classical results and of more modern algebraic geometry to recover an explicit
form of the components of the Hitchin map H up to a multiplication by a function on the
configuration space. The authors of [73] checked that the simplest way to fix this ambiguity
leads to Poisson-commuting functions but they fell short of showing that the latter coincide
with the ones of the Hitchin construction.
∗we use the multiplicative notation for the tensor product of line bundles
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Among the aims of the present paper is to fill the gap left in [73]. We observe that the
proposal of [73] has a remarkable self-duality property: it is invariant under the interchange
of the positions and momenta in T ∗P3. We show that the Hitchin construction leads to a
system with the same symmetry. This limits the ambiguity left by the analysis of [73] to a
multiplication of the components of H by constants. A direct check based on Eq. (1.9) fixes
the normalizations and results in a formula for the Hitchin map which uses the hyperelliptic
description (1.6) of the curve. Namely,
H = − 1
128π2
∑
16s 6=t66
rst
(λ− λs)(λ− λt) (dλ)
2 (1.10)
where rst are explicit polynomials in (θ, φ) given, upon representation of (θ, φ) by pairs (q, p) ∈
C4 ×C4, by Eqs. (7.7) below. The above expression for H has a similar form as that for the
Hitchin map on the Riemann sphere with 6 insertion points λs, see e.g. Sect. 4 of [43], except
for the structure of the terms rst. This is not an accident but is connected to the reduction
of conformal field theory on genus 2 surfaces to an orbifold theory in genus 0 [98][149]. We
plan to return to this relation in a future publication.
Let us discuss in more details how we establish the self-duality of the Hitchin Hamiltonians.
The main tool here is an explicit expression for the values of the Hitchin map off the Kummer
quartic K ∗ which we obtain in Section 5. Our formula for H (θ, φ) requires a choice of a pair
of perpendicular 2-dimensional subspaces (Π,Π⊥) where θ ∈ Π ⊂ H0(L2Θ) and φ ∈ Π⊥ ⊂
H0(L2Θ)
∗ (there is a complex line of such choices). The plane Π⊥ corresponds to a line PΠ⊥
in PH0(L2Θ)
∗ which intersects the Kummer quartic K ∗ in four points C∗φlj , j = 1, 2, 3, 4,
(counting with multiplicity). Whereas the analysis of [73] was mainly concerned with the
geometry of bitangents to K ∗ with two pairs of coincident φlj ’s, we concentrate on the
generic situation with φlj ’s different. Then any two of them, say C
∗φl1 and C
∗φl2 , span Π
⊥.
Π is composed of the 2nd order theta functions vanishing at l1 and l2. In particular,
φ = a1φl1 + a2φl2 and θ(l1) = 0 = θ(l2) . (1.11)
Let x1 + x2 and x3 + x4 be the divisors of l1l2 and of l1l
−1
2 K, respectively, where xi are four
points∗ in Σ. If l21 6= K, which holds in a general situation, then the quadratic differential
H (θ, φ) is determined by its values at xi which, as we show in Section 5, are
H (θ, φ)(xi) = − 116π2 (a1 dθ(l1)± a2 dθ(l2))
2 (xi) . (1.12)
Sign plus is taken for x1 and x2 and sign minus for x3 and x4. Note that for φ = φl with
θ(l) = 0 the above equation reproduces the result (1.9).
As we recall at the end of Section 3, there exists an almost natural linear isomorphism ι
between H0(L2Θ)
∗ and H0(L2Θ). What follows is independent of the remaining ambiguity in
the choice of ι. The identity 〈θ, φ〉 = 〈ι(φ), ι−1(θ)〉 implies that if (θ, φ) is a perpendicular
pair then so is (θ′, φ′) where θ′ = ι(φ) and φ′ = ι−1(θ). Thus ι interchanges the positions
and momenta in T ∗N . We may take (Π′, Π′⊥) = (ι(Π⊥), ι−1(Π)) as a pair of perpendicular
subspaces containing (θ′, φ′). The line PΠ′⊥ meets K ∗ in four points C∗φl′j . Equivalently,
∗the other two lines of intersection of PΠ⊥ with K ∗ correspond to l3 and l4 with l1l3 = O(x1 + x3),
l1l
−1
3 K = O(x2 + x4), l1l4 = O(x1 + x4), l1l
−1
4 K = O(x2 + x3)
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C∗ι(φl′j ) are the points of intersection of PΠ with the Kummer quartic K = ι(K
∗) ⊂
PH0(L2Θ). In general situation, Π
′⊥ is spanned by any pair of φl′j ’s so that
φ′ = a′1φl′1 + a
′
2φl′2 and θ
′(l′1) = 0 = θ
′(l′2) (1.13)
which is the dual version of relations (1.11). Equivalently,
θ = a′1 ι(φl′1) + a
′
2 ι(φl′2) and 〈ι(φl′1), φ〉 = 0 = 〈ι(φl′2), φ〉 . (1.14)
Let yi be the points associated to l
′
j the same way as the points xi were associated to lj. l
′
j
may be chosen so that yi and xi coincide modulo the natural involution of Σ fixing the six
Weierstrass points. Formula (1.12) implies then that
H (θ′, φ′)(yi) = − 116π2
(
a′1 dθ
′(l′1)± a′2 dθ′(l′2)
)2
(yi) . (1.15)
Points yi in Eq. (1.15) may be replaced by xi since the quadratic differentials are equal at point
x if and only if they are equal at the image of x by the involution of Σ. A direct calculation of
the coefficients a1, a2 and a
′
1, a
′
2 appearing on the right hand sides of Eqs. (1.12) and (1.15)
shows then that both expressions coincide, establishing the self-duality of H . The verification
of this equality is the subject of Section 6.
In Section 7, we recall the main result of reference [73] and show how the self-duality may
be used to complete the analysis performed there and to obtain the explicit form (1.10) of
the Hitchin map. We briefly discuss the relation of that form to the classical Yang-Baxter
equation.
An appropriate quantization of Hitchin Hamiltonians leads to operators acting on holomor-
phic sections of powers of the determinant line bundle over N and defining the Knizhnik-
Zamolodchikov-Bernard-Hitchin [99][23][22][89] connection. In our case, the sections of the
powers of the determinant bundle are simply homogeneous polynomials on H0(L2Θ). It is easy
to quantize the Hamiltonians corresponding to the components of the Hitchin map (1.10) in
such a way that one obtains an explicit family of commuting 2nd order differential operators
acting on such polynomials. The corresponding connection coincides with the explicit form of
the (projective) KZBH connection worked out recently∗ in [72].
The quantization of the genus 2 Hitchin system is briefly discussed in Conclusions, where
we also mention other possible directions for further research. Four appendices which close
the paper contain some of more technical material.
We would like to end the presentation of our paper by expressing some regrets. We apologize
to Ernst Eduard Kummer and other nineteenth century giants for our insufficient knowledge
of their classic work. The apologies are also due to few contemporary algebraic geometers
who could be interested in the present work for an analytic character of our arguments. To
the specialist in integrability we apologize for the yet incomplete analysis of the integrable
system studied here and, finally, we apologize to ourselves for not having finished this work 2
years ago.
∗we thank B. van Geemen for attracting our attention to ref. [72] and for pointing out that this work may
be used to fix indirectly the precise form of the Hitchin map
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§2. Hitchin’s construction
Let us assume, for simplicity, that the complex Lie group G is simple, connected and
simply connected. We shall denote by g its Lie algebra. The complex curve Σ will be assumed
smooth, compact and connected. Topologically, all G-bundles on Σ are trivial and the complex
structures in the trivial bundle may be described by giving operators ∂+A where A are smooth
g-valued 0,1-forms on Σ [9]. Let A denote the space of such forms (i.e. of chiral gauge fields).
The group G of local (chiral) gauge transformations composed of smooth maps h from Σ to
G acts on operators ∂ +A by conjugation and on the gauge fields A by
A 7−→ hA ≡ hAh−1 + h∂h−1 .
Two holomorphic G-bundles are equivalent iff the corresponding gauge fields are in the same
orbit of G . Hence the space of orbits A /G coincides with the (moduli) space of inequivalent
holomorphic G-bundles. It may be supplied with a structure of a variety provided one gets rid
of bad orbits. This may be achieved by limiting the considerations to (semi)stable bundles,
i.e. such that the vector bundle associated with the adjoint representations of G contains
only holomorphic subbundles with negative (non-positive) first Chern number. For γ > 1, the
moduli space Ns ≡ As/G of stable G-bundles is a smooth complex variety with a natural
compactification to a variety Nss, the (Seshadri-)moduli space of semistable bundles [115].
The complex cotangent bundle T ∗Ns may be obtained from the infinite-dimensional bundle
T ∗As by the symplectic reduction. T ∗As may be realized as the space of pairs (A,Φ) where Φ
is a (possibly distributional) g-valued 1,0-form on Σ, A ∈ As and the duality with the vectors
δA tangent to A is given by ∫
Σ
tr Φ ∧ δA
with tr standing for the Killing form. The action of the local gauge group G on As lifts to a
symplectic action on T ∗As by
Φ 7−→ hΦ ≡ hΦh−1 .
The moment map µ for the action of G on T ∗Ns is
µ(A,Φ) = ∂Φ+A ∧ Φ+ Φ ∧A ≡ ∂
A
Φ .
Note that it takes values in g-valued 2-forms on Σ. These may be naturally viewed as elements
of the space dual to the Lie algebra of G . The symplectic reduction of T ∗As realizes T ∗Ns as
the space of G -orbits in the zero level of µ:
T ∗Ns ∼= µ−1({0})/G .
For a homogeneous G-invariant polynomial P on g of degree dP , the gauge invariant ex-
pression P (Φ) defines a section of the bundle KdP of dP -differentials on Σ. If Φ is in the zero
level of µ then P (Φ) is also holomorphic. Hence the map Φ 7→ P (Φ) induces a map
HP : T
∗Ns −→ H0(KdP )
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into the finite dimensional vector space of holomorphic differentials of degree dP on Σ. The
components of such vector-valued Hamiltonians clearly Poisson-commute since upstairs (on
T ∗As) they depend only on the momentum variables Φ. By a beautiful argument, Hitchin
showed [88] that taking all polynomials P one obtains a complete system of Hamiltonians in
involution and that the collection of maps HP defines in generic points a foliation of T
∗Ns
into (open subsets of) abelian varieties.
Let us briefly sketch Hitchin’s argument for G = SL2. There is only one (up to normal-
ization) non-trivial invariant polynomial P2 on sl2 given by, say, half of the Killing form.
H ≡ HP2 maps into the space of quadratic differentials. A non-trivial holomorphic quadratic
differential ρ determines a (spectral) curve Σ′ ⊂ K given by the equation
ξ2 = ρ(π(ξ)) (2.1)
where ξ ∈ K and π is the projection of K on Σ. The map ξ 7→ −ξ gives an involution σ of
Σ′. Restriction of π to Σ′ is a 2-fold covering of Σ ramified over 4(γ − 1) points fixed by σ,
the zeros of ρ. Σ′ has genus γ′ = 4γ − 3. If ρ = 12 tr (Φ)2 then relation (2.1) coincides with
the eigen-value equation
det (Φ − ξ · I) = 0
for the Lax matrix Φ. Let for each 0 6= ξ ∈ Σ′, lξ denote the corresponding eigen-subspace of
Φ. By continuity, lξ extend to vanishing ξ in Σ
′ and ∪
ξ
lξ forms a line subbundle l of Σ
′×C2.
In fact, l is a holomorphic subbundle with respect to the complex structure defined on Σ′×C2
by ∂ +A ◦ π. The degree of l is −2(γ − 1). Besides,
l (σ∗l) = π∗K−1 . (2.2)
Conversely, given Σ′ and a holomorphic line bundle l of degree −2(γ−1) on it satisfying (2.2),
we may recover a rank 2 holomorphic bundle E of trivial determinant over Σ as a pushdown
of l to Σ. Thus for 0 6= ξ ∈ Σ′, Eπ(ξ) = lξ ⊕ l−ξ. E corresponds to a unique holomorphic
SL2-bundle which, if stable (what happens on an open subset of l’s) defines a point in the
moduli space Ns. A holomorphic 1,0-form with values in the traceless endomorphisms of E
acting as multiplication by ±ξ on l±ξ ⊂ Eπ(ξ) defines then a unique covector of T ∗Ns. Thus
Σ′ encodes the values of the quadratic Hitchin Hamiltonian H (i.e. of the action variables)
whereas the line bundles l satisfying relation (2.2) form the abelian (Prym) variety (of the
angle variables) describing the level set of H .
§3. SL2 moduli space at genus 2
We shall present briefly the description of the moduli space Ns for G = SL2 and γ = 2
which was worked out in [115].
Let us start by recalling some basic facts about theta functions. We shall use a coordinate
rather than an abstract language. The space of degree γ−1 holomorphic line bundles forms a
Jacobian torus Jγ−1 of complex dimension γ. Fixing a marking (a symplectic homology basis
(Aa, Bb), a, b = 1, . . . , γ), we may identify J
γ−1 with Cγ/(Zγ + τZγ). τ ≡ (τab) is the period
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matrix, i.e. τab =
∫
Bb
ωa where ωa are the basic holomorphic forms on Σ normalized so that∫
Aa
ωb = δab. The point 0 ∈ Cγ corresponds in Jγ−1 to a (marking dependent) spin structure
S0, i.e. a degree 1 bundle such that S
2
0 = K. u ∈ Cγ describes the line bundle V (u)S0 where
V (u) is the flat line bundle with the twists e2πiu
b
along the Bb cycles. The set of degree 1
bundles l with non-trivial holomorphic sections forms a divisor Θ of a holomorphic line bundle
LΘ over J
γ−1. Holomorphic sections of the k-th power (k > 0) of LΘ are called theta function
of order k. With the use of a marking, they may be represented by holomorphic functions
u 7→ θ(u) on C2 satisfying
θ(u+ p+ τq) = e−πik q·τq−2πik q·u θ(u) (3.1)
for p, q ∈ Zγ . The functions
θk,e(u) =
∑
n∈Zγ
eπik (n+e/k)·τ(n+e/k)+ 2πik (n+e/k)·u (3.2)
where e ∈ Zγ/kZγ form a basis of the theta functions of order k. Hence dimH0(LkΘ) =
kγ . In particular, the Riemann theta function θ1,0(u) ≡ ϑ(u) represents the unique (up to
normalization) non-trivial holomorphic section of LΘ. It vanishes on the set
{
γ−1∑
i=1
xi∫
x0
ω −∆ | x1 ∈ Σ, . . . , xγ−1 ∈ Σ}
representing the divisor Θ. Here ∆ ∈ Cγ denotes the (x0-dependent) vector of Riemann
constants. All theta functions of order 1 and 2 are even functions of u.
For γ = 2, the divisor Θ is formed by the bundles O(x) with divisors x ∈ Σ. O(x) =
V (
∫ x
x0
ω − ∆)S0. The pullback of the theta bundle LΘ by means of the map x 7→ O(x) is
equivalent to the canonical bundle K. The equivalence assigns 1,0-forms to functions repre-
senting sections of the pullback of LΘ :
ǫab∂bϑ(
x
∫
x0
ω −∆) 7→ ωa(x) . (3.3)
This is consistent since vanishing of ϑ(
x∫
x0
ω −∆) implies that
∂aϑ(
x
∫
x0
ω −∆) ωa(x) = 0 .
Hence any multivalued function on Σ picking up a factor e
−πiτaa−2πi(∫ x
x0
ωa−∆a)
when x goes
around the Ba cycle and univalued around the Aa cycles may be identified with a 1,0-form
on Σ.
As already suggested by the discussion at the end of Sect. 2, for the SL2 group it is more
convenient to use the language of holomorphic vector bundles (of rank 2 and trivial determi-
nant) than to work with principal SL2-bundles. Of course the first ones are just associated to
the second ones by the fundamental representation of SL2. Any stable rank 2 bundle E with
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trivial determinant is an extension of a degree 1 line bundle l ([115], Lemmas 5.5 and 5.8),
i.e. it appears in an exact sequence of holomorphic vector bundles
0 −→ l−1 σ−→E ̟−→ l −→ 0 . (3.4)
The inequivalent extensions (3.4) are classified by the cohomology classes in H1(l−2). This
may be seen as follows. Taking a section of ̟, i.e. a smooth bundle homomorphism s : l→ E
such that ̟ ◦ s = idl, we infer that ̟∂s = 0 and hence that ∂s = σ b for b a 0,1-form with
values in Hom(l, l−1) = l−2, i.e. b ∈ ∧01(l−2). b is determined up to ∂ϕ where ϕ is a smooth
section of l−2, i.e. ϕ ∈ Γ(l−2). The class [b] in ∧01(l−2)/Γ(l−2) ∼= H1(l−2) determines the
extension (3.4) up to equivalence. Each b corresponds to an extension: one may simply take E
equal to l−1⊕ l with the ∂-operator given by ∂
l−1⊕ l
+
(
0 b
0 0
)
. Proportional [b] correspond to
equivalent bundles E. If E is a stable bundle then the extension (3.4) is necessarily nontrivial,
i.e. [b] 6= 0.
Let CE denote the set of degree 1 line bundles l s.t. H
0(l ⊗ E) 6= 0 (equivalently, s.t. E
is an extension of l). This is a complex 1-dimensional variety. It was shown in [115] that CE
characterizes the bundle E up to isomorphism and that there exists a theta function θ of the
2nd order which vanishes exactly on CE. The assignment E 7→ C∗θ gives an injective map
m : Ns −→ PH0(L2Θ) . (3.5)
Let V (u1)S0 ≡ lu1 ∈ CE . E may be realized as an extension of lu1 which is characterized by
[b] ∈ H1(l−2u1 ). Then one may take
θ(u) =
∫
Σ
K(x;u1, u) ∧ b(x) . (3.6)
where
K(x;u1, u) = ϑ(
x
∫
x0
ω − u1 − u−∆) ϑ(
x
∫
x0
ω − u1 + u−∆)
·
(
ǫab ∂bϑ(
x
∫
x0
ω −∆)
)−1
ωa(x) (3.7)
(it does not depend on the choice of a = 1, 2). Let us explain the above formulae. K(x;u1, u),
in its dependence on x, is a multivalued holomorphic 1,0-form. More exactly, the function
x 7→ ϑ(
x
∫
x0
ω − u1 − u−∆) (3.8)
is multivalued around the Ba-cycles picking up the factor
e
−πiτaa− 2πi(∫ xx0 ωa−ua1−ua−∆a)
when x goes around Ba so that it describes an element s2 ∈ H0(lu1 lu) (non-vanishing if
u1 + u 6∈ Z2 + τZ2). Similarly,
x 7→ ϑ(
x
∫
x0
ω − u1 + u−∆)
(
ǫab∂bϑ(
x
∫
x0
ω −∆)
)−1
ωa(x)
162 Syste`mes de Hitchin (articles)
picks up the factor
e 2πi(u
a
1−ua)
when x goes around Ba and describes a holomorphic 1,0-form χ with values in lu1 l
−1
u (non-
vanishing if u1 − u 6∈ Z2 + τZ2 ). The product s2χ = K(· ;u1, u) is a holomorphic 1,0-form
with values in l2u1 and it may be paired with b ∈ ∧01(l−2u1 ) via the integral over x on the
r.h.s. of Eq. (3.6). The integral is independent of the choice of the representative b of the
cohomology class [b]. In its dependence on u, K(x;u1, u) is a theta function of the 2
nd order
and so is θ(u). In Appendix 1 we check explicitly that θ given by Eq. (3.6) possesses the
required property.
The product of the two shifted Riemann theta functions ϑ(u′−u)ϑ(u′+u) is a theta function
of the 2nd order both in u′ and in u (and it is invariant under the interchange u′ ↔ u). Let ι
denote the (marking dependent) linear isomorphism between the spaces H0(L2Θ)
∗ andH0(L2Θ)
defined by
ι(φ)(u) = 〈ϑ( · − u) ϑ( · + u) , φ〉 (3.9)
An easy calculation shows that
ϑ(u′ − u) ϑ(u′ + u) =
∑
e
θ2,e(u
′) θ2,e(u) . (3.10)
Hence ι interchanges the basis (θ2,e) of H
0(L2Θ) with the dual basis (θ
∗
2,e) of H
0(L2Θ)
∗. Denote
by φu the linear form on H
0(L2Θ) that computes the value of the theta function at point
u ∈ C2. The Kummer quartic K ∗ ⊂ H0(L2Θ)∗, K ∗ = {C∗φu′ |u′ ∈ C2} is mapped by the
isomorphism ι into a quartic K ⊂ H0(L2Θ) of theta functions proportional to
u 7→ ϑ(u′ − u) ϑ(u′ + u)
for some u′ ∈ C2.
One may define a projective action of (Z/2Z)4 on H0(L2Θ) by assigning to an element
(e, e′) ∈ (Z/2Z)4, with e, e′ = (0, 0), (1, 0), (0, 1) or (1, 1), a linear transformation Ue,e′ s.t.
(Ue,e′θ)(u) = e
1
2
πi e′·τ e′+2πi e′·u θ(u+ 1
2
(e+ τe′)) . (3.11)
The relation Ue1,e′1 Ue2,e′2 = (−1)e1·e
′
2 Ue1+e2,e′1+e′2 holds so that U lifts to the Heisenberg
group. In the action on the basic theta functions,
Ue1,e′1 θ2,e = (−1)e1·e θ2,e+e′1 . (3.12)
The marking-dependence of the isomorphism ι of Eq. (3.9) is given by the action of (Z/2Z)4.
It is easy to check that this action preserves K and that the transposed action of (Z/2Z)4
preserves K ∗. The (Z/2Z)4 symmetry of the Kummer quartics allows to find easily their
defining equation, see Appendix 3.
It was shown in [115] that the image of Ns under the map (3.5) contains all non-zero
theta functions of the 2nd order except the ones in the the Kummer quartic K . The latter
correspond, however, to the (Seshadri equivalence classes of) semistable but not stable bundles
so that the map m extends to an isomorphism between Nss and PH
0(L2Θ) showing that Nss
is a smooth projective variety.
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§4. Cotangent bundle
Let us describe the cotangent space of Ns at point E. The covectors tangent to Ns at
E may be identified with holomorphic 1,0-forms Ψ with values in the bundle of traceless
endomorphisms of E. We may assume that E is an extension of a line bundle l of degree 1
realized as l−1 ⊕ l with ∂E = ∂l−1⊕ l+B where B =
(
0 b
0 0
)
. Then
Ψ =
(−µ ν
η µ
)
(4.1)
where µ ∈ ∧10, ν ∈ ∧10(l−2), η ∈ ∧10(l2) and
∂
l2
η = 0 , ∂µ = −η ∧ b , ∂
l−2
ν = 2µ ∧ b . (4.2)
It is easy to relate the above description of covectors tangent to Ns to the one of Sect. 2.
Let U : l−1 ⊕ l → Σ × C2 be a smooth isomorphism of rank 2 bundles with trivial deter-
minant. Then U ∂
E
U −1 = ∂ + A for a certain sl2-valued 0,1-form A and Φ = U ΨU −1
satisfies ∂
A
Φ = 0. The G orbit of (A,Φ) is independent of the choice of U and the quadratic
Hitchin Hamiltonian takes value 12 tr (Φ)
2 on it. The latter expression is clearly equal to
1
2 tr (Ψ)
2 = µ2 + η ν which, as easily follows from relations (4.2), defines a holomorphic
quadratic differential. Hence
H (E,Ψ) = µ2 + η ν . (4.3)
We would like to express the latter using the theta function description of T ∗Nss = T ∗PH0(L2Θ)
where the covectors tangent to Nss at C
∗θ are represented by linear forms φ on H0(L2Θ) s.t.
〈θ, φ〉 = 0.
Let l = lu1 ∈ CE , i.e. θ(u1) = 0 for the theta function corresponding to E. We shall assume
that l2 6= K i.e. that 2u1 6∈ Z2 + τZ2. An infinitesimal variation δE of the bundle E in Ns
may be achieved by changing ∂
E
= ∂
l−1⊕ l
+B with B =
(
0 b
0 0
)
to
∂
l−1⊕ l
+
(
πδu1(Im τ)
−1ω b+ δb
0 −πδu1(Imτ)−1ω
)
≡ ∂E + δB (4.4)
(all other variations of ∂E may be obtained from (4.4) by infinitesimal gauge transformations).
Clearly
〈δE , Ψ〉 =
∫
Σ
tr Ψ ∧ δB = −2πδu1(Im τ)−1
∫
Σ
µ ∧ ω +
∫
Σ
η ∧ δb . (4.5)
Note that the line bundle lu1 with the ∂-operator changed to ∂lu1
− πδu1(Imτ)−1ω is equiv-
alent to lu1+δu1 ≡ l′ and the equivalence is established by multiplication by the multival-
ued function x 7→ e 2πi δu1(Im τ)−1
∫ x
x0
Imω
. Hence l−1 ⊕ l with the ∂-operator given by Eq.
(4.4) is equivalent to l′−1 ⊕ l′ with the ∂-operator ∂
l′−1⊕ l′
+
(
0 b+ δ′b
0 0
)
where δ′b(x) =
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δb − 4πiδu1(Im τ)−1(
x
∫
x0
Imω) b(x). The last bundle corresponds by the relation (3.6) to the
theta function
(θ + δθ)(u) =
∫
Σ
K(x; u1 + δu1, u) ∧ (b(x) + δ′b(x)) .
Hence δE is represented by the variation
δθ(u) = − 2πδua1 (Im τ)−1ab
∫
Σ
Lb(x;u1, u) ∧ b(x) +
∫
Σ
K(x;u1, u) ∧ δb(x) (4.6)
of the theta function, where
La(x;u1, u) = K(x;u1, u)
x
∫
x0
(ωa − ωa) − 1
2π
Im τab ∂ub1
K(x;u1, u) . (4.7)
Note that as functions of x, La(x;u1, u) are 1,0-forms with values in l
2
u1 (as are K(x;u1, u)).
They are not holomorphic:
∂xL
a(x;u1, u) = K(x;u1, u) ∧ ωa(x) .
As functions of u, La(x;u1, u) are theta functions of the 2
nd order.
We would like to find an explicit form of the Lax matrix Ψ representing the linear form φ
on H0(L2Θ) s.t. 〈θ, φ〉 = 0. We shall achieve this goal partially, finding the entries η and µ of
the matrix (4.1). The correspondence between Ψ and φ is determined by the equality
〈δE , Ψ〉 = 〈δθ , φ〉
Since the left hand side is given by Eq. (4.5) and δθ by Eq. (4.6), we obtain
−2πδu1(Im τ)−1
∫
Σ
µ ∧ ω +
∫
Σ
η ∧ δb
= −2πδua1 (Im τ)−1ab
∫
Σ
〈Lb(x;u1, · ), φ〉 ∧ b(x) +
∫
Σ
〈K(x;u1, · ), φ〉 ∧ δb(x) . (4.8)
Taking δu1 = 0 we infer that
η(x) = 〈K(x;u1, · ) , φ〉 (4.9)
is the lower left entry of the matrix Ψ corresponding to the linear form φ.
It is easy to find the entry µ of Ψ representing the linear form φu1 (recall that φu1 computes
the value of a theta function in H0(L2Θ) at point u1). Since K(x;u1, u1) = 0, it follows from
Eq. (4.9) that η = 0 in this case. Eq. (4.8) reduces then to
−2πδu1(Imτ)−1
∫
Σ
µ ∧ ω = δua1
∫
Σ
∂ua1K(x;u1, u1) ∧ b(x)
= − δua1
∫
Σ
∂uaK(x;u1, u1) ∧ b(x) = − δua1 ∂aθ(u1) .
This fixes µ uniquely:
µ =
i
4π
∂aθ(u1) ω
a . (4.10)
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Let us check that there exists ν ∈ ∧10(l−2u1 ) such that the last equation of (4.2) holds. For this
it is necessary and sufficient that ∫
Σ
κ µ ∧ b = 0 (4.11)
for a non-zero holomorphic section κ of l2u1 = V (2u1)K (dimH
0(l2u1) = 1 if 2u1 6∈ Z2+ τZ2).
But such a section may be represented by the function
x 7→ ϑ(
x
∫
x0
ω − 2u1 −∆)
so that, recalling the definition (3.7), we obtain∫
Σ
κ ωa ∧ b =
∫
Σ
ǫab ∂ubK(x;u1, u1) ∧ b(x) = ǫab ∂bθ(u1) . (4.12)
Hence the relation (4.11) follows for µ given by Eq. (4.10). The 1,0-form ν satisfying the last
relation of (4.2) is now unique since H0(l−2u1 K) = {0}.
We would like to find the entry µ of Ψ corresponding to more general linear forms φ s.t.
〈θ, φ〉 = 0. Recall that θ with θ(u1) = 0 may be given by formula (3.6) with b ∈ ∧0,1(l−2u1 ).
Note that any 2nd-order theta function δθ vanishing at u1 and not in the Kummer quartic
K may be written as
δθ(u) =
∫
Σ
K(x;u1, u) ∧ δb(x) (4.13)
with δb ∈ ∧01(l−2u1 ) since it corresponds to an extension of lu1 . The space of δθ vanishing at u1
is 3-dimensional, as well as the space H1(l−2u1 ) of classes [δb] and the assumption that δθ 6∈ K
is obviously superfluous. Set for a linear form ψ on H0(L2Θ),
ηψ(x) = 〈K(x;u1, · ), ψ〉 . (4.14)
ηψ defines a holomorphic 1,0-form with values in l
2
u1 . We have
〈δθ, ψ〉 =
∫
Σ
ηψ ∧ δb (4.15)
for δθ given by Eq. (4.13). By dimensional count, the map ψ 7→ ηψ is onto H0(l2u1K) with the
1-dimensional kernel spanned by φu1 . Specifying Eq. (4.15) to δθ ∝ θ, we obtain the relation
〈θ, ψ〉 =
∫
Σ
ηψ ∧ b (4.16)
which determines the class [b] ∈ H1(l−2u1 ) in terms of θ. On the other hand, taking ψ = φ in
Eq. (4.14), we infer that η = 0 if and only if φ is proportional to φu1 , the case studied before.
If ηφ 6= 0 then µ depends on the choice of the representative b in the class [b] ∈ H1(l−2u1 )
characterizing E as the extension of lu1 . Under the transformation b 7→ b+ ∂ϕ where ϕ is a
section of l−2u1 ,
η 7→ η, µ 7→ µ+ ϕη, ν 7→ ν − 2ϕµ − ϕ2η .
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The pairing of the theta functions La(x;u1, · ) of Eq. (4.7) with the linear form φ gives two
1,0-forms with values in l2u1 :
χa(x) = 〈La(x; · , u1), φ〉 s.t. ∂χa = η ∧ ωa . (4.17)
Specifying the equality (4.8) to the case with δb = 0, we infer the relation∫
Σ
µ ∧ ωa =
∫
Σ
χa ∧ b (4.18)
which, together with the equation
∂µ = −η ∧ b (4.19)
determines µ completely. In Appendix 2, we show that µ fixed this way satisfies the relation∫
Σ
κµ ∧ b = 0 and hence defines a unique 1,0-form ν with values in l−2u1 s.t. ∂ν = 2µ ∧ b.
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From the relation (4.3) and the explicit form of Ψ corresponding to φu1 (η vanishing, µ
given by Eq. (4.10)), one obtains
H (θ, a1φu1) = − 116π2 a
2
1 (∂aθ(u1) ω
a )2 . (5.1)
The right hand side is a quadratic differential. Eq. (5.1), whose projective version was first
obtained in [73], is consistent with the rescaling θ 7→ t θ and φ 7→ t−1φ for t ∈ C∗. It describes
the value of the Hitchin map H on the special covectors, namely those represented by the
pairs (θ, φ) s.t. C∗φ is in the intersection K ∗E of the Kummer quartic K
∗ with the plane
〈θ, φ〉 = 0. The linear span of K ∗E gives the whole cotangent space T ∗ENss. Indeed, any theta
function of the 2nd order δθ which vanishes on CE has to be proportional to θ and defines a
zero vector in TENss. K
∗
E is itself a quartic. Hence the restriction of the quadratic polynomial
H to six lines in K ∗E in a general position determines H completely.
It is possible to find a more explicit description of the values of H away from K ∗E and this
is the main aim of the rest of the present section. Suppose then that the entry η in Ψ does
not vanish. Let xi, i = 1, . . . , 4, be its four zeros. We shall assume that η cannot be written
as κω for κ ∈ H0(l2u1) and ω ∈ H0(K). This is true for generic φ. In this case, η = a2ηφu2
for some a2 ∈ C∗ and for u2 satisfying
u1 + u2 =
x1∫
x0
ω +
x2∫
x0
ω − 2∆ and u1 − u2 =
x3∫
x0
ω +
x4∫
x0
ω − 2∆ , (5.2)
u1 ± u2 6∈ Z + τZ. Indeed, ηφu2 (x) is a holomorphic section of l2u1K represented by the
multivalued function ϑ(∫xx0 ω − u1 − u2 −∆) ϑ(∫xx0 ω − u1 + u2 −∆) vanishing exactly at xi
and such a section is unique up to normalization. We infer that in the action on the theta
functions of Eq. (4.13), the linear forms φ and a2φu2 coincide. Since Eq. (4.13) gives all theta
functions vanishing at u1, it follows that
φ = a1φu1 + a2 φu2 (5.3)
§5. Hitchin Hamiltonians 167
for some a1 ∈ C. Let us stress that, to fix normalizations, u1 and u2 should be viewed as
elements of C2 with xi in relations (5.2) belonging to the covering space Σ˜ of Σ. The relation
〈θ, φ〉 = 0 implies that θ(u2) = 0.
Summarizing, we have shown that a generic pair (θ, φ) s.t. 〈θ, φ〉 = 0 may be obtained
by first choosing u1 and u2 s.t. 2u1, 2u2, u1 ± u2 6∈ Z + τZ and then taking θ from the
2-dimensional space of theta functions vanishing at u1 and u2 and φ from the orthogonal
subspace. The zeros xi of η are determined from Eqs. (5.2) (as the zeros of ϑ(∫xx0 ω−u1±u2−
∆)). For simplicity, we shall assume that they are distinct (this is true for generic φ). Then
the differentials ∂η(xi) ∈ (l2u1K2)xi do not vanish.
A quadratic differential ρ ∈ H0(K2) is determined by its values at four points xi which
form a divisor of l2u1K 6= K2. Since dimH0(K2) = 3, there is one linear relation satisfied by
all ρ(xi):
4∑
i=1
ρ(xi)κ(xi)∂η(xi)
−1 = 0
for 0 6= κ ∈ H0(l2u1). It expresses the fact that the sum of residues of the meromorphic
1,0-form ρκη−1 has to vanish. For ρ = H (θ, φ) = µ2 + ην,
ρ(xi) = µ(xi)
2
so that it is enough to know µ(xi) in order to determine H (θ, φ). Note that although the
1,0-form µ depends on the choice of the representative b of the class [b] ∈ H1(l−2u1 ) defined by
Eq. (4.16), the values µ(xi) are invariant since under b 7→ b + ∂ϕ the 1,0-form µ changes to
µ+ ϕη.
It remains to find µ(xi). Consider the meromorphic function ηψη
−1. Viewed as a distribu-
tion, ∂(ηψη
−1) is supported at the poles of ηψη−1 and∫
Σ
µ ∧ ∂(ηψη−1) = −2πi
4∑
i=1
µ(xi)ηψ(xi)∂η(xi)
−1
for any (smooth) 1,0-form µ. In particular, for µ satisfying Eq. (4.19) we obtain
4∑
i=1
µ(xi)ηψ(xi)∂η(xi)
−1 = 1
2πi
∫
Σ
ηψ ∧ b = 12πi 〈θ, ψ〉 . (5.4)
Recall that ηψ run through the three-dimensional space H
0(l2u1K). If ηψ(xi) = 0 for all i
then ηψ has to be proportional to η = a2ηφu2 . Hence vectors (ηψ(xi)) form a 2-dimensional
subspace in ⊕
i
(l2u1K)xi and equations (5.4) determine vector (µ(xi)) ∈ ⊕
i
Kxi up to a 2-
dimensional ambiguity spanned by (ωa(xi)) (indeed, as the residues of the meromorphic 1,0-
form ηψη
−1ωa, the numbers ωa(xi)ηψ(xi)∂η(xi)−1 sum to zero). It is clearly enough to take
for ψ in Eq. (5.4) any two linear forms independent of φu1 and φu2 . In the generic situation,
we may choose the forms ∂aφu1 defined by
〈θ, ∂aφu1 〉 = ∂aθ(u1) .
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Denoting the corresponding 1,0-forms ηψ by η
′
a, we obtain 2 relations for µ(xi):
4∑
i=1
µ(xi)η
′
a(xi)∂η(xi)
−1 = 1
2πi
∂aθ(u1) . (5.5)
Alternatively, we may choose for ψ the linear forms ∂aφu2 corresponding to 1,0-forms η
′′
a . This
gives the relations
4∑
i=1
µ(xi)η
′′
a(xi)∂η(xi)
−1 = 1
2πi
∂aθ(u2) . (5.6)
η′′a must be linearly dependent from η′a and η (in the generic situation):
η′′a = D
b
a η
′
b + η (5.7)
leading via Eqs. (5.5) and (5.6) to the relation
∂aθ(u2) = D
b
a ∂bθ(u1) .
We need 2 more equations to determine µ(xi). They may be obtained from Eqs. (4.18)
fixing the holomorphic contributions to µ. Indeed, using the 2nd equation in (4.17), and Eq.
(4.19) we infer that∫
Σ
µ ∧ ωa =
∫
Σ
(µη−1)η ∧ ωa =
∫
Σ
(µη−1)∂χa =
∫
Σ
χa ∧ ∂(µη−1)
=
∫
Σ
χa ∧ b − 2πi
4∑
i=1
µ(xi)χ
a(xi)∂η(xi)
−1 (5.8)
so that Eq. (4.18) implies that
4∑
i=1
µ(xi)χ
a(xi)∂η(xi)
−1 = 0 . (5.9)
These are the two missing equations. To see this, repeat the calculation (5.8) for µ replaced
by ωb. This gives the relation
1
π
Imτab =
4∑
i=1
ωb(xi)χ
a(xi)∂η(xi)
−1 .
Suppose now that daχ
a(xi) + eηψ(xi) = 0 for i = 1, . . . , 4. It follows that
0 =
4∑
i=1
ωb(xi) (daχ
a(xi) + eηψ(xi)) ∂η(xi)
−1 = 1
π
Imτab da
so that da = 0. Hence the vectors (χ
a(xi)) span a 2-dimensional subspace of ⊕
i
Kxi transversal
to the 2-dimensional subspace spanned by the vectors (ηψ(xi)) and the linear equations (5.4)
and (5.9) determine µ(xi) completely.
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It is enough to consider the case φ = φu2 . Indeed, the shift φ 7→ φ + a1φu1 results in the
change
µ 7→ µ + i
4π
a1 ∂aθ(u1) ω
a ,
see Eq. (4.10). Identifying 1,0-forms with multivalued functions by the relation (3.3) and
setting χa = 2π(Imτ)
−1
ab χ
b, wi = ∫xix0 ω − ∆, G1 = G12 = −G2 and G3 = G34 = −G4 where
Gij = det
(
∂1ϑ(wi) ∂1ϑ(wj)
∂2ϑ(wi) ∂2ϑ(wj)
)
,
we obtain
∂η(x1) = G1 ϑ(w1 − w3 − w4) , χa(x1) = −∂aϑ(w2) ϑ(w1 − w3 − w4) ,
∂η(x2) = G2 ϑ(w2 − w3 − w4) , χa(x2) = −∂aϑ(w1) ϑ(w2 − w3 − w4) ,
∂η(x3) = G3 ϑ(w3 − w1 − w2) , χa(x3) = −∂aϑ(w4) ϑ(w3 − w1 − w2) ,
∂η(x4) = G4 ϑ(w4 − w1 − w2) , χa(x4) = −∂aϑ(w3) ϑ(w4 − w1 − w2) ,
η′a(x1) = ∂aϑ(w1) ϑ(w2 + w3 + w4) , η
′′
a(x1) = ∂aϑ(w2) ϑ(w1 − w3 − w4) ,
η′a(x2) = ∂aϑ(w2) ϑ(w1 + w3 + w4) , η
′′
a(x2) = ∂aϑ(w1) ϑ(w2 − w3 − w4) ,
η′a(x3) = ∂aϑ(w3) ϑ(w1 + w2 + w4) , η
′′
a(x3) = −∂aϑ(w4) ϑ(w3 − w1 − w2) ,
η′a(x4) = ∂aϑ(w4) ϑ(w1 + w2 + w3) , η
′′
a(x4) = −∂aϑ(w3) ϑ(w4 − w1 − w2) .
Given these values, it is easy to find the explicit form of the matrix (Dba) appearing in the
relation between the derivatives of ∂aθ at u1 and u2 by specifying Eq. (5.7) to two of the
points xi. One form of these relations is
∂2ϑ(w3)∂1θ(u2) − ∂1ϑ(w3)∂2θ(u2)
= − ϑ(w3−w1−w2)
ϑ(w1+w2+w4)
(∂2ϑ(w4)∂1θ(u1) − ∂1ϑ(w4)∂2θ(u1)) ,
∂2ϑ(w4)∂1θ(u2) − ∂1ϑ(w4)∂2θ(u2)
= − ϑ(w4−w1−w2)
ϑ(w1+w2+w3)
(∂2ϑ(w3)∂1θ(u1) − ∂1ϑ(w3)∂2θ(u1)) .
Let us denote µ˜(xi) = µ(xi)/Gi . Eqs. (5.9) have the general solution
(µ˜(x1), . . . , µ˜(x4)) = g1 (G34, 0, G23,−G24) + g2 (0, G34, G13,−G14)
and Eqs. (5.6) fix the values of g1 and g2 to
g1 = − ∂2ϑ(w1)∂1θ(u2) − ∂1ϑ(w1)∂2θ(u2)
4πiG12G34
g2 =
∂2ϑ(w2)∂1θ(u2) − ∂1ϑ(w2)∂2θ(u2)
4πiG12G34
.
This leads to the following simple result:
µ(xi) = ± i4π (∂2ϑ(wi)∂1θ(u2) − ∂1ϑ(wi)∂2θ(u2)) (5.10)
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or, in a more abstract notation from the introduction,
µ(xi) = ± i4π dθ(lu2)
with the plus sign for i = 1, 2 and the minus one for i = 3, 4.
Since the Hitchin Hamiltonian is quadratic in φ and its values on φu1 and φu2 are given by
Eq. (5.1), it follows that
H (θ , a1φu1 + a2φu2)
= a21H (θ, φu1) + a
2
2H (θ, φu2) + 2a1a2 (c1 (ω
1)2 + c2ω
1ω2 + c3 (ω
2)2 ) .
The mixed term may be found from the linear equations
i
4π
(∂2ϑ(wi)∂1θ(u1)− ∂1ϑ(wi)∂2θ(u1)) µ˜(xi) Gi
= c1 ∂2ϑ(wi)∂2ϑ(wi) − c2 ∂2ϑ(wi)∂1ϑ(wi) + c3 ∂1ϑ(wi)∂1ϑ(wi) .
Their explicit solution leads to the expression
H (θ , a1φu1 + a2φu2) = − 116π2 (a1 ∂aθ(u1)ω
a + a2 ∂aθ(u2)ω
a)2
+
a1a2
4π2G13G23
(∂2ϑ(w3)∂1θ(u1)− ∂1ϑ(w3)∂2θ(u1))
· (∂2ϑ(w3)∂1θ(u2)− ∂1ϑ(w3)∂2θ(u2)) ∂aϑ(w1) ∂bϑ(w2) ωaωb . (5.11)
The second term on the right hand side hand side is a quadratic differential that vanishes at
x1 and x2 and is equal to
a1a2
4π2
∂aθ(u1) ∂bθ(u2)ω
aωb at x3 and x4 so that
H (θ, φ)(xi) = − 116π2 (a1 ∂aθ(u1)ω
a(xi) ± a2 ∂aθ(u2)ωa(xi))2 (5.12)
where sign plus should be taken for x1 and x2 and sign minus for x3 and x4. This is the result
(1.12) described in Introduction.
§6. Self-duality
We would like to compare the values of the Hitchin Hamiltonians on the dual pairs (θ, φ)
and (θ′, φ′) where θ′ = ι(φ) and φ′ = ι−1(θ) with ι defined by Eq. (3.9). Recall that, given
u1 s.t. θ(u1) = 0, we associated to the linear form φ a 1,0-form η by Eq. (4.9). Viewed as a
holomorphic section of l2u1K,
η(x) = 〈ϑ(
x
∫
x0
ω − u1 − · −∆) ϑ(
x
∫
x0
ω − u1 + · −∆) , φ〉 .
Let us denote
u′i =
xi∫
x0
ω − u1 −∆ . (6.1)
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The vanishing of η(xi) implies then that the linear form φ annihilates the theta functions
u 7→ ϑ(u′i − u) ϑ(u′i + u) = ι(φu′i)(u) (6.2)
and also, if we rewrite η(xi) as ι(φ)(u
′
i), that θ
′(u′i) = 0. Since φ = a1φu1 + a2φu2 and φu1
annihilates the theta functions (6.2) as well, it follows that they belong to Π. Hence C∗ι(φu′i)
are the 4 points of intersection of the line PΠ with the Kummer quartic K . Equivalently,
C∗φu′i are the points of intersection of PΠ
′⊥ with K ∗. In the generic situation, any pair of
theta functions φu′i spans Π
′⊥ and since φ′ ∈ Π′⊥, we may write
φ′ = a′1φv1 + a
′
2 φv2 (6.3)
or, equivalently,
θ = a′1 ι(φv1) + a
′
2 ι(φv2) . (6.4)
The involution l 7→ l−1K of the Jacobian J1 lifts to C2 to the flip of sign of u. By restriction
to the bundles O(x), it induces the involution x 7→ x′ of Σ which leaves 6 Weierstrass points
invariant. The latter involution lifts to an involution (without fixed points) of the covering
space Σ˜ determined by the equation
x
∫
x0
ω − ∆ = −
x′
∫
x0
ω + ∆ . (6.5)
Definitions (6.1) together with Eqs. (5.2) give the relations
u′1 − u′2 =
x1∫
x0
ω −
x2∫
x0
ω and u′1 + u
′
2 = −
x3∫
x0
ω −
x4∫
x0
ω + 2∆
holding in C2, with xi ∈ Σ˜. They may be rewritten as
u′1 − u′2 =
x1∫
x0
ω +
x′2∫
x0
ω − 2∆ and u′1 + u′2 =
x′3∫
x0
ω +
x′4∫
x0
ω − 2∆ , (6.6)
which, upon the flip of the sign of u′2 leaving φu′2 unchanged, provides the dual version of
relations (5.2) corresponding to points x1, x
′
2, x
′
3, x
′
4 ∈ Σ˜. Applying the previous result (5.12)
and using the possibility to exchange a point with its image under the involution of Σ in the
argument of a quadratic differential, we infer that
H (θ′, φ′)(xi) = − 116π2 (a
′
1 ∂aθ
′(u′1)ω
a(xi) ∓ a2 ∂aθ′(u′2)ωa(xi))2 . (6.7)
The sign minus should be taken for x1 and x2 and sign plus for x3 and x4. The exchange of
signs in comparison with Eq. (5.12) is due to the flip u′2 7→ −u′2.
In order to compare expressions (5.12) and (6.7) we shall calculate the coefficients a1,2 and
a′1,2 of the linear combinations (5.3) and (6.3). Note that the definition θ
′ = ι(φ) implies that
θ′(
x
∫
x0
ω − u1 −∆) = a2 ϑ(
x
∫
x0
ω − u1 − u2 −∆) ϑ(
x
∫
x0
ω − u1 + u2 −∆) .
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Taking the derivative over x at x1, we obtain
∂aθ
′(u′1) ω
a(x1) = −a2 ϑ(w1 − w3 −w4) ∂aϑ(w2) ωa(x1)
where we employed Eqs. (5.2) and the abbreviated notations wi = ∫xix0 −∆. Hence
a2 = − ∂aθ
′(u′1) ω
a(x1)
ϑ(w1−w3−w4) ∂aϑ(w2) ωa(x1) . (6.8)
Similarly,
θ′(
x
∫
x0
ω − u2 −∆) = a1 ϑ(
x
∫
x0
ω − u1 − u2 −∆) ϑ(
x
∫
x0
ω + u1 − u2 −∆) .
Taking the derivative at x = x1 and noting that w1 − u2 = −u′2 , we infer that
a1 =
∂aθ′(u′2) ω
a(x1)
ϑ(w1+w3+w4) ∂aϑ(w2) ωa(x1)
. (6.9)
To calculate a′1,2, we note that Eq. (6.4) implies that
θ(
x
∫
x0
ω − v1 −∆) = a′2 ϑ(
x
∫
x0
ω − u′1 − u′2 −∆) ϑ(
x
∫
x0
ω − u′1 + u′2 −∆) .
Upon derivation at x = x1 and with the use of relations (6.6) and (6.5), this gives
a′2 = − ∂aθ(u1) ω
a(x1)
ϑ(w1+w3+w4) ∂aϑ(w2) ωa(x1)
. (6.10)
Finally, since
θ(
x
∫
x0
ω + v2 −∆) = a′1 ϑ(
x
∫
x0
ω − u′1 + u′2 −∆) ϑ(
x
∫
x0
ω + u′1 + u
′
2 −∆) .
and w1 + u
′
2 = u2 we infer that
a′1 = − ∂aθ(u2) ω
a(x1)
ϑ(w1−w3−w4) ∂aϑ(w2) ωa(x1) . (6.11)
Substitution of expressions (6.9),(6.8),(6.11) and (6.10) shows equality of the right hand sides
of Eqs. (5.12) and (6.7) for xi = x1. Since there is a full symmetry between points xi (hidden
in our arbitrary choices of the order and the signs of uj ’s and u
′
j ’s), the self-duality
H (θ, φ) = H (θ′, φ′) (6.12)
follows.
§7. van Geemen-Previato’s result and beyond
The genus 2 curves are hyperelliptic. The map H0(K) ∋ ω 7→ ω(x) defines an element
of PH0(K)∗ and varying x ∈ Σ one obtains a realization of Σ as a ramified double cover
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PH0(K)∗ ∼= P1 . One may use the 1,0-forms ωa ∈ H0(K) to define the homogeneous coordi-
nates on PH0(K)∗. Then
λ(x) =
ω2(x)
ω1(x)
= − ∂1ϑ(∫
x
x0
ω−∆)
∂2ϑ(∫xx0 ω−∆)
(7.1)
becomes the inhomogeneous coordinate of the image in P1 of the point x ∈ Σ. If x′ is the
image of x under the involution O(x) 7→ O(−x)K = O(x′), i.e. if
x
∫
x0
ω +
x′
∫
x0
ω − 2∆ ∈ Z+ τZ then λ(x) = λ(x′) .
Hence the involution x 7→ x′ permutes the sheets of the covering Σ 7→ P1 ramified over the 6
Weierstrass points xs, s = 1, . . . , 6, fixed by the involution. O(xs) is an odd spin structure.
i.e.
xs∫
x0
ω −∆ = Es mod(Z2 + τZ2)
and
λs ≡ λ(xs) = − ∂1ϑ(Es)∂2ϑ(Es) (7.2)
where Es =
1
2 (es + τ e
′
s) with es, e
′
s = (1, 0), (0, 1) or (1, 1) such that es · e′s is odd. The
possibilities are:
e1 = (1, 0), e
′
1 = (1, 0); e2 = (1, 1), e
′
2 = (1, 0); e3 = (0, 1), e
′
3 = (0, 1);
e4 = (1, 1), e
′
4 = (0, 1); e5 = (0, 1), e
′
5 = (1, 1); e6 = (1, 0), e
′
6 = (1, 1). (7.3)
and we shall number the Weierstrass points (in a marking-dependent way) in agreement with
this list. Σ may be identified with the hyperelliptic curve given by the equation
ζ2 =
6∏
s=1
(λ− λs) (7.4)
with the involution mapping (λ, ζ) to (λ,−ζ). The expressions
ω1 = C
dλ
ζ
and ω2 = C
λdλ
ζ
, (7.5)
where C is a constant, give the basis of holomorphic 1,0-forms of Σ (the right hand sides
vanish exactly where the left hand sides do).
Let us recall the main result of [73] based on the analysis of the formula (5.1) for the Hitchin
Hamiltonians on the Kummer quartic K ∗. It will be convenient to identify the pairs (θ, φ)
s.t. 〈θ, φ〉 = 0 with pairs (q, p) ∈ C4 × C4 s.t. q · p = 0 by the relations
θ = q1 θ2,(0,0) + q2 θ2,(1,0) + q3 θ2,(0,1) + q4 θ2,(1,1) ,
φ = p1 θ
∗
2,(0,0) + p2 θ
∗
2,(1,0) + p3 θ
∗
2,(0,1) + p4 θ
∗
2,(1,1) .
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The symplectic form of T ∗P3 is the standard dp ∧ dq and the isomorphism ι interchanges p
and q. By examining the values of the quadratic differentials given by H at the Weierstrass
points xs, van Geemen and Previato showed that
Zs(q) = {p | q · p = 0, H (q, p)(xs) = 0}
is a union of a pair of bitangents to K ∗. Then classical results giving the equations for
bitangents to the Kummer surface permitted the authors of [73] to write an almost explicit
formula for H (xs) in the form
H (q, p)(xs) = hs
∑
t6=s
rst(q, p)
λs − λt (7.6)
where rst = rts are homogeneous polynomials,
r12(q, p) = (q1p1 + q2p2 − q3p3 − q4p4)2 ,
r13(q, p) = (q1p4 − q2p3 − q3p2 + q4p1)2 ,
r14(q, p) = −(q1p4 + q2p3 − q3p2 − q4p1)2 ,
r15(q, p) = −(q1p3 − q2p4 − q3p1 + q4p2)2 ,
r16(q, p) = (q1p3 + q2p4 + q3p1 + q4p2)
2 ,
r23(q, p) = −(q1p4 − q2p3 + q3p2 − q4p1)2 ,
r24(q, p) = (q1p4 + q2p3 + q3p2 + q4p1)
2 ,
r25(q, p) = (q1p3 − q2p4 + q3p1 − q4p2)2 ,
r26(q, p) = −(q1p3 + q2p4 − q3p1 − q4p2)2 ,
r34(q, p) = (q1p1 − q2p2 + q3p3 − q4p4)2 ,
r35(q, p) = (q1p2 + q2p1 + q3p4 + q4p3)
2 ,
r36(q, p) = −(q1p2 − q2p1 − q3p4 + q4p3)2 ,
r45(q, p) = −(q1p2 − q2p1 + q3p4 − q4p3)2 ,
r46(q, p) = (q1p2 + q2p1 − q3p4 − q4p3)2 ,
r56(q, p) = (q1p1 − q2p2 − q3p3 + q4p4)2 (7.7)
and hs ∈ K2xs could still depend on q. In the original language of pairs (θ, φ), and of the
(Z/2Z)4-action (3.12) on H0(L2Θ) one has
rst(θ, φ) = 〈Ues,e′sUet,e′t θ, φ〉 〈Uet,e′tUes,e′s θ, φ〉
with es, e
′
s from the list (7.3). The polynomials rst are self-dual:
rst(q, p) = rst(p, q) (7.8)
and the self-duality of H proven in the present paper forces coefficients hs in Eq. (7.6) to be
q-independent filling partially the gap left in [73]. An easy but important identity is∑
t6=s
rst(q, p) = (q · p)2 = 0 (7.9)
for any fixed s. It implies that the Hamiltonians (7.6) are preserved up to normalization by the
isomorphisms of the hyperelliptic surfaces induced by the fractional action λ 7→ λ′ = aλ+bcλ+d
of SL2 on P
1.
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We would still like to fix the values of the constants hs in Eqs. (7.6). We claim that they
are such that the Hitchin map is given by Eq. (1.10), i.e. that
H (q, p) = − 1
128π2
∑
s,t=1,...,6,
s 6= t
rst(q, p)
(λ− λs)(λ− λt) (dλ)
2 . (7.10)
First note that the above formula is consistent with the SL2 transformations. Indeed, relations
(7.9) imply that∑
s 6= t
rst
(λ′ − λ′s)(λ′ − λ′t)
(dλ′)2 =
∑
s 6= t
rst
(λ− λs)(λ− λt) (dλ)
2
for λ′ = aλ+bcλ+d . Taking, in particular, λ
′ = λ−1 one verifies that the quadratic differentials (7.10)
are regular at infinity. They are also regular at the branching points since dλ√
λ−λs is a local
holomorphic differential around xs. Hence the r.h.s. of Eq. (7.10) is indeed a (holomorphic)
quadratic differential. Thus Eq. (7.10) is equivalent to relations (7.6) with hs =
(dλ)2
(λ−λs) |xs ,
modulo an overall normalization. To prove Eq. (7.10) we shall verify it at a point of the phase
space for which H (q, p)(xs) 6= 0 for s 6= 1. This will fix hs for s 6= 1 and hence all of them
(two quadratic differentials equal at points xs with s 6= 1 have to coincide).
Consider a pair (θ, φu1) lying in the product K ×K ∗ of the Kummer quartics with
θ(u) = e
1
2
πi e′1·τ e′1+2πi e′1·u1 ϑ(u1 + E1 − u) ϑ(u1 + E1 + u)
=
∑
e
(Ue1,e′1θ2,e)(u1) θ2,e(u) (7.11)
for e1 = e
′
1 = (1, 0). Note that 〈θ, φu1 〉 = 0. Eq. (5.1) together with the relations (7.5) and
the equation
∂aθ(u1) = −e
1
2
πi e′1·τ e′1+2πi e′1·u1 ∂aϑ(E1) ϑ(2u1 + E1)
results in the identity
H (θ, φu1) = − C
2
16π2
eπi e
′
1·τ e′1+4πi e′1·u1 (∂2ϑ(E1))2 ϑ(2u1 + E1)2 (λ− λ1)2 (dλ)
2
ζ2
(7.12)
where C is the constant appearing in Eq. (7.5). Note that H (θ, φu1) 6= 0 as long as ϑ(2u1 +
E1) 6= 0. It follows that H (θ, φu1) is a quadratic differential proportional to (λ − λ1)2 (dλ)
2
ζ2
which has the 4th order zero at x1. The latter property characterizes it uniquely up to nor-
malization.
It is not difficult to check that Eq. (7.10) gives a quadratic differential with the same
property. Indeed, in the language of q ’s and p’s, the linear form φu1 corresponds to a vector
p ∈ C4 and θ to q = (p2,−p1, p4,−p3). A straightforward verification shows that r1t(q, p) = 0
for all t 6= 1. This implies that the quadratic differential given by Eq. (7.10) vanishes to the
second order at x1. The condition that it vanishes to the fourth order is∑
s 6= t,
s,t 6=1
rst((p2,−p1, p4,−p3), p)
∏
v 6=1,s,t
(λ1 − λv) = 0 .
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A direct calculation shows that this is exactly the equation (A3.2) of the Kummer quartic
with the coefficients (A3.4) so that it holds for p corresponding to φu1 . This establishes pro-
portionality between the Hitchin map and the right hand side of Eq. (7.10) with a coefficient
that may be still curve-dependent.
Fixing the overall normalization of the Hitchin map is more involved. We shall calculate the
value of the quadratic differential on the right hand side of Eq. (7.12) at λ = λ2 and compare
it to the value given by Eq. (7.10). Since this is somewhat technical, we defer the argument
to Appendix 4.
The system with Hamiltonians (7.6) bears some similarity to the classic Neumann systems∗,
also anchored in modular geometry [114][11]. The Hamiltonians of a Neumann system have
the form
Hs =
∑
16t6=s6n
J2st
λs − λt (7.13)
where Jst = qspt − qtps are the functions on T ∗Cn generating the infinitesimal action of the
complex group SOn:
{Jst, Jtv} = −Jsv for s, t, v different,
{Jst, Jvw} = 0 for s, t, v, w different. (7.14)
The fact that the Hamiltonians (7.6) (with constant hs) Poisson commute reduces, as is well
known, to the identities
{rst + rsv , rtv} = 0 and cyclic permutations thereof ,
{rst , rvw} = 0 for {s, t} ∩ {v,w} = ∅ . (7.15)
If we set rst = J
2
st for the Neumann system, then Eqs. (7.15) follow from the relations (7.14).
It appears that the same algebra stands behind the fact† that rst given by Eq. (7.7) verify
(7.15). The phase space T ∗Nss ∼= { (q, p) | q ·p = 0}/C∗ , where C∗ acts by (q, p) 7→ (tq, t−1p),
may be identified with the coadjoint orbit of the group SL4 composed of the traceless complex
4×4 matrices |p〉〈q| of rank 1. Using the isomorphism of the complex Lie algebras sl4 ∼= so6,
we obtain the functions Jst = −Jts on this SL4-orbit which generate the action of so6 and
have the Poisson brackets given by (7.14). A straightforward check shows that, for rst of Eq.
(7.7),
rst = −4J 2st (7.16)
so that Eq. (7.15) follows from the so6-algebra (7.14).
Upon the introduction of the rational functions rstλ , Eqs. (7.15) take the form
{ rst
λs−λt ,
rsv
λs−λv } + {
rst
λs−λt ,
rtv
λt−λv } + {
rsv
λs−λv ,
rtv
λt−λv } = 0 ,
∗we thank M. Olshanetsky for attracting our attention to this fact
†this is the classical version of the observation of [72]
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{ rst
λs−λt ,
rvw
λv−λw } = 0 for {s, t} ∩ {v,w} = ∅ . (7.17)
The first of these identities is, essentially, the classical Yang-Baxter equation. Note, however,
that rst, unlike in the Gaudin and Neumann systems, is not an element of a product of two
copies of a Poisson algebra of functions: there is no sign of an explicit product structure, or
of a reduction thereof, in our phase space. The important question is whether rst come from
a rational solution of the CYBE. The conformal field theory work [98][149] suggests that the
answer may be positive, at least in some sense.
The knowledge of the explicit form of the quadratic differentials H (q, p) allows to write
the explicit equations for the genus 5 spectral curve of the SL2 Hitchin system at genus 2, see
Eq. (2.1). They take the form
ζ2 =
6∏
s=1
(λ− λs) , ξ2 =
∑
s 6= t
rst(q, p)
∏
v 6= s,t
(λ− λv) . (7.18)
The involution of the spectral curve flips the sign of ξ. To extract explicit formulae for the
angle variables describing the point on the Prym variety of the spectral curve, we would need,
however, a more explicit knowledge of the entire Lax matrix Ψ.
§8. Conclusions
The main result of the present paper is the proof of self-duality of the Hitchin Hamiltonians
on the cotangent bundle to the moduli space of the holomorphic SL2 bundles on a genus 2
complex curve. The result was based on an expression for the Hitchin Hamiltonians off the
Kummer quartic on which the values of the Hamiltonians were determined in [73]. Using the
self-duality, we were able to complete the analysis of [73] and to obtain the explicit formula
(1.10) for the Hitchin map (1.8) giving the action variables of the integrable system. The
explicit formula for the angle variables remains still to be found. An interesting open problem
is an extension of the present work to the case with insertion points.
Another important problem related to Hitchin’s construction is the quantization of the
corresponding integrable systems. For the SL2 case such a quantization is essentially provided
by the Knizhnik-Zamolodchikov-Bernard-Hitchin connection [99][23][22] which describes the
variation of conformal blocks of the SU2 WZW conformal field theory under the change of the
complex structure of the curve. The (partition function) conformal blocks are holomorphic
sections of the k th-power of the determinant line bundle over the moduli space Nss (k is the
level of the WZW theory). In our case, they are simply k th-order homogeneous polynomials
on H0(L2θ). It is easy to quantize the Hitchin Hamiltonians
Hs =
∑
t 6= s
rst
λs − λt .
If one keeps the original formulae (7.7) for rst in which pi stands now for
1
i ∂qi , the relations
(7.15) or (7.17) still hold after the replacement of the Poisson brackets by the commutators.
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One obtains this way the commuting operators Hs mapping the space of homogeneous, degree
k polynomials in variables q into itself. Note, however, that now∑
t 6= s
rst = −k(k + 4)
for each fixed s so that the quantization changes the conformal properties of the Hamiltonians.
A direct construction of the projective version of the KZBH connection for group SU2 and
genus 2 has been recently given in ref. [72] by following Hitchin’s approach [89]. It is consistent
with the above ad hoc quantization of the classical Hitchin Hamiltonians.
The integral formulae for the conformal blocks [16, 130, 38] or, equivalently, the integral
formulae for the scalar product of the conformal blocks [43] have been used at genus 0 and
1 to extract the Bethe Ansatz eigen-vectors and eigen-values of the quantized version of the
quadratic Hitchin Hamiltonians. The Bethe-Ansatz type diagonalization of the quantization
of the genus 2 Hitchin Hamiltonians is among the issues that will have to be examined.
Finally, as we stressed in the text, the relations between the conformal WZW field theory
on a genus 2 surface and an orbifold theory in genus 0 requires further study.
Appendix 1
Let us check that θ given by Eq. (3.6) vanishes if and only if
H0(lu ⊗ E) = { (s1, s2) | s2 ∈ H0(lulu1), ∂l−1u lu1s1 + s2 b = 0} 6= 0 .
For u− u1 ∈ Z2 + τZ2 the 1st theta function on the r.h.s. of Eq. (3.7) vanishes but lu = lu1
and lu1 ∈ CE . Assume now that u − u1 6∈ Z2 + τZ2 . Then dim H0(l−1u lu1K) = 1 with a
non-zero χ ∈ H0(l−1u lu1K). The necessary and sufficient condition for the solvability of the
equation ∂
lul
−1
u1
s1 + s2b = 0 for a given s2 ∈ H0(lulu1) is∫
Σ
χs2 b = 0 . (A1.1)
If u+u1 ∈ Z2+τZ2 then lulu1 = K and dimH0(lulu1) = 2 so that there always is a non-zero
solution but also θ(u) = 0 in this case due to the vanishing of the 2nd theta function on the
r.h.s. of Eq. (3.7). Finally, if u±u1 6∈ Z2+τZ2 then s2 ∈ H0(lulu1) has to be proportional to
the element defined by (3.8) and the condition (A1.1) coincides with the equation θ(u) = 0.
Appendix 2
Let us show that the 1,0-form µ satisfying relations (4.18) and (4.19) automatically fulfills
the condition ∫
Σ
κµ ∧ b = 0 . (A2.1)
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Among the infinitesimal gauge field variations δB given by Eq. (4.4) there are ones which are
equivalent to infinitesimal gauge transformations:
δB = ∂Λ + [B,Λ] .
Explicitly, for Λ =
(−σ ϕ
κ σ
)
with σ a function, ϕ a section of l−2u1 and κ a section of l
2
u1 , this
requires that
∂κ = 0 , π δu1 (Imτ)
−1ω = −∂σ + κb , δb = ∂ϕ+ 2σb . (A2.2)
Such variations may only change the normalization of the theta function θ. Integrating the
second of the above relations against forms ωa and using Eq. (4.12) we find that
δua1 = − 12πi ǫab∂bθ(u1) (A2.3)
for the proper normalization of κ. For such δu1 the first term on the right hand side of Eq.
(4.6) gives a theta function vanishing at u = u1 and may be compensated by the second term.
The 3rd equation of (A2.2) gives the compensating δb ∈ ∧01(l−2u1 ). Pairing Eq. (4.6) with the
above δu1 and δb with the linear form φ, we obtain the identity
1
i
ǫab∂bθ(u1) (Imτ)
−1
ac
∫
Σ
χc ∧ b + 2
∫
Σ
σ η ∧ b = 0 . (A2.4)
On the other hand,∫
Σ
κµ ∧ b =
∫
Σ
µ ∧ ∂σ − 1
2i
ǫab∂bθ(u1) (Im)
−1
ac
∫
Σ
µ ∧ ωc
= −
∫
Σ
σ η ∧ b − 1
2i
ǫab∂bθ(u1) (Im)
−1
ac
∫
Σ
χc ∧ b = 0
where we have subsequently used the 2nd equation in (A2.2) with δu1 given by Eq. (A2.3),
the relation ∂µ = −η ∧ b and Eq. (4.18) fixing µ and, finally, the identity (A2.4).
Appendix 3
It is not difficult to see that there exist a non-zero element P ∈ S4H0(L2Θ), a homogeneous
polynomial of degree 4 on H0(L2Θ)
∗, s.t.
P (φu′) = 0
for all u′ ∈ C2. Indeed, dimS4H0(L2Θ) = (73) = 35 but the map u′ 7→ P (φu′) defines an even
theta function of order 8 and dimH0even(L
8
Θ) = 34. P is a quartic expression in θ2,e(u
′) which
vanishes for all u′. It has to be preserved by the (Z/2Z)4-action (3.12) and hence it must be
of the form
P = c1 (θ
4
2,(0,0) + θ
4
2,(1,0) + θ
4
2,(0,1) + θ
4
2,(1,1))
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+ c2 (θ
2
2,(0,0) θ
2
2,(1,0) + θ
2
2,(0,1) θ
2
2,(1,1))
+ c3 (θ
2
2,(0,0) θ
2
2,(0,1) + θ
2
2,(1,0) θ
2
2,(1,1))
+ c4 (θ
2
2,(0,0) θ
2
2,(1,1) + θ
2
2,(1,0) θ
2
2,(0,1))
+ c5 θ2,(0,0) θ2,(1,0) θ2,(0,1) θ2,(1,1) .
It is not difficult to calculate the values of coefficients ci. Denoting α ≡ θ2,(0,0)(0), β ≡
θ2,(1,0)(0), γ ≡ θ2,(0,1)(0) and δ ≡ θ2,(1,1)(0), one has
c1 = (α
2β2 − γ2δ2)(α2γ2 − β2δ2)(α2δ2 − β2γ2) ,
c2 = −(α4 + β4 − γ4 − δ4)(α2γ2 − β2δ2)(α2δ2 − β2γ2) ,
c3 = −(α4 − β4 + γ4 − δ4)(α2β2 − γ2δ2)(α2δ2 − β2γ2) ,
c4 = −(α4 − β4 − γ4 + δ4)(α2β2 − γ2δ2)(α2γ2 − β2δ2) ,
c5 = 2αβγδ [(α
4 − β4 + γ4 − δ4)2 − 4(α2γ2 − β2δ2)2] . (A3.1)
If we use the basis dual to (θ2,e) to identify φ ∈ H0(L2Θ)∗ with a vector p = (p1, p2, p3, p4) ∈ C4,
the equation of the Kummer quartic K ∗ becomes
c1 (p
4
1 + p
4
2 + p
4
3 + p
4
4) + c2 (p
2
1p
2
2 + p
2
3p
2
4) + c3 (p
2
1p
2
3 + p
2
2p
2
4)
+ c4 (p
2
1p
2
4 + p
2
2p
2
3) + c5 p1p2p3p4 = 0 . (A3.2)
Similarly, identifying θ ∈ H0(L2Θ) with q = (q1, q2, q3, q4) ∈ C4 with the help of the basis
(θ2,e), the same equation with p replaced by q defines the Kummer quartic K , compare [91],
page 81.
We shall also need another well known presentation of the above equation using the inho-
mogeneous coordinates of the Weierstrass points λs given by Eq. (7.2). It is usually obtained
by beautiful geometric considerations about quadratic line complexes, see [83]. It may be also
obtained analytically by observing that the multivalued functions
x 7→ θ2,e(
x
∫
x0
ω −∆)
transform like bilinears in ∂aϑ(∫xx0 ω −∆), i.e. that they represent quadratic differentials. It
follows that∑
e
θ2,e(Es) θ2,e(
x
∫
x0
ω −∆) = ϑ(Es +
x
∫
x0
ω −∆) ϑ(Es −
x
∫
x0
ω +∆)
= Ds
(
∂1ϑ(E
′
s) ∂2ϑ(
x
∫
x0
ω −∆) − ∂2ϑ(E′s) ∂1ϑ(
x
∫
x0
ω −∆)
)
·
(
∂1ϑ(E
′′
s ) ∂2ϑ(
x
∫
x0
ω −∆) − ∂2ϑ(E′′s ) ∂1ϑ(
x
∫
x0
ω −∆)
)
(A3.3)
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where Es =
1
2 (es + τe
′
s) is an odd characteristics from the list (7.3) and E
′
s , E
′′
s are the
two other ones s.t. Es + E
′
s = E
′′
s mod(Z
2 + τZ2). The odd characteristics Es, E
′
s, E
′′
s are
either a permutation of E1, E4, E5 or a permutation of E2, E3, E6. The relations (A3.3) hold
since both sides represent a quadratic differential with double zeros at the Weierstrass points
corresponding to E′s and E′′s . One may obtain expressions for the coefficients Ds by the
de l’Hospital rule applied twice at those points. Specifying then ∫xx0 ω − ∆ to Es or to 3
remaining odd characteristics one obtains relations for quadratic combinations of θ2,e(0) of
the form ±α2 ± β2 ± γ2 ± δ2 with 2 plus and 2 minus signs as well as for αβ ± γδ , αγ ± βδ
and αδ ± βγ . These relations may be used to compute the ratios of the coefficients ci (A3.1)
which become functions of λs only. One obtains this way an alternative expression for the
coefficients ci
c1 = (λ1 − λ2)(λ3 − λ4)(λ5 − λ6) ,
c2 = 2(λ1 − λ2)((λ3 − λ5)(λ4 − λ6) + (λ3 − λ6)(λ4 − λ5)) ,
c3 = −2(λ3 − λ4)((λ1 − λ5)(λ2 − λ6) + (λ1 − λ6)(λ2 − λ5)) ,
c4 = 2(λ5 − λ6)((λ1 − λ3)(λ2 − λ4) + (λ1 − λ4)(λ2 − λ3)) ,
c5 = −2(λ1 − λ3)((λ4 − λ5)(λ2 − λ6) + (λ4 − λ6)(λ2 − λ5))
−2(λ1 − λ4)((λ3 − λ5)(λ2 − λ6) + (λ3 − λ6)(λ2 − λ5))
−2(λ1 − λ5)((λ2 − λ4)(λ3 − λ6) + (λ2 − λ3)(λ4 − λ6))
−2(λ1 − λ6)((λ2 − λ4)(λ3 − λ5) + (λ2 − λ3)(λ4 − λ5)) . (A3.4)
equivalent to the previous one up to normalization. Note that the SL2 transformations λs 7→
aλs+b
cλs+d
preserve the form the quartic equation. The virtue of the analytic approach is that it
also provides useful expressions for the non-homogeneous ratios like e.g.
αβ + γδ
α2γ2 − β2δ2 = −
e−
1
2
πi (1,0)·τ (1,0)
2C2 (∂2ϑ(E1))2
(λ2 − λ5)(λ2 − λ6)(λ3 − λ4)
λ1 − λ2 . (A3.5)
C2 is given by the equations
C2 =
1
2
(∂1ϑ)3 ∂32ϑ− 3 (∂1ϑ)2 ∂2ϑ ∂1∂22ϑ+3 ∂1ϑ (∂2ϑ)2 ∂21∂2ϑ− (∂2ϑ)3 ∂31ϑ
(∂2ϑ)4
∣∣∣∣
Es
∏
t 6= s
(λs − λt)
holding for any fixed s. It is not difficult to see by differentiating twice Eq. (7.1) at x = xs
that C is the same constant that appears in Eq. (7.5). The expression (A3.5) is used below
to fix the normalization of the Hitchin map.
Appendix 4
We shall show here that the overall normalization of the Hitchin map is as in Eq. (7.10).
Since
eπi e
′
1·τ e′1+4πi e′1·u1 ϑ(2u1 + E1)2
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= −eπi e′1·τ e′1 ϑ(2u1 + E1) ϑ(2u1 − E1) = −eπi e′1·τ e′1
∑
e
θ2,e(E1) θ2,e(2u1)
= −e 12 πi (1,0)·τ(1,0)
∑
e
(−1)(1,0)·e θ2,e+(1,0)(0) θ2,e(2u1) ,
the coefficient of (dλ)
2
ζ2
on the right hand side of Eq. (7.12) takes at λ = λ2 the value
C2
16π2
e
1
2
πi (1,0)·τ(1,0) (∂2ϑ(E1))2 (λ1 − λ2)2 (βθ2,(0,0)(2u1) − αθ2,(1,0)(2u1)
+ δθ2,(0,1)(2u1) − γθ2,(1,1)(2u1)) (A4.1)
in the notations of Appendix 3. This coefficient should coincide with the one obtained from
the right hand side of Eq. (7.10) which is equal to
− 1
64π2
∑
t 6=2
r2t(q, p)
∏
v 6=2,t
(λ2 − λv) (A4.2)
calculated at (q, p) corresponding to (θ, φu1) with θ given by Eq. (7.11). The respective values
of rst are:
r1t = 0 ,
r23 = 2(−αγ2θ2,(0,0)(2u1) − βδ2 θ2,(1,0)(2u1) − γα2 θ2,(0,1)(2u1)
− δβ2 θ2,(1,1)(2u1) − βγδ θ2,(0,0)(2u1) − αγδ θ2,(1,0)(2u1)
−αβδ θ2,(0,1)(2u1) − αβγ θ2,(1,1)(2u1)) ,
r24 = 2(αγ
2 θ2,(0,0)(2u1) + βδ
2 θ2,(1,0)(2u1) + γα
2 θ2,(0,1)(2u1)
+ δβ2 θ2,(1,1)(2u1) − βγδ θ2,(0,0)(2u1) − αγδ θ2,(1,0)(2u1)
−αβδ θ2,(0,1)(2u1) − αβγ θ2,(1,1)(2u1)) ,
r25 = 2(αδ
2 θ2,(0,0)(2u1) + βγ
2 θ2,(1,0)(2u1) + γβ
2 θ2,(0,1)(2u1)
+ δα2 θ2,(1,1)(2u1) + βγδ θ2,(0,0)(2u1) + αγδ θ2,(1,0)(2u1)
+αβδ θ2,(0,1)(2u1) + αβγ θ2,(1,1)(2u1)) ,
r26 = 2(−αδ2 θ2,(0,0)(2u1) − βγ2 θ2,(1,0)(2u1) − γβ2 θ2,(0,1)(2u1)
− δα2 θ2,(1,1)(2u1) + βγδ θ2,(0,0)(2u1) + αγδ θ2,(1,0)(2u1)
+αβδ θ2,(0,1)(2u1) + αβγ θ2,(1,1)(2u1)) .
Multiplying the coefficients at subsequent θ2,e(2u1) in expression (A4.1) by α, −β, γ and −δ,
respectively, and summing them up we obtain
C2
8π2
e
1
2
πi (1,0)·τ(1,0) (∂2ϑ(E1))2 (λ1 − λ2)2 (αβ + γδ) .
A similar operation on expression (A4.2) gives
− 1
16π2
(λ1 − λ2)(λ2 − λ5)(λ2 − λ6)(λ3 − λ4) (α2γ2 − β2δ2) .
The equality of the two expressions follows from Eq. (A3.5). This verifies the correctness of
the overall normalization of the Hitchin map in Eq. (7.10).
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Hitchin systems at low genera
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Abstract. The paper gives a quick account of the simplest cases of the Hitchin in-
tegrable systems and of the Knizhnik-Zamolodchikov-Bernard connection at genus
0, 1 and 2. In particular, we construct the action-angle variables of the genus 2
Hitchin system with group SL2 by exploiting its relation to the classical Neumann
integrable systems.
§1. Hitchin systems
As was realized by Hitchin in [88], a large family of integrable systems may be obtained by
a symplectic reduction of a chiral 2-dimensional gauge theory. Let Σ denote a closed Riemann
surface of genus g and let G be a complex Lie group which we shall assume simple, connected
and simply connected. We shall denote by A the space of g-valued 0,1-gauge fields∗ A = Az dz
on Σ. Hitchin’s construction [88] associates to Σ and G an integrable system obtained by a
symplectic reduction of the infinite-dimensional complex symplectic manifold T ∗A of pairs
(A,Φ) where Φ = Φz dz is a g-valued 1,0-Higgs field. The holomorphic symplectic form on
T ∗A is ∫
Σ
tr δΦ δA (1.1)
where tr stands for the Killing form on g normalized so that trφ2 = 2 for the long roots φ.
The local gauge transformations h ∈ G ≡ Map(Σ, G) act on T ∗A by
A 7−→ hA ≡ hAh−1 + h∂h−1, Φ 7−→ hΦ ≡ hΦh−1 (1.2)
preserving the symplectic form. The corresponding moment map µ : T ∗A −→ Lie(G )∗ ∼=
∧2(Σ)⊗ g takes the form
µ(A,Φ) = ∂Φ+AΦ+ ΦA. (1.3)
The symplectic reduction gives the reduced phase space
P = µ−1({0}) /G (1.4)
∗one may work in a fixed smoothness class and use the Sobolev norms to define topology in A
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with the symplectic structure induced from that of T ∗A . P may be identified with the com-
plex cotangent bundle T ∗N to the orbit space N = A /G and N , in turn, with the moduli
space of holomorphic G-bundles on Σ. More precisely, care should be taken to avoid non-
generic bad orbits in order to obtain tractable orbit spaces. This may be done by considering
only gauge fields A leading to stable G-bundles forming smooth moduli space Ns or those
leading to semi-stable bundles giving rise to a, generally singular, compactification Nss of Ns.
In what follows we shall be somewhat cavalier about such details.
The Hitchin system has P as its phase space. Its Hamiltonians are obtained the following
way. Let p be a homogeneous Ad-invariant polynomial on g of degree dp. Then
hp(A,Φ) = p(Φ) = p(Φz)(dz)
dp (1.5)
defines a dp-differential on Σ which is holomorphic if µ(A,Φ) = 0. Since hp is constant on the
orbits of G , it descends to the reduced phase space:
hp : P −→ H0(Kdp). (1.6)
Here K stands for the canonical bundle (of covectors ∝ dz) and H0(Kdp) is the (finite-
dimensional) vector space of the holomorphic dp-differentials on Σ. The (components of) hp
Poisson-commute (they Poisson-commute already as functions on T ∗A since they depend
only on the ”momenta” Φ). The point of Hitchin’s construction is that, by taking a complete
system of polynomials p, one obtains on P a complete system of Hamiltonians in involution.
For the matrix groups, the values of Hamiltoniens hp at a point of P may be encoded in the
spectral curve C obtained by solving the characteristic equation
det (Φ− ξ) = 0 (1.7)
for ξ ∈ K. The spectral curve of the eigenvalues ξ is a ramified cover of Σ. The corresponding
eigenspaces of Φ form then a holomorphic line bundle over C belonging to a subspace of the
Jacobian of C on which the Hamiltonians hp induce linear flows.
For the quadratic polynomial p2 =
1
2tr, the map hp2 takes values in the space of holomorphic
quadratic differentials H0(K2). This is the space cotangent to the moduli space of complex
curves Σ. Variations of the complex structure of Σ are described by Beltrami differentials
δµ = δµzz ∂zdz such that z
′ = z + δz with ∂zδz = δµzz gives new complex coordinates. The
Beltrami differentials δµ may be paired with quadratic differentials β by
(β, δµ) 7→
∫
Σ
β δµ. (1.8)
The differentials δµ = ∂(δξ), where δξ is a vector field on Σ, describe variations of the
complex structure due to diffeomorphisms of Σ and they pair to zero with β. The quotient
space H1(K−1) of differentials δµ modulo ∂(δξ) is the tangent space to the moduli space of
curves Σ and H0(K2) is its dual. The pairing (1.8) defines then for each [δµ] ∈ H1(K−1) a
Hamiltonian
hδµ ≡
∫
Σ
hp2 δµ. (1.9)
The Hamiltonians hδµ Poisson-commute for different δµ.
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Hitchin’s construction possesses a natural generalization [106][119][37][43]. Let xn ∈ Σ be
a finite family of distinct points in Σ and On a family of (co)adjoint orbits in g
∗ ∼= g.
O = {
∑
n
λnδxn | λx ∈ On }, (1.10)
where δx stands for the Dirac delta measure at x, forms a coadjoint orbit of the group G of
local gauge transformations. In the symplectic reduction we may replace definition (1.4) with
P
O
= µ−1({O}) /G ∼= µ−1(
∑
λnδxn) /Gλ,x (1.11)
where Gλ,x is the subgroup of G fixing
∑
λnδxn . Upon restriction to properly defined sta-
ble pairs (A,Φ), P
O
gives a smooth space with a semi-stable compactification [106]. Its
second representation in (1.11) allows to equip P
O
with the symplectic structure inherited
from T ∗A . The reduced Hamiltonians hp take now values in H0(Kdp(dp
∑
xn)), i.e. define
meromorphic dp-differentials with possible poles at xn of order 6 dp and they still define
an integrable system on P
O
. In particular, hp2 takes values in H
0(K2(2
∑
xn)) which is
dual to H1(K−1(−2∑xn)), the tangent space to the moduli space of curves Σ with fixed
punctures xn and first jets at xn of holomorphic local parameters zn, zn(xn) = 0. The corre-
sponding Beltrami differentials δµ behave like O(z2n) around xn and they are taken modulo
∂(δξ) where the vector fields ξ are also O(z2n) around xn (such vector fields do not change
the first jets at xn of the local parameters zn). δµ may still be coupled to quadratic dif-
ferentials β ∈ H0(K2(2∑ xn)) by (1.8) and Eq. (1.9) defines for [δµ] ∈ H1(K−1(−2∑xn))
Hamiltonians on P
O
that are in involution.
§2. Knizhnik-Zamolodchikov-Bernard connection
The phase space P ∼= T ∗N may be (geometrically) quantized by considering the space
H0(L k) of holomorphic sections of the kth power of the determinant line bundle L over N
(more exactly, over its semi-stable version Nss) as the space of quantum states. Such sections
are given by holomorphic functions ψ on A satisfying the Ward identity
ψ(A) = e−k S(h,A) ψ(h
−1
A) (2.1)
for h ∈ G and with S(h,A) standing for the action of the gauged Wess-Zumino-Novikov-
Witten (WZNW) model. The identity (2.1) expresses the gauge invariance on the quantum
level. The vector spaces H0(L k) arise naturally in the context of the WZNW model and of
the Chern-Simons theory [147]. They are finite-dimensional and their dimension is given by
the Verlinde formula [142]. Put together for different complex structures of Σ, they form a
holomorphic vector bundle W over the moduli space of complex curves. In the language of
functions ψ, the ∂-operator of this bundle is given by
∂δµψ =
(
dδµ +
k
4πi
∫
Σ
tr (Aδµ)A
)
ψ (2.2)
where dδµ differentiates ψ viewed as a function of the unitary gauge field B = −A∗ + A =
−A∗zdz+Azdz (functions of B are naturally identified for different complex structures on Σ).
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The bundle W may be equipped with a projectively flat connection ∇KZB [147][89] which
may be traced back to the works of Knizhnik-Zamolodchikov [99] and Bernard [23][22]. In the
present description of W , the KZB connection takes the form [61]
∇KZBδµ ψ =
(
dδµ −
∫
Σ
trA∗( δ
δA
δµ) − πi
κ
∫
Σ
tr ••
δ
δA
(
δ
δA
δµ)••
)
ψ , (2.3)
∇KZB
δµ
ψ = ∂δµ ψ (2.4)
where κ = k + g∨ with g∨ denoting the dual Coxeter number of G. The symbol •• •• indicates
that one should remove the singularity at the coinciding points of δδA(x)
δ
δA(y)ψ before setting
x = y. How this is precisely done depends on some choices (e.g. of a projective connection or
a metric on each Σ) but the choices lead to connections differing by addition of a scalar form.
The second order operator on the right hand side of Eq. (2.3) has the principal symbol
(obtained by replacement of δδA by
k
2πiΦ) proportional to the Hitchin Hamiltonian hδµ. The
KZB connection ∇KZBδµ may be considered a quantization of k2πihδµ which, instead of acting
in a fixed space H0(L k) relates two such spaces for the complex structures differing by
δµ[89]. Note that if we rescale δµ 7→ κδµ, we should obtain from the KZB connection in
the limit κ → 0 operators acting in the space H0(L −g∨) corresponding to a fixed complex
structure. This space becomes non-trivial if we admit singular sections of L or work with
higher cohomologies of L −g∨. It also admits a quantization of the non-quadratic Hitchin
Hamiltonians [20][52]. For k 6= −g∨ we may also obtain from Eq. (2.3) operators in a single
space if we chose a local trivialization of the bundle W (or of a bundle W ′ ⊃ W ).
The above quantization extends to the case of the phase space P
O
if the coadjoint orbits
On associated to points xn ∈ Σ correspond to irreducible holomorphic representations of G in
vector spaces Vn (i.e. to irreducible unitary representations of the compact form of G). The
quantum states are now represented by holomorphic maps on A with values in V = ⊗
n
Vn
satisfying the Ward identities
ψ(A) = e−k S(h,A) ⊗
n
h(xn)ψ(
h−1A) (2.5)
for h ∈ G generalizing Eq. (2.1). The spaces of solutions are still finite-dimensional and form
a holomorphic vector bundle over the moduli space of punctured curves with first jets of local
parameters at the punctures. The complex structure and the KZB connection are given by the
same formulae with Beltrami differentials δµ restricted to behave like O(z2n) at the punctures.
Since δδA(x)ψ = O(z
−1
n ) and tr
••
δ
δA(x)
δ
δA(x)
••ψ = O(z−2n ) around xn, there is no problem of
convergence of the integrals over Σ. Again, ∇KZBδµ may be viewed as the quantization of the
Hitchin Hamiltonian k2πihδµ and all the above remarks apply.
§3. Genus zero
Up to diffeomorphisms, there is only one Riemann surface of genus zero: the Riemann
sphere P1 = C∪ {∞}. On P1, the gauge orbit of the zero gauge field is open and dense in A ,
i.e. the generic gauge field takes the form
A = h−1∂h (3.1)
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where h ∈ G is determined up to left multiplication by a constant g ∈ G. The equation
µ(A,Φ) =
∑
n λnδzn , with λn belonging to the (co)adjoint orbit On associated to the puncture
zn, becomes
∂(hΦ) =
∑
n
νnδzn (3.2)
where νn = h(zn)λnh(zn)
−1 ∈ On. This equation has a (unique) solution
hΦ(z) =
∑
n
νn
z − zn
dz
2πi
(3.3)
if and only if the sum of residues is zero, i.e. if
∑
n νn = 0. We obtain then for PO defined by
Eq. (1.11):
P
O
∼=
{
ν ∈ ×
n
On
∣∣∣ ∑
n
νn = 0
}/
G . (3.4)
The (co)adjoint orbits carry a natural symplectic structure leading to the Poisson bracket
{νa, νb} = ifabcνb for νa = tr taν where ta are the generators of g s.t. tr tatb = δab and
[ta, tb] = ifabctc. It is easy to check that the complex symplectic structure on P
O
coincides
with the one obtained by the symplectic reduction of ×nOn with respect to the diagonal
action of G.
The Hamiltonians hp are
hp(z) = p
(∑
n
νn
z − zn
)
(
dz
2πi
)dp . (3.5)
In the special case p2 =
1
2tr,
hp2 =
1
2
∑
n,m
νanν
a
m
(z − zn)(z − zm) (
dz
2πi
)2 =
∑
n
(
1
(z − zn)2 δn +
1
z − zn hn
)
(
dz
2πi
)2 (3.6)
where
δn =
1
2
νanν
a
n , hn =
∑
m6=n
νanν
a
m
zn − zm . (3.7)
Let δµ be a Beltrami differential regular at infinity and behaving like O((z−zn)2) around the
insertions. Necessarily, δµ = ∂(δξ) for a regular vector field δξ = δξz∂z on P
1. δξ is determined
up to infinitesimal Mo¨bius transformations (a+ bz+ cz2)∂z. We may take z
′ = z+ δξz as the
new complex coordinate on P1 with the modified complex structure. The modification is then
equivalent to the shift δzn = δξ
z(zn) of the insertion points and the shift δχn = χn∂z(δξ
z
n)(zn)
of the first jet of the local parameter at the punctures parametrized by the ∂z-derivative χn
of the parameter at zn. An easy calculation involving cutting out small balls around the
insertions and integration by parts shows that
hδµ =
∑
n
∫
Σ
(
1
(z − zn)2 δn +
1
z − zn hn
)
(
dz
2πi
)2 ∂(δξ)
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=
1
2πi
∑
n
(
δn χ
−1
n δχn + hn δzn
)
. (3.8)
The quantum states ψ at genus zero may be labeled by their values ψ(0) at A = 0 which
belong to the subspace V G of the G-invariant tensors in V ≡ ⊗n Vn. Indeed, ψ is determined
by its values on the dense G -orbit of A = 0. Hence the bundle W is a subbundle of the trivial
bundle with the fiber V G. The KZ(B) connection reduces in this case [99] to the formula
∇KZδµ ψ(0) =
∑
n
(
δχn(∂χn − χ−1n ∆n) + δzn(∂zn − 1κHn)
)
ψ(0) , (3.9)
∇KZ
δµ
ψ(0) =
∑
n
(
δχn∂χn + δzn∂zn
)
ψ(0) (3.10)
where
∆n =
1
2κ
tant
a
n , Hn =
∑
m6=n
tant
a
m
zn − zm (3.11)
with tan denoting the action of the generator t
a in the factor Vn of V . ∆n is a number, the
conformal weight assigned in the WZNW theory to the irreducible representation of G in
Vn [99]. Note that, modulo the shift k 7→ κ = k + g∨, ∆n and 1κHn may be obtained from
k
(2πi)2 δn and
1
(2πi)2hn, respectively, by the (geometric) quantization of the coadjoint orbits
which replaces the functions νan by the operators
2π
ki t
a
n so that the Poisson bracket turns into
ki
2π times the commutator (
2π
k plays the role of the Planck constant). The flatness of the
connection ∇KZ, (∇KZ)2 = 0, follows from the equation [Hn,Hm] = 0, equivalent to the
classical Yang-Baxter equation (CYBE) for
ta1t
a
2
z :[ tan tam
zn − zm ,
tam t
a
p
zm − zp
]
+ cyclic permutations = 0 . (3.12)
§4. Genus one
At genus one, every Riemann surface is isomorphic to an elliptic curve Eτ ≡ C/(Z + τZ)
where τ is a complex number of positive imaginary part τ2. Denote by ∆ (∆+) the set of
(positive) roots of g, by eα the step generators attached to the roots α and let (η
j) be an
orthonormal basis of the Cartan algebra t. We set uα = truα and u
j = tr uηj for u ∈ t. We
shall need some elliptic functions: the Jacobi theta function
ϑ1(z) = −i
∞∑
ℓ=−∞
(−1)ℓ eπiτ(ℓ+ 12 )2+πiz (2ℓ+1) , (4.1)
the Green function Px of the twisted ∂-operator
Px(z) =
ϑ′1(0)ϑ1(x+ z)
ϑ1(x)ϑ1(z)
, (4.2)
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with the properties Px(z+1) = Px(z), Px(z+ τ) = e
−2πixPx(z) and Px(z) = 1z +O(1) around
z = 0, the function
ρ = ϑ′1/ϑ1 (4.3)
s.t. ρ(z + 1) = ρ(z), ρ(z + τ) = ρ(z) − 2πi, ρ(z) = 1z + O(1) around z = 0 and, finally, the
Weyl-Kac denominator
Π(u) = e2πiτd/24
∏
α∈∆+
(eπiuα − e−πiuα)
∞∏
ℓ=1
[
(1− e2πiℓτ )r
∏
α∈∆
(1− e2πiℓτ e2πiuα)
]
(4.4)
where d denotes the dimension and r the rank of G.
On Eτ a generic gauge field is in the orbit of Au = πu dz/τ2, for u ∈ t, i.e.
A = h
−1
A01u = (huh)
−1∂(huh) (4.5)
where hu = e
π(uz−uz)/τ2 . Consequently, the gauge fields may be parametrized by u and h. To
avoid ambiguities, we have to identify the pairs as follows
(u, h) ∼ (wuw−1, wh) ∼ (u+ q∨, h−1q∨ h) ∼ (u+ τq∨, h−1τq∨ h), (4.6)
for q∨ in the coroot lattice Q∨ and w in the the normalizer N of t in G. Similarly to the genus
zero case, we have to solve the equation
∂ (huhΦ) =
∑
n
νnδzn (4.7)
where νn = (huh)(zn)λn (huh)(zn)
−1. Decomposing νn =
∑
α ν
−α
n eα + ν
0
n with ν
0
n = ν
j
nηj ∈ t,
we can solve the above equation if and only if
∑
n ν
0
n = 0. In that case,
huhΦ(z) =
(
ϕ0 +
∑
n
(∑
α
Puα(z − zn) ν−αn eα + ρ(z − zn) ν0n
))
dz
2πi
(4.8)
for an arbitrary constant ϕ0 = ϕ
j
0η
j . Performing the symplectic reduction, we find
P
O
≃
{
(u, ϕ0, ν) ∈ T ∗t× (×
n
On)
∣∣∣ ∑
n
ν0n = 0
}/
N⋊(Q∨ + τQ∨) (4.9)
where the action of N⋊(Q∨ + τQ∨) implements the identifications
(u, ϕ0 , ν) ∼ (wuw−1 , wϕ0w−1 , wνw−1) ∼
(
u+ q∨, ϕ0 , (h−1q∨ (zn)νnhq∨(zn))
)
∼
(
u+ τq∨ , ϕ0 , (h−1τq∨(zn) νn hτq∨(zn))
)
.
The symplectic structure of P
O
is that of the reduction of T ∗t×(×
n
On) by the groupN⋊(Q
∨+
τQ∨). Now it is easy to write down the Hitchin Hamiltonians. Let us us do it for p2 = 12tr. A
straightforward computation identifying the pole terms leads to
hp2 =
{
−
∑
n
ρ′(z − zn) δn +
∑
n
ρ(z − zn)hn + h0
}(
dz
2πi
)2
(4.10)
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where, as before, δn =
1
2ν
a
nν
a
n and
h0 =
1
2
r∑
j=1
ϕj0ϕ
j
0 +
1
2
∑
m,n
{∑
α
∂xPuα(zn − zm)ναnν−αm + 12
r∑
j=1
ϑ′′1
ϑ1
(zn − zm)νjnνjm
}
, (4.11)
hn =
r∑
j=1
νjnϕ
j
0 +
∑
m6=n
(∑
α
Puα(zn − zm) ναnν−αm +
r∑
j=1
ρ(zn − zm) νjnνjm
)
. (4.12)
Note the similarity to the genus 0 case (3.6).
Let δµ = δµzz∂zdz be a Beltrami differential on Eτ behaving like O((z − zn)2) around
the insertions. The modified complex structure corresponds to the complex coordinate z′ =
z + z−z2iτ2 δτ + δξ
z s.t. ∂zz
′ = δµzz. We require that δξ
z(z + 1) = δξz(z + τ) = δξz(z). δτ is
determined from the condition that the integral of δµzz over Eτ is equal to that of
i
2τ2
δτ . δξz
is unique up to an additive constant. Note that z′(z+1) = z′(z)+1 whereas z′(z+τ) = z′+τ ′
where τ ′ = τ + δτ . Hence the deformed curve is isomorphic to Eτ ′ with the punctures moved
to z′n = zn + δzn and the first jets of local parameters changed to χ′n = χn + δχn with
δzn =
zn − zn
2iτ2
δτ + δξz(zn) , χ
−1
n δχn =
δτ
2iτ2
+ ∂zδξ
z(zn) . (4.13)
Again by a straightforward calculation substituting δµzz = ∂zz
′, cutting out small balls around
points zn and integrating by parts, we obtain
hδµ =
∫
Eτ
hp2 δµ =
1
2πi
∑
n
(
δn χ
−1
n δχn + hn δzn +
1
2πi
h0 δτ
)
. (4.14)
The quantum states ψ at genus one may be characterized by giving holomorphic functions
ψ˜(u) on t with values in V T , the subspace of T -invariant tensors in the product V of the
representation spaces,
ψ˜(u) = Π(u) e−πk tr u
2/(2τ2)⊗
n
(
e−π(zn−zn)u/τ2
)
n
ψ(Au) . (4.15)
The KZB connection takes the form [38, 41, 51, 50, 43]
∇KZBδµ ψ˜ =
∑
n
(
δχn(∂χn − χ−1n ∆n) + δzn(∂zn − 1κHn) + δτ(∂τ −
1
2πiκ
H0)
)
ψ˜ , (4.16)
∇KZB
δµ
ψ˜ =
∑
n
(
δχn∂χn + δzn∂zn + δτ ∂τ
)
ψ˜ (4.17)
where ∆n is as before and the operators
1
kH0 and
1
kHn are obtained from the Hamiltonians
k
(2πi)2
h0 and
k
(2πi)2
hn by the replacement
ϕj0 7→ 2πki ∂uj , µαn 7→
2π
ki
eαn, µ
j
n 7→ 2πki ηjn , (4.18)
i.e. by the geometric quantization. The resulting Hamiltonians H0 and Hn act on general
meromorphic functions on t with values in V T . The flatness of the KZB connection is en-
sured by their commutation: [Hn,Hm] = 0, for n,m = 0, 1, . . . , following from the so called
dynamical CYBE [51].
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§5. Genus two
5.1. Curve and its Jacobian
Let Σ be a curve of genus 2. Choosing a marking, i.e. a symplectic homology basis (Aa, Ba),
a = 1, 2, on Σ, we may fix the corresponding basis (ωa) of the holomorphic 1,0-forms (abelian
differentials) s.t.
∫
Aa ω
b = δab. The Ba-periods of the abelian differentials give rise to the
symmetric period matrix τ , τab =
∫
Ba ω
b, with a positive imaginary part. The map
Σ ∋ x 7→ z(x) = ω
2(x)
ω1(x)
(5.1)
realizes Σ as a double covering of P1 ramified over six Weierstrass points xn or as a hyperelliptic
curve given by the equation
y2 =
6∏
n=1
(z − zn) . (5.2)
The coordinates zn = z(xn) are assumed to be finite. This may be always achieved by an
appropriate choice of the marking. Curve Σ may be viewed as composed of the points (y, z)
and of two points at infinity. The covering of P1 is (y, z) 7→ z. In this representation, the
holomorphic 1,0-forms and the holomorphic quadratic differentials on Σ have the form
ω = (a+ bz)dz/y , β = (a+ bz + cz2)(dz)2/y2 , (5.3)
respectively. In particular,
ω1 ∝ dz/y , ω2 ∝ zdz/y (5.4)
with the same proportionality constant.
The Jacobian J1 of the degree 1 holomorphic line bundles may be represented as C2/(Z2+
τZ2). In particular, the spin structures L, L2 = K, correspond to points e + τe′ with e ∈
1
2Z
2/Z2. There are 6 odd spin structures en + τe
′
n labeled by the Weierstrass points zn, the
zeros of the holomorphic sections they admit, and 10 even spin structures without holomorphic
sections.
5.2. Theta functions
The degree 1 bundles with holomorphic sections form the theta-divisor in J1. The holomor-
phic sections of the kth-power of the corresponding theta bundle over J1 may be represented
by the holomorphic theta functions of degree k on C2 defined by the relations
eπik n·τn+2πik n·u θ(u+m+ τn) = θ(u) (5.5)
for m,n ∈ Z2. They form the space Θk of dimension k2. For k = 1 there is a single (up to
normalization) theta function
ϑ(u) =
∑
n∈Z2
eπi n·τn+2πi n·u , (5.6)
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the Riemann theta function. For k = 2 there are four independent θ-functions. One can take
them as
θe(u) =
∑
n∈Z2
e2πi (n+e)·τ(n+e)+4πi (n+e)·u (5.7)
for e ∈ 12Z2/Z2.
ϑ(u+ v)ϑ(u− v) =
∑
e
θe(u)θe(v) (5.8)
is a second order theta function in both u and v. The map v 7→ ϑ( · + v)ϑ( · − v) determines
an embedding of the Kummer surface J1/Z2 ∼= C2/(Z2 + τZ2)/Z2 onto a quartic surface K
in the 3-dimensional projective space PΘ2 (Z2 maps the degree 1 line bundles L into L
−1K
or v ∈ C2 into −v).
The double theta function (5.8) determines a non-degenerate symmetric quadratic form on
the space Θ∗2 dual to Θ2. It permits to identify Θ
∗
2 with Θ2 by sending φ ∈ Θ∗2 to ι(φ) ∈ Θ2
defined by
ι(φ)(u) = 〈ϑ(u+ · )ϑ(u− · ), φ〉 . (5.9)
The identification exchanges the basis (θe) of Θ2 with the dual basis (θ
∗
e) and the Kummer
quartic K with its dual version K ∗ ⊂ PΘ∗2. K ∗ is composed of linear forms proportional to
the evaluation forms φu defined by
〈θ, φu〉 = θ(u) . (5.10)
The group (12Z/Z)
4 of spin structures acts on Θk for even k by endomorphisms Ue,e′ defined
by
(Ue,e′ θ)(u) = e
πik e′·τe′+2πik e′·u θ(u+ e+ τe′) . (5.11)
For k not divisible by 4 this action is only projective: Ue,e′Uf,f ′ = (−1)4 e·f ′ Ue+f,e′+f ′ and it
lifts to a Heisenberg group. For k = 2,
Ue,e′ θe′′ = (−1)4 e·e′′ θe′+e′′ . (5.12)
The action of Ue,e′ preserves the Kummer quartic K ⊂ PΘ2 and the action of the transposed
endomorphisms U te,e′ preserves K
∗.
5.3. Moduli space of SL2-bundles
In the fundamental paper [115], Narasimhan and Ramanan proved that the moduli space Ns
of the stable SL2 holomorphic bundles is canonically isomorphic to PΘ2\K . The isomorphism
associates to an SL2-bundle E the second order theta function θ vanishing at the points u ∈ C2
corresponding to the duals of the line-subbundles of the rank 2 bundle associated to E. In
other words, if A is the gauge field whose G -orbit corresponds to E and if Lu denotes the
degree 1 line bundle corresponding to u ∈ C2/(Z2+ τZ2) then the theta function θ associated
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to E vanishes at u if and only if there exists a pair s = (s1, s2) composed of sections of Lu
s.t. (∂ +A)s = 0. The semistable compactification of the moduli space Ns is
Nss ∼= PΘ2 (5.13)
and, exceptionally, it is smooth. The points of the Kummer quartic K represent (classes of)
the semistable but not stable bundles. Hence for G = SL2 the phase space of the Hitchin
system on the genus 2 curve with no insertions is
T ∗Nss ∼= T ∗PΘ2 ∼= { (θ, φ) ∈ Θ2 ×Θ∗2 | θ 6= 0, 〈θ, φ〉 = 0}
/
C× (5.14)
with the action of t ∈ C× given by (θ, φ) 7→ (tθ, t−1φ). As a symplectic space, it is the
symplectic reduction of T ∗(Θ2 \ {0}) by the action of C×. Using the bases (θe) and (θ∗e) to
decompose
θ =
∑
qeθe , φ =
∑
peθ
∗
e , (5.15)
we may represent T ∗Nss as the space of pairs (q, p) ∈ C4 × C4, q 6= 0, q · p = 0, with the
identification (q, p) ∼ (tq, t−1p) and the symplectic form induced from dp · dq.
5.4. Hitchin map for G = SL2
The Hitchin map hp2 : T
∗PΘ2 → H0(K2) appears to take a particularly simple form
resembling the genus 0 formula (3.6):
hp2 =
1
2
6∑
n,m=1
n6=m
rnm
(z − zn)(z − zm) (
dz
2πi
)2 =
6∑
n=1
hn
z − zn (
dz
2πi
)2 (5.16)
where
rnm(θ, φ) =
1
16
〈Uen,e′nθ, U tem,e′mφ〉 〈Uem,e′mθ, U ten,e′nφ〉 (5.17)
(the last two factors on the right hand side coincide modulo sign) and
hn =
6∑
m6=n
rnm
zn − zm . (5.18)
With the help of Eq. (5.12), rnm’s may be rewritten in the language of q’s and p’s as explicit
homogeneous polynomials of order 2 in qe and in pe, see below. The identity∑
m6=n
rnm = 0 (5.19)
holding for each n guarantees that
6∏
n=1
(z − zn)
6∑
n,m=1
n6=m
rnm
(z−zn)(z−zm) is a quadratic polynomial
in z. It follows that the right hand side of Eq. (5.16) determines a quadratic differential on Σ
of the general form given by Eq. (5.3).
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The equality (5.16) is not immediate. It was established in four steps. We shall only enu-
merate them here. The two first crucial steps were performed in [73]. It was shown there that
for any θ 6= 0 and u ∈ C2 s.t. θ(u) = 0,
hp2(θ, φu) = − 116π2 (∂uaθ(u)ω
a)2 . (5.20)
The above equation describes the quadratic polynomial hp2(θ, · ) (with values in H0(K2))
on the quartic K ∗θ = K
∗ ∩ Pθ⊥ in the projectivized subspace of Θ∗2 perpendicular to θ. In
principal, it determines hp2 completely. It was observed then that the above formula implies
that for each Weierstrass point zn the conic
Cn = {C×φ ∈ Pθ⊥ | hp2(θ, φ)|zn = 0} (5.21)
is in fact the union of two bitangents to K ∗θ . The explicit equations for the bitangents to the
Kummer quartics known since about a century permitted then to establish Eq. (5.16) up to
multiplication by a θ-dependent factor [73]. The other steps in the proof of the formula (5.16)
were taken in [71] were it was established that the Hitchin map hp2 possesses the important
self-duality property:
hp2(ι(φ), ι
−1(θ)) = hp2(θ, φ) (5.22)
or that hp2(q, p) = hp2(p, q) in the language of (5.15). This property, far from obvious in the
original formulation of the Hitchin system, restricted the ambiguity on the right hand side of
Eq. (5.16) to a (possibly curve-dependent) constant factor. The latter was fixed in [71] by a
tedious calculation of hp2 at special points of K ×K ∗.
5.5. Deformations of complex structure
For the hyperelliptic curve, the variations of the complex structure described by the Bel-
trami differentials δµ on Σ change the images zn of the ramification points of the covering of
P1. Let us find these changes. Let
ω′a = ωa + δωa + δωa (5.23)
denote a deformed basis (ω′a) of the abelian differentials with δωa of 1,0-type and δωa of
0,1-type in the original complex structure. δωa and δωa have to satisfy the relations
δωa = ωaδµ , ∂(δωa) = − ∂(ωaδµ) (5.24)
stating, respectively, that ω′a is of the 1,0-type in the deformed structure and that it is a
closed form. The equation for δωa always has solutions. They are defined modulo abelian
differentials and the ambiguity may be fixed by demanding that
∫
Aa ω
′b = δab. The deformed
covering map onto P1 is then
z′(x) =
ω′2(x)
ω′1(x)
= z(x) +
δω2
ω1
(x) − z(x) δω
1
ω1
(x) . (5.25)
The ramification points x′n of the map z′ are determined by solving the equation
∂′z′(x′n) = 0 (5.26)
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which, upon rewriting x′n = xn + δxn becomes
(∂)2z(xn)δxn + ∂ (
δω2
ω1
)(xn)− ∂ (z δω
1
ω1
)(xn) = 0 . (5.27)
Since ∂z(xn) = 0, the quadratic differential (∂)
2z(xn) is well defined. Besides, since the
ramification points are isolated, it does not vanish so that one may solve the above equations
for δxn. The ramification points x
′
n are mapped to
z′n = z
′(xn + δxn) = zn +
δω2
ω1
(xn) − zn δω
1
ω1
(xn) . (5.28)
We infer that
δzn ≡ z′n − zn =
δω2
ω1
(xn) − zn δω
1
ω1
(xn) (5.29)
are the variations of zn corresponding to the Beltrami differential δµ.
We may now find the values of the Hitchin Hamiltonians hδµ =
∫
Σ hp2 δµ related to the
Beltrami differentials. Note that, by virtue of Eqs. (5.25) and (5.24),
∂(δz) ≡ ∂ (z′ − z) = ∂ (δω2)/ω1 − z ∂ (δω1)/ω1 = −∂ (ω2δµ)/ω1
+ z ∂ (ω1δµ)/ω1 = −∂ (z ω1δµ)/ω1 + z ∂ (ω1δµ)/ω1 = (dz) δµ . (5.30)
A straightforward integration by parts over the region in Σ without small balls around the
Weierstrass points xn and around 2 points at infinity gives now:
hδµ =
∫
Σ
6∑
n=1
hn
z − zn (
dz
2πi
)2δµ = (
1
2πi
)2
∫
Σ
6∑
n=1
hn
z − zn dz ∂(δz)
=
1
πi
6∑
n=1
hn δzn . (5.31)
The comparison with Eq. (3.8) shows an additional factor 2 which comes from the double
covering.
5.6. Relation to Neumann systems
The Poisson-commutation of the Hamiltonians hn (of which any 3 give independent action
variables of our integrable system) is equivalent to the CYB-like equations
{ rnm
zn − zm ,
rmp
zm − zp } + cycl. = 0 , {
rnm
zn − zm ,
rpq
zp − zq } = 0 (5.32)
for {n,m} ∩ {p, q} = ∅. The above relations may may be directly checked, as noticed in
[73]. The more recent observations of the paper [72] on the Knizhnik-Zamolodchikov-Bernard
connection in the same setup (see below) permit to identify the integrable system with the
Hamiltonians hn of Eq. (5.18): it is a modified version of the classical genus 2 Neumann
systems [120, 114, 11] whose original version is also rooted in the modular geometry of hy-
perelliptic curves. This goes as follows.
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The phase space T ∗P3 (without the zero section) may be identified with the coadjoint orbit
O1 of the complex group SL4 composed of the traceless rank 1 matrices |q〉〈p|. The action of
SL4 in ∧2C4 preserves the quadratic form induced by the exterior product on ∧2C4 and the
identification ∧4C4 ∼= C1. It leads to the double covering SL4 → SO6 if we choose in ∧2C4
the Plu¨cker basis turning the quadratic form into the sum of squares. The inverse relation is
the complexified version of the twistor calculus. Upon the identification of sl4 with so6, the
coadjoint orbit O1 becomes the one composed of (complex) rank 2 antisymmetric matrices
J = (Jnm) of square zero: J
2 = 0. Such matrices are of the form Jnm = QnPm − PnQm with
vectors P,Q ∈ C6 spanning an isotropic subspace, i.e. with Q2 = Q ·P = P 2 = 0. Given (q, p)
with q · p = 0, in order to find the corresponding pair (Q,P ), it is enough to complete vector
q to a basis (q, f1, f2, f3) of C
4 s.t. f1 · p = f2 · p = 0 and f3 · p = 1 and to set
Q = q ∧ f1 , R = f2 ∧ f3 , P = q ∧ f2/Q · R (5.33)
in the language of ∧2C4 ∼= C6. In the Plu¨cker coordinates, we may take
Q1 = −(q1p3 + q4p2) , Q2 = i(q1p3 − q4p2) , Q3 = −i(q1p2 + q4p3) ,
Q4 = q1p2 − q4p3 , Q5 = q2p2 + q3p3 , Q6 = i(q2p2 + q3p3) ,
P1 = −12 q2p4+q3p1q2p2+q3p3 , P2 = i2
q2p4−q3p1
q2p2+q3p3
, P3 =
i
2
q3p4+q2p1
q2p2+q3p3
,
P4 = −12 q3p4−q2p1q2p2+q3p3 , P5 = 12 , P6 = − i2
where q1 ≡ q(0,0), q2 ≡ q( 1
2
,0), q3 ≡ q(0, 1
2
), q4 ≡ q( 1
2
, 1
2
) and similarly for p’s. In terms of (Q,P ),
the symplectic form is dP · dQ. The functions Jnm on O1 have the Poisson bracket
{Jnm, Jmp} = −Jnp for n,m, p different, (5.34)
{Jnm, Jpq} = 0 for n,m, p, q different (5.35)
A straightforward check shows now that
J12 =
i
2
(q1p1 + q2p2 − q3p3 − q4p4) , J13 = − i2 (q1p4 − q2p3 − q3p2 − q4p1) ,
J14 =
1
2
(q1p4 + q2p3 − q3p2 − q4p1) , J15 = −12 (q1p3 − q2p4 − q3p1 + q4p2) ,
J16 =
i
2
(q1p3 + q2p4 + q3p1 + q4p2) , J23 = −12 (q1p4 − q2p3 + q3p2 − q4p1) ,
J24 = − i2 (q1p4 + q2p3 + q3p2 + q4p1) , J25 =
i
2
(q1p3 − q2p4 + q3p1 − q4p2) , (5.36)
J26 =
1
2
(q1p3 + q2p4 − q3p1 − q4p2) , J34 = − i2 (q1p1 − q2p2 + q3p3 − q4p4) ,
J35 = − i2 (q1p2 + q2p1 + q3p4 + q4p3) , J36 = −
1
2
(q1p2 − q2p1 − q3p4 + q4p3) ,
J45 =
1
2
(q1p2 − q2p1 + q3p4 − q4p3) , J46 = − i2 (q1p2 + q2p1 − q3p4 − q4p3) ,
J56 =
i
2
(q1p1 − q2p2 − q3p3 + q4p4)
and that
rnm = −14 (Jnm)2 . (5.37)
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The equations (5.32) assuring that the Hamiltonians hn = −14
∑
m6=n
J 2nm
zn−zm Poisson-commute
follow directly from the so6 algebra (5.34), (5.35). The original Neumann systems are very
similar but involve the coadjoint orbits of SON composed from rank 2 antisymmetric matrices
of square 6= 0 [11]. Such orbits, contrary to the one we consider, have nontrivial standard real
forms.
5.7. Lax matrix approach
Although the change of the orbit modifies dimensional counts and many details, the methods
used in the analysis of the Neumann systems, in particular the Lax method developed in [11],
generalize with minor variations to our system and permit to find explicitly the angle variables
of the genus 2 Hitchin system. The Lax matrix may be taken as L(ζ) = (Lnm(ζ)) with
Lnm(ζ) = ζ Jnm + znδnm . (5.38)
As in [11], the Poisson brackets (5.34), (5.35) may be rewritten in the matrix form as
{L(ζ)⊗ 1, 1⊗ L(ζ ′)} = [L(ζ)⊗ 1, r−(ζ, ζ ′)] − [1⊗ L(ζ ′), r+(ζ, ζ ′)] (5.39)
where the r-matrices
r±(ζ, ζ ′) = ζ ζ
′
ζ+ζ′
C ± ζ ζ′
ζ−ζ′ T (5.40)
with Cmn,qp = δmqδnp and Tmn,qp = δmpδnq satisfy the CYBE. The above form of the Poisson
bracket implies immediately that
{trL(ζ)ℓ , trL(ζ ′)ℓ′ } = 0 (5.41)
for all ζ, ζ ′. Since
d2
d2ζ
trL(0)ℓ = 2ℓ
6∑
n,m=1
n6=m
z ℓ−1n
J 2nm
zn − zm , (5.42)
the Hamiltonians hn = −14
∑
m6=n
J 2nm
zn−zm may be expressed as combinations of the quantities
trL(ζ)ℓ. It is not difficult to see that the converse is also true.
More generally, Eq. (5.40) implies that
{trL(ζ)ℓ , L(ζ ′)} = [Mℓ(ζ, ζ ′), L(ζ ′)] (5.43)
with
Mℓ(ζ, ζ
′) = ℓ ζ ζ
′
ζ−ζ′ L(ζ)
ℓ−1 + ℓ ζ ζ
′
ζ+ζ′
L(−ζ)ℓ−1 . (5.44)
It follows that the commuting time evolutions of the Lax matrix L(ζ) generated by the
Hamiltonians hn,
δnL(ζ) = {hn , L(ζ)} δtn , (5.45)
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are isospectral. In other words, the spectral curve S given by the characteristic equation
det (L(ζ)− z) = 0 (5.46)
is left invariant by the dynamics generated by any of the Hamiltonians hn. An easy calculation
using the fact that the matrix J has rank 2 gives
det (L(ζ)− z) =
6∏
n=1
(z − zn)
(
1 +
1
2
ζ2
6∑
n,m=1
n6=m
J 2nm
(z − zn)(z − zm)
)
. (5.47)
Upon the substitution σ = 1iζ
∏
n(z − zn), the characteristic equation (5.46) becomes
σ2 =
1
2
6∏
n=1
(z − zn)2
6∑
n,m=1
n6=m
J 2nm
(z − zn)(z − zm) ≡ P (z) . (5.48)
Since P (z) is a polynomial in z of order 8 (see the remark after Eq. (5.19)), this is the equation
of a hyperelliptic curve S of genus 3 composed of pairs (σ, z) and 2 points p±∞ corresponding
to z = ∞. We shall consider only such points of the phase space that S is smooth. The
1,0-forms
Ωb = zb dz/σ (5.49)
with b = 0, 1, 2 form a basis of the abelian differentials on S .
We shall search for the eigenvectors X = (Xn) of the Lax matrix. This will allow to adapt
the arguments described in great detail in Sect. 4 of [114] to the present case. The eigenvector
equations
ζJnmXm = ζQn (P ·X)− ζPn (Q ·X) = (z − zn)Xn (5.50)
imply that
(z − zn)Xn = aQn + bPn . (5.51)
Upon multiplication by σ = 1i ζ
−1∏
n(z − zn), Eq. (5.50) becomes a system of 2 linear equa-
tions for a and b:
(σ + V )a + iW b = 0 ,
−iU a + (σ − V ) b = 0 (5.52)
where
U(z) =
6∏
n=1
(z − zn)
6∑
n=1
Q 2n
z − zn ,
V (z) = i
6∏
n=1
(z − zn)
6∑
n=1
QnPn
z − zn ,
W (z) =
6∏
n=1
(z − zn)
6∑
n=1
P 2n
z − zn (5.53)
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are 4th-order polynomials in z. The non-trivial solution exists if
σ2 = U(z)W (z) + V (z)2 = P (z) (5.54)
where the last equality follows by a straightforward check. The system (5.52) of linear equa-
tions defines a holomorphic line subbundle L of the rank 2 bundle W = C2 ⊗O(4p+∞ + 4p−∞)
over the hyperelliptic curve S (the coefficients behave as z4 at infinity). As solutions of (5.52)
we may take for example
a = σ − V (z) , b = i U(z) or a = −iW (z) , b = σ + V (z) . (5.55)
Since a and b are proportional to z4 at infinity, they define holomorphic sections of L ⊂ W
regular at p±∞. They vanish at four points
p′α = (V (z
′
α), z
′
α) or p
′′
α = (−V (z′′α), z′′α) , (5.56)
respectively, where z′α are the roots of U and z′′α are those of W . Hence the degree of the line
bundle L is equal to 4. H0(L) has dimension 2 and is spanned by the two solutions (5.55).
5.8. Angle variables
The knowledge of the bundle L may be encoded in the image w of L in the Jacobian J4(S )
under the Abel map:
w =
4∑
α=1
p′α∫
p0
Ω =
4∑
α=1
p′′α∫
p0
Ω (5.57)
were Ω = (Ωb) is the vector of the abelian differentials (5.49) on S and p0 is a fixed point
of S . Under the infinitesimal time evolution (5.45) inducing the changes δnU , δnV , δnW , of
the polynomials U, V,W , the image of the Abel map changes by
δnw
b =
4∑
α=1
z′α
b δnz
′
α
V (z′α)
= −
4∑
α=1
z′′α
b δnz
′′
α
V (z′′α)
. (5.58)
The variations of the zeros of U are
δnz
′
α = −
δnU(z
′
α)
U ′(z′α)
(5.59)
and similarly for δnz
′′
α. A direct calculation gives
δnU(z) = {hn , U(z)} δtn = 4 i
∏
m6=n
(zn − zm)−1 V (zn)U(z) − U(zn)V (z)
z − zn δtn , (5.60)
see [114], page 3.69. Hence
δnw
b = 4 i
∏
m6=n
(zn − zm)−1 U(zn) δtn
4∑
α=1
z′α
b
(z′α − zn) U ′(z′α)
. (5.61)
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The vanishing of the sum of residues of the meromorphic form z
b dz
(z−zn)U(z) implies that the
last sum is equal to −zbn U(zn)−1 so that
δwb = {wb , hn} δtn = 4i
∏
m6=n
(zn − zm)−1 zbn δtn (5.62)
which does not depend on the phase-space variables. We infer that the Hamiltonians hn
generate constant flows on the complex torus J4(S ) ∼= C3/Λ where Λ is the lattice of periods
of Ω. Modulo a constant linear transformation, the coordinates wb, b = 0, 1, 2, provide together
with 3 of the Hamiltonians hn a Darboux coordinate system for T
∗P3. We have thus found
the angle variables of the Hitchin system (as the angles of J4(S )).
It should be stressed that the above approach based on the Lax matrix is simpler then the
one obtained by following the general procedure for the Hitchin systems. In particular, Eq.
(1.7) giving the spectral curve C in the general approach is, as shown in [71],
ξ2 = − 4
6∏
n=1
(z − zn)
6∑
n,m=1
n6=m
J 2nm
(z − zn)(z − zm) (5.63)
to which one has to add the equation (5.2) of the original curve Σ of genus 2. C is of genus 5
and it is a ramified cover of both Σ (by forgetting ξ) and S (by setting σ = i
2
√
2
ξy). While
the general construction would give the angle variables as those of a 3-dimensional Prym
variety in the 5-dimensional Jacobian of degree −2 line bundles on C , the Lax approach gave
them as the angles of the degree 4 Jacobian of S .
5.9. KZB connection
The determinant bundle L over the moduli space Nss ∼= PΘ2 of the holomorphic SL2-
bundles over the genus 2 curve coincides with the dual of the tautological bundle on PΘ2 so
that H0(L k) is the space of homogeneous polynomials Ψ of degree k on the space Θ2. The
Lie algebra so6 acts in the space Θ2 by the first order differential operators, still denoted by
Jnm, satisfying the commutation relations (5.34), (5.35) with the Poisson bracket replaced by
the commutator. In the (p, q)-language they are obtained by replacing pn’s in the expressions
(5.36) for Jnm by −∂xn . The KZB connection for the case in question has been work out in
[72]. It takes the form (up to a scalar 1-form)
∇KZBδµ Ψ =
6∑
n=1
δzn (∂zn − 1κHn)Ψ , (5.64)
∇KZB
δµ
Ψ =
∑
n
δzn ∂zn Ψ (5.65)
where
Hn = − 12
6∑
m6=n
J 2nm
zn − zm (5.66)
so that 1kHn is a quantization of
2k
(2πi)2
hn obtained by the replacement Jnm 7→ 2πki Jnm in
the classical expression for hn. The quantum Hamiltonians Hn, n = 1, . . . , 6, are commuting
second order differential operators on Θ2 ∼= C4.
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§6. Conclusions
We have described above in explicit terms the Hitchin integrable systems and the Knizhnik-
Zamolodchikov-Bernard connection in the genus 0, 1 and 2 geometries, the last case only for
G = SL2 and with no punctures. The main original contribution of the paper is the construc-
tion of the angle variables of the genus 2 system. It is a modification of a similar construction,
based on the use of a Lax matrix, for the classical Neumann system. The diagonalization of
the quantized Hamiltonians Hn entering the genus 2 KZB connection for G = SL2 as well
as the identification of the genus 2 Hitchin systems with punctures and for different groups
remain open problems.
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