In this paper, we show that under a generic condition of the coefficient of a stochastic phase oscillator the Lyapunov exponent of the linearization along an arbitrary solution is always negative. Consequently, the generated random dynamical system exhibits a synchronization.
Introduction
Synchronization of oscillators under the presence of noise has been studied in the literature of Kuramoto theory of coupled limit cycles [Ku84] . The noiseinduced synchronization is first studied for pulse-noised oscillators whose phase response function is sinusoidal [Pi84] . The phase reduction of limit cycle oscillators coupled through common white Gaussean noise is proposed as a model of reliability of dynamics of spiking neurons, and its noise-induced phase synchronization is studied [TT04] . The phase reduction for stochastic oscillators are verified in the case of random telegraphic and pulse noise [NNT05, NANTK05] .
When noise is strong, desynchronization can be observed in stochastic coupled limit cycles [GP05a, GP05b] . Synchronization with colored noise is also studied [TT06, KFI12] . After that, the phase reduction of stochastic differential equation with limit cycles has been discussed [NAK07, YA08, TNE09, GTNE10] and it has been confirmed that for a stochastic phase oscillator involving small noise intensity, the Lyapunov exponent is negative. These results are mainly based on the uniformity of the invariant density.
In this paper, starting with phase oscillator equations, without the assumption of small noise intensity, and for almost arbitrary phase response functions, we are still able to show that the negativity of Lyapunov exponent of uncoupled limit cycle oscillator with common noise. Our result implies that we always have synchronization in uncoupled limit cycles with common noise if stochastic phase reduction is possible.
The paper is organized as follows: Section 2 consists of two parts. In the first part, we introduce a model of stochastic phase oscillator and some fundamental concepts. The second part is devoted to state the main result of the paper. The proof of the main result is given in Section 3.
Preliminaries and main results

Stochastic phase oscillator
Consider the following model of Stratonovich stochastic phase oscillator
where ρ > 0 and f : [0, 2π] → R is a smooth 2π-periodic function. An equivalent equation of (1) in Ito stochastic differential equation is given by
To study the sample-path properties of solutions of (1), it is convenient to work with the canonical space of Brownian motion, see e.g. [Ar98, Appendix A2]. Precisely, let Ω = C 0 (R ≥0 , R) denote the set of all continuous functions ω : R ≥0 → R satisfying that ω(0) = 0. Let Ω be equipped with the following metric
Denote by F the Borel σ-algebra of (Ω, κ) and P the Wiener measure on (Ω, F) such that W t (ω) := ω(t) is a Brownian motion on (Ω, F, P). Define the shift transformation θ t : Ω → Ω, where t ∈ R, by
It is well known that the solutions of (1) give rise to a random dynamical system ϕ :
which indicates that the coefficients of (1) satisfy the Hömander condition. Consequently, there exists a unique smooth stationary distribution ρ for the one-point motion ϕ(t, ω). Furthermore, the density p st of ρ satisfies the following Fokker-Planck equation
Note that the skew product flow (
is an ergodic flow preserving the product probability P × ρ. Then, by using Birkhoff's erogidic theorem, the Lyapunov exponent of the linearization of
for P × ρ − (ω, x) exists and is constant.
Statements of the main results
In the remaining of the paper, the function f is assumed to fulfill the following generic property:
(H1) The function f is not a constant function.
(H2) The graph of the function f and the zero function intersect transversally, i.e. f ′ (ϕ) = 0 for all ϕ ∈ N (f ), where
The first part of the main result of this paper indicates that the Lyapunov exponent of the linearization of the random dynamical system generated by (1) is negative.
Theorem 1 (Negativity of Lyapunov exponents of generic stochastic phase oscillators). Suppose that the assumptions (H1) and (H2) hold. Then, the Lyapunov exponent of the linearization of the random dynamical system ϕ generated by (1) defined as in (4) is strictly negative.
Next, we formulate in the following corollary a result on synchronization of the generated random dynamical systems from several point of views.
Corollary 2 (Synchronization of generic stochastic phase oscillators). Suppose that the assumptions (H1) and (H2) hold. Then, the following statements hold:
(ii) There exist a random fixed point a :
Proof. See [Ba91] .
Proof of the main result
Before going to the proof of the main result, we need the following preparatory materials. Note that the second part of the following proposition is named as Furtensberg-Khaminskii formula for the Lyapunov exponent of nonlinear stochastic differential equations, see [Ar98, Subsection 6.2.2]. To make the paper self-contained, we give a short proof of this formula.
Proposition 3. (i)
The density p st (ϕ) of the unique stationary measure of the Markov-process generated by (2) satisfies the following differential equation
where C is a constant.
(ii) The Lyapunov exponent of the linearization of random dynamical system generated by (2) is given by
Proof. (i) Using (3), the density function p st (ϕ) of the unique stationary measure of (2) satisfies the following equality
Consequently, there exists a constant C such that
Expanding the term ∂ ∂ϕ f (ϕ) 2 p st (ϕ) in the preceding equality completes the proof of this part.
(ii) The linearization along a fixed solution ϕ t of (1) is given by
Define r t := log |v t |. Then, the equation for r t is given by
The Ito form of this equation, see e.g. [CGK01, pp. 137-138], is
Therefore, the Lyapunov exponent λ = lim t→∞ 1 t r t can be computed as follows
The proof is complete.
Using the preceding proposition, we show in the following lemma that under the assumption (H1), the stationary distribution of (1) is not uniform on [0, 2π].
Lemma 4. Suppose that (H1) holds. Then, the density function p st is not constant.
Proof
which together with 2π-periodicity of f implies that ρ + πC = 0. Thus, f (ϕ) 2 is a constant function and this contradicts to (H1). The proof is complete.
Note that by continuity of the function f , the set N (f ) defined as in (5) is a closed subset of [0, 2π]. Furthermore, the assumption (H2) implies that the set N (f ) has no accumulation point. Consequently, the set N (f ) is either empty or finite. In what follows, we separate the proof of Theorem 1 into two cases:
• Non-vanishing noise: The set N (f ) is empty.
• Vanishing noise: The set N (f ) is not empty and finite.
Before going to the proof of the theorem for the non-vanishing noise, we need the following technical lemma.
Lemma 5. Let g : [0, 2π] → R >0 be an arbitrary continuous function. Then,
Proof. Let
Using the Hölder inequality, we obtain
Furthermore, the equality holds iff p st (·) is constant and using Lemma 4, the equality of (8) cannot hold. The proof is complete.
Proof of Theorem 1 for non-vanishing noise. In such a case, f (ϕ) = 0 for all ϕ ∈ [0, 2π]. Thus, the Fokker-Planck equation in (6) becomes an ordinary differential equation of the form
which implies that
Thus, from Proposition 3(ii) and the integration by parts formula we arrive at
On the other hand, taking the integral of both sides of (9) yields that
which together with (10) implies that
Next, we are applying Lemma 5 to indicate that λ < 0. For this purpose, we divide both sides of (9) by the term p st (ϕ) to obtain
.
Taking the integral of both sides of the preceding equality yields that
By virtue of Lemma 5, we have
which together with (12) implies that
Consequently, from (11) we derive that λ < 0 and the assertion is proved in this case.
The remaining of this paper is devoted to prove Theorem 1 in the vanishing noise case. In comparison to the non-vanishing noise case, the difficulty is that the equation (6) is an differential algebraic equation. To overcome this difficulty, we will treat (6) on different domains of ϕ in which f (ϕ) is non-vanishing. For this purpose, we need the following preparatory lemma.
Lemma 6. Let η < ζ be two consecutive elements of the set N (f ). Then, the following statements hold: 
(ii) The density function p st is not constant on the interval [η, ζ].
Proof. (i) Since η < ζ are two consecutive elements of N (f ) it follows that either f (ϕ) > 0 for all ϕ ∈ (η, ζ) or f (ϕ) < 0 for all ϕ ∈ (η, ζ). W.l.o.g. we assume that f (ϕ) > 0 for all ϕ ∈ (η, ζ). Using (H2), we obtain that
Thus, there exists δ ∈ (0, 
Then, r is strictly increasing and smooth function and satisfies (13).
(ii) Suppose a contrary that the function
. This together with the fact that f (η) = 0 implies that f (ϕ) = 0 for all ϕ ∈ [η, ζ]. This leads to a contradiction and the proof is complete.
Proof of Theorem 1 for vanishing noise. In such a case, the set N (f ) has a finite element, i.e.
Replacing the function f (·) by f (·−ϕ 0 ), if necessary, we can assume without affecting the proof that ϕ 0 = 0 and therefore ϕ k = 2π. Next, by Proposition 3, to show λ < 0 it is sufficient to prove the following statement for all i = 0, . . . , k − 1
where
For this purpose, we choose and fix i ∈ {0, . . . , k − 1}. Using the integration by parts formula, we obtain
By virtue of Lemma 6, there exists δ * ∈ (0, ζ−η 2 ) and a smooth function r : [0, δ * ) → satisfying that r(0) = 0 and
By definition of ϕ i , ϕ i+1 and the set N (f ), we have f (ϕ) = 0 for all ϕ ∈On the other hand, replacing ϕ = ϕ i and ϕ = ϕ i+1 in (6) yield that
Consequently,
By (17) we have
for ϕ ∈ (ϕ i , ϕ i+1 ).
Taking the integral of both sides from ϕ i + δ to ϕ i+1 − r(δ) gives that ln p st (ϕ i+1 − r(δ)) − ln p st (ϕ i + δ)
dϕ. Adding this equality to both sides of (19) implies that 
