Abstract. In the inverse problem of the calculus of variations one is asked to find a Lagrangian and a multiplier so that a given differential equation, after multiplying with the multiplier, becomes the Euler-Lagrange equation for the Lagrangian. An answer to this problem for the case of a scalar ordinary differential equation of order 2n, n ≥ 2, is proposed.
1. Introduction 1.1. The Multiplier Problem. Let L(x, p 0 , p 1 , . . . , p n ) be a given smooth function. The Euler-Lagrange equation for the Lagrangian L(x, u, u ′ , . . . , u (n) ) is given by
This is a differential equation with leading term L pnpn (x, u, . . . , u (n) )u (2n) . The multiplier problem in the calculus of variations asks a converse question. Given a differential equation, say, (1.2) u (2n) (x) − f x, u(x), . . . , u (2n−1) (x) = 0.
When is there a Lagrangian L(x, p 0 , p 1 , . . . , p n ) of order n and some positive multiplier ρ(x) such that
holds for all smooth functions u?
By comparing this equation with (1.1), we know that the variational multiplier ρ must have the same order of dependence as the Lagrangian L when L is nondegenerate, that is, L pnpn (x, p 0 , . . . , p n ) is non-zero. Using the fact that (1.3) must hold for all functions, (1.3) is essentially a single partial differential equation for two unknowns L and ρ in (x, p 0 , . . . , p n ). (A precise formulation would require extra independent variables p n+1 , . . . , p 2n to take care of the higher derivatives of u.)
Later we will see the multiplier is determined by the Lagrangian and the Lagrangian satisfies an overdetermined system of linear partial differential equations when n ≥ 2. The solvability of this overdetermined system depends on the order, or now the number of independent variables in it. When the order is two, that is, n = 1, the equation for L is not overdetermined and a variational multiplier always exists. This is a classical result of Darboux [5] . The next case n = 2 comes much later. Adapting the modern approach by Anderson-Thompson [3] , in 1996 Fels [7] discovers two quantities involving the partial derivatives of f and shows that their vanishing is necessary and sufficient for the existence of a variational multiplier for a fourth order equation. Subsequently, the problem is solved for sixth and eighth order equations by Juráš [8] in the spirit of [7] . Instead of two vanishing quantities, there are three and five quantities for sixth and eighth order equations respectively. It is expected there are more and more vanishing quantities in the necessary and sufficient conditions as the order of the equation increases.
In this paper we propose a solution to the multiplier problem for all 2n-order equations. We will show that (1.3) possesses a solution if and only if f assumes a certain integral form involving with some Euler-Lagrange operators (defined below) and n+2 many free functions as parameters. Moreover, when this happens, L and ρ are also given in integral forms depending on these operators and free functions. This is different from all previous works. The reason lies on the methodology; in contrast to sophisticated tools such as Cartan's equivalence method and variational bicomplex employed in [7] and [8] , our approach is completely elementary.
Notations.
To state our results, we first fix some notations. Throughout the paper, unless otherwise specified, the subscript of a function denotes the highest order of derivatives that it depends on. For example, a function L 2 is understood to be L 2 (x, p 0 , p 1 , p 2 ). Occasionally, a function depending only on x is given a subscript −1. We write ∂ k = ∂ p k .
For a smooth function F depending on p k (k ≥ 0), we denote the first and second anti-derivatives of F with respect to p k respectively by F (x, p 1 , . . . , p k−1 ,p k , p k+1 , . . . ) dp k dp k .
Similar notations apply to anti-derivatives with respect to x. It is clear from the definition that ∂ n and D m do not commute if m ≥ n > 0. In fact, by the product rule,
This formula will be used freely throughout this paper.
Note that the Euler-Lagrange equation for the Lagrangian L n of order n is given by E n 2n L n = 0, see Lemma 2.1 below. In terms of these notations and according to Lemma 2.1, the multiplier problem is now expressed as, to find L n and ρ n such that
holds for all (x, p 0 , p 1 , · · · , p 2n ).
1.3.
Motivations. To gain some insight into this problem, let us consider the case n = 2. By expanding (1.4)(n = 2), we have
By comparing the coefficient of p 4 , we find that ρ 2 = L p 2 p 2 and the remaining terms become a single linear partial differential equation for L:
Observing that the independent variables in this equation are (x, p 0 , p 1 , p 2 , p 3 ) and yet we are looking for L which depends only on (x, p 0 , p 1 , p 2 ), there is another equation that L must satisfy, namely, L p 3 = 0. Thus L satisfies an overdetermined system of two linear partial differential equations. In general, the Lagrangian L n , n ≥ 3, satisfies n many equations where one is the analog of Φ[L] = 0 and the others are L p n+1 = L p n+2 = · · · = L p 2n−1 = 0. One needs to find out the constraints on f 2n−1 to solve (1.4).
1.4. Main Results. We first state our result for fourth order equations. Theorem 1.2. Consider n = 2 in (1.4). Suppose that (1.4)(n = 2) is solved for some L 2 and ρ 2 . There are functions R 2 , f 0 , f 1 and N 1 such that
Conversely, given any functions R 2 , f 0 , f 1 and N 1 , the functions f 3 , L 2 , and ρ 2 defined in (1.5) solves (1.4).
For the general case, we have Theorem 1.3. Consider (1.4) for n ≥ 3. Suppose that (1.4) is solved for some L n and ρ n . There are functions R n , (f k ) 0≤k≤n−1 and N n−1 such that
Conversely, given any functions R n , (f k ) 0≤k≤n−1 and N n−1 , the functions f 2n−1 , L n and ρ n defined in (1.6) solves (1.4). Theorem 1.2 and Theorem 1.3 are very similar except that f 3 is quadratic in p 3 while f 2n−1 , n ≥ 3, is linear in p 2n−1 . This paper is organized as follows. In Section 2 we collect some elementary while useful properties of the differential operators D m and E n m . In Section 3 we give a detailed proof of Theorem 1.2. Since the form of the solution is quite different from those obtained in [7] , we verify that the solution given here satisfies Fels' conditions in Section 4. We treat the general case in Section 5. In Section 6 we establish the analogues of Theorems 1.2 and 1.3 when the Lagrangian could be of order higher than n. Based on the form of our solution, we present in Section 7 an algorithm to check whether a given equation (1.2) has a variational multiplier or not. In the last section we mention an application in the study of parabolic partial differential equations.
We refer the reader to Anderson-Thompson [3] for a clear account of the background and results on the multiplier problem for ordinary differential equations. Related results can be found in [6] , [9] and [11] . In general, the multiplier problem belongs to the inverse problem of the calculus of variations and it makes sense for partial differential equations. The reader may consult Olver [12] and Saunders [13] for further information. The works Anderson-Duchamp [1] and [2] contain results on the multiplier problem for partial differential equations.
Auxiliary Results

2.1.
Properties of the Differential Operators. We observe that the variational multiplier problem is formulated in terms of the operator E n 2n .
Proof. By linearity, it suffices to show that for
Since the left hand side depends on derivatives up to order n + k ≤ 2n, each d/dx can be replaced by D 2n .
In the following we list some elementary properties and auxiliary results for the fourth order problem, i.e. when n = 2. 
(c) (Reducing the Euler-Lagrange operators)
Proof. Parts (a) and (b) follow from Definition 1. 
The proof, which resembles the standard inductive proof of the binomial theorem, is postponed to the appendix.
The generalization is very similar if one has higher partial derivatives on the left. For our purpose, one with a second derivative is enough.
The proof is straightforward.
To state a formula for the pure power D We also define its weighted additive norm by
and its weighted multiplicative norm by
From now on, in any summation over a multi-index I, we implicitly require I ≥ 0. 
A simple while non-trivial example is
in the case n = 2, where I ranges over 
Proof. We compute, by definition and Lemma 2.2(a),
Solvability of the Linear Equation.
The following lemma is a key step to solving the multiplier problem once the main term is taken out. We recall that the subscript notation is given in Section 1.2.
Lemma 2.7 (Integrating the linear equation).
Suppose n ≥ −1. The equation
has a solution with ρ n > 0 if and only if there exists a function R n such that
Proof. The "if" part follows from the exponential chain rule,
which is valid because of the linearity of D n+1 and the chain rule for partial derivatives.
We prove the "only if" part by induction on n.
In this case, ρ −1 = C exp − x g 0 for some positive constant C. We can simply
Assume the result holds for n and let D n+2 ρ n+1 + g n+2 ρ n+1 = 0 have a solution ρ n+1 > 0. Since the first term is linear in p n+2 , applying ∂ n+2 twice to the equation
Solving the first equation,
α n+1 ρ n for some positive function ρ n > 0. Substituting this into the second one, we have
By the induction hypothesis, there exists some R n such that ρ n = e −Rn and
α n+1 , we have ρ n+1 = e −R n+1 and
By induction, the result holds for all n ≥ −1.
The Fourth Order Equation
Ideas in the proof of Theorem 1.2 can be outlined as follows. First,
by comparing the coefficients of p 4 on both sides of (1.4)(n = 2). Then, by expanding the right hand side of (1.4), the highest order terms, that is, those terms involving p 3 , in f 3 can be obtained. Eventually the form of f 3 can be revealed completely by further extracting the highest order terms in the Euler-Lagrange operators.
Proof of Theorem 1.2. We will establish the equivalence of the following four statements. Theorem 1.2 follows by the equivalence of (a) and (d).
(a) There exist ρ 2 , f 3 and L 2 such that (1.4)(n = 2) holds, that is,
Before providing the details, we point out that the equivalence of (a) and (b) already yields a solution of the multiplier problem. However, (1.5) gives a more explicit form for f 3 , using which we can check whether or not (1.4)(n = 2) has a solution by the algorithm we state in the last section.
(a) ⇒ (b): Let L 2 and ρ 2 solve (2.1). To extract the terms involving p 4 , we recall from Lemma 2.2(c) that
To see the dependence of f 3 on p 3 , we use the second equation in Lemma 2.2(c) to obtain
Differentiating both sides with respect to p 3 , we have
by the above system, or
Applying Lemma 2.7, we see that this equation is solvable if and only if there exists a function R 2 (x, p 0 , p 1 , p 2 ) such that ρ 2 = e −R 2 and
Hence,
and so
(b) ⇒ (a): Putting (3.2) into (3.1) and using the above calculations, we have
, we consider, in a rather tricky way,
Putting these back into (3.2), (3.3) follows.
(c) ⇒ (b): When (3.3) holds, we can simply define L 1 by (3.5) to obtain (3.2).
, we obtain the formula for f 3 in (1.5), and
for some function L −1 (x), which implies
This is precisely the expression for L 2 in (1.5) once we set
The proof of Theorem 1.2 is completed.
Consistency with Fels' Conditions
In [7] it is shown that there are a non-degenerate Lagrangian 
As pointed out before, whenever ρ 3 (p 4 −f 3 ) = E 2 4 L 2 holds for some ρ 3 , ρ 3 is up to second order and we could replace it by ρ 2 . To show the consistency of our results with Fels' conditions, we need to verify that the solution given in (1.5) satisfies T 5 = I 1 = 0. As f 3 is quadratic in p 3 , T 5 = 0 holds trivially. It suffices to verify that I 1 vanishes. By verifying this, we see that (1.5) essentially gives the general solution to the system of non-linear partial differential equations given by T 5 = I 1 = 0.
for some functions R 2 , f 1 and f 0 , then I 1 = 0.
We begin with a lemma.
Lemma 4.2 (Preliminary calculations)
. We have 
We simply have 
Proof of Proposition 4.1. By direct computations, if we write f 3 = Ap 2 3 +2Bp 3 +C, where A = ∂ 2 R 2 , B = D 2 R 2 and C satisfies
we have
First of all, the coefficient of p
which vanishes since the last bracket does. Therefore, it suffices to show that both the coefficient of p 3 and the zero order term are identically zero, that is,
To verify (4.2), we differentiate (4.1) with respect to p 2 once and twice to obtain
and
respectively. Factoring out e −R 2 in the left hand side of the last equality, and applying Lemma 4.2(a) to the right hand side, we have
from which (4.2) follows.
To verify (4.3), we recall (4.4) and compute
as well as
We rewrite the last formula as
Now, putting things together, we have
(by Lemma 4.2(c))
and (4.3) follows.
We have, therefore, verified that our solution (1.5) fulfills Fels' conditions.
The Higher Order Equation
A comparison between Theorems 1.2 and 1.3 reveals that (1.6) can be seen as a direct generalization of (1.5) except that f 3 is quadratic in p 3 whereas for n ≥ 3, f 2n−1 is linear in p 2n−1 . This results from the simple fact that 2n − 1 = n + 1 if and only if n = 2. One may compare (3.4) and (5.6).
The proof for Theorem 1.3 differs from that of Theorem 1.2 in two ways. Firstly, we need a systematic way to extract the highest order terms, that is, to reduce the value of m in an expression involving E We remind the readers that the subscript notation for functions is explained in Section 1.2.
Conversely, given f n−1 , L n−1 , L n−2 and L n−2 , there exists L n−1 such that (5.1) holds.
Proof. Consider
We emphasize that in the last line, the multi-index I depends on k and has (2n−2) elements,
However, in the following we will suppress the dependence for simplicity and consider its elements I = (i 2n−3 , . . . , i n , i n−1 , i n−2 , . . . , i 0 ).
In fact, only a few terms in the summations remain. To see this, since the function L n−1 p n + L n−1 depends only up to p n , we may assume i 2n−3 = · · · = i n+1 = 0. Moreover, we also have i n = 0 in the case k = n, because the function to be differentiated is linear in p n . Recalling the definition of I , the condition 0 < I ≤ k is actually highly restrictive:
Clearly, i n−3 = · · · = i 0 = 0 also holds true. One observes that it has exactly five solutions in (k, i n , i n−1 , i n−2 ), as tabulated below.
Hence, the difference we consider above becomes
for some functions L n−2 and L n−2 . Using Lemma 2.6, we have
Therefore,
We expand similarly
Proceeding as above, we arrive at the inequalities
The only two solutions are (k, i n−1 , i n−2 ) = (n − 2, 1, 0) and (n − 1, 0, 1). By symmetry and the alternating sign (−1) k , these non-zero terms cancel each other and we obtain 5.1. Proof of Theorem 1.3. Similar to the proof of Theorem 1.2, we will show the equivalence of the following statements, where n ≥ 3.
Conversely, given any
(a) There exist ρ n , f 2n−1 and L n such that (1.4) holds, that is,
Note that the equivalence of (c) and (d) corresponds to that of (b) and (d) in the proof of Theorem 1.2.
(a) ⇒ (b): Suppose (1.4) has a solution. In the same spirit of the proof of Lemma 5.1, we expand
has a unique solution (k, i n ) = (n, 1) with all other i j 's vanishing. The coefficient is a
Of the three solutions (k, i n , i n−1 ) = (n, 1, 0), (n, 0, 1) and (n − 1, 1, 0) , the last two yield cancelling terms. This gives
Therefore, (1.4) can be rewritten as
Substituting the first equation into the second and differentiating both sides with respect to p 2n−1 , we have
In particular, we infer that ∂ 2n−1 f 2n−1 depends on at most p n+1 . By Lemma 2.7, this equation is solvable if and only if there exists R n such that ρ n = e −Rn and
We have proved that (5.4) holds. 
We wish to show, by induction, that (5.4) is equivalent to the following statement for any ℓ with 2 ≤ ℓ ≤ n (call it P (ℓ)): there exist functions (
Clearly, P (n) is vacuously true. Assume that P (ℓ) is true, where 3 ≤ ℓ ≤ n. Then by Lemma 5.1, there exist functions
which shows that the P (ℓ − 1) is also true. On the other hand, if P (ℓ − 1) is true, then the above formulas and the converse part of Lemma 5.1 imply that P (ℓ) is true. Therefore, the statements P (n), P (n − 1), . . . , P (2) are all equivalent. 
Putting these back into the above equalities, we obtain the required formula for f 2n−1 and
where we have let
Then take also L 1 = ∂ 1 N 1 and
Using the calculations in the implication (c) ⇒ (d), one can check that
These equalities imply (5.5). The proof is completed.
Relaxation on the Order of the Lagrangian
The formulation of the multiplier problem in (1.4) is partially based on the assumption that we are looking for a non-degenerate Lagrangian and a multiplier for (1.2). Taking into account possible degeneracy in the Lagrangian, here we consider a slightly general situation, namely, the Lagrangian could have order greater than n when the order of the equation is 2n. It turns out that the form of the solution of the multiplier problem remains almost the same. In other words, we do not recover extra variational differential equations of the form ( 
Conversely, given any functions R 2 , f 0 , f 1 and N m−1 , the functions defined in (6.2) satisfy (6.1). 
Conversely, given any functions R n , (f k ) 0≤k≤n−1 and N m−1 , the functions defined in (6.4) satisfy (6.3).
The following consequence of Lemma 2.6 is essential in the proof of these theorems.
Proof. By Lemma 2.6,
Besides, the calculations in the proof of (a) ⇒ (b) in Theorem 1.3 is useful. We formulate it as a lemma.
Since the proofs of Theorems 6.1 and 6.2 are essentially the same, we will only prove Theorem 6.2.
Proof. We proceed by induction on m. When m = n, (6.3) reads as
n ∂ 2 n L n depends only up to p n and we can write ρ 2n−1 = ρ n . Now, Theorem 1.3 gives the solution of (6.3) in the stated form.
Assuming the result holds for some m ≥ n, we consider the equation
The left hand side depends on only up to p 2n while the right hand side can be expanded, using Lemma 6.4 again, as
By Lemma 6.3, we arrive at
By the induction hypothesis, it admits a solution where f 2n−1 , L m and ρ 2n−1 are given by
where R n , (f j ) 0≤j≤n−1 and N m−1 are free. The inductive step is completed upon observing
An Algorithm for Variationality
Based on the proof of Lemma 2.7 and the form of the solution stated in Theorems 1.2 and 1.3, here we describe an algorithm to determine whether a given differential equation (1.2), or, u (2n) = f 2n−1 [u] , admits a variational multiplier. It is affirmative only if all the following steps are checked successively.
In this algorithm, Step (1) checks whether the (2n − 1)-th derivative of f 2n−1 depends only up to p n+1 . Steps (2) and (3) check the existence of R n . Note that ∂ k g k and g k − ∂ k g k · p k correspond respectively to α k−1 and β k−1 in the proof of Lemma 2.7. In the rest of the algorithm, we may think of h 2n−2−2j (0 ≤ j ≤ n − 1) as
thus ∂ 2n−2−2j h 2n−2−2j as f n−1−j .
Algorithm
Step (1): If n ≥ 3, check whether ∂ k ∂ 2n−1 f 2n−1 = 0, for all n + 2 ≤ k ≤ 2n − 1. If so, write
If n = 2, define
and proceed directly to Step (2).
Step (2): For k = n + 1, n, . . . , 1, perform the followings:
Step (3): Check whether ∂ 0 g 0 = 0. If so, write
Step (4): For j = 1, 2, . . . , n − 1, perform the followings: Substep (j): Check whether ∂ 2n+1−2j h 2n−2j = 0 and
Step (5): Check whether ∂ 1 h 0 = 0. If so, all is done and the given differential equation admits a variational multiplier ρ n = e −Rn .
Remark 7.1. We remark that, as opposed to Fels and Juráš's approach, we have more (in fact, n 2 + n + 1), yet linear in the highest order, vanishing quantities in the necessary and sufficient condition for (1.2) to be variational.
An Application in Parabolic PDE's
We were led to the multiplier problem by the study of the parabolic problem
where a is always positive. The equation is subject to the boundary conditions Theorem (Zelenyak [14] ). Any globally bounded solution of (8.1)-(8.2) converges uniformly to a steady state.
An essential ingredient in his proof is that there is always some L(x, u, u x ) and positive ρ(x, u, u x ) such that the first variation for together with some boundary conditions. When there is a positive multiplier for this problem, one may construct a Liapunov functional and extend Zelenyak's argument to fourth order equations. In the inverse problem of the calculus of variations, the boundary integrals arising in the derivation of the first variation formula are usually ignored. When applying to initial-boundary value problems, it works only if the boundary conditions are periodic. How to construct a multiplier whose corresponding Lagrangian adapts to some given boundary conditions is an interesting but rarely explored topic. Nevertheless, we point out that the Lagrangian and multiplier constructed in Theorem 1.2 is adapted to the Dirichlet boundary conditions u = u x = 0 at x = 0, 1. Using this fact, we are able to obtain a Zelenyak-type theorem for fourth order equations, see [4] for details. It is also clear that similar theorems can be obtained in the higher order cases. The details are left to the readers. The idea is simple -use Lemma 2.3 to move the single derivative ∂ m−1 in the second term to the far right and perform a shift in the "dummy" multi-index I. This is possible since the coefficient a Since (A.2) has a one-to-one correspondence to (A.3) when I is fixed, the total number of terms of the form (A.1) is given by a (k) I , as desired.
