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ABSTRACT
EFFICIENCY AND RELIABILITY ANALYSES OF AC AND 380V DC
DATA CENTERS
BIJEN RAJ SHRESTHA
2016
The rapid growth of the Internet has resulted in colossal increase in the number of
data centers. A data center consume a tremendous amount of electricity resulting in high
operation cost. Even a slight improvement in the power distribution system of a data
center could save millions of dollars in electricity bills. Benchmarks for both AC and
380V DC data centers are developed and efficiency analyses thereof have been performed
for an entire year. The efficiency of the power distribution system can be increased if
number of power conversion stages can be reduced and more efficient converters are used.
Use of wide band gap (WBG) converters will further improve the overall system
efficiency because of its high efficiency. The results shows that 380V DC data centers are
more efficient than AC data centers with and without PV integration. Using 380V DC
distribution system not only improve the efficiency of the system, but it saves millions of
dollars by decreasing system downtime. Maintaining high availability at all times is very
critical to data centers. The distribution system with higher number of series components
is more likely to fail, resulting in increased downtime. This study aims at comparing
reliabilities of AC against 380V DC architecture. Reliability assessment was done for both
AC and DC systems complying with Tier IV standard. The analysis was done for different
level of redundancy (eg. N, N+1, N+2) in the UPS system for both AC and DC systems.
Monte Carlo simulation method was used to perform the reliability calculations. The
simulation results showed that the 380V DC distribution system has higher level of
reliability than AC distribution system in data centers but only up to certain level of
redundancy in the UPS system. The reliability level of AC system will approach to that of
a DC system when a very high level of redundancy in the UPS system is considered, but
xvi
this will increase the overall cost of a data center.
1
CHAPTER 1 INTRODUCTION
1.1 Background
The energy consumption of data centers has greatly increased in recent years,
mainly because of the massive computing demands in many sectors of the economy, from
banking services in the financial industry to online sales service like Amazon to social
media such as Facebook. The servers and secondary support infrastructure required to run
these data centers consume significant amount of energy. It is estimated that data centers
consume about 3% of the world’s electricity production [1] and will double every 5
years [2]. Data centers will consume about 8% of the total world’s energy [3] by 2020 and
emit 340 metric megatons of CO2 annually [4]. Because of the increasing energy demand,
data centers require efficient and reliable power distribution infrastructure. The efficient
power distribution system is to account for increasing operational costs and adverse
environmental impact in terms carbon footprint of data centers. Furthermore, improving
data center’s efficiency not only provide economic benefits but also helps decreasing
carbon footprint as well as transmission line congestion in areas where transmission
capacity is limited. Because of the increasing dependence on Internet-based services, data
center’s availability and reliability side also needs to be improved. Data centers houses
servers that carry out critical applications and storage devices that stores critical data.
Maintaining high availability of electrical power at all times is required to reduce the
downtime of server racks and the overall data center as much as possible. Interruption in
data center’s power delivery system can be very expensive, easily escalate to millions of
dollars per hour [5].
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Figure 1.1. Average load breakdown of typical data centers.
In a typical data center, around half of the power is lost in power conversion,
distribution and cooling, and the remaining half is delivered to the IT load, resulting in the
power delivery efficiency of a data center below 50% [6]. The average load breakdown for
typical data centers is based on data provided by Lawrence Berkeley National Laboratory
(LBNL) as shown in Fig. 1.1 [7]. The server power flow is shown in Fig. 1.2. The reasons
for low data center efficiency is due to many cascaded power conversion stages and low
efficiency of each converter. Further more, all power dissipation is basically heat which
requires additional power to run cooling system for removal of excess heat. This further
lowers the overall efficiency. In order to attain high overall efficiency, all the power
conversion stages in the power distribution system should have the highest possible
efficiency.
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Figure 1.2. Power flow in a server.
High reliability requirement of a data center can be achieved by appropriate design
of the data center architecture for electric power distribution. To withstand contingency
conditions, the redundancy of the power delivery system should be increased. Use of more
than one main supplies, alternative energy sources such as solar and wind and stand-by
diesel and natural gas generators increases the power availability. Also, using redundant
power distribution paths ensures increased power availability to dual-chorded IT
equipments. Components having high reliability would improve the overall reliability of a
data center. Also, the power distribution path should have least number of converters with
high reliability for better overall reliability of the system. To evaluate various data center
facilities with regard to its uptime, Uptime Institute created the standard Tier
Classification System [8]. The Tiers (I to IV) are progressive. The higher Tiers fulfills the
requirements of all the lower tiers.
A data center’s critical load comprises of IT equipments such as servers, switches
and storage devices that are typically DC-based loads. The battery backup used in the
UPS systems, which are required during critical situations, are also based on DC. Hence,
implementation of a DC distribution system instead of AC distribution system results in
4
elimination of a number of conversion stages, thereby reducing the distribution losses
resulting in efficient distribution system [9]. The probability of failure to supply IT
equipment with electric power is low with reduced number of series connected power
converters in the power distribution path. Findings shows that the converters to be used in
DC data centers have low failure rates, hence, high availability [10]. The widely used
architecture used for power distribution in data centers is AC power distribution
architecture shown in Fig. 1.3. The power path contains uninterruptible power supply
(UPS), power distribution unit (PDU), power supply unit (PSU) and voltage regulator
(VR). Fig. 1.4 shows the facility level DC power distribution architecture where the
number of power conversion stages is two as opposed to five in conventional AC
distribution architecture.
AC/DC
DC/DC
VR
Fan
Computing 
load380V
DC
208V
ACMV
12V
AC/DC DC/AC480VAC
Bypass
Figure 1.3. Conventional 480V AC power distribution architecture.
DC/DC
VR
Fan
Computing 
load
380V
DCMV
12V
AC/DC480VAC
380V DC
Figure 1.4. 380V DC power distribution architecture.
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There are only few standards for DC voltages, such as the 12V standard in vehicles
and 5V standard for series bus devices. For higher power applications, widely adopted
higher voltage standard must be developed. The most commonly used distribution system
in the telecommunications network is based on 48V DC [11]. As the power density of
data centers is in the range of hundreds of megawatts as compared to telecommunication
systems, which ranges from hundreds of kilowatts to a few megawatts only, employing
rack level 48V DC system in data centers distribution architecture would result in a very
large I2R loss, making the system less efficient. This loss can be eliminated by increasing
the cable size, however, shortage of space for cables in a data center due its size requires
additional space, also, the increase in cost of copper cables could lead to large capital cost.
Another solution can be the introduction of high voltage DC system (HVDC) in data
center’s distribution system. For the same power, the current requirement is much smaller.
The I2R loss will be comparatively less, and the cable size will be reduced. A finding
shows that the volume of copper cable required in HVDC system is fifteen times smaller
than 48V DC systems to transmit 100kW [12].
One way to improve the overall efficiency of a data center is to reduce the number
of power conversion stages in the power distribution path, an alternative way is to use the
power converters with highest possible efficiencies. Implementing HVDC powering
option with high efficiency converters will result in significant increase in the overall
efficiency. Recently, instead of using Si-based converters, wide band gap (WBG) power
semiconductor devices such as silicon carbide (SiC) and gallium nitride (GaN) have
become available. The properties of WBG devices such as higher blocking voltage, lower
on-state resistance and faster switching speed allows higher switching frequency and
6
lower device loss with the power converters. Researches shows an improvement in the
efficiency of DC UPS and PSU [13], [14]. The application of WBG power converters in
data centers is expected to bring improvement in the overall efficiency of the data center
power distribution path. The design of WBG power converters is out of scope of this
study. The loss model is developed using the loss data of the converters extracted
from [13], [14].
Even though the vast majority of the products used for household purposes and IT
loads data centers use DC energy, these loads can not be plugged in to 12V, 48V or 380V
DC outlets. The 380V DC standardization in data center is quite new. A large number of
companies such as EMerge Alliance and APC are working to provide the products
complying with 380V DC standard for data center application.
Utility is the primary source of electric power. During utility power outage, diesel
and natural gas generators are employed as backup sources. Coal and gas plants are the
dominant sources of electricity in the U.S. The increasing data center power demand will
produce large carbon emission and result high cost. Two major concerns: environmental
concerns and the energy prices impel data centers to build green data centers, which
partially or completely use renewable sources, such as solar and wind. The penetration of
solar and wind energy in the US is below 1%, however, the Department of Energy (DoE)
has targeted a penetration of up to 15% by 2035 [12]. Integration of renewable sources
can bring down the energy price and reduce carbon footprint, but the challenge is their
intermittent nature.
Recently, a number of large data center owners have been planning to operate their
cloud-scale data centers with renewable energy integration. In small scale, University of
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Mass at Amherst have built Blink [4], which is powered by two micro wind turbines and
two solar panels. In large scalse, Apple has already employed two large solar farms that
produces 40 MW of solar power in Maiden, North Carolina and is planning to implement
another 17.5 MW solar panel farm in the nearby city of Claremont, North Carolina. Apple
is also planning to power its Reno data center from solar and geothermal energy only.
Microsoft is buying 110 MW of wind energy from a wind farm to power its data center in
San Antonio. ABB has developed a new DC data center in 2015 [15]. Google made an
agreement with MidAmerican Energy to supply its data center located in Iowa with up to
407MW of wind energy [16]. Microsoft is planning to buy 110MW of wind energy from a
wind farm to power its data center located in San Antonio [17].
Also, recent advancements in the solar energy technologies and increased
penetration thereof are encouraging interest in the DC distribution systems in data centers
as it allows for easier integration with the data center power distribution system.
1.2 Motivation
The motivation for this work is the need of efficient and reliable power distribution
system in data centers.
1.3 Objectives
There are two objectives of this thesis, which are listed below.
1. To perform the efficiency analyses of the power distribution system in both AC and
380V DC data centers with and without solar integration.
2. To perform the reliability analyses of AC and 380V DC data center power
distribution system at different levels of UPS redundancy.
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1.4 Contributions
The main contributions of this thesis are listed below.
1. Feasibility study of 380V DC power distribution architecture in data centers.
2. Efficiency analysis of both AC and 380V DC power distribution system using
improved efficiency models for each component.
3. Efficiency analysis of 380V DC power distribution system using novel SiC based
rectifier and GaN based DC-DC PSU.
4. Reliability analyses 380V DC systems using Monte Carlo simulation.
1.5 Thesis Outline
This thesis has been organized as follows: Chapter 2 discusses different studies
conducted about efficiency and reliability of data centers for different topologies.
Chapter 3 describes the concept of a data center, its topologies, effectiveness metrics, data
center components and an introduction to data center efficiency and reliability. Chapter 4
presents data center benchmark with AC and 380V DC powering options, the loss and
efficiency models of data center components in the power distribution path and the
reliability modeling. Chapter 5 presents the results and analysis. Lastly, Chapter 6
presents the conclusion, limitations and future developments related to this study.
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CHAPTER 2 LITERATURE REVIEW
This chapter discusses the previous work done on data center topology, efficiency
and reliability.
2.1 Previous Work on Data Center Efficiency
Yamshita et. al. in 1999 studied about 270V DC system for highly efficient and
reliable power supply system for both telecom and datacom systems [18]. The paper
compares the efficiency and reliability of proposed 270V DC system with that of the
conventional 48V DC system and 200V AC system. A single efficiency value of each
component was used for efficiency analysis. As the component’s efficiency depend on its
load, this study fails to present accurate overall efficiency of the system. Also, the
reliability analysis lacks reliability models of individual components and it does not
consider the entire distribution path. The standardization does not exist for 270V DC
system. However, this study shows that by using 270V DC power distribution in a data
center has a better overall efficiency and reliability.
Rasmussen in 2006 presented a new approach to data center power distribution for
high density server installations in North America [19]. High density power distribution
saves floor space, simplifies power cabling, saves capital cost, reduces weight, and
increases electrical efficiency. Data centers located in North America uses 120V and 208V
single-phase supplies to power IT equipment. In the modern high density data centers, all
rack-based equipment runs on 208V (or 240V outside North America). Virtually, all the
rack-based devices today are designed for worldwide compatibility. This study proposes
using 240V as the supply voltage which also eliminates PDU transformer which steps
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down 277/480V to 120/208V to save space. A comparison of conventional power
distribution design with the proposed design was done on an actual customer’s data center.
The study concluded that opting for high voltage distribution (AC or DC) improves data
center’s efficiency.
Rasmussen et. al. in 2007 did a quantitative comparison of high efficiency AC vs
DC power distribution for data centers [9]. A comparison between predominant 400/230V
AC distribution system and conceptual 380 V DC distribution system was done. The
power delivery path was divided into three segments for efficiency analysis: UPS,
distribution wiring and IT device power supplies (PSUs). This paper used baseline load
(50%) which represent typical installations for comparison of AC and DC power
distribution. A single efficiency value was used for all three segments. Data center server
load varies with the number of applications it is running. The larger the server load, more
heat is dissipated, which in turn increases the cooling requirement. Hence, the load
handled by each segment in the power path varies and so does their efficiency. Loss
models and efficiency models are not considered in this study. Also, data center load
profile is not taken into consideration, whereas, our study has covered these issues.
In 2012, Levente et. al. presented different methods to increase the operational
performance of a data center [20]. Integration of renewable energy sources, increasing
efficiency through IT consolidation and workload optimization and multi-functional
sensor networks for better cooling and infrastructure management methods has been
discussed. Two possible connections of the renewable energy in the power distribution of
data center are presented (1) into the PDU or UPS backup battery systems and (2) directly
to the ATS. The paper motivated us to integrate renewable energy sources for efficiency
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improvement.
In 2013, Jones studied the benefits of using DC power distribution in data
centers [21]. DC voltage level selection has been discussed. This white paper discusses on
how DC system can be an efficient, reliable, and cost effective due to low maintenance
costs and smaller footprint as compared with AC. A development of an 380V DC standard
supply for data center by Emerge Alliance has been mentioned. Safety of DC supply
system in terms of electric shock, electric arc flash and equipment concerns has been
compared with conventional AC system. AC and DC architectures has been compared on
their ability to incorporate renewable energy sources such as Solar and Wind. The
challenges with DC system is with the need to develop appropriate connection and
over-current protection equipment. The paper, motivated us to use 380V DC distribution
system for efficiency and reliability analyses.
In 2012, Tomonori et. al. investigated characteristics of 400V DC plug and
socket-outlet for DC distribution systems [22]. This paper presents test results for the
developed plug and socket-outlet applied to the 400V DC power systems which is
expected to improve the energy efficiency in data centers. The developed plug and
socket-outlet solves the safety issues to use 400V DC power. With its unique mechanism
based on combination of a permanent magnet and mechanical contacts in a small space,
problems such as extinguishing and protection against electric shock has been solved.
This study encourages building more green data centers based on HVDC by providing
solution for safe delivery of DC power to the server loads.
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2.2 Previous Work on Data Center Reliability
Arno et. al in 2010 compared the reliability of an example data center complying
with different tier classification as defined by the Uptime Institute [23]. Reliability block
diagram (RBD) method was used to calculate the reliability. The study quantify Tier IV
data center has better reliability and compare with lower tiers. Also, the availability and
the reliability metrics such as Mean time to failure (MTBF), Mean time to repair (MTTR)
have improved values as the redundancy is increased in Tier IV data centers. This paper
shows that tier IV with 2(N+1) configuration is better than tier IV with 2N configuration.
A better comparison can be made using method such as Monte Carlo simulation that
overcome the problem with RBD while dealing with data center’s back up energy sources
such as batteries and generator. This thesis use Monte Carlo simulation to show that DC
data centers can achieve higher reliability than the existing AC data centers.
Roy in 2001 performed reliability analysis for data center power architectures.
This paper only considered utility with backup generator, automatic transfer switch, UPS
with bypass switch in power distribution system [24]. The reliability calculation lacked
reliability metrics values for the complete set of components in the power delivery path to
IT load. Furthermore, all the configurations considered except the last one does not
comply with any of the Tier standards. However, this paper helps in identifying where to
provide redundancy where most needed. It has concluded that reliability analysis can
come handy when making a decision on an equipment that will bring the most reliability
for the cost. Also, opting for 48V DC as an alternative has been proposed for optimal
power distribution.
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In 2008, M. Wiboonrat studied trade-off between data center availability and
investment [25]. Redundancy is one of the possible method to enhance system reliability.
The higher level of redundancy requires a number of identical parallel paths. Opting for
higher level of redundancy seems to improve the overall system reliability, but it comes at
a cost. This study compares reliabilities and costs between two data centers: TIA 942’s
Tier III and Tier IV power distribution standards applying to real cases. Reliability Block
Diagram (RBD) technique was used for reliability analyses. RBD method becomes
complicated for high level of redundancies. It lacks the control logic required for
switching between utility and generator via ATS. Also, components such as stand-by
generators and battery back-up (that gets activated only when the primary power source
fail) further complicates the problem. If the components are assumed to be repairable, the
mathematical calculations become complex. Hence, this study does not provide accurate
values of the reliability metrics. The cost and reliability comparison was made between
two AC data centers (Tier III and Tier IV). Considering the high level of redundancies in
upper tiers, the investment cost can be reduced by using direct current (DC) based data
centers. DC data centers are compact as it uses less number of conversion stages and with
improved efficiency the operating cost will be lower. In our work, Monte Carlo simulation
was used to compare reliabilities of AC and 380V DC systems, which took into
consideration the limitations of RBD with back up sources.
In 2011, M. Wiboonrat did a study to find out the best appropriate level of data
center reliability at the optimal acceptable costs [26]. Reliability analysis was performed
for Tier I which is a basic data center topology for N+X redundancies where, X = 0, 1 ,2
and Tier IV topology. The investment cost and downtime was analyzed. It was found that
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the downtime of Tier IV is 0.40 hours as opposed to 28.80 hours in Tier I, but it comes at a
high investment cost. However, less downtime saves lots of money as downtime cost per
hour is very high depending on the size and type of the system. The study focuses on
design of optimal reliable system that motivated the design of a highly reliable system
with lowest downtime possible.
In 2007, Bodi presented an analysis of UPS systems to show that a reliability
matching DC systems can be achieved at reduced cost [27]. This paper shows the
reliability analyses of many AC UPS configurations. This paper shows that DC grade
reliability of the existing AC UPS system is achievable. It is only useful to the data centers
which plans to upgrade their existing UPS topology for better reliability. The study does
not show the cost calculation to prove DC grade reliability of AC UPS is achievable at a
low cost. The UPS configuration shown has a redundant grid feeding the dual-chorded
loads. Hence, additional cost might result while upgrading the existing system. It can be
observed that DC option would provide better overall reliable distribution system, not just
a reliable UPS system. Besides, DC option is efficient and has a lower operational cost.
Only first time investment cost is taken into consideration.
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CHAPTER 3 THEORY
This chapter presents data center topologies, tier classification, AC/DC powering
options, followed by different data center effectiveness metrics and components of a data
center. A novel power electronic converter using Wide Bandgap (WBG) technology is
presented. Data center efficiency and reliability are described at the end.
3.1 Data Center
A data center is a centralized building, either physical or virtual, for the storage,
management, and distribution of data and information organized around a particular body
of knowledge or belonging to a appropriate business. Data centers is a facility that holds
servers, cooling devices, database and network equipment. Data centers have a dedicated
space where companies house server and storage equipment that runs the application
software for their business. Apart from servers, data centers consists of the supporting
infrastructures such as battery banks, generators, fire suppression equipment and air
conditioning equipment for cooling the server. The number of organizations depending on
data centers is escalating as they offer high levels of security, flexibility and data
accessibility around the globe. Data centers are considered as one of the major electric
power consumers today. A large number of servers requires a bulk amount of electric
power. An additional power is required for cooling as the power consumed by the servers
are mostly heat. As servers in data center runs applications that allows flow of information
and data to and from different parts of the world, continuous supply of power to the server
load and supporting infrastructure is needed at all times. Nowadays, there are different
topologies used in data center’s power distribution system. Based on the reliability and
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availability of the power distribution topologies and type and size of a data center, an
appropriate powering option is chosen. These topologies are described in the next section.
The most vital aspect of data center is uninterruptible power supply to operate its
information technology (IT) equipment. A data center power supply path consists of
distribution transformers, switchgear, generator sets, automatic transfer switches (ATSs),
uninterruptible power supplies (UPSs), battery banks, and server power supply units
(PSUs). The energy distribution is shown in Fig. 3.1.
Electric Power 
Input: 100%
Electric Power to 
Load: 60%
Cooling load
40%
Server 
Consumption
44%
PSU: 10%
UPS: 5%
Distribution 
Wiring: 1%
IT
Process
Cooling
Losses: 1%
25% heat transfer 
Figure 3.1. Energy distribution in a data center.
The power infrastructure accounts for 60% of the total input energy and the
cooling accounts for 40% of the energy as shown in Fig. 3.1. The most common metric for
measuring data center’s performance is the power usage effectiveness (PUE). Data center’s
effectiveness metrics are discussed in section 3.3. Data center infrastructure management
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(DCIM) is needed to operate the data center in an efficient way with high reliability.
DCIM ensures all the data center infrastructures including the equipment in the power
distribution path are running properly. Furthermore, DCIM schedule timely auditing,
maintaining and replacement (if necessary) of the equipments for maximum availability. It
has been estimated that one hour power outage in data centers costs $350,000 in
average [15]. Due to this huge amount of loss caused by data center downtimes,
consideration of availability in data center power distribution design is a must [28].
3.2 Data Center Topologies
One of the major concerns of data centers is to ensure continuous energy supply to
its load and to improve the energy efficiency [15]. Data center Tiers with different
topologies contribute to improve its reliability and availability. Uptime Institute
standardized the Tier classification system for data centers as a means to evaluate data
center infrastructure in terms of their availability. The Tier standard defines the
requirements and pros of four different Tier classifications for data centers which are
described in the following section.
3.2.1 Tier Classifications
The Uptime Institute has defined four Tier system topologies for describing the
availability as shown in Fig. 3.2 [15]. Each tier has a specific function and its appropriate
criteria for power, cooling, maintenance, and capability to withstand a fault. Tiers are
progressive, meaning each Tier incorporates the requirements of all the lower Tiers. Tiers
encourages unprecedented engineering solutions and recognizes that each data center is
unique.
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Figure 3.2. Topologies for different tier systems.
Tier I and Tier II are strategic solutions, usually driven by cost more so than
life-cycle cost and uptime requirements. Meticulous uptime requirements and long-term
viability are the reasons for opting Tier III and Tier IV solutions. Tier III and Tier IV
solutions have an effective life past the current IT requirement and are typically utilized by
organizations that know the cost of service disruption to its customers in terms of money.
It can be seen in Fig. 3.1 that the difference between Tier I and Tier II is the
number of generator and UPS. In Tier II, additional generator and UPS systems provide
redundancy in the power supply system for most critical components. However, the most
significant difference between Tier II and Tier III configurations is the number of power
delivery path. An additional (passive) power delivery path from a different substation
provides parallel power support for critical data center loads in case of power failure in the
19
Table 3.1. Tier requirements [8]
Tier I Tier II Tier III Tier IV
Active capacity components to
support the IT load
N N+1 N+1 N+N
Distribution paths 1 1
1 active
and 1
alternative
2 simulta-
neously
active
Concurrently maintainable No No Yes Yes
Fault tolerance No No No Yes
Compartmentalization No No No Yes
Continuous cooling
Load
density
dependent
Load
density
dependent
Load
density
dependent
Class A
Annual IT downtime 28.8 hr 22 hr 1.6 hr 0.4 hr
Site Availability 99.67% 99.75% 99.98% 99.99%
Practical Example NA
TTB,
Target
Gold
Camp,
State of
CA
Lone
Mountain,
Via Vest
primary power delivery path. As there is no requirement to install UPS in the passive path
in Tier III solutions, the system is vulnerable to the utility conditions. Tier IV provides a
complete redundant system by using two active power delivery paths. Both power delivery
paths simultaneously supply power to the load. Both power paths consists of N+1 UPS
and generator sets. The comparison of different Tier systems is shown in Table 3.1.
3.2.2 AC and DC Power Distribution in Data Centers
The discussion of AC versus DC in the data center starts with efficiency. Since a
data center draws a notable amount of power, a comparatively small increase in efficiency
can lead to a reduction in operating costs. The advantages of DC data center over AC are
energy efficiency, reliability, smaller carbon footprint, lower installation and maintenance
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costs, scalability, easier integration of renewable energy, utility rebates and credits, and
safety. Total energy savings can reach upward of 30% for both mechanical and electrical
power savings [29]. Because of this efficiency, DC systems can use various utility rebates
and credits available for corporations. There are fewer power components in a DC system,
making it more reliable than an AC system. With fewer power conversions, there is also
less heat to affect the electronic equipment. It is because every conversion wastes energy
and produces heat. And while any single conversion may be in the mid 90 percent range,
they don’t add together, they multiply [29]. When energy to remove the heat is considered,
it is only about 50% of the energy that actually gets used by the processors in the servers.
3.2.2.1 AC Power Distribution
Traditional AC power distribution in North America use 3-phase, 480V AC to
supply its consumers [11]. In Tier IV topology, power to the dual chorded IT loads are fed
by two independent distribution paths [8]. Each path is powered by separate utility feeder
and a backup generator. The medium voltage from the utility is stepped down by
distribution transformer to 480V AC at the building entrance, which along with the
backup generator powers the double conversion on-line AC UPS via Automatic Transfer
Switch (ATS). The battery bank is connected to the DC bus fed by the AC-DC converter
(rectifier) in the UPS. There is a static bypass present in on-line AC UPSs. Sometimes an
isolation transformer is connected at the output of UPS for further filtering of the
harmonics. During inverter failure, the static bypass ensures that the load gets powered by
the utility feed via static bypass switch (SBS).
The UPS supplies power to the power distribution unit (PDU) where the voltage is
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stepped down to 240V AC to match the voltage-level of power supply units (PSUs) inside
the IT equipments, which ranges from 90V AC to 264V AC. The rectifier in PSUs
converts the voltage to 380-400V DC, which is further stepped down to 12V DC or 48V
DC by DC-DC converter, before it can be used by the servers.
There are five different conversion stages that causes significant power loss in the
distribution path, impacting the overall system efficiency. Reduction in the number of
converters is possible by moving to facility-level DC.
3.2.2.2 Voltage Selection For DC Data Centers
One of the most debated topic in modern data centers is the choice of DC voltage
level for the most efficient and reliable power distribution. Both the European
Telecommunications Standards Institute (ETSI) and EMerge Alliance have made
standardized 380V DC for power distribution [30], [31]. The studies show that 380V DC
is an ideal voltage level considering the number of battery cells that are required to be
connected for energy storage system, availability of components with suitable ratings, and
safety as shown in Fig. 3.3 .
3.2.2.3 380V DC Power Distribution
Facility-level DC distribution (here 380V DC distribution) provides higher
efficiency as the inverter (DC-AC converter) in the UPS, the AC-DC converter in the PSU,
and the transformer in the PDU gets eliminated. Hence, the 380V DC architecture in
Fig. 1.4 requires only two conversion stages. This topology also comply with Tier IV
standard. As in AC powering option, each independent path is powered by a utility feeder
and backup generators. Both UPSs have their own battery banks. However, the DC UPS
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Figure 3.3. DC bus voltage level selection [32].
does not have a static bypass because the input is AC and the output is DC. The utility and
backup generator (in case of emergency) powers the DC UPS via ATS. The DC UPS
converts the 480V AC to 380V DC before it is connected to the PDU. PDUs in this option
only consist of DC breakers and metering devices. 380V DC is stepped down to usable
12-48V DC by PSUs, which is a DC-DC converter. The servers with such PSUs are not in
production due to lack of standardization of 380V DC system.
3.3 Data Center Effectiveness Metrics
The large portion of energy consumption by data centers is causing a significant
impact on the electrical grid and the environment. Hence, there should be metrics to
measure data center’s effectiveness. Metrics are used to measure and improve the
effectiveness of some value, function or parameter [33]. The mostly used metrics for
measuring data center’s effectiveness are Power Usage Effectiveness (PUE), Water Usage
Effectiveness (WUE), Energy Reuse Effectiveness (ERE), Data Center Compute
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Efficiency (DCCE), and Clean Energy Index. PUE is the most common metric used in
data centers. The above mentioned metrics are described below.
3.3.1 Power Usage Effectiveness (PUE)
PUE is the simple and primarily used metrics in data centers. PUE represents how
much of this power is actually used by the IT equipment, in contrast to power used by
cooling, lighting and other additional plant within the data center. Ideally, the value of
PUE should be 1, a lower PUE value indicates a more efficient data center. PUE is
calculated by:
PUE =
PTotal
PIT load
(3.1)
where, PTotal is the total power consumed by the data center and PIT load is the power
consumed by the IT load.
3.3.2 Data Center Infrastructure Efficiency (DCiE)
Data Center Infrastructure Efficiency (DCiE) is a metric used to determine the
energy efficiency of a data center. The metrics DCiE is simply inverse of PUE. The ideal
value of DCiE is 1. DCiE was developed by Green Grid. DCiE is also expressed as a
percentage, is calculated by dividing IT equipment power by total facility power.
DCiE =
1
PUE
=
PIT load
PTotal
(3.2)
3.3.3 Energy Reuse Effectiveness (ERE)
A significant portion of the energy used by a data center is dissipated in the form
of heat. The heat generated by the servers can be reused for other purposes. ERE
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measures the amount of energy reused from a data center which can be calculated by:
ERE =
Total Energy−Reused Energy
IT Energy
(3.3)
The theoretical ideal value of ERE is 0 [34], which implies that all of the data center’s
input energy is reused.
3.3.4 Data Center Compute Efficiency (DCcE)
Server in data centers are designated to perform specific task known as primary
services. For example, primary service of an email server is to provide email services
when requested. Depending upon the primary service provided by the server, the server
compute efficiency can be calculated by:
ScE =
n
∑
i=1
pi
m
×100 (3.4)
where pi number of primary service provided by the server, n is total number of sample
taken over time. Also, for given data center having m servers, DCcE is calculated by
averaging the ScE values from all servers during the same time period calculated by:
DCcE =
m
∑
j=1
ScE j
m
(3.5)
3.3.5 Carbon Usage Effectiveness (CUE)
This metric addresses the carbon emissions associated with data centers. The
carbon footprint of data centers is huge. Hence, it must be considered for future design of
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data centers. CUE can be calculated by:
CUE =
Total CO2 emission by a data center
IT Equipment Energy
(3.6)
The higher value of CUE calls for integration of renewable energy sources for green data
centers.
3.4 Components of a Data Center
The components of a data center can be broadly categorized into energy source,
power distribution path and data center load. These components are described below in
detail.
3.4.1 Energy Source
This component of data center is responsible to provide electrical energy to data
center for its operation. The primary energy source used is the grid supply. In addition to
grid supply, data center uses backup energy sources during emergency situations like
natural gas generators. Renewable energy sources such as solar and wind in the electrical
grid are also being used by data center from nearby plants.
3.4.1.1 Utility (or Grid) Supply
The primary source of energy for data centers is the utility (grid). The major
contributors of utility’s energy are coal and natural gas power plants. However, powering
data centers only by a single source will not allow them to have high reliability and
availability. Hence, data centers have a back up energy sources to ensure uninterrupted
supply of electrical power to its load. Diesel or natural gas generators are the most widely
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used for providing back up supply during utility outage. Depending on the size and
purpose of data centers, more than one grid supplies can be used. There are different
powering topologies, which were already discussed in section 3.2. However, diesel or
natural gas generators can not start instantly after there is a grid outage. It takes some time
to start before it can supply the load. This means there will be an interruption in power
during the generator start-up time. Batteries or ultracapacitors take up the load instantly
when grid supply is absent, until generators turns on. The UPS and energy storage in data
centers are described in more detail in section 3.4.2.2. Since, data centers can not solely
rely on a single grid, the reliability analysis needs to include reliability data of the grid.
Due to rapid increase in cloud computing services, the number and size of data
center is increasing. Data centers in U.S. are using more electricity than they actually
need. It requires about 34 power plants, each capable of generating 500 megawatts of
electricity, to power all the data centers in operation today [35]. By 2020, U.S. will need
another 17 such power plants to meet estimated data center energy demands as economic
activity becomes increasingly digital [35]. Any increase in the use of fossil fuels to
generate electricity will result in an increase in carbon emissions. Table 3.2 shows the
projected power usage (in billions of kilowatt-hours), and the cost of power used, by data
centers in U.S. in 2013 and 2020, and the number of power plants needed to support the
demand. The last column shows carbon dioxide (CO2) emissions in millions of metric
tons [36] based on current energy resources used by the grid. The table shows that, by
2020 data center will consume 139 (B kWh) energy with increase in CO2 upto 50 million
MT. This alarming increase rate in carbon footprint can be resolved by the integration of
renewable sources.
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Table 3.2. Data Center Energy Usage, Electricity Cost and CO2 Emission. [36]
Year End-use Electricity Power plants CO2 (US)
Energy (B kWh) Bills (US, $B) (500 MW) (million MT)
2013 91 $9.0 34 97
2020 139 $13.7 51 147
2013-2020 increase 47 $4.7 17 50
3.4.1.2 Renewable Energy Sources
To reduce carbon footprint of data centers, dependability of data centers in fossil
fuel powered plants should be minimized. In coming years, the data center industry will
face increasing pressure to find ways to integrate renewable energy sources [37]. But
integration of most renewable energy sources is expensive and there are problems
reaching the scale necessary to successfully support the power requirements of an entire
data center. In this work, solar integration has been done to overcome the carbon emission
issues. The working principle of solar/PV is described below.
3.4.1.3 Solar/PV Working Principle
The solar cells convert sunlight directly into the electricity. The photons are
converted into electrons and generate direct current (DC). Those generated electrons flow
out of the solar cells and goes through the inverter and other electrical safety devices
before the load can be supplied. A battery backup system is installed between the solar
panels and the inverter to store the electrical energy during day time and use it during the
night time when Sun is not available. Batteries also act as a device to cope up with the
intermittent nature of the solar energy. The inverter converts the DC power into AC power.
The PV setup is shown in Figure. 3.4.
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Figure 3.4. Solar system showing conversion of solar energy into electrical energy.
PV system consists of a large number of PV modules, which in turn is made up of
semiconductor device known as solar cell or PV cell that converts sunlight into direct
current electricity. Each cell is made from one or two layers of semi-conducting materials,
usually Silicon. Power generated from PV panel is not linear since the it depends upon the
operating voltage. The maximum power point is at the knee of the I-V curve, as shown in
Figure 3.5. Let Im and Vm denote the cell current and cell voltage at maximum power
point, Pm, then the maximum power can be calculated as the product of Im and Vm. ISC is
the short circuit current through the solar cell when the terminals of the PV module is
short-circuited, and VOC is open circuit voltage that is the maximum output voltage
achievable when no load is connected.
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Figure 3.5. I-V characteric curve of solar cell.
Figure 3.6 shows the I-V characteristic of PV cells differ under different solar
irradiance levels. As it can be seen in Figure 3.6, the short circuit current depends upon
the irradiance and the temperature of cell as well. Most of the PV system employ
maximum power point tracker (MPPT). MPPT tracks the optimum operating point for its
operation, in this case, the point where the generation is maximum. The working principle
of MPPT is it has a feedback system that senses the PV power output and changes the
array output voltage until the output power reaches its maximum. The PV power output
from the PV nominal capacity of Pnom is given as in Equation 3.7. Here, the effect of
temperature on the PV module has been neglected. In Equation 3.7, GT and GT,STC are
the solar radiation incident on the solar panel and the incident radiation at standard test
conditions (STC). An irradiance of 1000 W/m2 at air mass (AM) of 1.5 and cell
temperature of 25°C are defined for STC.
PPV = Pnom fPV
GT
GT,STC
(3.7)
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Figure 3.6. I-V curve of a PV module at different irradiance levels.
The conversion efficiency of the solar module is measured by the ratio of electrical energy
output from the solar module to the solar energy input to the module. The efficiency η
(%) of solar module is given by Equation 3.8.
η =
Maximum Out put Electrical Power (Pmax)
Solar Irradiance (GSTC)×Area o f PV Cell(A)
×100% (3.8)
The conversion efficiency depends upon the type of material and fabrication
technology used to manufacture the solar cell. At present, the cell that are fabricated using
crystalline silicon, multilayer solar cells or concentrating technology have achieved the
highest efficiency [38]. The concentrating solar cells are most widely used because of
easy manufacturing process and low cost. The typical conversion efficiency of these solar
cells range from 6% to 20%, which depends upon the technology used [39]. Multiple
solar modules are connected in series or parallel to increase the power output of the solar
system, as the output of one solar module is just few watts.
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3.4.1.4 Natural Gas Generator
A Data center has an emergency backup generation that can power the critical load
within 10-15 seconds whenever there is a grid outage. The natural gas generators use
natural gas to generate electricity just like gasoline powered (diesel) generators. A
mixture of fuel and air is injected into a combustion chamber, where a piston compresses
the mixture and and gets ignited by a spark plug, which drives the piston down turning the
crankshaft. The crankshaft will turn the rotor of the generator in an electromagnetic field,
thereby generating electrical power. Figure 3.7 shows the various components of natural
gas generator.
Figure 3.7. Components of natural gas generator.
Natural gas generator is considered having the most affordable and effective fuel
among the non-renewable resources available for power generation. The average fuel cost
of utility natural gas is around 4.48 dollars per thousand cubic feet that is just more
expensive than coal as a fuel for power plants. However, coal is a major source for the
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emission of green house gases (GHG).
In efficiency analysis, the efficiency of grid, natural gas generators and PV is not
taken into consideration because this work focuses on the efficiency of the data center’s
power distribution path. However, reliability calculations takes into consideration, the
reliability data of all the data center components including grid and generator.
3.4.2 Power Distribution Path
Power distribution in data centers is responsible to transfer electrical power needed
from souce to the load. As discussed in Chapter 1, a data center load mainly consists of IT
load and heating, ventilation and air-conditioning (HVAC) load. This is discussed in detail
in section 3.4.3. The power distribution path is further divided into distribution
transformer, UPS, Energy storage system and PSU, which are described below.
3.4.2.1 Distribution Transformer
The function of a transformer is to transform the voltage level to a different value.
There are two types of transformer: Step-Up transformer and Step-Down transformer. The
distribution transformer steps down the three phase distribution voltage level (12.8kV)
from the grid to three phase 480V at the data center entrance just like the distribution
transformer used at high end consumers. The typical efficiency of a distribution
transformer is very high, around 99.9% and the reliability data from field measurements
shows it has a very high reliability and availability [40].
3.4.2.2 Uninterruptible Power Supply (UPS)
An uninterruptible power supply also known as a battery/flywheel backup, is an
electrical device that provides emergency power to a load when the input power source
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fails. Unlike standby generators, UPS will provide protection from input power
interruptions, by supplying energy stored in batteries, super-capacitors, or flywheels
without any interruption. The battery backup of most uninterruptible power sources is
relatively short (only a few minutes), but sufficient to start the generator.
UPS are mainly based on Silicon technology. However, UPSs based on novel SiC
and GaN technologies (WBG semiconductor technology) are being implemented in data
centers because of its superior characteristics such as higher breakdown voltage, lower on
resistance, higher thermal conductivity, and low switching losses. Use of such
technologies in data centers UPS could improve its overall efficiency.
Typically, UPSs are used to protect devices such as computers, data centers,
telecommunication equipment or other electrical equipment, where an unexpected power
disruption could cause serious business disruption or data loss. The size of UPS range
from ones that are designed to protect a single computer (around 200 volt-ampere rating)
to large units that powers an entire data centers or buildings. The world’s largest UPS is
located in Fairbanks, Alaska, and powers the entire city having 46-megawatt Battery
Electric Storage System (BESS) [41].
Data centers houses UPS to supply power to critical server loads. The data center
UPS uses double conversion method, that means the incoming power is rectified by the
inbuilt rectifier to a certain DC voltage, charging the batteries connected to the DC bus,
then the DC voltage is again converted in to supply level AC voltage before it can be
supplied to the load connected at the output of UPS. These UPS are on-line, meaning the
power flows through the rectifier charging the batteries and through the inverter at all
times. Figure 3.8 shows the working principle of an on-line/double-conversion UPS.
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By-pass
InverterCharger/Rectifier
Battery
Input
Output
Normal Mode
Autonomy Mode
Figure 3.8. On-line double-conversion UPS.
As shown in Figure 3.8, the green arrow shows the normal operating mode of
UPS. The mains supply charges the battery while supplying the load. The red arrow
indicates autonomy mode of operation of UPS. In this mode, the mains supply is not
available. The battery discharges and supplies the load. Furthermore, a static by-pass is
also present in on-line double-conversion UPS. The load can be supplied directly from the
mains supply as indicated by the dotted line in Figure 3.8. This feature is useful when
component(s) of UPS fails. The UPS can be by-passed and taken out for maintenance
without disruption in the power supply to the load. This feature is also known as
eco-mode, usually present in AC UPS. There are two conversion processes that results in
reduced efficiency and reliability.
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Figure 3.9. DC UPS.
Figure 3.9 shows a DC UPS indicating its modes of operations. Unlike double
conversion AC UPS, a DC UPS has a single conversion feature as inverter is not present.
The input AC grid supply is converted to DC voltage and supplied directly to the DC load
while charging the batteries. The DC load and batteries are both connected to the DC bus.
Also, since the input is AC and the output is DC, static by-pass switch is absent in DC
UPSs. DC UPSs are more efficient than AC UPS due to fewer conversion stages, and are
more reliable due to lower number of converters in series in the power delivery path. DC
UPSs have better efficiency and reliability because of single conversion stage.
3.4.2.3 Energy Storage System in Data Centers
Data centers need energy storage devices to undertake the risk of interruptions to
the main power supply. The applications of energy storage can be divided into three major
functional categories: power stability, power bridging and energy management.
A data center’s energy storage system should have the following features.
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• Instant power availability to the critical load via the UPS in the event of sags,
spikes, complete utility failure, or any other power disturbances that requires a
switchover to natural gas generators.
• Adequate operating time for backup power source to come on-line (typically the
time required for natural gas generator to start up).
Among the storage technologies in data centers such as batteries, flywheels, and
ultra-capacitors, lead-acid batteries are the mostly widely used because of its lower capital
cost, high energy density and longer runtime. Figure 3.10 shows the comparison of capital
cost for energy storage systems [42].
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Figure 3.10. Capital cost vs. runtime for energy storage methods. [42]
Data centers houses a large battery energy storage system working as a backup
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device in the form of UPS. The batteries ensures the critical load in data centers gets
continuous power supply at all times. The backup generators come in action after few
minutes. During this time, the batteries supply power to the load. This is called power
bridging. Batteries should be able to support critical IT load for minutes or even hours.
Data centers even has a separate room for housing battery banks only. Some data centers
have the batteries installed in cabinets next to UPSs. Depending on the size of the critical
IT load, the runtime or the energy capacity of the battery can be increased by adding more
battery strings in parallel. Among all the available batteries such as lead-acid (both
flooded and VRLA), nickel cadmium, lithium-ion, and nickel-metal hydride batteries
(Ni-MH), lead-acid batteries are the most common and widely used batteries.
The energy storage efficiency is the amount of energy required to keep the energy
storage equipment charged. In the case of a flywheel, energy is required to keep the
flywheel spinning, called standby loss. In the case of batteries, energy is required to
provide the batteries to maintain the same state of charge (SOC) or provide the batteries
with a float charge, called trickle charge loss. In both cases, the energy that constantly
feeds these devices to keep them in a state of readiness is a loss. These losses will have an
impact on overall data center efficiency because this energy never makes it to the IT load.
The reliability data of the current lead-acid batteries are used for the analysis.
3.4.2.4 Power Supply Unit (PSU)
A power supply unit (PSU) converts the supply AC to low-voltage regulated DC
power for the internal components of a server or digital storage media. Personal
computers these days use switched-mode power supplies. Figure 3.11 shows a typical
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PSU used in servers in data centers. Depending on the type of IT load, a PSU can be
either AC or DC. An AC PSU has two conversion stages: a AC-DC converter converts AC
input (240V) from AC UPS to DC (380V) and a DC-DC converter converts DC (380V) to
DC (12V) before it can be supplied to components of IT load. However, a DC PSU has a
single conversion stage: a DC-DC converter take in a DC (380V) input from the output of
a DC UPS, converts it into DC (12V) and supplies to IT load components. DC PSUs have
higher energy efficiency than AC PSUs since it has fewer conversion stages. Also, DC
PSUs are much reliable and have higher availability than AC PSUs due to less number of
components in the power delivery path. A DC PSU will have a higher efficiency and
better reliability than AC PSU because of less number of converters in series. This is
presented in detail in Chapter 4.
Figure 3.11. Server power supply unit [43].
3.4.3 Data Center Load
A data center load can be divided into two groups: IT load and supporting
infrastructure.
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3.4.3.1 IT Load
IT load comprises of sever load, storage media consisting of hard drives, switches,
firewalls, and routers. These are considered critical data center loads that consumes 46%
of total data center load, as shown in Figure 1.1. IT load in data centers are housed in a
separate room called server room or data center room where these devices are places in
cabinets called server racks. These server racks are stacked with a number of blade servers
with firewalls, switches and routers. A typical server rack can house 42 units of such blade
IT devices. A server can be 1 unit or 2 units or more depending on the model and features.
The power to server racks is supplied by the power cables, usually running below the floor
(called raised floor) from the PDUs. There are two power strips on each server rack where
the cables from the PDUs gets connected. The network cables run overhead and enters the
server racks from the top. This creates an isolation between the power cables and network
cables that helps to avoid interference between them. Figure 3.12 shows data center server
room with labels.
Servers Cable tray carrying 
network cables
PDUs
Raised floor
Power cables underneath
Cold air outlet from CRACs
Switches, firewalls 
and routers
Figure 3.12. Data center server room [44].
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3.4.3.2 supporting Infrastructure
Other loads such as computer room air-conditioners (CRACs), lighting, fire
suppression, security, and switchgears are known as supporting infrastructure for IT load.
After IT load, CRACs has the highest power share (31%) in data centers as shown in
Figure 1.1. The function of CRAC is to cool the server room. As almost all the energy
input to a data center is converted into heat, CRAC capable of maintaining the correct
temperature (typically 68 degrees) in server room should be employed. Besides servers
and other IT loads, the power cables running inside the server room from PDUs to the
server racks and switches also dissipate heat. The CRAC should be designed to cope up
with the heat generated from all possible devices in a server room. Furthermore, CRACs
maintains correct humidity level (typically 50% rH) in the server room. Figure 3.13 shows
a typical CRAC with airflows.
CRAC
Server racks
Raised floor
Hot air returning to CRAC
Hot air rising up from 
the back of the servers
Cold air from CRAC rising 
above and entering front 
of server racks
Cold aisle
Hot aisle
Figure 3.13. Computer room air conditioner (CRAC) showing air flows [45].
The figure shows the working principle of CRAC showing movement of cold and
hot air. The server room is divided into two sections: hot aisle and cold aisle. The server
racks are arranged in such a way that the front end of the servers are facing the cold aisle
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and the rear end of the servers are facing the hot aisle. Figure 3.13 shows a central CRAC
unit which cools the entire data center server room. The blue arrows indicate the direction
of movement of cold air from within the raised floor. The CRAC forces the cold air to rise
from the vented raised floor that is sucked by the IT load, gets cooled and then the heat is
removed from the rear end. The red solid arrows shows the movement of hot air rising up.
The hot air returns to the CRAC from its top end as shown by the dashed red arrows. This
method of cooling is called central cooling.
Another cooling method is the in-row cooling. In-row cooling cools and
conditions air in close proximity and is targeted cooling at the banks of server racks. To
keep them close to the server racks, they can be installed on the floor or suspended from
overhead. The pros of this setup is it offers both capacity and efficiency gains. Both cool
air and warm exhaust air has shorter travel distance, allowing the units to dissipate heat a
lot quicker. It also allows a more scalable approach to data center cooling.
In reliability analysis, data center load is not considered. The failure of the data
center itself is not considered, as described in section 4.5.2 in Chapter 4. The efficiency of
IT load is considered, in a sense that the PSU is built in the server load.
3.5 Wide Band Gap (WBG) Semiconductor Devices
A load gets electrical energy after undergoing several conversions carried out by
power electronic converters. These conversions can be found in all ranges of power levels
from a few watts to several megawatts. The major share of power losses in these
converters are dissipated in the power semiconductor devices. Si technology has
limitations on its voltage blocking capability, operation temperature and switching
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frequency. This calls for a new generation of converters in applications where electrical
systems based on traditional Si technology cannot operate. The use of these converters
based on new technology will improve the energy efficiency of the overall system. Novel
and innovative converter are based on WBG semiconductors which can lead to efficient
system. Among many possibilities, the base materials for these WBG based converter,
Silicon-Carbide (SiC) and Gallium-Nitride (GaN) provide better high-voltage blocking
capability, high-temperature operation and high switching frequency.
GaN and SiC are far more superior for high power and high temperature
electronics. GaN offers better high-frequency and high-voltage performance. Due to these
properties, SiC and GaN based power electronic converters have been applied to data
center power distribution system using HVDC (here, 380V DC).
3.6 Data Center Efficiency
The efficiency of a system is the fraction of its input that is converted to the
desired useful output. Anything else than the useful output is a loss or waste. For data
centers, the input is electricity and the useful output is power for the IT load.
Data center e f f iciency =
IT load power
Total data center input power
(3.9)
A data center efficiency is the ratio of power consumed by the IT equipments to
the total input power. Various metrics to measure data center effectiveness has been
discussed in section 3.3.
In real data centers, electrical energy is consumed by devices other than IT loads.
Such loads are called supporting infrastructures because they help keeping the IT
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Figure 3.14. Data center power path breakdown.
equipment properly housed, powered, cooled, and protected so that it can perform better.
These devices are also called data center’s network critical physical infrastructure, or
NCPI. Such equipments are transformers, uninterruptible power supplies (UPS), power
wiring, fans, air conditioners, pumps, humidifiers, and lighting shown in figure 3.14.
The focus is to calculate the overall efficiency of the data center in producing its
useful output that is computing. NCPI equipments are very important to performance of
the data center, but they are not not considered a useful output since a data center is not
design for cooling for fire fighting. The energy consumed by NCPI equipments should be
minimized as much as possible for overall improvement of data center efficiency.
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3.7 Data Center Reliability
Reliability is the probability that a system or component will perform its required
functions under stated conditions for a specified period of time. The reliability of a
repairable system is commonly measured using two metrics MTBF and MTTR. The
reliability decreases with time regardless of the system design. The more robust the
system, the higher the probability that the system will perform its intended function
successfully.
For a constant failure rate λ , the reliability of the system is given by equation 3.10.
R(t) = e−λ t (3.10)
R(t) is also known as the survival function.
3.7.1 Reliability Analysis Methods
The most commonly used methods to perform reliability analysis of electrical
systems are wherethe reliability block diagram method and Monte Carlo simulation
method.
3.7.1.1 Reliability Block Diagram
In reliability block diagram method, each component is represented by a block
with it’s reliability model given by equation 3.10. The blocks are connected in the same
manner as they are connected electrically. The series connected equipments are
represented by series connected blocks as shown in figure 3.15.
Let λ1 and λ2 represent the failure rates of component 1 and 2. Then, e−λ1t and
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Component
1
Component
2
Figure 3.15. Two component series system.
e−λ2t represent the reliability functions which gives us the individual reliabilities of the
components. To calculated the overall reliability of the system shown in figure 3.15, a
single equation representing the reliability of the system should be obtained first. The
reliability of such two component series system is given by equation 3.11. This is called
product rule of reliability. In this case, both components should be operating for the
system to operate. Failure of any one of the components will result in failure of the whole
system.
R(t) = e−λ1t× e−λ2t = e−(λ1+λ2)t (3.11)
Let’s consider two independent components connected in parallel as shown in
figure 3.16. In this case, only one component should work for the system to work
successfully. The overall reliability of the parallel connected system can be calculated by
equation 3.12.
Component
1
Component
2
Figure 3.16. Two component parallel system.
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R(t) = e−λ1t + e−λ2t− e−λ1t .e−λ2t = e−λ1t + e−λ2t− e−(λ1+λ2)t (3.12)
In case of series system, the system reliability will decrease as the number of
components is increased. However, in case of the parallel system, the system reliability
will increase with the increase in the number of components. Hence, a system with
parallel components (or redundant) components will be more reliable than a system with
series components. However, the cost of parallel system can be much higher. An electrical
system will have both series and parallel connected components. Hence, the complexity in
finding equation representing the overall electrical system will increase as the system size
increases.
3.7.1.2 Monte Carlo Simulation
Monte Carlo simulation is a computerized mathematical technique that allows
people to account for risk in quantitative analysis and decision making [46]. Monte Carlo
simulation solves a problem by generating suitable random numbers and observing that
fraction of the numbers obey some property. The method is a powerful tool for obtaining
numerical solutions to problems that are very complicated to solve analytically. For
example, the reliability solution to a large electrical system using analytical method, such
as reliability block diagram (RBD) will be complex.
Monte-Carlo simulation is a powerful method for reliability modeling of the
systems. It uses the failure and repair statistical distributions of individual components to
model the system behavior. It uses mathematical models to represent a real system. The
statistical distributions of the failure and repair processes of the individual components
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must be determined first. Most failure process are modeled using Weibull distribution. For
most electronic equipments, failure and repair processes follows exponential distribution.
The failure and repair data are provided by the manufacturer. The appropriate distribution
for the components can be determined by curve fitting the time to failure (TTF) and time
to repair (TTR) data using software packages. The data points for TTF and TTR can be
obtained from an equipment use over time. After finding the failure and repair
distributions, a Monte Carlo simulation can be performed to model the reliability of the
system.
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CHAPTER 4 DEVELOPMENT OF EFFICIENCY AND RELIABILITY MODELS
This chapter presents the data center benchmark model to calculate efficiency and
reliability of different data center powering options and topologies. The solar power
model and data center load models are presented. Loss modeling of data center’s power
equipment along with the power distribution path is explained in detail. From the loss
models, the efficiency models of the components are developed. In addition, the methods
for reliability calculations are presented in detail.
4.1 Data Center Benchmark Model
Prior to efficiency and reliability modeling, a data center benchmark model has to
be developed. A data center benchmark developed in [47] has been used in this thesis.
The study uses a data center complying with Tier-IV topology as defined by Uptime
Institute. Tier IV topology provides complete redundant system with two active power
delivery paths. In addition, there are N+1 UPS and generator for backup purpose, as
discussed in section 3.2.1 in chapter 3.
This study is based on 100MW Tier-IV data center assumed to be located in Texas
as it is considered the hub of modern data centers. The data center benchmark consists of
a 50MW solar plant which is considered to be located in the vicinity of data center
premises. The data center has twenty-five 4MW natural gas generators that make up a
100MW backup source, and 192MW-hr flooded lead acid battery storage system for 1
hour backup duration. The size of the battery storage system was calculated based on the
peak IT load requirement.
Figure 4.1 shows the data center benchmarks for AC and 380V DC data centers.
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The solar plant is connected to the AC bus via DC-DC and DC-AC converters in the
conventional AC power distribution system shown in Fig. 4.1a, whereas, it is connected to
380V DC bus via DC-DC converter in the 380V DC option shown in Fig. 4.1b. In this
study, the capacity of solar plant is not limited to 50MW only, but it is increased to
compare the overall system efficiency at different solar penetrations.
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Figure 4.1. Data center benchmarks: (a) AC benchmark and (b) DC benchmark.
4.1.1 Solar Power Plant
The installed capacity of solar plant is 50MW. The plant is in Dallas, Texas,
located at the same place where the data center is installed to minimize transmission
losses. The PV panels used in the solar plant can generate peak power up to 320W. The
overall solar plant generation can be calculated by Equation 3.7 [48].
where, Psolar is the power output of the solar plant at standard test conditions
(STC), GSTC is the solar irradiance at STC (1000W/m2). The solar output depends on the
intensity of irradiation and system efficiency. The effect of temperature is neglected here.
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The hourly global horizontal irradiance (GHI), in kW/m2 was taken from Solar
Anywhere website [49]. Homer Pro Micro-grid Analysis Tool was used to resolve GHI
into its beam and diffuse radiation based on the clearness index [50]. GHI is then
converted to global tilted irradiance (GTI), which is the solar irradiance incident on the
panel surface [51]. A de-rating factor of 0.8 was considered for the calculations involved
to account for the losses due to soiling, shading, snow cover, and aging. The monthly
average solar power variation for 50MW installed capacity in Texas in 2011 is shown box
plot in figure 4.2. The hourly solar power plot for January 4 and June 6 are shown in
figure 4.3.
Figure 4.2. Monthly average solar power for 50MW installed capacity.
As the solar plant is located in Dallas, Texas having latitude: 32.77° N and
longitude: 96.79°W, the solar arrays are arranged facing South at a slope equal to the
latitude where it is installed for simulation purposes. Doing so would maximize the year
around performance for a fixed array position. For the integration of 50MW solar plant in
51
Figure 4.3. Hourly solar power for 50MW PV installation in January 4 and June 6.
our data center benchmark, 156,250 320W, 37.43V solar panels were used.
4.1.2 Solar Integration in Data Center Using AC Distribution System
Figure 4.4 shows the single line diagram of Tier IV AC power distribution system
with 50MW PV integration. To achieve solar plant capacity of 50MW, 50 1MW solar
plants are considered. In each of the 1MW plant, 23 solar panels are connected in series to
form a string to achieve 850V DC voltage to match the inverter DC input voltage. A total
of 3125 solar panels are required to achieve the capacity of 1MW. Hence, there will be
136 parallel solar panel strings. These parallel strings are connected to the DC input of a
1MW Satcon inverters. The inverter converts 850V DC to three phase 480V. The output of
all 50 inverters are connected to a common 480V AC bus. The distribution transformers
steps up the 480V AC bus voltage to distribution level voltage, 12.80kV. Two distribution
transformers are used in this benchmark. Each transformer connects to the step down
transformer located at the data center end before connecting to the 480V AC bus of the
data center input.
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Figure 4.4. AC power distribution system with 50MW PV integration.
4.1.3 Solar Integration in Data Center Using 380V DC Distribution System
Similarly, figure 4.5 shows the single line diagram of Tier IV DC power
distribution architecture with 50MW PV integration. The PV setup is similar to that used
in AC powering option. However, the step down transformer at the data center end
connects directly to the 380V DC bus via a rectifier. The rectifier converts 12.80kV AC
voltage into 380V DC voltage.
4.1.4 Data Center Load
A data center’s load depends on workload of the servers and the cooling needs.
Server loads in data center are highly unpredictable, since the power consumption by the
server depends upon the number of request by the user on the server which fluctuate
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Figure 4.5. 380V DC power distribution system with 50MW PV integration.
throughout the day. In addition to the incoming workloads, the change in outer
temperature causes fluctuations in the data center load as it affects the cooling
requirement. The data center load profile used in this thesis work is based on based on
100kW NREL data center load in 2011 [52]. This load data is for the year 2011. This load
was scaled to 100MW for this study. The maximum, minimum and mean of the data
center load, as well as the daily maximum mean and low mean load are shown in
figure4.6. The peak to average ratio is 1.20.
4.2 Component Loss And Efficiency Model
The data center’s efficiency can be determined empirically by summing up the
power consumption of all IT equipment and dividing by the total power input of the data
center. This method is simple, but gives an overstated efficiency of data centers. Another
approach is to use manufacturer provided efficiency for the data center components such
as UPSs, inverters, rectifiers and PSUs. Manufacturers provide efficiency data for the data
54
Figure 4.6. Monthly average data center load [52].
center components. For power equipment, efficiency is usually expressed as the percent of
power out to power in. The prior method use a single efficiency value of the components
to calculate data center efficiency. In case of real data center, this approach of efficiency
calculations does not provide accurate results. The use of manufacturers’ efficiency
ratings causes overestimation of efficiency, and as a result it will underestimate the losses.
The three common wrong assumptions that causes errors in data center efficiency
calculations are summarized in Table 4.1.
With these wrong assumptions, data center losses are underestimated. The error in
efficiency calculations is more significant at lower IT loads. Use of efficiency models that
uses a single efficiency value to model the data center converters will overstate the overall
data center efficiency. Such efficiency models are insensitive to the IT load. Also, the
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Table 4.1. Wrong assumptions about data center efficiency [53]
Wrong Assumptions Reality
1 Efficiency of data center components is Efficiency of data center components
constant and independent of IT load. significantly decreases at lower IT loads.
2 The converters and cooling components The IT load is significantly less than
operate at full load. design capacity.
3 The heat generated by the components The heat generated by the components is
is insignificant. significant and must be included the in the
efficiency analysis.
power and cooling equipments in data centers operates well below their rated design
capacity because of the following reasons:
1. IT load is less than the data center’s design capacity.
2. The converters are over-sized to provide safety margin and handle load diversity.
3. IT load is not constant. IT load changes frequently depending the number of tasks
requests in each server.
4. The converters operate in N+1, 2N or 2(N+1) configurations.
However, a simple loss and efficiency models can be used that includes the above
issues and provides efficiency values closer to that of real data centers.
4.2.1 Component Loss Model
The accuracy of the data center efficiency estimation depends on the accuracy of
the efficiency models of each data center component. The real efficiency of any data
center component such as a UPS or PSU is not constant, but rather it is a function of the
IT load. Typical efficiency curve of component such as UPS shows that the efficiency falls
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at very light loads, rapidly increases with the IT load up to medium load and then it
increases slowly or saturate. Hence, to obtain accurate efficiency models, accurate loss
models should be obtained for all data center components.
A component’s losses can be computed as the sum of three loss: No-load loss,
Proportional Loss and Square-law loss as shown in figure 4.7.
Component ′s loss = No− load loss+Proportional loss+Square− law loss (4.1)
No-load losses dominate at light IT load, whereas Square-law loss dominate at
heavy IT load. However, proportional loss varies linearly with IT load. The sources of
these three losses are mentioned in figure 4.7.
No-Load Loss
 Fixed loss
 Independent of output 
power
 Power consumed by control 
boards, fans, etc.
 Dominate at light load
Proportional Loss
 Varies linearly with load
 Components having linear 
relationship with load 
current
 Switching loss in power 
semiconductors (IGBT 
switching loss), gate drive 
loss, core loss in magnetics.
Square-law Loss
 Increase with the square of 
load current: I2R loss
 Resistive effect associated 
with components
 Resistance in the circuits, 
on-state resistance of power 
semiconductors, and 
winding losses in 
magnetics.
 Dominate at heavy loads
+ +
Component
input power
Component
output power
Losses
Figure 4.7. A breakdown of data center components’ losses.
Equation 4.1 can be modified using component load as the percentage of the rated
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active power. Now, the component loss can be computed by using equation 4.2.
Ploss = K0 +K1L% +K2L2% (4.2)
where, L% is the component load as the percentage of its rated active power and
K0, K1 and K2 are respectively the no-load, proportional loss and square-law term
coefficients that are determined through regression analysis of the loss data provided by
the manufacturer at multiple load levels. Typical load levels that are available from the
manufacturer are 0% (no-load), 25%, 50%, 75% and 100% (full load). The component
losses are computed by subtracting the output power from the input power using
equation 4.3.
Ploss = Pin−Pout (4.3)
The component loss can also be expressed as the percentage of its rated power. By
doing so results in equation 4.4.
Pl = Kp0 +Kp1L% +Kp2L2% (4.4)
where, Pl =
Ploss
Prated
and Kpz =
Kz
Prated
; z = 0,1,2
As the values of the per-unit component losses Pl and the component’s per unit
load L% are known, regression analysis is used to determine the values of the loss term
coefficients: Kp0, Kp1 and Kp2.
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4.2.1.1 UPS Loss Model
Loss data of typical LBNL double conversion AC UPS was extracted from [9].
The loss data expressed as percentage of the rated load at different loadings are shown in
table 4.2.
Table 4.2. Measured AC UPS loss data (p.u.) at multiple load levels (p.u.)
Load (p.u.) 0.25 0.50 0.75 1.0
Loss (p.u.) 0.0364 0.0631 0.0946 0.1312
A regression analysis (or second order polynomial fit) was done for this loss data
and plotted in figure 4.8. It can be seen from the figure that the values of Kp0, Kp1 and Kp2
for AC UPS loss model are respectively 0.0147, 0.0768 and 0.0397.
y = 0.0397x2 + 0.0768x + 0.0147
0.0000
0.0200
0.0400
0.0600
0.0800
0.1000
0.1200
0.1400
0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
Lo
ss
 (
p
.u
)
Load (p.u)
Figure 4.8. Interpolated model of AC UPS losses (R2 = 1)
Similarly, loss data of a DC UPS with output voltage of 400V was extracted from
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US EPA energy star DC UPS efficiency data in [9]. The DC UPS used in this thesis is
380V. The efficiency of 380V DC UPS has been assumed to have similar efficiency to that
of a 400V DC UPS. The loss data expressed as percentage of the rated load at different
loadings are shown in table 4.3.
Table 4.3. Measured 400V DC UPS loss data (p.u.) at multiple load levels (p.u.)
Load (p.u.) 0.25 0.50 0.75 1.0
Loss (p.u.) 0.01767 0.02576 0.04114 0.06157
A regression analysis (or second order polynomial fit) was again done for this loss
data and plotted in figure 4.9. For this, the analysis showed a perfect fit with R2 = 1.
y = 0.0493x2 - 0.0028x + 0.0152
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Figure 4.9. Interpolated model of DC UPS losses (R2 = 1)
From figure 4.9, it can be seen that the values of Kp0, Kp1 and Kp2 for DC UPS
loss model are respectively 0.0147, 0.0768 and 0.0397.
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4.2.1.2 Component Loss Data
The loss data of the remaining converters in the benchmark used in this thesis is
shown in the following tables.
Table 4.4. Measured 240V AC PSU loss data (p.u.) at multiple load levels (p.u.)
Load (p.u.) 0.25 0.50 0.75 1.0
Loss (p.u.) 0.0441 0.0365 0.0504 0.0684
The loss data of 208 AC PSU was extracted from the data published by Delta
Electronics in [9]. The 240V AC PSU used in this work is assumed to have similar losses
to that of a 208V AC PSU. Similarly, the loss data for 400V DC PSU was also obtained
from the data published by Delta Electronics in [9], which is shown in table 4.5.
Table 4.5. Measured 400V DC PSU loss data (p.u.) at multiple load levels (p.u.)
Load (p.u.) 0.25 0.50 0.75 1.0
Loss (p.u.) 0.04240 0.03135 0.04114 0.05820
The loss data of PV inverter is taken from [54]. The loss data is based on different
PV inverter models such as Xantrex PV20-208, Xantrex PV225s-480, Satcon
AE-225-60-PV-A, SMA SB3800U-240 AND SMA SWR2500U-240.
Table 4.6. Measured PV inverter loss data (p.u.) at multiple load levels (p.u.)
Load (p.u.) 0.25 0.50 0.75 1.0 1.20
Loss (p.u.) 0.03409 0.04765 0.06788 0.09649 0.12597
The loss data of distribution transformer was obtained from [55]. In this report,
data from several U.S. transformers were used. Also, loss and efficiency data for a list of
transformers provided by the Department of Energy (DOE) was also used. The loss data
used in this thesis is listed in table 4.7.
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Table 4.7. Measured distribution loss data (p.u.) at multiple load levels (p.u.)
Load (p.u.) Loss (p.u.)
0.10 0.00285
0.15 0.00301
0.20 0.00317
0.25 0.00329
0.30 0.00367
0.35 0.00411
0.40 0.00453
0.45 0.00510
0.50 0.00577
0.55 0.00640
0.60 0.00710
0.65 0.00789
0.70 0.00879
0.75 0.00972
0.80 0.01078
0.85 0.01181
0.90 0.01306
0.95 0.01437
1.00 0.01564
The loss data of 400V DC rectifier is based on loss data provided for Multi-pulse
inverter in [56]. Rectifier efficiency analysis for DC distributed data centers has been
performed in this paper. The loss data is tabulated in Table 4.8.
Table 4.8. Measured 400V rectifier loss data (p.u.) at multiple load levels (p.u.)
Load (p.u.) 0.25 0.50 0.75 1.0
Loss (p.u.) 0.0048 0.0118 0.0224 0.0363
Finally, the loss data of SiC based front-end rectifier and GaN based DC-DC
converter of PSU in 380V DC architecture was obtained from work done in [13]. In this
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work, a 7.5kW, 3 phase 480V AC input, 400V DC output rectifier was made and tested for
its efficiency. The loss data is shown in Table 4.9. The high power front-end rectifier used
in this study is assumed to have the same per unit loss data as in Table 4.9.
Table 4.9. Measured 400V SiC front-end rectifier loss data (p.u.) at multiple load levels
(p.u.)
Load (p.u.) 0.134 0.267 0.40 0.534 0.667 0.80 1.0
Loss (p.u.) 0.00486 0.00615 0.00712 0.00882 0.01020 0.001177 0.01523
Also, in [13], a 300W, 400V DC input, 12V DC output GaN based DC-DC
converter was built. The loss data is shown in Table 4.10. A DC-DC converter inside PSU
used in this study is assumed to have the same per unit loss data as in Table 4.10.
Table 4.10. Measured GaN DC-DC based converter loss data (p.u.) at multiple load levels
(p.u.)
Load (p.u.) 0.20 0.24 0.28 0.30 0.40 0.56 0.80 1.0
Loss (p.u.) 0.01858 0.01451 0.01630 0.01480 0.01623 0.02182 0.03203 0.04058
4.2.1.3 Component Loss Coefficients
Regression analysis (or second order polynomial fit) was done for all the loss data
listed above. The no-load, proportional and square-law term coefficients for the converters
are listed in table 4.11. A perfect fit was obtained from the regression analysis of each set
of loss data with R2 value of 1.
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Table 4.11. No-load, proportional and square-law item coefficients.
Converter
Loss item coefficients
Kp0 Kp1 Kp2
Typical LBNL AC UPS 0.0147 0.0768 0.0397
DC UPS 0.01520 -0.00280 0.10230
240V AC PSU 0.06020 -0.09320 0.0493
DC PSU 0.06410 -0.11770 0.11240
PV Inverter 0.02850 0.00770 0.06020
Distribution Transformer 0.00290 -0.00150 0.01430
400V DC Multi-pulse rectifier 0.00130 0.00730 0.02780
SiC based front-end rectifier 0.0042 0.0054 0.0056
GaN based DC-DC converter 0.0172 0.-0149 0.0392
4.2.2 Efficiency Model
To build up the efficiency models for the converters, let’s consider the efficiency of
any converter at any instant that can be computed using equation 4.5.
η =
Pout
Pin
(4.5)
Pin = Pout +Ploss, hence, equation 4.5 can be written as,
η =
Pout
Pout +Ploss
(4.6)
The load and loss in equation 4.6 can be expressed as the percentage of rated
power.
η =
L%Prated
L%Prated +PlPrated
=
L%
L% +Pl
(4.7)
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Substituting the value of Pl from equation 4.4.
η =
L%
L% +Kp0 +Kp1L% +Kp2L2%
(4.8)
Equation 4.8 will be used to find out the efficiency model of all the converters. It
can be seen that, using loss item coefficients, the efficiency of the converters can be
determined for any load from which efficiency curve can be drawn. The nature of
efficiency curve is such that the efficiency decreases significantly at low load and is
slightly increasing as the load is increased from medium to high load as can be seen in the
efficiency curve of DC UPS in figure 4.10.
The peak efficiency for any converter occurs at load L% given by equation 4.9.
L% =
√
Kp0
Kp2
=
√
K0
K2
(4.9)
Substituting this value in equation 4.8, the maximum efficiency value (ηmax) is
given by:
ηmax =
1
1+Kp1 +2
√
Kp0Kp2
(4.10)
4.2.2.1 AC UPS Efficiency Model
Substituting loss data from table 4.2 or loss data points obtained from figure 4.8 in
equation 4.8, efficiency data can be obtained. Figure 4.10 shows the efficiency plot of AC
UPS used in this thesis. As discussed earlier, the efficiency plot shows that the efficiency
decreases significantly at low loads and decreases slowly on increasing the load from
medium to high load. The efficiency curve is represented by a third order polynomial,
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where x is the per unit load.
Figure 4.10. Efficiency model of AC UPS.
Similarly, by substituting the loss data in equation 4.8, efficiency model for all the
converters was obtained. The equation representing the efficiency models of the
converters are listen in table 4.12.
4.3 Data Center Energy Efficiency
The energy efficiency of the power distribution system in data center is calculated
with and without PV integration over a year (2011). The PV installation size is changed to
see its reflection on the overall power efficiency of the power distribution system.
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Table 4.12. Efficiency models of the power converter used in data center benchmark
Converter Efficiency Model
Typical LBNL AC UPS 0.1173P3−0.296P2 +0.2307P+0.832
DC UPS 0.1813P3−0.432P2 +0.3122P+0.88
240V AC PSU 0.7573P3−1.752P2 +1.1307P+0.62
DC PSU 0.736P3−1.736P2 +1.324P+0.621
PV Inverter 0.2133P3−0.552P2 +0.4527P+0.798
Distribution Transformer 0.5436P5−1.7471P4 +2.1709P3−1.3121P2
+0.3842P+0.9453
400V DC Multi-pulse rectifier −0.008P2−0.0116P+0.9845
SiC based front-end rectifier −0.2209P4 +0.5937P3−0.5914P2 +0.2648P+0.9388
GaN based DC-DC converter 0.5201P3−1.0838P2+0.7047P+0.8212
4.3.1 Energy Efficiency Without PV Integration
The energy efficiency of the data center power distribution system without PV
integration over a year can be calculated using equation 4.11.
ηwithout PV =
∑
8760
i=1 EIT, i
∑
8760
i=1 EUtility, i
(4.11)
where, i is the number of hours. This applies for both AC and 380V DC data
centers.
For each hour i, equation 4.11 reduces to the product of the converter efficiencies
in the distribution path for that hour. For AC data center the equation 4.12 represents the
reduced form.
ηwithout PV, i = ηdist.tr.×ηACUPS, i×ηPDU(trans f ormer), i×ηAC PSU, i (4.12)
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In the above equation, to calculate energy efficiency, ∑8760i=1 EIT, i can be calculated
by summing up the hourly data center load from the data center load profile, shown in
figure 4.6.
However, to calculate ∑8760i=1 EUtility, i, the IT load is divided by the product of
efficiencies of all the converters along the distribution path from utility end to the load end
for each hour i, to get the power drawn from the utility by the IT load. This is done for all
i’s for a year then summed up that gives the energy drawn from the utility by the IT load.
Similarly, the power consumed by CRAC and other supporting infrastructure is divided by
the efficiency of the distribution transformer for each i and summed up. This result and
previous result for IT load is added that gives us the total energy drawn by the data center
load from the utility, ∑8760i=1 EUtility, i.
4.3.2 Energy Efficiency With PV Integration
In the same way, the energy efficiency of the data center power distribution system
with PV integration over a year can be calculated using equation 4.13.
ηwith PV =
∑
8760
i=1 EIT, i
∑
8760
i=1 [EUtility, i +EPV, i]
(4.13)
where, i is the number of hours.
In the above equation, to calculate energy efficiency, ∑8760i=1 EIT, i can be calculated
in a similar way as done in section 4.3.1.
However, to calculate ∑8760i=1 EUtility, i is different in this case. Figure 4.4 should be
followed here. The power supplied to the IT load by each path of the dual power
distribution paths in Tier IV topology at the load end is calculated, which is equal to the
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total IT load at hour i divided by 2. The result is then divided by the PSU efficiency at that
load. Again, the result is divided by the efficiency of the PDU transformer at its output
power and the result is further divided by the efficiency of AC UPS for power at its output
end. The result is the total IT power at the 480V AC bus in the data center power
distribution path. Now, the total power consumed by the CRAC and supporting
infrastructures is halved and added to the above result, that gives the total power at the
480V AC bus where the PV is integrated as shown in figure 4.4. Now, the power incoming
from the PV plant at this bus is subtracted from the above result, and the new result is
divided by the efficiency of the distribution transformer. These power data for all i’s are
summed up that gives us ∑8760i=1 EUtility, i for this distribution path. This is same for the
second path. The result is doubled to get total ∑8760i=1 EUtility, i. The efficiency used for all
converters were calculated using the efficiency models in Table 4.12 depending on their
output power.
Finally, EPV, i can be calculated by adding the output PV power for each hour.
These obtained values are used in equation 4.13 for calculating the energy efficiency of
data center power distribution path with PV integration.
4.4 Reliability Modeling: Definitions And Assumptions
This section presents the terms and its definitions, and assumptions made for
reliability modeling.
4.4.1 Failure Rate
The electronic equipment has a constant failure rate over its lifetime and follows
an exponential statistical life distribution. The failure rates are assumed to be constant for
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all of the components given by equation 4.14.
λ =
1
MT BF
( f ailures/hr) (4.14)
where, MTBF is the mean time between consecutive failures of a system or a
component, usually expressed in either hours per failure.
4.4.2 Repair Rate
Most components also have an exponential repair distribution. The repair rates of
most components denoted by µ (repairs/hr) are assumed to be constant over their lifetime.
However, some of the components have a non-constant repair rates. The failure rate either
increase or decrease with time and follows a Weibull distribution. The constant repair rate
is given by equation4.15.
µ =
1
MT T R
(4.15)
where, MTTR is the mean time to repair a failed component.
Table 4.13 shows the component failure rates and repair rates used for the
modeling.
4.4.3 Availability
Availability is the ratio expressed as the percentage of time a system or a
component can perform its required function. Availability is a dimensionless quantity
given by equation 4.16.
Availability =
MT BF
MT BF +MT T R
(4.16)
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Table 4.13. Equipment reliability data [57]
Component Inherent MTBF MTTR
Availability (hours) (hours)
(%)
High Quality Utility 99.9705 8030 Weibull
Distribution
η = 0.02,
β = 0.25
Diesel Generator 99.997423 2000 4
Circuit Breaker 99.999989 1×106 2
Bus Bars/Switch Board 99.999210 4.38×106 9
Automatic Transfer Switch 99.999950 1×106 2
3-phase Rectifier 99.990100 20000 2
3-phase Inverter 99.990100 20000 2
DC-DC Converter 99.996000 50000 2
Lead Acid Battery 99.9966667 240×103 8
Isolation Transformer 99.999937 7.8×106 6
Static Bypass Switch 99.997334 300×103 8
Table 4.14 shows the availability and resulting downtimes. The downtime per year
decreases with the number-of-9s. However, availability is not considered a good
performance metric for knowing how reliable the power distribution architecture is.
Availability of a distribution system does not provide any information about the frequency
of outages during a time period of its operation. For two different systems with a similar
availability, the frequency of outages will be the only distinguishing factor when these
systems are compared. For example, a highly available system with 99.999% availability
that failed just once in a year for 5.25 minutes has a much better reliability than a system
that failed 157 times for 2 seconds. MTBF provides information about the frequency of
outages to expect from a system.
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Table 4.14. Availability and downtimes
Availability Downtime Downtime
(number of 9s) per year per day
1 36.5 days 2.4 hours
2 3.65 days 14.4 minutes
3 8.76 hours 1.44 minutes
4 52.56 minutes 8.66 seconds
5 5.26 minutes 864.3 milliseconds
6 31.5 seconds 86.4 milliseconds
7 3.15 seconds 8.64 milliseconds
8 315.569 milliseconds 0.864 milliseconds
9 31.5569 milliseconds 0.0864 milliseconds
4.5 Reliability: Methodology
The most commonly used method to perform reliability analysis is reliability
block diagram (RBD) method. RBD is an analytical method for performing reliability
calculations. RBD is just a graphical representation of the equipments showing their
connections. The components such as UPS, battery, switches, etc are represented by
blocks and connected as they are connected in the system, i.e., there are series and parallel
connections of the blocks. The MTBF of the overall system is determined by performing
calculations for each connection [58].
For complex systems with large number of series and parallel connections, the
direct analytical method would be impractical. Also, components such as stand-by
generators and battery back-up (that gets activated only when the primary power source
fail) further complicates the problem. If the components are assumed to be repairable, the
mathematical calculations become complex. Hence, to overcome this difficulty, Monte
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Carlo simulation was used.
4.5.1 Monte Carlo Simulation
It is not feasible to manually calculate the reliability of the power distribution
systems. There are a number of software packages available that can fulfill this through
Monte Carlo simulation. A software package called Powertechnic Analyst [59] was used
for this purpose because it uses single line diagram to represent the power distribution
topologies which makes the evaluation much easier. Analyst represents each electrical
equipment with its electrical symbol and all of its parameters can be simply entered and
modified as per our requirement. The software has the ability to handle complex logic
such as switching between utility mains and backup generator and activating static bypass
in the AC UPS. It can also handle time-varying elements such as battery reserve even
under changing load conditions to produce an accurate estimate of reliability. In this work,
reliability analysis of AC and 380V DC data center without the integration of renewable
energy sources was done.
Once the failure and repair distributions of all the components are known, a Monte
Carlo simulation is performed to model the reliability of the system. In this simulation, a
random number between 0 and 1 is generated that represents the probability that an event
occurs at a given time. Using the probability, a time when the event occurs can be found
by using the statistical distribution. In our case, using failure distribution model, TTF can
be calculated. For example, if a certain random number was generated for the failure
process, Monte Carlo simulation would determine TTF using the failure distribution
model. By using similar models for repair process, failure-repair cycle can be simulated
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for any simulation time. That means, after the equipment has failed, another random
number is generated for repair process and TTR is calculated using the repair distribution
model. Then the process is repeated to find another set of TTF and TTR. These TTF and
TTR are added and updated until it reaches the total simulation time set. The number of
failures are tracked and is used to calculated MTBF and MTTR as follows.
MT BF =
∑
N
1 T T FN
N
(4.17)
MT T R =
∑
N
1 T T RN
N
(4.18)
where, N is the number of failures counted, T T FN and T T RN are the time to
failure and time to repair the component for Nth failure. Finally, the availability can be
calculated using Equation 4.16.
4.5.2 System Failure Definition
A general definition of failure as described in [57] is used in this thesis. The
inability of the distribution system to supply electrical power to critical IT loads in a data
center is counted as a failure. The failure of the IT loads itself is not considered. Only the
failure of power distribution components are considered. The distribution system either
AC or DC is said to have failed if there is a loss of power at the PSU DC link of IT load.
Since the IT loads are dual-chorded, the distribution system is said to have failed if the
power from both the paths are simultaneously interrupted. The reliability of the system at
load connection point will be analyzed, as shown in figure 4.11 circled in red.
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Figure 4.11. Data center point of reliability analysis.
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CHAPTER 5 RESULTS AND ANALYSIS
This chapter presents the results for efficiency and reliability analyses of AC and
380V DC power distribution in data center. The efficiency analysis was done for different
PV penetrations: 30MW, 40MW and 50MW. The efficiency analysis of 380V DC system
was performed with SiC based front-end rectifier and GaN based DC-DC PSU converter.
The results for reliability analyses of both AC and 380V DC data centers performed by
running Monte Carlo simulation using a software package called Powertechnic Analyst
will be presented in the later section.
5.1 Efficiency Analysis
The efficiency analysis of the data center benchmark can be divided into three
cases: Efficiency analysis without PV integration , efficiency analysis with PV integration
and efficiency analysis of 380V DC system with WBG devices.
5.1.1 Case I: Efficiency Analysis Without PV
The efficiency analysis results of AC and 380V DC benchmarks without PV are
presented in this section.
5.1.1.1 Analysis For AC Data Center Benchmark
By following the procedure described in section 4.3.1, the efficiency analysis of
the data center shown in figure 4.4 (neglecting the PV integration) was carried out for the
entire year (2011). The result shows that the average efficiency of the data center over a
year is 67.41%. By inspecting the hourly efficiency plot, the efficiency of the change in
efficiency of the data center is above and below 67.41%. This is due to change in data
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center’s IT load and consequently, the cooling load. As it has been discussed in Chapter 4,
the nature of the efficiency plots of individual converters is such that, the efficiency value
is small at low loads and increases with the load. Hence, the dip in efficiencies at some
places is due to decrease in data center IT load and increase in efficiency is due to increase
in data center load.
Figure 5.1. Hourly efficiency plot: AC data center without PV, August 24, 2011.
Figure 5.1 shows the hourly efficiency plot of AC data center benchmark without
PV on August 24, 2011. The minimum and maximum efficiency for entire year was found
to be 64.65% and 70.00% respectively, as shown in figure 5.2.
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Figure 5.2. Efficiency data: AC data center without PV, August 24, 2011.
5.1.1.2 Analysis For 380V DC Data Center Benchmark
Similarly, the efficiency analysis of the data center shown in figure 4.5 (neglecting
the PV integration) was carried out for the entire year. The average efficiency of the data
center over a year was found to be 72.96%. Again, by inspecting the hourly efficiency
plot, the efficiency of the change in efficiency of the data center fluctuates above and
below 72.96%. The reason being the change in data center’s IT load and consequently, the
cooling load. The dips and increase in efficiencies above and below 72.96% at some
places is due to change in data center’s IT load. The efficiency of all the converters
changes with the power at its output and impacts the overall data center energy efficiency.
Figure 5.3 shows the hourly efficiency plot of 380V DC data center benchmark
without PV on August 24, 2011. The minimum and /maximum efficiency for entire year
was found to be 69.83% and 75.89% respectively, as shown in figure 5.4.
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Figure 5.3. Hourly efficiency plot: 380V DC data center without PV, August 24, 2011.
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Figure 5.4. Efficiency data: 380V DC data center without PV, August 24, 2011., August
24, 2011.
5.1.2 Case II: Efficiency Analysis With PV
This case, efficiency analysis with PV is classified into three subsections which are
described below.
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5.1.2.1 Analysis With 30MW PV Plant
With the integration of 30MW PV plant, the overall energy efficiency of the
system is 66.88% for a data center with AC powering option, which is 0.53% less
compared to the one without PV. For 380V DC powering option, the overall energy
efficiency has dropped to 72.01%, which is 0.75% less compared to the previous case.
This is due to the fact that, a part of the data center load is supplied by the utility and the
remaining load is supplied by the PV. Power from PV has to go through more number of
converters than from the utility. These extra converters are PV inverter, distribution
transformers, and losses in distribution conductors. However, the efficiency of 380V DC
distribution system is superior to that of the AC.
(a) (b)
Figure 5.5. Hourly efficiency plots with 30MW PV: (a) AC and (b) 380V DC.
Figure 5.5 shows the hourly efficiency plots of AC and 380V DC data centers with
30MW PV installation for July 08, 2011. It can be seen from both sub-figures that the
overall efficiency of the system drops as the PV generation increases during the day time.
During early morning hours and night hours, when there is no or very less PV generation,
the efficiency plot follows the plot for the case without PV. Due to these efficiency dips
every single day throughout the year is the reason for both AC and 380V DC benchmarks
80
with 30MW PV to have less overall energy efficiency than the case with no PV. The
minimum and maximum energy efficiency of AC system are 63.05% and 70.01%
respectively. For 380V DC system, these values are 66.84% and 75.89%.
5.1.2.2 Analysis With 40MW PV Plant
The size of the PV plant has been increased to 40MW. Now, the overall energy
efficiency of the system is 66.79% for data center with AC powering option, which is
0.62% less compared to the one without PV. For 380V DC powering option, the overall
energy efficiency has dropped to 71.89%, which is 1.18% less compared to the case
without PV. The reason being the same as discussed in the previous case with 30MW PV
plant. It can be observed that, in this case, the efficiency has dropped more compared to
the case with 30MW PV plant. This implies that larger the power supplied by the PV plant
to the data center load, lower the overall efficiency. The efficiency of 380V DC
distribution system is still superior to that of the AC.
(a) (b)
Figure 5.6. Hourly efficiency plots with 40MW PV: (a) AC and (b) 380V DC.
Figure 5.6 shows the hourly efficiency plots of AC and 380V DC data centers with
40MW PV installation for August 10, 2011. Similar to previous case, it can be seen from
both sub-figures, that the overall efficiency of the system drops as the PV generation
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increases during the day time. This is due to the PV generation profile. These efficiency
dips every single day throughout the year is the reason for both AC and 380V DC
benchmarks with 40MW PV to have less overall energy efficiency than the case with no
PV. The minimum and maximum energy efficiency of AC system are 62.97% and 70.00%
respectively. For 380V DC system, these values are 66.32% and 75.89%.
5.1.2.3 Analysis With 50MW PV Plant
The size of the PV plant is further increased to 50MW. The overall energy
efficiency of the system further decreases to 66.70% for data center with AC powering
option, which is 0.71% less compared to the one without PV. Also, for 380V DC, the
overall energy efficiency decreases to 71.55%, which is 1.41% less compared to the case
without PV. It can be seen that, in this case, the efficiency has dropped further more
compared to the case with 40MW PV plant. The efficiency of 380V DC distribution
system is still remains superior to the AC.
(a) (b)
Figure 5.7. Hourly efficiency plots with 50MW PV: (a) AC and (b) 380V DC.
Figure 5.7 shows the hourly efficiency plots of AC and 380V DC data centers with
50MW PV installation for July 15, 2011. Similar to previous case, due to PV generation
profile and the extra number of converters in PV distribution path, the overall efficiency of
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the system drops as the PV generation increases during the day time. The overall
efficiency of both AC and 380V DC system has dropped further. The minimum and
maximum energy efficiency of AC system are 62.60% and 69.97% respectively. For 380V
DC system, these values are 65.54% and 75.82%.
5.1.3 Case III: Efficiency Analysis of 380V DC System With WBG Devices
In this case, as mentioned in Section 3.5 of Chapter 3, the efficiency analysis of
380V DC power distribution system is performed by replacing Si based front-end rectifier
with SiC based rectifier and Si based DC-DC converter in PSU with GaN based DC-DC
converter. The efficiency models of these converters are calculated in Section 4.2.2 of
Chapter 4.
5.1.3.1 Without PV Integration
Findings shows that the overall energy efficiency of the 380V DC system is
79.01%, which is 6.05% greater than the 380V DC system using Si based converters and
11.60% greater than the AC system. As expected, this is a tremendous improvement in the
overall efficiency of the data center power distribution system. Figure 5.8a shows the
hourly efficiency plot of the overall system using SiC based front end rectifier and GaN
DC-DC PSU converters for two different days. It can be seen that, just like the previous
case without PV integration, the efficiency is not constant. It varies every hour depending
on the IT load. It is clear from the figures that, for April 06, the efficiency is close to 78%
with little fluctuations. However, for September 19, the efficiency is mostly 80% with
some dips and peaks.
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(a) (b)
Figure 5.8. Hourly efficiency plot of 380V DC data center using SiC based front-end
rectifier and GaN based DC-DC converter in PSU (without PV): (a) April 06, 2011 and (b)
September 19, 2011.
5.1.3.2 With 30MW PV Integration
Using WBG based converter in 380V DC architecture with 30MW PV integration
yielded the overall energy efficiency of 77.94%, which is still 4.98% greater than the
380V DC system using Si based converters and 10.53% greater than the AC system.
However, the efficiency improvement with SiC based front end rectifier and GaN DC-DC
PSU converters in this case is 1.07% less compared to the case without PV integration
using same WBG based converters. The reason being PV has to go through more number
of converters than from the utility and the efficiency of the converters is lower as
compared with WBG based converters. Figure 5.9a shows the hourly efficiency plot of the
overall system using SiC based front end rectifier and GaN DC-DC PSU converters for
two different days.
5.1.3.3 With 40MW PV Integration
The PV plant size is further increased to 40MW. The overall efficiency of the
380V DC system becomes 77.69%, which is still 4.73% greater than the 380V DC system
using Si based converters and 10.28% greater than the AC system. The efficiency
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(a) (b)
Figure 5.9. Hourly efficiency plot of 380V DC data center using SiC based front-end
rectifier and GaN based DC-DC converter in PSU (with 30MW PV): (a) May 10, 2011 and
(b) September 04, 2011.
improvement with WBG based converters is 1.32% less compared to the case without PV
integration using the same WBG based converters. Figure 5.10a shows the hourly
efficiency plot of the overall system using SiC based front end rectifier and GaN DC-DC
PSU converters for two different days.
(a) (b)
Figure 5.10. Hourly efficiency plot of 380V DC data center using SiC based front-end
rectifier and GaN based DC-DC converter in PSU (with 40MW PV): (a) January 20, 2011
and (b) April 29, 2011.
5.1.3.4 With 50MW PV Integration
The PV plant size is further increased to 50MW. Now, the overall efficiency of the
380V DC system becomes 77.44%, which is still 4.48% greater than the 380V DC system
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using Si based converters and 10.03% greater than the AC system. The efficiency
improvement with WBG based converters is 1.57% less compared to the case without PV
integration using the same WBG based converters. The reason being larger fraction of
data center load is supplied by PV. Figure 5.11a shows the hourly efficiency variation of
the overall system using SiC based front end rectifier and GaN DC-DC PSU converters for
two different days.
(a) (b)
Figure 5.11. Hourly efficiency plot of 380V DC data center using SiC based front-end
rectifier and GaN based DC-DC converter in PSU (with 50MW PV): (a) February 23, 2011
and (b) December 20, 2011.
5.1.4 Efficiency Comparison
Figure 5.12 shows the bar graph showing efficiencies of AC and 380V power
distribution architectures for different sizes of PV plant.
From the above results, it can be said that 380V DC power distribution system in
data centers is more efficient than typical AC power distribution system with or without
PV integration. However, the efficiency decreases with increase in PV plant size is due to
extra conversion stage in the PV path.
A 380V DC power distribution system is:
• 5.55% efficient than AC without PV installation.
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Figure 5.12. Efficiency comparison at different PV plant sizes.
• 5.13% efficient than AC with 30MW PV installation.
• 4.99% efficient than AC with 40MW PV installation.
• 4.85% efficient than AC with 50MW PV installation.
5.1.5 PUE Comparison
The PUE (Power Usage Effectiveness) of all the above cases were calculated
which are shown in figure 5.13. PUE of 380V DC system is superior to typical AC system
for all the cases for the data center benchmark used. PUE of 380V DC system using WBG
based converters has a better PUE value at all PV plant sizes. Again, the higher PUE value
with increase in PV plant size is due to extra conversion stage in the PV path.
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Figure 5.13. PUE comparison of different power distribution architectures at different PV
plant sizes.
5.1.6 Electricity Cost Comparison
The energy saving with 380V DC and 380V DC with WBG architectures were
calculated at different PV plant sizes with respect to AC architectures. The energy
consumption throughout the year (2011) with DC architectures are shown in Table 5.1.
The energy consumption with AC topology without PV, 30MW PV, 40MW PV and
50MW PV are 923,131.98 MWh, 930,292.72 MWh, 931,519.26 MWh, and 932,802.67
MWh respectively. The electricity cost of $0.07/KWh was considered for the savings
calculation.
It can be seen form Table 5.1 that saving with 380V DC (with WBG) is almost
twice the saving with 380V DC architecture. Also, the savings decreases with the increase
in PV plant size due to overall drop in efficiency of the system with higher PV plant size.
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Also, the total energy cost is calculated for the total input energy, that means, sum of
energy from utility and PV plant. Same cost of $0.07/KWh was considered for both utility
and PV.
Table 5.1. Electricity savings
PV Plant Size Topology Energy Usage (MWh)
Savings
GWh/year $/year
No PV
380V DC 852,912.83 70.22 4,915,339.98
380V DC with WBG 787,529.39 135.60 9,492,180.75
30MW PV
380V DC 864,108.80 66.18 4,632,874.18
380V DC with WBG 798,358.92 131.93 9,235,366.22
40MW PV
380V DC 866,820.45 64.69 4,528,916.40
380V DC with WBG 800,933.11 130.58 9,141,030.22
50MW PV
380V DC 869,551.05 63.25 4,427,613.53
380V DC with WBG 803,523.22 129.27 9,049,540.58
5.2 Reliability Analysis
Both AC and DC topologies were modeled using Analyst Enterprise with their
failure and repair data in Table 4.13. The electrical parameters and the reliability data for
each component were entered in the software for all the components. The load in the
simulation is set to ”cannot fail” to follow the system failure definition. The red
connections in figures. 5.14, 5.15, 5.16 and 5.17 represents AC connections, and the blue
connections represent DC connections. Two cases were considered for reliability studies
for both topologies. One with only a single active UPS per path and the other with
multiple UPSs per path with N+1 redundancy.
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5.2.1 Case I: Single Active UPS Per Path
The most basic topology for UPS connection in Tier IV data centers with 2N
component redundancy is using a single UPS per path, with separate battery banks for
UPS in each path. At normal operating condition, each UPS will be operating at 50% load
(max). When one of the UPSs fails, the path containing that UPS goes out of service.
Until the UPS has been repaired and the service is restored, the only way to maintain
uninterrupted power supply to the IT load is via another power distribution path where the
UPS can handle the full load.
Figure 5.14. Simulation model of 480V ac ”2N” topology
The working simulation model of 480V ”2N” AC distribution system in a data
center is shown in figure 5.14. The simulation time was set to 5,000,000 hours. At the end
of the simulation, failure rate of AC system was found to be 7.042×10−3 failures/year.
The failure rate of the 380V DC ”2N” distribution system in figure 5.15 is 4.255×10−3
failures/year. The failure rate of DC system is 0.6 times the failure rate of the AC system.
The additional conversion stages in DC system led to higher failure rate governed by the
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individual failure rates of those components listed in Table 4.13. Hence, the DC system is
more reliable than AC system, as DC systems has higher MTBF and a relatively low
MTTR, as shown in Table 5.2.
Figure 5.15. Simulation model of 380V ”2N” DC topology
5.2.2 Case II: Multiple Active UPSs Per Path With N+1 Redundancy
This topology has an additional UPS in each path to have N+1 redundancy. Let us
first consider two active UPSs per path out of which one UPS is required to supply the IT
load. In this case, each UPS in each path will be operating at 25% load at normal
condition. Both the UPSs are able to supply the IT load when the other UPS system fail.
The UPS system is designed in such a way that a single UPS can handle full data center
load. For the distribution path to go out of service, both UPSs have to fail at the same time.
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Figure 5.16. Simulation model of 480V ”2(N+1)” ac topology
Figure 5.16 shows the working simulation model of ”2(N+1)” AC distribution
system in a data center. The simulation time was kept the same, 5,000,000 hours, as the
previous case. The failure rate of this system was found to be 2.631×10−3 failures/year,
which is clearly less frequent than the AC system with a single UPS per path in the
previous case. The failure rate of the DC system with N+1 UPS system in figure 5.17 is
2.341×10−3 failures/year, which is better than the DC system with a single UPS per path.
In this case (N+1 UPS redundancy), failure rate of the DC system is 0.88 times the failure
rate of the AC system. In both cases, the DC system has higher MTBF and lower MTTR,
as shown in Table 5.2.
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Figure 5.17. Simulation model of 380V ”2(N+1)” DC topology
The level of redundancy in the UPS system was further increased to N+2 and the
reliability simulations was carried out. The simulation results shown in Table 5.2 tells us
that the difference in the MTBF, MTTR and availability of AC and DC systems are less as
compared to previous UPS redundancy levels. This shows that, as keep on increasing the
level of redundancy to N+3, N+4 and so on, the difference in MTBF, MTTR and
availability of AC and DC systems will be keep on decreasing.
It can be seen in Table 5.2 that MTBF of both AC and DC topologies increase with
the increase in UPS redundancy. This is due to additional path for the power distribution.
Also, the MTTR of the system decreased as the level of UPS redundancy was increased.
From the system failure definition, failure of the system means inability of the power
distribution system to supply electric power to the IT load. In case of 2(N+1) topology
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shown in figure 5.17, let’s say the upper distribution path failed at time t, which could be
due to failure of both UPSs or failure of the component(s) along the path. Again, let’s say
the lower distribution path failed at time t +∆t, ∆t seconds after failure in the upper
distribution path. Up to t +∆t seconds, the IT load gets the power until both distribution
path fails. Let’s say the upper distribution path recovers from failure at time, t +∆t +∆t ′,
that is, ∆t ′ seconds after failure of both paths. The downtime of the system is ∆t ′ seconds.
Due to the time overlap of failure of distribution paths in the system, higher number of
distribution paths results in lower MTTR values. The results shows that both AC and DC
distribution systems with 2(N+2) UPS redundancy has the lowest MTTR values.
Table 5.2. Monte-carlo simulation results
Distribution MTBF MTTR Availability
System (hours) (hours) (number of 9s)
480V AC ”2N” 1,243,920 3.73875 5
380V DC ”2N” 2,058,600 1,60630 6
480V AC ”2(N+1)” 3,328,800 0.07656 7
380V DC ”2(N+1)” 3,740,520 0.04488 7
480V AC ”2(N+2)” 9,995,160 < 60 seconds 9
380V DC ”2(N+2)” 10,985,040 < 60 seconds 9
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CHAPTER 6 CONCLUSIONS AND FUTURE WORK
6.1 Conclusions
A method to improve data center’s efficiency and reliability has been presented in
this thesis. A 380V DC power distribution architecture has been proposed to obtain
improved efficiency and higher reliability in data center power distribution system. The
effect of solar integration on the overall system efficiency has been studied. The efficiency
analysis shows that 380V DC distribution system is more efficient than the typical AC
distribution system at all PV installation sizes ranging from 0MW to 50MW. The impact
of converters using WBG technology on the performance of data centers has been
presented. A 380V DC power distribution architecture using WBG based converters are
more efficient than that using Si based converters. Also, more energy, hence more
electricity cost can be saved using 380V DC architecture.
The reliability analyses of both AC and DC powering option for power distribution
in data centers shows that 380V DC distribution system is more reliable than typical AC
distribution system up to certain level of redundancy in the UPS systems. As the number
of UPSs in each path is increased, the values of reliability metrics such as MTBF and
MTTR of the AC system will approach the reliability metrics values of the DC system.
6.2 Future Works
The future works are one to perform efficiency analysis 380V DC data center
considering the cooling efficiency and other to perform reliability analysis of 380V DC
power distribution system using wide band gap converters with integration of PV.
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