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Abstract
Background: The completion of the HapMap project has stimulated further development of
haplotype-based methodologies for disease associations. A key aspect of such development is the
statistical inference of individual diplotypes from unphased genotypes. Several methodologies for
inferring haplotypes have been developed, but they have not been evaluated extensively to
determine which method not only performs well, but also can be easily incorporated in
downstream haplotype-based association analyses. In this paper, we attempt to do so. Our
evaluation was carried out by comparing the two leading Bayesian methods, implemented in PHASE
and HAPLOTYPER, and the two leading empirical methods, implemented in PL-EM and HPlus. We
used these methods to analyze real data, namely the dense genotypes on X-chromosome of 30
European and 30 African trios provided by the International HapMap Project, and simulated
genotype data. Our conclusions are based on these analyses.
Results: All programs performed very well on X-chromosome data, with an average similarity
index of 0.99 and an average prediction rate of 0.99 for both European and African trios. On
simulated data with approximation of coalescence, PHASE implementing the Bayesian method
based on the coalescence approximation outperformed other programs on small sample sizes.
When the sample size increased, other programs performed as well as PHASE. PL-EM and HPlus
implementing empirical methods required much less running time than the programs implementing
the Bayesian methods. They required only one hundredth or thousandth of the running time
required by PHASE, particularly when analyzing large sample sizes and large umber of SNPs.
Conclusion: For large sample sizes (hundreds or more), which most association studies require,
the two empirical methods might be used since they infer the haplotypes as accurately as any
Bayesian methods and can be incorporated easily into downstream haplotype-based analyses such
as haplotype-association analyses.
Background
The completion of the HapMap project has stimulated
further interest in haplotype inference from un-phased
single nucleotide polymorphism (SNP) genotypes [1].
Recent evidence indicates the human genome has hot
spots and cold spots for recombination, and it is divided
into multiple haplotype blocks, each of which has only a
limited number of haplotypes [2-5]. Such haplotype
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block structure in the human genome suggests that haplo-
type-based methods may play an important role in genetic
association studies [6,7]. Haplotypes can be generated
experimentally by dissecting out single chromosomes and
inserting the entire chromosome into a yeast artificial
chromosome [8] or by using rodent-human hybrid tech-
niques to physically separate two chromosomes [5]. How-
ever, both technologies are experimentally challenging
and cost prohibitive for use in population research at this
time. The most commonly used technologies generate un-
phased SNP genotypes. One way to resolve individual
haplotypes is via family data, which is expensive to collect
[9]. Another option is to resolve individual haplotypes
statistically. Clark's heuristic algorithm is probably among
the first statistical methods for inferring haplotypes from
genotypes of unrelated individuals [10].
Many maximum likelihood methods have been devel-
oped, and almost all share the same scientific objectives
and likelihood framework. The fundamental difference
among these methods is a prior assumption for the distri-
bution of haplotypes: methods with prior assumption for
distribution of haplotypes are referred to as Bayesian
methods, and the methods without any prior assumption
are called empirical methods.
Estimation-maximization (EM) algorithm, a maximum
likelihood method, was first introduced to infer haplo-
types from unrelated individuals [11-13], but those earlier
works were computationally demanding when processing
large number of SNPs. More recently Qin et al. [14] dis-
cussed a new strategy for estimating haplotype frequencies
using the EM algorithm, which largely improved perform-
ance, especially when analyzing data with large numbers
of SNPs. Li et al. [15] have applied the estimating equa-
tion (EE) technique and further improved the statistical
and computational efficiency in the estimation of haplo-
type frequencies and their standard errors. Both EM and
EE methods are empirical methods.
Stephens et al. were probably among the first groups to
propose a model-based Bayesian method [16] under the
assumption of coalescence of haplotypes. Later it was
modified to improve statistical and computational effi-
ciency [17,18]. Niu et al. [19] took a Bayesian approach
but chose a Dirichlet distribution for haplotypes as their
prior, and published a computational algorithm to han-
dle a large number of SNPs, which was referred to as par-
tition-ligation (PL).
Which method performs the best? Several papers have
attempted to address this question and their conclusions
are not without controversy [14,19-22]. These papers
compared the performances of haplotyping methods
based on a limited number of available haplotype data
sets and some simulated data. Recently, Marroni et al. [23]
used genotype data provided by Illumina and Affymetrix
for Genetic Analysis Workshop 14. The data include gen-
otypes of 104 mother-son pairs with Caucasian ancestry
on 313 SNPs of the X-chromosome. Because males have
only one copy of the X-chromosome, mother haplotypes
can be resolved from their sons' genotypes. Instead of
evaluating the performances of the methods for analyzing
SNPs within haplotype blocks, Marroni et al. investigated
the 14 series of unphased genotypes of 5 or 10 SNPs with
different values of linkage disequilibrium (LD). In this
paper, we used the dense genotypes on the X-chromo-
some of 30 European and 30 African trios provided by the
International HapMap project. The X-chromosome was
chosen because mother haplotypes can be unambigu-
ously resolved from the genotypes of trios. Resolved hap-
lotypes were divided into blocks using the Haploview
program [24], providing abundant haplotype data sets.
Among the identified haplotype blocks, we randomly
selected 500 blocks to evaluate haplotyping method per-
formances. To evaluate the performances of haplotype
methods on the data with larger sample sizes, we con-
ducted some simulation studies under different scenarios.
In our first set of simulations, we generated haplotypes
based on real data on the X-chromosome. In our second
set of simulations, we generated haplotypes using Hud-
son's coalescent program [25] to investigate how much
efficiency is gained by assuming coalescence prior in
PHASE compared to empirical methods without assum-
ing a prior. Programs used for comparisons are PHASE
(version 2.1) [26] for the model-based Bayesian method
[20], HAPLOTYPER [27] for the empirical Bayesian
method [19], PL-EM [28] for the EM method [14], and
HPlus [29] for the EE method [15]. Because the accurate
estimation of haplotype frequencies and inference of indi-
vidual haplotypes are both critical in assessing haplotype
association with disease phenotypes [30-34], our compar-




We used X-chromosome genotype data of 30 European
and 30 African trios from the HapMap project [1]. With
trio data, mother haplotypes can be resolved unambigu-
ously from her offspring's and the father of her offspring's
genotype data. The mother's two chromosomes are sepa-
rated at each locus as transmitted or not transmitted to her
child. If the child is male, the child's X-chromosome is
transmitted from his mother, therefore mother's allele
that matches the child's allele is the transmitted allele. If
the child is female, one chromosome is from her mother
and the other is from her father. Using the father's allele
on the X-chromosome, we can deduce which allele is
transmitted from the mother. Hence, 30 mother haplo-BMC Genetics 2007, 8:2 http://www.biomedcentral.com/1471-2156/8/2
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type pairs are determined by sorting out transmitted alle-
les from untransmitted alleles, and these sixty (= 30 × 2)
represent the true haplotypes, which are not readily
obtainable for any autosome chromosomes.
Applying this procedure to the HapMap Phase II data
(July 2005 release), we obtained phase-resolved X-chro-
mosome SNP data. We further divided these SNPs into
haplotype blocks using Haploview software [24], by spec-
ifying for the method described in [35], the parameters of
confidence interval minima 0.8 and 0.5 for strong LD,
upper confidence interval maximum 0.6 for strong recom-
bination, the fraction of strong LD in informative compar-
isons to be at least 0.95, and excluding the SNPs with MAF
less than 0.05. We chose the parameters to be less strin-
gent than default values to get larger blocks that are still in
high LD. The block identification was done separately for
European and African mother haplotypes. Within each
population, we randomly chose 500 haplotype blocks to
compare haplotyping methods. Among the 500 European
mother haplotype blocks, the number of SNPs ranges
from 2 to 195 with mean of 13 and median of 7. Among
the 500 African mother haplotype blocks, the number of
SNPs ranges from 2 to 33 with mean of 5 and median of
3. It had been shown that African populations have
shorter haplotype blocks than European populations [1].
Notations
Consider a sample of n unrelated individuals from a study
population. From each individual, we observe q SNP-gen-
otypes on a specific region in the genome. Let   = (gi1, …,
giq) denote the qSNP-genotypes for the ith individual.
When genotype gij is heterozygous, the phase (parental
origin of the two alleles) becomes ambiguous and has two
solutions denoted by pij . Let   = (pi1, …, piq) denote the
phase of  . Given phase  , genotype   uniquely deter-
mines a diplotype (a pair of compatible haplotypes), Hi =
(Hi1, Hi2), i.e.  |  = (Hi1, Hi2). Therefore, for a genotype
with m heterozygous loci, there are 2m-1possible resolu-
tions for phase and diplotypes. Let   = (θ1, θ2, …, θT)
denote population haplotype frequencies where T is the
total number of haplotypes.
All methods compared in this paper use the maximum
likelihood approach or its variation. They all shared the
same likelihood function of haplotype frequency   = (θ1,
θ2, …, θT), which can be written as
where f(Hij | ) is the probability of haplotype Hij given
the population's haplotype frequencies; f( ) is the prior
probability of phase.
Empirical Methods
The estimation-maximization (EM) algorithm was used
to obtain maximum likelihood estimates of haplotype fre-
quencies,  [11]. To avoid trapping in a local maximum,
the programs implementing EM algorithm require multi-
ple initial values to ensure the global maximum. Excoffier
and Slatkin [11] used bootstrapping to estimate standard
errors of estimates of haplotype frequencies, and imple-
mented the method in ARLEQIN. Qin et al. [14] imple-
mented Louis' method [36] and implemented the method
in PL-EM. Applying estimation equation technique, Li et
al. [15] efficiently estimated the haplotype frequencies
and their standard errors and implemented the method in
HPlus.
Bayesian methods
Different from the empirical approaches described above,
the model-based Bayesian method [16] further assumes
that haplotypes are coalescent so future-sampled individ-
ual haplotypes Hi is assumed to be more similar to the
previously sampled haplotypes, H-i [37]. This Bayesian
method was implemented in PHASE software program.
Another Bayesian method [19] assumes that prior distri-
bution of haplotype frequency   follows a Dirichlet dis-
tribution with hyperparameter   = (β1,  …,  βT. Using
Gibbs sampling algorithm, Niu et al. sampled a pair of
compatible haplotypes for each individual and estimate
the haplotype frequencies, and this method was imple-
mented in HAPLOTYPER.
Comparison Measurements
Accurately estimating haplotype frequencies and inferring
individual haplotypes are both critical in assessing haplo-
type association with disease phenotypes [30-34]. Here
we consider two measures to evaluate the accuracy of hap-
lotype frequency estimates and the inferred individual
haplotypes. The first measure is the similarity index [11]
defined as  , where θj and   are
the true and the estimated frequency of the jth haplotype,
to measure the overall similarity between the estimated
and the sample haplotype frequencies and the value of the
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measure is the prediction rate that measures the percent of
correct predictions for all haplotypes from their genotypes
compared to the sampled haplotypes. Since HAPLOTY-
PER gives only one pair of compatible haplotypes for each
individual, we calculated the prediction rate based on the
best prediction for each individual. The prediction rate
weighted by the posterior probability of a pair of inferred
haplotypes was also used to evaluate other programs. The
results are similar between the two prediction rates. Run-
ning time is recorded to measure the computational effi-
ciency of the implemented algorithms. All computer
programs were run under their default or recommended
settings on computer with a dual Pentium III 800 MHz
with 2 GB RAM.
Results
Genotype data on the X-chromosome from the 
International HapMap project
All four programs inferred haplotypes with high accuracy
from the genotypes on the X-chromosome in the 500
selected European haplotype blocks, but HAPLOTYPER
failed to resolve any results in 18 blocks and PHASE per-
formed poorly in one of the haplotype blocks with simi-
larity index of 0.29 and prediction rate of 0.28. The mean
similarity index and the mean prediction rate are 0.99 and
the medians are 1.0 for all programs (Table 1). The stand-
ard deviation of the similarity index is 0.029, 0.024,
0.040, and 0.24 and the range is (0.73, 1.0), (0.83, 1.0),
(0.29, 1.0), and (0.73, 1.0) for PL-EM, HPlus, PHASE, and
HAPLOTYPER, respectively. The standard deviation of the
prediction rate is 0.029, 0.025, 0.040, and 0.25, respec-
tively, and the range is (0.73, 1.0), (0.83, 1.0), (0.28, 1.0),
and (0.73, 1.0) for PL-EM, HPlus, PHASE, and HAPLOTY-
PER, respectively. The running time is 98, 20, 9935, and
422 seconds for PL-EM, HPlus, PHASE, and HAPLOTY-
PER, respectively.
All four programs performed similarly on the 500 African
haplotype blocks as they did on the 500 European haplo-
type blocks (Table 2), except that HAPLOTYPER failed to
converge in 2 blocks. Since African populations have
shorter blocks than European populations, all programs
required less running time; PL-EM, HPlus, PHASE, and
HAPLOTYPER took 15, 7, 1174, and 37 seconds, respec-
tively.
In general, the performances of all programs are affected
by the percentage of heterozygous individuals, since het-
erozygosis at multiple loci indicates the uncertainty of
individual haplotypes. To investigate the impact of this
factor, we examined its relationship with similarity index
and prediction rate in analyzing the 500 European haplo-
type blocks (Figure 1). It appears that all programs tended
to perform better for the data with a lower percentage of
uncertainty. Even with high percentage of uncertainty in
the genotype data, all programs still performed with high
accuracy. The other impact factor is the LD of SNPs in the
blocks that had been investigated in recent paper [23]. Fig-
ure 2 shows the relation between performances with the
LD of haplotype blocks. Since our focus is to evaluate pro-
gram performance on haplotype blocks, SNPs are in high
LD within blocks. With high LD, all programs perform
well, except PHASE, which had a poor performance on
one block. Multi-locus LD is measured using the formula-
tion derived in the paper [38].
Table 1: Performances of haplotyping methods on analyzing 500 randomly selected haplotype blocks of the 30 European mothers' 
genotypes on X-chromosome from the HapMap data.
Performances Empirical Method Bayesian Method
PL-EM HPlus PHASE HAPLOTYPER*
Similarity Index
Mean 0.989 0.990 0.986 0.991
Median 1.0 1.0 1.0 1.0
Standard deviation 0.029 0.024 0.040 0.024
Range (0.733, 1.0) (0.833, 1.0) (0.292,1.0) (0.733,1.0)
Prediction Rate
Mean 0.989 0.990 0.990 0.991
Median 1.0 1.0 1.0 1.0
Standard deviation 0.029 0.025 0.040 0.025
Range (0.733, 1.0) (0.833, 1.0) (0.283, 1.0) (0.733, 1.0)
Running Time (in second) 98 20 9935 422
*: HAPLOTYPER failed to resolve 18 of the 500 haplotype blocks.BMC Genetics 2007, 8:2 http://www.biomedcentral.com/1471-2156/8/2
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Simulated Data
In the first set of simulations, we randomly selected three
series of SNPs with low LD. For each selected series of
SNPs, we estimated frequencies from the 60 haplotypes of
the 30 European mothers. Based on these frequencies, we
randomly drew haplotypes to form genotypes of individ-
uals. The number of individuals was 100, 150, 200, 250,
and 300, respectively. For a given sample size, we then
generated 100 replicated data sets and analyzed each data
set using all four programs. Table 3 shows the average per-
formance of each program over 100 replicates. The simi-
larity index and prediction rate from analyzing the
original data are presented in the first row of each block.
It is clear that PHASE is superior to the other programs
with respect to performance indices for a small sample
size, but when the sample size increases, the other pro-
grams, especially PL-EM and HPlus, performed as well as
PHASE and sometimes (e.g. in the second selected block)
outperformed it on the prediction rate.
We also used Hudson's coalescent program to generate
phase-resolved haplotype data. We generated data sets
with a mutation rate of 4 (= 4Neθ) and sample sizes of
100, 150, 200, and 250, respectively. For each sample size,
we repeated simulations 100 times. Table 4 lists the aver-
age performance indices for each program and sample
size. For all sample sizes, PHASE consistently performed
better than all other programs with respect to both simi-
larity index and prediction rate. This result supports the
notion that when the modeling assumption is valid,
PHASE is more efficient than other methods (empirical
Bayesian or empirical methods). However, it is important
to note that the differences between PHASE and others
become less marked with larger sample sizes. This result
was expected because the gain by PHASE due to the coa-
lescent assumption diminishes and the likelihood meth-
ods approach their full efficiency with increased sample
sizes. We also conducted simulation studies with different
coalescent model parameters, and the results (not shown)
are largely comparable to those shown in Table 4.
In both Tables 3 and 4, average running times are
recorded on the far right for comparison purposes. For all
simulations, PHASE requires much more computational
time than others and HPlus requires the least computa-
tional time among the four.
Discussion
The key difference between the Bayesian and empirical
methods compared in this paper is the use of priors (the
approximate coalescent prior by PHASE and the Dirichlet
prior by HAPLOTYPER). If the prior approximates real
haplotype data, Bayesian methods gain some efficiency
using the prior. On the other hand, efficiency may be lost
because of a wrong prior. The influence of the prior is
non-negligible when the sample size is small. In this case,
because the real haplotypes tend to coalesce, PHASE using
the approximate coalescent prior is likely to produce more
efficient estimates, and HAPLOTYPER using the Dirichlet
prior may produce less efficient estimates than the empir-
ical methods. This phenomenon was observed when
inferring haplotypes from the simulated genotypes using
Hudson's coalescent program [25]. However, the superior
performance of PHASE diminishes when the sample size
increases (Table 4). For genotype data with low LD,
PHASE using the approximate coalescent prior would
gain some efficiency when the sample size is small, such
as 30, which we investigated here, and 104, which Mar-
roni et al. [23] investigated. However, when the sample
increases to 150 or larger, PL-EM and HPlus implement-
Table 2: Performances of haplotyping programs on analyzing 500 randomly selected haplotype blocks of the 30 African mothers' 
genotypes on X-chromosome from the HapMap data.
Performances Empirical Method Bayesian Method
PL-EM HPlus PHASE HAPLOTYPER*
Similarity Index
Mean 0.988 0.988 0.987 0.998
Median 1.0 1.0 1.0 1.0
Standard deviation 0.025 0.024 0.027 0.025
Range (0.833, 1.0) (0.833, 1.0) (0.689,1.0) (0.833,1.0)
Prediction Rate
Mean 0.987 0.987 0.987 0.987
Median 1.0 1.0 1.0 1.0
Standard deviation 0.027 0.027 0.030 0.027
Range (0.800, 1.0) (0.800, 1.0) (0.683, 1.0) (0.800, 1.0)
Running Time (in second) 15 7 1174 37
*: HAPLOTYPER failed to resolve 2 of the 500 haplotype blocks.BMC Genetics 2007, 8:2 http://www.biomedcentral.com/1471-2156/8/2
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The relationship between the performances of haplotyping methods and the percentage of individuals with uncertainty haplo- types Figure 1
The relationship between the performances of haplotyping methods and the percentage of individuals with 
uncertainty haplotypes. The plots illustrate for the performances (in similarity Index and Prediction Rate) of empirical 
methods (PL-EM and HPlus) and Bayesian methods (PHASE and HAPLOTYPER) on analyzing the 500 randomly selected haplo-
type blocks of the 30 European mothers' genotypes on X-chromosome.BMC Genetics 2007, 8:2 http://www.biomedcentral.com/1471-2156/8/2
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The relationship between the performances of haplotyping methods and the linkage disequilibrium (LD) of the haplotypes  within blocks Figure 2
The relationship between the performances of haplotyping methods and the linkage disequilibrium (LD) of the 
haplotypes within blocks. The plots illustrate for the performances (in similarity Index and Prediction Rate) of empirical 
methods (PL-EM and HPlus) and Bayesian methods (PHASE and HAPLOTYPER) on analyzing the 500 randomly selected haplo-
type blocks of the 30 European mothers' genotypes on X-chromosome.
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ing empirical methods can perform as well as PHASE
(Table 3).
Recently, Kimmel and Shamir [39] developed a new like-
lihood method to infer haplotypes and identify haplotype
blocks. Their likelihood uses not only the parameters of
haplotype frequencies but also the parameters of the
probability of observing a variant allele in each locus and
each haplotype. Using the EM algorithm, they estimated
haplotype frequencies. It deserves debate whether this
new likelihood is better than the one used in most meth-
ods. In terms of performance, Kimmel and Shamir [39]
claimed that PHASE performed slightly better using its
default setting and was a hundred times slower than GER-
Table 3: Performances of haplotyping programs on simulated data based on some selected genotypes from the 30 European mothers 
on X-chromosome from the HapMap data.
#SNP Sample
size
Similarity Index Prediction Rate Average Running Time (in seconds)
Empirical Bayesian Empirical Bayesian Empirical Bayesian
PL-EM HPlus PHASE HAPLO+ PL-EM HPlus PHASE HAPLO+ PL-EM HPlus PHASE HAPLO+
13 30* 0.783 0.776 0.822 0.683 0.767 0.767 0.800 0.633
100 0.969 0.972 0.985 0.979 0.966 0.970 0.977 0.978 0.64 0.16 53.26 2.61
150 0.981 0.982 0.989 0.981 0.973 0.978 0.989 0.980 0.69 0.23 88.57 2.64
200 0.986 0.987 0.993 0.984 0.985 0.986 0.992 0.982 0.86 0.30 114.88 5.25
250 0.988 0.989 0.994 0.979 0.986 0.987 0.992 0.977 0.92 0.38 157.55 6.45
300 0.927 0.992 0.996 0.984 0.991 0.992 0.992 0.982 0.89 0.40 194.63 7.77
16 30* 0.774 0.807 0.904 0.733 0.700 0.733 0.800 0.667
100 0.931 0.933 0.945 0.930 0.897 0.901 0.893 0.905 3.38 1.34 108.74 3.31
150 0.948 0.951 0.958 0.943 0.909 0.913 0.894 0.919 12.02 1.83 180.08 4.78
200 0.961 0.963 0.967 0.955 0.923 0.926 0.907 0.932 34.81 2.21 249.74 6.06
250 0.968 0.968 0.970 0.956 0.930 0.931 0.912 0.934 61.47 2.46 332.92 7.27
300 0.956 0.971 0.972 0.956 0.928 0.928 0.895 0.932 64.17 2.85 421.54 8.67
12 30* 0.554 0.597 0.614 0.600 0.533 0.567 0.567 0.567
100 0.908 0.918 0.925 0.913 0.866 0.873 0.859 0.884 1.46 0.36 76.49 3.49
150 0.940 0.943 0.945 0.933 0.896 0.899 0.862 0.899 1.52 0.49 127.48 5.08
200 0.956 0.958 0.957 0.938 0.904 0.906 0.880 0.901 1.61 0.55 173.51 6.61
250 0.964 0.964 0.963 0.944 0.915 0.917 0.897 0.909 1.64 0.69 202.33 8.85
300 0.971 0.971 0.969 0.948 0.921 0.921 0.893 0.914 1.67 0.75 278.34 10.13
*: Analysis results of the 30 mothers' genotypes on X-chromosome from the HapMap data
+: HAPLO is short for HAPLOTYPER





Similarity Index Prediction Rate Average Running Time
(in seconds)
Empirical Bayesian Empirical Bayesian Empirical Bayesian
PL-EM Hplus PHASE HAPLO+ PL-EM HPlus PHASE HAPLO+ PL-EM HPlus PHASE HAPLO+
25 100 0.943 0.947 0.982 0.976 0.941 0.945 0.981 0.976 1.39 0.18 122.89 2.52
25 150 0.955 0.960 0.988 0.986 0.952 0.957 0.988 0.986 2.56 0.23 185.86 3.09
26 200 0.967 0.971 0.991 0.988 0.964 0.968 0.988 0.988 5.51 0.29 283.28 4.36
29 250 0.974 0.977 0.992 0.986 0.973 0.976 0.993 0.980 12.37 0.36 429.03 5.75
+: HAPLO is short for HAPLOTYPERBMC Genetics 2007, 8:2 http://www.biomedcentral.com/1471-2156/8/2
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BIL implementing the new likelihood method. Their
results comparing PHASE and the empirical methods are
similar to ours.
Conclusion
The recent advent of genotyping technologies is rapidly
transforming genetic association studies by providing
more SNPs (more than 500,000 SNPs) on arrays and by
reducing the cost of genotyping individual samples
(around $500~1000 per sample). The next-generation
genome wide studies will likely use several hundreds or
thousands of SNPs on hundreds or thousands of individ-
uals. To gain both statistical and computational efficiency,
haplotype-based analyses will be increasingly used, espe-
cially for those regions with high LD. With such massive
data, as we show in this paper, the empirical methods
such as EM and EE can infer haplotypes as accurately as a
time-consuming method, such as the model-based Baye-
sian method that PHASE implement, and they can be eas-
ily incorporated into downstream haplotype-based
analyses. The empirical methods had already been used in
many haplotype-based association methods [32,34,40].
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