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Combustion of hydrocarbon fuels using the concept of chemical-looping combustion
(CLC) is a novel approach projected to have higher energy efficiency than conventional CO 2
capture technologies. For CLC technologies to become commercially relevant, it is important to
optimize the design of CLC reactor systems for high efficiencies for CO2 capture and power
generation. From an engineering point of view, CLC is a complex system with a large number of
candidate materials and reactor configurations that need to be considered for process
improvement. In this work, a model-based methodology was proposed as a formal framework to
guide in developing novel technologies, using CLC as an exemplary case study. This framework
deals with the development and validation of process models, optimization of a cyclic controls
strategy for batch systems, and elimination process bottlenecks through the intensification of
chemical reactors. As a first step, modelling and simulation was integrated with bench-scale
CLC experiments to understand the phenomenological changes inside the CLC reactor and
identify sources of model uncertainty. Optimal experimental design techniques were used to
determine statistically-rich kinetic networks and parameters, in order to obtain kinetic models
that are valid for prediction and extrapolation to large-scale systems. Optimization problems

Han, Lu - University of Connecticut, 2016

were formulated to maximize the efficiency of the CLC reactors with respect the cycle operation,
to seamlessly integrate CLC into advanced power cycles. It was found that the process efficiency
of conventional CLC reactor configurations was limited by an upper bound due to restrictions
originating from poor gas/solid contact and low bed utilization. To improve upon the existing
reactor designs, a novel reverse-flow reactor was proposed as a process intensification option for
CLC. From a theoretical analysis, the reverse-flow process is shown to be a potentially disruptive
technology, which offers the ability to reach higher plant efficiencies, while minimizing the
process footprint. The feasibility of this structured methodology is demonstrated, as a means to
enable faster deployment of novel technologies.
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Chapter 1 INTRODUCTION
Growing global concern over unabated CO2 emissions puts demand on conventional fossil fueled power
systems to seek out new technologies that mitigate anthropogenic carbon emissions. In this context,
carbon capture and storage (CCS) technology is regarded as a feasible near-term option that permits the
continued usage of fossil fuels without emitting CO2 into the atmosphere. CCS can be implemented in
three steps of CO2 separation and compression, CO2 transportation, and CO2 storage in stable geological
reservoirs. A large portion of the total CCS cost is associated with the CO2 separation step, due to the
high energy penalties imposed by the current industrial separation technologies. Chemical-looping
combustion (CLC) is an effective and versatile process that can convert a gaseous hydrocarbon fuel into
electricity, while providing CO2 capture at a low cost. For CLC to be commericalized, its path forward is
dependent on the knowledge of the design and operation of the reactor and the optimal oxygen carrier
performance. Though considerable research on the CLC technology has been reported, most studies focus
on the oxygen carrier synthesis and development, and those related to the reactor system operation and
integrated large scale process development are scarce. This chapter provides the motivation for CO2
mitigation, description of the current CO2 capture technologies from power plants, and a brief overview
of the chemical-looping technology.

1.1. Motivation for CO2 mitigation
The accumulation of greenhouse gases in the earth atmosphere accelerates the natural greenhouse gas
effect and is the cause for global warming. Carbon dioxide (CO2) from the conversion of fossil sources
(gas, oil, and coal) accounts for 57% of the global greenhouse gas emissions [1]. As can be seen in Figure
1.1, the global carbon emissions from fossil fuels have increased by over 16 times between 1900 and
2008 and by about 1.5 times between 1900 and 2008 [2]. The global atmospheric concentration of CO2
increased from a pre-industrial value of about 280ppm to 399 ppm in 2015 [3]. To prevent significant
changes in the earth global climate, the CO2 concentration must not exceed 450 ppm. Therefore, it is
1

generally accepted that a reduction in global greenhouse gas emissions is necessary in the foreseeable
future.

Figure 1.1: Trends in global CO2 emissions [2].

The technological options for reducing net CO2 emissions into the atmosphere include [4]: (a) reducing
energy consumption by increasing efficiency of the energy conversion and/or utilization; (b) switching to
less carbon intensive fuels; (c) increasing the use of renewable energy sources (biofuel, wind, solar, etc.)
or nuclear energy; (d) sequestrating CO2 by enhancing biological absorption capacity in forest and solids.
The renewable energy sources have the intrinsic advantage of not generating CO2 or contributing to zero
net CO2 emissions. However, in their current status of development and/or availability, alternative energy
technologies cannot fully replace the fossil fuels as the energy source. Thus, Carbon Capture and Storage
(CCS) technology in conjunction with the other mentioned technologies appears as an additional option to
achieve the necessary reduction in CO2 emissions. The CCS process involves CO2 separation (from either
stack gas or other intermediate gas streams), followed by pressurization, transportation, and sequestration.
According to IEA’s roadmap, 20% of the total CO2 emissions should be removed by CCS by 2050 [5]. A
majority of the current research endeavors is focused on CO2 removal from stationary power plants for
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many reasons. First, stationary power plants are by far the most dominant contributors of CO2 emissions,
accounting for 47% of the total anthropogenic CO2 emissions [4]. In addition, they share similarities with
existing processes, where CO2 capture has been used for many decades. Hence, technologies for capture
CO2 from stationary power plants are more mature than those for capture from mobile sources, such as in
the transportation sector. Finally, it is more practical to capture the CO2 from large point sources, such as
fossil fuel power plants, and take advantage of economies of scale.

1.2. CO2 capture in power generation
The CO2 capture step is the most expensive part of CCS. The cost for CO2 capture is estimated at $15-$75
per ton of CO2 processed, whereas the costs for transportation and geological storage are estimated at $1$8 and $0.5-$8 per ton of CO2 [4]. Thus, developing a cost-effective carbon capture technology is the key
to affordable CO2 emissions control in fossil fuel based power plants. Several options exist for
implementing carbon capture and they vary according to the type of power plant (fuel source, thermal
cycle, combustion type, etc.). They are generally categorized into post-combustion, pre-combustion, oxyfuel capture, and chemical-looping combustion (CLC), shown in Figure 1.2. Current status of these
options can be found in several review papers [6–10].
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Figure 1.2: Overview of CO2 capture technologies from Zaman and Lee [6].

1.2.1. Post-combustion capture

Post-combustion capture involves separation of CO2 from flue gas after the power generation step. The
separation of CO2 from nitrogen and small quantities of oxygen and water vapor can be performed by
following processes: absorption using solvents or solid sorbents, pressure and temperature swing
adsorption using various solid sorbents, cryogenic distillation and membranes [11]. The concentration of
CO2 in the flue gas is in the range of 12-15 vol.% in coal-fired power plants and less than 8 vol.% in
natural gas-fired power plants [12]. Due to the low partial pressures of CO2, chemical absorption,
especially using monoethanolamide (MEA), is preferred over physical absorption. The anticipated drop in
the net efficiency of the power plant with post-combustion capture is about 10-14% points [13]. The
efficiency decrease attributed to post-combustion capture is due to low concentrations of CO2 in the flue
gas, large volumes of the flue gas that needs to be treated, high compression demand to reach storage
pressure, and high energy expenditure for cooling the CO2 before it is captured [6]. The advantage of
post-combustion capture is that all existing power plants can be retrofitted without any significant
changes since the capture unit can be incorporated downstream of the boiler without any significant
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changes to the original plant [14]. Furthermore, the energy demand of the power plant can be controlled
by adjusting the CO2 capture level, even bypassing the CO2 capture step during peak loads. Postcombustion CO2 capture can be used in pulverized coal (PC), oil-fired or gas-fired power plants, and can
be applied to combined cycle power plants. Figure 1.3 shows an example of post-combustion capture
applied to a natural gas fired combined cycle (NGCC) plant.

Figure 1.3: Schematic of an amine-based post-combustion CO2 capture system applied to a coal-fired or
natural gas-fired combined cycle from Folger [15].

1.2.2. Pre-combustion capture

Pre-combustion capture refers to the process of decarbonisation of a hydrocarbon fuel before combustion.
It is achieved through partial oxidation of fuel followed by a shift reaction and CO2 capture step prior to
combustion in air. An example of a pre-combustion process is the integrated gasification combined cycle
(IGCC). In the IGCC process, coal is gasified with oxygen and steam at high temperatures and pressures
to produce syngas (mixture of CO and H2). Afterwards, the syngas reacts with steam in a water gas shift
reactor, to produce a mixture of mainly CO2 and H2. CO2 is captured from this fuel gas, leaving just H2
from power generation. This type of power plant is shown in Figure 1.4. Pre-combustion capture can also
be applied to natural gas fired power plants, wherein natural gas is first converted to syngas via
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reforming. This process is more costly than post-combustion capture for natural gas fired plants [16].
Technno-economic evaluations of IGCC reveal that the major hurdles for this process are the high capital
costs and complicated nature of the process [13,17,18].

Figure 1.4: Schematic of an integrated gasification combined cycle (IGCC) coal power plant with precombustion from Rubin et al. [16].

1.2.3. Oxy-fuel combustion capture

Oxy-fuel combustion capture, shown in Figure 1.5, is an adaption of post-combustion capture for coalfired power plants. Pure oxygen rather than air is used for combustion. Therefore, the exhaust gases
contain only CO2 and steam, without N2 dilution, and condensation of the water vapor is needed to obtain
a high purity steam of CO2. A major advantage of oxy-fuel combustion is the lower cost of CO2 capture.
However, the separation of pure O2 from air can be costly for a large scale power plant. Another
challenge is that the temperatures in oxy-fuel combustion are much higher than in air combustion due to
the use of pure O2 at reduced gas flows. This problem is overcome by recycling the flue gas back into the
boiler to keep the temperatures under control and makeup the volume of the missing N2. An additional
advantage of this process is that the NOx emissions are substantially reduced [19]. However, major
improvements are needed in the development of cost-effective oxygen production technologies. It is
reported that the air separation unit accounts for 60% of the power consumption for carbon capture and
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reduces the overall plant efficiency by 7-9% points [13].

Figure 1.5: Schematic of an oxy-fuel coal-fired power plant from Rubin et al. [16].

1.3. Concept of chemical-looping combustion
The CO2 capture options based on post-combustion, oxy-fuel combustion, and pre-combustion have
undergone a great deal of development during the past decades and some of them are available at
commercial scale [16]. The main obstacle to the wide adoption of CCS is the high cost of CO2 capture,
which reduces the energy efficiency and increases the price of electricity. In 2000, the CO2 Capture
Project (CCP) was formed as a collaborative effort between governments, industry, universities, and
environmental interest groups to search for the most promising technologies that had the potential to
deliver performance and efficiency improvements resulting in close to a 50% reduction in the cost of CO 2
[20]. Chemical-looping combustion (CLC) was suggested as among the best alternative technologies to
reduce the cost of CO2 capture [21]. CLC was mentioned by the Intergovernmental Panel on Climate
Change (IPCC) in their special report on Carbon Dioxide Capture and Storage [4] and by the EU under
their project “Enhanced Capture of CO2 “(ENCAP), both of which included CLC as an efficient and one
of the cheapest CO2 capture technologies [22]. The estimated cost was $7-$15 per ton of CO2 avoided for
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CLC, $20-$41 for pre-combustion, and $15-$33 for oxy-fuel combustion [23]. The main drawback of
CLC is the low technological readiness level, as a consequence of the lack of maturity of the technology
(Figure 1.6). At the present, CLC must be considered as an emerging technology. However in the past
decade, there has a tremendous progress in the areas of research and development, contributing to the
growing popularity of this technology.

Figure 1.6: U.S. DOE roadmap for current and emerging CO2 capture technologies in terms of cost
reduction potential and time to commercialization [24].

CLC is a novel combustion concept for the purpose of power generation with inherent CO2 capture. The
term “inherent” implies that CO2 is readily available in a concentrated form by virtue of the process itself.
Early work on the CLC dates back to 1983 by Richter and Knoche [25], who suggested a fuel oxidation
reaction scheme involving two intermediary reactions with a metal oxide as an oxygen carrier. Other
pioneers to the field include Ishida et al. [26], who termed the process “chemical-looping combustion.”
The novelty of CLC as compared to conventional combustion is that the air and fuel remain in separate
environments with no direct contact. CLC can be regarded as as un-mixed combustion.
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Figure 1.7: Diagram of the chemical-looping combustion (CLC) process.

Figure 1.7 depicts the principle of CLC. Fuel conversion is accomplished by a reduction-oxidation
scheme using an intermediate metal/metal oxide oxygen carrier. The terminology for the Oxidizer and
Reducer are with respect to metal and metal oxide. The oxygen carrier transfers the oxygen from the air to
combust the fuel, generating CO2 and steam. By eliminating contact between the air and fuel streams, the
combustion products are not diluted with N2, allowing for a high purity stream of CO2 to be obtained after
water condensation. The energy balance inside the reactors depends on the oxygen carrier and the fuel.
The oxidation reaction is always strongly endothermic, while the reduction reaction can be endothermic
or exothermic. The net energy change of CLC is the same as ordinary combustion. An additional benefit
of CLC compared to conventional combustion is that no NOx is formed, since regeneration of the oxygen
carrier takes place without flame at moderate temperatures.
In principle, CLC can be used with gaseous, liquid, or solid fuels. A process using gaseous fuels, such as
natural gas, refinery gas, or synthesis gas, would be the easiest to implement. There is also considerable
interest in developing CLC for solid fuels, such as coal and biomass. In the case of solid fuels, the char is
first gasified in the presence of steam, producing CO and H2, which can then react with the oxygen carrier
in the Reducer Reactor. An alternative to CLC for solid fuels using the gasification of the car is chemicallooping with oxygen uncoupling (CLOU), in which the char reacts directly with gaseous oxygen
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spontaneously released from the oxygen carrier [27]. Chemical-looping can also be used for hydrogen
production, wherein the regeneration of the oxygen carrier can be done using air or steam. When air is
used for regeneration, it can be differentiated: the Steam Reforming process integrated with CLC (SRCLC), where CLC is used to provide the energy required for catalytic steam reforming; and the ChemicalLooping Reforming process (CLR), where a mixture of fuel and steam is sent to the Reducer to produce
H2 and CO [23]. Other processes use the reduced form of the oxygen carriers to convert steam into
hydrogen production, also known “water-splitting.” The Syngas Chemical-Looping Process (SCL) and
the Coal Direct Chemical-Looping (CDCL) process are in this category [23]. This thesis is focused the
status of development of the Chemical-Looping Combustion processes. In the next Chapter, major topics
of research are discussed, focusing on the major progress made in material selection, reactor design and
prototype testing, and conceptual process design integrated with thermal cycles.
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Chapter 2 LITERATURE REVIEW
This chapter provides a comprehensive literature review of the major research topics on CLC. First, the
development of suitable oxygen carrier materials for CLC is discussed. Most of these oxygen carriers are
synthetic materials, where the active metal oxides are dispersed over inert supports. Next, the various
reactor configurations for CLC are introduced. Their potential advantages and issues associated with the
design, operation, and scale-up are discussed. Third, modeling studies for CLC are reviewed, following
the sequence of reaction kinetics, reactor simulation, and process design.

2.1. Oxygen carriers for CLC
Most of the technical literature on CLC has been focused on the development of suitable oxygen carrier
materials. Some of the most active research institutes for CLC are Chalmers University of Technology,
Instituto de Carboquímica of the Spanish National Research Council (ICB-CSIC), Tokyo Institute of
Technology, and Korean Institute of Energy Research. A suitable oxygen carrier material should exhibit
the following characteristics [28,29]:


High thermal resistance



Resistance to agglomeration or attrition



High reactivity and stability during reduction and oxidation cycles



High oxygen carrying capacity



Environmentally benign and economically feasible

Most of the reported work on CLC has been accomplished using oxygen carrier particles where the active
component is combined with an inert material [29,30], while there are some studies with iron ore [31] and
ilmenite [32]. Transition metal oxides, such as nickel, cobalt, iron, and manganese are good candidates
given their favorable reductive and oxidative behavior. From thermodynamic analysis, Mattisson and
Lyngfelt [33] and Jerndal et al. [34] proposed the following metal oxides as suitable materials for gaseous
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CLC: Mn2O3/Mn3O4, CuO/Cu2O, Fe2O3/Fe3O4, NiO/Ni. To increase their reactivity, durability, and
fluidizability, oxygen carriers are prepared by deposition the active metal oxides over an inert support,
such as SiO2, TiO2, ZrO2, Al2O3, YSZ, and bentonite. Methods for oxygen carrier preparation include
freeze-granulation [35,36], spay-drying [37–39], impregnation [40–42], co-precipitation [43–45], spinflash drying [46], sol-gel and dissolution [47]. In general, the resulting oxygen carrier has a porous
structure with a high surface area.

Table 2.1: Summary of the experience time (in hours) on CLC and CLR in continuous units from Adanez
et al. [23]. Abbreviations: CLC, chemical-looping combustion, CLCs, solid-fueled chemical-looping
combustion, CLR, chemical-looping reforming.

Nickel
Copper
Iron
Manganese
Cobalt
Mixed oxides
Low cost materials
Total

CLC

CLCs

CLR

Total

2114
391
97
70
25
82
111
2890

160
-30
---88
278

284
------284

2558
391
127
70
25
82
199
3452

Among the candidate oxygen carrier particles, the most reactive material follows the order:
NiO>CuO>Mn2O3>Fe2O3 [48]. Mixed oxide oxygen carriers have also been investigated, prepared by
mixing different active metal oxides onto the same particle support. Studies have shown that the mixed
oxides display better reactivity and suitability as compared to their monometallic counterparts [49–53].
An important aspect of the oxygen carrier is the longevity in continuous CLC operation during long
periods of time. However, the number of materials tested in these units is limited. For a compilation of the
specific operation time of each material, the readers are suggested to see the work of Adanez et al. [23]. In
short, Table 2.1 shows a summary of the operation hours in continuous plant for the various oxygen
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carriers, up to the end of 2010. In this thesis, two of the most heavily investigated oxygen carriers (Table
2.1) are considered: (1) a Ni-based oxygen carrier supported on Al2O3; (2) a Cu-based oxygen carrier
supported on SiO2. In the following sections, these two oxygen carriers are further discussed on the basis
for their reactivity, chemical stability, and suitability for large-scale CLC applications.
2.1.1. Nickel-based materials

Nickel-based oxygen carriers have been extensively studied in the CLC literature. They demonstrate very
high reactivity in the reduction and oxidation environments and good stability at high working
temperatures (900-1000°C). The melting point of is metallic Ni is 1453°C and that of NiO is 1990°C.
Other nickel oxides (such as Ni2O3 and NiO2 do not exist during CLC conditions), so only NiO has to be
considered, in conjunction with Ni. Furthermore, Ni is a well-known reforming catalyst [54,55], which
allows for the process to operate at near complete CH4 conversions. However, carbon formation reactions
catalyzed by Ni are disadvantageous to the CL process, by lowering the CO2 capture efficiency [56] and
also block pores [57,58].
Among the available supports for NiO/Ni materials, Al2O3 has received considerable attention due to its
favorable fluidization properties and thermal stability [56,57,59–69]. There is possible interaction
between free NiO with the Al2O3 support to form nickel aluminate spinel (NiAl2O4) as a result of
calcination at temperatures above 1000°C [70,71]. The spinel is significantly less reactive than NiO [66],
and as a result, the reactivity of the material can depart over time from that of the fresh materials [72]. To
reduce the metal/support interaction, some authors suggested using excess nickel to compensate for the
loss of Ni to the NiAl2O4 [56,63], or use of NiAl2O4 as the support in lieu of Al2O3, which has shown to
improve oxygen carrier stability and decrease carbon deposition [60,62,65,66,73–76]. The addition of
MgO and CaO to the Al2O3 support has been shown to reduce interaction between NiO and Al 2O3 and
stabilize the carrier by forming a protective layer of MgAl2O4 and CaAl2O4 spinel [70,77–80]. Also, Co
can promote the performance of Co-Ni/Al2O3 oxygen carriers by reducing metal-support interactions [81].
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2.1.2. Copper-based materials

Copper-based oxygen carriers, like Ni, have high reactivity in both reduction and oxidation cycles and
high oxygen transfer capacity. Thermodynamic analysis shows that methane and synthesis gas fuels can
be converted almost completely to H2O and CO2 using CuO as the oxygen carrier. Unlike Ni, the
reduction and oxidation reactions with Cu-based oxygen carriers are exothermic, which reduces the
preheating demands for the Reducer. Other advantages of Cu over Ni include the cheaper cost and nontoxicity. However, the main disadvantage of using CuO for CLC applications is its low melting point and
high tendency for agglomeration. The operating temperatures of CuO-based CLC are limited to below
1085°C, which is the melting point of Cu. Several contributions address the reactivity of CuO in CLC and
showed that at 950°C, the Cu-based oxygen carrier displayed high reactivity in the redox cycles, but after
a few cycles, the reactivity was significantly reduced due to particle agglomeration [82,83].
Supported Cu-based oxygen carriers are typically favored over pure CuO. CuO/Al2O3 is commonly used
in the literature [63,66,74,82,84–90], however the solid-solid reaction between CuO and Al2O3 starts
above 850°C. Thus, the formation of CuAl2O4 can occur in the CLC system and lower the oxygen carrier
reactivity. CuO/Al2O3 prepared by impregnation showed a high tendency for agglomeration if the CuO
loading on the oxygen carrier was above 20 wt.% and no tendency if the loading was below 10 wt.% [88].
Chuang et al. [90] analyzed the influence of different preparation methods on the CuO/Al2O3 performance
and found that oxygen carriers made by mechanical mixing and wet impregnation had a poor dispersion
of CuO throughout Al2O3, resulting in agglomeration. However, co-precipitated oxygen carriers did not
agglomerate and showed a high carrying capacity [90]. SiO2 was identified by several researchers as a
good binder for Cu [82,84,86,91–94] for its physical and chemical stability. CuO supported on SiO2
displays high reactivity, albiet lower than Ni-based oxygen carriers. Still, the CuO/SiO2 oxygen carrier is
another good candidate for CLC.
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2.2. Reactor design and operation
The reactor CLC should to achieve high conversion of the gas and solids, while maintaining a high CO2
capture efficiency. Wolf [28] reported some of the essential features for an efficient CLC system:


Sufficient particle circulation between Oxidzer and Reducer to achieve complete fuel combustion



Adequate contact time between the fuel/air and the solid oxygen carrier to achieve maximum
conversion of the gas and solid



High temperature to maximize gas turbine efficiency (for the integrated combined cycle with
CLC)



High pressure operation to provide higher overall efficiency of the power generation



Limited CO2 leakage from the fuel and the air reactor

N2/O2

N2/O2

(a)

N2/O2

(c)

(b)

CO 2/H2O

CO 2/H2O

CO2/H2O

Air
Fuel

Fuel
Fuel

Air

Air

(d)

(e)

Inert
sector
N2/O2

Fuel
sector

Air
sector

CO 2/H2O

N2/O2

CO 2/H2O
Inert
sector

Figure 2.1: Reactor configurations for CLC: (a) interconnected fluidized bed reactor system [23], (b)
moving bed reactor [95], (c) fixed bed reactor [96], (d) rotating reactor [97], (e) rotary bed reactor
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[98,99].
To meet those criteria, various reactor configurations have been proposed in the literature, shown in
Figure 2.1. In the following section, a brief description of the reactor units of Figure 2.1 is given.
2.2.1. Interconnected fluidized bed reactor system

The interconnected fluidized bed reactor system (Figure 2.1(a)) has several appealing attributes for CLC,
making it the most widely favored arrangement in the literature. The early designs were developed for
combustion of gaseous fuels at atmospheric pressure, based on the circulating fluidized bed principle
[100]. The solids exhibit a ‘fluid-like’ behavior due to the fluidization regime, which provides a good
gas/solid contact, temperature and pressure uniformity, and stable reactor operation. There are several
versions of the interconnected fluidized bed reactor design [101–103], operated by several research
groups at Chalmers University of Technology, Vienna University of Technology, CSIC-ECB, Tokyo
Institute of Technology, Korean Institute of Energy Research, and Southeast University of China.
Basically, a high-velocity riser and a low-velocity bubbling fluidized bed are considered as the Oxidizer
and Reducer, respectively. The solid particles leaving the riser (Oxidizer) are recovered by a cyclone and
sent to the Reducer. In the Reducer, the oxygen carriers react with the fuel and then are transported back
to the riser. Particle loop-seals are located between the Oxidizer and Reducer in order to accommodate
the pressure differences between the two reactors and avoid mixing of the flue gases. A longer residence
time is often required for the Reducer because of the different reactivities of the oxygen carriers under
reduction and oxidation environments [104,105].
A major difficulty of the fluidized bed reactor design deals with the transport of large amounts of solids,
which becomes more problematic at elevated pressures. Efficient cyclones are necessary to separate the
solids from the flue gas. This will lead to unavoidable particle attrition and release of fines into the
atmosphere. For CLC process operating with expensive and/or toxic oxygen carrier materials, the attrition
issue is a major bottleneck that can render the process economics unfavorable. Effective loop-seals are
needed to achieve a pressure balance between the reactors and minimize gas leakage. A gas leakage from
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the Reducer to the Oxidizer dilutes the flue gas stream with N2, which lowers the CO2 capture efficiency
of the process. Therefore, it is essential to minimize the gas leakage as much as possible. It was reported
that gas leakage could be reduced by incorporating two loop seals between the two reactor units [46].
2.2.2. Moving bed reactor

A moving bed concept (Figure 2.1(b)) was proposed by Fan and Li [106] for the Reducer. This concept
was applied to the Syngas Chemical-Looping (SCL) process using FeO oxygen carriers and syngas fuels
[107] at Ohio State University. Contrary to the fluidized bed reactor, a moving bed reactor has poor axial
mixing of the gas and solids. The moving bed Reducer utilizes counter-current gas/solid flows to take
advantge of the multiple oxidation states of iron oxide. A fresh fuel (syngas) reacts with iron at lower
oxidation states, and meanwhile, the partially converted syngas will react with iron at higher oxidation
states. Results of thermodynamic analysis show that the solid conversion in the moving bed is nearly 5
times higher than in the fluidized bed, resulting in significantly reduced solid circulation rate and reactor
volume for the moving bed reactor [106]. However, the operational experience of this concept is limited
to iron-based oxygen carriers. Issues related to the particle circulation and particle attrition are still
existent in the moving bed design. Large particles are needed in order for the particles to resist
fluidization, which can decrease the reactivity of the oxygen carriers due to intraparticle diffusion
limitations. Gas leakage may occur if there is a pressure difference between the fluidized and moving bed
reactors.
2.2.3. Fixed bed reactor

The main advantage of the fixed bed reactor (Figure 2.1(c)) is that the separation of gas and solids is
intrinsic to the process, allowing for the reactor to be compact, without necessitating complicated
equipment such as loop seals and cyclones [96]. Also, operation at high-pressures is easier to achieve with
the fixed bed reactor due to the simplicity of the reactor. In the fixed bed CLC, the main process steps
include: (i) oxidation and heat generation, (ii) heat removal, and (iii) reduction. These steps occur in
succession in a single reactor, whereas in the fluidized bed and moving bed designs, the reduction and
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oxidation/heat removal steps take place in separate reactors. Due to the cyclic nature of the operation, the
fixed bed reactor is an inherent batch process that is dictated by the oxygen carrier material, fuel, and heat
management strategy [108,109]. To achieve a continuous operation, several fixed bed reactors working in
parallel are needed [110,111]. The disadvantages of this process include the need for high-temperature
valves, high pressure drop across the bed, high temperature fluctuations between the reduction and
oxidation steps, and possibly poor contact between the fuel and solids.
2.2.4. Rotating reactor

In the rotating reactor design (Figure 2.1(d)), the oxygen carrier is contained in a doughnut-shaped
reactor that rotates between gas streams flowing radially outward through the bed [97,112,113]. Between
the two reacting streams, one inert gas is introduced to avoid mixing of the two reacting gases. A radially
directed gas flow was theorized to give the best flow performance since volume expansion from molar
and temperature changes during reaction will be compensated by the radial reactor volume increase [97].
Early–phase testing found that internal gas mixing is unavoidable, but a CO2 purity of 85% is obtainable.
Further improvement to the process, construction, and operating conditions can lead to dramatic
improvements in the future.
2.2.5. Rotary bed reactor

The rotary bed reactor (Figure 2.1(e)) is similar to the rotating reactor, wherein a solid matrix wheel
rotates between reducing and oxidizing environments [98,99]. The oxygen carrier is coated or
impregnated on the surface of the spinning wheel matrix. As the reactor rotates, oxygen is absorbed while
the channels pass through the air section and then released to oxidize the fuel. During the cyclic
operation, the solid wheel behaves like a heat exchanger to transfer the heat of reaction to the flowing gas.
Effecting sealing systems can be used to avoid mixing. The drawbacks to the rotary bed design include
temperature fluctuation, differential thermal distortion, and carbon deposition.

18

2.3. Modeling and simulation
Mathematical modeling of the reduction and oxidation reactions inside CLC reactors is helpful for design,
optimization, and scale-up endeavors. A number of works can be found in the literature for the modeling
of CLC systems. This section briefly addresses three major topics of CLC modeling: heterogeneous
kinetic modeling, reactor modeling, and process simulation.
2.3.1. Chemical reactions of CLC

To develop an accurate kinetic model suitable for representation of the CLC system, the reaction kinetics
and their mechanisms need to be estimated from experimental data. Typically, thermo-gravimetric
analyzers [32,35,42,114–117] and bench-scale fixed bed reactors [58,118–120] are used to estimate
kinetic parameters and compare solid-state reaction models. In most cases, the oxidation reaction can be
represented by one reaction:
2MexOy-1 + O2→ 2MexOy

(R1)

where MexOy is the oxidized form and MexOy-1 is the reduced form.
The overall reduction reactions of metal oxide with CH4, CO, and H2, which are main compounds present
in natural gas and syngas, are described by the following reactions,
4MexOy + CH4 → 4MexOy-1 + CO2 + H2O

(R2)

MexOy + CH4 → 4MexOy-1 + CO + 2H2

(R3)

MexOy + CO → MexOy-1 + CO2

(R4)

MexOy + H2 → MexOy-1 + H2O

(R5)

Other reactions that take place simultaneously with R2-R5 in the Reducer are gas phase reactions and
heterogeneous reactions catalyzed by the reduced metal. For Ni-based oxygen carriers, the methane
reforming reactions (R6-R8) play a significant role in the conversion of CH4 [40,73,121]. The water gas
shift reaction (R9) is also considered to take place in the presence of CO2, H2O, CO and H2 [122,123].
Carbon formation reactions can also occur, in the presence of CH4 (R10) or CO (R11). The solid carbon
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can be removed via gasification with H2O or CO2 [124] or the lattice oxygen reaction (R13) [125]. If R11R13 are faster than carbon generation, then carbon deposition is not observed.
CH4 + H2O ↔ CO + 3H2

(R6)

CH4 + 2H2O ↔ CO2 + 4H2

(R7)

CH4 + CO2 ↔ 2CO + 2H2

(R8)

CO + H2O ↔ CO2 +H2

(R9)

CH4 ↔ C + 2H2

(R10)

2CO ↔ C + CO2

(R11)

C + H2O ↔ CO + H2

(R12)

MexOy + C ↔ MexOy-1 + CO

(R13)

Thus, various reaction pathways exist for the reduction of the oxygen carrier by CH 4 fuel, to generate a
mixture of CO2, H2O, CO, H2, and C. Most studies do not consider all of the aforementioned reduction
reactions in their analysis, by neglecting certain reactions whose products are not observed. The kinetics
of the metal oxide reduction reactions can differ widely, depending on the reducing fuel and metal oxide,
preparation method, and conditions and duration of testing [42,49,57,114,115,126–128].
Reaction schemes had been proposed to take into account the metal-support interaction. Dueso et al. [114]
proposed the following reaction scheme for the reduction of NiAl2O4 spinel:
CH4 + 4NiAl2O4 → CO2 + 2H2O+ 4Ni + 4Al2O3

(R14)

H2 + NiAl2O4 → H2O+ Ni + Al2O3

(R15)

CO + NiAl2O4 → CO2+ Ni + Al2O3

(R16)

It was postulated that the formation of NiAl2O4 spinel occurred through the oxidation of metallic Ni to
NiO, which then reacts with the Al2O3 support to form NiAl2O4:
Ni + ½O2 → NiO

(R17)

NiO +Al2O3 → NiAl2O4

(R18)

Corbella et al. [86,87] proposed the following reaction scheme for the reduction and oxidation of NiTiO3:
4NiOTiO3 + 3/2 CH4 →4 Ni + 2Ti2O3 + 3/2 CO2 + 3H2O

(R19)

Ni + ½ Ti2O3 + 3/2 O2 → NiTiO2

(R20)
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The importance of the metal-support reaction rates on the overall reduction behavior depends on the
relative amounts of the spinel and free metal oxide present in the oxygen carrier. In the study of Corbella
et al. [87], the contribution by the NiTiO3 to the reduction behavior was significant, due to the minor
presence of the NiO phase. However, Dueso et al. [114] found that the effect of the NiAl2O4 phase was
minor for the α-Al2O3-supported oxygen carriers and significant for the γ-Al2O3-supported oxygen
carriers.
2.3.2. Reaction models

The solid conversion is often described as:
dX
 k(T ) f ( X) g(Ci ) ,
dt

(2.1)

where X is the oxygen carrier conversion, f(X) represents the structural changes as a function of the solid
conversion, Ci is the gas concentration of the reacting species, g captures the effect of the gas
concentration on reactivity, and k is the kinetic rate constant represented by the Arrhenius equation, as
shown below:
k  k0 e  Ea / RT ,

(2.2)

where k0 is the pre-exponential factor, T is the temperature, R is the ideal gas law constant, and Ea is the
activation energy.
There is no general consensus within the CLC literature to a single reaction mechanism that governs the
CLC reduction and oxidation reactions for all the oxygen carriers. Thus, various forms of f(X) were
developed and used to predict the conversion profiles for the studied oxygen carriers. The most frequently
used kinetic models for the non-catalytic reactions are: the reaction order model (Eq.(2.3)), the shrinking
core model (Eq.(2.4)), and the nucleation model (Eq.(2.5)):
f ( X )  (1  X )n ,

(2.3)

f ( X )  3(1  X )2/ 3 ,

(2.4)
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f ( X )  n(1  X )[  ln(1  X )]( n1)/ n ,

(2.5)

where n denotes the exponential terms of the respective mechanistic models. The reaction order-based
models, including the volumetric model, assume a homogeneous reaction taking place within the particle.
The shrinking core model is characterized by a clearly defined interphase of reaction in the grain [129].
The nucleation model, or also called Avrami-Erofe’ev model, assumes that the gas-solid reactions
proceed by nucleation (nuclei formation) and subsequent nuclei growth. Before nucleation, there is an
induction period for the activation of the solid phase to form nuclei [52,130,131]. The induction time
primarily depends on the gas-solid system and reaction temperature, affecting the value of the n parameter
of Eq.(2.5). As the reaction continues, nucleation growth causes overlapping of nuclei and ingestion of
nucleation sites. Detailed discussion on these mechanistic models and their applications are provided in
Adanez. et al. [23], Hossain et al. [29] and Zhou et al. [132].
2.3.3. Reactor simulation

The gas-solid reactive flows in the CLC reactor are generally complex and coupled to the reaction
kinetics, hydrodynamics, and inter-phase interaction. Models for the circulating CLC processes, such as
the fluidized bed reactor and moving bed reactor, are complex, because of the need to consider the flow
and distribution of the solid particles and the gas species in the reactor. To address the modeling
intricacies for fluidized bed reactors, computational fluid dynamics (CFD) and macroscopic fluid
dynamics approaches are commonly used. CFD models are based on the first principles of momentum,
heat and mass transfer, and can be heavily computationally expensive when tasked to simulate full-scale
fluidized bed reactors. In recent papers, CFD models were used to simulate bubbling or circulating
fluidized bed reactors, and the authors reported that the fuel conversion can be hindered by large and fast
bubbles passing through the reactor and the system is highly sensitive to the bubble phase [133–136].
Cold-flow models were developed using CFD codes to consider the fluid dynamics for the complete CLC
system [137,138]. However, there are limited works using CFD to simulate the large-scale CLC units in
the range of 10-150 kWth.
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Macroscopic models, on the other hand, are more suitable for reactor design purposes because of their
lower computational demands, and thus are more practical for design and optimization studies. The
macroscopic models rely on empirical equations to describe the distribution of the gas flow among the
bubble and emulsion phases as well as the distribution of the solids concentration in the bed. Models
based on the two-phase theory for bubbling fluidized bed beds have been successfully used to predict
CLC experimental data [139,140]. Zhou et al. [141,142] developed a three-phase hydrodynamic model
with mass, energy, and momentum balances and showed accurate predictions against experimental data,
for various oxygen carriers and operating conditions reported in the literature. In the work of Zhou et al.
[141], the effects of bubble size, mass transfer between bubble and emulsion phases, and entrainment in
the freeboard region were all found to be significant to fuel combustion efficiency. To summarize,
macroscopic models are promising alternatives to the CFD models, to assist in the design, scale-up and
optimization of the CLC technology.

2.4. Process integration
To determine the potential efficiency of a CLC-based power plant, a number of literature studies proposed
preliminary system designs using CLC and compared its efficiencies against the conventional CO2
capture methods (described in Section 1.2). One of the most common designs is a combined cycle (CC)
power plant with CLC, wherein CLC replaces the gas combustor. A simplified layout of the CLC-CC
plant is shown in Figure 2.2. Entering air and fuel (natural gas) are pressurized to 10-20 bar and sent to
the Reducer and Oxidizer, respectively. The flue gas from the Air Reactor is used to drive the gas turbine.
The gas turbine exhaust is sent to a bottoming steam cycle for additional electrical generation. The flue
gas from the Reducer can be utilized to preheat the fuel or sent to a secondary CO2/steam gas turbine for
energy recovery. Several variations of the CC design with CLC have been investigated; for example,
some authors proposed the use the flue gas from the Reducer to drive the steam cycle [143,144] or linked
with a recuperator to preheat the compressed air [145]. Naqvi compared the theoretical net plant
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efficiencies for several CLC combined cycles against a reference CC plant without CO2 capture and with
post-combustion [12]. From their design analyses, the CC with CO2 gas turbine and steam turbine offers
the highest efficiency, while the performance of the other two (CC with recuperation and CC with Fuel
Reactor flue gas to drive the steam cycle) are comparable. It is important to note that all the studied CLC
cycles achieved higher net efficiencies than the conventional natural-gas fired CC with post combustion
CO2 capture by means of chemical absorption [12].
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CO2 turbine

Steam turbine
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To stacks

CO2 + H2O
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Condensate
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Figure 2.2: Diagram of a natural gas CLC-combined cycle (CLC-CLC) with a CO2 turbine from Naqvi
[12].

The efficiency of CLC-CC processes can be higher if the CLC reactor can operate at higher oxidation
temperatures, to order to increase the efficiency of the downstream gas turbine. Modern day gas turbines
can operate at turbine inlet temperatures of 1400°C or above, due to advancements in thermal barrier
coatings, cooling technologies, and design configurations. For temperatures about 1000°C, the electrical
efficiency of natural gas fired CLC plants is in the range of 47-53% [145,146]. It was estimated that for
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every 100°C increase of the turbine inlet temperature (TIT), the net electrical efficiency increases by 2%
points [145,146]. However, higher oxidation temperatures will increase the risk of agglomeration and
reactivity loss for the oxygen carrier and also put demand on the reactor material to be stable at higher
temperatures and pressures. Continuing research on novel oxygen carriers may broaden the operational
window for CLC, and at the same time, specially designed reactors equipped with high-temperature
resistant ceramics can be a feasible solution to increase the thermal stability of the reactor.
Options to increase the plant efficiency without increasing the oxidation temperature were proposed in
several works. One alternative is to introduce reheat into the gas turbine by employing multiple CLC
reactors [145]. Naqvi et al. [145] showed that a single reheat CLC-CC cycle with an oxidation
temperature of 1000°C can achieve almost the same efficiency as the base-case CLC-CC plant with an
oxidation temperature of 1200°C. Consonni et al. [144] proposed a post-firing step, to use a
supplementary combustor placed between the exit of the Oxidizer and the gas turbine. The supplementary
combustor takes a fraction of the fuel to combust the O2 in the oxidation exhaust, in order to increase the
inlet temperature of the gas turbine. The advantage of the firing step is that it allows the gas turbine to
operate at higher efficiencies without affecting the CLC unit, but the disadvantage is the lower CO2
capture efficiency. Lozza et al. [147] proposed a three-reactor concept, to exploit an intermediate
oxidation state of FeO for H2 production. The generated H2 is used to raise the temperature of the gas
stream out of the Oxidizer to values preferred by modern gas turbine technology (~1350°C), to achieve an
electrical efficiency of 50.2-51.3%. This CLC layout was also proposed for hydrogen production in the
work of Chiesa et al. [148].
To use coal as a primary fuel, the integrated gasification combined cycle (IGCC) with CLC was studied
by Erlach et al. [149]. Their work considered pressurized reactors (20 bar) and assessed two different
configurations for CO2-rich stream cooling (expansion followed by steam generation and steam
generation only). The analysis found that the net electrical efficiency increased by 1% point after
increasing the oxidation temperature of the Oxidizer from 1200°C to 1300°C under optimized steam cycle
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pressures. Rezvani et al. [150] proposed a dual-reactor configuration, where two CLC reactors, operated
at 20 bar and at 7 bar, were able to achieve an efficiency of 36.1%, which is 1.6-1.9% points higher than
the single reactor configuration (20 bar). Spallina et al. [151] performed a preliminary comparison of
combined cycle and ultra-supercritical steam cycle for syngas-fed CLC. Their study found that the
combined cycle plant achieves higher electrical efficiency (40% vs. 36.9%) for a maximum reactor
temperature of 1200°C. Sorgenfrei and Tsatsaronis [152] proposed an IGCC power plant with iron-based
syngas CLC and reported electrical efficiencies in the range of 39.7-44.8%. In summary, CLC has been
revealed as a promising technology to decrease the cost of CO2 capture in power generation.

2.5. Research objective
The objective of this thesis is to propose a novel process that delivers high efficiencies for CO2 capture
and power generation in a compact and scale-able reactor, utilizing highly reactive materials. Chemicallooping combustion (CLC) technology is explored due to its high potential for CO2 remediation. Due to
the novelty of CLC and the complexity of the multi-phase interactions, there is no general approach for
reactor and/or process design from the current literature. Instead, common approaches are dictated from
experimental observations or intuition and the results of the design analyses are heavily dependent on the
oxygen carrier material and fuel. Furthermore, a lack of fundamental understanding of the intrinsic
kinetics of the oxygen carrier materials and possible sub-optimal operating conditions hinder the
deployment of CLC processes.
This thesis employs a structured methodology incorporating many facets of process systems engineering,
in an effort to accelerate the technological development process. In the first step, modelling and
simulation was integrated with bench-scale CLC experiments to understand the phenomenological
changes inside the CLC reactor and identify sources of model uncertainty. Optimal experimental design
techniques were used to determine statistically-rich kinetic networks and parameters. Large-scale CLC
systems are simulated using the augmented process models with Maxwell-Stefan diffusion equations.
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Emphasis is placed on optimizing the CLC plant performance, with respect to the CLC operation and
reactor configuration. A dynamic optimization program was formulated to determine a set of control
parameters that maximize the thermal efficiency of a large-scale CLC unit. After identifying the process
bottlenecks, a novel reverse-flow reactor was proposed and proven theoretically and experimentally to
improve the CO2 capture-ability for any oxygen carrier and fuel-type. The reverse-flow reactor is an
innovative method to provide efficient gas-solid contact with no particle attrition or gas/solid separations
issues. A simulated moving bed reactor concept was proposed as an advanced version of the reverse-flow
reactor. The reverse-flow and simulated moving bed reactors can be disruptive to future CLC research, by
shifting attention to highly reactive oxygen carriers and more compact, scale-able reactor designs. These
novelties produced and the conclusions drawn from this thesis were the result of applying process systems
engineering principles to guide process design and optimization of CLC systems. The feasibility of this
structured methodology is demonstrated, as a means to enable faster deployment of novel technologies.
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Chapter 3 BENCH-SCALE EXPERIMENTATION
This chapter presents the experimental methods for oxygen carrier preparation, characterization, and
reactivity studies conducted in a thermogravimetric analyzer and a bench-scale fixed bed reactor. The
experimental results are simulated using different process models described in Chapters 4-5. The benchscale experimental setup constitutes to the design space used to derive reduction kinetics in the modelbased design of experiments section of Chapter 5.

3.1. Oxygen carrier preparation
NiO/Al 2O3-SiO2 oxygen carriers were prepared using the incipient wetness impregnation method.
Commercial γ-Al2O3/SiO2 particles (W.R. Grace & Co.) sieved to 50-150 μm in size, with a surface area
of 157.8 m2/g and mean pore size of 112.77 Å, were used as support. Aqueous Ni(NO 3)2 was added to
the γ-Al2O3/SiO2 particles and the mixture was stirred at room temperature followed by drying at
120°C for 12 h and calcination in air at 800°C for 5 h. The apparent density of the particles was 1190
kg/m3. The particle porosity was measured to be 0.45. The active (non-spinel) NiO loading in the
oxygen carrier is measured to be 18 wt%, by oxidation in a thermogravimetric analyzer (TGA) after
long-period reduction in H 2. The resulting oxygen carrier is then sieved to particle size of 50 – 150
μm, with BET surface area of 93 m 2/g for the fresh sample and ~68 m 2/g after TGA
reduction/oxidation.

3.2. Characterization techniques
Identification of crystallite chemical species and crystallite size change was performed with in-situ hotstage X-ray diffraction measurements, in a Bruker D8 Advance power XRD, equipped with a LynxEyesuper speed detector and a high temperature Anton Paar HTK1200 heating stage. The experiments on the
thermal evolution of the structure were carried out in the temperature range of 300 – 950 °C in air
environment with constant flow rate of 50 sccm. The heating rate between target temperatures was
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30 °C/min. The test starts at 300 °C with a step of 50 °C and 10-min holds before recording the X-ray
patterns. The effect of calcination time was determined by taking two measurements of the same sample
calcined at 950 ˚C for 10 min and 4 h, respectively. The recorded X-ray patterns were processed with
standard background subtraction, peak match procedures and crystallite size calculation that are
incorporated in the DIFFRAC.EVA program.
The pore properties and specific surface area of the oxygen carriers were determined in a Micrometitics
ASAP 2020 Accelerated Surface Area and Porosimetry System. The pore size distribution was
determined from adsorption/desorption of N2 at 77 K with the Brunauer-Emmett-Teller (BET) method.
All the samples were degassed at 250 °C for 12 h before analysis. Focused ion beam (FIB) scanning
transmission microscopy electron microcopy (STEM) was used to identify the Ni distribution inside the
particle of the fresh and used oxygen carriers.

3.3. Thermogravimetric analyzer (TGA) method
The reactivity of the oxygen carrier was measured in a NETZSCH STA 449 F3 Jupiter TGA. The sample
(15 mg) was placed in the alumina crucible (3.8 mm in height and 5.95 mm in diameter) and heated at
10 °C/min up to the operating temperature in N2 gas at atmospheric pressure. A thermocouple was
continuously measuring the temperature of the gas phase directly adjacent to the crucible. The gas flow
rate was kept constant at 240 sccm for the oxidation, reduction, and purge cycles. The Reynolds number
of the flow across the crucible was 110. After the temperature reaches 950 °C, the flow was switched
from N2 gas to oxidizing and reducing gas. The reducing gas was composed of 4 vol.% H 2 (balance Ar)
and the oxidizing gas was air. The TGA was purged with N2 in between each oxidation and reduction
cycles. In all isothermal experiments, temperature fluctuations of less than 2℃ were measured. The
degree of conversion for reduction was calculated as:

X red 

mox  m
mox  mred
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(3.1)

where

m is the instantaneous mass of the sample, mox is the mass of the fully oxidized sample, and mred

is the mass of the fully reduced sample.

3.4. Fixed bed reactor setup
Figure 3.1 shows the fixed bed experimental setup. In its designed operation, fuel (CH4 or CO/H2) and air
(O2/Ar) are sequentially fed to the reactor to simulate chemical-looping reduction and oxidation cycles.
Inert gas (Ar) is fed between the cycles to isolate reduction and oxidation steps. The reactor temperature
is controlled by a furnace and reaction products are measured with an online Agilent 5975C mass
selective detector. The fixed bed is housed in a stainless steel tube (9.9 mm ID and 250 mm length), with
a variable solid loading of 0.8-2.2 g. It is housed inside an electrical furnace capable of operating up to
1300°C, and can tolerate pressures up to 15 bars. Gas flow (Ar, CH4, air) is controlled by mass flow
controllers (MFC) and the reactor pressure is regulated by a back pressure regulator. At the start of the
experiment, Ar flows through the reactor while the furnace reaches set-point. To initiate reduction, the gas
flow is switched to a mixture of Ar and CH4 (0-30 vol.% CH4). After the reduction completes, Ar is used
to purge the reactor for 5 minutes. The purge is followed by an oxidation period of 4 minutes, where gas
flow is switched to air. After the oxidation step, the reactor is purged with Ar and the loop reinitiates. The
experiment is repeated for multiple number of cycles to analyze the stability of the oxygen carrier. The
gas flow rate is kept at 100 ml/min during the reduction, oxidation and purge periods. Typical reduction
temperatures are in the range of 700-900°C. The sequential gas flow switch (CH4/Ar → Ar → Air → Ar),
is controlled automatically by the MFCs. In this configuration, 15 cycles are performed to ensure stability
of the oxygen carrier reactivity. After stabilization, the experimental data from 3 consecutive cycles were
used to calculate experimental variances and estimate kinetic parameters. For each experiment design, at
least two independent experiments were performed, necessitating the experimental procedure to be
repeated from a batch of newly synthesized oxygen carrier. The same batch of newly synthesized oxygen
carriers was used for the reactivity tests. Thus, in summary every experimental measurement reported
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here is the average of 6 repetitions with error bars in each plot showing the experimental standard
deviation.
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Figure 3.1: Fixed bed reactor experimental setup.
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Chapter 4 HETEROGENEOUS MODELING OF CHEMICAL-LOOPING COMBUSTION: P ART 1:
REACTOR MODEL
Heterogeneous modeling is used to investigate the significance of intraparticle diffusion, temperature
fluctuations, and dispersion on predicting fixed bed chemical-looping combustion (CLC) reactors. The
model is validated against chemical-looping reduction experiments in the literature that utilize methane as
fuel and a Ni-based oxygen carrier. The effect of particle size on CLC reduction reactions is studied by
examination of the Weisz-Prater and Mears criteria for internal and external mass transfer limitations.
Homogeneous and heterogeneous models are applied for two particle sizes and it is shown that diffusion
limitations are significant for the larger particle. Furthermore, non-ideal flow patterns are evaluated where
superior predictions are obtained by considering the effects of dispersion and convection processes.
Radial dispersion in each experiment is analyzed in detail and the predicted temperature fluctuations
inside the reactor and particle are presented. Lastly, the heterogeneous model is applied to design a
particle that maximizes chemical-looping efficiency, measured as fuel conversion and product selectivity.
Enhancements to the overall reaction rate and temperature profile are observed for the optimal particle
size as a result of reducing the intraparticle resistance.

4.1. Introduction
Different mathematical models have been developed to simulate CLC systems. Ishida et al. [47] applied
the un-reacted shrinking core model to interpret the experimental results on kinetics of the NiO mixed
with yttria-stabilized zirconia (YSZ) particle. Comparison of model prediction with experimental results
indicated that the reduction reaction was controlled by chemical reaction, while oxidation was controlled
by both chemical reaction and ash-layer diffusion. Iliuta et al. [58] used an isothermal dynamic plug-flow
model to estimate kinetic parameters that best fit their fixed bed micro-reactor. The gas-solid reaction
parameters were then incorporated into a detailed hydrodynamic model to successfully model their
fluidized-bed reactor. Sahir et al. [153] used the law of additive reaction times to approximate the gas32

solid reactions for analyzing the copper oxidation process. Ortiz et al. [118] studied the catalytic kinetics
of steam methane reforming and water-gas-shift for NiO/α-Al2O3 and NiO/γ-Al2O3, and found that the
activity increased with reduction of the oxygen carrier. Recently, Zhou et al. et al. [119] conducted a
detailed kinetic analysis for the relevant oxygen carrier reduction reactions of NiO by CH 4 and Ni
catalyzed reactions and validated the proposed kinetic scheme with different experimental results from
literature.
Temperature variations inside the particle and reactor have been considered in numerical models [96,154–
156]. Noorman et al. [154] proposed a detailed particle model which incorporated the effects of reaction
kinetics, internal and external mass and heat transfer to study the reduction and oxidation characteristics
of oxygen carriers. Modelling of the CuO/Cu system showed that internal mass transfer by was hindered
by Knudsen diffusion for a range of pore sizes and instances where relatively large temperature
differences can exist between the particle and the bulk gas [154]. A more accurate description of diffusion
processes was obtained by applying Maxwell-Stefan diffusion, however Fickian diffusion can be
reasonably applied in cases with simple dilute mixtures. Garcia-Labiano et al. [156] analyzed the
reduction and oxidation characteristics of the major oxygen carriers based on Cu, Co, Fe, Mn, and Ni
using a non-isothermal changing grain size particle model. The temperature changes inside the particle
during the exothermic oxidation reactions depended on the particle size, overall reaction time, and the
resistance to heat transfer in the external gas film, with the highest temperature variation corresponding to
Ni for 1 mm particles [156].
Heterogeneous modelling can be applied to CLC processes to investigate the competing effects of fluid
transport and chemical reactions occurring within a fixed-bed reactor. Oxygen carriers with particle size
ranging from 0.08 to 2 mm have been used in the literature [157]. Larger particle sizes are advantageous
in minimizing pressure drop across the reactor, but the effects of intraphase mass and heat transfer
limitations can be significant. Noorman et al. [154] found that particles larger than 0.3 mm are severely
diffusion-limited, which if neglected, models can lead to unreliable kinetic parameters. The role of
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heterogeneous modeling can identify where the improvements to oxygen carrier performance are feasible
in the regime of kinetic control or mass transfer control, thereby aiding oxygen carrier and reactor design.
This work proposes a heterogeneous model that takes into account the effects of reaction kinetics in
association with mass and heat transport in the particle phase, and convection, dispersion, and pressure
drop in the bulk fluid phase. The effects of reaction and transport limitations on chemical-looping systems
operating in fixed-bed reactors are analyzed based on published experimental results from three benchscale fixed-bed reactors.

4.2. Model description
Flow in fixed bed reactors can be modelled by the motion of gaseous bulk fluid through the gaps between
and within the oxygen carriers that constitute the solid phase [158]. Heat and mass transfer resistances can
occur within the solid phase (intraparticle resistance) or between the solid and the bulk fluid (interfacial or
interparticle resistance). Intraparticle resistance is related to the pore size and can be controlled by the
dimensions of the oxygen carrier. Interfacial resistance is proportional to the thickness of the boundary
layer at the gas-solid interface. The boundary layer can exhibit pronounced temperature gradients in cases
of high heats of reaction that drive rapid changes in surface temperatures and concentrations. Though, this
boundary layer effect can be damped by introducing higher gas flow rates and smaller packing sizes to
induce mixing. According to the classification widely accepted in the chemical engineering society, the
continuum models can be categorized into: pseudo-homogeneous and heterogeneous models [159]. In
pseudo-homogeneous models, the catalyst surface is assumed to be completely exposed to the bulk fluid
conditions, such that any fluid-to-particle heat and mass transfer resistances can be neglected. In contrast,
heterogeneous models account for transport resistances of heat and mass from bulk fluid phase to the
particle phase and within the particle. In this section, one- and two-dimensional pseudo-homogeneous and
heterogeneous models are presented. The models are general and can be applied to any chemical looping
process for any oxygen carrier. In the simulations, the gas species considered are CH4, CO, CO2, H2, H2O,
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and an inert (usually Ar) and the solid species considered are NiO, Ni, deposited carbon, and an inert
(Al2O3). Sections 4.2.1 – 4.2.2 detail the continuum models and Section 4.2.3 the momentum balance
equation. The following Sections (4.2.4-4.2.5) summarize the transport correlations, physical properties,
and kinetic scheme chosen for this work.
4.2.1. Homogeneous model design equations
4.2.1.1. One-dimensional

The one-dimensional pseudo-homogeneous model describes the axial profiles of the bulk fluid
concentration and temperature. The dynamic axially dispersed plug flow reactor model is:
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with Danckwerts boundary conditions, expressing continuity of fluxes at steady state:
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4.2.1.2. Two-dimensional

Advancing in complexity, the two-dimensional model takes into account radial diffusion of bulk fluid and
temperature. Reaction rates along the reactor diameter can be affected by effective thermal diffusivity and
conductive heat transfer at the wall, which are determined by flow characteristics. The two-dimensional
pseudo-homogeneous model is:
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with boundary conditions at r = R and r = 0:
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and at z = L and z = 0 are consistent with Eqs.(4.3)-(4.5).
4.2.2. Heterogeneous model design equations

The presented pseudo-homogenous model is applicable supposing there is negligible difference between
solid and fluid conditions and mild radial temperature and concentration profiles. In the event that
interparticle differences are important, a heterogeneous model should be used in place of the pseudohomogenous model. Furthermore, intraparticle resistance is considered because limitations to diffusive
transport inside the pores can significantly limit the reaction rates inside large particles. The most
important assumptions made are: (i) spherical or cylindrical oxygen carrier, (ii) constant volume of the
particle, (iii) macroscopically uniform particle structure that is not affected by reaction, and (iv) uniform
Ni distribution within the particle. Local variations in structure or composition are not taken into the
account due to the absence of experimental data. The gas concentrations and temperature inside the pores
of the particle are functions of oxygen carrier radial direction, rc, and/or axial direction, zc. It is also
assumed that the gas at any position inside the particle is at the same temperature as the solid, and that the
thermal conductivity of the gas phase is negligible compared to that of the solid. Below, the conservation
equations corresponding to a spherical oxygen carrier are discussed. For cylindrical oxygen carriers, the
particle phase equations are summarized in the Appendix. Note that the transport of fluid phase is
unspecific to particle geometry.
4.2.2.1. One-dimensional

The one-dimensional heterogeneous model for the fluid phase is:
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and for the particle phase is:
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The boundary conditions for the particle phase are:
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and for the fluid phase the boundary conditions are equivalent to the one-dimensional homogeneous
model, Eqs.(4.3)-(4.5).
4.2.2.2. Two-dimensional

The two-dimensional heterogeneous model includes radial dispersion in the fluid phase. The design
equations for the fluid phase are:
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and for the particle phase are:
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with Eqs.(4.14)-(4.16) as boundary conditions for the solid phase and Eqs.(4.8)-(4.9) and Eqs.(4.3)-(4.5)
for the bulk phase.
4.2.3. Momentum balance

The momentum balance assumes pseudo-steady state and is dominated by the friction factor. The pressure
drop correlation using the Ergun friction factor for gas flow through a packed tubular reactor is written as
[160]:
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where 𝑃 is the total pressure in the bed and 𝑅𝑒𝑝 is the particle Reynolds number, defined as:

Re p 

 u0 d p
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(4.22)

The boundary condition at the bed exit is applied to maintain the effluent stream leaving the reactor at
atmospheric conditions:

P zL  Pout .

(4.23)

4.2.4. Heat and mass transfer correlations

The effective axial coefficient can be estimated by [159]:

b
1
0.45


,
Pea  Re p Sc 
7.3 
1 

 Re p Sc 
and the effective radial dispersion coefficient can be estimated by [161]:
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(4.24)
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In general, for gases with 𝑅𝑒𝑝 > 1, 𝑃𝑒𝑟 ≈ 10 and 𝑃𝑒𝑎 ≈ 1, and for gases with 𝑅𝑒𝑝 < 1, 𝑃𝑒𝑟 ≈ 𝑃𝑒𝑎 which
approach 0.7 [162]. Dispersion is usually more dominant in the radial direction, and consequently very
small radial variations of concentration can be expected in the reactor. However a high dependency of
reaction rates on temperature can lead to pronounced differences between the one-dimensional and twodimensional models.
The effective radial and axial thermal conductivity can be estimated by Eq.(4.26) and Eq.(4.27),
respectively by Yagi and Wakao [163] and Yagi et al. for metal spheres [164]. The static contribution, 𝜆0𝑒 ,
is assumed to be 0.01 W/m-K.

rad
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(4.26)
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(4.27)

The wall heat transfer coefficient is calculated from [165]:

Nu  2  1.1Pr1/3 Rep 0.6 .

(4.28)

The bed heat transfer coefficient is calculated by [166]:
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(4.29)

The resistances to the radial heat transfer in the bed and at the wall can be combined to define the overall
heat transfer coefficient to be used in the one-dimensional models:

1
1
1

 .
U hbed hw
The mass and heat transfer coefficients are estimated as [167]:
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The bed porosity for a spherical catalyst and surface area per unit volume are calculated by Eq.(4.33)
[168] and Eq.(4.34) [169]:
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The pore diameter of a cylindrical pore can be calculated by [167]:
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c
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4.2.5. Kinetic scheme

The main reduction reactions in CLC of NiO with CH4 fuel are shown in
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(4.35)

Table 4.1 based on the work of Zhou et al. [119]. The reducing gases that are active in the oxygen carrier
reduction reactions (R1-R4) comprise of CH4, H2, and CO. In the work by Zhou et al. [119] and Iliuta et
al. [58], non-catalytic gas solid reactions have been analyzed using the shrinking core model and a
modified volumetric model. Because the modified volumetric model has been found to improve the
model predictions, the kinetics based on the modified volumetric model is used in this work. The kinetic
expressions for the four NiO reduction reactions are shown below, where a0 is the initial oxygen carrier
surface area, X is the oxygen carrier conversion, ks1-ks4 are the Arrhenius rate constant, and C denotes the
concentration of the gas species and solid weight fraction of NiO and Ni.
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Table 4.1: Reduction reactions using NiO oxygen carrier selected by Zhou et al. [119].
Oxygen carrier
reduction reactions

Reduction reactions
catalyzed by Ni

Partial CH4 oxidation
H2 oxidation
CO oxidation
Partial CH4 oxidation
Steam methane reforming
Water gas shift
Dry reforming
Methane decomposition
Carbon gasification by steam
Carbon gasification by CO2

CH4+2NiO  2Ni+CO2+2H2
H2+NiO  Ni+H2O
CO+NiO  Ni+CO2
CH4+NiO  Ni+2H2+CO
CH4+H2O↔3H2+CO
CO+H2O↔H2+CO2
CH4+CO2↔2CO+2H2
CH4↔2H2+C
C+H2O↔CO+H2
C+CO2↔2CO

(R1)
(R2)
(R3)
(R4)
(R5)
(R6)
(R7)
(R8)
(R9)
(R10)

r1  a0 1  X  k1CCH 4CNiOCNi ,

(4.36)

r2  a0 1  X  k2CH 2CNiO ,

(4.37)

r3  a0 1  X  k3CCOCNiO ,

(4.38)

r4  a0 1  X  k4CCH 4CNiOCNi .

(4.39)

The conversion rate for the oxygen carrier is written as,

 ,
dX / dt   2r1  r2  r3  r4  / CNiO

(4.40)

The mass balance for Ni and NiO is (assuming no migration of the Ni particles):

 1  X  M NiO ,
dCNiO / dt  CNiO

(4.41)

 X  .
dCNi / dt  CNiO

(4.42)

For the Ni-based system, the catalytic gas-solid reactions are steam methane reforming (R5), water gas
shift (R6), dry reforming (R7), methane decomposition (R8), and carbon gasification by steam (R9) and
CO2 (R10). Normally, the rates of NiO reduction reactions (R1-R4) are dominant initially when NiO is in
excess, while the catalytic reactions become increasingly important as Ni is formed. The rate expressions
chosen by Zhou et al. [119] are:
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4.2.6. Integration strategy

The dynamic model was implemented and solved in the equation-based process modeling platform
gPROMS 3.6.0 [170]. Finite difference method is used for the discretization of partial differential
equations along the fixed-bed axial (Nz nodes) and radial (Nr nodes) direction, and along the solid radial
and/or axial directions (Nrc and Nzc nodes). The number of species is denoted as Ns. A summary of
independent variables can be found in Tables 4.2-4.3. In the proceeding sections, the results are presented
and discussed.

Table 4.2: Summary of independent variables in the 1-D model for a spherical oxygen carrier.
Variable
C(z,i)
F(z,i)
T(z)
P(z)
Cc(z,rc,i)
Tc(z,rc)

Unit
mol/m3
mol/s
K
bar
mol/m3
K

Description
Gas phase concentration of species i
Gas phase molar flow rate of species i
Gas phase temperature
Gas phase pressure
Concentration of i in the gas inside the catalyst pores at z
Temperature of the catalyst at z

43

Dimension
Nz x N s
Nz x N s
Nz
Nz
Nz x Nrc x Ns
Nz x Nrc

Table 4.3: Summary of independent variables in the 2-D model for a spherical oxygen carrier.
Variable
C(z,r,i)
F(z,r,i)
T(z,r)
P(z,r)
Cc(z,r,rc,i)
Tc(z,r,rc)

Unit
mol/m3
mol/s
K
bar
mol/m3
K

Description
Gas phase concentration of species i
Gas phase molar flow rate of species i
Gas phase temperature
Gas phase pressure
Concentration of i in the gas inside the catalyst pores at z
Temperature of the catalyst at z

Dimension
Nz x N r x N s
Nz x N r x N s
Nz x N r
Nz
Nz x Nr x Nrc x Ns
Nz x Nr x Nrc

4.3. Results and discussion
The developed pseudo-homogeneous and heterogeneous models are applied to published chemicallooping fixed-bed experiments. In Section 4.3.1, the model predictions are shown against the
experimental data, where the differences in estimated kinetic parameters will be discussed based on the
importance of various transport effects and the assumptions associated with the model. The effect of
dispersion and radial temperature variations is analyzed for each discussed experiment in Sections 4.3.24.3.3. A detailed analysis for the effect of internal and external diffusion resistance on individual reaction
rates is conducted in Section 4.3.4 using the Wesiz-Prater and Mears numbers. Lastly, in Section 4.3.5 the
oxygen carrier properties are treated as variables in an optimization scheme to select an optimal oxygen
carrier for CLR that maximizes CH4 conversion and H2 selectivity.

Table 4.4: Oxygen carrier physical properties and experimental conditions of chemical-looping fixed-bed
units studied in this work.

OC properties

Lbed [mm]
Dreactor [mm]
Q (ml/min)
U [W/(m2K)]
ρ [kg/m3]

Iliuta et al. [58]
NiO/Al2O3 (15 Ni wt.%)
Dp = 140E-3 mm
a0=102 m2/g
eb = 0.37
ρb = 1040 kg/m3
7.65
4
100 (10 % CH4 in Ar)
480 – 880
0.35 – 0.46

Jin and Ishida [171]
NiO/NiAl2O4 (60 Ni wt.%)
Dp = 4.0 mm; Lp = 1.5 mm
a0=10 m2/g*
eb = 0.487
ρb = 995 kg/m3
250
16
900 (H2O/CH4 = 2)
30 – 110
0.2 – 0.6
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Rydén, et al. [172]
NiO/MgAl2O4 (60 Ni
wt.%)
Dp = 120E-3 mm
a0=2 m2/g**
ρb = 1000 kg/m3
5.659
15
60 (25% CH4 in Ar)
240 – 800
0.3 – 0.4

μ [1e5×Pa s]
5.8 – 6.2
2.9 – 5.1
Cpf [J/(kg K)]
20 – 27
20 – 50
λm, λax, λrad
4.9 – 9.1; 1.0 – 1.1; 63 – 118 4 – 17; 1.5 – 1.8; 52 – 200
[1E2×W/(m K)]
Dax, Drad , De
1 – 10; 8.0 – 64; 0.028 – 0.13 32 – 63; 15 – 50; 0.58 – 2.4
[1E5×m2/s]
Re
0.42 – 0.52
6 – 10
Sc
0.17 – 1.8
0.2 – 2.3
Pea, Per
0.63 – 5.4; 0.38 – 2.4
3 – 5; 8 – 12
Pr [x1E2]
1.6 – 2.7
0.74 – 0.27
Sh
0.35 – 0.76
1.6 – 3.8
* Estimated from Table 3.17 from [173]; ** Estimated from [126]

5.3 – 6.2
20 – 35
5 – 16; 1.0; 63 – 210
1.0 – 10; 3 – 20; 0.42 – 3.0
0.018 – 0.021
0.2 – 3.2
0.02 – 0.4; 0.03 – 0.2
0.94 – 2.65
0.41 – 1.0

The proposed models are applied to predict experimental results from Iliuta et al. [58], Jin and Ishida
[171], and Rydén et al. [172], whose fixed-bed reactor designs and operating conditions are summarized
in Table 4.4. These experiments utilize methane as the fuel and a Ni-based oxygen carrier supported over
alumina, which is within the scope of the kinetic scheme. In general, the fixed-bed reactors are housed in
an electrical furnace and operated at atmospheric conditions, although Jin and Ishida [171] also conducted
high pressure experiments for Co-Ni/YSZ oxygen carriers. Iliuta et al. [58] and Rydén et al. [172]
operated in chemical-looping combustion conditions at 900°C, while Jin and Ishida [171] operated in
chemical-looping reforming conditions at 600°C.

Table 4.5: Estimated kinetic rate constants for the CLC data of Iliuta et al. [58] at 900°C.
Frequency factors
1D homogeneous model
k1
1.63E-05
k2
2.29E-05
k3
1.42E-05
k4
2.29E-05
k5
3.54E-03
k6
1.64E-05
k7
5.41E-05
k8*
5.10E-05
k9
5.40E-07
k10
1.35E-04
*kCH4,8 is estimated in lieu of k8.
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1D heterogeneous model
8.16E-06
2.26E-05
1.32E-05
2.13E-05
5.44E-03
1.68E-05
9.37E-05
6.07E-05
5.40E-07
1.07E-04

The oxygen carrier properties varied in size, preparation, support material, surface area, and pore size.
Surface area measurements for the oxygen carriers used by Jin and Ishida [171], and Rydén et al. [172]
were unavailable so they were estimated from Fan [173] and Mendiara et al. [126], accordingly. In the
experiment by Rydén et al. [172], εb was estimated from Eq.(4.33) to be approximately 0.4 and 𝜌𝑏 was
assumed to be 1000 kg/m3. The porosity of all of the studied oxygen carriers (εc) was assumed to be 0.37.
To match experimental data, dynamic parameter estimation is performed to fit the frequency factor of the
kinetic rate constant of all the reactions. The model assumes a constant wall temperature (of the reported
furnace setting), atmospheric pressure at the reactor outlet, uniform distribution of oxygen carrier
particles inside the bed, and homogeneity of the oxygen carrier properties (including particle size, pore
size, and surface area). Initially, inert gas is present inside the reactor, and then following t = 0+, the
reactant gas flows into the reactor to commence the chemical looping reduction reactions. The simulation
is run until complete reduction of the oxygen carrier is achieved. By applying the models to various
experiments, a wide range of space times and particle sizes was studied and various contributing effects
of transport limitations and dispersion were analyzed. The estimated kinetic parameters are presented in
Tables 4.5-4.7.

. Table 4.6: Estimated kinetic rate constants for the CLR data of Jin and Ishida [171] at 600°C.
Frequency factors
k1
k2
k3
k4
k5
k6
k7
k8*
k9
k10

2D homogeneous model
1.46E-05
4.38E-07
2.05E-07
1.61E-08
4.70E-07
8.56E-04
7.35E-09
0.00E+00
1.06E-08
2.38E-04

*kCH4,8 is estimated in lieu of k8.
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2D heterogeneous model
5.84E-06
1.26E-07
6.41E-07
8.50E-08
1.82E-06
3.10E-02
7.34E-06
1.62E-03
8.71E-04
1.96E-04

Table 4.7: Estimated kinetic rate constants for the CLC data of Rydén et al. [172] at 900°C.
Rate constants
k1
k2
k3
k4
k5
k6
k7
k 8*
k9
k10

1D homogeneous model
3.65E-04
2.93E-05
2.20E-05
3.49E-06
6.30E-04
2.41E+01
1.59E-04
1.14E-02
5.56E-06
1.92E-02

2D homogeneous model
3.39E-04
2.89E-05
3.21E-05
3.60E-06
5.58E-04
2.41E+01
1.59E-04
1.37E-02
5.65E-06
2.38E-02

*kCH4,8 is estimated in lieu of k8.

4.3.1. Effect of particle size on diffusion limitation

The importance of mass and transport resistance to inside the particle can be evaluated based on the
particle size. Since nearly all of the active sites are located within the pore network, the diffusion of
molecules plays a crucial role in the observed rate of reaction. Molecular diffusion cannot capture the
internal transport alone because the mean-free path of the gases often exceeds the pore length of the
typical solid catalyst. Noorman et al. [154] found Knudsen diffusion to be very relevant for chemicallooping oxygen carriers with micro- and meso-porosity. As a guideline, diffusional limitations can be
neglected for particles below 0.2 mm in diameter [156]. For larger particles (Dp > 0.2 mm), there is an
influence of both chemical reaction kinetics and internal diffusion that can be captured with detailed
heterogeneous modeling. Two case studies are presented to analyze the effect of particle size on overall
transport resistance and determination of kinetic parameters.
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Figure 4.1: 1D model predictions of the experimental data reported by Iliuta et al. [58] at 900°C, 1 bar,
and 10% CH4 in Ar. CLC. Sum of squared errors for 1D homogeneous model is 9.7E-3 and for 1D
heterogeneous model is 9.6E-3.

In the fixed bed experiment conducted by Iliuta et al. [58], the particle size was approximately 140 μm
and thus, intraparticle and interfacial effects were neglected in their modeling approach. Here, the onedimensional homogeneous and heterogeneous models are used to predict the exit concentrations from
experiment. There is not a significant improvement from using a two-dimensional model to characterize
this reactor because radial dispersion effects are minimal (discussed in Section 4.3.2). It can be seen in
Figure 4.1 that both models are capable of predicting the experimental data and hardly any differences
can be observed between the two models. Thus, the quality of fit, expressed as the sum of squared errors,
is relatively unchanged. The current modeling predictions are superior to the original fit published by
Iliuta et al. [58] for the 900 °C fixed bed experiment (not shown here) because of the inclusion of energy
balance, momentum balance, axial dispersion, and molar expansion in the design equations. The error in
the H2O prediction and experimental result, which is evident in the original fit and in Figure 4.1, can be
explained by the calibration difficulty of H2O on the mass spectrometer and the condensation of H2O
prior to the mass spectrometer [58].
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Figure 4.2: Effectiveness factors for R1-R10 from the 1D heterogeneous model for the fixed bed reactor
reported by Iliuta et al. [58].

The effect of diffusional resistance on individual reaction rates is analyzed using the heterogeneous
model. By virtue of the effectiveness factor, a quantitative measure can be obtained for the importance of
diffusion to reaction limitations. Reactions that are limited by kinetics exhibit an internal effectiveness
factor η approaching 1 and diffusion-limited cases observe η<<1. In non-isothermal conditions, values of
η can be greater than 1 because the external surface temperature is less than the internal temperature of
the solid where an exothermic reaction is taking place. Figure 4.2

shows the variation of the

effectiveness factor η with time in the reduction cycle. As expected from the small particle size, the
reaction rates are essentially unaffected by diffusional limitations. R2 is the least diffusion-limited
reaction among the NiO reduction reactions because of the high effective diffusivity of H 2. The
effectiveness factors of R1 and R4 decrease to a minimum at t=4 seconds, while that of R2 and R3 see a
maximum. This is attributed to the sensitivity of the reaction rates to the temperature drop inside the
reactor (and particle), since R2 and R3 are exothermic and R1 and R4 are endothermic. The Ni-catalyzed
reactions are kinetically-controlled because the calculated effectiveness factors are one or higher. The
negligible effect of diffusional limitations inside the small particle supports the close agreement between
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the homogeneous and heterogeneous simulations in terms of exit concentration profiles (Figure 4.1) and
estimated kinetic parameters (Table 4.5).
In comparison, resistance to mass and heat transfer is important for large particles (Dp > 0.2 mm), where
the local concentration and temperature inside the particle deviate from the surface. The model needs to
distinguish between the fluid and solid phase to adequately account for the internal and external diffusion
into the particle. The CLR fixed bed experiment conducted by Jin and Ishida [171], who prepared
cylindrical-shaped oxygen carriers of 4.0 mm diameter and 1.5 mm length, is modeled using the
developed heterogeneous and homogeneous models. Radial variations within the structure of the fixedbed are accounted for in the two-dimensional models, described in Section 4.2.1.2 and 4.2.2.1. The bed of
oxygen carriers is assumed to be uniform cylindrical pellets situated vertically and stacked in rotating
layers to avoid gas by-pass. While the homogeneous model does not explicitly account the presence of the
oxygen carrier, the heterogeneous particle model considers film resistance at the surface and internal
diffusion along the axial and radial directions of the particle.

Figure 4.3: 2D model predictions of the experimental data reported by Jin and Ishida [171] at 600°C, 1
bar, and 33% CH4 in H2O. Sum of squared errors for 2D homogeneous model is 0.4082 and for 2D
heterogeneous model is 0.2784.
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Figure 4.3 shows the necessity of accounting for intraparticle and interfacial limitations to achieve
accurate simulations and predictions. Compared to the homogeneous model, the heterogeneous model
achieves over 30% improvement in quality of fit in terms of sum of squared errors, and noticeable
improvements are seen in the CH4, CO2, and H2 profiles. Large model-experimental deviations observed
for the first two minutes can be explained by possible dilution of the exiting gas between the reactor exit
and gas chromatographic-mass spectrometer (GC-MS), which is not included in the fixed-bed reactor
model. The homogeneous model over-predicts the oxygen carrier conversion, which leads to higher-thanexperimental H2 and CO2 concentrations.

Figure 4.4: Effectiveness factor for R1-R10 from the heterogeneous model for the fixed bed reactor
reported by Jin and Ishida [171].

The variation of effectiveness factor for all reactions with reduction time is shown in Figure 4.4. In the
first five minutes, the rates are low due to methane activation, so transport within the particle is not the
limiting factor and high effectiveness factors are observed. Beyond t=5 min, reaction rates are developed
and conversion of the oxygen carrier begins. Effectiveness factors of the NiO reduction reactions remain
relatively at one, indicating a high driving force for NiO reduction. However, diffusional limitations are
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observed for the catalytic reactions for which effectiveness factors reach values less than one. This is
related to the conversion of the solid NiO material to metallic Ni, which initiates at the external surface of
the particle, and progresses toward the interior of the particle. Catalytic reaction rates are thus affected by
the Ni concentration and tend to be highest on the surface, decreasing progressively along the interior.
Local gas concentrations inside the particle are non-uniform and tend to approach equilibrium values
moving away from the surface. When the reactions are close to equilibrium, the rates are sensitive to
changes in local concentration gradients, and reverse reactions can be become favored. A likely cause for
the rate reversal of R6 and R7 is attributed to the accumulation of combustion and reforming products
(H2, CO, CO2) due to R1-R4 inside the particle that is re-directing the position of equilibrium reactions.
Because of the strong particle effects, estimated rate constants vary significantly depending on the model,
as shown in Table 4.6. The homogeneous model generally estimates lower kinetic rate constants because
the model compensates for internal transport resistance by lowering the rates. This demonstrates that
diffusion resistance cannot be neglected and a heterogeneous model is more realistic at predicting the
experimental results.
4.3.2. Effect of particle dispersion

The presented models are developed to describe cases of non-ideal plug flow, whereby components are
transported by bulk flow and convective diffusion (or dispersion). The CLC experiment performed by
Rydén et al. [172] is representative of a system where there is significant contribution to transport by
dispersion. The low Péclet number and even lower Reynolds number, shown in Table 4.4, point towards
a mixed reactor. The importance of axial dispersion can be analyzed by noticeable differences in
concentration profiles from the dispersive and non-dispersive models (Figure 4.5). Dispersion serves to
broaden concentration and temperature gradients and is important to characterize in the direction of bulk
flow. In addition to its strongly dispersive flow, particle effects are negligible, owing to the small particle
size (Dp = 120 μm) and large pore size. As shown in Figure 4.5, the homogeneous model has been able to
adequately predict the experimental data. The heterogeneous model predictions are also satisfactory, but
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the model does not bring added benefit in terms of quality of fit and thus need not be applied for
estimation of kinetics.
The radial mass dispersion is very fast, so although the reactor diameter is comparably large, changes to
the reaction rate due to temperature fluctuations across the radial direction are quickly recovered.
Therefore, the two-dimensional model predictions do not deviate significantly from the one-dimensional
model. The radial dispersion on reaction rates can be evaluated based on the estimated kinetic rates. As
shown in
Table 4.7, the similarities between the two models further indicate that radial concentration gradients are
not significant in this system. One note to mention is that the estimated value for k6 is large, when
compared to literature values. This may be caused by inaccuracy of the H2O calculation by Rydén et al.
[172] because only complete combustion of CH4 was considered relevant in the beginning of the
reduction cycle. However, this is not the case because NiO reduction proceeds through partial oxidation
of CH4 into CO and H2 and inaccuracies in H2O calculations largely impact the estimated kinetics of R6.

Figure 4.5: Homogeneous model predictions of the experimental data reported by Rydén et al. [172] at
900°C, 1 bar, and 25% CH4 in Ar. Sum of squared errors for 1D homogeneous model is 0.2264 and for
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2D homogeneous model is 0.2127.
4.3.3. Radial temperature variations

Detailed modeling of the temperature and conversion patterns in the fixed-bed necessitates inclusion of
the resistance to heat and mass transfer in the radial direction of the fluid phase. Radial temperature
gradients that arise from inadequate heat transfer can effectively alter reaction rates. In the experiment by
Rydén et al. [172], temperature variations of around 40°C can be expected, in which the largest
temperature decrease is exhibited at r=0. The solid phase temperature is equivalent to the bulk fluid, and
from Figure 4.6, does not change inside the particle. Interfacial heat and mass exchange is much higher
compared to the reaction rate because particle effects are not important in this system.

Figure 4.6: Radial fluid and solid temperature profile predicted by the 2D heterogeneous model for the
experiment conducted by Rydén et al. [172]. Fluid temperature modeled at z=L/2, and solid temperature
at z=L/2, r=R/2, t= 100 s. Chemical-looping combustion reduction at 900°C, 1 bar, and 25% CH4 in Ar.

In the other previously discussed CL experiments by Jin and Ishida [171] and Iliuta et al. [58], the
presence of dispersion in axial and radial directions is less significant. However, it is interesting to
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explore if radial gradients occur. Figure 4.7 shows the fluid and solid temperature profile prediction for
the experiment conducted by Iliuta et al. [58]. The temperature drop inside the reactor reaches up to 45°C,
while the radial temperature variation is at most 30°C. The reaction rates are not noticeably affected by
the thermal gradients because of the small temperature fluctuation and small reactor diameter. Therefore,
a one-dimensional model is suited to model this experiment. Figure 4.7 also shows that the temperature
inside the particle does not vary along the radius of the oxygen carrier, due to the high thermal
conductivity of the solid. The difference between the temperature in the solid phase and the bulk fluid
temperature is 3°C, which points to a negligible resistance for external heat transfer.

Figure 4.7: Radial fluid and solid temperature profile predicted by the 2D heterogeneous model for the
experiment conducted by Iliuta et al. [58]. Fluid temperature modeled at z=L/2, and solid temperature at
z=L/2, r=R/2, t=6 s. Chemical-looping combustion reduction at 900°C, 1 bar, and 10% CH4 in Ar.

The radial temperature profile for the CLR experiment conducted by Jin and Ishida [171] is shown in
Figure 4.8 and predicts a temperature drop of 58°C in the reactor and 20°C along the radial direction of
the bed due to insufficient heat transfer rate with the wall. The temperature inside the particle remains
constant; however, the particle temperature can be 15°C colder than the bulk. This temperature difference
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results from the interfacial heat transfer resistance which causes a lower temperature in the particle. Due
to moderate thermal gradients and strong dependency of the reaction rates on temperature, model-model
discrepancy between the one- and two-dimensional models is observed. Radial mass dispersion
limitations arise in the Jin and Ishida [171] experiment because, even though the reactor diameters chosen
by Jin and Ishida [171] and Rydén et al. [172] are comparable, the radial Péclet number is much larger
than that observed for Rydén et al. [172] and contribute to a smaller dispersion rate, and thus lower heat
transfer.

Figure 4.8: Radial fluid and particle temperature profile predicted by the 2D heterogeneous model for the
experiment conducted by Jin and Ishida [171]. Results are reported at half bed height, and the solid
temperature is at half reactor radius and 500 seconds. Chemical-looping combustion reforming at 600°C,
1 bar, and 33% CH4 in H2O.

4.3.4. Investigation of internal and external mass transport effects

In view of heat and mass transfer limitations, the experiment by Jin and Ishida [171] is well represented
using the heterogeneous model. A lack of significant intraphase diffusion effects on an n th-order
irreversible reaction in a spherical catalyst pellet can be assessed by the Weisz-Prater criterion,
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robs c al2
De ,i CiS

1
,
n

(4.49)

where the observed rate, robs , and the concentration of the reactant at the external surface CiS are used
[162]. This criterion has to be modified for a first-order reversible reaction and cylindrical particle,

robs c al2



De,i CiS  CiEQ



1,

(4.50)

where 𝐶𝑖𝐸𝑄 is the concentration of the reactant if the reactor were at equilibrium and the coordinates for

CiS are taken to be at the particle radius and mid-particle length.
The influence of mass transfer through the film surrounding a spherical catalyst particle can be examined
using a similar expression. Satisfaction of the Mears criterion can be used to determine if interphase mass
transfer is not significantly affecting the measured rate,

robs b al 0.15

,
k f Ci
n

(4.51)

in which case the observed reaction rate deviates less than 5% from the reaction calculated assuming a
homogeneous mixture [169]. The Mears criterion can be modified for a reversible first-order reaction in a
likewise manner to the Weisz-Prater criterion,

robs b al
 0.15.
k f (Ci  CiEQ )

(4.52)

Satisfaction of the Mears and Weisz-Prater criteria are determined for each reactant and corresponding
reaction. Specifically, Eqs.(4.49) and (4.51) are used for R1-4 and Eqs.(4.50) and (4.52) for R5-R10 of
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Table 4.1. The equilibrium concentrations are calculated from the equilibrium constants and the
corresponding species concentration at the fluid or solid phase. The reaction rates of the forward reactions
are integrated over the particle volume to give the observed rates.

Figure 4.9: Mears numbers reported for R1-R4 (left) and R5-R7 (right). Reactions are assumed first order
inside an isothermal particle. For reactions with two reactants, Mears numbers vary by reactant. Fixed bed
unit operated by Jin and Ishida [171] is simulated using the heterogeneous model.

A common finding by investigators is that if mass interphase gradients occur, then mass intraparticle
gradients would occur as well, which both have to be negligible to apply a homogeneous model [174].
The calculated Mears numbers for interphase concentration gradients for the experiment by Jin and Ishida
[171] are shown in Figure 4.9. The observed rates for the methane conversion reactions are very slow
during the onset of reduction, which explains the very small Mears numbers at t < 2 min. For the entire
reduction period, negligible film transfer resistance is observed for all the reactions with the exception of
CO consumed by R6. Mears numbers for R1-R4 generally decrease over time due to the decrease in
reaction rates from NiO conversion. Because R4 is the least significant reaction among R1-R4 in terms of
rate, Mears numbers reported for R4 are the smallest. In comparison, the catalytic reactions observe a
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gradual increase in Mears numbers over reduction time, because the reaction rates show no tendency of
diminishing while there are active catalytic surfaces (Ni), reforming fuel (CH4), and oxygen sources
(H2O). The Mears numbers of R6 reveal that the reaction rate is high at the particle surface but limited by
interphase transport of CO from the bulk, due to overall low concentrations and small gradients.

Figure 4.10: Wesiz-Prater numbers reported for R1-R4 (left) and R5-R10 (right). Reactions are assumed
first order inside an isothermal particle. For reactions with two reactants, WP numbers vary by reactant.
Fixed bed unit operated by Jin and Ishida [171] is simulated using the heterogeneous model.

In a similar analysis, the importance of internal diffusion limitations can be evaluated by fulfillment of the
Wesiz-Prater criteria, as shown in Figure 4.10. A Wesiz-Prater number of greater than one indicates that
the rate of reaction is much greater than the rate of diffusion, and that internal diffusion is limiting the
overall reaction scheme. The rates of diffusion of CH4, H2, and H2O through the pores are generally
higher than the rates of CO and CO2 due to higher effective diffusivities. Therefore, if internal transport
resistance is significantly controlling a reaction, it is expected that the slower diffusing reactant will
observe higher Wesiz-Prater numbers. By analysis of Figure 4.10, the NiO reduction reactions satisfy the
Wesiz-Prater criteria, and a few catalytic reactions are limited by internal diffusion. The reaction most
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affected by internal transport resistance is R6, with the diffusion rate of CO to be the most limiting. This
finding is expected as film resistance is also detected from analysis of the Mears number. R6 is close to
equilibrium inside the particle and thus is controlled by the slow rate of diffusion of CO through the
particle. Other reactions that are limited by internal limitations are the CO2 consuming reactions, R7 and
R9, which exhibit slightly greater than one Wesiz-Prater numbers. This is likely due to a slow diffusion
rate CO2 leading to high concentration gradient and non-uniform reaction rates. As shown, the internal
mass transport, as determined by the Wesiz-Prater number, plays a critical role on the reaction rates, as
concentrations deviate much from the bulk.

Figure 4.11: Radial variation of gas concentration inside the particle at zc=Lp/2. At each rc, concentration
of species is denoted by the color bar where at the surface represents rc=Rp and the center represents rc=0.
Fixed bed unit operated by Jin and Ishida [171] is simulated using the heterogeneous model.

This analysis reveals the importance of internal and external mass transfer in chemical-looping reduction
reactions. The former is primarily associated with the oxygen carrier properties, like particle size and pore
size, and the latter to flow characteristics. To visualize the variation of solid concentration inside a
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particle at any given time, the mole fraction of the gas is plotted with respect to the radius of the
cylindrical particle (Figure 4.11). The arc length at each radial coordinate represents the fraction of each
individual gas species inside the particle (excluding inert gas). For instance, at positions close to the inlet
of the reactor, the surface concentration is mainly H2O and CH4 because of the direct transfer with the
bulk fluid. Approaching rc0, the conversion of CH4 and H2O and corresponding production of H2, CO,
and CO2 is depicted by the decreasing arc length of CH4 and H2O and increasing arc length for H2, CO
and CO2. As discussed, intraparticle gradients arising large particle dimensions and slow diffusion rates
lead to non-uniform reaction rates and departure from optimum performance. In the next section, the
limits due to internal diffusion are explored through design optimization of the oxygen carrier geometry
to meet chemical-looping standards.
4.3.5. Optimization of particle size

As an effective design tool, heterogeneous modeling can be used to determine an optimal oxygen carrier
particle size for a fixed bed CLR system, in which CH4 conversion and H2 selectivity are maximized. The
dynamic optimization problem is formulated in gPROMS in which keeping the experimental conditions
used by Jin and Ishida [171], the initial particle size is set to the literature value and then bounded by +/10 times the initial value. The two-dimensional form of the process model outlined in Section 4.2 is used.
The objective function to be maximized is defined for methane conversion, Eq.(4.53) and overall H2
selectivity, Eq.(4.54), which are investigated separately. The diameter and length of the cylindrical pellet
are treated as time-invariant variables to be optimized.

X CH4 
SH2 

FCH4 ,in  FCH 4 ,out
FCH4 ,in
FH 2 ,out

2 FCH 4 ,in  FH 2 O,in

,

(4.53)

.

(4.54)

Model results reveal that the reaction rates are highly sensitive to particle diameter, and insensitive to
length. Transport resistance is mainly associated with radial diffusion within the particle due to good
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mixing in the axial direction. Therefore, a range of particle lengths can be utilized without decreasing the
oxygen carrier performance. A smaller particle diameter should be selected to limit the effect of internal
transport resistance on reaction rates and increase CH4 conversion and H2 selectivity. A decrease from 4.0
mm to 0.8 mm in particle diameter brought significant changes, shown in Figure 4.12. The optimal
particle size produces a 12% increase in CH4 conversion and 7.7% increase in H2 selectivity (
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Table 4.8). Further decrease of Dp did not produce any measureable concentration differences, indicating
a homogeneous reaction regime. Furthermore, overall improvements to the catalytic reaction rates are a
result of reducing the diffusion barrier. The rate of methane conversion is enhanced and the overall
reactions are more selective toward hydrogen production. Intraparticle concentration and temperature
gradients are also minimized. The proposed particle size is realistic, does not create issues in experimental
operation, and results in valuable benefits in the reactor performance. It is worth mentioning that after
reducing the particle diameter, the pressure drop marginally increased from 0.0011 to 0.0086 bar. Closeto-isobaric conditions are maintained for this particular experimental apparatus; however, this should not
be expected for a larger-scale commercial process.

Figure 4.12: Heterogeneous model predictions for the effect of particle size on the CLR fixed bed
experiment conducted by Jin and Ishida [171]. Solid lines represent the reference particle and dashed lines
represent the optimal particle.
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Table 4.8: Effect of particle size on X CH 4 and S H 2 for CLR fixed bed setup reported by Jin and Ishida
[171] at 600°C.

Original
Optimal size

Length (mm)

Diameter (mm)

X CH 4

SH2

1.5
0.4 - 2.0

4
0.8

0.74
0.83

0.52
0.56

4.4. Conclusions
The dynamic behavior of a fixed-bed reactor for chemical-looping reduction is examined by a
heterogeneous model, which is shown to agree very well with literature data, for a variety of Ni-based
oxygen carriers, operating conditions, and reaction temperatures. As large particles are found to be
affected by intra- and inter- diffusion limitations, more accurate predictions are obtained using the
heterogeneous model. Differences between kinetic parameters estimated from the homogeneous model
and the heterogeneous model are attributed to the extent of diffusion limitations in the experiments. For
large oxygen carriers that are millimeters in size, diffusion limitations on some of the catalytic reactions
are found to be severe. Furthermore, temperature fluctuations in the fixed-bed reactor are minimized by
high rates of dispersion and small reactor scales. While intraparticle temperature gradients are found to be
negligible for most cases, interphase heat exchange can be a limiting factor and should be accounted for
in modeling. Application of the heterogeneous model is extended to optimize the particle size in order to
improve chemical-looping performance. Through reduction of the particle diameter, diffusion-limited
barriers are relaxed and as a result, CH4 conversion and H2 selectivity are enhanced. This reactor model,
which combines particle and fluid effects, should enhance the design of chemical-looping in fixed-bed
reactors and pave the way for feasibility analysis of the chemical-looping technology. In Part II of this
work, a particle model will be used to analyze experiments performed in thermo-gravimetric analyzers.
Physical and chemical changes incurring to the Ni-based oxygen carrier due to interaction with Al2O3 and
from prolonged exposure to CLC conditions will be discussed.
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Chapter 5 HETEROGENEOUS MODELING OF CHEMICAL-LOOPING COMBUSTION: P ART 2:
P ARTICLE MODEL
The primary objective of this chapter is to showcase the ability of a particle model to predict the influence
of varying particle properties on the reactivity of Ni-based oxygen carriers undergoing chemical-looping
combustion (CLC). The particle model, which considers the effects of internal, interparticle and external
diffusion limitations and reaction kinetics for NiO/Ni systems, is applied to reactivity investigations
performed in the TGA. The reliability of the model to predict the observed reactivity responses to
variations in particle size, microstructure, and chemical deactivation is analyzed in this work. Simulation
results for a range of particle sizes reveal that the impact of intraparticle diffusion on reaction rates is
accurately modeled. Furthermore, the effect of gradual changes in the particle microstructure due to redox
cycling is analyzed through a sensitivity analysis of these physical and chemical changes. The framework
of this analysis assumes that by incorporating these measured changes, it is possible to model the CLC
performance over the lifespan of the oxygen carrier. Experimental data from the literature and performed
in this work are utilized to demonstrate how the model can be utilized to gain a better understanding of
the experiments. Simultaneously, the model can be implemented to be predictive of the changes in
reactivity and selectivity as a function of time by manipulating the particle properties in accordance with
experimental data.

5.1. Introduction
Research in CL is very active and largely focused on the development of suitable oxygen carriers,
characterized by high rates of oxidation and reduction, high oxygen carrying capacity, high melting
temperature, low tendency for attrition and fragmentation, low toxicity, and low cost [81]. Generally,
oxygen carriers are formulated by depositing the active metal (Co, Cu, Fe, Ni, and Mn,) over an inert
support, such as Al2O3, SiO2, TiO2, yttrium-stabilized zirconia (YSZ), and bentonite [57,175]. Dispersing
the active metals offers advantages, such as improved particle stability, durability, fluidizability, and
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surface area [176]. In particular, the Ni/Al2O3 materials demonstrate superior reactivity, high H2
selectivity, resistance to agglomeration, and favorable fluidization properties [49,56,57,59–69,73,76]. The
high melting temperatures of NiO (T=1955˚C) and Ni (T=1455˚C) allow for operation at higher working
temperatures (900-1100˚C) than other oxides, such as CuO. Once reduced to metallic form, Ni catalyzes a
series of reactions that are important in industrial applications, including reforming and partial oxidation
of methane [54,55,177–181], partial oxidation of light paraffins [182], and methane cracking [183]. The
products from the catalytic reactions are a mixture of syngas and solid carbon, which are adverse in CLC
operation by reducing CO2 selectivity and capture efficiency.

Table 5.1: Physical property changes of different oxygen carriers from continuous CLC operation.
Ref:

Oxygen carrier

Size (μm)

Reactor

Temp.
(°C)

Porosity

750-900

Surface area
(m2/g)
Fresh
Used
0.4
0.7

Fresh
0.36

Used
0.53

Density
(kg/m3)
Fresh
Used
3447
--

[71]

NiO/NiAl2O4

90-120

10 kW

[80]

NiO/NiAl2O4
NiO/NiAl2O4/M
gAl2O4

125-180
125-180

10 kW
10 kW

750-900
750-900

0.75
0.91

1.4
2.3

---

---

3600
3250

---

[72]

NiO/γ-Al2O3
NiO/α-Al2O3

250-350
250-350

900 W
900 W

800-900
800-900

83
7.0

29
5.4

0.51
0.42

0.48
0.41

1700
2400

1900
2500

In performance testing of Ni/Al2O3 oxygen carriers, the reactivity and selectivity have been observed to
deviate from that of the fresh materials (Table 5.1). In some cases, increasing surface area and pore size
were attributed to Ni accumulation and formation of cracks and craters on the particle surface
[37,73,80,184,185], leading to higher methane conversion and/or CO2 selectivity. The chemical stability
of the Ni-based oxygen carriers is another important parameter that needs to be preserved over multiple
redox cycles. Interaction between NiO and Al2O3 forms NiAl2O4 spinel [70,71], which is very difficult to
reduce and lowers the oxygen carrier reactivity [66]. Some authors proposed to use excess Ni [56,63], or
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use NiAl2O4 as the support [60,62,65,66,73–76]. However, these approaches are not practical because Ni
is highly toxic and expensive. Chemical additives, such as MgO and CaO, and thermal treatment of the
Al2O3 have been shown to reduce the NiO-Al2O3 interaction [70,72,77–80,114,186,187].
In summary, the physical and chemical properties of Ni-based oxygen carriers are liable to change
depending on the reactor and operating conditions. In this context, particle modeling can provide valuable
insights in the investigations of oxygen carrier reactivity conducted in thermogravimetric analysis (TGA).
The rate of oxygen carrier conversion is a function of the reaction scheme and the transport resistances
around and within an oxygen carrier particle. A good understanding of these phenomena at the particlescale is necessary for the adequate development of reactor models. The most frequently used kinetic
models for CLC are the changing grain size model, shrinking core model, volumetric model, and
nucleation and nuclei growth models [23]. García-Labiano et al. [156] applied the changing grain size
model to simulate the mass and heat transfer resistances of Cu, Co, Fe, Mn, and Ni oxygen carriers. They
observed that oxygen carriers can be considered isothermal and the intraparticle heat balance can be
ignored to model the reactions. Noorman et al. [154] investigated the effect of diffusion limitations for a
Cu-based oxygen carrier undergoing reduction by H2 and CH4. From their analysis, Knudsen diffusion is
significantly limiting the reduction rate for particles larger than 1.0 mm in diameter.
In this work, the reactivity of Ni-based oxygen carriers measured from TGA is interpreted with a model to
evaluate the effects of physical and chemical properties on observed rates. Unlike the aforementioned
modeling studies, this work is experiment-driven and the results provide practical information about the
underlying mechanisms affecting particle behavior. Section 5.3.1 introduces the experimental studies and
the modeling approaches taken to simulate TGA results. Sections 5.3.2-5.3.4 use literature data to
investigate the effects of particle size, number of redox cycles, and NiO-Al2O3 interaction in Ni-based
systems. In Section 5.3.5, in-house TGA experiments with a Ni/Al2O3-SiO2 oxygen carrier are studied.
The variation of the reduction rates over redox cycles is presented, complemented by SEM, BET, and
XRD characterization of the fresh and used particles. Modeling analysis is performed for every reduction
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cycle, by taking into account the progressive physical and chemical changes accrued over each redox
cycle.

5.2. Model description
In a typical TGA experiment, the sample is placed inside a crucible and a reducing agent flows across the
mouth of the crucible at a fixed concentration and temperature (Figure 5.1). The fundamental mass
transfer effects limiting the chemical reactions of TGA experiments can be categorized as (1) the
transport of gas from the bulk TGA phase to the upper surface of the sample (external diffusion), (2) the
diffusion of gas through the bed of particles (interparticle diffusion), and (3) the diffusion of gas within
the pores of the particles (intraparticle diffusion) [188]. To reduce the extent of external diffusion
limitations, a short and wide crucible can be used to limit the stagnant gas volume above the bed. High
gas flows are commonly used to reduce external mass transfer resistance [114,189–191]. However,
Gómez-Barea et al. [192] stated that this method cannot eliminate all external diffusion effects because if
the sample lies partially below the crucible mouth, a stagnant gas region may still exist even at high gas
flow rates. Secondly, interparticle mass transfer is related to the diffusion through the macrovoids
surrounding the particles and is limiting for large bed heights. Lastly, interparticle mass transport effects
can be prominent for large particles [193]. At the high working temperatures of CLC, the reaction rates
are enhanced by fast kinetics but may be limited by the rate of gas diffusion through the porous particle.
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Figure 5.1: Gas concentration distribution in and around the crucible.

The present model is developed to simulate CLC experiments performed in the TGA crucible filled with
oxygen carrier with a bed height of h. The height of the stagnant region above the sample, δ, is calculated
by the difference between the height of the crucible and the calculated bed height from the mass of the
sample and bulk porosity. The reactant gas flow is assumed a constant at the concentration of the TGA,
𝐶𝑖𝑇𝐺𝐴 , and temperature fluctuations are neglected. This is valid because of the high convection inside the
TGA. A two-phase model is used to describe the interactions between the crucible gas (𝐶𝑖 ) and the
particle gas (𝐶𝑐,𝑖 ). The transport of the crucible gas within the voids in the bed (𝜀𝑏 ) is controlled by axial
dispersion and mass exchange with the particle gas. The conservation for the crucible gas is written as:

b

Ci
Ci
 
  b  Dax ,i
t
z 
z


  kc,i av (Cc ,i


rc  rp

 Ci ) ,

(5.1)

where εb is the bulk porosity of the TGA crucible, Dax,i is the axial diffusivity, kc,i is the mass transfer
coefficient, and av is the external surface area per unit volume of the particle. Mass exchange between the
main gas flow of the TGA, 𝐶𝑖𝑇𝐺𝐴 , and the crucible gas occurs by external diffusion at z=0 across the
boundary layer with thickness δ. At the base of the crucible (z=h), a zero flux condition is applied. The
boundary conditions are:
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The oxygen carrier is modeled as a homogeneous mixture of the solid phase with porosity  c filled by the
gas phase. Structural changes in the particle during the course of reduction are not considered (unless
otherwise mentioned). Moreover, the particle is modeled as isothermal, which has been demonstrated to
be valid due to the high conductivity of the solid particle [193]. Viscous flow inside the particle is
negligible and isobaric conditions are assumed. Mass transfer through the particle occurs by diffusion and
convection. The diffusion flux is modeled by the Wilke-Bosanquet equation, which considers the
contribution of molecular and Knudsen diffusion. Convective transport is induced by the non-equimolar
stoichiometry of reaction which results in a net flow of gas molecules during chemical-looping reduction.
The contribution of intraparticle convective transport is relevant for CH4-NiO systems in which there is
an increase in the number of gas molecules. The mass balance for the gaseous component inside a
spherical oxygen carrier:
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The intraparticle velocity vc can be determined from the continuity equation [194],
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(5.5)

i 1

The boundary conditions at the particle–bulk interface (rc=Rp) are:
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At the particle center (rc=0), the fluxes are zero:
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Convection inside the particle can be neglected for H2-NiO systems because there is no molar expansion
and hence the mass balance equations can be formulated based solely on the diffusive flux:
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with the following boundary conditions:
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Recently, the kinetics of supported Ni-based oxygen carriers undergoing CLC with CH4 as the reducing
gas has been investigated in fixed bed and fluidized bed reactors [58,119]. The reaction scheme considers
the NiO reduction by CH4, H2, and CO and a series of Ni-catalytic reactions following our previous work
[119]. The conversion rate for NiO is expressed in terms of the sum of the NiO reduction reaction rates,
∑ 𝑅𝑗 :

 ,
dX NiO / dt  R j / CNiO

(5.11)

The integral of Eq.(5.11) over the particle volume and bed height is taken to be the solid conversion
inside the TGA at any instance of time. A complete description of the mass transfer correlations, diffusion
coefficients, and relevant physical properties used here are presented in the Appendix.

5.3. Results and discussion
5.3.1. Introduction to the experiments studied

The model is applied to published TGA experimental data utilizing Ni-based oxygen carriers, analyzing
the effects of particle size (Section 5.3.2), microstructural changes (Section 5.3.3), and NiO-support
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interaction (Section 5.3.4) on the rate of reduction. In Sections 5.3.1-5.3.2, the experimental data
published by Ishida et al. [47], are modeled. In their work, five types of Ni/YSZ oxygen carriers were
prepared using different methods and their reactivity towards H2 reduction at 600°C was investigated in
TGA. To be consistent with Ishida et al. [47] in notation, the oxygen carriers are referred to as ‘A’-‘D’.
The reactivity of ‘A’-‘D’ oxygen carriers was affected by the preparation procedure, thus different sets of
kinetics and physical properties are used in this work to characterize the behaviors of each oxygen carrier.
Their so-called ‘D’ particles is discussed and modeled in Section 5.3.2, with the objective of validating
the mass diffusion model over a range of particle sizes. Furthermore, the ‘E’ particles were subject to
performance testing and the model is used to correlate the variations in observed reactivity to possible
changes occurring within the particle microstructure in Section 5.3.3.
Ishida et al. [47] minimized the effects of external diffusional limitations in their TGA experiments
through the use of a pan crucible (5 mm-diameter) and large oxygen carriers (dp=1.0-3.2 mm). By
reducing the height of the crucible, the stagnant volume above the bed is reduced, which enhances the
mass transport across the boundary layer. Interparticle diffusion is also fast because of the large voids that
exist in between the large particles. Ishida et al. (1996) [47] observed a linear relationship between
conversion and reducing gas concentration, which confirmed that the reduction rate was kinetically
controlled (reaction rate is first order with respect to reducing gas according to Zhou et al. [119] and Iliuta
et al. [58]). Thus in the absence of external and interparticle diffusion limitations, the particle model, as
written in Eqs.(5.4)-(5.6), is sufficient to model their TGA experiments.
In Sections 5.3.4-5.3.5, the effect of NiO-support interaction on reactivity is studied for two Ni/Al 2O3
systems. The model is extended to take into account NiAl2O4 which is simultaneously reduced with NiO
in the presence of reducing gases. The kinetic model is validated against the TGA data published by de
Diego et al. [72], utilizing α and γ-Al2O3 supports. Furthermore, the predictability of the model to capture
the changes in reactivity is explored in Section 5.3.4 as a function of the reported differences in particle
properties. Diffusion limitations around the crucible can be neglected in their experiments because of the
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wire mesh sample holder (14 mm in diameter, 8 mm in height) and the high gas flow rate (25 nL/h).
Dueso et al. [114] analyzed the effect of flow rate in the same TGA and found that when the flow was 20
nL/h or higher, there was no effect on the reaction rate. Furthermore the reactivity was unaffected by
variations in the sample weight (30-70 mg) [114]. Thus, only particle equations are needed to model the
TGA experiments by de Diego et al. [72].
In Section 5.3.5, an in-depth analysis is performed using a Ni/Al2O3-SiO2 oxygen carrier over multiple
redox cycles in the TGA. Fresh and used particles after each cycle are examined with scanning electron
microscopy (SEM), powder X-ray diffraction (XRD), and Brunauer-Emmett-Teller (BET) surface area
analysis by means of N2 physisorption. With empirical evidence of the largest changes to the particle
microstructure, the model is applied to predict the observed conversion profiles for each cycle spent in the
TGA. Results from preliminary experiments using the fresh carriers revealed that the reactivity is affected
by changes in the gas flow rate and initial sample weights. Due to operational constraints of our TGA, it
is not possible to further increase the gas flow rate until no diffusion effects are observed. Thus, the
complete model is used in order to take into account the resistances due to external, interparticle, and
internal diffusion. The novelty of this work lies in the combination of experimental findings with
modeling to develop a comprehensive understanding for the causes of reactivity changes in chemicallooping materials.
5.3.2. Effect of particle size

The effect of particle size was studied with TGA by Ishida et al. [47] under H2 reduction at 600 °C using
their ‘D’ Ni/YSZ oxygen carriers ranging in diameter from 1.0 to 3.2 mm. Ishida et al. [47] observed
significant particle size effects and found that the NiO conversion rate was inversely proportional to the
power of 1.1 of the particle diameter. The reaction rate is limited by the internal transport resistance of the
gas phase to diffuse through the porous particle. A higher rate of reaction to internal diffusion leads to
intraparticle variations in the H2 partial pressure, which makes only a fraction of the surface area available
to chemical reactions at any given time. The extent of diffusion limitations is more pronounced for larger
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particle sizes, in which the time required for gases to diffuse to the active sites is longer.

Table 5.2: Model parameters for the reduction of Ni/YSZ oxygen carriers at 600°C in TGA under H2
[47]. Particle ‘D’ was used to evaluate particle size effects and particle ‘E’ for the recycle tests. The
kinetic rate constant (k2) is lumped with the surface area, representing the NiO reduction reaction by H2.
k2 [m3/s·g]
LL
UL
εc
Particles “D”
3.36E-04
2.31E-04 4.41E-04 0.4
Particles “E”
5.90E-05
5.52E-05 6.28E-05 0.2
LL, lower limit; UL upper limit of approximate 95% confidence interval.

ρc [kg/m3]
4800
5400

dp [mm]
1.0-3.2
1.4

In this work, the particle model is used to explore the dependency of oxygen carrier reactivity on the
extent of intraparticle diffusional limitations. The reactivity data reported by Ishida et al. [47] for their ‘D’
oxygen carrier of one size is used to estimate model parameters, which are then applied to predict the
reactivity of particles of different sizes, while keeping the kinetics and physical properties the same (with
the exception of dp). The particle porosity is assumed to be 0.4 for all sizes, which is reasonable for this
type of support [62]. Reaction rate constants lumped with surface area 𝑘𝑗′ (𝑘𝑗′ = 𝑎0 𝑘𝑗 ) are estimated from
the conversion data of the 1.8 mm-diameter particles (Table 5.2). Using the parameters from Table 5.2,
the reactivity of the ‘D’ oxygen carrier (dp=1.8 mm) can be well-represented by the particle model
(Figure 5.2). Upon validation, the model is utilized to predict the rate of NiO reduction by H2
encompassing the range of particle sizes experimentally measured by Ishida et al. [47] to explore if
internal diffusion is correctly captured in the model and if it is the main reason for the differences in
observed reactivity. Figure 5.3 shows the comparison between experimental and model-predicted NiO
conversion rates (dXNiO/dt at XNiO =0.5) as a function of the reciprocal of particle diameter (1/dp). As
shown, the model very accurately predicts the reduction behavior of the oxygen carriers for a wide range
of particle sizes without any fitting. Furthermore, this analysis confirms the validity of the particle model
to be applied to this TGA study. The effect of diminishing reactivity due to increasing particle size is
74

attributed to a combination of greater diffusion resistance inside the particle and interfacial mass transfer
resistance with the surrounding gas [193].

Figure 5.2:Model simulations (lines) of the TGA experimental data by Ishida et al. [47] (symbols).
Ni/YSZ oxygen carriers (dp=1.8 mm) of type ‘D’ and ‘E’ are reduced in H2 at 600°C [47].

It is observed that reducing the particle size produces a dramatic improvement in the overall reaction rate.
This effect can be quantified with an internal effectiveness factor written as:
Rp

j 

3 rc2 R j drc
0
3
p

r R j (rp )

,

(5.12)

for a spherical particle. Under the assumption of isothermal conditions in the TGA, ηj < 1 indicates that
the reactions are diffusion-limited and ηj ≈ 1 indicates that the reactions are kinetically-controlled.
Evaluating the data of Ishida et al. [47], internal effectiveness factors vary from 0.26 for the largest
particle (dp=3.2 mm) to 0.65 for the smallest particle (dp=1.0 mm). While the extent of internal transport
resistance is lowered using smaller particles, the overall rate is still controlled by a combination of
chemical reaction and diffusion inside the particle. This is expected from observing Figure 5.3, where the
conversion rate is still increasing and does not appear to stabilize as dp1.0 mm (1/dp1000 m-1). Gas
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concentration profiles inside the particle show that while XNiO is low, H2 is immediately consumed at the
particle surface and does not diffuse very far into the particle. The rate at which NiO is reduced is hence
limited by the rates of diffusion of H2 and H2O. Local variations in the reaction rate produce a clear
conversion front that first appears at the particle surface and slowly moves toward the particle center.
With this model, we arrive at a good understanding of the intraparticle mass transport mechanisms inside
the oxygen carrier. Therefore, heterogeneous models provide a more realistic description than pseudohomogeneous models out of consideration of the solid phase transport resistances [193]. As explained by
Noorman et al. [154] and Pantoleontos et al. [195], if the effectiveness factors are known a priori, then it
is possible to reduce the heterogeneous model to a pseudo-homogeneous model, however treating the
effectiveness factor as a constant can lead to false predictions of the concentration profiles of the solid
and bulk phases.

Figure 5.3: Comparison of NiO conversion rate (dXNiO/dt at XNiO = 0.5) for various particle sizes
experimentally measured by Ishida et al. [47] in TGA (symbols) and predicted by the model (line).
Reduction rates (dXNiO/dt) of Ni/YSZ ‘D’ oxygen carriers with diameters 1.0 – 3.2 mm are calculated at
XNiO=0.5 under H2 fuel and 600°C.
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5.3.3. Effect of cyclic testing

In the literature, changes in the particle microstructure have been documented for Ni-based oxygen
carriers from performance testing in TGA [47,114], batch fluidized bed reactors [37,80], and prototype
reactors [73,185]. Changes to the pore structure of the particle were commonly observed, and believed to
be caused by the oxygen carrier preparation, attrition or fragmentation, and migration of Ni [80,196]. The
increasing oxygen carrier conversion rate as a function of the reduction cycle was correlated to the
structural changes occurring within the particle. The exact mechanisms of these changes are not wellunderstood, and they can vary for different oxygen carriers and operating conditions. Nonetheless,
modeling the impact of these progressive changes in the particle microstructure on the oxygen carrier
reactivity can improve our understanding of the effect of the number of cycles on CLC performance. If
these physical changes can be measured or correlated, then the reactivity behavior can be evaluated over
the lifetime of an oxygen carrier. Alternatively, the model can be used to suggest changes occurring
within the particle microstructure in the absence of BET or SEM data to account for the variations in
reactivity.
Here, the model is used to analyze the effect of redox cycles on the structural properties of the ‘E’
Ni/YSZ oxygen carrier tested by Ishida et al. [47]. TGA data showed that the conversion rate increased
over eight redox cycles at 600 ˚C. Ishida et al. [47] attributed the enhancement in reaction rate to slight
enlargements of the grain and pore sizes, which exhibited negligible change after the first seven cycles.
The reactivity stabilized after the seventh cycle, probably because a stable microstructure had been
attained. Based on their observations, we hypothesize that a gradual increase in the mean pore size over
increasing redox cycles is the reason for the observed reactivity behavior. Unlike Section 5.3.2, the
capability of the model is limited by the availability of the data because any information regarding the
pore size distribution or the variation after cycles was not reported in their work. Hence, the objective of
this section is to utilize the model to conduct a sensitivity analysis of the mean pore size on the oxygen
carrier conversion, to determine if the hypothesis can explain the experimental results.
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The modeling approach follows establishing the kinetics from the conversion data of the fresh oxygen
carrier and evaluating the reactivity to changes in the mean pore size. The rate constant, kj’, is estimated
(Table 5.2) to match the experimental data of the fresh material (Figure 5.2). The pore size of the fresh
‘E’ particle is determined to be 4.5 nm assuming a cylindrical pore structure and uniform distribution. The
porosity is assumed 0.2 (since it is denser than the ‘D’ particles) for all cycles. A sensitivity analysis of
the pore size within a range of 4-25 nm is conducted. The model results show that the reactivity, taken as
the time to reach 95% NiO conversion, increases with increasing pore size (Figure 5.4a). The greatest
improvement occurs when the pore diameter is increased from 4 to 10 nm. As discussed in Section 5.3.2,
internal diffusion effects are important for oxygen carriers of this size, however by increasing the pore
size, diffusion limitations are reduced. At a pore diameter > 15 nm, the rates are predominately controlled
by kinetics. This finding somewhat contradicts the conclusion of Section 5.3.2 where all the particles
were found to be diffusion-limited. However, modeling the intraparticle gradients of the ‘E’ particles
provided a reasonable explanation, wherein internal transport was clearly enhanced by the increase in
pore size and reaction rates were reduced by the 50% by the dilution of the reducing gas. Observing the
agreement between model and experiment, we surmise that the pore size experienced an increase after 8
cycles (Figure 5.4b). Conclusively, on the basis of the (commonly observed) hypothesis of increasing
pore size over redox cycles, we show that transport-limited oxygen carriers can gain reactivity over time
due to surface restructuring and pore opening. In Section 5.3.5, the effect of number of cycles is analyzed
through experimentation and modeling of the fresh and used carriers, where evidence of particle
restructuring are quantified and modeled in detail.
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Figure 5.4: (a) Effect of particle porosity on NiO reduction for Ni/YSZ ‘E’ oxygen carrier evaluated at
600°C in 50 vol.% H2 in N2; (b) Comparison of reactivity of Ni/YSZ ‘E’ oxygen carrier at 600°C in 50
vol.% H2 in N2 gas experimentally measured by Ishida et al. [47] after eight reduction cycles (symbols)
with model predictions for dpore = 4.40 nm (cycle 1) and 10 nm (cycle 8) using the kinetic parameters
obtained from the fresh particles (Table 5.2).

5.3.4. Effect of Ni-support interaction and spinel reduction

As shown, the variations in oxygen carrier reactivity can be accounted for in the model by modifying the
physical parameters such as surface area and porosity to reflect the actual changes occurring within the
microstructure. When the support is Al2O3, typically there is a loss of free NiO to form the less reactive
NiAl2O4 spinel during calcination or oxidation at high temperatures for long periods. Since the spinel
phase takes much longer to reduce than the NiO, extensive formation of NiAl 2O4 essentially deactivates
the oxygen carrier. Thermal pretreatment of γ-Al2O3 to form α-Al2O3 has been investigated as a route to
minimize the extent of Ni-Al2O3 interaction and produce a higher fraction of the active NiO phase in the
oxygen carrier [49,79,118,197,198]. De Diego et al. [72] tested dispersed Ni oxygen carriers over γ- and
α-Al2O3 in a continuous CLR pilot plant for 50 h with a mixture of CH4 and H2O as the reducing gas
operating in the range of 800-880 °C. The reactivity of the fresh and used oxygen carriers was then
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investigated by TGA at 900 °C, under reduction with CH4 and H2O. The reduction rate was much slower
on the γ-Al2O3 due to significant formation of NiAl2O4. De Diego et al. (2009) [72] observed that after 50
h in the CLR unit, the Ni/γ-Al2O3 oxygen carrier became more readily reduced because of a higher NiO
content. The relative amount of free NiO was estimated from the TGA reduction data (Figure 5.5) to be
approximately 25% for the fresh and 65% for the used Ni/γ-Al2O3 oxygen carrier. Increasing NiO content
over redox cycles can be explained by the progressive reduction of the spinel phase in the CLR Reducer.
The reduction of spinel was more extensive than the oxidation because of the longer residence times in
the Reducer with a high H2 concentration that further promotes the reduction reaction. In the case of Ni/αAl2O3, the NiO content did not change with operation (~82% of the impregnated nickel remained as free
NiO and slightly increased to 85% after 50 h). The physical characteristics of the fresh and used Ni/αAl2O3 and Ni/γ-Al2O3 oxygen carriers reveal that the most noticeable change after 50 h of operation was
the decrease in surface area for Ni/γ-Al2O3 from 83.4 to 29 m2/g (Table 5.1).

Figure 5.5: Reduction data (symbols) of Ni/γ-Al2O3 and Ni/α-Al2O3 oxygen carriers [100-300 μm]
measured by TGA at 900°C in 15% CH4, 20% H2O, and 65% N2 before and after 50 h of operation in a
900Wth CLR pilot plant [72]. Lines represent model predictions using the kinetic parameters obtained
from the fresh particles (Table 5.3).
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The particle model is applied to predict the reduction behavior of the Ni/α-Al2O3 and Ni/γ-Al2O3 oxygen
carriers tested by de Diego et al. [72] before and after 50 h of operation. The overall solid conversion of
the oxygen carrier ( X red ) is a function of the NiO conversion, X NiO , and the NiAl2O4 conversion,

X NiAl2O4 :

Xred  XNiOf NiO  XNiAl2O4 1  f NiO  ,

(5.13)

where f NiO denotes the nickel fraction inside the oxygen carrier in the form of free NiO. This value is
estimated from the TGA reduction data, corresponding to the inflection point in the solid conversion
where NiO reduction ends and NiAl2O4 begins [72,114]. Dueso et al. [114] proposed that the reduction
reactions of NiAl2O4 by CH4, H2, and CO can be described by the shrinking core model. The conversion
of NiAl2O4 is expressed as a function of the sum of the NiAl2O4 reduction reaction rates,

 2O4 .
dX NiAl2O4 / dt  R'j / CNiAl

R :
'

j

(5.14)

The simultaneous reduction of NiO and NiAl2O4 is modeled using the rate expressions from Zhou et al.
[119] and Dueso et al. [114]. The contribution of Ni-catalytic reactions is also taken into account using
the proposed kinetics by Zhou et al. [119]. In general, the NiO reactions are dominant in the beginning of
the reduction cycle because of fast kinetics. Once the NiO is converted, this is followed by a second,
much slower reduction period to convert the remaining NiAl2O4.
The reactivity of the Ni/α-Al2O3 and Ni/γ-Al2O3 oxygen carriers is simulated under the TGA reduction
conditions of de Diego et al. [72] using the physical properties from Table 5.1 and the f NiO values
estimated from the data. The objective of this case study is to utilize the particle model to examine the
effect of NiO/NiAl2O4 ratio and support (α-Al2O3, γ-Al2O3) on the overall solid reduction. Reduction rate
constants for NiO and NiAl2O4 are estimated from the data of the fresh oxygen carriers (Table 5.3). As
shown in Figure 5.5, the model predictions achieve an acceptable fit with the experimental data. Internal
diffusional resistance was not significant in their experiments because of the small particle size (100-300
μm). For both oxygen carriers, the reduction of NiO is complete within approximately 20 s of reaction.
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Table 5.3: Estimated kinetic parameters for the reduction of Ni/γ-Al2O3 and Ni/α-Al2O3 oxygen carriers at
900°C in TGA under 15% CH4, 20% H2O, and 65% N2 [72]. Rate constants (k1-k4) correspond to NiO
reduction kinetics published by Zhou et al. [119] and rate constants (k1ʹ-k3ʹ) correspond to the NiAl2O4
reduction kinetics published by Dueso et al. [114]. fNiO = 25% and 65% for fresh and used Ni/γ-Al2O3;
fNiO = 82% and 84% for fresh and used NiO/α-Al2O3.

Ni/γ-Al2O3

LL

UL

Ni/α-Al2O3

k1
9.15E-04
8.85E-04
9.45E-04
1.06E-02
k2
5.03E-05
4.27E-05
5.79E-05
1.09E-04
k3
3.19E-08
1.02E-08
5.28E-08
2.16E-06
k4
6.14E-06
3.21E-06
9.07E-06
4.42E-05
k1’
1.46E-09
1.40E-09
1.52E-09
6.51E-09
k2’
5.11E-08
4.90E-08
5.32E-08
2.43E-07
k3’
3.20E-08
2.83E-08
3.57E-08
1.56E-07
LL, lower limit; UL upper limit of approximate 95% confidence interval.

LL

UL

1.03E-02
5.82E-05
4.53E-07
1.56E-05
5.71E-09
2.23E-07
1.13E-07

1.10E-02
1.60E-04
3.86E-06
7.28E-05
7.30E-09
2.62E-07
2.00E-07

However, a longer time is required to completely convert the remaining NiAl2O4 in the Ni/γ-Al2O3
because of the higher fraction of NiAl2O4. The rate constants for the NiO reduction reactions are generally
higher over α-Al2O3 because the NiO conversion is enhanced by the higher fraction of active NiO in its
composition. Although γ-Al2O3 has a higher surface area, the faster kinetics of Ni/α-Al2O3 is more
dominant. As a result, a higher overall NiO reduction rate is obtained using the α-Al2O3. For the reduction
of NiAl2O4, the differences in rate constants between α-Al2O3 and γ-Al2O3 are relatively small. This
reveals that the reactivity of the NiAl2O4 phase is unaffected by thermal pretreatment of the Al2O3. The
higher surface area of γ-Al2O3 leads to the faster reduction rate of NiAl2O4 over γ-Al2O3. Similar trends in
reactivity between α-Al2O3 and γ-Al2O3 have been reported by Dueso et al. [114], though for different
carriers.
To simulate the effect of 50 h of operation on the reduction rate, the f NiO parameter is increased to 65%
for Ni/γ-Al2O3 and to 85% for Ni/α-Al2O3 to reflect the reduction of the NiAl2O4 phase over the redox
cycles. Without additional fitting of the kinetics, the model predictions successfully capture the observed
rise in reactivity. The increase in the free NiO content directly increases the overall solid conversion at the
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end of reaction time, which is significant in the case of the used Ni/γ-Al2O3 oxygen carrier,
notwithstanding that reduction rates are negatively affected by the decrease in surface area reported for
both carriers. This finding validates not only the kinetic model but also the structural model of the oxygen
carrier solid matrix. Thus, the reduction behavior of oxygen carriers taken from different periods of
operation can be accurately predicted with the model by incorporating the important changes in physical
and chemical properties from the experimental analysis.
5.3.5. Experiments performed in-house

In the preceding discussion, the reactivity of Ni-based oxygen carriers is shown to increase as the internal
transport resistance is decreased, which can be achieved by decreasing particle size or increasing pore
volume. Performance testing over multiple redox cycles can reveal changes in the oxygen carrier
reactivity, caused by physical and chemical changes in the particle microstructure. The physical changes
are primarily related to the changes in surface texture and solid structure of the support, such as sintering
and agglomeration phenomena, while chemical changes can be the result of NiO interaction with the
support layer. For the Ni/YSZ particles tested by Ishida et al. [47], increasing reducibility with H2 can be
explained by the gradual enlargements of the mean pore size occurring over increasing number of redox
cycles. Chemical changes are not modeled because of the low reactivity of YSZ. In the study by de Diego
et al. [72], the reactivity of the Ni/α-Al2O3 and Ni/γ-Al2O3 oxygen carriers was enhanced over time by a
gradual conversion of the NiAl2O4 spinel phase and deteriorated by a loss of surface area due to
agglomeration and sintering of the Ni. Ni/α-Al2O3 was not affected by the duration of operation, while
Ni/γ-Al2O3, which was calcined at 950 ˚C for 1 h, significantly gained reactivity after 50 h in the CLR
unit. The observed changes in reactivity are successfully predicted by the model. The focus of this section
is to analyze the effect of redox cycling on the reactivity behavior of fresh γ-Al2O3-SiO2 supported Nibased oxygen carriers. The aim of this section is to present a comprehensive analysis of the important
changes in reactivity, surface texture, and solid structure of the oxygen carriers after each redox cycle in
the TGA through modeling and experimentation.
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5.3.5.1. Materials and method

The Ni/γ-Al2O3-SiO2 oxygen carrier was prepared using the incipient wetness impregnation method and
the reactivity over four redox cycles was measured in the TGA at 950˚C under reduction in 4 vol.% H 2 in
Ar and oxidation in air. The details of the preparation and TGA methods are given in Chapter 3. To
ensure that the TGA experiments were not significantly affected by transport resistances, we analyzed the
effect of flow rate (80-240 sccm) and initial sample weights (15-80 mg) on the observed reactivity. The
reactivity increased with higher flows and smaller sample weights; however we were unable to operate at
a condition where no influence could be detected due to constraints of our system. Based on those tests,
we chose to conduct the experiments at a total flow rate of 240 sccm and an initial sample weight of 15
mg. This reduced the extent of external and interparticle diffusion, but did not completely eliminate them.
For these reasons, the full TGA model presented in Section 5.2 is applied to the experiments performed
here.
5.3.5.2. Experimental and model results

The rate constants for the reduction for NiO and NiAl2O4 by H2 are estimated from the TGA conversion
data measured from cycle 2 (Table 5.4). The reactivity for the first cycle is much lower compared to the
other cycles because of the activation step required to expose the Ni grains to the surface. The Ni/γAl2O3-SiO2 oxygen carrier prepared in this work has a similar rate constant for the NiAl2O4 reduction
reaction and a lower rate constant for the NiO reduction reaction, compared with the Ni/γ-Al2O3 oxygen
carriers used by de Diego et al. [72]. This can be explained by the differences in preparation method and
presence of SiO2 in our oxygen carriers. Our experiments require longer reduction times compared to the
data reported by de Diego et al. [72] because our feed gas is much more dilute. Moreover, unlike Figure
5.5, it is hard to discern the NiO and NiAl2O4 reduction stages in the conversion data because they are
overlapped. This can be explained by the relatively higher reaction temperature, more dilute H2
concentration, and smaller particle size. Therefore, it is of interest to deconvolute the diffusion resistances
associated with the TGA from the reduction reactions of NiO and NiAl 2O4 in order to better understand
the reactivity of these carriers.
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Table 5.4: Estimated kinetic parameters for the reduction of Ni/γ-Al2O3-SiO2 oxygen carrier at 950°C in
4 vol.% H2 in Ar. Rate expressions k2 correspond to the NiO reduction with H2 kinetics published by Zhou
et al. [119] and k2ʹ correspond to the NiAl2O4 reduction with H2 kinetics published by Dueso et al. [114].
NiO/γ-Al2O3
LL
k2
2.58E-05
2.47E-05
k2’
9.20E-08
8.76E-08
LL, lower limit; UL upper limit of approximate 95% confidence interval.

UL
2.68E-05
9.65E-08

The extent of diffusion limitations in the TGA is analyzed with the experimental results from cycle 2. The
effect of each diffusion resistance on the reactivity is examined for different conditions in which a single
diffusion resistance is isolated. The results modeled for reaction kinetics is determined by simulating a
monolayer bed of particles with a negligible stagnant gas boundary layer and fast internal diffusion
through the pores. The external diffusion effect is simulated using the reaction-controlled model with the
experimental stagnant boundary layer thickness δ. Similarly, the diffusion limitations through the bed
(interparticle effects) are evaluated by simulating the reaction-controlled model using the experimental
bed height h, and limitations through the particle (intraparticle effects) by simulating the reactioncontrolled model using the effective diffusion relationships. The conversion as a function of these
diffusion resistances is depicted for Xred < 0.7 in Figure 5.6, where we approximate weight loss is
primarily due to NiO reduction. This is justified later in our analysis (Figure 5.12). Comparing the three
types of diffusion control, the interparticle diffusion is the most limiting step in the reduction rate. These
results are consistent with Ollero et al. [188], who analyzed the diffusional limitations in TGA
gasification studies. The overall prediction is lower than the interparticle diffusion-limiting case,
indicating that all the diffusional effects are relatively important to model the TGA reduction behavior.
Nonetheless, the dominant contribution comes from the kinetic terms, and diffusion resistances are of
minor significance. In a separate study, an analysis of the kinetic models relevant in supported and
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unsupported NiO reduction reactions is presented [132] and it is based on the observation that diffusion
resistances are not dominant in TGA studies, even when they are present.

Figure 5.6: The effect of external, interparticle, and intraparticle diffusion in the modeling of TGA
experiments. Model predictions under different diffusion resistances (lines) are compared with
experimental results (symbols) from cycle 2.

The effect of the number of redox cycles on oxygen carrier reactivity is shown in Figure 5.7. As the cycle
number is increased, there is an observed decrease in reactivity. The oxygen carrier was characterized by
several techniques to identify the causes for the reactivity decline. Focused ion beam (FIB) scanning
transmission electron microscopy (STEM) was used to identify the Ni distribution inside the particle.
Shown in Figure 5.8, the images of the fresh and used materials show that Ni is distributed uniformly
everywhere inside the particle and slightly more concentrated on the surface. Table 5.5 shows the
variation of BET surface area and mean pore size over various cycles spent in the TGA. There is an
observed difference in the surface area and pore size between the fresh oxygen carrier and after cycle 1.
However from cycle 2 to 4, no significant changes are measured, which suggests that the internal pore
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structure is stable over these cycles. This agrees with the pore size distribution shown in Figure 5.9. The
structural integrity of the support is observed in SEM (Figure 5.10), revealing that some sintering and
agglomeration had occurred. Moreover, the XRD patterns obtained from cycles 2 and 4 show an increase
in the NiO grain size from 0.0173 μm to 0.0252 μm.

Figure 5.7: Reduction of Ni/Oγ-Al2O3-SiO2 at 950°C in 4 vol.% H2 in Ar over redox cycles in TGA.

Table 5.5: Properties of the Ni/γ-Al2O3-SiO2 oxygen carrier after various cycles tested in TGA at 950°C.
Reduction in 4 vol.% H2 in Ar and oxidization in 100% air.
Properties
BET surface area
(m2/g)
Pore size (nm)
XRD phases

Fresh

Cycle 1

Cycle 2

Cycle 6

93.7

68.1

68.1

69.2

11.6
γ-Al2O3, SiO2, NiO,
NiAl2O4

14.2
γ-Al2O3, SiO2, NiO,
NiAl2O4

14.2
γ-Al2O3, SiO2, NiO,
NiAl2O4

13.9
γ-Al2O3, SiO2, NiO,
NiAl2O4
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(a)

(b)

Figure 5.8: FIB/STEM images of the Ni distribution inside the (a) fresh Ni/γ-Al2O3- SiO2 oxygen carrier
and (b) after four cycles.

Figure 5.9: Pore size distribution of the Ni/γ-Al2O3-SiO2 after various cycles in the TGA at 950°C.

Based on the materials characterization data, we postulate that the decline in oxygen carrier reactivity can
be attributed to either (1) chemical deactivation due to progressive NiAl2O4 formation during oxidation
or (2) loss of active surface area due to accumulative thermal sintering of the Ni grains. To address the
former hypothesis, in-situ XRD is performed to analyze the effect of calcination for 3 h at 950 ˚C on the
relative compositions of NiO and NiAl2O4 in the oxygen carrier. The method of this analysis is provided
in the supplementary material. The assigned peaks corresponding to NiO, Al2O3, and NiAl2O4 are clearly
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visible on the diffraction patterns presented in Figure 5.11. Comparison of the XRD patterns before and
after extended oxidation reveals an increase in the NiAl2O4 intensity, indicating the formation of larger
spinel crystals with oxidation time. Therefore, we surmise that the fraction of NiAl 2O4 has increased over
each redox cycle, resulting in a progressively decreasing conversion rate. The model predictions from
cycle 2 are in good agreement with the experimental results and the subsequent cycles are simulated by
varying the NiO/NiAl2O4 ratio (Figure 5.12). The contributions of NiO and NiAl2O4 reduction to the
overall solid conversion can be observed in the X-time and dX/dt-time profiles. A similar trend in the
time derivative of the conversion (dX/dt) can be observed for all cycles in which the conversion rate is
characterized by the immediate reduction of NiO followed by the slow reduction for NiAl 2O4. The
fraction of NiO over NiO plus NiAl2O4 is estimated at 67 wt.% in cycle 2, 57 wt.% in cycle 3 and 54
wt.% in cycle 4. As can be observed, the reactivity loss can be captured by the increase in NiAl2O4 over
cycles and by modeling this effect, we are able to match the experimental data very closely.

(a)

(b)

Figure 5.10: SEM images of the oxidized Ni/SiO2/γ-Al2O3 oxygen carrier after 1 (a) and 4 (b) cycles in
the TGA at 950°C.
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Figure 5.11: Evolution of NiAl2O4 in the Ni/γ-Al2O3-SiO2 oxygen carrier from in-situ XRD.

Figure 5.12: Comparison of reactivity of Ni/γ-Al2O3-SiO2 oxygen carrier experimentally determined
(symbols) with the model predictions (lines) using the kinetic parameters presented in Table 5.4 obtained
in this work. (a) - cycle 2; (b) - cycle 3; (c) - cycle 4. (
NiAl2O4 reduction.
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) denotes NiO reduction and (

) denotes

Figure 5.13: Comparison of reactivity of Ni/γ-Al2O3-SiO2 oxygen carrier experimentally from cycles 2
and 4 (symbols) with the model predictions of cycle 2 (blue line) and after reducing the surface area
(green line).

As stated earlier, a loss of active surface area can also reduce the oxygen carrier reactivity. The SEM
images revealed that the Ni grains on the surface of the oxygen carrier grew in size with increasing
number of redox cycles. Thus, it is reasonable to assume that the Ni grains inside the oxygen carrier grew
as well, as evidenced by the NiO XRD patterns. This effect was not detected in the BET because the pore
volume is much larger than the NiO grain volume. However Ni sintering can lead to substantial changes
in the reaction rates. The increase in the NiO grain size from 0.0173 µm (cycle 2) to 0.0252 μm (cycle 4)
is calculated to reduce the active NiO/NiAl2O4 surface area (68.1 m2/g) by a factor of 0.69. This assumes
that the dispersed NiO particles on the Al2O3 are full spheres and the total mass of the Ni-containing
grains remains the same. Figure 5.13 shows the effect of the active surface area change on the modelpredicted conversion rate. It can be seen that the predicted reactivity with the decreased surface area is in
reasonable agreement with the experimental data from cycle 4. These results suggest that a structural
change in the oxygen carrier is also a reasonable explanation for the reactivity decline over redox cycles.
It is difficult to provide experimental verification for these changes, whether they are due to solely
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physical or chemical mechanisms or their combinations. Even so, the modeling analysis performed here
demonstrates that both accounts can be practically implemented and realistic predictions can be made. In
a future work we will employ XPS analysis to identify the extent of each phenomenon on the surface of
the oxygen carrier, as successfully performed by Cabello et al. [116].

5.4. Conclusions
A particle model was used to predict experimental data in which the particle properties, such as size,
microstructural properties, and support interaction, were subject to change. The model was proven to be
predictive of the effects of particle size on the oxygen carrier reactivity over the range of diameters
experimentally tested. The internal diffusion resistance, which was quantified with an effectiveness
factor, was found to be significant for all particles with a mean diameter greater than 1.0 mm. The effect
of redox cycling on the particle reactivity was evaluated by a sensitivity analysis of the observed changes
of the microstructural properties. Furthermore, chemical deactivation due to Ni-support interaction was
analyzed for oxygen carriers prepared on α-Al2O3 and γ-Al2O3. The observed reactivity changes due to
differences in spinel fraction and sintering effects were well-predicted by the model, proving that the
model can be used to track the performance of oxygen carriers throughout their use. Experimental tests
performed using our Ni/γ-Al2O3-SiO2 oxygen carrier revealed that the gradual reactivity decline could be
modeled, whether the effects were due to NiAl2O4 formation or Ni sintering. The results from this work
highlight the significance of dynamic modeling at the particle-scale for the interpretation of experiments
and accurate design of CLC systems. While this study focuses on Ni-based systems, the model can be
practically applied to any oxygen carrier system, by including the relevant reaction scheme and material
properties.
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Chapter 6 MODEL-BASED DESIGN OF CHEMICAL-LOOPING COMBUSTION EXPERIMENTS
To guide the design of chemical-looping combustion (CLC) systems, the use of accurate models is
crucial. The reduction kinetics between NiO and CH4 is uncertain, in regards to the most suitable kinetic
mechanism and reaction network. A framework for structural identifiability analysis is developed and
applied to evaluate the candidate kinetic models for the NiO-CH4 reaction. The identifiability of kinetic
parameters of different model structures is analyzed and compared. Models that lack structural
identifiability of their kinetic parameters are rejected in the analysis. From a total of 160 possible
candidate models, 4 kinetic models are found to be identifiable with respect to their kinetic parameters
and distinguishable from different model structures. This structural identifiability analysis paves the way
for model-based optimal design of experiments. First, optimal experiments are designed and executed to
reject inadequate models and to determine a true model structure for the reaction kinetics of the CH 4-NiO
system. Then, kinetics with statistical significance is estimated from experiments aimed at reducing
parameter uncertainty. To maximize the observability of the NiO reduction reactions, fixed bed
experiments should exhibit a peak separation of the concentration profiles, an initial high methane slip,
and low overall CO2 selectivity. Several case studies are presented to check the adequacy of the
recommended model and evaluate its predictive ability and extrapolation capabilities. The model resulting
from this work is validated and suitable for application in process design and optimization.

6.1. Introduction
Chemical-looping combustion (CLC) is a promising method for inexpensive CO2 capture, accomplished
by the sequential reduction and oxidation of a metal oxygen carrier by a hydrocarbon fuel and air,
respectively [23,81]. Common oxygen carriers for CLC include supported metals, such as Ni, Cu, Mn,
and Fe [34,44,60,62,65,66,73–77,79,93,175,176,199–203] or natural ores containing the same [32,204–
211]. The oxidation of these metals is relatively easy to understand and simulate, in terms of their reaction
kinetics, as there is typically one or a few sequential oxidation reactions occurring. The reduction kinetics
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of these metals is, however, more complicated and less certain. During reduction, the bare metal form of
the oxygen carrier can catalyze several heterogeneous reactions (e.g., reforming, water gas shift,
methanation, etc.), as well as a series of carbon formation reactions (e.g., methane decomposition or
cracking and Boudouard reactions). The challenge therein, is that these reactions have not been studied
extensively at the very high temperatures of CLC and more importantly at the co-existence of metal
oxides. In addition to the lack of certainty of the reactions catalyzed by the metals, there exists significant
controversy

in

terms

of

understanding

[49,56,58,60,72,73,77,114,118,119,142,171,198,212,213]

and

determining
and

reaction

kinetic

networks
mechanisms

[35,47,65,69,73,114,132,153,214,215] to describe the heterogeneous reduction of the metal oxide by
reducing agents (CH4, H2, CO). It is unclear whether complete or partial fuel oxidation pathways are
dominant, and what solid-state kinetic models can describe these reactions.
The reactivity and selectivity of the oxygen carrier are typically studied in experimental setups that
provide information diluted by the unavoidable hydrodynamic effects associated with each CLC reactor.
These setups commonly include fixed bed reactors, fluidized bed reactors and thermo-gravimetric
analyzers. In these laboratory reactors, dominant reaction networks and kinetic mechanisms are developed
and determined on the basis of experiments, designed according to common practice and experimental
intuition. Thus, the proposed models are often selected from a limited number of possibly sub-optimal
experiments. Here, experimental sub-optimality is defined as a range of experimental conditions derived
from experimentalists’ intuition or “rules of thumb,” but not necessarily optimized for the task at hand:
determination of a statistically significant, representative and accurate reaction kinetics scheme for the
reduction step of NiO-based CLC. As a result, there exists uncertainty and controversy in the conclusions
on the reaction networks, mechanisms and kinetics of the reduction step of chemical-looping combustion.
A better approach to extract information on the reactions, their network, and dominant kinetics from
experiments is to follow a model-based framework. One such methodology is developed and applied in
this work, to address the contradictions and inconsistencies in the CLC literature pertinent to the reaction
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models governing the reduction of NiO. Namely, model-based identifiability analysis and design of
optimal experiments is used here, with the objective to address literature controversies and arrive at
statistically significant model structures and kinetic parameters for CLC reduction. For the present
exercise, the reduction of NiO by CH4 is explored, for which there exists profound controversy in the
literature, noted by the wealth of independent research studies and considerable number of different
reaction kinetics and schemes proposed. Nonetheless, the methodology proposed herein, can be applied to
any other reaction system and should be viewed as a structured model-based methodology for systems
with uncertainty, regardless of their domain, structure, specificity and particularities.
The structure of this document is as follows: first, we explain in detail the current state of understanding
of the reaction system of CH4 with NiO and the controversy governing the existing literature. The
motivation behind a model-based approach to study the CLC kinetics of NiO with CH4 is illustrated with
a dynamic sensitivity analysis of the important kinetic parameters using a previously validated CLC
model. Existing reactor designs are evaluated, in which potential issues with the estimation of kinetic
parameters are discussed. Then, we introduce the application of a structured model-based design of
experiments approach to solve the specific problem in the reaction kinetics of the NiO-CH4 system. For
each section of the methodology, the statistical theory and mathematical formulation is reviewed and
presented. In a later analysis, we demonstrate the applicability of the methodology to tackle the model
controversy with the NiO-CH4 reduction kinetics and show the systematic reduction of models by the
design and execution of highly informative experiments.

6.2. Problem statement
Existing studies of the NiO-CH4 system at CLC conditions focus mostly on the comparison between fresh
and used oxygen carriers, since the reactivity of oxygen carriers tends to depart from that of the fresh
materials with time [128]. The derived rate constants from oxygen carriers of varying metal loading,
synthesis methods, and testing conditions can exhibit differences that are magnitudes apart
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[49,57,126,127]. For catalytically active oxygen carriers, such as NiO, the reduced metal promotes
catalytic reactions that complicate kinetic parameter estimation efforts, due to the consideration of
multiple, inter-related reactions. A generalized CLC kinetic model for NiO and CH4, typically includes a
set of heterogeneous NiO reduction reactions, reforming reactions catalyzed by the reduced metal, and
carbon formation reactions. Typically, investigators interested in CLC reactor design or reactivity
evaluations select the reaction model on the basis of a priori assumptions of the phenomenological
proceedings of the gas-solid reactions with respect to the metal oxide [42,47,114,153] or results of
parameter estimation of a few arbitrarily designed experiments [58,119]. The results from these kinetic
studies are often unreliable if any deviation in the operating conditions exists, which in turn makes them
inappropriate for reactor and process design analyses. In order to procure a reliable model, it is necessary
to a) identify the possible models that can describe the system of interest; b) utilize a statistical procedure
to identify and discriminate among candidate models; c) systematically reject the inadequate models; and
d) enhance the precision of the model parameters. Here, we first assess the current state of understanding
of the reactions of NiO with CH4 and then describe a systematic framework for improving the existing
knowledge.
6.2.1. Rival kinetic models

Previously, we reviewed reaction schemes for a CH4-fed, Ni-based CLC system, finding inconsistency in
the solid-state reaction models and reaction pathways proposed by different research groups [119]. Table
6.1 presents the various proposed pathways in which CH4, H2 and CO react with NiO during a reduction
cycle. All the reaction schemes model the reduction of NiO by H2 and CO. However, three possible
reaction pathways for the reaction between CH4 and NiO have been proposed, involving partial and/or
complete fuel oxidation pathways. Reaction Schemes (RS) II and III utilize different, single pathways for
the reaction of NiO with CH4, while RS I and IV consider different two-step pathways. A single global
reaction between NiO and CH4 has also been proposed [35,73], but is not considered in this work,
because it is known that NiO has different reactivity in the presence of different reducing gases [114].

96

Table 6.1: Literature-proposed reaction pathways for the heterogeneous reduction of NiO by CH4 and its
partial oxidation derivatives.
RS I [58]

R1. CH4+2NiO→
2Ni+2H2+CO2
R2. H2+NiO→ Ni+H2O
R3. CO+NiO → Ni+CO2
R4. CH4+NiO→
Ni+2H2+CO

RS II [212]

R2. H2+NiO→ Ni+H2O
R3. CO+NiO→ Ni+CO2
R4. CH4+NiO→
Ni+2H2+CO

RS III [114,118,216,217]

R2. H2+NiO→ Ni+H2O
R3. CO+NiO→ Ni+CO2
R5. CH4+4NiO→
4Ni+2H2O+CO2

RS IV [79,213]

R2. H2+NiO→ Ni+H2O
R3. CO+NiO→ Ni+CO2
R4. CH4+NiO→
Ni+2H2+CO
R5. CH4+4NiO→
4Ni+2H2O+CO2

In terms of the solid-state models for these heterogeneous reactions and in the absence of micro-kinetic
analyses, such as density functional theory, the intrinsic kinetics of the non-catalytic reactions is
commonly derived from empirical correlations and supported by materials characterization. These
reaction models can be classified according to their mechanistic basis, such as nucleation, geometrical
contraction, diffusion, and reaction order [132]. As these models vary in their degree of complexity and
number of empirical parameters, statistical approaches were used to identify an overall best-suited model
for the simplest CLC system: the reduction of NiO by H2 [132]. Three adequate models were proposed for
this system, out of 20 candidate solid-state kinetic models, by analyzing the statistical confidence of the
model predictions, using all the experimental information available in the literature [132]. However, there
exists uncertainty in this conclusion, in that the clear winner model was selected on the basis of a limited
number of possibly sub-optimal experiments. The purpose of this work is to increase the scope of the
work of Zhou et al. [132] to a CH4-fed system, which is among the target feedstocks for gaseous CLC. To
simplify the problem, the three best models selected by Zhou et al. [132] are designated as the candidate
mechanistic solid-state reaction models, motivating the need for model discrimination. Table 6.2 shows
the rate expressions of these solid-state kinetic models: Avrami-Erofe’ev (AE), shrinking core (SC) and
volumetric (V) models. A modified form of the V model was proposed by Iliuta et al. [58] to account for
the commonly observed activation step in the reduction of NiO by CH4. The modified volumetric model
(MV) was previously used to arrive at accurate predictions of several literature-reported CLC and CLR
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data [119,128,193]. For completeness, a similarly modified form of the SC model (MSC) is also
introduced.

Table 6.2: Candidate solid-state reaction models for CLC, based on Zhou et al. (2014) [132].

Reaction model

Rate expression
 n  1 / n
dX
 kn  1  X    ln  1  X  
dt
dX
 k(1  X )2
dt
dX
 kX(1  X )2
dt

Avrami-Erofe’ev (AE)
Volumetric (V)
Modified V (MV)
Shrinking core (SC)

2/ 3
dX
 3k 1  X 
dt

Modified SC (MSC)

2/ 3
dX
 3 kX  1  X 
dt

Zero order*

dX / dt  k

*This mechanistic model was used only in the SLI analysis and not included among the candidate mechanistic
models because it was previously rejected by Zhou et al. [132].

It is important to clarify that in these modified models (MV and MSC) only CH 4 is considered to be
capable of being “activated” by bare Ni, affecting its reactivity with NiO. This is based on the
experimental observations by Iliuta et al. [58], where a CH4 activation step was seen to precede its
reaction with NiO. This is commonly

referred to as “methane slip” in CLC systems

[39,127,184,202,212], where CH4 is observed to escape the reactor unreacted during the initial stages of
NiO reduction. Some CLC and CLR studies [40,73,121] assume CH4 steam reforming as the main
mechanism for CH4 conversion, explaining “methane slip” as the result of the initial low reforming
activity, driven by the absence of metallic Ni. With the AE model, the activation barrier is inherently
captured, determined by the value of the Avrami-Erofe’ev parameter, n. Generally, n can be assumed to
be independent of the reacting gas species and specific to the active metal in the oxygen carrier. Thus, a
single value of n can be used to represent all the heterogeneous reduction reactions of interest for the NiO
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system. The mechanistic models of Table 6.2 are used to describe the rate of the oxygen carrier reactions
found in Table 6.1. So far, 20 literature-reported kinetic models are possible for modeling of the NiO
reduction by CH4.

Table 6.3: Candidate catalytic reactions for CLC reduction with a Ni-based oxygen carrier and CH4 fuel
[119].
Reaction

Stoichiometry

R6. Steam methane reforming (SMR)

CH4 + H2O↔CO + 3H2

R7. Water gas shift (WGS)

CO + H2O ↔CO2 + H2

R8. Overall SMR

CH4 + 2H2O↔ CO2 + 4H2

R9. Methanation

CO + 3H2 → CH4 + H2O

R10.

Dry reforming

CH4 + CO2↔ 2CO + 2H2

R11.

Methane cracking

CH4 ↔ C + 2H2

R12.

C gasification by H2O

C + H2O ↔ CO + H2

R13.

C gasification by CO2

C + CO2 ↔ 2CO

The problem is made significantly more complex by the introduction of the Ni-catalyzed reactions of CH4
and its gaseous and solid products, which cannot be neglected as Ni is the product of NiO reduction. First,
we explore the uncertainty in the relevant reaction schemes and later we discuss the issue of describing
the catalytic reactivity of Ni, when it coexists with NiO. Table 6.3 summarizes all the relevant catalytic
reactions reported to occur in the presence of Ni. It is noteworthy that most investigators do not use all of
the reactions listed in Table 6.3 in their kinetic models [119]. In particular, there are inconsistencies
between investigators on which combination of steam CH4 reforming and side reactions should be used
(R6-R13 in Table 6.3) [49,58,72,118,119,171,212,218].
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Table 6.4: Possible reforming schemes used in the CLC literature.
RS I [171]
R6. CH4+H2O↔CO+3H2
R7. CO+H2O↔CO2 +H2
R8. CH4+2H2O↔CO2+4H2
R9. CO+3H2→CH4+H2O
RS III [49,58]
R6. CH4+H2O↔CO+3H2
R7. CO+H2O↔ CO2+H2
R9. CO+3H2→H4+H2O

RS II [118,218]
R6. CH4+H2O↔CO+3H2
R7. CO+H2O↔CO2+H2
R8. CH4+2H2O↔CO2+4H2
RS IV [72,119,212]
R6. CH4+H2O↔CO+3H2
R7. CO+H2O↔CO2+H2

Table 6.4 illustrates the reaction networks typically considered in steam methane reforming (SMR)
[49,58,72,118,119,171,212,218]. The most basic scheme (RS IV) consists of the SMR reaction in
conjunction with the water gas shift (WGS) reaction, usually considered at equilibrium. Additional side
reactions are the overall SMR and methanation reactions, which added to RS IV lead to RS II and III. The
most comprehensive CH4 reforming reaction network (RS I) under CLC conditions was proposed by Jin
et al [171] Nonetheless, RS II reflects the most widely used reaction network for CH4 steam reforming
over a Ni catalyst [219,220]. Xu and Froment [219] expressed the three reversible reactions, SMR, WGS,
and overall SMR, of RS II, based on a Langmuir-Hinshelwood reaction mechanism. In Zhou et al. [119],
the overall SMR and methanation reactions were omitted because those reaction rates can be obtained by
a combination of the first two reactions (SMR and WGS). However, the methanation reaction is often
postulated to occur irreversibly as a separate reaction [221], justifying RS III. If either the overall SMR or
the methanation reaction is not statistically significant to the overall CLC reaction scheme, similar
predictions can be attained by a simpler model from adjusting the kinetic rates of the SMR and WGS.
Therefore, the challenge that needs to be addressed is in the identification of the most statistically-rich
reaction scheme at the conditions relevant to CLC. Augmentation of the 20 feasible NiO reduction kinetic
models with the 4 reported reaction pathways for the catalytic reactions results in 80 possible reaction
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kinetic models for CLC of CH4 with NiO.
The continuous conversion of NiO to Ni in the CLC system (owed to the NiO reduction reactions)
dynamically alters the content and possibly the catalytic activity of Ni. This joint effect on the rate of the
0
catalytic reactions, 𝑟𝑐𝑎𝑡 , as compared to that of a completely reduced oxygen carrier, 𝑟𝑐𝑎𝑡
, is often

expressed as a function of the instantaneous concentration of Ni, 𝑐𝑁𝑖 , as:
0
rcat  c Ni rcat
.

(6.1)

Eq.(6.1) was successfully used by various authors [58,119,193] for simulating CLC with a Ni-based
oxygen carrier. Ortiz et al. [118] used an alternate form of Eq.(6.1), Eq.(6.2), to include additional
parameters that provided better predictions of their experimental data.
0
rcat   cat rcat
,
 cat ( X)  a  bX  cX 2 .

(6.2)

The catalytic activity term 𝛼𝑐𝑎𝑡 was assumed a function of the instantaneous conversion of NiO to Ni, 𝑋,
0
and multiplied to the rate of the catalytic reactions over a reduced Ni catalyst, 𝑟𝑐𝑎𝑡
, noting that the

empirical parameters were specific to the type of oxygen carrier used, including the effect of the NiO
support [118]. For the NiO/α-Al2O3 oxygen carrier of Ortiz et al. (2012) [118], the 𝛼𝑐𝑎𝑡 parameters of
Eq.(6.2) were [𝑎 = 0, 𝑏 = 1, 𝑐 = 0], which reduces Eq.(6.2) to Eq. (6.1). An activation barrier was
observed with the NiO/γ-Al2O3 oxygen carrier, which was modeled by Ortiz et al. [118] by modifying the
𝛼𝑐𝑎𝑡 parameters to [𝑎 = 0, 𝑏 = 0.19, 𝑐 = 0.81]. It remains unclear whether using 𝛼𝑐𝑎𝑡 to account for the
catalytic activity provides a statistical advantage over Eq.(6.2), or it is simply an artifact of overparameterizing the model.
In summary, the inconsistencies listed in Tables 6.1-6.4 and Eqs.(6.1)-(6.2) amount to 160 candidate
models to describe the CLC reduction of NiO by CH4. Given this size of problem, it becomes necessary to
use a systematic framework for model elimination, to eventually arrive at a single, statistically significant
model. We note again, that this winner or true model would not be the derivative of fundamental microkinetics analyses. Instead, it will reflect the most valuable model from the process engineering
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perspective; the one that can be used in process and reactor design without the bottlenecks of uncertainty
and arbitrary experimental bias. For convenience, the models are referred throughout the rest of the paper
as 𝐌𝐴−𝐵−𝐶−𝐷 , where A denotes the NiO reduction reaction pathway (RS I-IV) of Table 6.1, B the
reaction models (AE, SC, V, SCM, VM) of Table 6.2, C the catalytic reforming scheme (RS I-IV) of

Table 6.4, and D the function capturing the effect of Ni on the catalytic reactivity (1→ Eq.(6.1); 2→
Eq.(6.2)). Section 6.2.2 discusses the conventional CLC experiments used to extract kinetic parameters
and compares their capability to identify each reaction using a previously validated kinetic model. To
meet the target of identifying a single “true” model, the experimental investment would be large and does
not guarantee statistically significance in the model structure or parameters. Thus, an optimal way to
design experiments is needed. Section 6.3 details the proposed solution approach to address the reaction
kinetics problem, based on a model-based experiment design framework.
6.2.2. Ill-designed experiments

In this section, we motivate the design of experimental setups and conditions by analyzing the sensitivity
of the product gases in a fixed bed CLC reactor, operated with a NiO oxygen carrier and CH4 reducing
feed [128,193]. The objective is to illustrate the dynamic sensitivity of typical fixed bed CLC
measurements with respect to the kinetic parameters of a given model in various reactor designs. In
essence, we explore the impact of experimentation apparatus and its design, before entering the discussion
of how to design optimal experiments for it. Potential deficits of conventional experiment designs are
identified, on the basis of low sensitivities of the measured variables to the kinetic parameters. From these
case studies, it becomes evident that the “rules-of-thumb” of traditional experiment designs are
inadequate to derive precise estimates of model parameters, within a reasonable timeframe and effort.
6.2.2.1. Sensitivity analysis of NiO reduction by CH 4 in existing reactor designs

The reduction of NiO by CH4 was previously [128,193] described by a 1-D heterogeneous reactor model
described in Chapter 5 with the kinetic model with structure 𝐌𝐼−𝐼𝐼𝐼−𝐼𝑉−𝐼 . The same model was applied to
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the literature-reported experimental designs of Table 6.5, and accurate predictions of CLC reduction
experimental data were obtained (Figure 6.1), after fitting the kinetic rate constants for the inherent
differences in the oxygen carrier. The data of Figure 6.1 show the transient evolution of the gas
concentrations during a single reduction step. As shown in Figure 6.1(a), a high fraction of unconverted
CH4 escapes the system of Iliuta et al. [58] at the beginning of reduction, due to an initial activation
barrier between NiO and CH4. Afterwards, complete combustion products (H2O, CO2) are produced from
the NiO reduction reactions with CH4, H2, and CO. Over time, the conversion of NiO to Ni favors the
catalytic reactions, forming H2 and CO in addition to H2O and CO2. The so-called CH4 slip is less
significant in Figure 6.1(b) and completely absent in Figure 6.1(c), which can be explained by the
differences in Péclet numbers between the units. We note that in Figure 6.1(b), the elongated CH4 peak is
due to the mixing downstream of the reactor, which was not significant in the setup of Iliuta et al. [58]
(Figure 6.1(a)). Nonetheless, from the close agreement between model and experiments (Figure 6.1), we
could assume that this kinetic model is correct. In the next series, we challenge the accuracy and
statistical significance of the previously used models on the basis of theoretical identifiability analyses
and optimally designed experiments for model discrimination. Here, we illustrate some issues with the
data and models shown in Figure 6.1, through a dynamic sensitivity analysis.

Table 6.5: Design of the CL fixed bed units in the literature.

L [mm]
D [mm]
Q [ml min-1]
Reducing gas
Oxidizing gas
T [°C]
dp [µm]
Rep
Pe

Iliuta et al. [58]
7.65
4
100
10% CH4 /Ar
21% O2/Ar
800,900
140
0.5
>200

Zhou et al. [119]
21.7
9.9
100
10% CH4/ Ar
10% O2/Ar
800
100
0.07
~200
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Rydén et al. [172]
5.66
15
60
25% CH4 /Ar
Air
900
120
0.02
~1

Figure 6.1: Experimental data and model predictions of reduction of NiO by CH4 in the fixed bed reactor
of (a) Iliuta et al. [58] at 900°C, (b) Zhou et al. [119] at 800°C, and (c) Rydén et al. [172] at 900°C.

Figure 6.2 presents the log-normalized dynamic sensitivities of the exit CH4 concentration with respect to
𝜕𝐶𝐶𝐻4 (𝑡,𝐿)

the frequency factor of the kinetic rate constants (

𝜕𝑘𝑗,0

) for the reactor designs of Table 6.5 at

800°C. The dynamic sensitivities were computed using the direct differentiation method outlined in
Atherton et al [222]. In the case of Figure 6.2(c), a high degree of back-mixing in the reactor (due to very
low Péclet numbers) results in insensitive measurements (with respect to the kinetics of interest) and leads
to large uncertainty in their estimation precision. As the Péclet number increases, such as in Figures
6.2(a)-6.2(b), the sensitivity of 𝐶𝐶𝐻4 (𝑡, 𝐿) with respect to the kinetic parameters increases, because of the
enhanced plug flow behavior. The experimental designs of Iliuta et al. [58] and Zhou et al. [119] are not
practical for commercial CLC applications because of their low CH4 conversion and CO2 capture
efficiency; but they are more suitable for estimating the kinetic parameters of the NiO reduction reactions.
Conversely, the design of Rydén et al. [172] achieves almost 100% CH4 conversion, but is not adequate
for kinetic parameter estimation because of its lack of parameter sensitivity. Thus, kinetic parameters
derived from the experimental data of Rydén et al [172]. will be statistically insignificant and different
parameter values can essentially lead to the same model response.
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Figure 6.2: Normalized sensitivity functions of CH4 concentration at the reactor exit with respect to the
relevant CLC kinetic parameters for the fixed bed designs of (a) Iliuta et al. [58], (b) Zhou et al. (2013)
[119], and (c) Rydén et al. (2008) [172] at 800°C.

As shown in Figure 6.2(a), the exit CH4 concentration is initially sensitive to the methane steam
reforming reaction (𝑘6,0) and then it is sensitive to the NiO reduction reactions (𝑘2,0 and 𝑘4,0). This
separation of the sensitivity peaks is beneficial for de-convoluting the CLC reduction kinetics, by
reducing the covariances of the parameter estimates [223]. Still, the design is not optimal, since only two
of the four NiO reduction reactions are observable in the sensitivity analysis. In the case of Figure 6.2(b),
more NiO reduction reactions are potentially identifiable (𝑘1,0 , 𝑘2,0 and 𝑘4,0) because the design yields
more observable sensitivities in relation to the catalytic reactions. Still, this does not guarantee statistical
significance of the estimated kinetics because of the lack of peak separation. The sensitivity profile of
Figure 6.2(c) characterizes a design where the system is essentially insensitive to the reaction kinetics. In
summary, it is not feasible to uniquely and precisely identify all the kinetic parameters from the studied
experiment designs of Table 6.5. Evaluation of the dynamic sensitivities of Figure 6.2 motivates the need
to find an experiment design that maximizes the information available for identification and estimation of
kinetic parameters.
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6.2.2.2. Sensitivity of kinetic parameters of a given model with respect to the reactor and
experimental design

Here, we show how the kinetic information in the form of parameter sensitivities can be used to design
bench-scale fixed bed CLC reactors. For this exercise, the kinetic model and corresponding kinetic
parameters used to predict the data of Figure 6.1 are assumed correct. We focus on the reactor design of
Zhou et al. [119] (Figure 6.1(b)) and explore the sensitivity of the measurable gas species with respect to
the NiO reduction kinetic parameters over time and axial direction of the fixed bed. Analysis of the axial
profile of the parameter sensitivities is valuable because the length of the fixed bed can be easily
manipulated in the experimental design by adjusting the loading of the oxygen carrier. Simply put, for a
bench-scale system the reactor design problem is often identical to the experiment design problem.
The normalized dynamic sensitivities of the gas concentrations (CH4, H2, CO, CO2) with respect to the
NiO reduction frequency factors vs. the reactor length and experiment time are shown in Figure 6.3. The
sensitivity of CH4 with respect to the NiO reduction reactions (𝑘1,0 and 𝑘4,0) is initially very low, but
increases over the reactor length and reduction time, as shown in Figure 6.3(a) and Figure 6.3(d). At any
time and position, the CH4 concentration is much more sensitive to 𝑘4,0 than 𝑘1,0. The partial products
(H2, CO) generated from the reduction reactions are subsequently oxidized to H2O and CO2 by the
downstream NiO. This is shown in the sensitivity profiles of H2 with respect to 𝑘2,0 (Figure 6.3(f)) and
that of CO and CO2 with respect to 𝑘3,0 (Figure 6.3(k) and Figure 6.3(o)). The concentration of CO2 is
more sensitive to 𝑘4,0 and 𝑘1,0 (Figure 6.3(m) and Figure 6.3(p)), which is unexpected because R4
produces CO and H2 and R1 produces CO2 and H2 (Table 6.1). This can be explained by the co-existence
of the catalytic reactions such as the steam reforming or water gas shift, impacting the reaction equilibria.
As discussed previously, conversion of CH4 is highly sensitive to the steam reforming reaction and so
production of CO2 follows a combination of the NiO reduction and reforming reactions (and simultaneous
water gas shift). The high sensitivity of CO2 with respect to 𝑘2,0 and 𝑘4,0 (Figure 6.3(n) and Figure
6.3(p)) indicates that most of the CO2 produced is from the catalytic reactions, rather than the oxidation
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reactions with NiO.

Figure 6.3: Surface plot of the normalized dynamic sensitivity of gases (CH4, H2, CO and CO2) to the
NiO reduction kinetic parameters, for the experimental setup of Zhou et al. [119].

Based on Figure 6.3, we can design an optimal reactor length and experiment duration that maximizes the
sensitivities of the measured gases with respect to the NiO reduction kinetics in an effort to improve the
precision of the parameter estimates. The absolute maximum of the sensitivity functions is generally
located at the reactor exit for the design of Zhou et al. [119]. This is advantageous from the experimental
perspective, because the exhaust gases are measured downstream the reactor. Furthermore, it is possible
that increasing the reactor length can increase the dynamic sensitivity response of the exhaust gas with
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respect to the NiO reduction kinetic parameters. Even so, it is challenging to identify 𝑘1,0 and 𝑘3,0
because they generally exhibit lower sensitivities as compared to 𝑘2,0 and 𝑘4,0. Thus, a different solution
approach is needed to estimate all the uncertain kinetic parameters, beyond simply examining the
sensitivity responses. In the next section, we introduce model-based experiment design methods as the
solution approach to design better experiments to study the reduction of NiO by CH4.

6.3. Design of experiments
6.3.1. State of the art of model-based methods

Methods for design of experiments (DOE) have been widely used to provide rich experimental
information at minimum effort. The objective of DOE is to minimize uncertainty and maximize the useful
information that can be extracted from the experiment. Early applications of DOE, such as factorial
methods, randomized blocks, and Latin squares, viewed experiments as a series of inputs and outputs and
selected the best combination of inputs to maximize the information about their relationship in the
presence of experimental variance [224–227]. These classical design techniques are commonly referred to
as black-box methods and are still widely used, because they are easy to implement, their results are
easily interpreted, and allow the study of interactions between factors [228–231]. However, these methods
are not well-suited for dynamic experiments and can be expensive in terms of experimental resources
[232].
Model-based DOE relies on the explicit use of a mathematical model with some uncertainty in its
parameters and/or model structure, cast as an optimization problem to predict the information content of
the next series of experiments. These model equations reflect our current state of understanding of the
process being investigated, wherein the use of unknown parameters and semi-empirical model structures
denotes incomplete knowledge. Early applications of model-based DOE in the field of chemical kinetics
were conducted for steady-state systems [233–237]. These concepts were extended to dynamic processes
by Mehra [238], Shirt et al. [239], and Macchietto et al. [240–243]. Similar problems in the field of bio108

kinetics were treated within the model-based DOE framework to address the lack of parameter
identifiability [244–247]. More recent work on model-based experimental design techniques is focused on
developing new objective functions [248–250], robust algorithms [251–254], and efficient methods to
handle uncertainty [255]. The model-based designs have been successfully applied to a wide range of
systems to facilitate and improve the modeling of chemical kinetics [223,256–262], biochemical networks
[263,264], and biological processes [265–267]. The potential applications are abundant across all
engineering disciplines and can be applied to any system (linear, non-linear, steady-state or dynamic). In
this work, we apply the model-based DOE to partially address the controversy of the kinetic models for
the NiO-CH4 system in order to minimize the experimental effort required to construct a sufficiently
accurate and statistically significant model. In the next section, we provide the complete mathematical
background for this analysis.
6.3.2. Mathematical formulation

The general representation of a CLC process model with structure 𝐌 is written as a set of differential and
algebraic equations (DAEs), as shown in Eq.(6.3):





f x  t  , x  t  , u  t  , θ, t  0,
M:
yˆ  t   h x  t  ,





(6.3)

where 𝐟 is the system of differential equations describing the conservation of mass, energy, and
momentum for the gas and solid phases, 𝐱(𝑡) is the vector of the time-dependent state variables, such as
concentration, temperature, and pressure, 𝐮(𝑡) is the manipulated process variables (e.g., gas flow rate
and composition), 𝛉 is the set of kinetic parameters to be estimated, and t is the time. The vector of
measured variables, 𝐲̂(𝑡), is a function of the state variables, selected by 𝐡(𝐱(𝑡)) to match the sampling
times of the measurement device 𝐭 𝑠𝑝 . The system of equations is constrained by algebraic and differential
constraints, marked by the equation of state, flux balances, molar expansion terms, thermodynamic
calculations, etc.
Let us define a generic experiment design vector 𝛟′ , containing the set of manipulated variables:
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φ  [u(t), t sp , y 0 , ]T  Φ,

(6.4)

where 𝐲0 is the set of initial conditions controlled by the manipulated variables 𝐮(𝑡) and 𝜏 is the
experiment duration. The design variables of 𝛟′ are constrained within the design space 𝚽 ′ , defined by
the upper and lower bounds of the system. This design vector is modified for experiments performed in a
standard fixed bed reactor to estimate kinetics. In most cases, the controls cannot be altered dynamically
during a fixed bed experiment, so 𝐮(𝑡) is simply taken as 𝐮(𝑡0 ). Also, the sampling times 𝐭 𝑠𝑝 are often
fixed by the measurement device and cannot be controlled. Thus, a simplified experiment design vector is
used for the remainder of this work, as shown in Eq.(6.5):
φ  [u(t0 ), y 0 , ]T  Φ.

(6.5)

6.3.3. Model-based experimental design framework

The model building procedure by Macchietto and co-workers [232,240,241] is adapted here to
statistically verify and discriminate among the candidate kinetic models discussed in Section 6.2.1.
Depicted in Figure 6.4, this procedure is divided into three consecutive stages:
Stage 1:

First, models are proposed and are subsequently evaluated on the basis of their structural

identifiability and distinguishability. The uncertainty in the Ni-catalytic reactions, NiO reduction
reactions, and their interaction is treated separately.
Stage 2:

Optimal experiments are designed and performed to discriminate among the candidate

models that passed the preliminary analysis of Stage 1. The first experiment is designed under the worstcase criterion assumption where the candidate models are equally likely to be the true model. The best
model is re-evaluated in a subsequent experiment design before concluding to a final model structure.
Stage 3:

Optimal experiments are designed and performed to estimate the kinetic parameters of

the winner model from Stage 2.
Typically, iteration between the interior loops or between the stages is required if the desired criteria are
not met.
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Figure 6.4: The overall model-based experimental design framework adapted from Macchietto et al.
[232,240,241] as the solution approach to the problem statement of Section 6.2.

6.3.3.1. Stage 1: Preliminary analysis

In the development of a model, the mechanisms of the system under investigation are not always fully
understood and experiments are needed to better understand them. Often, several plausible models can be
conceptualized to describe the physical phenomena. During the preliminary model analysis, identifiability
tests are conducted to assess the structure of the proposed model(s) [268,269]; specifically, to confirm in
principle if an experiment design exists such that the parameters can be given unique values for a certain
model structure. It is often argued that issues encountered during parameter estimation by means of data
fitting are originated from the lack of identifiability of the unknown parameters [270]. To overcome this
issue, theories of identifiability analysis have been postulated, including structural (theoretical)
identifiability, practical identifiability, and sensitivity matrix analysis [271–273]. If a lack of
identifiability is encountered from the structural analysis, it necessitates the rejection or reformulation of
the model structure [270]. Practical identifiability, on the other hand, deals with the issue of limited,
noise-corrupted data, which can be overcome via increasing the number of sampling times, measurement
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devices, or their precision [274]. Here, structural identifiability analysis is used to check for potential nonidentifiability of the CLC kinetic parameters of the set of possible model structures. If lack of
identifiability is encountered from the structural analysis, it necessitates the rejection or reformulation of
the model structure [270]. In practice, this means that for a given model structure, if parameters cannot be
uniquely identified, then experimentation is going to be inconclusive. In this work, the structural
identifiability analysis is used to check the selection of the kinetic models and ensure that the kinetic
parameters they contain are mathematically distinct, following the steps of Stage 1 (Figure 6.4). Kinetic
models with non-identifiable parameters are rejected in this preliminary analysis, while remaining models
are then evaluated in terms of model distinguishability.
6.3.3.1.1. Structural identifiability analysis

Structural identifiability methods were reviewed in detail by Miao et al. [271]. The simplest method is the
analytical direct test [275,276], which is argued to have limited applications because of the advanced
methods needed to obtain analytical solutions [277]. More promising methods have been developed to
detect structural non-identifiability, such as the power series expansion [278], the generating power series
approach [279], the similarity transform approach [280,281], differential algebraic methods [272,282],
and a method based on the implicit function theorem [283]. An optimization-based approach was
proposed by Asprey et al. [241,284] to test for global structural identifiability. Vikhansky [258] modified
the optimization problem proposed by Asprey et al. [241,284] to reduce the computation difficulties in
finding a global minimum. Raue et al. [285] proposed a profile likelihood approach to infer parameter
uncertainties in a higher-dimensional parameter space. Unfortunately, the applicability of these methods
rapidly becomes infeasible with increasing model complexity [286].
Structural identifiability of the kinetic models is analyzed on the basis of the local and global
identifiability tests, as outlined by Galvanin et al. [287]. First, the Structural Local Identifiability (SLI) of
the parameters is checked by the correlation matrix approach [288,289]. A correlation matrix of the
̂0 ) is calculated from the Fisher information matrix, given in Eq.(6.6):
parameters (𝛉
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(6.6)

r 1 s 1

where 𝜎𝑟𝑠 represents the rs-th element of inverse of the matrix of experiment errors and 𝐐𝑟 is the 𝑁𝑠𝑝 ×
̂0 for the 𝑟-th
𝑁𝜃 matrix of the dynamic sensitivity evaluated around the initial values of the parameters 𝛉
response variable, as defined in Eq.(6.7):
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If the measurement errors are uncorrelated and follow a normal distribution with a zero mean, it can be
proved from the Cramèr-Rao theorem [239,290] that the inverse of 𝐇𝜃 is equal to the variance-covariance
matrix 𝐕𝜃 [271]. The correlation matrix is constructed from the elements of 𝐕𝜃 , as shown in Eq.(6.8):

rij 

V ( i , j )
V ( i , i ) V ( j , j )

,i  j,
(6.8)

rij  1, i  j.
If 𝜃𝑖 and 𝜃𝑗 are strongly correlated, their correlation coefficient 𝑟𝑖𝑗 is close to 1, and they are thus nonidentifiable [253,287,291,292]. For most cases, non-singularity of 𝐇𝜃 is also accepted as a criterion for
satisfying the SLI test [293].
We note that the information matrix has an important role in optimizing experiment designs for parameter
estimation, which is relevant to the question of identifiability. The SLI test performed in this work takes
advantage of the information matrix, by solving a D-optimal design problem, to seek a hypothetical
design that minimizes the correlation between the kinetic parameters [294], shown in Eq.(6.9). If the
parameters are still highly correlated under the best-case scenario of the D-optimal design, then it
warrants the rejection of the respective kinetic model from the analysis.
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SLI is a necessary but not sufficient condition for identifiability because it is solved over the initial
̂0 . Thus, it is important to ensure parameter identifiability over the entire parameter
parameter estimates, 𝛉
space 𝚯, which is the objective of the Structural Global Identifiability (SGI) test [272]. Correspondingly,
the model with structure 𝐌 is said to be globally identifiable if [272]:

M( u(t), θ, t)  M( u(t), θ* , t)  θ  θ* , θ, θ*  Θ, Θ   N .

(6.10)

Satisfaction of Eq.(6.10) ensures that different parameter sets do not provide the same model response
within the entire variability domain of the model parameters. The optimization-based approach proposed
by Asprey and Macchietto [241] is applied here, wherein a kinetic model is deemed globally identifiable
with respect to its parameters 𝛉, if for two parametric sets, 𝛉 ∈ 𝚯 and 𝛉∗ ∈ 𝚯∗ , Eq.(6.11) yields a global
maximum that satisfies Φ𝑆𝐺𝐼 ≤ 𝜀Ф𝑆𝐺𝐼 :
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θi ,min  θi  θi ,max
θ*i ,min  θ*i  θ*i ,max

i =1,...,N ,
i =1,...,N * .

Eq.(6.11) is solved over a time horizon of interest, [0, 𝜏], and the optimal design determined from the SLI
test, constrained by 𝜀𝑦 , being the time integral of the differences in model responses with 𝛉 and 𝛉∗ .
Weighting matrices on 𝛉 and 𝐲̂ are 𝐖𝜃 ∈ ℜ𝑁𝜃 ×𝑁𝜃 and 𝐖𝑦 ∈ ℜ𝑁𝑦 ×𝑁𝑦 , respectively and 𝜀Ф𝑆𝐺𝐼 and 𝜀𝑦 are
taken as small positive values. The optimization results of Eq.(6.11) can be influenced by the choice of
𝜀Ф𝑆𝐺𝐼 , and a generalized approach was proposed by Walter et al. [277] to make 𝜀Ф𝑆𝐺𝐼 a function of a
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specific weighting factor given to each parameter. No weighting function is required for 𝐲̂ in this study
because they are molar fractions of the exit gas stream. To treat kinetic parameters equally, 𝐖𝜃
normalizes the kinetic constants to a reference temperature.
6.3.3.1.2. Model distinguishability

Another possible scenario in the analysis of the kinetic models is that some of these models provide
practically the same responses, within the input and parameter space determined. In practice, this means
that two different models are indistinguishable if their responses overlie, for any 𝛉 ∈ 𝚯, 𝛉∗ ∈ 𝚯∗ , 𝛟 ∈ 𝚽,
and the same initial conditions.[241] Therefore, the test for model distinguishability is formulated as a
semi-infinite max-min optimization problem, that maximizes (with respect to 𝛟) the minimum (with
respect to 𝛉, 𝛉∗ ) of the time integral of the differences between the responses of different model
structures, 𝐲̂ and 𝐲̂ ∗, as shown in Eq.(6.12):
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(6.12)

The two models can be deemed distinguishable if Ф𝐷 ≥ 𝜀Ф𝐷 . Asprey and Macchietto[241] recommended
that 𝜀Ф𝐷 be the integral of the expected variance of the measured 𝐲.
6.3.3.2. Stage 2: Experiment design for model discrimination

With a collection of competing models with structures that have been deemed identifiable and
distinguishable, experimental evidence is necessary to extract a winner model that best represents the
physical system. In this stage, an optimal experiment is specifically designed to for the task of optimizing
the discriminability between competing models. This approach finds an optimum design which
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maximizes the divergence of the model trajectories, whereby poorly representative models are easily
detected and thusly rejected. Assuming that the lack-of-fit of a model to the experimental data is
attributed to experimental noise, parameter uncertainty, and inadequacy of the model structure, this stage
maximizes the contribution of the latter and facilitates a comparison between rival models and selection
of a winner model [295]. Several authors have addressed the problem of constructing optimum designs
for this purpose [296–299]. This criterion was termed, T-optimality following the fundamental work by
Atkinson and Fedorov [297,298] who applied it in the discrimination between two competing regression
models. Various procedures and implementation of T-optimum designs have been considered (see for
instance Uciński and Bogacka [300], Dette and co-workers [301,302], Tommasi and López-Fidalgo [303],
and Waterhouse et al. [304] among others).
In the literature, many contributions to the design of experiments for model discrimination were
conducted via the Bayesian [305–308] and frequentist approaches [252,309–311]. Under the Bayesian
approach, the models are translated into Bayesian probability models, of which parameters are treated as
random variables with a prior distribution. A utility function, which quantifies the discriminability of the
rival models, is optimized with respect to the new decision variables. Within the Bayesian framework,
randomness in experiment outcomes and uncertainty in model parameters are considered. After the nth
experiment stage, posterior distributions for parameters and models from the proceeding n-1 stage are
taken as the new prior distributions for the nth trial.
In contrast to the Bayesian approach, model selection from the frequentist perspective is focused on
comparison of the sum of squares achieved with each model against the data. All the models are assigned
an equal probability and an optimal experiment is designed to maximize the dissimiarility of the models.
Upon execution of the frequentist designed experiments, the candidate models are assessed based on the
statistical tests, such as the classical 𝜒 2 test, in the data analysis [312]. Models can be rejected if the sum
of the weighted residuals is unacceptably high, or retained if it is within statistical acceptable limits of the
process. Various authors have found that despite the inherent differences between the Bayesian and
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frequentist methods, the resulting differences between experiments designed with either criterion are very
minor, if applied correctly [311,313,314]. Thus, the simpler frequentist method is applied here.
Under the frequentist approach, the T-optimum experiment is formulated as a dynamic optimization
problem. The conventional T-optimal objective criterion was developed for the discrimination between
two competing models, based on the assumption that one is initially considered as the “true” model with
known parameters [298]. A second model is proposed, motivating an experiment to confirm the better
model. This T-optimal criterion seeks a design that maximizes (with respect to 𝛟) the minimum (with
respect to 𝛉(2) ) of the time integral of the differences between the model responses:
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Heidebrecht et al. [223] proposed the simplified objective function of Eq.(6.14), in which the model
parameters are constant. This assumes that both sets of parameters, 𝛉(1) and 𝛉(2), are known or estimated
a priori. The solution of Eq.(6.13) or Eq.(6.14) is local, because it relies on the prior knowledge of the
parameter estimates of the model considered as “true.”

 






φT (2)  arg max  yˆ (1) u(t0 ), θˆ (1) , t  yˆ (2) u(t0 ), θˆ (2) , t
φΦ

0

subject to :
f(1) x(t ), x(t ), u(t ), θˆ (1) , t  0,
yˆ (1)  t   h(1) x  t  ,
f(2 ) x(t ), x(t ), u(t ), θˆ ( 2) , t  0,
yˆ (2)  t   h(2) x  t  ,
u min  u(t0 )  u max
t  [0 , ].















 dt
2

(6.14)



Cooney and McDonald [315] proposed another type of T-optimum design that does not declare a winner
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model a priori. A max-min problem similar to Eq.(6.13) is solved, with the exception that the
minimization step is taken with respect to all the model parameters. This is referred to as the worst-case
criterion by Asprey and Macchietto [241], who extended the formulation by Cooney and McDonald [315]
to account for discrete sampling times, as given in Eq.(6.15):
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, N sp .

A potential weakness of Eq.(6.15) is that kinetic parameters can be adjusted in a manner that the
corresponding models lose accuracy.

Thus, the designed experiment does not guarantee model

discriminability for the competing kinetic models. Nonetheless, Eq.(6.15) is used in the foremost model
discrimination of Stage 2 of Figure 6.4 in an effort to not introduce bias, when selecting a true model.
Once a winner model is deduced, precise estimates of the kinetic parameters are obtained from D-optimal
designs, discussed in the following section. Then, it is necessary to return to the model discrimination
stage to confirm that the winner model is indeed the best model to fit the data. This is carried out using
Eq.(6.13), under the assumption that the previously selected model is the true model. If the model deemed
“true” by Eq.(6.15) does not provide the best fit of the experimental data from the subsequent T-design
from Eq.(6.13), it could mean that the selected model and/or parameter estimates are not adequate,
necessitating the T-optimal/D-optimal designs to be reiterated until the process converges to a “true”
winner model [316]. After completion of this model analysis step, there should exist only one winner
model out of the original 160 possible CLC kinetic models.
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6.3.3.3. Stage 3: Experiment design for parameter estimation

With a winner CLC kinetic model selected from Stage 2, the goal of Stage 3 is to design optimal
experiments for the purpose of obtaining precise estimates of the kinetic parameters. The procedure
shown in Stage 3 of Figure 6.4 outlays three consecutive steps: (1) design of experiment(s) based on
current knowledge; (2) execution of experiment(s); and (3) estimation of kinetics parameters and test for
statistical significance. Iteration between steps (1)-(3) in a sequential manner provides a progressive
reduction in parameter uncertainty, by exploiting new information from previous experiments [266]. This
sequential approach is historically used, but may not be optimal in terms of time and resources. In
particular, CLC processes require substantial time to initially reach the temperature set-point and oxygen
carrier stability, but afterwards, useful data can be generated quickly, given that gas flows can be easily
changed to initiate the reduction, purge, and oxidation cycles. Thus, it can be more advantageous to
propose multiple experimental conditions at once to reduce the total experimental effort. Recently,
parallel approaches were used to propose multiple experiments with one design.[266] A potential
advantage of the parallel design is that each experiment can be designed to maximize a specific aspect of
the information, rather than the overall set, which decreases the size of the optimization problem and
increases the effectiveness of the design. In this work, sequential and parallel approaches are explored to
propose optimal experiments for kinetic parameter estimation.
The information matrix, introduced in Stage 1, plays a central role in this type of optimum designs,
because its inverse (the variance-covariance matrix) is directly related to the statistical confidence of the
parameter estimates. The objective function, therefore, seeks to minimize a function of the variancê, 𝛟), as given in Eq.(6.16):
covariance matrix 𝐕𝜃 (𝛉
1

 Nexp Ny Ny

V (θˆ , φ)  H (θˆ , φ)    rs|k QTr|k Qs|k  Σ (θˆ )1  .
 k r s

1

(6.16)

Eq.(6.16) is augmented from Eq.(6.6) to include an initial approximation of the parameter uncertainty
̂)), and to evaluate the information content over a number of different experiments, 𝑁𝑒𝑥𝑝 .
(𝚺𝜃 (𝛉
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There are three standard design criteria to maximize parameter precision: D-optimal (minimizes the
determinant of 𝐕𝜃 ), A-optimal (minimizes the trace, i.e. sum of eigenvalues, of 𝐕𝜃 ), and E-optimal
(minimizes the largest eigenvalue of 𝐕𝜃 ). The main distinction between the design criteria is that A- and
D-optimal designs minimize the arithmetic and geometric mean of the identification errors, respectively;
whereas the E-optimal design minimizes the largest error [253]. Less common design criteria include G-,
L-, C-, and Ds- designs, which are summarized by Walter and Pronazto [317]. The D-optimal design
(Eq.(6.17)) is the most popular criterion, with several applications in chemical processes [260,318–322].
A potential disadvantage of the D-optimal design is that the calculated design vector is catered to the most
sensitive model parameters, resulting in low parameter confidence for the remaining parameters [323]. It
is advantageous in that it minimizes the correlation between model parameters, which is of interest here
because of the inherent similarity of the reduction and catalytic reactions in CLC.
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The selected CLC kinetic model analyzed here should contain kinetic parameters that are estimable from
experiments (guaranteed by the analysis in Stages 1 and 2). Thusly, the D-optimal criterion of Eq.(6.17)
can be effectively used in this work to enhance the statistical significance of the CLC kinetic parameters.
In summary, the methods presented in each stage of the model-based framework provide a systematic
procedure for comparing the possible combinations of kinetic models and identifying a “true” reaction
kinetics scheme. In this work, we present the application of these methods to devise novel CLC
experimental designs to improve the understanding of the reaction networks, mechanistic models, and
kinetic parameters governing the NiO-CH4 reaction system.
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6.4. Process model
The foundation of the following analysis is a 1-D heterogeneous model presented previously [128,193],
which incorporates the conservation balances of mass, energy, and momentum in a fixed bed reactor
undergoing CLC reduction. This process model with the kinetic model 𝐌I−III−IV−I of Zhou et al.
[119,141,324] successfully predicted experimental data reported in the literature for the reduction of NiO
by CH4 [58,171,172] under different hydrodynamic conditions, particle sizes, and operating temperatures.
The main assumptions of the model are that reactions occur on the Ni/NiO sites inside the particle, pore
diffusion is the only mechanism for transport within the particle, film resistance occurs at the outer layer
of the particle, the flow in the bulk phase follows an axially dispersed plug flow with no radial variations,
constant temperature at the wall, and atmospheric outlet pressure. A summary of the conservation
equations and boundary conditions used in the 1-D heterogeneous model is provided in Chapter 4. The
initial conditions pertain to the experimental conditions prior to the reduction experiment. Usually, the
reactor is purged with inert gas, the temperature is at the set-point of the furnace, and the oxygen carrier is
fully oxidized. For a bench-scale fixed bed reactor, such as the one used in this work, the hydrodynamic
model described in Chapter 4 is sufficient. Expanding the complexity of the process model, by increasing
its scope to 2-D [193] or employing Maxwell-Stefan diffusion [325–327] does not yield significant
benefits in accuracy. Thus, within the context of this work, we assume that any model-experiment
deviation can be attributed to inadequacies in the structure and parameter values of the kinetic model. The
kinetic rate constants are described by the reparameterized form of the Arrhenius equation (Eq. (6.18)) to
reduce the correlation between the pre-exponential factors 𝑘𝑖,0 and activation energies 𝐸𝑎𝑖 [209,328–
332]. The reference temperature 𝑇𝑟𝑒𝑓 in Eq.(6.18) is set to 500°C for the catalytic reforming reactions and
700°C for the NiO reduction reactions. The model was implemented and solved using the commercial
software package gPROMS 4.0.0 [170].
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6.5. Experimental methods
The fixed bed reactor used in this study is illustrated in Figure 3.1 and was described in detail in Chapter
3. Table 6.6 summarizes the design variables that can be manipulated within the optimal experimental
design framework. It should be noted that due to experimental constraints and measurement uncertainty
(thermocouple delays, back-mixing in the spectroscopic device, furnace lag, etc.), the control variables
(gas flows, temperature, solid loadings) are treated as time-invariant variables (𝐮(𝑡) → 𝐮(𝑡0 )), where 𝑡0
denotes the initial time of the reduction cycle. The sampling times are also fixed by the mass
spectroscopic device. The experimental design vector is hence, 𝛟 = [𝐮(𝑡0 ), 𝐲0 , 𝜏]𝑇 , where 𝐲0 is the vector
of the conditions after the previous purging step (following oxidation) and 𝜏 is the reduction step
duration. The selection of the admissible experiment controls, 𝐮(𝑡0 ), of Table 6.6 contains systems
variables that can be manipulated easily and accurately during (or prior to) the execution of the cyclic
experiment. These were the fraction of the fraction of CH4 in the reducing feed, the initial oxygen carrier
loading, and the temperature of the isothermal reactor.

Table 6.6: Time-invariant controls for the in-house CLC fixed bed experiments.
Design variables, 𝝓𝒊
Fraction of CH4 in Ar
Oxygen carrier loading
Temperature

𝝓𝒊,𝐦𝐢𝐧
unit
[mol/mol] 0
[g]
0.80
[ºC]
500

0.30
2.20
850

τ

[sec]

60

0

𝝓𝒊,𝐦𝐚𝐱

6.6. Results and discussion
The sequence of this section follows the methodology presented in Section 6.3, consisting of a (1)
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preliminary analysis testing the uniqueness of the model with respect to its parameters, (2) identification
and subsequent rejection of inadequate models, and (3) maximization of the statistical significance of the
uncertain kinetic parameters [232,240,241]. In this section, we present the results of each method and
show their effectiveness in reducing the uncertainty in the candidate CLC kinetic models.
6.6.1. Preliminary analysis

With the model of a CLC process defined in Eq.(6.3) and the experiment design vector of Eq.(6.5), we
first need to confirm whether the kinetic parameters of the candidate model structures are structurally
identifiable. Specifically, we need to find if, in principle, an experiment design exists, in which the model
parameters can be uniquely identifiable, given a certain model structure. We applied the framework for
structural identifiability analysis presented in Figure 6.5, following the sequence of local and global
approaches proposed by Galvanin et al. [287] The controversies in the NiO reduction kinetics of Table
6.1-

Table 6.4 are deconstructed in Figure 6.5, whereby we evaluated independently the uncertainty
associated with the catalytic activity of Ni (Eq.(6.1) or Eq.(6.2)), the catalytic reforming kinetics, and the
NiO reduction kinetics.
First, structural local identifiability (SLI) of the model parameters of M with Eq.(6.2) was analyzed. We
used literature sources to define the design space, Φ, and get initial estimates of θ for the SLI analysis.
Secondly, we analyzed the SLI of the candidate reforming reaction networks, using initial estimates of θ
and definitions of 𝛟 and 𝚽 according to relevant literature studies. For the locally identifiable models, we
performed the F-test and AICc test, following the procedure of Zhou et al. [132] to select the most
suitable reforming network. In the third step shown in Figure 6.5, we studied the structural identifiability
of the NiO reduction kinetic models, using the models determined from previous steps for the catalytic
activity of Ni and reforming reaction network. The kinetic parameters were estimated from an in-house
NiO reduction experiment, with a defined design space, 𝚽. The locally identifiable models were then
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analyzed in terms of their structural global identifiability (SGI). Globally identifiable models were then
evaluated in terms of model distinguishability. If two models were deemed indistinguishable, then the
more globally identifiable model was retained, while the other model was rejected. At the conclusion of
the framework of Figure 6.5, we have systematically identified a set of identifiable and distinguishable
kinetic models that is fit for model-based design of experiments.

1. Catalytic
activity with
Eq.(6.2)

SLI

M, θ, Φ

Locally
identifiable?

Yes

Use
Eq.(6.2)

No

Use
Eq.(6.1)

2. Catalytic
reforming
networks

SLI

M, θ, Φ

At least 1
locally
identifiable?

Yes

F-test and
AICc test

Select best
kinetic model

No

Change model
structure

3. NiO
reduction
kinetics

SLI

M, θ, Φ

At least 1
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identifiable?
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At least 1
globally
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Yes

SGI

Yes

Model
distinguishability

No

No

Change model
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End

No

Keep more SGI
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Figure 6.5: Procedure for structural identifiability analysis and model distinguishability analysis, adapted
from the work of Galvanin et al. [287] and Asprey and Macchietto [241].

Ni contribution on the catalytic activity

The empirical expression of Eq.(6.2) was originally proposed by Ortiz et al. [118] to simulate the catalytic
activity of Ni in CL reduction experiments using NiO/α-Al2O3 and NiO/γ-Al2O3 oxygen carriers. In their
analysis, Ortiz et al. [118] modeled the reduction of NiO using 𝐌III−VI−II−II . This kinetic model is not
considered among the 160 candidate models shown in Table 6.2, because Zhou et al.[132] rejected the
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zero order mechanistic model due to poor data fitting. Nonetheless, we show in Figures 6.6(a)-6.6(b) the
̂0 , of Ortiz
validation of the reported kinetic model, 𝐌III−VI−II−II , with the reported kinetic parameters, 𝛉
et al. [118] to accurately predict the reduction data. The design vector 𝛟 is constrained by the
experimental design space of Ortiz et al. [118], being the gas fraction of the feed (H2O/CH4/H2=3:1:17:1:1), reactor temperature (500-900°C), and space time (0.1-0.4 g h/mol CH4). The experiment duration
was fixed as in Ortiz et al. (2012) [118] to 100 sec. We assumed that data was collected every 1 sec with a
variance of 0.01. Ortiz et al. [118] performed one reduction experiment for each oxygen carrier.
̂0 , and 𝛟 ∈ 𝚽 from Ortiz et al. [118] we solved Eq.(6.9) to determine an optimal design that
Using 𝐌, 𝛉
maximizes the local identifiability of the kinetic parameters of 𝐌III−VI−II−II and the empirical parameters
of Eq.(6.2) for the NiO/γ-Al2O3 oxygen carrier. At the optimal design point, the correlations between the
parameters were computed (Table 6.7). The correlation analysis of Table 6.7 reveals that the model
structure of 𝐌III−VI−II−II is not identifiable, as the empirical parameters used to describe the catalytic
activity of Ni are perfectly correlated with the kinetic parameters of the catalytic reactions (Table 6.7).
However, it is possible that the model structure could be locally identifiable with information from
additional experiments. Thus, we extended the SLI analysis to simultaneously optimize the design of up
to 3 reduction experiments. These results also showed that this model structure is not identifiable.
Therefore, Eq.(6.1) is more appropriate (from the statistical point of view) to characterize the effect of Ni
on the catalytic activity.
Other model structures were tested to simulate the reduction behavior of the NiO/α-Al2O3 and NiO/γAl2O3 oxygen carriers reported by Ortiz et al. [118]. Zhou et al. [132] showed that the best solid-state
mechanistic model for NiO reduction is the Avrami-Erofe’ev model. In Figures 6.6(c)-6.6(d),the kinetic
parameters of 𝐌III−I−II−I were tuned to match the experimental data. We found that accurate
representation of the data is feasible with Eq.(1), because the activation barrier observed in the NiO/γAl2O3 experiments by Ortiz et al. [118] is inherently captured by the Avrami-Erofe’ev exponent. Finally,
the model predictions of the winner model from this analysis (𝐌II−I−IV−I) are shown in Figures 6.6(e)125

6.6(f), which is also in agreement with the data. This multiplicity of good agreement with the data
illustrates the difficulty in identifying correct model structures in unguided experimental efforts. In
summary, the SLI analysis found an instance of over-parameterization in the mathematical representation
of reaction kinetics, reducing the problem size from 160 possible combinations of kinetic models to 80
candidate kinetic models for the reduction of NiO by CH4.

Figure 6.6: Experimental data and model predictions of the exit gas fractions for the CLC reforming
experiments at 900°C with the NiO/α-Al2O3 (left column) and NiO/γ-Al2O3 (right column) oxygen
carriers of Ortiz et al. [118]. Figures 6.6(a)-6.6(b) show predictions with 𝐌III−VI−II−II , where
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a=0,b=1,c=0 for NiO/α-Al2O3 and a=0,b=0.19,c=0.81for NiO/γ-Al2O3. Figures 6.6(c)-6.6(d) show
predictions with 𝐌III−I−II−I and Figures 6.6(e)-6.6(f) show predictions with 𝐌II−I−IV−I.
Table 6.7: Correlation matrix of the parameter estimates for NiO/γ-Al2O3 oxygen carrier with
𝐌III−VI−II−II at the calculated design that maximizes SLI.
Parameter
𝑏
𝑐
𝑇
𝑘2 𝑟𝑒𝑓
𝑇
𝑘3 𝑟𝑒𝑓
𝑇
𝑘5 𝑟𝑒𝑓
𝑇
𝑘6 𝑟𝑒𝑓
𝑇
𝑘7 𝑟𝑒𝑓
𝑇
𝑘8 𝑟𝑒𝑓

𝑇

𝑇

𝑇

𝑇

𝑇

𝑇

𝑏

𝑐

1.000
1.000
0.000

1.000
0.000

1.000

0.000

0.000

0.140

1.000

0.000

0.000

-0.407

-0.145

1.000

-1.000

-1.000

0.000

0.000

0.000

1.000

0.000

0.000

-0.099

-0.054

-0.110

0.000 1.000

-1.000

-1.000

0.000

0.000

0.000

1.000 0.000 1.000

𝑘2 𝑟𝑒𝑓

𝑘3 𝑟𝑒𝑓

𝑘5 𝑟𝑒𝑓

𝑘6 𝑟𝑒𝑓

𝑘7 𝑟𝑒𝑓

𝑘8 𝑟𝑒𝑓

Catalytic reforming network

The task of this section is to select one catalytic reforming model among the 4 candidate models listed in

Table 6.4, 𝐌Ø−Ø−I−Ø − 𝐌Ø−Ø−IV−Ø. We are only concerned with the catalytic reforming reactions
occurring over a reduced Ni oxygen carrier, so Ø denotes that the corresponding reduction reactions are
absent. The kinetic parameters for 𝐌Ø−Ø−I−Ø , 𝐌Ø−Ø−III−Ø, and 𝐌Ø−Ø−IV−Ø were fitted to the reforming
data of Ortiz et al. [118]. The results of the kinetic parameter estimation are shown in Figure 6.7 and the
kinetic parameters used to fit the data are provided in Table S.3 of the Supplementary Information of
[333]. Ortiz et al. [118] used the kinetic model represented here as 𝐌Ø−Ø−II−Ø to predict their
experiments, which we replicated in this work using their reported parameters. The close agreement of the
model predictions with the experimental data (Figure 6.7) reveals that the catalytic kinetic models
𝐌Ø−Ø−I−Ø − 𝐌Ø−Ø−IV−Ø are all adequate to represent this set of data. The design space for the SLI
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analysis (Table 6.8) was chosen in accordance with Ortiz et al. [118] and others [219–221], who
performed a series of catalytic experiments in fixed bed reactors at different temperatures, space times,
and fuel to catalyst ratios. An additional set of experimental conditions was included to study the
methanation reaction (R9) of

Table 6.4, which is relevant for models 𝐌Ø−Ø−I−Ø and 𝐌Ø−Ø−III−Ø , and was not studied in the work of
Ortiz et al. [118]. It was assumed that the outlet gases are measured every 30 sec with a variance of 0.01.
SLI analysis showed that in principle it is possible to identify each catalytic reaction, but the experimental
effort required to achieve structural identifiability is dependent on the parameterization of the model and
number of states and unknown parameters. Table 6.8 presents the results of the SLI analysis in the form
of the minimum number of experiments required to precisely estimate all the kinetic parameters of each
model. As the reaction scheme increases in complexity (i.e., 𝐌Ø−Ø−IV−Ø → 𝐌Ø−Ø−I−Ø), more
experiments are necessary to achieve SLI of the kinetic parameters. The simplest model structure,
𝐌Ø−Ø−IV−Ø, requires the least experimental effort (4 experiments in total), whereas 𝐌Ø−Ø−I−Ø requires at
least 12 experiments. We note that that the minimum number of experiments required for SLI is smaller
than that performed by Ortiz et al. [118], because of the wider design space used in the SLI test and the
fact that Ortiz et al. [118] performed experiments at evenly spaced intervals within their experimental
design space, which is not necessarily optimal. Additional information supporting the results presented in
Table 6.8 is provided in Tables S.4-S.6 of the Supplementary Information of [333], showing the
calculated optimal design variables, correlation analysis, and the statistical significance of each catalytic
model.
Subsequently, the candidate model structures, 𝐌Ø−Ø−I−Ø − 𝐌Ø−Ø−IV−Ø , were assessed by the F-test and
the Corrected Akaike Information Criterion (AICc), following the procedure of Zhou et al. [132]. The
quality of fit of the simplest model, 𝐌Ø−Ø−IV−Ø, was compared with the more complicated models,
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𝐌Ø−Ø−I−Ø − 𝐌Ø−Ø−III−Ø , to explore if there was a statistical advantage in increasing the model size. The
results of these analyses are shown in Table S.7 of the Supplementary Information of [333]. To
summarize, the F-test and the AICc test found that 𝐌Ø−Ø−IV−Ø was the most statistically significant
model, as equally good fits were obtained with fewer number of reactions and estimated parameters.
Thus, 𝐌Ø−Ø−IV−Ø was selected as the most suitable catalytic reforming scheme for the CLC kinetic
model. This is in agreement with Rostrup-Nielsen and co-workers [334–337], who found accurate
representation of their reformers utilizing this reaction scheme. For the remainder of this work, the NiOCH4 reduction kinetics is modeled with the simplest catalytic reaction scheme (𝐌Ø−Ø−IV−Ø) with Eq.(6.1).
The problem size is subsequently reduced from 80 to 20 candidate kinetic models.

Figure 6.7: Experimental data and model predictions of the steady-state CH4 and CO2 conversion profiles
for the set of (top row) steam methane reforming and (bottom row) reverse water gas shift experiments
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conducted with the Ni/γ-Al2O3 (full symbols) and Ni/α-Al2O3 (empty symbols) oxygen carriers by Ortiz et
al. [118] The model predictions with 𝐌Ø−Ø−I−Ø are represented by solid lines, 𝐌Ø−Ø−II−Ø by dashed
lines, 𝐌Ø−Ø−III−Ø by dotted lines, and 𝐌Ø−Ø−IV−Ø by dash-dot lines.

Table 6.8: Range of design variables for the steam methane reforming, reverse water gas shift, and
methanation experiments and results of the SLI test in terms of the minimum 𝑁𝑒𝑥𝑝 . The results for the

Min. 𝑵𝒆𝒙𝒑
for SLI

Design
variables, 𝝓𝒊

Ni/α-Al2O3 oxygen carrier are differentiated from Ni/γ-Al2O3 (in parentheses).

Gas fraction
Solid loading
Temperature
Molar ratio
Space time
𝜏
𝐌Ø−Ø−I−Ø
𝐌Ø−Ø−II−Ø
𝐌Ø−Ø−III−Ø
𝐌Ø−Ø−IV−Ø

Steam reforming
8vol.% CH4
0.2 g
400-900°C
H2O/CH4/H2=2-8:1:1
0.2-0.4 g-h/mol CH4
30 min
4 (4)
4 (3)
3 (4)
2 (2)

Reverse WGS
10vol.% CO2
0.2 g
400-900°C
H2/CO2=0.5-5
0.15-0.4 g-h/mol CO2
30 min
4 (4)
4 (3)
3 (4)
2 (2)

Methanation
10vol.% CO
0.2 g
400-900°C
H2/CO=1-5
0.15-0.4 g-h/mol CO
30 min
4 (4)
0 (0)
0 (4)
0 (0)

NiO reduction kinetics

At this stage of the framework of Figure 6.5, we need to determine if the NiO reduction kinetics is
structurally identifiable, with respect to the non-catalytic reaction pathway and solid-state reaction
mechanism. The kinetic parameters of the 20 candidate models were estimated to a low-temperature CL
reduction experiment, performed in the experimental setup of Zhou et al. [119] Shown in Figure 6.8, a
low reaction temperature was used to slow down the reactions and better discern the products from the
various reactions. As shown in Figure 6.8, there exists a wealth of models capable of fitting the data
accurately. The models that use the V and SC mechanisms exhibit a high lack of fit and were thus rejected
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from further analysis. The following 12 models: 𝐌III−V−IV−I , 𝐌III−III−IV−I , 𝐌I−I−IV−I , 𝐌II−I−IV−I ,
𝐌II−III−IV−I , 𝐌I−V−IV−I , 𝐌IV−III−IV−I , 𝐌IV−V−IV−I , 𝐌III−I−IV−I , 𝐌IV−I−IV−I , 𝐌I−III−IV−I , and 𝐌II−V−IV−I ,
were retained.

Figure 6.8: Experimental data and model predictions of a non-optimal, low temperature (500°C)
experiment for preliminary inspection of the rival kinetic models, using the reactor design of Zhou et al.
[119]. The Avrami-Erofe’ev exponent is assigned to 1.5.
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For the 12 candidate reduction models, we maximized the identifiability of the dependent NiO reduction
kinetics by solving Eq.(6.9), over the experimental design space of Zhou et al. [119], listed in Table 6.6.
The results are presented in Tables S.9-S.10 of the Supplementary Information of [333], in terms of the
optimized design vectors and correlation matrices. The results indicate that the estimability of the NiO
reduction kinetics is maximized at high CH4 feeds, low temperatures, and low solid loadings. In other
words, the D-optimal design of the SLI analysis wants to bring the system to a state where CH 4 slip at the
start of the batch experiment is more prominent and separable from the other reactions. Furthermore,
operating at a low CH4 conversion increases the selectivity to H2 and CO, which improves the
identifiability of the kinetic parameters of the partial NiO reduction and reforming reactions. In summary,
we concluded that all of the NiO reduction kinetic model structures are satisfactory in terms of their local
parameter identifiability.
It is also necessary to confirm structural identifiability of the model structure over a range of parameter
values. Global identifiability of the candidate models was evaluated by solving Eq.(6.11) at the design
determined from the SLI test. This analysis was performed with bounds on the parameter values 𝜃𝑖 , 𝜃𝑖∗ ∈
𝜃̂𝑖 × [0.1 ,10 ]. The optimization parameters were defined as arbitrarily small numbers: 𝜀Ф𝑆𝐺𝐼 =
1 × 10−10 and 𝜀𝑦 = 5 × 10−3 , respectively. The results from the SGI analysis (Table S.11 of the
Supplementary Information of of [333]) revealed that only 5 model structures were structurally globally
identifiable with respect to their parameters: 𝐌II−I−IV−I , 𝐌III−I−IV−I , 𝐌II−III−IV−I , 𝐌III−III−IV−I and
𝐌II−V−IV−I .
The final step of the framework of Figure 6.5 is to evaluate whether different model structures are
distinguishable from each other in the same input and output space. First, we analyzed the
distinguishability between model structures with different NiO and CH4 reaction pathways but the same
mechanistic model, being 𝐌II−I−IV−I − 𝐌III−I−IV−I and 𝐌II−III−IV−I − 𝐌III−III−IV−I. The results of this
analysis (Table S.12 of the Supplementary Information of [333]) revealed that it is feasible to distinguish
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𝐌II−III−IV−I from 𝐌III−III−IV−I, but infeasible to distinguish 𝐌II−I−IV−I from 𝐌III−I−IV−I. The model
structure of 𝐌II−I−IV−I was retained, because this model structure was shown previously to have higher
SGI attributes (i.e., smaller Ф𝑆𝐺𝐼 ) than 𝐌III−I−IV−I. The procedure was then repeated for the remaining
combinations of kinetic models. Model distinguishability was confirmed for all the remaining models
(Table S.12 of the Supplementary Information of [333]).
In summary, 4 out of 160 candidate CLC models successfully passed through all stages of the preliminary
analysis of parameter identifiability and model distinguishability. These 4 kinetic models demonstrate
sufficient structural (local and global) identifiability and model distinguishability. In the next section, we
show how experiments can be optimally designed in order to ensure the selection of the most accurate
model and estimate kinetics with statistical precision. We conclude to an overall best kinetic model and
demonstrate the applicability of this “true” model to predict CLC reduction data.

6.6.2. Optimal design of experiments

Figure 6.9 presents the framework applied in this work to identify and statistically validate a “true”
kinetic model for the NiO-CH4 system. As shown in Figure 6.9, optimal experiments are designed and
executed to discriminate between the candidate model structures. The most accurate model structure to
represent the data is selected as the “true” model. If none of the candidate models is adequate, then the
model structure should be changed or another model should be proposed. Next, optimal experiments are
designed to enhance the statistical significance of the kinetic parameters of the winner model. It is also
important to check that the winner model with optimized kinetic parameters is the most adequate model.
This is performed in a second model discrimination experiment, in which there exists one “true” model
candidate and three alternatives. If the winner model is still the most adequate model, then we conclude to
a final model structure with precise kinetic parameters. Otherwise, we need to reiterate between the
exterior loops of Figure 6.9.
In the following, we present the numerical and experimental results of the sequence of steps outlined in
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Figure

6.9.

At

the

start

of

the

framework,

there

are

4 candidate

models, 𝐌II−I−IV−I ,

𝐌II−III−IV−I , 𝐌II−V−IV−I , and 𝐌III−III−IV−I , to represent the reduction kinetics of NiO by CH4. The
𝑇

reference rate constants for all the reactions, 𝑘𝑖 𝑟𝑒𝑓 of Eq.(6.18), were previously estimated from the
nominal reduction experiment presented in Figure 6.8. The activation energies for R2-R4 of Table 6.1
were fixed to the reported values of Zhou et al. [119] and for R5 to the reported value of Dueso et al.
𝑇

[114]. For the catalytic reactions, 𝑘𝑖 𝑟𝑒𝑓 was estimated in Section 6.6.1, keeping 𝐸𝑎𝑖 fixed to the reported
values of Zhou et al. [119] The results of the optimal experimental designs for model discrimination and
parameter estimation are discussed. The posterior statistics of the parameter estimates are presented for
each step of the framework. The fidelity of the final model to be used for interpolation and extrapolation
is demonstrated.
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Figure 6.9: Framework for model-based design of experiments for model discrimination and parameter
estimation, adapted from the work of Macchietto and co-workers [232,240,241].

Design of experiments for model discrimination

The first T-optimal design of Figure 6.9 was calculated under the worse-case criterion of Eq.(6.15), in
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which all models deemed identifiable in Section 6.6.1 were assumed equally likely to be the true model.
Eq.(6.15) was solved over the 4 candidate models with bounds on the parameter values 𝛉(1) , … , 𝛉(4) ∈ 𝚯
as [0.1, 10] times their estimated values from Section 6.6.1 and bounds on 𝛟 as detailed in Table 6.6. The
solution for the T-optimal design is shown in the caption of Figure 6.10.
Figure 6.10 presents the experimental data and model predictions of the proposed T-optimal design using
Eq.(6.15). Compared to conventional CLC reduction experiments (such as Figure 6.1(b)), the T-optimal
design of Figure 6.10 led to a higher slip of converted CH4, due to the higher CH4 composition in the
fuel, and lower CO2 selectivity, due to the lower reaction temperatures. As evidenced by the initial CH4
slip of Figure 6.10, this design separates the CH4-NiO reduction reactions from the reduction reactions
with H2 and CO and the catalytic reactions, which is critical in discerning a statistically significant
reaction mechanism. Furthermore, the dynamic profiles of CO and H2 provide insight into the NiO-CH4
𝑇

reaction pathway and the conversion behavior of the oxygen carrier. For each candidate model, 𝑘𝑖 𝑟𝑒𝑓 of
the NiO reduction reactions was estimated to the data of Figure 6.10 and the results were analyzed by
statistical tests. From visual inspection of Figure 6.10, the best model structure is clearly 𝐌II−I−IV−I . The
predictions of 𝐌II−III−IV−I are also close to the experimental data, but fail to match the rise in H 2 towards
the end of the experiment. This indicates that the NiO conversion rate is under-predicted, because H2
breakthrough usually occurs from the methane decomposition reaction, favorable when the NiO
conversion is high. The worst fitting model is 𝐌III−III−IV−I , with which the CO and CO2 selectivities are
severely mismatched.
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Figure 6.10: Experimental and model predictions for the first T-optimal design for model discrimination,
mol

using the parameters given in Table 6.9. 𝛟𝛟(3) = [0.20 mol CH4 , 2.2g, 615°C, 40sec ]
Table 6.9: Parameter estimates for the first T-design for model discrimination, 𝛟𝛟(3) =
mol

[0.20 mol CH4 , 2.2g, 615°C, 40sec ].
χ2-value
(95% χ2)
8.03
(68.87)

Model

Set of 𝛉

Estimates of 𝛉

Confidence
interval (95%)

95% t-value

𝐌𝐈𝐈−𝐈−𝐈𝐕−𝐈

 k Tref
 2Tref
 k3
 k Tref
 4n









1.34  10 5
5.64  10 6

7
1.17  10
 0.83







 2.57  106
 7.20  107

7
 1.30  10
 0.099







5.20 
7.80 
0.089* 
8.33 

𝐌𝐈𝐈−𝐕−𝐈𝐕−𝐈

 k Tref
 2Tref
 k3
 k Tref
 4







3.02  104
 2.77  106

6
 4.85  10






 2.1 103
 4.14  107

6
 4.54  10






0.14 
6.70 
1.07*

𝐌𝐈𝐈−𝐈𝐈𝐈−𝐈𝐕−𝐈

 k Tref
 2Tref
 k3
 k Tref
 4







5.92  105
3.82  106

6
5.23  10






 9.37  105
 4.38  107

6
 1.49  10






 0.63*
8.71
3.50





72.78
(74.47)

𝐌𝐈𝐈𝐈−𝐈𝐈𝐈−𝐈𝐕−𝐈

 k Tref
 2Tref
 k3
 k Tref
 5







 6.12  104
3.08  104

4
 2.64  10






 4.60  103
 4.80  103

4
 2.21 10






 0.43*
 0.064
1.19*





391.97
(74.47)

81.47
(74.47)

*Indicates t-values are lower than the reference t-value (95%) from the Student’s t distribution, 1.665.

The χ2 goodness of fit test was used to evaluate the adequacy of each model to represent the data. An
acceptable model fit is achieved when the obtained sum of residuals is below the χ 2 value at the 5%
significance level for the corresponding degrees of freedom, calculated from the number of experimental
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points minus the number of estimable parameters. From this statistical analysis (Table 6.9),
𝐌II−I−IV−I provides the best fit, while 𝐌III−III−IV−I and 𝐌II−V−IV−I fail the χ2 test. The t-test was also
used to check the statistical significance of the estimated kinetic parameters. As shown in Table 6.9,
𝐌II−I−IV−I , 𝐌II−V−IV−I , and 𝐌II−III−IV−I provide reliable estimates of 2 out of 3 NiO reduction kinetic
parameters with t-values larger than the reference values, while the worst fitting model, 𝐌III−III−IV−I , can
only reliably estimate 1 kinetic parameter. We note that this T-optimal design was intended to solve the
problem of multiplicity of rival models, rather than for parameter estimation. In the next section,
experiments are designed exclusively for this purpose, to maximize the parameter precision of the winner
model: 𝐌II−I−IV−I . Once the parameters are estimated with statistical significance, a second T-optimal
design is executed, to confirm that 𝐌II−I−IV−I is indeed the best overall model.

Design of experiments for parameter estimation

The next series of experiments is focused on improving the reliability of the model predictions of
𝐌II−I−IV−I by reducing uncertainty in the values of the kinetic parameters for the NiO reduction reactions,
𝑇

𝐸𝑎𝑖 and 𝑘𝑖 𝑟𝑒𝑓 . For this purpose, three different design strategies were constructed. In the sequential
̂,
design strategy, the first D-optimal experiment was determined around the most current values of 𝛉
estimated from the T-optimal experiment. After executing this D-optimal experiment, the parameter
values were re-estimated and used in the design of a subsequent D-optimal experiment. In the parallel
design strategy, two D-optimal experiments were designed simultaneously, using the parameters
estimated from the T-optimal experiment. Lastly, a reference design was considered in which we only
varied the reaction temperature. This was based on the design strategies typically used to study the
reactivity of oxygen carriers for CLC [58,119,171]. The reference design was used as a benchmark to
qualitatively illustrate and quantitatively determine the benefits of D-optimal design of CLC bench-scale
experiments. This reference design represents “normal” experiments resulting from experimental
intuition. The success of each design strategy was assessed by analyzing the statistical significance of the
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𝛟

estimated kinetic parameters (𝛟𝛟𝛟𝛟𝛟 , 𝛟𝛟𝛟 ). The reliability of the model-based approach was then
demonstrated using the derived model parameters from each design for prediction of new and previous
CLC data.

Figure 6.11: Data and model predictions of the parallel D-design strategy (Exp. 1: 30 mol.% CH4, 1.67 g,
623˚C, 40 s; Exp. 2: 30 mol.% CH4, 0.84 g, 768 ˚C, 32 s ) with 𝐌II−I−IV−I .

Figure 6.12: Data and model predictions of the sequential D-design strategy (Exp. 1: 30 mol.% CH4, 0.85
g, 792˚C, 30 s; Exp. 2: 30 mol.% CH4, 1.56 g, 648˚C, 40 s) with 𝐌II−I−IV−I.

Figures 6.11-6.13 presents the proposed experimental designs. There are similarities between the
sequential and parallel D-optimal designs, wherein one experiment at high temperature and low solid
loading is paired with a second at low temperature and high solid loading. The D-optimal designs are at
the maximum fraction of CH4 feed, whereas the reference design uses a very dilute fuel. The latter fulfills
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the objective of CLC by maintaining a high CO2 selectivity during the reduction step, while the former is
optimized for kinetic parameter estimation. The duration of the experiments was limited to 30-40 sec,
depending on the oxygen carrier loading. This is a preemptive measure to prevent excessive solid carbon
formation, as to avoid possible plugging inside the reactor and detriment to the oxygen carrier. Figures
𝑇

6.11-6.13 show model predictions with 𝐌II−I−IV−I after fitting 𝑘𝑖 𝑟𝑒𝑓 and 𝐸𝑎𝑖 for the NiO reduction
reactions to the experimental data. While the model predictions of each design strategy are in good
agreement with the corresponding data, the D-optimal design experiments are more informative of the
NiO reduction reactions, as compared to the reference experiments. This is evident by the simultaneous
presence of partial and complete combustion products that evolve over the course of reduction. On the
other hand, the only information that can be extracted from the reference experiments is the high CO2

Figure 6.13: Data and model predictions of the reference experiment design (Exp. 1: 10 mol.% CH4, 1.80
g, 700 ˚C, 38 s; Exp. 2: 10 mol.% CH4, 1.80 g, 800 ˚C, 38 s) with 𝐌II−I−IV−I.

𝑇

The estimated values and posterior statistics of the NiO reduction kinetic parameters (𝑘𝑖 𝑟𝑒𝑓 , 𝐸𝑎𝑖 ) for each
design strategy are summarized in Tables 6.10-6.12. The kinetic parameters estimated from the reference
experiments were mostly unreliable (Table 6.12). In comparison, the D-optimal experiments by
sequential and parallel approaches provided precise estimates of the kinetic parameters with statistical
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certainty. The parameters for the reduction of NiO by H2 (R2) are estimated more reliably than for R3 or
R4 because the system is highly sensitive to R2, which was discussed in the Problem Statement section of
this work. Comparing the sequential and parallel approaches, the values of the estimated parameters show
only slight deviations, suggesting that both procedures were equally effective in estimating kinetic
parameters, given our experimental design space and model structure.

Table 6.10: Results of the parameter estimation with the parallel D-design strategy (Figure 6.11). The
reference t-value is 1.662.
Set of 𝛉
𝛟
𝛟𝛟𝛟𝛟𝛟
𝛟
𝛟𝛟𝛟𝛟𝛟
𝛟
𝛟𝛟𝛟𝛟𝛟

𝛟𝛟𝛟
𝛟𝛟𝛟
𝛟𝛟𝛟

Estimates of 𝛉
9.02 × 10−6

Confidence interval (95%)
±7.22 × 10−7

95% t-value
12.47

3.89 × 10−6
3.05 × 10−7

±2.53 × 10−7

15.31

±1.41 × 10

3

7.09 × 10
7.12 × 103
1.08 × 105

−7

2.16

3

3.10
4.47
2.03

±3.02 × 10
±1.60 × 103
±5.34 × 104

Table 6.11: Results of the parameter estimation with the sequential D-design strategy (Figure 6.12). The
reference t-value is 1.662.
Set of 𝛉
𝛟
𝛟𝛟𝛟𝛟𝛟
𝛟
𝛟𝛟𝛟𝛟𝛟
𝛟
𝛟𝛟𝛟𝛟𝛟

𝛟𝛟𝛟
𝛟𝛟𝛟
𝛟𝛟𝛟

Estimates of 𝛉
1.20 × 10−5

Confidence interval (95%)
±1.12 × 10−6

95% t-value
10.77

3.37 × 10−6

±4.41 × 10−7

9.02

−7

−7

1.70

4

1.46
1.99
1.82

2.55 × 10

±1.50 × 10

4

1.57 × 10
2.61 × 104
1.06 × 105

±1.11 × 10
±1.31 × 104
±5.84 × 104

Table 6.12: Results of the parameter estimation with the reference experiment (Figure 6.13). The
reference t-value is 1.662.
Set of 𝛉
𝛟
𝛟𝛟𝛟𝛟𝛟
𝛟
𝛟𝛟𝛟𝛟𝛟

Estimates of 𝛉
6.42 × 10−5
1.07 × 10

Confidence interval (95%)
±3.55 × 10

−5

−5

±1.01 × 10−5
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95% t-value
1.81
1.06

𝛟

1.00 × 10−6

𝛟𝛟𝛟𝛟𝛟
𝛟𝛟𝛟
𝛟𝛟𝛟
𝛟𝛟𝛟

±4.07 × 10−6

4

4

2.08 × 10
2.86 × 104
6.18 × 104

±7.64 × 10
±1.45 × 106
±5.28 × 104

2.46
0.27
0.20
1.17

* Indicates t-values are lower than the reference t-value (95%) from the Student’s t distribution 1.674.

6.6.3. Validation of true model structure

With precise and accurate kinetic parameters from the previous D-optimal design, another T-optimal
experiment was designed to confirm that 𝐌II−I−IV−I is indeed the best model structure. In this T-design
̂∗ derived from the
problem, 𝐌II−I−IV−I was selected a priori as the “true” model structure, using 𝛉
parallel D-design approach (Figure 6.11). Eq.(6.13) was solved over the set of candidate model structures
(𝐌II−III−IV−I , 𝐌III−III−IV−I , 𝐌II−V−IV−I , and the true model, 𝐌II−I−IV−I), using an augmented objective
function to account for discrete sampling times and any number of rival models, NM:
φT  arg max
min
( j)
( j)
φΦ
θ

Θ

  yˆ
Nsp N
M

,

i 1 j 1

*

θˆ , u(t ), t   yˆ θ
( j)

*

0

i

( j)



, u(t0 ), ti  , where 𝐲̂ ∗ denotes the vector of responses of
2

̂∗ , and 𝐲̂ (𝑗) is the vector of model responses for
the true model structure with accurate parameter values 𝛉
the possible model structures with adjustable parameter values 𝛉(𝑗) . The resulting T-optimal design is
shown in Figure 6.14 and Table 6.13.
𝑇

To evaluate the best possible fit of the candidate models, the values of 𝑘𝑖 𝑟𝑒𝑓 were tuned to the data of the
new T-optimal design. Figure 6.14 presents the results of the kinetic parameter estimation of the
candidate model structures. The estimated parameter values and their statistical significance are shown in
Table 6.13. From the analysis of the χ2 test (Table 6.13), and quality of fits (Figure 6.14), we confirmed
that 𝐌II−I−IV−I is indeed the best model. If a different model was found to be the true model, then under
the model-based framework, we would need to propose a new D-optimal design to estimate the
parameters of the new model, followed by another T-optimal design to validate the true model, until a
model is deemed as true. In this case, no further iteration was required, as we arrived at a final model
structure from the T-optimal design analysis. The results obtained from this systematic approach revise
our previous work, wherein we used a less accurate modified volumetric mechanistic model with an
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excessive number of reaction pathways for NiO to react with CH4.

Figure 6.14: Experimental and model predictions for the second T-optimal design as validation of the
mol

true model structure. 𝛟𝑇(1) = [0.30 mol CH4 , 0.80g, 610°C, 35sec ]

Table 6.13: Parameter estimates for the second T-optimal design to validate model selection, 𝛟𝛟(1) =
mol

[0.30 mol CH4 , 0.80g, 610°C, 35sec ].
χ2-value
(95% χ2)
12.45
(69.83)

Model

Set of 𝛉

Estimates of 𝛉

Confidence interval 95% t-value
(95%)

𝐌𝐈𝐈−𝐈−𝐈𝐕−𝐈

 k Tref
 2Tref
 k3
 k Tref
 4n









1.37  10 5
 7.68  10 6

7
 4.37  10
0
.65








 1.90 106
 1.26  106

6
 2.45  10
 0.069







 7.22
 6.08
 0.18*
9.46

𝐌𝐈𝐈−𝐕−𝐈𝐕−𝐈

 k Tref
 2Tref
 k3
 k Tref
 4







1.11 105
 6.38  106

3
3.20  10






 1.39  106
 8.68  107

3
 3.45  10






 7.97 
 7.35 
 0.93*

325.74
(70.99)

𝐌𝐈𝐈−𝐈𝐈𝐈−𝐈𝐕−𝐈  k Tref 
2

3.90  105
1.82  105

5
 7.10  10






 6.19  106
 3.16  106

4
 4.81 10






6.31

5.70

0.0015*

96.24
(70.99)

𝐌𝐈𝐈𝐈−𝐈𝐈𝐈−𝐈𝐕−𝐈  k Tref 
2

 4.17  105
 7.84  106

5
1.27  10






 4.51 106
 8.85  107

6
 8.81 10






9.25 
8.85 
1.44*

77.56
(70.99)

 Tref
 k3
 k Tref
 4

 Tref
 k3
 k Tref
 5
















* Indicates t-values are lower than the reference t-value (95%) from the Student’s t distribution 1.674.
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6.6.4. Application of the final model

As a final step in the optimal experimental design framework, the final model, 𝐌II−I−IV−I, using the
optimally derived kinetics from the D-optimal experiments was used for predictive analyses of other types
of CLC experimental data. It is important to note that no fitting of the kinetic parameters was performed
in this step, as the aim was to check the applicability of the final model. As a basis for comparison, the
derived kinetics from the reference experiment design was also used. The data under evaluation are taken
from the experimental conditions of: (1) a nominal CLC experiment design at high temperature and (2)
the first T-optimal design of Figure 6.10. The first experiment illustrates a realistic operation of CLC
with CH4 fuel and a NiO-based oxygen carrier. The capability of the model with parameters estimated
from each design strategy to predict this experiment is depicted in Figure 6.15. Over this design, the
model predicts the data equally well with all sets of parameters. This result validates the application of the
D-optimal set of parameters to predict high temperature experiments, which were outside the range of the
conditions used for the D-optimal kinetic parameter estimation.

Figure 6.15: Model predictions of a normal CLC experiment using the final model 𝐌II−I−IV−I and the
kinetic parameters obtained from the parallel D-design strategy (left), sequential D-design strategy
mol

(middle), and reference design strategy (right). 𝛟 = [0.10 mol CH4 , 2.2g, 850°C, 50𝛟𝛟𝛟]
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In the second test, the kinetic parameters were used to predict the data of Figure 6.10. As shown in
Figure 6.16, an acceptable agreement between model predictions and experimental data can only be
achieved using the optimally-derived kinetics. The inadequacies of the model occurring at 𝑡 > 30 sec are
most likely not attributed to errors in the NiO reduction kinetics, rather to the catalytic reactions, which
were determined from the nominal low-temperature experiment performed in Section 6.6.1. In both cases
the CH4 fraction was under-predicted, suggesting that the catalytic methane decomposition reaction could
be ill-defined, which will be investigated in the future. These two case studies demonstrate that without a
set of precise parameters, the predictive or extrapolation ability of a model is severely limited to the
design space in which its parameters were estimated. This weakens the capacity of a model to be used for
any other purpose, especially for process scale-up or design studies. However if the parameters are
sufficiently precise and accurate, the reliability of a model is greatly increased, which is key for
successful product and process design, control, and optimization applications.

Figure 6.16: Model predictions of the first T-design experiment using the final model 𝐌II−I−IV−1 and the
kinetic parameters obtained from the parallel D-design strategy (left), sequential D-design strategy
mol

(middle), and reference design strategy (right). 𝛟𝛟(3) = [0.20 mol CH4 , 2.2g, 615°C, 40sec ].
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6.7. Conclusions

The reduction of NiO by CH4 is uncertain in regards to the most suitable reaction mechanism, reaction
pathway, and contribution of the reactions catalyzed by Ni. In this series, a model-based framework for
design of experiments was applied to identify and statistically validate a high fidelity kinetic model that is
suitable for process engineering. In this work, we evaluated 160 possible kinetic models for the NiO-CH4
system and found 4 model structures that were structurally identifiable with respect to its kinetics and
distinguishable with respect to its model structure. In this paper, we optimized the design of CLC
reduction experiments to facilitate model discrimination and parameter estimation. The differences
between model structures were maximized in order to enable a clear discrimination of the most accurate
model. The NiO reduction kinetic parameters were estimated from optimal experiments designed to
minimize parameter uncertainty. The final model was shown to have predictive and extrapolation
abilities, outside of the original experiment design space. Through this model-based methodology, we
arrived at a high-fidelity kinetic model with precise parameters and at minimal experimental effort. The
uncertainty of the NiO-CH4 reduction kinetics is exemplary of the effectiveness of the presented
framework applied to a relatively large problem with complex dynamic interactions.
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Chapter 7 DYNAMIC OPTIMIZATION OF F IXED B ED CHEMICAL-LOOPING COMBUSTION
P ROCESSES
The feasibility of incorporating chemical-looping combustion (CLC) into a combined cycle power plant is
explored. We propose a model-based framework to optimally design the cycle strategy for a CLC system,
composed of multiple fixed bed reactors. The CLC reactor system is optimally integrated with the
downstream gas turbine of a combined cycle power plant, by solving a dynamic program to optimize the
temperature profile of the heat removal step out of each reactor, with constraints on the system
performance during reduction and oxidation. We demonstrate the feasibility of fixed bed CLC systems to
achieve different exhaust temperatures, using synthetic Cu- and Ni-based oxygen carriers. The optimal
operating strategy is scaled-up to a system of fixed bed reactors operating in parallel. We show that
through process optimization, the batch-operation of fixed bed CLC reactors is void of significant exhaust
gas temperature fluctuations and can reach high thermal efficiencies with in-situ CO2 capture.

7.1. Introduction
The main application of chemical-looping combustion (CLC) will be in the power generation sector.
Among the most energy efficient power cycles is the combined cycle power plant (CCPP), which is an
arrangement of a gas turbine with a steam cycle. Combined cycles offer the advantage of high
efficiencies, reduction in pollutant emissions, low capital and maintenance costs, and compatibility with
natural gas and coal feedstocks [338–341]. In the natural gas fired combined cycle (NGCC), clean natural
gas is combusted with air at high temperature and pressure in a gas turbine, producing electricity. Waste
heat from the exhaust is then recovered through generation of high pressure steam, which powers steam
turbines to produce more electricity. The exhaust gas contains CO2 and steam, diluted in N2 from the
combustion air. To separate the CO2 from the N2, solvent-based absorption methods are usually preferred
and afterward, the CO2 is cooled and compressed to supercritical conditions [341,342]. Coal fired
processes use the integrated gasification combined cycle (IGCC), wherein a synthesis gas mixture is
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produced through gasification of the coal at high pressure with oxygen. After cleaning, the syngas is
burned in the gas turbine and the exhaust gases are sent to the steam cycle. CO2 removal from IGCC
systems entails the addition of a shift converter unit (to convert the syngas into CO2 and H2) and/or a CO2
separation and compression unit. The net power efficiency of conventional combined cycles without CO2
capture is approximately 58%[338] using natural gas and 40-42% using coal [340,341]. Carbon capture
by means of chemical absorption from the flue gases of the NGCC reduces the net plant efficiency and
power output of the NGCC systems by about 10% [343]. The efficiency of IGCC with pre-combustion
decarbonisation by physical absorption decreases the efficiency of the plant to 35%.[149] To reduce the
energy expenditure of the CO2 capture step, CLC can be used in these combined cycle plants [23].
One of the challenges in the commercialization of CLC technology is the integration of the CLC reactor
with an existing power plant, from the process design perspective. The CLC unit can be integrated with a
combined cycle by replacing the combustor of the gas turbine. In conventional syngas-fed and natural
gas-fed gas turbines, the gas turbine pressure ratio is in the range of 10-20 with turbine inlet temperatures
of 1100-1300°C [343–345]. The thermal efficiency of the gas turbine increases with the inlet temperature
and pressure [346], which also benefits the steam cycle because the gas exiting the gas turbine is at higher
temperatures. Therefore, CLC needs to be operated at elevated pressures, if integrated in a combined
cycle power plant. From the efficiency perspective, the pressure drop across the CLC reactor should be
low (ΔP/P<8%) [111], in order to conserve the energy spent in gas compression. In summary, highpressure operation with low pressure drop is a requirement for high efficiency CLC integrated with a
combined cycle.
The high-pressure requirement imposes constraints in the design and cycling sequence of CLC reactors.
The most widely recognized design for CLC consists of interconnected fluidized bed reactors [23,81]. In
this configuration, the solid oxygen carrier is physically transported between the so-called air and fuel
reactors. This concept was successfully demonstrated in different prototypes with various oxygen carriers
at atmospheric pressure [74,100,104,105,196,347–350]. The high-pressure fluidized bed concept is still
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under development [351–353], due to the technical difficulties in gas/solid separations and the inherent
challenges in achieving stable circulation of solids. Additionally, a high temperature and high pressure
solids filtering system is required to remove the fines that result from the unavoidable particle attrition in
fluidized bed systems [354]. The presence of particles in the outlet stream can negatively impact the
performance of the gas turbine, as well as damage the thermal-barrier coatings on the surfaces of the gas
turbine [355]. Alternatively, the fixed bed reactor configuration appears as a more practical option to
accomplish high-pressure CLC. This concept was studied in several works for power generation and
hydrogen production [96,108,354,356–360]. In the fixed bed design, the gas/solid separation problem is
inherently avoided and no fines are sent to the gas turbine. The control and operation of fixed bed reactors
under high-pressure operation is more straightforward than in the fluidized bed design. Due to its
simplicity, the fixed bed design concept might serve well as an intermediate-scale technology deployment
option for CLC.
In principle, the fixed bed CLC system is a batch process (Figure 7.1), that dynamically switches
between consecutive reduction, oxidation, and heat removal phases. During the reduction phase, a
hydrocarbon fuel is oxidized into CO2 and steam, by reduction of the oxygen carrier. The reactor is
briefly purged with an inert gas and the gas flow is switched to air to commence the oxidation step.
Regeneration of the oxygen carrier is exothermic and produces a hot gas stream, which can be converted
to electricity in a combined cycle power plant. Typically, oxidation and heat removal occur in succession
without change of input parameters. In this cyclic process, the conversion and temperature profiles of the
previous cycle influence the performance of the next. This, in addition to the effect of temperature on the
oxygen carrier reactivity, impacts the switching scheme of the CLC process.
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Figure 7.1: Schematic of a cycle strategy for a fixed bed CLC reactor.

The aim of this work is to showcase a model a model-based approach to optimally design and control
such a batch process for power generation applications. We explore high-pressure fixed bed CLC reactors
as a case study for this approach, where the process is heavily constrained in terms of performance and
heat management. First, we discuss the formulation of a dynamic optimization problem for this batch heat
generation process. The conditions of the CLC reactor that allow for seamless integration with a
combined cycle are expressed as process constraints within the optimization problem. Optimal cycle
strategies for fixed bed CLC with methane and syngas are presented and compared against a baseline
design. We assess the feasibility of batch CLC processes utilizing synthetic Cu and Ni oxygen carriers,
due to the availability of their kinetic data at high-pressure and their intrinsic differences in melting
points, both of which impact the CLC performance and the efficiency of the power plant. The CLC
process is evaluated on the basis of its compatibility with the combined cycle power plant, at different
temperature set-points to feed the downstream gas turbine. Finally, the operation of a system of a series of
fixed bed reactors working in parallel is calculated for a full-scale power plant.
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7.2. Problem formulation
7.2.1. Process description

The CLC cycle in a batch fixed bed reactor consists of reduction, oxidation, and heat removal steps. To
control this transient switching, a practical approach is to use the temperature and gas selectivity
measurements of the exhaust stream to decide when to alternate the gas flow [108], as shown in Figure
7.1. Figure 7.1 is not a real and complete controls diagram, but an illustration of a conceptual design
strategy. In this strategy, the reduction cycle is stopped when: (a) fuel slip is detected or (b) the CO2
capture efficiency is too low. Then the reactor switches to purging mode. After a brief purge, the
oxidation cycle is initiated by feeding air into the reactor. When the front of the heat generated by the
exothermic oxidation reaction reaches the reactor exit, the temperature of the exhaust stream rises and the
exhaust gas is sent to the gas turbine. This is the heat removal stage and proceeds until the exhaust
temperature reaches a temperature that is too low for the gas turbine. Some of the heat generated in the
oxidation step is left in the bed and produces a moderate-temperature gas that can be used for heat
recovery within the plant. After this, the reactor is purged and the cycle returns to the reduction step.
Temperature fluctuations occur in the reactor exhaust stream during the transient heat removal stage,
which can negatively impact the operation of a downstream gas turbine. In particular, changes in turbine
temperature can lead to thermal/mechanical cycling stress and differential expansion between stationary
and rotating parts [358,361]. Both phenomena cause fatigue damage and reduce the lifetime of the turbine
if they are not properly handled. Therefore, adequate heat management of the CLC reactor is needed for
the gas turbine to operate efficiently and safely. In addition, it is best to maximize the solid conversion in
the reduction and oxidation cycles to fully utilize the oxygen carrier, while maintaining high CO 2 capture
efficiency. Due to these strict requirements and constraints, the design and operation of the batch CLC
reactor is complex and requires a formal methodology that ensures system safety and reliability. In the
following section, we propose a generic model-based formulation for the design and tuning of the
switching strategy, with the objective of seamlessly integrating CLC into a combined cycle power plant.
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7.2.2. Optimization problem formulation

The unit operations for the batch reactor are formulated as an optimal control problem, with the objective
of maximizing the energy extracted from the CLC reactor to produce a gas steam suitable for power
generation in the gas turbine. The control variables considered in this study are the flow rate and
temperature of the feed air, time interval for the reduction, oxidation, and heat removal steps, and loading
of the metal oxide in the oxygen carrier, listed in Table 7.1. Overall, this is a first-level exploratory work
focused on the optimality of operation from the safety and turbine stability perspective. For a given
reactor size and specific turbine inlet temperature, TIT, we explore the feasibility of operating a fixed bed
CLC upstream a gas turbine, by manipulating all the controls available in Table 7.1. The composition of
the feed gas is fixed to fuel during reduction (100% CH4 or a syngas mixture), N2 during purge and air
during oxidation and heat removal. The control profile for the feed gas is modeled with piecewise
constant functions, represented as 𝐮(τ𝑖 ) = 𝐮𝑖 , where 𝐮 is the vector of temperature, flow, and
composition of the gas stream and 𝑖 is the index for the CLC step, i.e., reduction, purge, oxidation, and
heat removal. The duration for reduction, oxidation, and heat removal is τ𝑖 and is considered as a control
variable. The metal oxide content in the oxygen carrier, 𝜔, is a time-invariant control variable, which can
be tuned to achieve different exhaust temperatures during heat removal. The set of control variables is
summarized in the design vector, 𝛟, shown in Eq.(7.1), which is constrained by upper and lower limits
permitted in the design space, 𝚽:
φ  [ui , i , ] .

(7.1)

Table 7.1: Design variables in the dynamic operation of fixed bed CLC.
Design variables
Air feed rate
Air temperature
Reduction time interval
Oxidation time interval
Heat removal time interval
Metal oxide content in oxygen carrier
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Notation
𝐮𝑖
𝜏𝑖
𝜔

The objective function to be maximized is the time-integral of the temperature of the exhaust gas stream
produced during heat removal, 𝑇𝐻𝑅,𝑜𝑢𝑡 (𝑡). This can be interpreted as maximizing the time interval in
which a high-temperature gas is generated for electricity production in the gas turbine. A normalization
1

factor is used in the objective, 𝛼 = 273.15. The temperature of the exhaust gas during the heat removal
phase should be at or very close to a desired reference value of the turbine inlet temperature, TIT. To
ensure that the TIT fluctuations are not significant, we impose an inequality path constraint on 𝑇𝐻𝑅,𝑜𝑢𝑡 (𝑡)
to not exceed ±50°C of the TIT set-point. In this work, we consider two TIT set-points for the
optimization study. While the state-of-the-art heavy-duty gas turbines can handle TIT values up to 1400°C
[344,362,363], the CLC reactor can realistically operate at 800-1200°C, to prevent thermal damage of the
oxygen carrier [34,364–366]. The temperature of the reactor always needs to be maintained below the
melting or sintering points of the oxygen carrier, 𝑇 𝑚𝑎𝑥 . An inequality constraint is, thus, incorporated,
where the temperature inside the reactor at any time and point must be less than 50°C below the melting
point of the oxygen carrier, 𝑇(𝑡, 𝑧) ≤ 𝑇 𝑚𝑎𝑥 − 50°𝐶. The CLC reactor during reduction also needs to
achieve an acceptable level of performance in terms of emissions control. We impose inequality
constraints during the reduction cycle to ensure that the process always behaves within commonly
acceptable standards of fuel conversion (𝑋𝑓𝑢𝑒𝑙 (𝑡) ≥ 98%) and CO2 selectivity (𝑆𝐶𝑂2 (𝑡) ≥ 90%)
[149,341,367]. The pressure drop across the reactor must be below 8% of the inlet pressure [110], to
𝛥𝑃(𝑡)

avoid excess pressure losses (𝑃(𝑡,𝑧=0) ≤ 8%). These process constraints reflect the basic requirements of
the CLC reactor according to the literature. The complete formulation for the discussed optimization
problem is thus:
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tf

max   THR ,out (t )dt
φΦ

t0

subject to :
f  x(t ), x(t ), u(t ), θ, t   0,
x min  x(t )  x max ,
u imin  u i  u imax ,
 imin   i   imax ,
 min     max
THR ,out  t   h x  t  ,
TIT  50C  THR ,out  TIT  50C ,
T (ti , z)  50C  T max ,
SCO2 (t )  90%,
X fuel (t )  98%,
P(t ) / P(t , z  0)  8%,





i  1,
i  1,

, Nu
, Nu

t[t0 , t f ],
t[t0 , t f ],
t[t0 , t f ], z[0, L],
t[t0 , t f ],
t[t0 , t f ],
t[t0 , t f ],

(7.2)

where 𝑋𝑓𝑢𝑒𝑙 (𝑡) and 𝑆𝐶𝑂2 (𝑡) are the time-integrated fuel conversion and CO2 selectivity, respectively as:
t

SCO2 (t )   F(t , z  L , CO2 )dt
t0

t

t

 ( F(t , z  0, i)  F(t , z  0, CO ))dt ,
2

X fuel (t )  1   F(t , z  L , i )dt
t0

i  CH 4 or CO

(7.3)

t0

t

 F(t , z  0, i)dt ,

i  CH 4 , H 2 ,or CO

(7.4)

t0

As shown in Eq.(7.2), the batch reactor is represented by a system of differential and algebraic equations,
𝐟, where 𝐱(𝑡) is the vector of state variables (i.e., mass, temperature, and pressure), and 𝛉 is the system
parameters, including the kinetic constants, describing the reactivity of the oxygen carriers. The
temperature measurement T𝛟𝛟,𝛟𝛟𝛟 (𝛟) is a function 𝐡 of the state variables, 𝐱(𝑡). The underlying
physics of the fixed bed CLC reactor is described by a heterogeneous reactor model presented previously
[128,193]. The model incorporates the conservation equations of mass, energy, and momentum through
the axial space of the fixed bed reactor. The dusty-gas diffusion model is used to capture the concentrated
gas flows and internal diffusion limitations through oxygen carrier particles. External mass and heat
transfer resistance is considered at the particle surface. In previous work, Zhou et al. [119,132,142]
proposed a set of reaction kinetics for Cu- and Ni-based oxygen carriers, capable of predicting
atmospheric fixed bed experiments reported in the open literature. We utilized optimal experimental
design methods to statistically verify the CLC kinetic models and in turn, maximize the fidelity of the
kinetic model to predict data outside of its design space [333,368]. We performed high-pressure fixed bed
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experiments with Cu- and Ni-based oxygen carriers and matched the data using an empirical pressure
correlation [65] and the optimized kinetic models derived at atmospheric pressure [369]. Thus, we can
conclude that the reactor and kinetic models used here are realistic and accurate enough for depiction of
the large-scale fixed bed systems analyzed here. The mathematical model was developed and solved
using the commercial software package gPROMS [170]. We employed the control vector
parameterization (CVP) with single-shooting algorithm to solve the dynamic optimization problem of
Eq.(7.2). The complete mathematical model including the mass, energy and momentum balances, as well
as the reaction kinetics and constants used in this work, are provided in Chapters 3-6.

7.3. Dynamic simulation of a nominal design
In this section, we describe the performance of a reactor with a nominal design, in order to establish a
basis of comparison with the optimal solution determined from Eq.(7.2). For simplicity, we utilize the
reactor design and operating conditions proposed by Spallina et al. [110] for CLC of syngas with an
ilmenite oxygen carrier. The goal of this section is not to optimize the reactor design, but to illustrate a
baseline performance with process conditions proposed in the literature for a large-scale fixed bed
process. It is possible that this reactor design is sub-optimal for CLC with CuO and NiO oxygen carriers,
but the focus here is on the optimality of operation and not the reactor design.

Table 7.2: Properties of the oxygen carriers simulated in this work.
Oxygen carrier
Active metal
Support
Weight fraction of metal oxide (wt.%)
Solid porosity
Particle size (mm)
Melting point of reduced metal (°C)

CuO
SiO2
20
0.40
5
1085
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NiO
α-Al2O3
20
0.40
5
1455

Tables 7.2-7.3 summarize the nominal design parameters and operating variables used to establish a
baseline performance of the fixed bed processes. The performance of the fixed bed reactor of Table 7.3,
with the feedback control strategy discussed in Section 7.2.1 is shown in Tables 7.2-7.3, presented in
terms of the bed temperature vs. bed height, and exhaust gas temperature and composition vs. cycle time.
The process decisions during the simulation sequence were to: (1) feed fuel (syngas or CH 4) until
𝑋𝑓𝑢𝑒𝑙 (𝑡) < 98% or 𝑆𝐶𝑂2 (𝑡) < 90%; (2) switch to inert gas and purge the system for 300s, (3) feed air to
oxidize the solids and produce a suitable gas for power generation, and (4) switch to purging mode when
the reactor exhaust reaches the temperature set-point (Tsp=800°C for syngas-fed and Tsp=900°C for
methane-fed processes). These steps are repeated for multiple redox cycles to achieve a cyclic steadystate, where the temperature and conversion profiles of one cycle are identical to the next. The results of
Figures 7.2-7.5 are presented for this cyclic steady-state condition, usually reached within 2-3 cycles. The
heat removal duration, feeding the gas turbine (HR-1), was selected over the time interval in which the
exhaust temperature was within 50°C of the turbine inlet temperature (TIT). For simplicity, we set the TIT
set-point to 1000°C for both oxygen carriers. In the later sections, we incorporate different TIT set-points
in the constraint of the optimization problem. As shown in Figures 7.2-7.5, the maximum temperature
reached in the fixed bed process is dependent on the oxygen carrier material and fuel type. In Figure 7.3,
the system overshoots the set-point and in Figure 7.2, Figure 7.4, and Figure 7.5, the system
undershoots. The results shown here are used to illustrate the performance of a fixed bed process under a
nominal design and operating conditions.
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Table 7.3: Design and operating conditions of the studied fixed bed reactor configuration (adapted from
Spallina et al. [110] suited for reduction by syngas-fuel and methane-fuel).

Reactor configuration
Length (m)
Diameter (m)
Gas streams
Air (Oxidation + Heat Removal)
Mass flow (kg/s)
Pressure (bar)
Inlet Temperature (°C)
Composition (%.vol)
N2 (Purge)
Mass flow (kg/s)
Pressure (bar)
Inlet Temperature (°C)
Composition (%.vol)
Fuel (Reduction)
Mass flow (kg/s)
Pressure (bar)
Inlet Temperature (°C)
Composition (%.vol)

Syngas-fuel

Methane-fuel

11
5.5

11
5.5

178
17
450
0.92 Ar; 0.03 CO2; 1.03 H2O; 77.28
N2; 20.73 O2

178
17
600
0.92 Ar; 0.03 CO2; 1.03 H2O; 77.28
N2; 20.73 O2

577.5
17
450
1.016 Ar; 0.04 CO2; 1.31 H2O; 97.5
N2

577.5
17
450
1.016 Ar; 0.04 CO2; 1.31 H2O; 97.5
N2

152
17
450
1 Ar; 33.6 CO; 34 CO2; 13.8 H2;
16.4 H2O; 1.3 N2

15
17
450
100% CH4

Figure 7.2 presents the complete CLC sequence with the CuO oxygen carrier and syngas fuel. When
oxidation is started, energy is released from the exothermic reactions and the bed temperature increases.
As air is continually fed to the reactor, the heat front travels axially through the bed and the cycle
switches to heat removal when the exhaust temperature is high enough to feed a downstream gas turbine
(Figures 7.2(a)-7.2(b)). The progression of the heat front can be seen in Figure 7.2(a), by the location of
the high temperature zones at the end of oxidation and at the end of heat removal. The exhaust
temperature during the heat removal phase is relatively constant and flat during HR-1 and then steadily
decreases during HR-2 (Figure 7.2(b)), because of the temperature profile inside the bed produced from
the oxidation phase (Figure 7.2(a)). The exit gas concentration during oxidation is predominantly
composed of N2 with some unreacted O2 (Figure 7.2(c)). The bed is completely regenerated at the end of
the oxidation cycle, as inlet feed concentrations of the air are detected at the reactor exit (Figure 7.2(c)).
After a brief purge, the cycle switches to reduction. The reduction of CuO by syngas is exothermic and
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increases the internal bed temperature, which is shown in Figure 7.2(a) by comparing the temperature
distribution at the end of heat removal (HR-2) with the distribution at the end of reduction. The exhaust
temperature during reduction first decreases (Figure 7.2(b)), because the residual low-temperature heat
from the previous heat removal step (Figure 7.2(a)) is being pushed out of the reactor. When the heat
front from the reduction reactions reaches the exit of the reactor, the exhaust temperature increases
(Figure 7.2(b)). The gas composition of the reduction exhaust is mostly H2O and CO2, with some minor
slip of unconverted fuel occurring at the end of the reduction (Figure 7.2(c)).

Figure 7.2: Profiles of the (a) internal solid temperature, (b) exit gas temperature and (c) exit gas
composition of the CLC reactor with the CuO oxygen carrier and syngas fuel. The reactor design is
reported in Table 7.3.

The dynamic behavior of the fixed bed reactor with the NiO oxygen carrier and syngas fuel is presented
in Figure 7.3. In this process, the reduction step is less exothermic than with the CuO oxygen carrier,
indicated by the lower temperatures inside the reactor at the end of reduction (Figure 7.3(a)). The exhaust
gas during reduction, thus, exhibits smaller temperature fluctuations (Figure 7.3(b)) as compared to
Figure 7.2(b). During the reduction phase, complete conversion of the fuel is achieved with minor release
of H2 and CO (Figure 7.3(c)). After oxidation, the bed temperature is elevated (Figure 7.3(a)) and a
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high-temperature gas is produced for heat removal (Figure 7.3(b)). The main heat removal phase is
relatively longer in this process (Figure 7.3(b)), as compared to Figure 7.2(b)). This can be explained by
the greater uniformity in bed temperature at the end of oxidation (Figure 7.3(a)), allowing for the heat
removal stage to the gas turbine (HR-1) to proceed for longer times (Figure 7.3(b)).

Figure 7.3: Profiles of the (a) internal solid temperature, (b) exit gas temperature and (c) exit gas
composition of the CLC reactor with the NiO oxygen carrier and syngas fuel. The reactor design is
reported in Table 7.3.

The performance of the fixed bed reactor under CuO reduction with methane is shown in Figure 7.4.
When CH4 is sent to the reactor, the entrance of the reactor is the first to be reduced. The reduced bed gets
cooled down (Figure 7.4(a)) due to the endothermicity of the reduction reactions. The reduction of CuO
by CH4 produces partial combustion products (H2 and CO) [142], which travel through the bed and get
oxidized by the fresh oxygen carrier, liberating heat. Thus, the interior and exit regions of the reactor at
the end of the reduction are warmer than at the end of heat removal, shown in Figure 7.4(a). The
temperature of the exhaust gas first decreases and then increases during reduction (Figure 7.4(b)). The
temperature decrease (Figure 7.4(b)) is caused from the low-temperature heat front leaving the reactor
and simultaneous cooling from the reduction reactions. Midway through reduction, temperature of the
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exhaust gas rises (Figure 7.4(b)) because the reactor gets warmed up from the oxidation of H2 and CO
inside the bed. At the exit of the reactor, only CO2 and H2O are observed during reduction (Figure
7.4(c)), indicating complete conversion of the fuel. The subsequent oxidation and heat removal stages
follow similar patterns as described in Figures 7.2-7.3.. At the end of oxidation, a high-temperature zone
is formed inside the bed (Figure 7.4(a)), suitable for heat removal. The bed temperature near the reactor
entrance slightly drops below the temperature of the inlet air at the end of oxidation (Figure 7.4(a)). The
entrance was not fully reduced because of the slower reduction kinetics of CuO by CH 4 as opposed to
syngas and the cooling effect of purge prior to reduction. Thus, less heat was liberated during oxidation
and the feed of warm air slowly increases the temperature of the reactor entrance.

Figure 7.4: Profiles of the (a) internal solid temperature, (b) exit gas temperature and (c) exit gas
composition of the CLC reactor with the CuO oxygen carrier and methane fuel. The reactor design is
reported in Table 7.3.

Figure 7.5 presents the dynamic performance of the NiO oxygen carrier with methane fuel. Similar to
Figure 7.4(a), the reduction of the NiO by CH4 is endothermic and decreases the temperature of the
reactor (Figure 7.5(a)) as the conversion front moves through the bed. As a result, the temperature of the
exhaust gas stream decreases over time during reduction and subsequent purge (Figure 7.5(b)). The
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effluents of the reduction step are mostly CO2 and H2O, with a small amount of fuel slip occurring at the
end of reduction (Figure 7.5(c)). During the oxidation cycle, heat is liberated by the exothermic reactions
and a high-temperature zone is formed inside the reactor bed (Figure 7.5(a)). At the end of oxidation, the
oxygen carrier is regenerated, indicated by the unconverted air leaving the reactor (Figure 7.5(c)), and the
temperature of the exhaust gas is within 50°C of the TIT set-point (Figure 7.5(b)). The exhaust gas during
heat removal exhibits a high temperature drop, restricting energy extraction to the gas turbine to ~50% of
the total heat removal time Figure 7.5(b)).

Figure 7.5: Profiles of the (a) internal solid temperature, (b) exit gas temperature, and (c) exit gas
composition of the CLC reactor with the NiO oxygen carrier and methane fuel. The reactor design is
reported in Table 7.3.

Figures 7.2-7.5 are representative of cycle strategies to conduct CLC in a large-scale fixed bed reactor.
The issue with these nominal designs is the exit gas temperature and its fluctuations during the heat
removal phase, which is not suitable for a downstream gas turbine. To find the optimal heat management
strategy, we solve the optimization problem of Section 7.2.2 for the reactor configurations of Table 7.3.
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7.4. Results and discussion
7.4.1. Optimal fixed bed operation for CLC

The challenge in solving the optimization problem formulated in Section 7.2.2 is that the conversion and
temperature profiles from the previous cycle impact the performance of the next cycles and it typically
takes 2-3 cycles for the system to reach a cyclic steady-state condition after modifying the cycle strategy.
Thus, the optimization procedure needs to be carried out for several redox cycles and the optimal cycle
strategy should be extracted from the last cycle. In this analysis, we first initialize all state variables at the
end of the heat removal phase of the nominal design point (shown in Figures 7.2-7.5) and perform the
optimization procedure for 3 redox cycles. For each oxygen carrier, we consider two set-points for the
turbine inlet temperature (TIT), being: 1100°C and 1000°C for NiO and 1000°C and 900°C for CuO.
These reference values are exemplary of the existing, commercial gas turbines offered by Siemens
[370,371] and GE [144,372,373]. As mentioned, smaller TITs are required in CLC to protect the oxygen
carrier from sintering or agglomeration. The results of this optimization are presented in Figures 7.6-7.7
for the CuO oxygen carrier and in Figures 7.8-7.9 for the NiO oxygen carrier. Figures 7.6-7.9 showcase
the optimal fixed bed performance with the low TIT set-point and in Figures SI.1-4 of the Supplementary
Information of [374] we present the performance with the high TIT-set-point. For brevity, we will focus
our discussion on Figures 7.6-7.9. The optimal operating strategies are presented in Table 7.4.
Figure 7.6 presents the optimal fixed bed performance with the Cu-based oxygen carrier and syngas fuel.
With the TIT set-point of 900°C, the optimal configuration achieves a lower temperature rise during
oxidation (Figure 7.6(a)), compared to the nominal design (Figure 7.2(a)). This was accomplished by
using a reduced CuO loading. Shown in Figure 7.6(b), the temperature of the gas steam starts below the
TIT set-point at the start of heat removal to the gas turbine (HR-1), rises above the set-point, and then
drops below the set-point at the end of HR-1. On average, the exhaust temperature with the optimal
operating conditions is above the TIT set-point but within the 50°C variation allowed by Eq.(7.2). In the
nominal design, the exhaust temperature during heat removal is always below the TIT set-point (Figure
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7.2(b)). Another benefit with the optimal cycle strategy is the longer time interval to remove heat to the
gas turbine (HR-1), from comparing Figure 7.6(b) with Figure 7.2(b). At the same time, the duration of
HR-2 is decreased and a higher bed temperature is available for reduction (indicated in Figure 7.6(a) and
Figure 7.2(a)). The gas profiles during the entire CLC cycle (Figure 7.6(c)) follow the same trend as in
Figure 7.2(c), whereby high fuel conversion is achieved during the reduction and oxidation cycles and
unconverted air leaves the reactor during the heat removal cycles.

Figure 7.6: Profiles of the (a) internal solid temperature, (b) exit gas temperature, and (c) exit gas
composition of the optimal operating strategy with the CuO oxygen carrier and syngas fuel, for a turbine
inlet temperature (TIT) set-point of 900°C.

The optimal performance of the fixed bed reactor with the CuO oxygen carrier and methane is shown in
Figure 7.7. Similar to the syngas-fed process, the optimizer reduced the CuO loading to achieve the
turbine inlet temperature (TIT) set-point of 900°C. The air preheat temperature was increased, to improve
the fuel conversion in the subsequent reduction step. The heat removal stage proceeds for longer times in
the optimal design (Figures 7.7(b) and 7.7(c)) as compared to the nominal design (Figure 7.4(b) and
Figure 7.4(c)). Additionally, the temperature fluctuations of the reduction exhaust are suppressed in the
optimal configuration (Figure 7(b)), which is the result of the better temperature uniformity inside the
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bed at the end of heat removal (Figure 7.7(a)). The gas selectivity profile (Figure 7.7(c)) shows that
during the reduction step, the methane feed is completely converted to CO2 and H2O (Figure 7.7(c)).
During the oxidation cycle, no significant carbon oxides are released (Figure 7.7(c)), indicating that
carbon formation was minor during the reduction step. A low-temperature zone is exhibited near the
reactor entrance at the end of oxidation (Figure 7.7(a)), due to the locally incomplete conversion of solids
in the previous reduction step, whereas the reactor entrance reaches the inlet gas temperature.

Figure 7.7: Profiles of the (a) internal solid temperature, (b) exit gas temperature, and (c) exit gas
composition of the optimal operating strategy with the CuO oxygen carrier and methane fuel, for a turbine
inlet temperature (TIT) set-point of 900°C.

Figure 7.8 shows the optimal performance for the NiO oxygen carrier with syngas fuel. The heat removal
stage to the gas turbine was maximized to an extent that it was no longer necessary to consider a
secondary heat removal step (HR-2). Instead only a purging step is shown in Figures 7.8(b)-7.8(c), in
between the HR-1 and reduction phase. Shown in Figure 7.8(b), the gas temperature during heat removal
satisfies the requirements for the gas turbine. This can increase the energy efficiency of the combined
cycle power plant by sending more heat to the gas turbine. The reason for the better heat removal
efficiency is the more uniform temperature distribution inside the reactor at the end of the oxidation step
(Figure 7.8(a)), providing a flat temperature profile for the exhaust stream (Figure 7.8(b)). After heat
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removal, the bed temperatures are higher in the optimal design (Figure 7.8(a)) compared to the nominal
design (Figure 7.3(a)). This provides more heat for the reduction step and improves the conversion of the
bed. The changes in the reduction cycle between the optimal and nominal designs can be seen by the
higher temperature of the exhaust gas (Figures 7.8(b) and 7.3(b)) and that of the solids at the end of the
reduction step (Figures 7.8(a) and 7.3(a)). The gas selectivity during reduction (Figure 7.8(c)) follows
the same behavior as the nominal design (Figure 7.3(c)), satisfying the constraints of Eq.(7.2).

Figure 7.8: Profiles of the (a) internal solid temperature, (b) exit gas temperature, and (c) exit gas
composition of the optimal operating strategy with the NiO oxygen carrier and syngas fuel, for a turbine
inlet temperature (TIT) set-point of 1000°C.

For the reduction of NiO by methane, the optimal cycle configuration maximizes the heat removal step to
the gas turbine and eliminates the HR-2 step entirely, as shown in Figure 7.9. The gas temperature during
the heat removal step (Figure 7.9(b)) is on average higher than the turbine inlet temperature (TIT) setpoint of 1000°C. This is mainly due to increasing the NiO loading, which favors a higher temperature rise
inside the reactor after oxidation (Figure 7.9(a)). The reduction reaction for the NiO-CH4 is highly
endothermic and the kinetics is sensitive to the reaction temperature. Thus, the optimizer switches to
reduction at a higher bed temperature (Figure 7.9(a)), compared to the nominal design (Figure 7.5(a)).
More of the bed is able to be reduced and the gas selectivity (Figure 7.9(c)) indicates that the methane
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feed is fully oxidized. The reduction gas stream leaves the reactor at higher temperatures (Figure 7.9(b))
compared to the nominal design (Figure 7.5(b)).

Figure 7.9: Profiles of the (a) internal solid temperature, (b) exit gas temperature, and (c) exit gas
composition of the optimal operating strategy with the NiO oxygen carrier and methane fuel, for a turbine
inlet temperature (TIT) set-point of 1000°C.

Table 7.4: Summary of the optimal operating strategy for the fixed bed processes with the NiO and CuO
oxygen carriers over the reactor design of Table 7.3.

TIT set-point (°C)
Reduction (RED)
Cycle time (sec)
Oxidation (OX)
Mass flow (kg/s)
Temperature (°C)
Cycle time (sec)
Heat removal 1 (HR-1)
Mass flow (kg/s)
Temperature (°C)
Cycle time (sec)
Heat removal 2 (HR-2)
Mass flow (kg/s)
Temperature (°C)
Cycle time (sec)
ω (wt.%)

CuO with syngas
1000, 900

CuO with CH4
1000, 900

NiO with syngas
1100, 1000

NiO with CH4
1100, 1000

1612, 1549

830, 758

929, 764

633, 540

142, 142
443, 456
1553, 1359

160, 160
610, 610
1210, 1129

160, 164
516, 516
940, 799

162, 167
650, 610
941, 836

142, 142
443, 456
5451, 5340

160, 160
610, 610
4500, 5236

160, 160
516, 516
2722, 2820

160, 151
650, 610
2445, 2434

178, 178
443, 456
1540, 663
20.7, 17.6

178, 178
610, 610
900, 758
21.5, 17.7

178, N/A
516, N/A
378, N/A
21.7, 20

N/A, N/A
N/A, N/A
N/A, N/A
23.2, 21.2
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7.4.2. Comparison of the cycle strategies

We define three metrics to calculate the heat removal efficiency achieved with the optimal and nominal
cycle strategies. The energy efficiency of the heat removal step, 𝜂𝐻𝑅 , was expressed as a ratio of the
enthalpy of the high temperature gas stream for the gas turbine to the total enthalpy of one complete
cycle:
 HR 1



t0  0

 HR  

cycle



t0  0

 ( m  h)
 ( m  h)

t ,z  L

t ,z  L



 ( m  h) t , z  0 dt



,

(7.5)

 ( m  h) t , z  0 dt

where 𝑚̇ and ℎ are the time- and space-dependent mass flow rates and enthalpy of the gas stream, 𝜏𝐻𝑅−1
is the time interval for the heat removal step to produce electricity in the gas turbine, and 𝜏𝑐𝑦𝑐𝑙𝑒 is the
time interval for one complete redox cycle. The second metric used to evaluate the performance of CLC
was the standard deviation of the exit gas temperature during the heat removal phase to the gas turbine,
𝜎𝐻𝑅 . This performance evaluation quantifies the degree of temperature fluctuations experienced at the
inlet of the gas turbine. The third metric was the fraction of time the process is in the main heat removal
step (HR-1):
 HR   HR1 /  cycle .

(7.6)

Table 7.5 summarizes the efficiencies calculated for the optimal case studies of Figures 7.6-7.9 and
Figures SI.1-SI.4 of the Supplementary Information of [374]. For comparison, we also report 𝜂𝐻𝑅 , 𝜎𝐻𝑅 ,
and 𝜒𝐻𝑅 for the nominal design (Figures 7.2-7.5). The CLC reactors with the optimal cycle strategies
have higher values of 𝜂𝐻𝑅 for all the studied oxygen carriers, fuel types, and turbine inlet temperatures,
indicating that more of the heat from the CLC reactions can be efficiently converted into electricity. The
actual efficiency of the process can be higher because the remaining heat will be recovered in the steam
cycle, but this was not considered in the present study. The standard deviation of the heat removal gas,
𝜎𝐻𝑅 , is higher in the optimal designs. This can be interpreted as consequence of removing more heat to
the gas turbine. Nonetheless, the maximum temperature change of the exhaust gas during the heat
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removal phase is within the constraints of the problem. For a process to have smaller temperature
fluctuations, the corresponding constraint can be adjusted to be tighter in the optimization problem. To
maximize the energy efficiency of the gas turbine, the duration of the heat removal phase of the reactor
was increased. Shown in Table 7.5, higher values of 𝜒𝐻𝑅 were obtained for the optimized cases. Overall,
dynamic optimization of the cyclic fixed bed operation increased the energy efficiency of the reactor
while satisfying operating constraints.

Table 7.5: Heat removal coefficients computed for the optimal cycle strategies of Figures 7.6-7.9 and for
the nominal operation of Figures 7.2-7.5.
Case study
CuO with syngas

NiO with syngas

CuO with CH4

NiO with CH4

Optimal design (TIT=1000°C)

𝜼𝑯𝑹
6.30E-01

𝝈𝑯𝑹 (°C)
2.27E+01

𝝌𝑯𝑹
5.07E-01

Optimal design (TIT=900°C)
Nominal design (TIT=1000°C)

6.28E-01
5.09E-01

1.72E+01
1.15E+01

5.61E-01
4.11E-01

Optimal design (TIT=1100°C)

7.82E-01

1.88E+01

4.62E-01

Optimal design (TIT=1000°C)
Nominal design (TIT=1000°C)

8.36E-01
6.34E-01

1.89E+01
2.05E+01

5.66E-01
4.37E-01

Optimal (TIT=1000°C)

7.27E-01

1.86E+01

5.60E-01

Optimal (TIT=900°C)
Nominal design (TIT=1000°C)

7.12E-01
5.88E-01

9.76E+00
1.02E+01

5.46E-01
4.94E-01

Optimal (TIT=1100°C)
Optimal (TIT=1000°C)

8.25E-01
8.86E-01

2.46E+01
2.02E+01

4.43E-01
5.50E-01

Nominal design (TIT=1000°C)

4.82E-01

7.62E+00

2.85E-01

A critical design variable that dictates the temperature rise during oxidation is metal loading in the oxygen
carrier [96]. High metal loadings are desired for better bed utilization and process capacity. However, the
process is also heavily constrained by the maximum temperature that can occur inside the reactor at any
point and time. Oxygen carriers that have high carrying capacity and high oxidation enthalpy, such as
NiO and CuO, are limited in the amount of active metal that they can use without undesirable hot spots
[354]. The use of large particles can actually lower the extrema of the temperature fluctuations, by
decreasing the reaction rates due to the intraparticle diffusion resistance [128,193]. In this analysis, we
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found that as the TIT set-point increases, the maximum allowed metal oxide content increases (Table
7.4). To reach the same 𝑇𝐼𝑇 set-point, a higher loading of CuO was needed as compared to NiO because
of the higher heat of reaction of Ni (Table 7.4). There was also an effect of the fuel type on the optimal
metal loading, for the same TIT values and materials. We found that CLC with methane can operate at
higher loadings of CuO and NiO than CLC with syngas (Table 7.4), which can be the result of a higher
diffusion resistance associated with CH4 oxidation reactions and their slower kinetics.
In addition to optimizing the TIT value, the impact of the heat removal phase on the overall process
efficiency is also a function of cycle duration of each CLC step. During heat removal, the total enthalpy
of gas sent to the gas turbine can be increased by converting more of the oxygen carrier in the preceding
reduction cycle. Hence, the exothermic reaction rate is higher and more heat is transferred to the heat
removal gas. As discussed previously, the reduction cycle is highly constrained by the requirements in
CO2 capture efficiency and fuel conversion. If the reduction period continues for too long, solid carbon
accumulates over the oxygen carrier, as shown in the work of Zhou et al. [324] and Nordness et al. [369].
Combustion of the solid carbon in the subsequent oxidation step produces temperature gradients inside
the bed (for example, Figure 7.2(a)), resulting in unfavorable temperature fluctuations in the exhaust
stream. The optimal cycle configuration shortens the secondary heat removal phase (HR-2) and
manipulates the air temperature, so that reduction step occurs over a slightly hotter bed and a higher
conversion can be obtained. It strikes a balance between the endothermicity and exothermicity of the CLC
reactions to maximize the heat removal. By solving the dynamic optimization problem for the fixed bed
CLC operation, we can find the optimal flow conditions and cycle times that maximize temperature
uniformity, while maintaining high fuel combustion efficiency. The results show that despite the inherent
reactor dynamics, the fixed bed system is a promising option for power generation in gas turbine-based
power cycles.
7.4.3. Dynamics of the CLC reactor network

The next step of the analysis is to illustrate the scale-up of the CLC reactors for integration with a power
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plant operating in continuous mode. We are interested in exploring how the dynamics of the each reactor
will affect the downstream power plant components. We followed the procedure by Spallina et al. [110]
to devise an operation strategy for a series of fixed bed reactors operated in parallel. According to
Spallina et al. [110], the sequence is based on running the reactors with a phase displacement, 𝜁, equaling
1/3 of the time to compete the reduction step. The total number of reactors for the system is calculated
from 𝜏𝑐𝑦𝑐𝑙𝑒 /𝜁, to provide a constant input of fuel to the CLC reactor network. The performance of each
reactor is based on the numerical results described in the preceding sections. The gas streams are mixed
downstream of the reactors, assuming ideal gas behavior, into combined streams of CO 2/H2O from
reduction, N2/O2 from oxidation, and air from heat removal. These streams define the inputs to the power
plant components, downstream of the CLC block.

Figure 7.10: Gas temperature of the mixed gas streams leaving the system of fixed bed reactors for the
(a) CuO process with syngas fuel and (b) NiO process with methane fuel.

We calculated a sequence of operation for the reactor systems with CuO and NiO oxygen carriers and
syngas and methane reducing fuels and evaluated the behavior of the mixed streams leaving the reactor
system. For brevity, we present the results for two dissimilar process operations: the CuO reactor with
syngas fuel at the TIT set-point of 900°C (Figure 7.10(a)) and the NiO reactor with methane fuel at the
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TIT set-point of 1000°C (Figure 7.10(b)). The performance of the reactors of Figure 7.10 is evaluated
over their optimal cycle strategies. As shown, the system generates a time-varying temperature profile for
the mixed gas streams, as a result of the dynamic operation of each fixed bed reactor. The gas turbine
receives a high-temperature gas that has practically no temperature fluctuations (Figure 7.10(a) and
Figure 7.10(b)). The temperature fluctuations of the other gas streams are ~50°C or less. This illustrates
that even though the temperature change experienced in each reactor is severe (around 500°C), running
multiple reactors in parallel helps to equalize the temperature fluctuations so the power plant sees a more
stable stream input. The extent of gas temperature fluctuations to the steam turbine can be reduced by use
of an accumulator tank downstream the reactors to further mix the gases for a more uniform temperature
profile.
To assess the feasibility of the fixed bed system, we discuss possible heat recovery opportunities for the
lower-quality heat streams downstream the CLC reactors. As mentioned by Hamers et al. [356],
preheating the syngas fuel before feeding the CLC reactors can be performed by cooling the CO2/H2O
stream, which leaves the reactor at higher temperatures and mass flow rates compared to the inlet syngas.
The depleted air stream produced from oxidation can be used to supplement the air stream used for heat
removal to the gas turbine [111]. The temperature of the gas turbine exhaust is approximately 500-600°C
[144], which provides the temperature differential to preheat the air stream, leaving the compressor at
450°C [111], before feeding the CLC reactors. To meet higher preheat temperature for the air, such as
that shown in Figure 7.10(b), the process can utilize the higher temperature gas streams, such as the
reduction exhaust and a portion of the heat removal gas, noting that this would reduce the process
efficiency. Preheating the inert gas for the purging steps is not expected to be problematic, because the N 2
is recycled through the system and can be used to preheat itself. From a qualitative point of view, the
fixed bed reactor system optimized in this work shows promise for integrating into a combined cycle
power plant. Future work is focused on the performance analysis of an integrated CLC-based combined
cycle power plant, including thermal integration of the plant in the process design.
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7.5. Conclusions
This work explored the optimality in integration of high-pressure fixed bed CLC reactors with combined
cycle systems for power generation. One of most challenging aspects of the fixed bed process is the
dynamic cycling between redox reactions and the resulting temperature fluctuations. This work
formulated and solved a dynamic optimization problem to find operation strategies that enable the
integration of the batch and transient operating profiles of fixed bed CLC reactors with the requirements
for constancy and disturbance rejection of gas turbines. The results of this approach showed that fixed bed
CLC reactors can provide a stable, high-temperature and high-pressure gas that is suitable for a
downstream gas turbine, while accomplishing performance constraints in the reduction and oxidation
cycles. The study focused on two synthetic oxygen carriers, two different gaseous fuels, and two setpoints for the turbine inlet temperature. At the optimal conditions, the fixed bed reactor operates in its
heat removal stage with a relatively flat exhaust gas temperature profile consistent with the requirements
of the gas turbine of a combined cycle power plant. The oxygen carrier conversion during the reduction
cycle was maximized, in order to generate a high-temperature gas stream to feed the gas turbine for
longer periods. Optimization of the cycle strategy allowed for the fixed bed process to reach higher
energy efficiencies than a baseline design. We extended the analysis to consider a system of reactors for
an integrated large-scale power plant. The combination of multiple reactors decreased the temperature
fluctuations of the gas streams sent to the power plant units. The drawbacks of this process are the high
temperature variations inside the CLC bed between the redox cycles, the dynamic switching of reactors to
achieve continuous operation for the power plant, and the corresponding need for high-temperature
valves.
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Chapter 8 A NOVEL REVERSE-F LOW F IXED BED REACTOR FOR CHEMICAL-LOOPING
COMBUSTION
Chemical-looping combustion (CLC) is a promising technology for power generation with in-situ CO2
capture. The most widely used process configuration for CLC is based on interconnected fluidized bed
reactors. Although successfully demonstrated at the pilot scale, the interconnected fluidized-bed design
encounters technical challenges, arising from the need for efficient gas-solid separation and the inevitable
loss of particles due to attrition. These issues are intrinsically avoided in fixed-bed reactors by the nature
of their stationary bed, which allows for compactness of design and better utilization of the oxygen
carrier. However, fixed-bed reactors do not achieve the level of performance of their fluidized-bed
counterparts, because of their lower CO2 capture efficiency, and temperature and composition nonuniformity inside the bed. In this work, a novel fixed-bed configuration is presented, in which the fuel
flow direction is periodically switched during the CLC reduction cycle. Simulations with an
experimentally verified mathematical model demonstrate that the reverse-flow operation can significantly
improve the performance of CLC fixed-bed reactors, making them competitive with their fluidized-bed
equivalents, while addressing many of the bottlenecks in their operation. In reverse-flow mode, fixed-bed
CLC systems achieve significant advantages, such as better gas-solids mixing, better CO2 selectivity and
capture efficiency, and lower temperature fluctuations.

8.1. Introduction
Chemical-looping combustion (CLC) has emerged as one of the most promising, low-cost CCS
technologies [7,23,81], with the potential to reduce the cost of CO2 capture by 50% [20]. Although CLC
is an emerging technology, significant progress has been made over the last 10 years, with
commercialization efforts anticipated shortly [7]. Comprehensive reviews covering the development of
CLC were published by Adánez et al. [23], Hossain and de Lasa [81], and Lyngfelt et al. [375]. In CLC, a
metal/metal oxide is used as an oxygen carrier that oxidizes a gaseous fuel, usually methane or natural
gas. The looping schemes in Figure 8.1 depict this cyclic process, involving an oxygen carrier reduction
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step, where the fuel is oxidized to CO2 and H2O, and an oxidation step, where the reduced metal is
regenerated in air. A pure stream of CO2 is readily obtained in the reduction step, upon condensation of
H2O. The oxidation step produces a flue gas containing only N2 and some unused O2, which can be
vented to the atmosphere. The metal oxide reduction reaction can be endothermic or exothermic
depending on the active material, while the metal oxidation reaction is always exothermic. While there is
no enthalpy difference between the overall CLC reaction and conventional combustion, the energy
expenditure for CO2 separation is significantly decreased in the CLC process. Thus, an overall higher
thermal and electrical efficiency can be obtained compared to alternative CCS options [143,376].

Figure 8.1: Reactor options for CLC: (a) circulating fluidized-bed; (b) rotating reactor; and (c) alternating
flow over a fixed-bed.

The selection of suitable oxygen carriers is essential to the application of the CLC process. The desired
characteristics are: high reactivity toward reduction and oxidation reactions; high CO2 selectivity; stability
over multiple cycles; low cost; and environmental benignity. The selection, preparation, and testing of
oxygen carriers have been extensively studied in many publications [34,60,62,65,66,70,73–75,77,79,199–
201,203,377,378]. Nickel-based oxygen carriers have received particular attention because of its high
reactivity with CH4 and durability in CLC systems [73,79,199,377,379]. Despite their excellent reactivity,
Ni-based oxygen carriers are also responsible for H2, CO and C products, because of the catalytic activity
of Ni that promotes reforming, water-gas shift, and carbon formation reactions. Nonetheless, long-term
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pilot-scale testing showed that Ni-based oxygen carriers exhibit high stability and reactivity over multiple
redox cycles, while issues due to NiAl2O4 formation, sintering and agglomeration have been reported
[66,70,72,114,197,379,380]. The drawbacks of using Ni include its high cost and toxicity, which makes it
infeasible to operate at a commercial-scale, if particle attrition is significant. Ni can be potentially more
favorable in fixed-bed CLC systems, where these issues are intrinsically avoided.
The process options for CLC can be categorized as circulating reactors, rotating reactors, and alternating
flow reactors (Figure 8.1). The desired qualities of the CLC reactor system include: good mixing between
fuel and solids; uniform distribution of temperature within the reactor; continuous operation; simplicity of
scale-up; low pressure drop; limited attrition and creation of fines; and negligible leakage of fuel. The
most widely used reactor technology is based on the interconnected fluidized-bed design
[74,157,196,349,381] (Figure 8.1(a)). This CLC design has been successfully demonstrated in pilot
plants ranging 0.3 – 140 kW, with 29 oxygen carriers, utilizing natural gas, methane and syngas, with a
combined operation exceeding 4000 h [30]. Fluidization enables good contact between gas and solids,
uniform temperature profiles, small pressure drop, and continuous operation [46,382]. Thus, the
conversion of CH4 to H2O and CO2 is always high and carbon deposition is marginal. Fluidized-bed
reactors are, in general, commercially available and well-established in the petroleum refining industry.
However, the dual-reactor configuration encounters various technical and operational issues. The
circulation of solids between the two reactors requires energy-intensive cyclones and particle loop seals to
prevent gas leakage, which is more problematic at elevated pressures [96,108]. Fragmentation and
attrition of the oxygen carrier creates fines that need to be filtered, while fresh oxygen carrier needs to be
continually added to the system [378,383]. The fragmented solids, in the form of fines, can be entrained
and carried out of the fluidization vessel [157]. These issues drastically increase process operation costs,
if an expensive oxygen carrier, such as Ni, is used. Moreover, they impact the environmental benignity of
the CLC process, if harmful poisonous metals (e.g., Ni) are to be emitted to the atmosphere in the form of
fines.
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Some of these issues are addressed in the moving bed reactor, proposed by Li and Fan [106], for the CL
reduction of Fe-based oxygen carriers with syngas. Higher conversions can be obtained in the moving bed
than in fluidized-beds thanks to the multiple oxidation states of Fe. The moving bed design reduces the
solid circulation rate and minimizes the reactor volume. The concept was demonstrated in a 2.5 kW
bench-scale unit for a combined operation of over 300 h, and was able to achieve complete conversion of
the fuel (syngas, CH4) with 100% CO2 capture [384,385]. The reactor was operated isothermally using
external heating, but this may not be feasible for a commercial process. Modelling and simulation was
performed to optimize the moving bed design [386]. Similar technical issues such as attrition and gas
leakage arise in this design due to the continuous circulation of solids between reactors. The use of large
oxygen carrier particles (dp=4 mm) is needed in the moving bed in order to resist fluidization, thereby
potentially making reaction rates diffusion-limited [128,193].
Fixed-bed reactors have several advantages over alternative designs, of which the most important is the
elimination of particle attrition and need for gas-solid separation [96,154,155]. The fixed-bed
configuration (Figure 8.1(c)) consists of a stationary bed with alternating flows between reducing and
oxidizing environments. By the simplicity of this design, fixed-beds are easier to scale-up, pressurize and
operate, and can handle a relatively large range of particle sizes. The design is also more compact than a
fluidized-bed reactor, which allows for better utilization of the oxygen carrier, lower capital cost, and
smaller process footprint. CLC performance in a fixed-bed reactor was compared to an equivalent
fluidized-bed in previous work and the results revealed a significant performance gap in terms of low CO2
selectivity, severe temperature fluctuations, and high carbon formation [324]. Also, periodic operation can
be undesirable because it requires the use of a high temperature, high gas flow switching system. Spallina
et al. [109] demonstrated that switching the gas direction between oxidation and reduction cycles can
improve the thermal management of the process. Hamers et al. [108] found that higher energy efficiency
can be achieved by feeding the fuel in the opposite direction during reduction. However, this can lead to
severe temperature fluctuations in the exhaust stream. Thus, a configuration with two fixed beds in series
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was proposed to achieve the desired outlet temperature and improve the range of applicable oxygen
carriers.
In rotating bed reactors (Figure 8.1(b)), an annulus fixed-bed is rotating between different sectors, where
air and fuel are fed. Dahl et al. [97] designed a prototype CLC rotating reactor, which was able to achieve
90% methane conversion and over 90% CO2 capture efficiency using a CuO/Al2O3 oxygen carrier [387].
The advantages of the rotating reactor design include compactness of design, continuous operation,
limited energy for circulation, and feasibility of scale-up and commercialization, but the system is limited
by the low CO2 purity mostly due to gas leakage and mixing between fuel and air streams [23].
Simulations of the rotating reactor revealed that reducing the angular dispersion can increase the CO2
purity [112]. In the work by Zhao et al. [98,99] a rotary-bed reactor was explored as an alternative to the
rotating reactor design. The rotary-bed reactor consists of a rotary solid wheel, with micro-channels
coated with oxygen carrier that rotates through reducing and oxidizing environments. With this design,
mixing between air and fuel can be avoided with an efficient sealing system [388]. Potential drawbacks
include high temperature fluctuations, thermal distortion and carbon deposition.
Given the process options for CLC, the fixed-bed reactor is a promising candidate, but significant
improvements are needed to close the performance gap with the other higher-performing reactors. In this
work, a novel reverse-flow concept is explored for CLC reduction in fixed-bed reactors. Figure 8.2 shows
the concept of a reverse-flow fixed-bed reactor, in which the operation is controlled by two valves, set to
switch flow direction periodically. Flow reversal was originally employed in adiabatic fixed-bed reactors
for exothermic reactions [158,389–391]. The principal advantages of flow reversal include improved heat
transfer at the inlet and exit of the bed and formation of a hot zone in the middle section of the reactor
[392]. The maximum temperature rise in the bed exceeds that of steady-state fixed-beds, which permits
higher exit conversions [393,394], at lower heating demands [390]. Thus, reverse-flow operation made it
possible to provide continuous autothermal operation without external gas preheating. This idea was
extended for coupling endothermic (e.g., methane steam reforming) and exothermic reactions (e.g.,
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methane combustion) [391,394–399], which results in superior heat integration, higher thermal efficiency,
and productivity [400,401]. Flow reversal can increase the conversion of reversible-reactions by shifting
the equilibrium with the moving heat front [402–404]. Although cyclic, reverse-flow operation has been
commercially demonstrated for processes such as the production of syngas from methane [405,406],
oxidation of sulphur dioxide [407,408], methanol synthesis [409], treatment of waste air [410–422], and
oxidation of o-xylene [423].
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Reduction: CH4 or H2/CO
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Normal Flow
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Figure 8.2: Diagram of bench-scale reverse-flow fixed-bed reactor

The scope of this paper is to provide proof of concept of the superiority of the reverse-flow operation for
CLC fixed-bed reactors. The potential benefits of periodic reversal are explored for the oxygen carrier
reduction cycle, in relation to the performance of conventional fixed-bed and fluidized-bed systems.
Advantages of the reverse-flow reactor include simplicity of operation, compactness of design, feasibility
of scale-up, straightforward gas-solid separation, and no particle attrition. Furthermore, the superior heat
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integration and better gas-solid contact in the reverse-flow process can be beneficial to the feasibility and
realizability of large-scale CLC systems.

8.2. Mathematical model
8.2.1. Background of CLC modeling

In previous work, we have investigated kinetic and reactor models for CLC applications in TGA, fixedbed, and fluidized-bed reactors [119,128,132,193,424]. The appropriateness of modelling assumptions
was extensively studied [193], showing the dependence of reaction rates on the extent of mass and heat
transfer dominance inside the reactor and/or the oxygen carrier. As fixed-beds commonly operate with a
range of particle sizes, accurate modelling of the diffusion limitations within and surrounding the particle
is essential. We have developed and validated a particle model that was able to predict the extent of
diffusion limitations over changing particle sizes [128,193]. The model was also predictive of the changes
in the particle microstructure due to chemical and physical degradation [128]. At the reactor level, the
heterogeneous model achieved not only superior predictions of the experimental data from various CLC
units (Table 8.1), but also more realistic estimates of the kinetic parameters [193]. Modelling of the
temperature gradients inside the fixed-bed gave valuable information about the dependence of reactions
on mixing patterns. In most cases, intraparticle heat resistance was negligible, however interfacial heat
transfer was found to limit CLC reaction rates with large particles [193]. For all simulations, mass and
energy balances, as well as momentum balance, as approximated by the Ergun equation, were included.
In summary, the models developed previously can be used with confidence for reactor analysis and
process efficiency studies.
Moreover, Ni-based oxygen carrier reduction kinetics were analyzed, in terms of the applicability of
known solid-state reaction models, such as the volumetric model, shrinking core, nuclei formation and
growth, and power law [119,132]. Analysis of the reported CLC fixed-bed experimental data showed that,
for supported NiO oxygen carriers, reduction by CH4, H2, and CO can be satisfactorily represented by a
178

previously reported, see Ref. [58], modified volumetric model [119]. A more detailed investigation was
conducted in TGA and the superiority of the nuclei formation and growth model, as well as that of the
modified volumetric model, was shown with statistical analysis over a range of flow rates, sample
weights, and temperatures [132]. A universal CLC reaction scheme was proposed (Table 8.2) for a Nibased oxygen carrier and CH4 reducing fuel, which was validated against data collected from fixed-bed
and fluidized-bed units in the literature [119,324,424]. The reaction scheme and kinetic parameters of
(Table 8.2) were later refined in the work of Han et al. [333,368] by employing a model-based structural
identifiability and optimal experimental design analysis.

Table 8.1: Operating conditions of the current CL fixed-bed units.

L [mm]
D [mm]
Q [ml min-1]
Fuel
T [°C]
Fr
L/D
Rep

Ref. [171]

Ref. [58]

Ref. [119]

Ref. [172]

250
16
900
33% CH4/H2O
600
0.34
15.6
10

7.65
4
100
10% CH4 /Ar
900
6.3
1.9
0.5

21.7
9.9
100
10% CH4 /Ar
800
0.055
2.2
0.07

5.66
15
60
25% CH4 /Ar
900
0.0039
0.38
0.02

Table 8.2: Chemical-looping Reducer reactions with NiO and CH4 [119]..
NiO reduction
reactions

Ni-catalyzed
reactions in CL
Reducer

CH4+2NiO → 2Ni+CO2+2H2
H2+NiO → Ni+H2O
CO+NiO → Ni+CO2
CH4+NiO → Ni+2H2+CO
CH4+H2O ↔ 3H2+CO
CO+H2O ↔ H2+CO2
CH4+CO2 ↔ 2CO+2H2
CH4 ↔ 2H2+C
C+H2O ↔ CO+H2
C+CO2 ↔ 2CO

Partial CH4 oxidation
H2 oxidation
CO oxidation
Partial CH4 oxidation
Steam CH4 reforming
Water gas shift
Dry reforming
Methane decomposition
C gasification by H2O
C gasification by CO2
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8.2.2. Background of reverse-flow modeling

Models of reverse-flow operation are primarily aimed at describing the principal heat and mass changes
occurring during flow reversal. At the simplest, the model should consider convective mass transport,
reaction kinetics, heat dissipation, and temperature transients for the solid phase [390]. Since its
development, various plug-flow homogeneous models [425–428] and heterogeneous models
[409,423,429,430] were used to provide a qualitative description of the reverse-flow phenomena. The
indirect coupling of combustion and steam reforming reactions in a reverse-flow configuration was first
simulated by Kulkarni and Duduković [395,398,399], who developed a numerical algorithm to accurately
capture the moving temperature and concentration fronts. The simulations were used to propose possible
ways for achieving high thermal efficiencies and heat integration with other process units [397]. This
concept was applied to study temperature control for highly endothermic reactions by van Sint Annaland
et al. [431,432]. In summary, the optimal design of the reverse-flow reactor relies on the adequate
selection of reactor size, bed porosity, feed concentration and flow, and flow switching frequency [433].
For coupling endothermic and exothermic reactions, optimal performance lies in the maximization of the
time-averaged endothermic reaction products, while minimizing the fuel expenditure for exothermic
reactions. For CLC, optimal design of the reverse-flow reactor needs to effectively increase the
conversion of fuel into CO2 and minimize the temperature deviations throughout the bed.
8.2.3. Dynamic fixed-bed model

In this work, the heterogeneous modelling framework, previously developed [128,193], is chosen to
simulate the reverse-flow reactor performance. The dynamic balance for the gaseous species through a
spherical particle is:
( c Cc ,i )
t



1 
rc 2 J i   s
rc 2 rc





R

i

,

(8.1)

where Cc,i is the concentration of gas component i inside the particle, Ji is the flux of gas component i, and
∑Ri is the sum of the intrinsic rates of the reactions given in Table 8.2. The flux of gas through the solid
is described by the dusty-gas model, which provides a more realistic depiction of the intraparticle mass
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transport in a multi-component mixture [326,327,434]. Due to the small scale of the pores, pressure
gradients and convective forces inside the particle are assumed to be negligible to diffusive effects. The
species flux is expressed as:
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where the structure of the oxygen carrier is assumed symmetrical and uniform, characterized by a void
space εc and tortuosity τ. The effective diffusivities of gas through the void space, Dije and DieK , are
functions of the molecular diffusivity and the pore structure. The heat balance within the solid phase is
described by Fourier’s law:
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The boundary conditions at the particle center and surface are determined from the continuity of fluxes:
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The reactor model assumes an axially dispersed plug flow for the bulk transport of mass and heat. The
reactor is operated without external heating and thus, radial temperature gradients are neglected. The 1D
model is written as:
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(8.8)

where εb is the bulk porosity, Ci is the concentration of species i in the bulk phase, u is the superficial gas
velocity, T is the temperature of the bulk fluid, Cp,f is the heat capacity of the bulk fluid, kc,i and hf are the
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mass and heat transfer coefficients between the bulk gas and the particle surface, av is the total external
surface area per unit volume, Dax,i is the effective axial dispersion coefficient in Eq.(8.9) estimated by the
Bischoff and Levenspiel correlation [159], and λax is the effective thermal conductivity in Eq.(8.10) by
Yagi et al. [163].
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The momentum balance through the fixed-bed is expressed by the Ergun equation:
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where P is the total pressure in the bed, ρ is the density of the bulk fluid, u0 is the superficial gas velocity,
dp is the particle diameter and Rep is the particle Reynolds number. The appropriate boundary conditions
for the reactor equations under one-directional flow are:
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8.2.4. Reverse-flow operation

In reverse-flow operation, the gas velocity, U, changes in sign for every ts seconds, with ts being the
switch time, or time interval between subsequent switches of the flow direction. When the flow is
entering at z=0, the gas velocity is defined as a positive number, and when flow is entering at z=L, it is
defined as a negative number. The changes in velocity due to dynamic flow reversal are shown in
Eqs.(8.16)-(8.17), where n is the number of switches [390]. To differentiate the gas velocities, U refers to
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the reverse-flow process, while u refers to the one-directional process.

U  t     t  u,

1, t   n  1 ts ,  n  1 2  ts 

 t   

 1, t   n  1 2  ts , nts 

(8.16)

.
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The boundary conditions in the revere-flow operation are:
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The dynamic model is implemented and solved in gPROMS 4.0 [435]. The finite difference method is
used to discretize the partial differential equations along the axial bed direction and the radial particle
direction.

8.3. Reactor design and operation
To explore the advantages of reverse-flow reactors for CLC, two conceptual reactors are simulated: (a) a
bench-scale reactor, designed to represent a conceptual “average” of experimental setups reported in the
literature; and (b) a scaled-up version of the bench-scale reactor, to explore the theoretical benefits of
flow reversal at larger scale. A CH4-fed system with a Ni-based oxygen carrier is studied, for which
existing models were validated previously [119,128,132,193,424]. Demonstration of the performance of
the reverse-flow CLC system with Ni is valuable, due to the fact that the constraints imposed by
fluidized-bed reactors, such as attrition, cost and pollution due to lost Ni, invalidate this otherwise
excellent oxygen carrier. Nevertheless, the modelling approach is extendable and applicable to other
gaseous fuels and oxygen carriers.
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8.3.1. Design parameters

The reduction of a Ni-based oxygen carrier by CH4 is simulated following the reaction scheme of Table
8.2. For the theoretical analysis presented here, the Ni-based oxygen carrier studied by Chandel et al.
[127] (Table 8.3) is used, because we were able to successfully predict the oxygen carrier reduction
characteristics reported for their batch fluidized-bed reactor [436]. The NiO loading was changed from
the original value of 60 wt.% to 20 wt.% in order to limit the temperature rise during the subsequnt
oxidation cycle. The typical temperature of reduction for a continuous CLC plant is 900°C [437], and it is
assumed that the inlet fuel is pre-heated by the exhaust stream of the Oxidizer to 900°C. The reducing gas
is pure CH4. The initial bed temperature prior to reduction is slightly above 900°C (assumed 950°C),
because of the heat liberated from the previous oxidation cycle [108]. No external heating is applied and
adiabatic conditions are assumed, in order to represent a hypothetical commercial process [392]. In the
simulation of reverse-flow operation, the boundary conditions are periodically altered as shown in Eqs.
(15-18). Different switch time intervals are investigated to explore their effect on performance optimality.
To clarify the terminology used in the remaining of this paper, “switching frequency” refers to the
number of flow reversals during the reduction period, while “switch interval” refers to the time between
each flow reversal. These two terms are obviously correlated by the time required for one reduction cycle,
which was set to 250 s, to ensure complete reduction of the oxygen carrier. Complete oxygen carrier
reduction is, of course, unrealistic, but it is studied here to explore the extrema of advantages of the
reverse-flow concept. The performance of the reverse-flow reactor is compared to the traditional onedirectional process, where any differences in the gas, bed temperature or conversion profiles are attributed
only to flow reversal (i.e., all other process conditions are kept identical).
8.3.2. Design of the bench-scale reactor

A bench-scale reactor is designed on the basis of previously studied CLC/CLR fixed-bed units (Table
8.1), to serve as a benchmark for the advantages of reverse-flow operation. The reactor dimensions are
chosen with an average length to diameter (L/D) ratio consistent with the CLC units of Table 8.1. The
corresponding gas velocity should promote convective flow to increase reactor output, while providing
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sufficient residence time to completely convert the fuel. The mixing patterns inside the reactor can be
characterized by the Froude number, and for the bench-scale reactor studied here, a similar Froude
number to that of Jin and Ishida [62] is selected. For higher Froude numbers, as in the case of Iliuta et al.
[58], the residence time is too short and unconverted fuel escapes the reactor. A very small Froude
number is also undesirable, because of back-mixing and low output. Thus, matching the hydrodynamics
of the Jin and Ishida [62] unit is appropriate. The gas flow rate is then calculated based on the target
Froude number and reactor dimensions. The operating conditions and sizing of the bench-scale reactor are
presented in Table 8.4

Table 8.3: Properties of the oxygen carrier studied [127].
Surface area (m2/g)
Ni loading (wt.%)
Density (kg/m3)
Porosity
Size [µm]

7
20
3960
0.37
300

Table 8.4: Design and operating parameters for the case studies examined.

L [m]
D [m]
Q (L/min)
Fr
L/D
Rep
ΔP [bar]

Bench-scale reactor
0.22
0.055
16.68 (100% CH4)
0.34
4
0.80
0.3

Industrial-scale reactor
1.0
0.25
3000 (100% CH4)
0.39
4
6.9
4

8.3.3. Scale-up to industrial size

Scaling laws based on geometric similarity and dimensionless numbers are commonly used to design
large-scale reactors to maintain the same flow patterns, heat and mass transfer, and product selectivity of
laboratory reactors [394,438]. Glicksman [439] developed a set of scaling laws for fluidized-bed reactors
based on equal particle Reynolds number, Froude number, particle size distribution, bed geometry, and
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particle sphericity. For fixed-bed reactors, the scale-up task is relatively more straightforward [440].
Nauman [441] proposed that fixed-bed reactors should be scaled-up according to either geometrical
similarity, where the L/D ratio is kept constant, or constant pressure drop, which can be achieved by
increasing the diameter while maintaining the same superficial velocity. It is not recommended to scaleup a fixed-bed with a constant Reynolds number, because it will lead to a short and wide reactor, and
higher Reynolds numbers enhance the heat transfer characteristics at the wall [441]. Simulation and
optimization have also been used in the scale-up of fixed-bed reactors in order to mitigate temperature
fluctuations, which in turn can severely impact the fuel conversion and product selectivity [436,442].
The reverse-flow concept is demonstrated for a commercially realistic industrial-scale fixed-bed reactor.
To establish a basis for a realistic reactor size, commercial steam reforming and water-gas shift reactors
used for H2 production [195,443] are used to determine the anticipated capacity of a single commercial
CLC reactor. These industrial fixed-bed reactors typically range 6 –15 m in length and 0.01 – 4 m in
diameter. To maintain a reasonable pressure drop across the fixed-bed at 2 – 3 atm, large catalyst particles
with an equivalent diameter of 1 cm are commonly used [443]. In this study, a particle size of 300 µm is
chosen, in order to minimize diffusion effects through the oxygen carrier, but at the same time it imposes
a significant pressure drop in the system. For the pressure drop to be within reasonable bounds, the bed
height should not exceed 1 m. The scaling factors that are kept constant in the design are the L/D ratio and
Froude number. The reactor diameter is calculated, given the bed height limit and the equivalent L/D of
the bench-scale reactor. The gas flow rate is then calculated to match the Froude number of the benchscale reactor. Following this rationale and procedure, the reactor size and operating conditions for the
industrial-scale reactor are calculated as shown in Table 8.4. It should be noted that the strategy of reactor
design (both for bench- and industrial- scale systems) is aimed at showcasing the advantages of reversing
the flow in CLC reduction. These systems can be further optimized by studying different oxygen carriers,
particle sizes, and different geometries, but this optimization is outside the scope of this paper. In Chapter
9, the cycle configuration and reverse-flow strategy is optimized for maximal heat removal efficiency.
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8.4. Results and discussion
Reverse-flow operation is investigated as a novel configuration for CLC fixed-bed systems, with the
potential to improve the CO2 capture efficiency and temperature profile uniformity. This is illustrated for
the bench-scale reactor, for which the performance using an one-directional feed is compared to that with
flow reversal. The principle of the reverse-flow operation is then demonstrated for an industrial-scale
reactor to explore whether the calculated bench-scale benefits are realistic at larger scales.
8.4.1. Design study for the bench-scale reactor

In the one-directional fixed-bed process, a conversion front moves in the axial direction through the bed.
The reduction of the oxygen carrier by the fuel generates partial and complete combustion products (CO,
CO2, H2, and H2O) that subsequently participate in reforming, water-gas shift, and carbon formation
reactions. The initially generated syngas can be further oxidized to CO2 and H2O via reactions with the
downstream oxygen carrier. As the oxygen supply in the bed becomes progressively depleted over time,
catalytic reactions become significant, resulting in diminishing fuel conversion to CO2 and greater carbon
deposition. If the contact between fuel and converted oxygen carrier can be reduced, then the formation of
syngas and solid carbon can be effectively lowered in the fixed-bed process. This can be accomplished by
periodically switching the direction of the fuel. The conversion profile with the reverse-flow process
differs from the one-directional flow, in which two conversion fronts uniformly move toward the center
of the bed (Figure 8.3).
The impact of flow reversal on CO2 selectivity and CH4 conversion is shown in Figure 8.4 for different
switch intervals. In all cases, the reverse-flow reactor achieves higher CO2 selectivity for oxygen carrier
conversions below 0.8. The performance of the reverse-flow reactor reverts to that of the one-directional
process at higher conversions due to significant carbon build-up at both ends of the bed. Operating at
longer switch intervals, such as 40 s, limits the efficiency of the reverse-flow reactor, because the bed is
appreciably converted (~35%) by the fuel, prior to the first flow reversal. Hence, a sharp rise in the CO 2
profile is exhibited when the gas direction is reversed and the fuel contacts the fresh oxygen carrier. More
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frequently reversing the flow can provide a more uniform conversion profile inside the bed and an overall
higher CO2 selectivity. In regards to CH4 conversion, both reactors exhibit a minor initial CH4 slip due to
the absence of Ni, which activates the CH4 conversion reactions [58,119]. The reverse-flow reactor
achieves higher or equally high fuel conversions. The steep drops and jumps shown in Figure 8.4 are the
result of instantly pushing the gaseous contents to the opposite direction of the reactor when the flow is
reversed. They are the least realistic aspect of the simulations preformed, as these discontinuities are
attributed to the model boundary conditions when the flow direction is periodically changed and do not
account for momentary gas compressibility and dispersion.

Figure 8.3: Oxygen carrier conversion as a function of reduction time and dimensionless bed height for
the bench-scale reactor. Switch interval is 30 s for the reverse-flow operation.

From the analysis of Figure 8.4, the optimal flow reversal scheme for the bench-scale reactor corresponds
to a switch interval of ~30 s, which can achieve CO2 selectivity >90% with the lowest switching
frequency. The utilization of the oxygen carrier is substantially increased in the reverse-flow process. For
instance, the reduction cycle using an one-directional flow must be terminated when the bed is 22%
converted to maintain 90% CO2 selectivity in the exhaust stream. To operate at the same selectivity in the
reverse-flow reactor, with a 30 s switch interval, reduction can be continued until the bed is 42%
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converted. This is a significant improvement, addressing specifically one of the major bottlenecks of
current CLC fixed bed reactors. It also offers advantages in terms of mitigating carbon formation in the
reactor.

Figure 8.4: Comparison of the CO2 selectivity and CH4 conversion for the bench-scale reactor under onedirectional flow and reverse-flow operation at different switch intervals.

189

Figure 8.5: Amount of carbon deposited (kg C/kg OC) as a function of reduction time and normalized
bed height for the bench-scale reactor. Switch interval is 30 s for the reverse-flow operation.

Figure 8.6: (a) Selectivity to solid carbon in the bed for the reverse-flow (ts=30 s) and one-directional
bench-scale reactor; (b) Maximum bed temperature drop for the reverse-flow (ts=30 s) and one-directional
bench-scale reactor.

In CLC with Ni-based oxygen carriers, CH4 decomposition on the catalytic surface is inevitable and
severely lowers the CO2 capture efficiency of the process. Carbon formed during the reduction step is
converted into CO2 during oxidation and vented to the atmosphere, thus lowering the overall CO2 capture
efficiency. The extent of carbon formation is studied for the bench-scale reactor by evaluating the amount
of C deposited in the bed and the efficiency of the total CO2 capture (𝜂𝐶𝑂2 ) of the process. Solid carbon
deposits on the reduced surfaces that are devoid of oxygen sources. This phenomenon occurs at the inlet
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of the one-directional reactor and at both ends of the reverse-flow reactor (Figure 8.5). Due to the
improvement in fuel contacting patterns, the reverse-flow reactor achieves superior selectivity to solid
carbon for all practical oxygen carrier conversions (Figure 8.6(a)). This effect is strongly correlated with
the CO2 capture efficiency of the process, calculated in terms of the CO2 and CH4 flow rates as follows:
t
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The CO2 capture efficiency  CO2 is different from the CO2 selectivity: the former is the time-integral of
the moles of CO2 captured per moles of CH4 fed into the system, while the latter is the instantaneous ratio
of CO2:CH4. These two metrics provide an integrated understanding of the overall reactor performance.
Table 8.5 presents the 𝜂𝐶𝑂2 values calculated at different times to meet a range of oxygen carrier
conversions. For all the listed conversions, the CO2 capture efficiency is higher in the reverse-flow
reactor. Comparison of these results to a circulating fluidized-bed unit, which can achieve 94% CO2 gas
yield with negligible carbon build-up and a solid conversion of 0.6 [185], shows that the concept of a
reverse-flow reactor is a promising alternative to the commonly employed fluidized-bed processes.
Moreover, the CO2 capture efficiency shown in Table 8.5 is likely sub-optimal. The observed benefits of
the reverse-flow process can be further improved by optimization of the reactor dimensions. This
optimization would ask the contour lines of Figures 8.3, 8.5, and 8.7 to be vertical (flat) as early as
possible, which would signify composition and temperature uniformity. Nonetheless, this is outside the
scope of this work, since it would yield a biased comparison with conventional fixed-bed CLC systems.
As demonstrated, flow reversal allows for better utilization of the available oxygen sources in the bed.
This effect is also exhibited in the temperature profiles. As most of the CLC reduction reactions are
endothermic, the formation of cold spots inside the reactor always coincides with the conversion front
(Figure 8.7). The largest temperature drop for the one-directional reactor appears at the inlet and for the
reverse-flow reactor at both ends. Better heat utilization is achieved by reversing the fuel direction,
whereby a larger volume of the bed can be used to provide conductive heat for the reduction reactions.
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This results in milder cold spots and faster conversion rates under the reverse-flow process.
Approximately, a 50°C improvement in the maximum temperature drop is achieved with the reverse-flow
concept at the bench-scale (Figure 8.6(b)).The non-uniformities in the maximum temperature drop shown
in Figure 8.6(b) are due to the periodic flow reversal, which causes the position of the cold spot to vary
from inlet to exit. Nonetheless, reverse-flow operation improves the thermal management of the process,
which is more important in large-scale systems, where the divergence of temperature can cause
substantial losses in product selectivity, material activity and lifespan [440].

Figure 8.7: Bed temperature (°C) as a function of reduction time and normalized bed height for the
bench-scale reactor. Switch interval is 30 s for the reverse-flow operation.

Table 8.5: CO2 capture efficiency 𝜂𝐶𝑂2 for varying oxygen carrier conversion in the bench-scale fixedbed reactor under one-directional flow and reverse-flow operation with a switch interval of 30 s.
Solid conversion
0.3

One-directional
0.9238

Reverse-flow
0.9561

0.4

0.9873

0.9515

0.5

0.8688

0.9348

0.6

0.8383

0.9107

0.7

0.8043

0.8854

0.8

0.7630

0.8507
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8.4.2. Application to an industrial-scale reactor

The reverse-flow concept is demonstrated for a scaled-up, industrial equivalent fixed-bed reactor. The
effect of reactor scale-up on the oxygen carrier conversion was studied for the one-directional system,
showing shorter reaction times for the industrial-scale reactor. The reaction rates are enhanced by the
higher partial pressures at the inlet, due to the larger pressure drop across the bed. Nonetheless, the
product selectivity and bed temperature profile are not affected by the reactor scale-up because of the
similar mixing patterns to the bench-scale reactor. While the total carbon deposition in the bed is much
greater compared to the bench-scale reactor (because of the higher flow rate of fuel), the rate of carbon
deposition is proportional to the bench-scale reactor by the change in reactor volume and the selectivity to
solid carbon is about the same.

Figure 8.8: CO2 selectivity and CH4 conversion for the industrial-scale reactor under one-directional flow
and optimal reverse-flow operation (ts=5 s).

The effect of switching frequency on CO2 selectivity and CH4 conversion was analyzed in a similar
method described for the bench-scale reactor. Shorter switch intervals are needed for the industrial-reactor
in order to meet the high CO2 selectivities of the bench-scale reactor, because of the faster reaction rates.
The optimal switch interval, providing CO2 selectivity >90% over a range of oxygen carrier conversions,
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was estimated at ~5 s. Figure 8.8 presents the results of the optimal industrial-scale reverse-flow
operation in comparison to the one-direction flow system. The reverse-flow reactor achieves higher CO2
selectivity for any oxygen carrier conversion below 0.85, with the improvement being more significant in
the range of conversions from 0.4 to 0.8. The high CO2 selectivity can be sustained for higher oxygen
carrier conversions in the reverse-flow reactor. Assuming a 90% CO2 selectivity as the benchmark, the
one-directional flow reactor can operate until only 25% of the bed is reduced, whereas at optimal reverseflow operation, the bed can be progressively reduced up to 45% conversion. There is some improvement
in the CH4 conversion due to flow-reversal at oxygen carrier conversions above 0.8, but the reduction
period would normally be terminated prior to that. The oxygen carrier conversion in the bed (Figure 8.9)
follows similar patterns as the bench-scale case, with the only difference being that complete conversion
occurs sooner. Again, a large-scale reverse-flow reactor can be designed optimally for CLC, focusing on
maximizing CO2 selectivity and bed utilization, which will be the subject of our future work.

Figure 8.9: Oxygen carrier conversion as a function of reduction time and normalized bed height for the
industrial-scale reactor. Switch interval is 5 s for the reverse-flow operation.

The CO2 capture efficiency of the industrial-scale reactor is heavily dependent on the amount of carbon
deposited during reduction. As shown in Figure 8.10, the location of the greatest carbon deposition in the
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fixed-bed is at the first point of contact between fuel and oxygen carrier. The reverse-flow reactor has less
accumulated solid carbon, because of the better utilization of the oxygen carrier, as discussed previously.
In total, the selectivity to solid carbon is lower in the reverse-flow reactor (Figure 8.11(a)). Another
advantage of reversing the flow is the prevention of excess carbon build-up at the one end, which can
eventually clog the reactor.

Figure 8.10: Amount of carbon deposited (kg C/kg OC) as a function of reduction time and normalized
bed height for the industrial-scale reactor. Switching time is 5 s for the reverse-flow operation.

Table 8.6: CO2 capture efficiency 𝜂𝐶𝑂2 for varying oxygen carrier conversion for the industrial-scale
fixed-bed reactor under one-directional flow and reverse-flow operation with a switching time of 5 s.
Solid conversion
0.3
0.4
0.5
0.6
0.7
0.8

One-directional
0.9128
0.8787
0.8432
0.8042
0.7614
0.7099
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Reverse-flow
0.9446
0.9309
0.9128
0.8893
0.8616
0.8179

Figure 8.11: (a) Selectivity to solid carbon in the bed for the reverse-flow (ts=5 s) and one-directional
industrial-scale reactor; (b) Maximum bed temperature drop for the reverse-flow (ts=5 s) and onedirectional industrial-scale reactor.

The improvement in CO2 capture efficiency (Table 8.6) yields equally promising results compared to the
bench-scale reactor. For all oxygen carrier conversions, 𝜂𝐶𝑂2 is higher in the reverse-flow reactor and the
difference becomes noticeably larger at higher oxygen carrier conversions. Practically, the oxygen carrier
utilization can be improved by 60% with the reverse-flow process operating at over 90% CO2 capture
efficiency. The temperature profile inside the industrial-scale reactor (Figure 8.12) is similar to that of the
bench-scale reactor, due to the appropriateness of scale-up. A more uniform temperature profile can be
achieved by reversing the fuel direction. The maximum temperature drop along the bed is reduced by
50°C with the reverse-flow process (Figure 8.11(b)). By lowering the intensity of cold spots during
reduction, the reverse-flow operation improves the thermal management of the CLC reactor which has
positive effects on the overall heat integration of the entire process.
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Figure 8.12: Bed temperature (°C) as a function of reduction time and normalized bed height for the
industrial-scale reactor. Switch interval is 5 s for the reverse-flow operation.

8.5. Conclusions
The performance of CLC in reverse-flow fixed-bed reactors was evaluated for a bench-scale reactor and
its industrial scale-up equivalent, using a previously validated heterogeneous CLC model. For the
theoretical analysis, the bench-scale reactor was designed according to CLC/CLR fixed-bed units reported
in the literature, operating in one-directional flow, and was compared to its reverse-flow equivalent
operating at identical conditions. The results of this analysis demonstrate that periodic reversal of the gas
flow during CLC reduction leads to significant improvements in reactor performance, in terms of CO 2
selectivity, CO2 capture efficiency, and bed temperature fluctuations. By scaling-up the bench-scale
reactor, it was shown that the advantages of the reverse-flow operation can be exploited at the industrialscale. This fixed-bed design avoids the issue of attrition and gas-solid separation commonly found in
circulating fluidized-bed units. Furthermore, the simplicity of the process makes it easily applicable to
existing bench-scale units without considerably complicated equipment, for which scale-up does not
entail significant challenges. For an optimized design, the switch interval should vary over the course of
reduction to maximize the performance gains at the minimum amount of switches, which will be studied
in the future. In addition, the topic of heat management in the fixed-bed will be investigated by coupling
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reverse-flow of the reduction and oxidation cycles. Flow reversal done at the oxidation conditions can
potentially be used to alter and manipulate the location of hot spots inside the fixed-bed. Thus, coupling
these phenomena together can reduce the energy expenditure for oxidation, while sufficiently
regenerating the fixed-bed.
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Chapter 9 OPTIMAL CONTROL OF A REVERSE-F LOW CHEMICAL-LOOPING F IXED BED
REACTOR
A reverse-flow fixed bed reactor concept for chemical-looping combustion (CLC) is explored. The
limitations of conventional fixed bed reactors, as applied to CLC, are overcome by reversing the gas flow
direction periodically to enhance the mixing characteristics of the bed, thus improving oxygen carrier
utilization and reactor efficiency. The reverse-flow reactor is simulated by a dusty-gas model and
compared with an equivalent fixed bed reactor without flow reversal. Dynamic optimization is used to
calculate conditions at which each reactor operates at maximum efficiency. Several cases studies illustrate
the benefits of reverse-flow operation for the CLC with CuO and NiO oxygen carriers and methane and
syngas fuels. A major advantage of the proposed reactor design is the better utilization of the oxygen
carrier bed and improved uniformity of the exhaust gas temperature during heat removal. The results
show that implementing CLC in a reverse-flow reactor has the potential to achieve higher power
generation efficiency than conventional fixed bed CLC reactors.

9.1. Introduction
Chemical-looping combustion (CLC) is a promising technology for power generation with cost effective
CO2 capture. CLC is a two-step combustion process that produces a high purity stream of CO2, ready for
compression and sequestration. A solid oxygen carrier, in the form of metal oxide particles, transports the
oxygen from air to combust a gaseous fuel. Since the fuel is never mixed with air, the combustion
products (H2O/CO2) are not diluted in N2 and CO2 can be captured after condensing the water vapor. CLC
is a pre-commercialization technology, but simulation studies on its integration with power plants indicate
that it has the potential to be more efficient than all other CO2 capture technologies [26,47,444–448]. The
overall efficiency of the corresponding power plant would be higher if CLC was to be integrated with
combined cycle (CC) power plants that take advantage of the high efficiencies of the Brayton cycle.
Therefore, several process configurations have been proposed that integrate CLC reactors with CC power
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plants utilizing natural gas and synthesis gas fuels. The thermal efficiency of natural gas-fired CC with
CLC is 52-53% [143–145], which is about 3-5% higher than that of post-, oxy-fuel, or pre-combustion
CO2 capture methods [449]. For coal feedstocks, the efficiency of CLC combined with an integrated
gasification combined cycle (IGCC) was estimated to be close to that of conventional IGCC without CO2
capture [450] and about 2% higher than IGCC with pre-combustion CO2 capture [111,149].
CLC reactors must operate at high pressures (>20 bar) and high temperatures (>1200°C) [451,452] for
their seamless integration with downstream gas turbines. A major challenge in the development of CLC
reactors, in the case of the more conventional fluidized bed configurations, is the establishment and
maintenance of stable fluidization at high-pressure and at large-scale. Therefore, the design of the main
candidate reactor configuration for commercial CLC realization, consisting of two interconnected
fluidized beds between which the oxygen carrier is circulating [23,30,46,74,157,196,349,381,382], suffers
from immaturity of its fluidization technology. The main advantages of fluidized bed implementations of
CLC are the high gas/solid heat and mass transfer rates, stable operating temperature, and continuous
operation. Most of the operational experience of fluidized bed CLC units was gained at atmospheric
pressure and research is on-going to design and operate reactors that can accomplish stable circulation
and fluidization of the oxygen carrier at the scale conceptualized for power generation [351,353,453].
An alternative to interconnected fluidized bed CLC configurations is the much simpler fixed bed design
[108,154,354,364]. In a fixed bed reactor configuration for CLC, the oxygen carrier is statically contained
and alternatively exposed to oxidizing and reducing gases. Since solid circulation (and thus gas-solid
separation) is not required, high-pressure operation can be achieved without much difficulty. The fixed
bed reactor is more compact than the fluidized bed, which offers potential for better utilization of the
oxygen carrier, lower capital cost, and smaller process footprint. The main disadvantages of the fixed bed
reactor are its dynamic operation and the necessity of high temperature valves. The main challenge of
interest to this work is the batch operating principle of a fixed bed CLC reactor configuration, in
conjunction with the requirement for stable, smooth steady state operation of power plants. This is a
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traditional chemical engineering challenge, but relatively new to the power generation sector.
In previous work, we used dynamic models to study and compare the performance of fixed bed and
fluidized bed reactors for gaseous CLC [119,128,132,141,142,193,324,333,368,369]. We showed that the
fixed bed reactor can operate at near 100% CH4 conversion, but the reduction cycle needs to be controlled
to ensure high CO2 capture efficiency [324]. In other relevant work, Hamers et al. [108] and Spallina et al.
[358] showed that a proper heat management strategy is essential to the integration of fixed bed CLC into
a power plant. Spallina et al. [111] estimated the overall process efficiency of a CLC-based IGCC plant
using fixed bed reactors to be 40-41%, which was similar to an IGCC-CLC plant with fluidized bed
reactors [356]. Heat management in the form of CLC operating strategy was formulated as an
optimization problem by Han and Bollas [374], with the objective of maximizing energy efficiency as a
function of the CLC cycling procedure. Here, we expand upon previous work by allowing the operating
strategy of CLC to change the direction of the gas flow during each cycle.

9.2. Basic operating principle of fixed bed CLC
The fixed bed CLC reactor is a batch process, operated in successive cycles of reduction, oxidation, and
heat removal. During reduction, a gaseous fuel (such as natural gas or syngas) is fed to a fully oxidized
bed, where the oxygen carrier is reduced and the fuel is converted mainly to CO2 and H2O. The reduction
of the oxygen carrier is usually a combination of endothermic and exothermic reactions, depending on the
fuel and metal oxide. The reduction phase is stopped when either the fuel conversion or CO2 selectivity
reaches a lower bound, determined by efficiency and environmental requirements, and the reactor is
purged with inert gas for a short period. Next, air is fed to the reactor to commence the oxidation cycle
and regenerate the oxygen carrier. The reactor is heated up to high temperatures due to the exothermic
reactions and the heat from the solids is transferred to the gas phase by continually blowing air through
the reactor. This is commonly referred to as the heat removal phase. Once most of the heat is pushed out
of the reactor, the reactor is purged briefly and the cycle returns to reduction.
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Figure 9.1: Schematic of a typical cyclic operation of CLC in a fixed bed reactor in terms of the
temperature, total enthalpy, and mass flow rate of the exhaust gas stream.

Figure 9.1 presents common profiles of the exhaust gas temperature, mass flow rate, and enthalpy during
cyclic operation of a fixed bed CLC reactor. Details on how these profiles are calculated can be found in
the following Section; here, we focus on the main principles of operation of a fixed bed CLC reactor. As
shown, the maximum gas temperature and enthalpy occur during the primary heat removal phase (HR-1).
In an integrated CLC-CC plant, downstream the CLC reactor is a gas turbine, which expands the hot,
pressurized CLC exhaust to produce electricity. Temperature fluctuations at the inlet of the gas turbine
should be minimized to preserve the integrity of the turbomachinery. Thus, at the onset of the temperature
decrease in Figure 9.1, the exhaust gas is diverted to the steam cycle and a secondary heat removal stage
(HR-2) is initiated. The steam cycle is less efficient than the gas turbine cycle of the CC. Therefore, the
dynamic operation of the fixed bed reactor creates a source of efficiency penalty for the CLC system. This
penalty can be more easily understood if we think of the non-constancy of the temperature of the exhaust
gas during heat removal and understand that the lower temperature portion (time-wise) of the stream is of
lower quality for power generation. Here, it is also critical to remember that because of the one-reactor
configuration of the fixed bed CLC, the temperature of the bed after oxidation needs to be lowered before
initiating reduction. In contrast, if CLC is implemented in two pressurized fluidized bed reactors, all of
the air exhaust can be used to generate electricity in a gas turbine. To overcome this problem associated
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with the fixed bed system, we need to optimize the reactor configuration and process operation and ensure
high thermal and CO2 capture efficiencies.

9.3. Novelty and scope of this work
To summarize the scope of this work, we are interested in fixed bed reactors, because of their capability
to operate at high pressures, with gaseous fuels and we wish to explore the optimality of reactor design
and operation strategy for the maximization of process efficiency and CO2 capture. The basic process
elements that control these efficiencies are the uniformity of the bed in terms of temperature and oxygen
carrier conversion profiles. In an effort to impose uniformity to the fundamentally axially distributed
fixed bed reactor, we explore the use of reverse-flow operation. Figure 9.2 shows a simplified process
scheme of a reverse-flow CLC reactor. At normal flow conditions, the flow passes through 1-2-R-3-4 and
when the direction is switched, the gas flows through 1-2’-R-3’-4. In this investigation, we examine if
reverse-flow operation can enhance the contact between fuel and oxygen carrier during reduction. There
might exist benefits, in terms of a more uniform bed conversion and temperature distribution, which could
lead to better oxidation cycle efficiency and heat removal performance.

2

3'

R

Fuel in

CO2/H2O out

1

4
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3

Figure 9.2: Simplified diagram of revere-flow operation in a fixed bed CLC reactor. Forward flow pass is
1-2-R-3-4 and backward flow pass is 1-2’-R-3’-4.

203

To calculate an operating strategy for the reverse-flow reactor, we propose an optimization problem to
maximize the energy efficiency of the heat removal step, in which the reactor exhaust can be used for
electricity generation in a downstream gas turbine. This energy efficiency is expressed as the fraction of
the enthalpy sent to the gas turbine over the energy output of the reactor, as shown in Eq.(9.1):
 HR1

 m

out

 HR 

(t )  hout (t )  dt

t0

,

 cycle

 m

out

(9.1)

(t )  hout (t )  dt

t0

where 𝑚̇𝑜𝑢𝑡 and ℎ𝑜𝑢𝑡 are the time-dependent mass flow rate and enthalpy of the exhaust gas stream,
𝜏𝐻𝑅−1 is the time interval for the heat removal step to produce electricity in the gas turbine, and 𝜏𝑐𝑦𝑐𝑙𝑒 is
the time interval for one complete redox cycle. To maximize 𝜂𝐻𝑅 , we can optimize the number of flow
switches 𝑛𝑠𝑤 and the time interval for each flow switch 𝜏𝑛𝑠𝑤 during reduction, the time interval of each
oxidation and heat removal stages 𝜏𝑖 , the flow rate and temperature of the inlet air 𝐮𝑖 , and metal oxide
content in the oxygen carrier 𝜔. The dynamic switching between different gases is modeled with piecewise constant functions. These variables are contained in the design vector of the process, shown in Table
9.1.

Table 9.1: Design variables for the problem formulation to optimize the heat removal efficiency of a
reverse-flow CLC reactor.
Design variables

𝛟

Number of flow switches during reduction
Time interval for each flow switch during reduction
Oxidation time interval
Heat removal-1 time interval
Heat removal-2 time interval
Air feed rate
Air temperature
Metal oxide content in oxygen carrier

𝑛𝑠𝑤
𝜏𝑛𝑠𝑤
𝜏𝑖
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𝐮𝑖
𝜔

The CLC reactor must satisfy the input boundary conditions of the power plant, achieve high fuel
conversion efficiency, and operate within constraints related to power plant safety and oxygen carrier
stability. The temperature of the gas feeding the gas turbine should be at or close to the turbine inlet
temperature (TIT) set-point with minimal fluctuations. Inequality path constraints are incorporated to keep
the temperature of the reactor exhaust during heat removal, 𝑇𝐻𝑅,𝑜𝑢𝑡 (𝑡), within ±50°C of the TIT set-point.
Additionally, the temperature inside the bed, 𝑇(𝑡, 𝑧), is constrained to always be less than 50°C below the
melting point of the metal oxide, 𝑇 𝑚𝑎𝑥 . Of course, the CLC reactor must comply with acceptable levels
of emissions control. Specifically, the CLC reactor needs to achieve ≥90% CO2 capture efficiency [96]
and ≥98% fuel conversion [149] during the reduction phase. The CO2 capture efficiency, 𝑆𝐶𝑂2 (𝑡), and
fuel conversion, 𝑋𝑓𝑢𝑒𝑙 (𝑡), are computed from the time-integral of the molar flow rates of the gas stream.
∆𝑃
)
𝑖𝑛 (𝑡)

The pressure drop across the reactor must be within (𝑃

≤ 8% [111] at any time, to avoid excess

pressure losses and maximize plant efficiency. All these requirements are captured as constraints in the
optimization problem of Eq.(9.2), which presents the complete formulation to optimize the operating
strategy for a reverse-flow fixed bed CLC reactor.
max  HR
φΦ

s.t.

f  x(t ), x(t ), u(t ), θ, t   0,
x min  x(t )  x max ,
u imin  u i  u imax ,
i  1, , Nu
 imin   i   imax ,
i  1, , Nu
 min     max ,
 nmin
  nsw   nmax
,
sw
sw
min
max
nsw  nsw  nsw
TIT  50C  THR ,out (t )  TIT  50C , t  [t0 , t f ],
T (ti , z)  50C  T max ,
t  [t0 , t f ], z  [0, L],
SCO2 (t )  90%,
t  [t0 , t f ],
X fuel (t )  98%,
t  [t0 , t f ],
P(t ) / Pin (t )  8%,
t  [t0 , t f ].

(9.2)

In Eq.(9.2), the CLC reactor is modeled as a system of differential and algebraic equations, 𝐟, where 𝐱(𝑡)
is the vector of state variables (i.e., mass, temperature, and pressure), and 𝛉 is the system parameters,
including the kinetic constants describing the reactivity of the oxygen carriers. Section 8.2 describes in
more detail the design equations, 𝐟, of the fixed bed CLC reactor. The mathematical model was developed
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and solved using the commercial software package gPROMS [170]. We employed the control vector
parameterization (CVP) with single-shooting algorithm to solve the above stated dynamic optimization
problem.

9.4. Model Validation
The process model written in Eqs.(8.1)-(8.15) was successfully used to predict CLC experimental data
collected from an in-house fixed bed reactor and data reported in the literature. Figure 9.3 presents the
model validation of the model described in Section 8.2.3 to match experimental data reported by Ishida et
al. [47], Han et al. [368], and Nordness et al. [369]. Specifically, Figure 9.3(a) illustrates the accurate
simulation of internal mass transfer effects through the oxygen carrier particle, for a range of particle
sizes. Figure 9.3(b) demonstrates the accuracy of the reaction scheme and kinetics derived from
experiments optimally designed for kinetic parameter estimation [333,368] in predicting CLC
experiments using NiO and CH4 fuel, in an atmospheric fixed bed reactor. A similar approach was taken
by Zhou et al. [142] to estimate the reduction kinetics of CuO and CH4. The kinetic models of Han et al.
[333,368] and Zhou et al. [142] were then extended to high-pressure conditions, by fitting a pressure
dependency term using the correlation proposed by García-Labiano et al. [89]. Figures 9.3(c)-9.3(d)
show that the models developed previously are sufficient for predicting pressurized fixed bed experiments
for the complete redox cycle (reduction, purge, and oxidation), performed by Nordness et al. [369]. In
summary, the described process model provides a sufficient level of accuracy and can be used with
confidence for reactor analysis and process efficiency studies.
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Figure 9.3: Model predictions of CLC experimental data performed in TGA (a) and in fixed bed (b,c,d)
using the dusty-gas model. In Figure 9.3(a), the particle model is predicative of the effect of intraparticle
diffusion limitations over a range of particle sizes (dp=1.0-3.2 mm), measured by Ishida et al. [47]. Figure
9.3(b) shows the validation of the model to predict fixed bed CLC in atmospheric pressure [368]. Figure
9.3(c)-Figure 9.3(d) show the validation of the model to describe high-pressure CLC with NiO and CuO
oxygen carriers, as described in Nordness et al. [369].

9.5. Base case for comparative analysis of the reverse-flow reactor
In this Section, the reverse-flow reactor performance is compared against an equivalent one-directional
flow fixed bed reactor. This comparison assumes a clean methane and syngas fuel source, from natural
gas or coal gasification respectively. Synthetic oxygen carriers of supported CuO and NiO were used to
improve reactivity and selectivity of the reactor and reduce its footprint. Oxygen carrier reduction and
oxidation kinetics were adapted from Nordness et al. [369], who experimentally studied high-pressure
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CLC of CH4 and syngas with CuO and NiO and devised high-pressure kinetics. The reactor specifications
and operating conditions shown in Table 9.2 were used for the stimulation of the reverse-flow and onedirectional reactors. A base-case scenario of reactor geometry, operating pressure, syngas and purge flow
rate was taken from the work of Spallina et al. [110], who analyzed the feasibility of integrating an
ilmenite-containing fixed bed reactor into an IGCC process. We extended the work of Spallina et al. [110]
to a methane-fed process, with a flow rate 10% of the syngas flow rate, as suggested by Norman et al.
[155].

Table 9.2: Reactor design and operation, adapted from the work of Spallina et al. [110].
Reactor configuration
Length (m)
Diameter (m)
Pressure (bar)
Gas streams
Syngas-fuel
Composition
(vol.%)
Temperature
(°C)
Mass flow
(kg/s)
Methane-fuel
Composition
(vol.%)
Temperature
(°C)
Mass flow
(kg/s)
Purge
Composition
(vol.%)
Temperature
(°C)
Mass flow
(kg/s)
Cycle time
(s)

11
5.5
17 bar

1 Ar; 33.6 CO; 34 CO2; 13.8 H2; 16.4 H2O; 1.3 N2
450
152
100% CH4
450
15
1.016 Ar; 0.04 CO2; 1.31 H2O; 97.5 N2
450
577.5
300

For each oxygen carrier and fuel type, we considered two set-points for the TIT: being: 1100°C and
1000°C for NiO and 1000°C and 900°C for CuO. Preliminary analysis showed that the reverse-flow
reactor performance was more sensitive to the timing of the flow reversal, rather than the total number of
switches. Generally, fewer flow switches are preferred in order to relax the mechanical stress on the hightemperature switching valves. Thus, we assigned nsw=2 (flow direction is changed twice during the
reduction cycle) in Table 9.1 and then solved Eq.(9.2) to find the optimal cycle conditions for the reverse208

flow reactor. We also optimized the cycle strategy for the one-directional fixed bed reactor, by solving
Eq.(9.2) without flow reversal. Tables 9.3-9.4 present the optimal design variables for the one-directional
and reverse-flow processes.

Table 9.3: Optimized cycle strategy and operating conditions for the one-directional reactor.
CuO oxygen carrier

TIT set-point (°C)
Reduction (RED)
Cycle time (sec)
Air temperature (°C)
Oxidation (OX)
Mass flow (kg/s)
Cycle time (sec)
Heat removal 1 (HR-1)
Mass flow (kg/s)
Cycle time (sec)
Heat removal 2 (HR-2)
Mass flow (kg/s)
Cycle time (sec)
MeO (wt.%)

NiO oxygen carrier

Syngas-fuel

Methane-fuel

Syngas-fuel

Methane-fuel

1000, 900

1000, 900

1100, 1000

1100, 1000

1300, 1200
443, 456

838, 950
610, 610

913, 770
514, 516

609, 550
650, 610

214, 160
1346, 1463

160, 160
1306, 1000

160, 164
838, 802

165, 178
963, 848

214, 185
3273, 4883

185, 187
4220, 4490

186.4, 214
2500, 2200

214, 182
1805, 2400

160, N/A
670, N/A
20.7, 17.6

169, 169
1275, 1440
21.8, 17.7

169, 160
597, 200
21.7, 19.6

151, 174
194, 490
22.4, 20.9

Table 9.4: Optimized cycle strategy and operating conditions for the reverse-flow reactor.
CuO oxygen carrier

TIT set-point (°C)
Reduction (RED)
Semi-cycle 1(sec)
Semi-cycle 2(sec)
Semi-cycle 3 (sec)
Air temperature (°C)
Oxidation (OX)
Mass flow (kg/s)
Cycle time (sec)
Heat removal 1 (HR-1)
Mass flow (kg/s)
Cycle time (sec)
Heat removal 2 (HR-2)
Mass flow (kg/s)
Cycle time (sec)
MeO (wt.%)

NiO oxygen carrier

Syngas-fuel

Methane-fuel

Syngas-fuel

Methane-fuel

1000, 900

1000, 900

1100, 1000

1100, 1000

626, 481
394, 186
437, 627
440, 456

418, 319
193, 363
222, 288
600, 600

378, 406
217, 180
220, 120
500, 500

327, 250
100, 100
200, 233
620, 615

160, 214
1340, 900

156, 142
1275, 1108

154, 157
904, 757

169, 183
850, 710

214, 214
4525, 4480

214, 214
4000, 4400

214, 214
2147, 2250

214, 214
2075, 2200

142, N/A
700, N/A
21.8, 19.0

151, 160
500, 500
23.0, 20.1

142, 142
300, 270
22.2, 20.6

142, 160
200, 400
24.0, 22.3
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9.6. Results and discussion
In Section 9.5, we proposed reverse-flow fixed bed reactors as a process intensification option for CLC.
Here we evaluate the advantages of reversing the feed flow operation during the reduction step, which
was shown as the most impactful on the overall CLC performance. The benefits of reversing the feed flow
in the reduction step are illustrated for the entirety of the CLC sequence (oxidation, heat removal and
reduction), at cyclic steady-state conditions. Cyclic steady-state refers to the condition of the entire CLC
system, in which the temperature and concentration profiles are identical for repeated redox cycles. The
cyclic results for all of the case studies are shown in the Supplementary Information of this work [454].
For brevity, we focus on the major findings from the comparative analysis by examining each case study
at the lower TIT set-point.
9.6.1. Reduction phase

During reduction, a gaseous fuel is fed to a reactor of fully oxidized oxygen carrier. In normal flow
conditions, a reaction front is formed and moves in the axial direction through the reactor oxidizing the
fuel, while reducing the bed. Figures 9.4Figure 9.4(a)-9.4(c) show the performance of the onedirectional fixed bed reduction of NiO by syngas fuel, in terms of spatial and temporal bed conversion,
bed temperature, and solid carbon formation. As shown in Figure 9.4(a), the reactor entrance was the first
to be reduced, followed by the interior and exit regions of the bed, due to the progression of the reaction
front. The reduction was stopped before complete conversion of the bed, to ensure acceptable levels of
fuel conversion and CO2 capture efficiency. The bed temperature increased slightly, due to the reduction
reactions that, in the case of NiO reduction by syngas, are overall exothermic. A weak heat front was
formed at the entrance of the reactor and moved through the bed (Figure 9.4(b)). The entrance of the
reactor was eventually cooled to the temperature of the feed gas, once reduction of the oxygen carrier in
the entrance zone of the reactor was complete. As shown in Figure 9.4(c), solid carbon was formed on
the reduced oxygen carrier and was kinetically favored at the interior regions of the bed, where the
temperature was higher.
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Figure 9.4: Profiles of the internal bed conversion, bed temperature, and solid carbon selectivity in the
one-directional (1D) and reverse-flow (RF) reactors for the syngas-fed reduction with NiO. Conversion of
0 refers to NiO and conversion of 1 refers to Ni.

Figures 9.4(d)-9.4(f) show the reduction performance of the same system under reverse-flow operation.
As shown in Figure 9.4(d), the flow direction was reversed for the first time when the reaction front
reached the middle of the reactor. After the first flow switch, the fuel entered the reactor at z=L (reactor
end) and reduced the unconverted oxygen carrier. A second reaction front was formed, moving toward the
center of the bed (Figure 9.4(d)). Simultaneously, the temperature of the reactor exit was increased due to
the exothermic reduction reactions (Figure 9.4(e)). After the second flow switch, the oxygen carrier was
reduced from the forward flow pass. By periodically reversing the flow direction, we can enhance the
contact between the fuel and the fresh oxygen carrier. This can be beneficial in suppressing catalytic
reactions, which reduce CO2 selectivity and increase carbon deposition. Comparing Figure 9.4(c) with
Figure 9.4(f), solid carbon started to deposit in the reactor about 100 s later in the reverse-flow reactor.
At the end of reduction, less solid carbon was accumulated in the reverse-flow reactor (Figure 9.4(f)). In
addition, reverse-flow operation provided a more uniform bed conversion (Figure 9.4(d)), due to the
periodic switching between inlet and outlet ports. The temperature fluctuations were smaller in the
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reverse-flow reactor (Figure 9.4(e)), as noted by the warmer reactor entrance and smaller hot spots as
compared to Figure 9.4(b). The same benefits were seen for the CLC with CuO, shown in Fig SI.1 of the
Supplementary Information of this work [454].

Figure 9.5: Exit gas fraction of the syngas-fed fixed bed reactors with CuO and NiO oxygen carriers
under one-directional (1D) flow and reverse-flow (RF) with syngas fuel. The results are presented for the
reduction phase at the TIT set-point of 900°C for CuO and 1000°C for NiO.

Figure 9.5 shows the dynamic exhaust gas profiles of the reduction with syngas fuel under onedirectional flow and reverse-flow. When fuel was fed from one direction (Figures 9.5(a) and 9.5(c)), the
oxygen carrier was reduced by CO and H2 following the axial fronts shown in Figures 9.4(a)-9.4(c),
producing CO2 and H2O. For most of the reduction period, complete conversion of the fuel was obtained.
The optimizer stopped the reduction step before fuel slip became significant, as a consequence of the
constraints on CO2 capture efficiency and fuel conversion (Eq.(9.2)). The reduction time was shorter for
the NiO process (Figure 9.5(c)) than for the CuO process (Figure 9.5(a)), mainly because the loading of
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the NiO in the oxygen carrier was estimated by the optimizer to be lower than that of CuO (Table 9.3),
for the same fuel and TIT set-point. This was due to the higher heat of oxidation of Ni, which bounded the
NiO loading to lower levels, to satisfy the temperature constraints of Eq.(9.2).

Figure 9.6: Exit gas fraction of the methane-fed fixed bed reactors with CuO and NiO oxygen carriers
under one-directional (1D) flow and reverse-flow (RF) with CH4 fuel. The results are presented for the
reduction phase at the TIT set-point of 900°C for CuO and 1000°C for NiO.

Figures 9.5(b) and 9.5(d) show the reduction of the equivalent processes during reverse-flow operation.
The flow direction (forward and backward) is indicated by the gray horizontal lines. There was an
instantaneous release of unconverted fuel when the flow was reversed, as indicated by the vertical jumps
in Figures 9.5(b) and 9.5(d). However, this impact was minor compared to the total amount of gaseous
CO2 produced during the reduction step. The reverse-flow reactor achieved the same emissions control as
the one-directional process, since the same constraints were used in the optimization problem. As shown
in Figure 9.5(b), Figure 9.5(d) and Table 9.4, the optimal flow switching strategy for the process was to
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operate in forward flow for a longer period than in backward flow. This can be explained by the
temperature distribution inside the bed during reduction. The entering syngas was reacting with a
relatively hotter bed during backward flow in comparison with forward flow, as shown in Figure 9.4. The
higher bed temperatures promoted a faster rate of solid conversion, as well as favored the formation of
solid carbon. Thus, the optimizer reduced the time interval for backward flow in relation to forward flow,
leveraging gas/solid kinetics to satisfy the constraint on CO2 capture efficiency.
Figure 9.6 shows the results of the reduction of CuO and NiO by CH4 in one-directional and reverseflow. As shown in Figures 9.6(a) and 9.6(c), the CH4 fuel was oxidized into CO2 and H2O and the
reduction of CuO or NiO was stopped before the release of unconverted gases (CH4, H2 and CO) became
significant (satisfying the CH4 conversion and CO2 capture constraints). The reverse-flow processes
shown in Figures 9.5(b) and 9.5(d) achieved the same gaseous fuel conversion and CO2 capture
efficiency as their equivalent one-directional flow reactors. A negligible amount of unconverted CH4 fuel
escaped the reactor when the flow was reversed. The optimal reverse-flow strategy for the reduction with
CH4 fuel was similar to that with syngas fuel, in which the total duration for the forward flow pass was
longer than for the backward flow pass, as shown in Tables 9.3-9.4 and Figures 9.5-9.6.
9.6.2. Oxidation/Heat removal phase

The oxidation stage of the reduced Ni oxygen carrier, shown in Figure 9.7, exhibited significantly axially
distributed bed conversion, solid carbon and temperature. As shown, application of reverse-flow
operation during the previous reduction step generated a more uniform distribution of Ni in the reactor
with less solid carbon. As air was fed to the reactor, reaction and temperature fronts were formed and
travelled axially through the bed, converting Ni to NiO (Figures 9.7(a)-9.7(d)), increasing the bed
temperature (Figures 9.7(b)-9.7(e)), and oxidizing the solid carbon to gaseous carbon (Figure 9.7(c) and
Figure 9.7(f)). At the end of oxidation, both reactors were fully oxidized with no residual solid carbon.
Much of the heat produced from the oxidation reactions was still retained in the bed (Figure 9.7(b) and
Figure 9.7(e)). As a result, air needed to be continually fed to the reactor in order to transfer the heat
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stored in the solids to the gas phase. The heat produced from the oxidation of the reactor exit was first to
be pushed out of the bed, followed by the heat from the interior and inlet regions of the bed.

Figure 9.7: Profiles of the internal bed conversion, bed temperature, and solid carbon selectivity in the
one-directional (1D) and reverse-flow (RF) reactors during oxidation with NiO oxygen carrier. The
reactor was previously reduced by syngas and results are shown in Figure 9.4. Conversion of 0 refers to
Ni and conversion of 1 refers to NiO.

The temperature profiles of the exhaust gas are shown in Figures 9.8-9.9 for the entire sequence of each
CLC cycle. The results presented in Figure 9.8(a) are for the one-directional reactor with CuO and CH4.
As shown in Figure 9.8(a), at the start of oxidation, the gas leaving the reactor was at similar
temperatures to the reduction exhaust, because the heat front was developing inside the reactor and the
residual heat from the previous reduction cycle was still being pushed out. Quickly after, the exhaust
temperature started to rise, when the exothermic heat front reached the exit of the reactor. When the
exhaust gas temperature reached a temperature 50°C lower than the TIT set-point (900°C in Figure
9.8(a)), the heat removal step was initiated. The temperature profile shown in Figure 8(a) was relatively
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stable during the main heat removal cycle (HR-1). When the lower threshold of the TIT (850°C) was
crossed the secondary heat removal step (HR-2) was started, followed by a brief purging and the oxygen
carrier reduction step. With the reverse-flow process, the system was able to operate at a shortened
duration of HR-2, as shown in Figure 9.8(b). This improved the energy efficiency of the process, by
increasing the ratio of the heat sent to the gas turbine, relative to the heat lost in the other exhaust streams.
As shown in Figure 9.8(b), the temperature of the reduction exhaust sharply decreased when the flow
direction was reversed. The reactor temperature was lower near the reactor entrance due to the
endothermicity of the reduction reactions and the heat transferred to the cold feed. During the backward
flow pass, the gas was cooled to the temperature of the solids at the reactor entrance before leaving the
reactor from what was the reactor entrance a few seconds ago. When the flow direction returned to the
forward path, the exhaust temperature increased significantly (Figure 9.8(b)), pushing the heat
concentrated in the reactor center (because of the flow reversals) out of the reactor.

Figure 9.8: Temperature profiles of the exhaust gas stream for the entire CLC sequence under onedirectional (1D) flow and reverse-flow (RF) with CH4 fuel. The results are presented for the CLC
sequence at the TIT set-point of 900°C for CuO and 1000°C for NiO.
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Figure 9.9: Temperature profiles of the exhaust gas stream for the entire CLC sequence under onedirectional (1D) flow and reverse-flow (RF) with syngas fuel. The results are presented for the CLC
sequence at the TIT set-point of 900°C for CuO and 1000°C for NiO.

Figure 9.8(c) presents the temperature profile for the case study with NiO and CH4 under one-directional
flow. The temperature swing between oxidation and reduction was larger in Figure 9.8(c) than in Figure
9.8(a), because of the higher heat of reaction of Ni/NiO as compared to Cu/CuO and the higher TIT setpoint. A noticeable difference between the one-directional process (Figure 9.8(c)) and the reverse-flow
process (Figure 9.8(d)) was the gas temperature profile at the end of oxidation. The reverse-flow process
had a sharper temperature rise and as a result, the oxidation cycle was shorter and the heat removal cycle
was longer (Figure 9.8(d)). The faster temperature rise indicated a higher rate of reaction during
oxidation, attributed to the higher Ni concentration at the reactor exit, shown previously in Figure 9.4(d).
In the one-directional process, lack of Ni at the reactor exit (shown in Figure 9.4(a)) lowered the
oxidation reaction rate and produced a more gradual temperature rise inside the bed and thus, a slower
rate of change was observed in the exhaust gas temperature of Figure 9.8(c). Furthermore, Tables 9.3-9.4
show that the time interval and air flow flowrate during HR-2 were smaller with the reverse-flow process.

217

These differences yielded higher energy efficiency for the reverse-flow process.
The one-directional CuO process with syngas fuel is shown in Figure 9.9(a). In this case, the optimizer
eliminated the HR-2 cycle completely, by finding a feasible set of cycle conditions that maximize the
temperature uniformity during oxidation. This flat temperature profile for the exhaust stream, was
described in detail in Han and Bollas [374] and is attributed to the slower and less exothermal kinetics in
Cu oxidation. For the CLC with NiO and syngas (Figure 9.9(c)), a small HR-2 step was determined by
the optimizer, to satisfy the requirements on the subsequent reduction cycle. The temperature of the
reduction exhaust of Figure 9.9(a) initially decreased, because the residual heat from oxidation was being
pushed out of the bed, and then increased, due to the exothermic reduction reactions between CuO and
syngas. This heat front produced from the reduction reactions started leaving the reactor at the end of
reduction and ultimately left the reactor after the purging step, shown in Figure 9.9(a). Smaller
temperature fluctuations are shown in Figure 9.9(c) during reduction, because of the lower bed
temperatures at the start of reduction and the low exothermicity of the NiO reduction reactions by syngas.
The performance of the syngas-fed CLC with reverse-flow is shown in Figures 9.9(b) and 9.9Figure
9.9(d). Similar to Figure 9.9(a), the reverse-flow equivalent (Figure 9.9(b)) was able to discharge all of
the heat removal gas to a downstream gas turbine. An advantage of operating in the reverse-flow mode
was the higher air flow rate during HR-1, as shown in Tables 9.3-9.4. Moreover, reverse-flow operation
of the fixed bed reactor with NiO enabled a slight increase in the duration of HR-1, with the same air flow
rate. The gas temperature during HR-1 presented in Figure 9.9(d) has smaller deviations from the TIT
set-point, as compared to the temperature profile of Figure 9.9(c). This was due to the more uniform
temperature rise during oxidation, as a consequence of reversing the gas flow during reduction. In
summary, Figures 9.8-9.9 show that the reactor performance during oxidation and heat removal was
positively influenced from reverse-flow operation during reduction and higher energy efficiency was
feasible.
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9.6.3. Comparison of system performance between the reverse-flow and one-directional reactor
configurations

The overall system performance was quantified in terms of heat removal efficiency (defined in Eq.(9.1)),
the standard deviation of the exhaust gas temperature during HR-1, 𝜎𝐻𝑅 , and the fraction of time the
process is in HR-1, 𝜒𝐻𝑅 , defined by the following:

 HR   {THR ,out (t)},

(9.3)

 HR   HR 1 /  cycle .

(9.4)

The performance coefficients for all of the case studies investigated are summarized in Table 9.5. With
one-directional flow, the maximum 𝜂𝐻𝑅 was for the CLC with NiO oxygen carrier and CH4 fuel at the
TIT set-point of 1100°C. This was in part due to high TIT set-point, forcing the oxidation step to operate
at higher temperatures, producing a higher enthalpy gas to the gas turbine. CLC with CuO at a TIT setpoint of 1100°C is not feasible because the melting point of Cu is 1085°C. A second reason for the high
efficiency of the NiO-CH4 system is that it had a short reduction interval (Table 9.3), minimizing the
extent of lower heat utilization of the reduction exhaust. For similar reasons, CLC with CuO oxygen
carrier and syngas fuel had the lowest calculated 𝜂𝐻𝑅 among the one-directional flow reactors. As shown
in Table 9.5, 𝜒𝐻𝑅 was in the range of 0.43-0.59 for all of the one-directional flow case studies. The
standard deviation of the exhaust gas temperature during HR-1 was less than 26°C for the processes with
one-directional flow.
The energy efficiency was significantly increased when CLC was carried out in a reverse-flow process.
As shown in Table 9.5, for any oxygen carrier, fuel type, and TIT set-point, the reverse-flow process had
a higher 𝜂𝐻𝑅 than the equivalent one-directional case. The most significant improvement in 𝜂𝐻𝑅 was
reported for the CLC with the CuO oxygen carrier and syngas fuel (up to ~30%). NiO-based processes
were improved by ~10% with reverse-flow. Nonetheless, this was still a substantial change, given that the
comparison between the one-directional and reverse-flow reactors was done at their individual optimal
(maximum efficiency) operating conditions. For most of the case studies of Table 9.5, 𝜒𝐻𝑅 was higher in
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the reverse-flow process. To maximize 𝜂𝐻𝑅 , the optimizer could increase the flow rate of air during HR-1,
as well as increase 𝜏𝐻𝑅−1 . A higher flow rate of air was not reflected in 𝜒𝐻𝑅 so it was possible for 𝜒𝐻𝑅 to
decrease, even though 𝜂𝐻𝑅 increased. Lastly, the standard deviation of 𝑇𝐻𝑅,𝑜𝑢𝑡 (𝑡) was generally higher
with the reverse-flow process. This can be construed as the consequence of sending more heat to the gas
turbine. The maximum temperature fluctuation of the heat removal step was constrained by the dynamic
problem to not exceed 50°C of the TIT set-point, so the deviation of temperature from its set point was
not a problem. In summary, the results of Table 9.5 illustrate that the reverse-flow reactor configuration
was superior to its fixed bed reactor design equivalent. Dynamic optimization is well-suited for process
analysis and comparison of the optimal process conditions and efficiencies feasible in each reactor
configuration.

Table 9.5: Summary of the fixed bed reactor performance under one-directional (1D) flow and reverseflow (RF) for the CLC with NiO and CuO oxygen carriers and CH4 and syngas fuels.
NiO with CH4

CuO with CH4

Flow direction
TIT set-point (°C)
𝜼𝑯𝑹
𝝌𝑯𝑹

1100
0.729
0.433

1000
0.703
0.491

1100
0.782
0.446

1000
0.774
0.462

1000
0.668
0.512

900
0.683
0.529

1000
0.767
0.535

900
0.780
0.545

𝝈𝑯𝑹 (°C)

25.6

23.0

29.7

22.0

23.6

24.9

23.1

26.4

1D

RF

1D

NiO with syngas
Flow direction
TIT set-point (°C)
𝜼𝑯𝑹
𝝌𝑯𝑹
𝝈𝑯𝑹 (°C)

1D
1100
0.640
0.459
26.0

CuO with syngas
RF

1000
0.685
0.481
24.7

RF

1100
0.729
0.454
31.9
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1D
1000
0.761
0.492
23.8

1000
0.555
0.455
13.0

RF
900
0.695
0.592
14.8

1000
0.727
0.525
21.2

900
0.736
0.633
13.0

9.7. Conclusions

The use of a reverse-flow reactor was explored as a process intensification option to improve the energy
efficiency of chemical-looping combustion systems integrated into a combined cycle power plant.
Periodic flow reversal of the fuel was shown to enhance the contact between the fuel and oxygen carrier,
improve reactor bed temperature and conversion uniformity, and suppress carbon deposition. We
addressed the operational challenges of the batch fixed bed CLC reactor using a model-based approach,
focused on optimizing the cycle strategy for maximum process efficiency. We compared the optimal
reverse-flow process against its optimized counterpart of CLC of methane and syngas fuels with Cu- and
Ni-based oxygen carriers. This analysis showed that operating a fixed bed CLC reactor in the reverseflow mode can be effective in increasing the power generation efficiency of a downstream gas turbine
cycle. This fixed bed design avoids the issue of attrition and gas-solid separation typically found in
circulating fluidized bed units. Furthermore, the simplicity of this process makes it easily applicable to
existing bench-scale units without considerably complicated equipment.
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Chapter 10 A NOVEL SIMULATED M OVING BED P ROCESS FOR CHEMICAL-LOOPING
COMBUSTION

A simulated moving bed process is explored for chemical-looping combustion (CLC). Countercurrent
movement of gases and solids is simulated by continuously moving the feed point along the axial
direction of the reactor bed. Application of this novel reactor concept to CLC with NiO and CH4 fuel
shows an increase in CO2 capture efficiency, bed utilization, and temperature uniformity, compared to a
conventional fixed bed reactor.

10.1.

Introduction

Simulated moving bed (SMB) chromatography has been gaining more attention since its emergence in the
1930s. Its applications include sugar, petrochemical, and pharmaceutical separations [455]. SMB
chromatography has become one of the preferred techniques for the separation of the enantiomers of a
chiral compound [456]. Several active pharmaceutical ingredients, including blockbuster drugs, are
manufactured using the SMB technology.
The basic principle of the SMB technology is the simulated counter-current movement between the solid
and the liquid phases. Due to different adsorptions affinities of the two feed components, the more
retained one moves toward the extract outlet, while the other (less retained) moves toward the raffinate
outlet. The SMB process overcomes the technical problems associated with a true moving bed, wherein it
is necessary to move both the fluid and solid phases. Circulation of the solid phase was reported to cause
technical problems, including mechanical erosion of the adsorbent (which leads to the formation of fines
and high-pressure drops), equipment abrasion, and difficulty in maintaining plug flow for the solids [457].
In the SMB, the counter-current movement is created by dynamically shifting the inlet and outlet ports in
the same direction of the fluid flow, without circulation of the solid phase.
For CLC applications, a moving bed process was proposed by Fan and Li [458] to fully convert the Fe2O3
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to Fe/FeO during reduction with syngas. This is because the Fe-based oxygen carrier has multiple
oxidation states and the extent of conversion can be limited by thermodynamic equilibrium. When a
fluidized bed reactor is used as the Reducer, the partial pressure ratio of CO2 to CO is expected to be high
throughout the reactor. Therefore, Fe2O3 can only be reduced to Fe3O4. In contrast, when a countercurrent moving bed reactor is used, the extent of conversion of Fe2O3 can be high because of a low partial
pressure ratio of CO2 to CO at the solids outlet, yielding a reduced product in the form of Fe/FeO. Thus,
to achieve the same fuel conversion in a CLC Reducer, a smaller inventory Fe2O3 particles is needed in a
moving bed reactor, as compared to a fluidized bed reactor. The counter-current moving bed reactor also
enhances the steam to hydrogen conversion during the regeneration of the reduced Fe/FeO particles [107].
The disadvantages of the moving bed process are the technical problems attributed to the continuous
circulation of solids and requirement of large particle sizes rendering the reaction rates diffusion-limited.
In this study, a simulated moving bed process is explored as a reactor option for gaseous CLC. The
performance of the SMB is compared against an equivalently designed fixed bed process, utilizing the
same oxygen carrier, fuel, and operating conditions. Two case studies are analyzed in the model-based
analysis. In the first case study, the reduction step of CLC commences over an isothermal bed of fully
oxidized oxygen carrier, to evaluate the transient profiles of the NiO conversion and gaseous selectivity in
the SMB and fixed bed configurations. In the second case study, CLC is simulated for multiple cycles in
both reactor configurations and the comparison is made over their cyclic steady states. The cyclic steady
state refers to the condition when the bed concentration and temperature profiles are repeated for
consecutive cycles.

10.2.

Basis of comparison

A SMB reactor is modeled using multiple fixed bed reactors in the configuration shown in Figure
10.1(a). In configuration “A”, the flow passes through reactor "1" →"2" →"3". When the flow
configuration is switched to “B”, the flow pass is changed to "2"→"3"→"1". And during configuration
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“C”, the flow pass is "3"→"1"→"2". The flow configuration dynamically alternates between “A”, “B”,
and “C” during the course of the CLC reduction and/or oxidations step. In the fixed bed configuration, the
three reactors of Figure 10.1(a) are aligned in series, and the flow pass is fixed to "1" →"2" →"3".

1

1
3

2

3

2

Figure 10.1: Reactor designs for CLC: (a) simulated moving bed and (b) fixed bed.

Table 10.1: Geometries and operating conditions of the SMB and fixed bed units.
Properties
NiO loading
Particle size
Bulk density
Solid loading
I.D.
Bed height
Fuel gas flow rate
CH4 composition

Simulated moving bed
18% NiO/NiAl2O4
171 μm
2200 kg/m3
2.5 kg
60 mm
74.3 x3 mm
2.78E-04 m3/s
100% CH4

Fixed bed
18% NiO/NiAl2O4
171 μm
2200 kg/m3
2.5 kg
60 mm
223 mm
2.78E-04 m3/s
100% CH4

The dynamic 1D homogeneous model presented in Chapter 4 is used for the simulation of the SMB and
fixed bed processes. This model incorporates the conservation balances of mass, energy, and momentum
and was previously validated against literature-reported CLC data in bench-scale fixed bed units [193].
The reduction of NiO with CH4 is simulated, using the published kinetics of Zhou et al. [119]. The second
224

column of Table 10.1 lists the design of the fixed bed reactor. To simulate a SMB that is comparable to
the fixed bed, the original fixed bed is divided into three units, by simplying shortening the bed length by
a third. Thus, the SMB reactor in total has the same solids inventory, as the original fixed bed (Table
10.1).

10.3.

Results and discussion

The performance of the simulated moving bed reactor was compared to its fixed bed counterpart in terms
of CH4 conversion, CO2 capture efficiency, oxygen carrier conversion and selectivity to solid carbon. The
reactor temperature profiles were also explored to identify potential advantages in heat utilization.
10.3.1.

Case study I: Isothermal conditions

Implementation of the SMB process yields numerous benefits over its comparable fixed bed design with a
negligible sacrifice to fuel conversion, shown in Figure 10.2(a). First, the SMB achieves higher CO2
selectivity at higher bed-averaged NiO conversions (Figure 10.2(b)). As the inlet and outlet ports were
switched along the length of the reactor, the inlet feed was constantly introduced to fresh oxygen carrier
particle, which promoted the conversion of CH4 to CO2 and suppressed the catalytic reactions that yielded
partial oxidation products. As a result, a second benefit is the reduction in carbon deposition during the
reduction cycle. A comparison of the SMB design to the fixed bed design is shown in Figure 10.2(c). By
recycling the combustion products (i.e., CO2 and H2O) through the NiO-depleted regions of the reactor,
any solid carbon formed previously could be gasified to CO and H2.
Another advantage of the SMB process was the mitigation of cold spots inside the reactor, as shown in
Figure 10.3. The reduction of NiO by CH4 is generally endothermic, so the temperature of the bed
decreases when fuel reacts with NiO. However in the SMB configuration, the reaction zone covers a
larger reactor area, so the extent of the temperature fluctuations was reduced and circulation of hot gases
within the reduced zones further warmed up the bed Figure 10.3.
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Figure 10.2: (a) fuel conversion, (b) CO2 selectivity, and (c) solid carbon selectivity vs. bed NiO
conversion for the fixed bed and SMB processes at an initial bed temperature of 900°C.

Figure 10.3: Transient temperature distributions (°C) for one CLC reduction step at an initial bed
temperature of 900°C with the fixed bed and SMB processes.

10.3.2.

Case study 2: Cyclic steady-state conditions

In the second case study, multiple reduction, purge, and oxidation cycles were simulated over the fixed
bed and SMB designs. For this analysis, two versions of the fixed bed reactor was considered,
maintaining the same reactor geometries listed in Table 10.1. The first version was the series
configuration, which is the same as that modeleled in the first case study. The exit of the first reactor was
taken as the inlet to the second, and the exit of the second reactor was the inlet to the third. The second
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version was the parallel configuration, which assumes that three fixed beds are operating in parallel, each
fed with a third of the total gas flow rate.

(a)

(b)

(c)

Figure 10.4: Internal temperature distribution inside (a) fixed bed reactor in series; (b) fixed bed in
parallel; and (c) SMB reactor configuration.
(a)

(b)

(c)

Figure 10.5: Exit gas concentration profiles of the (a) fixed bed reactor in series; (b) fixed bed in parallel;
and (right) SMB reactor configuration.

Figure 10.4 presents the temperature distribution inside the reactors after reaching cyclic steady-state. As
shown for both fixed bed configurations, an increase in temperature during oxidation can only be
observed for the last reactor of Figure 10.4(a) and for the later portion of the reactor of Figure 10.4(b).
Due to the very low temperatures at the reactor inlet, there was not enough heat to drive the endothermic
reduction reactions. As a result, ~1/3 of the total bed was rendered inactive in the CLC reactions. The bed
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utilization was significantly improved with the SMB process of Figure 10.4(c). Starting from oxidation,
the temperature rise inside the reacor prevailed over a much larger area, which indicated that reduction
was more favorable in the SMB design. By heating the bed uniformly, the reduction cycle was able to
enjoy higher kinetics and greater bed conversion.
The gas and solid selectivities for the corresponding simulation results are shown in Figure 10.5. The
fixed bed process in series has a better reduction performance than the fixed bed in parallel, indicated by
the higher CO2 selectivity and fuel conversion. This can be the result of the lack of optimality in reactor
design for the reactors in parallel. With the SMB design, a high CO2 selectivity can be sustained for
longer NiO bed conversions. This was shown previously in Section 10.3.1. The SMB process was also
able to partially gasify the deposited carbon in the reactor (Figure 10.5(c)). From the results of Figures
10.2-10.5, it is revealed that the SMB process delivers better CLC performance than the fixed bed reactor.

10.4.

Conclusions

A simulated moving bed (SMB) reactor was proposed for CLC. This design avoids the issues of attrition
and gas/solid separation, can accommodate a wide range of particle sizes, and be pressurized, just like the
fixed bed design. A model-based analysis was carried out to analyze the performance of the SMB, in
comparison with an equivalently designed fixed bed reactor. The SMB reactor was shown to have higher
bed utilization and CO2 capture efficiency than the fixed bed process. Thus, the simulated moved bed
reactor design was shown to be promising option for CLC applications and future work is aimed at
process design and optimization studies of the novel reactor design.
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Chapter 11 CONCLUSIONS AND RECOMMENDATIONS
11.1.

Concluding remarks

Chemical-looping technologies offer the potential to lower the cost of CO2 capture for thermal power
plants. This purpose of this thesis was to apply process engineering methodologies to accelerate the
deployment of chemical-looping combustion (CLC) technologies. The key steps in this dissertation were:
(1) the development and validation of process models that capture the hydrodynamics and kinetics of
CLC reactors through optimal experimental design, (2) dynamic optimization of CLC reactor
configurations for seamless integration with a downstream power cycle, and (3) proposition of the
reverse-flow and simulated moving bed reactor configurations as process intensification options for
commercial CLC systems.
In Chapter 1, the motivation for Carbon Capture and Sequestration (CCS) technologies was discussed as a
necessary measure to make significant reductions in anthropogenic CO2 emissions. The conventional CO2
capture methods, including pre-combustion, oxy-fuel combustion, and post-combustion technologies, are
well-established but they are highly energy intensive and thus significantly reduce the thermal efficiency
of the power plant. Chemical-looping combustion (CLC) has emerged as one of the most promising
technologies to deliver low-cost CO2 capture. Chapter 2 surveyed the main research topics on CLC,
covering the areas of oxygen carrier development, candidate reactor designs, kinetics and reactor
modeling, and process design and integration. Based on the current literature, synthetic Ni and Cu-based
oxygen carriers are suitable for CLC due to their intrinsic fast reaction rates. However, large-scale
application of these oxygen carriers in the widely recognized fluidized bed reactor configuration is not
practical, as the plant economics would quickly become unfavorable due to particle attrition. Moreover,
the CLC reactor system needs to withstand the high temperatures and pressures of the power plant, which
is not feasible in the current fluidized bed reactor configurations. Combined cycle power plants are
preferred due to their high plant efficiencies, low-cost, high flexibility, and fast start-up. At the present,
research is on-going to design and simulate fluidized bed reactors capable of withstanding the operation
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of combined cycles. An alternative reactor configuration is needed in the immediate future to fulfill the
gap in integrating CLC with combined cycle power plants.
To accurately design power systems integrated with CLC and estimate efficiencies, high-fidelity process
models are required. Chapters 3-6 were focused on the development of accurate process and kinetic
models that are capable of simulating CLC experimental data. Chapter 3 details the experimental
procedure to prepare oxygen carriers, test their reactivity in a bench-scale fixed bed reactor and thermogravimetric analyzer, and analyze their structural and textural properties using SEM, BET, and XRD. In
Chapters 4-5, a heterogeneous reactor/particle model was developed and used to describe experimental
data reported in the literature. It was shown that in ideal cases, where the particle size was sufficiently
small and isothermal and plug flow conditions were met, a homogeneous reactor model was sufficient to
characterize the observed trends in gas profiles. However, these models are limited in terms of their scope
because they are not suitable for representing large-scale systems, which are typically non-isothermal,
limited by intraparticle diffusion limitations, and exhibit strong axial or radial dispersion forces. The
developed heterogeneous model was demonstrated to be more accurate than the homogeneous models in
representing the experimental data in cases of large particle sizes, significant dispersion, and temperature
non-uniformities. Thus, this heterogeneous model was used in later studies, to better capture the
hydrodynamics inside the CLC reactor.
In Chapter 6, a model-based framework coupling structural identifiability analysis and optimal design of
experiments was presented and applied to address the controversies and discrepancies existing in the CLC
kinetics. Specifically, the reduction kinetics between NiO and CH4 was analyzed, in which there exists
160 different combinations of kinetic models of various reaction networks, kinetic mechanisms, and
solid-state reaction models. First, structural identifiability and model distinguishability analyses were
used to reject model structures on the basis of poor statistical significance in their kinetic parameters and
lack of distinguishability from different model structures. Four suitable models were systematically
identified from the preliminary analysis, and then further evaluated by optimal experimental design
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techniques. Optimal designs for model discrimination were proposed and executed to determine a true
model structure for the reaction kinetics of the CH4-NiO system. The kinetic parameters of the true model
were estimated with statistical significance, from experiments aimed at reducing parameter uncertainty.
The final model was demonstrated to have predictive capabilities outside of the design space from which
its parameters were derived. The kinetics resulting from this work (Chapters 3-6) was validated and
suitable for application in process design and optimization.
In Chapter 7, an optimization framework was formulated to guide the design and operation of large-scale
CLC reactors for the integration into power plants. A high-pressure fixed bed reactor was selected as a
case study of the approach, to optimally integrate batch processes for power generation applications. The
objective was to maximize the potential of the CLC reactor to produce a high quality gas stream suitable
for a downstream gas turbine, taking into account the constraints on the system performance during
reduction and oxidation and the requirements imposed by the power plant. Through several cases, it was
shown that the reactor operating with the optimal cycle configuration was able to reach higher energy
efficiencies than the baseline design. The analysis was extended to consider a system of fixed bed reactors
operated in parallel. It was found that through the combination of multiple reactors, the extent of stream
fluctuations sent to the gas turbine was further reduced. However, fluctuations of the lower quality
streams prevailed and this impact should be analyzed by dynamically simulating the power plant.
Novel reactor concepts for CLC were presented in Chapters 8-10. In Chapter 8, a reverse-flow reactor
was proposed, as a method of improving the gas/solid contact in the fixed bed reactor. For the modeling
of industrial-scale reactors, a dusty-gas model was presented, to capture the mass/heat transport
phenomena in concentrated gas/solid flows. This concept was analyzed for the CLC reduction of NiO
with CH4 in Chapter 8. The performance of the reverse-flow reactor was shown to have superior bed
conversion and temperature uniformity, higher CO2 capture efficiency, and suppressed carbon deposition,
compared to their equivalent one-directional fixed bed reactors (Chapter 8). In Chapter 9, dynamic
optimization of the cycling procedure was carried out to maximize the efficiency of the reverse-flow
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reactor. The results from the comparative analysis showed that it was feasible to increase the energy
efficiency of the process, by implementing CLC in the reverse-flow mode. The benefits of the reverseflow operation were reported for several cases of CLC of NiO and CuO oxygen carriers with methane and
syngas feedstocks. In Chapter 10, a simulated moving bed reactor concept was proposed as a superior
alternative to the fixed reactor configuration. The simulated moving bed reactor has the potential to
overcome the axial conversion fronts of the fixed bed reactor, limiting the bed utilization in the CLC
cycles. The results of the model-based analysis showed that the simulated moving bed reactor was able to
deliver a superior CO2 capture efficiency and better bed utilization, compared to an equivalently designed
fixed bed reactor. Future work is needed to compare the energy efficiency of the simulated moving bed
reactor with that of the reverse-flow reactor.

11.2.

Recommendations

The conclusions drawn from this work clearly illustrate that chemical-looping combustion can prove to be
a ground breaking technology for highly efficient power generation with CO2 capture. However,
alongside the promising features of CLC, there also exists a number of technological barriers that must be
overcome before a CLC-power plant can be realized. The recommendations given in this section will help
the CLC-community in optimizing the design and operation of CLC reactor systems and investigate the
real efficiency penalty of CO2 capture.
11.2.1.

Optimal reactor scale-up

CLC systems should be designed to always provide a high fuel conversion to CO2 efficiency, regardless
of fluctuations in the gas feedstocks, process conditions, and oxygen carrier properties. Current methods
of scaling up bench-scale reactors involve the use of simple scaling factors and “rules-of-thumb.” Modelbased techniques are used in other fields, such as catalytic reforming, but not widely implemented in CLC
applications. As an extension of previous work on optimal experimental design (Chapter 6), the following
optimization problem is presented to minimize the sensitivity of the product conversion and selectivity to
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changes in the process conditions. Simply, this problem seeks a reactor design that can provide high
conversions of fuel to CO2, under uncertainty in the system inputs:




f  x(t ), x(t ), u(t ), θˆ , t   0,

φ  arg max det  V (ζ , φ) 
φΦ
s.t.

(11.1)

0





yˆ  t   h x  t  ,
u min  u(t )  u max

t  [0 , ],

where 𝐕𝜁 (𝛇, 𝛟) is the inverse of the information matrix, composed of the dynamic sensitivities of the
reactor efficiencies 𝛇 with respect to the reactor design 𝛟. The objective function of Eq.(11.1) is
essentially the opposite of the D-optimal design problem, which seeks a design that maximizes the
observances of the model parameters. The solution of Eq.(11.1) is the CLC reactor design that is
suggested for process design analysis. Constraints can be incorporated in Eq.(11.1) to force the system,
for instance, to always operate at high CO2 capture efficiencies or low pressure drops.
11.2.2.

Comparative analysis of reactor options for CLC

It is necessary to estimate the investment cost and the operational costs for a power plant with CLC. Thus,
an optimized CLC reactor configuration should be considered in the preliminary design of a CLC-based
power plant. This thesis discussed two main reactor candidates for CLC, (a) fluidized bed and (b) fixed
bed, and proposed two novel reactor concepts, (c) reverse-flow reactor and (d) simulated moving bed
reactor. A comparison should be made between all of the reactor options. In this work, optimization
problems were formulated and used for the comparison between the reverse-flow reactor and the
conventional fixed bed reactor. In the future, similar optimization problems should be solved to compare
the optimal process conditions and efficiencies feasible in each reactor configuration.
A generic optimization problem for the CLC reactor is written as:
max

J

s.t.

f( x(t ), x(t ), u(t ), θ)  0,
g( x(t ), x(t ), u(t ), θ)  0,

φΦ

(11.2)

where J is the performance index to the maximized, x is the vector of state variables, u(t) is the vector of
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control variables, f is the set of differential equations describing the system dynamics, g is the vector of
path constraints, and φ is the vector of design variables to be optimized. Eq.(11.2) should be tailored to
each reactor configuration, to reflect the degrees of freedom from the perspective of process control. For
instance, φ for the fixed bed and reverse-flow systems contains the cycle strategy (gas streams, time
intervals, switching frequency) and oxygen carrier loading. The simulated moving bed process will have
additional degrees of freedom, such as variations in inlet/outlet ports and number of reactor beds. The
design of the fluidized bed process is more complicated, because of the circulation of solids which needs
to be included in φ. To characterize the behavior of these processes, f for the fixed bed reactor is
described in Chapter 8 and for the fluidized bed reactor in the work of Zhou et al. [424]. The performance
index J can be written for dynamic (Eq.(11.3)) or steady-state (Eq.(11.4)) systems:
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The optimization problem presented in Eq.(11.2) with the objective of maximizing the process efficiency,
quantified by either Eq.(11.3) or Eq.(11.4), can be used to design optimal CLC reactors. By solving these
dynamic optimization problems, it will be feasible to compare the optimal efficiencies of the fixed bed,
fluidized bed, reverse-flow, and simulated moving bed reactor options. This will guide the optimal design
of the power plant with CLC.
11.2.3.

Dynamic simulation and optimization of integrated CLC-power plant models

In this work, CLC was conceputalized to be integrated with combined cycle configurations. The scope of
this work was mainly concerned with meeting the input temperature and pressure requreiments of the gas
turbine, as boundary conditions. Therefore, the work does not include the entire systems level model. One
step forward in this direction is to develop a power plant model and integrate the streams with the CLC
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reactor network. There is a variety of combined cycle configurations that can be assessed, with several
options for the gas turbine technology, intercooling method, steam cycle configuration, and reheat cycles.
These cycle configurations should be optimized with respect to these key parameters to order to maximize
plant efficiencies and CO2 capture.
Furthermore, the dynamic behavior of CLC should be analyzed with respect to the power plant. Dynamic
analysis for the CLC-combined cycles is necessary, as the CLC reactor system is batch-operated and the
power plant as a whole must constantly meet a time-varying electricity demand. To achieve this, it
requires a modeling plaftform that offers the ability to conduct dynamic simulations, which is provided in
software packages such as gPROMS and Modelica. It must be assured that the fluctuations of the CLC
reactor exhaust do not lead to runaway behavior and allow the power plant to operate within safety and
process limits. With a dynamically changing power plant, it becomes feasible to utilize the model for realtime optimization, with the objective of maintaining a high electrical efficiency and high CO2 capture.
The recommended research activities will provide a framework for the quantification of the real cost for
CO2 capture, which can be later levarged to address the increasing challenges of fossil fuels use.

235

Chapter 12 APPENDIX
12.1.

Physical properties

Typical NiO oxygen carriers used in CLC processes have void fraction of 0.3-0.5, particle size of 0.08-1.0
mm, and solid density of 1700-4000 kg/m3 [157]. The pore tortuosity, if no data is available, can be
assumed 3.0 for spherical catalysts [459]. The gas phase diffusivities in the mixture depend on the
combined effect of molecular diffusion and Knudsen diffusion for the relevant range of pore sizes of
microporous or mesoporous oxygen carrier particles, typically being 20-500 Å. Binary gas phase
diffusivities for a wide range of temperatures and pressures applicable are estimated through published
correlations detailed in Tables 12.2-12.3. For all other component pairs, the semi-empirical Fuller
equation can be used [460]. Gas phase diffusion (𝐷𝑚,𝑖 ) can be approximated using [461]:

Dm,i 

1  yi
.
y
/
D
 j i j ij

(12.1)

The effective diffusivity (𝐷𝑒,𝑖 ) calculates the true diffusion path from the molecular diffusivity and
Knudsen diffusivity (𝐷𝐾,𝑖 ), as follows:
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Table 12.1: Binary gas phase diffusivities for component pairs [459].
Pair
H2-CO
H2-CO2
CO-CO2
CO2-H2O
H2-CH4
Ar-H2
Ar-CH4
Ar-CO
Ar-CO2
N2-H2O

A
15.39E-3
3.14E-5
0.577E-5
9.24E-5
3.13E-5
23.5E-3
0.784E-5
0.904E-5
1.74E-5
0.187E-5

B
1.548
1.75
1.803
1.5
1.765
1.519
1.785
1.752
1.646
2.072

C
0.316E8
0.488e8
-
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D
-2.80
11.7
0
307.9
0
39.8
0
0
89.1
0

E
1067
0
-

Eq
1
2
2
2
2
1
2
2
2
2

-2

 AT B    C  
 D E
Note D12=D21. Parameters below are for these expressions: (1) Dij = 
 ln    exp  - - 2
 T T
 P    T 


 ; (2)


 AT B 
 D
Dij = 
exp  -  . Note: T is in K, P is in atm., and Dij is in cm2/s.
 P 
 T



Table 12.2: Binary gas diffusivities for component pairs [167,460]. Note D12 = D21. Parameters below are
for the expression Dij =

AT + B
. Note: T is in K, P is in atm, and Dij is in cm2/s.
P

Pair
H -N

A
6.007E-3

B
-0.99311

0

0.322

H -H O

0

0.927

CH -H O

0

0.361

H -Ar

9.625E-3

-2.287804

CH4-CO2

0

0.153

2

2

CO-N
2

2

2

4

2

2

The gas phase heat capacity (Cp,f) is taken as the molar average of the gas component heat capacity (Cp,i),
which is estimated using the DIPPR equation from Aspen Plus software [462] and shown in
Table 12.3.

Table 12.3: Gas phase heat capacity constants for relevant species, corresponding to the equation

C
C p,i = A+ B 
 Tsinh  C / T 2




E
+ D 

 Tsinh  E / T 2



CH4
H2
H2O
CO
CO2
Ar
N2

A
33298
27617
33363
29108
29370
20786
29105


 [462]. Note: T is in K and Cp,i is in J/kmol-K.



B
79933
9560
26790
8773
34540
-8614.9

C
2086.9
2466
2610.5
3085.1
1428
-1701.6
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D
41602
3760
8896
8455.3
26400
-103.47

E
991.96
567.6
1169
1538.2
588
-909.79

The gas phase viscosity of species can be estimated from the DIPPR correlation used in Aspen Plus,
shown in Table 12.4. The viscosity of the gas mixture is estimated by the Wilke method with Herning
and Zipperer approximation [460]:
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Table 12.4: Gas phase viscosity constants for selected species, corresponding to the equation
i 

AT B
1 C / T  D / T 2

[462]. Note: T is in K and  is in N-s/m2.

CH4
H2
H2O
CO
CO2
Ar
N2

A
5.255E-07
1.797E-07
1.710E-08
1.113E-06
2.148E-06
9.212E-07
6.5592E-07

B
0.59006
0.685
1.1146
0.5338
0.46
0.60529
0.6081

C
105.67
-0.59
0
94.7
290
83.24
54.714

D
0
140
0
0
0
0
0

The gas phase thermal conductivity of species is estimated with the DIPPR equation used in Aspen Plus
[462], shown in
. The thermal conductivity of the mixture is calculated by the Wassiljew equation [460],
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(12.4)

y j Aij

The binary interaction parameter (Aij) can be found based on Mason and Sexena’s formulation (Eqs.(12.5)
–(12.7)), where the ratio of the translational thermal (𝜆𝑡𝑟𝑖 ⁄𝜆𝑡𝑟𝑗 ) conductivities needs to be calculated from
the reduced temperatures (Tr) and reduced, inverse thermal conductivity (Γ) [460].
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Table 12.5: Gas phase thermal conductivity constants for species, corresponding to the equation


AT B
1 C / T  D / T 2

[462]. Note: T is in K and is in W/(m-K).

CH4
H2
H2O
CO
CO2
Ar
N2

A
8.398E-06
2.653E-03
6.204E-06
5.988E-04
3.69
6.33E-04
3.31E-04

B
1.4268
0.7452
1.3973
0.6863
-0.3838
0.6221
0.7722

C
-49.654
12
0
57.13
964
70
16.323

D
0
0
0
501.92
1.86E+06
0
373.72

The thermal conductivity of the oxygen carrier is calculated from the volume fraction of the metal
compounds in the particle (Eq.(12.8)), and thus varied with the conversion [156].
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(12.8)

Table 12.6: Physical properties of solids [156]. Note: Cpa  Cp0  Cp1T  Cp2T 2 ; Cpb at Tref=1223 K
(expect for Cu based OC where Tref=7073 K); NDPT=Normal decomposition point.

Co
CoO
Cu
CuO
Cu2O
Fe
FeO
Fe2O3
Fe3O4
MnO
Mn2O3
Mn3O4
Ni
NiO
Al2O3 (γ)
MgO
SiO2
TiO2
(rutile)
ZrO2

12.2.

Solid density, ρs,i

Heat capacity, Cpa (J/kg/K)

Thermal
conductivity
(W/m/K)

Cp0

Cp1

40
5
350
6

636
751
382
430

-5.13E-01
-1.06E-01
7.46E-03
4.26E-01

30
5
5
6
3
3
3
75
13

433
623
860
2009
546
498
490
347
790

1.45E-01
2.72E-01
2.96E-03
-1.77
3.12E-01
5.08E-01
4.90E-02
2.71E-01
-2.06E-01

7
8
2
4

843
1013
953
785

3

482

Cp2
Cpb
--Active material-5.03E-04
761
1.03E-04
775
6.76E-05
460
-1.53E-04
705

(kg/m3)
8860
6440
8920
6400

Melting
Temperature
(K)

613
856
887
847
796
926
358
596
752

6980
5700
5240
5180
5430
4500
4840
8900
6670

5.40E-01
3.47E-01
2.91E-01
2.12E-01

1.66E-06
-6.62E-05
1.57E-05
6.70E-04
-8.80E-05
-1.29E-04
-1.28E-04
-5.52E-05
1.43E-04
--Inert--1.61E-04
-8.96E-05
-7.82E-05
-5.97E-05

1768
2078
1358
NDPT=1397
1516
1809
1650
NDPT=1735
1870
2115
NDPT=1350
1835
1726
2228

1263
1304
1192
955

3965
3580
2260
4260

2290
3105
1996
2130

1.74E-01

-4.09E-05

634

5600

2950

Transport through cylindrical particle

Mass and energy balances for transport through a cylindrical particle are presented Eqs.(12.9)-(12.10).
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(12.10)

The boundary conditions using the cylindrical particles are:
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These equations can be combined with the fluid phase heterogeneous model equations in either the onedimensional or two-dimensional form.
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Chapter 13 NOMENCLATURE
Abbreviations
AE

Avrami-Erofe’ev

CCPP combined cycle power plant
CCS

carbon capture and storage

CC

combined cycle

CL

chemical-looping

CLC

chemical-looping combustion

CLR

chemica-looping reforming

DAEs differential and algebraic equations
GT

gas turbine

HR-1

heat remoal to the gas turbine

HR-2

heat removal to the steam turbine

IGCC integrated gasification combined cycle
MSC

modified shrinking core

MV

modified volumetric

NGCC natural gas fired combined cycle
OC

oxygen carrier

OX

oxidation

PU

purge

RED

reduction
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SC

shrinking core

SGI

structural global identifiability

SLI

structural local identifiability

ST

steam turbine

RS

reaction scheme

TIT

turbine inlet temperature

V

volumetric

General Symbols
Ac

cross-sectional area of the reactor tube [m2]

Aij

binary interaction parameter

a

empirical parameter for the αcat expression

al

characteristic length of particle (Vp/Sp)

a0

initial specific surface area of the oxygen carrier [m2/kg OC]

av

external particle surface area per unit reactor volume [1/m]

b

empirical parameter for the αcat expression

Ci

gas concentration of species i in fluid phase [mol/m3]

Cc,i

concentration of gas species i in solid phase [mol/m3]

CiTGA

Concentration of gas species i in the main gas flow of the TGA setting [mol/m3]

CNi

Ni concentration [kg Ni/kg OC]

CNiO

NiO concentration [kg Ni/kg OC]

CNiAl2O4 NiAl2O4 concentration [kg NiAl2O4/kg OC]
243

C’NiO

initial NiO concentration [kg Ni/kg OC]

Cp,f

heat capacity of fluid phase [J/mol/K]

Cp,i

heat capacity of the gas species [J/mol-K]

Cp,c

heat capacity of gas mixture in the solid phase [J/mol/K]

Cp,s

heat capacity of solid phase [J/mol/K]

CT

total gas concentration in fluid phase [mol/m3]

CT,c

Total gas concentration in solid phase [mol/m3]

c

empirical parameter for the αcat expression

Dax,i

axial dispersion coefficient of species i [m2/s]

De,i

effective diffusion coefficient of species i [m2/s]

Dij

binary gas phase diffusivities [m2/s]

DK,i

Knudsen diffusion coefficient of species i [m2/s]

Dm,i

diffusion coefficient of component i in the mixture [m2/s]

Dp

particle diameter [m]

Dr

diameter of reactor [m]

Drad,i

radial dispersion coefficient of species i [m2/s]

Eaj

activation energy of reaction j [J/mol]

Fi

mole flow rate of species i [mol/s]

Fi,in

inlet flow rate of species i [mol/s]

fNiO

weight fraction of NiO over NiO plus NiAl2O4

Fr

Froude number (u2/g/D)
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Ft

total molar flow rate [mol/s]

Fv,i

volume fraction of solid phase i

g

acceleration of gravity [m/s2]

G

mass flux of the gas phase [kg/m2/s]

h

height of sample in TGA crucible [m]

h

enthalpy of gas [J/Kg]

hbed

packed-bed heat transfer coefficient [W/m2-K]

hf

heat transfer coefficient between bulk fluid and solid phase [W/m2/K]

hw

Wall heat transfer coefficient [W/m2-K]

i

gas phase species (CH4, H2, H2O, CO, CO2, Ar, N2)

J

Flux of gas species i through the OC [mol/s-m2]

j

chemical reaction

kc,i

external mass transfer coefficient of species i [m/s]

Ki,,j

adsorption coefficient of gas i for reaction j [bar-1]

Kj

equilibrium constant for reaction j

kj

rate constant

kj,0

pre-exponential factor of rate constant for catalytic reaction j [mol/kg/s]

kj,0

pre-exponential factor of rate constant for OC reduction reaction j [m/s]

𝑇

𝑘𝑗 𝑟𝑒𝑓

reference rate constant for reaction j

L

length of fixed bed [m]

Lp

OC particle length [m]
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Mi

molar weight of species [g/mol]

𝑚̇

Mass flow rate of gas [kg/s]

Nexp

number of experiments

Nsp

number of samples

nsw

number of flow switches

Nu

number of manipulated inputs

Nx

number of state variables

Ny

number of measured variables

Nφ

number of design variables

Nθ

number of model parameters

Nu

Fluid to wall Nusselt number (hwDp/λm)

n

Avrami-Erofe’ev exponent

P

total pressure [bar]

Pc

critical pressure [bar]

Pea

axial Peclet number (u0Dp/Dax)

Per

radial Peclet number (u0Dp/Drad)

Pi

partial pressure of species i [bar]

Pr

Prandlt number (Cp,f μm/λm)

R

reaction

Re

Reynolds number based on superficial velocity (uDpρ/μ)

Rei

Reynolds number based on interstitial velocity (uiDpρ/μ)
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Rep

particle Reynolds number

Rp

radius of oxygen carrier [m]

Rg

ideal gas law constant

r

reactor radial element

rc

oxygen carrier radial element

rcat

rate of catalytic reaction [mol/g/s]

r0cat

rate of catalytic reaction [mol/g/s] over a completely reduced oxygen carrier

rij

correlation coefficient between parameters i and j

rj

reaction rate

Sc

Schmidt number (μ/ρ/Dm,i)

𝑆𝐶𝑂2

CO2 capture efficiency

Sg

initial specific surface area of the oxygen carrier [cm2/g OC]

Sh

Sherwood number (kc,iDp/Dm,i)

T

temperature of fluid phase [˚C]

Tc

critical Temperature [°C]

THR,out Temperature of exhaust gas during heat removal (HR-1)
Tin

temperature in the inlet [°C]

Tmax

Maximum temperature [°C]

Tr

reduced temperature

Tref

reference temperature (600°C for catalytic reactions, 700°C for NiO reduction reactions)

Ts

solid temperature [˚C]
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Tsp

Temperature set-point [°C]

Tw

wall temperature [˚C]

t

time

ti

i-th element of time

U

overall heat transfer coefficient [J/m2/K/s]

u

superficial velocity [m/s]

ui

Interstitial velocity [m/s]

ui

element i of the control vector

u0

superficial velocity at the inlet [m/s]

V

volume element

Vp

volume of particle

X

oxygen carrier conversion

Xfuel

fuel conversion

XNiO

conversion of OC due to NiO reduction

XNiAl2O4 conversion of OC due to NiAl2O4 reduction
Xred

actual solid conversion of OC

x

state variable

y

measured output

yi

mole fraction of species i

yi,feed

mole fraction of species i in the feed

̂
𝛟

estimated response
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z

length element

zc

OC axial element (cylindrical particle)

Greek Letters
α

Temperature normalization factor

αcat

factor of catalytic activity

δ

stagnant gas thickness [m]

Γ

Reduced inverse thermal conductivity

ΔH

heat of reaction [J/mol]

Δt1

earliest allowable time interval to take sample

𝛟𝛟max
𝛟

maximum allowable time interval between consecutive sampling points

𝛟𝛟min
𝛟 minimum allowable time interval between consecutive sampling points
ε

numerical constant, near unity

εb

porosity of fixed bed

εc

porosity of the OC

ζ

Phase displacement

η

efficiency

ηj

effectiveness factor for reaction Rj, ηj =

θi

i-th model parameter

θi,max

upper bound on i-th model parameter

θi,min

lower bound on i-th model parameter

𝑅
3 ∫0 𝑝 𝑟𝑐2 𝑅𝑗 𝑑𝑟𝑐
3𝑅
𝑅𝑝
𝑗
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σij

ij-th element of the inverse matrix of measurement errors, Σy

λax

axial heat dispersion coefficient [W/m/K]

λe 0

static contribution to effective thermal conductivity [W/m-K]

λi

thermal conductivity of species i [W/m-K]

λrad

radial heat dispersion coefficient [W/m-K]

λm

thermal conductivity of the gas mixture [W/m-K]

λs

thermal conductivity of the oxygen carrier [W/m-K]

λtr,i

translational thermal conductivity for species i

μ

viscosity of the gas mixture [N-s/m2]

ρ

density of fluid phase [kg/m3]

ρs

density of oxygen carrier [kg/m3]

𝜎𝐻𝑅

standard deviation of the exit gas temperature during HR-1

τ

experiment duration

τ

pore tortuosity

𝜏𝑐𝑦𝑐𝑙𝑒 time interval for one complete redox cycle
𝜏𝐻𝑅−1 time interval for the HR-1 cycle
𝜏𝑖

time intervals for the i-th CLC step

𝜏𝑖max

upper bound for the time intervals for the i-th CLC step

𝜏𝑖min

lower bound for the time intervals for the i-th CLC step

φi

i-th element of the design vector
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Φn

Thiele modulus for n-order reaction

χ2

chi-square statistic to test goodness of fit

𝜒𝐻𝑅

fraction of time the process is in HR-1

ω

weight fraction of metal oxide content

ωmax

upper bound for the metal oxide content

ωmin

lower bound for the metal oxide content

Vectors and Matrices
f

system of differential and algebraic equations

Hθ

information matrix [Nθ×Nθ]

h

selection function

M

model structure

Qr

dynamic sensitivity matrix of the r-th response variable

tsp

vector of sampling points [Nsp]

U

vector of control space

u

vector time varying or constant control variables [Nu]

umax

upper bound on u [Nu]

umin

lower bound on u [Nu]

Vθ

variance-covariance matrix of model parameters [Nθ×Nθ]

Wθ

weighting matrix to assess SGI [Nθ×Nθ]

Wy

weighting matrix to assess SGI [Ny×Ny]

Vθ

variance-covariance matrix of model parameters [Nθ×Nθ]
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x

vector of state variables [Nx]

𝛟̇

vector of derivatives of state variables [Nx]

y0

vector of initial conditions [Ny]

y

vector of measured variables [Ny]

̂
𝛟

vector of estimated responses [Ny]

Θ

parameter space

θ

vector of true values of model parameters [Nθ]

̂
𝛟

vector of estimated values of model parameters [Nθ]

θ0

vector of initial guesses of model parameters [Nθ]

Σy

measurement errors variance-covariance matrix [Ny×Ny]

Σθ

prior variance-covariance matrix of model parameters [Nθ×Nθ]

Φ

simplified design space

Φ’

generic design space

φ

simplified design vector [Nφ]

φ’

generic design vector [Nφ]

φ0

initial design vector [Nφ]
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