In this paper, we present a novel end-to-end automatic speech recognition (ASR) method that considers whether an input speech can be reconstructed from a generated text or not. A speech-to-text encoder-decoder model is one of the most powerful end-to-end ASR methods since it does not make any conditional independence assumptions. However, encoder-decoder models often suffer from a problem that is caused from a gap between the teacher forcing in a training phase and the free running in a testing phase. In fact, there is no guarantee that texts can be generated correctly when some generation errors occur in conditioning contexts. In order to mitigate this problem, our proposed method utilizes not only a generation probability of the text computed from a speech-to-text encoder-decoder but also a reconstruction probability of the speech computed from a text-to-speech encoder-decoder on the basis of a maximum mutual information criterion. We can expect that considering the reconstruction criterion can impose a constraint against generation errors. In addition, in order to compute the reconstruction probability, we introduce a mixture density network into the text-to-speech encoder-decoder. Our experiments on Japanese lecture ASR tasks demonstrate that considering the reconstruction criterion can yield ASR performance improvements.
Introduction
In the automatic speech recognition (ASR) field, there has been growing interest in achieving end-to-end ASR systems that directly convert an input speech into a text. While traditional ASR systems have been built from noisy channel formulation using several component models (i.e., an acoustic model, a language model, and a pronunciation model), the end-to-end ASR systems can learn the overall conversion in one step without any intermediate processing.
For achieving the end-to-end ASR systems, several modeling methods including connectionist temporal classification [1, 2] , recurrent neural aligner [3] , recurrent neural network (RNN) transducer [4] , and encoder-decoder [5] [6] [7] [8] have been examined in recent studies. Among them, we mainly focus on an encoder-decoder that is an auto-regressive generative model conditioned on an input speech. A main strength of the encoderdecoder is to be expected to achieve total optimization of overall ASR systems since it does not make any conditional independence assumptions. In addition, the encoder-decoder can automatically align the input speech with the text by introducing an attention mechanism.
While the encoder-decoder can provide powerful ASR performance, it often suffers from the exposure bias problem [9] that is caused from a gap between a training phase and a test-ing phase. In the training phase, the encoder-decoder is trained with teacher forcing in which ground-truth texts are used as conditioning contexts. On the other hand, in the testing phase, texts are generated via free running in which generated tokens are recursively fed as an input at the next steps. Therefore, the conditioning contexts encountered during the training phase do not match those encountered at the testing phase. In other words, there is no guarantee that texts are generated correctly when some generation errors are compounded in the conditioning contexts. The main technique to mitigate the exposure bias problem is to incorporate noisy conditioning contexts into the training phase [10] [11] [12] . However, it cannot completely take away the gap between the training phase and the testing phase.
In order to robustly generate texts while suffering from the exposure bias problem, our key idea is to consider whether an input speech can be reconstructed from a generated text or not. It can be considered that it is difficult to generate an original speech from a text with some generation errors while it is comparatively easy to generate the original speech from a groundtruth text. We can expect that considering the reconstruction criterion can impose a constraint against the generation errors that occur due to the exposure bias problem.
In this paper, we propose a novel end-to-end ASR method that utilizes both a generation probability of a text computed from a speech-to-text encoder-decoder and a reconstruction probability of a speech computed from a text-to-speech encoder-decoder. To the best of our knowledge, this paper is the first study that considers the reconstruction criterion into end-to-end ASR although a similar idea was introduced in response generation, machine translation and video caption generation methods [13] [14] [15] . In the proposed method, the generation probability and the reconstruction probability are simultaneously taken into consideration on a basis of a maximum mutual information (MMI) criterion. In previous studies, the MMI criterion was introduced into discriminative training of acoustic models [16, 17] . On the other hand, we directly use the MMI between the input speech and the output text for a scoring function for ASR (see Section 3.1). In order to compute the reconstruction probability while considering speech variability, this paper introduces a mixture density network that outputs parameters of a Gaussian mixture model [18, 19] while typical speech-to-text encoder-decoders were modeled as a regression model [20, 21] . We can expect that the mixture density network is suitable for one-to-many mapping problems, i.e., textto-speech mapping. In our experiments using Japanese lecture ASR tasks, we demonstrate that considering a reconstruction criterion can yield ASR performance improvements.
trained with a maximum likelihood criterion, they are not optimal for ASR since a sequence-level evaluation metric for ASR is word error rate (WER) or character error rate (CER). In order to minimize the expected WER or CER, minimum word error rate training [22] and minimum risk training using policy gradient or reinforce learning [23] [24] [25] were proposed. In addition, a heuristic criterion that uses log-linear interpolation of a generation probability computed from an end-to-end ASR model and that computed from an external language model (called shallow fusion) was also examined [26, 27] . In contrast to these approaches, the proposed method uses an MMI criterion between an input speech and a generated text for end-to-end ASR.
The proposed method is also related to methods that improve end-to-end ASR using text-to-speech [28] [29] [30] . In the previous studies, text-to-speech models were used for data augmentation so as to leverage unlabeled texts for improving the end-to-end ASR based on speech chain modeling [28] and backtranslation [29] . Unlike them, the proposed method uses the text-to-speech encoder-decoder to impose a constraint against generation errors. In addition, we introduce a mixture density network into the text-to-speech encoder-decoder while previous studies introduced a regression model that cannot compute a generation probability of a speech.
End-to-End Automatic Speech Recognition with a Reconstruction Criterion
This section details an end-to-end automatic speech recognition (ASR) method that considers whether an input speech can be reconstructed from a generated text or not.
Definition
The end-to-end ASR is a problem that directly converts a speech X = {x1, · · · , xM } into a text W = {w1, · · · , wN } where wn is the n-th token in the text and xm is the m-th acoustic feature in the input speech. N is the number of tokens in the text and M is the number of acoustic features in the speech. We introduce a maximum mutual information (MMI) between the input speech and the output text as a scoring function of the end-to-end ASR while a maximum likelihood criterion is usually used as the objective function for typical end-to-end ASR systems. In this case, the end-to-end ASR is formulated aŝ
where P (W |X) is a generation probability of the output text that can be computed from a speech-to-text encoder-decoder and P (X|W ) is a generation (reconstruction) probability of the input speech that can be computed from a text-to-speech encoder-decoder. λ is a hyper parameter that controls influence of the reconstruction probability. In fact, this formulation exactly matches the maximum likelihood criterion when λ is set to 0. Figure 1 shows a relationship between the speech-to-text encoder and the text-to-speech encoder-decoder.
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Generation Reconstruction Text-to-speech encoder-decoder Figure 1 : Relationship between a speech-to-text encoder and a text-to-speech encoder-decoder.
Speech-to-Text Encoder-Decoder
A speech-to-text encoder-decoder defines a generation probability of a text W given a speech X. The generation probability is defined as
where Θstt represents the model parameter sets. P (wn|w1, · · · , wn−1, X; Θstt) can be computed using a speech encoder and a text decoder, both of which are composed of neural networks. Speech encoder: In a speech encoder, the acoustic features are converted into a hidden vector sequence. The hidden vector sequence H = {h1, · · · , hM } is produced by
where BiRecurrent() is the bidirectional RNNs and θ h stt is the trainable parameter. Text decoder: In a text decoder, which corresponds to an autoregressive generative model, each token in conditioning contexts is first converted into a continuous vector as
where Embed() is a function to convert a token into a continuous vector and θ w stt is a trainable parameter. The continuous vector that summarizes from the initial token to the n − 1-th token is defined as
where θ v stt is the model parameter. The continuous vector is used for summarizing hidden speech vectors as a continuous vector. The continuous vector for generating the n-th token is calculated as
where Attend() is the function for computing attention weights and θ d stt is the trainable parameter. A context vector for estimating the t-th token is produced by
where NonLinear() is a non-linear transformational function and θ s stt is the trainable parameter. Predicted probabilities of the n-th token are produced by P (wn|w1, · · · , wn−1, X, Θ) = SOFTMAX(sn; θ y stt ), (8) where SOFTMAX() is a softmax transformational function and θ y stt is the trainable parameter.
Text-to-Speech Encoder-Decoder
A text-to-speech encoder-decoder defines a generation probability of a speech X given a text W . The generation probability is defined as
where Θtts represents the model parameter sets. In order to flexibly capture variability of speech, P (xm|x1, · · · , xm−1, W ; Θtts) is modeled as a mixture density network that estimates parameters of a Gaussian mixture model (GMM). It is defined as
αm,jN (xm; µm,j, σ 2 m,j ), (10) where N () represents a Gaussian distribution, µm,j is the jth mean vector, σ 2 m,j is the j-th diagonal variance vector, and αm,j is the j-th mixture weight for generating the m-th acoustic feature xm. J represents the number of mixtures of the GMM. The parameters are estimated using a text encoder and a speech decoder, both of which are composed of neural networks. Text encoder: In a text encoder, each token is individually converted into a continuous vector. The continuous vector for the n-th token is represented as
where θ w tts is the trainable parameter. In addition, the continuous vectors for the all tokens are converted into hidden representations using bidirectional RNN. The hidden vector sequence C = {c1, · · · , cN } is produced by
where θ c tts is the trainable parameter. Speech decoder: In a speech decoder, which corresponds to an auto-regressive generative model, each acoustic feature in conditioning contexts is first converted into a continuous vector by um−1 = NonLinear(xm−1; θ u tts ),
where θ u tts is the trainable parameter. Next, we summarize acoustic features from x1 to xm−1 as a continuous vector. The continuous vector is defined as zm = Recurrent(u1, · · · , um−1; θ z tts ) = Recurrent(um−1, zm−1; θ z tts ),
where θ z tts is the model parameter. The continuous vector is used for summarizing hidden text vectors as a continuous vector. The m-th continuous vector is calculated as rm = 
where θ r tts is the trainable parameter. A context vector for estimating the m-th acoustic feature is produced by
where θ q tts is the trainable parameter. In an output layer, model parameters of the GMM for generating xm are estimated by
where Linear() is a linear transformational function and θ o tts is the trainable parameter.
Training
Both the speech-to-text and the text-to-speech encoderdecoders are trained from the utterance-level training data set D = {(X1, W1), · · · , (XT , WT )}. The model parameter sets for the speech-to-text encoder-decoder and the text-to-speech encoder-decoder are summarized as 
These optimizations are conducted using mini-batch stochastic gradient descent.
Testing
In the testing phase, the proposed method first generates n-best lists using the speech-to-text encoder-decoder and then rescores them using the text-to-speech encoder-decoder since the reconstruction probability cannot be calculated until the text has been generated. We denote an n-best hypotheses computed using a beam-search decoding for the input utterance X as Ω(X, L) where L represents the number of hypotheses. In this case, the end-to-end ASR problem is defined aŝ
where P (W |X; Θstt) is computed in a first decoding step and P (X|W ; Θtts) is computed from a second re-ranking step.
Experiments
In experiments, we used the Corpus of Spontaneous Japanese (CSJ) [31] . We divided the CSJ into a training set (Train), a validation set (Valid), and three test sets (Test 1, 2, and 3) . The validation set was used for optimizing several hyper parameters. Each lecture was segmented into utterances. This paper used characters as the tokens. Details of the data sets are shown in Table 1 .
Setups
For experiments, we constructed a speech-to-text encoderdecoder and four text-to-speech encoder-decoders. Speech-to-text encoder-decoder: In the speech encoder, we used 40 dimensional log mel-scale filterbank coefficients appended with delta and acceleration coefficients as acoustic features; the frame shift was 10 ms. We stacked 7 consecutive acoustic features as the input of the speech encoder where we formed them on every 30 ms for subsampling. We used a sigmoid non-linear layer at the bottom layer and a stacked 4-layer bidirectional LSTM-RNN with 512 units. In the text-decoder, a token embedding layer with 512 units and a unidirectional LSTM-RNN with 512 units were stacked. For the attention mechanism, we used global attention [32] . The output unit size, which corresponds to the number of characters in the training set, was set to 3,084. For training them, we used a mini-batch stochastic gradient descent with gradient norm clipping 1.0. In each LSTM-RNN, we used variational dropout [33] where its rate was set to 0.2 for the speech encoder and 0.4 for the text decoder. The validation data sets were used for early stopping.
Text-to-speech encoder-decoder: In the text encoder, we stacked a token embedding layer with 512 units and 3-layer bidirectional LSTM-RNN with 512 units. In the speech decoder, 3 consecutive acoustic features were handled as one representation. We stacked a sigmoid non-linear layer and a unidirectional LSTM-RNN with 512 units. For the attention mechanism, we also used the global attention. The output unit size was different with respect to the number of mixtures in the mixture density network. For example, the output unit size was 1,442 (720 for mean vectors, 720 for diagonal variance vectors, 2 for mixture weights) when the number of mixtures was set to 2. For training them, we used a mini-batch Adadelta optimizer with gradient norm clipping 1.0. In each LSTM-RNN, we used variational dropout where its rate was set to 0.2 for the speech encoder and 0.6 for the speech decoder. In addition, we used dropout where its rate was set to 0.6 for the input acoustic features in the speech decoder. The validation data sets were used for early stopping.
In ASR evaluations, we generated 50-best hypotheses using the constructed speech-to-text encoder-decoder with a beam-search decoding and rescored them using the constructed speech-to-text encoder-decoder and also any one of the constructed text-to-speech encoder-decoders. Other hyper parameters were tuned using the validation sets.
Results
Experimental results in terms of character error rate are shown in Table 2 . J represents the number of mixtures for the mixture density network in Eq. (10), and λ represents a hyper parameter that controls the influence of a reconstruction probability in Eq.
(1). "Baseline" represents results in which a generation probability computed from the speech-to-text encoder-decoder was only used by setting λ as 0.0. "Proposed" represents results that considered not only the generation probability computed from the speech-to-text encoder but also the reconstruction probability from the text-to-speech encoder. Note that the reconstruction probability was only used when λ was set to 1.0. "Oracle" represents upper bound results in which texts with the best WER were selected from the 50-best hypotheses.
The experimental results show that the proposed methods, which simultaneously use the generation probability and the reconstruction probability, outperformed the baseline method. This suggests that the reconstruction criterion is effective for improving the end-to-end ASR performance. On the other hand, the proposed methods, which only used the reconstruction probability by setting λ as 1.0, were inferior to the baseline method. This is because the generation probabilities of texts were not taken into consideration at all. In addition, small performance improvements were attained by increasing the number of mixtures in the mixture density network. This indicates that considering the speech variability is effective for robustly computing the reconstruction probability. The highest results were achieved by setting the number of mixtures to 4. Actually, insertion and deletion errors were decreased by considering the reconstruction criterion while substitution errors were increased since the proposed method cannot take account of homonyms. These results verified that considering the reconstruction criterion can efficiently impose a constraint against generation errors in the speech-to-text encoder-decoder.
Conclusions
In this paper, we have proposed an end-to-end automatic speech recognition (ASR) method that considers whether an input speech can be reconstructed from a generated text or not. In the proposed method, we used not only a generation probability of an output text computed from a speech-to-text encoderdecoder but also a reconstruction probability of an input speech computed from a text-to-speech encoder-decoder as a scoring function on a basis of a maximum mutual information criterion. A main advantage of the reconstruction criterion is that it allows us to impose a constraint against generation errors that occur in the speech-to-text encoder. In experiments on Japanese lecture ASR tasks, we demonstrated that the reconstruction criterion can yield ASR performance improvements. In addition, we verified that it is effective to take speech variability into consideration in the text-to-speech encoder-decoder.
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