The joint development of polymorphic molecular markers and paternity analysis methods provides new approaches to investigate ongoing patterns of pollen flow in natural plant populations. However, paternity studies are hindered by false paternity assignment and the nondetection of true fathers. To gauge the risk of these two types of errors, we performed a simulation study to investigate the impact on paternity analysis of: (i) the assumed values for the size of the breeding male population ( N BMP ), and (ii) the rate of scoring error in genotype assessment. Our simulations were based on microsatellite data obtained from a natural population of the entomophilous wild service tree, Sorbus torminalis (L.) Crantz. We show that an accurate estimate of N BMP is required to minimize both types of errors, and we assess the reliability of a technique used to estimate N BMP based on parent-offspring genetic data. We then show that scoring errors in genotype assessment only slightly affect the assessment of paternity relationships, and conclude that it is generally better to neglect the scoring error rate in paternity analyses within a nonisolated population.
Introduction
The recent development of highly polymorphic markers and of new statistical methods has greatly improved the inference of family relationships within natural populations, and opened new perspectives for both evolutionary and conservation biologists. In the case of plants, identifying the fathers of open-pollinated progenies sampled on females (paternity analysis) or the parents of young established saplings (parentage analysis) provides information about the spatial distribution of mate pairs across the landscape. Knowing the pedigree structure allows one to investigate different components of the mating system, for example, selffertilization rate (Stacy et al . 1996) , hybridization or biparental inbreeding (Stacy 2001) , the extent of gene dispersal by seed or by pollen (Dow & Ashley 1996; Streiff et al . 1999) or pattern of individual reproductive success (Smouse & Meagher 1994; Nielsen et al . 2001 ). Patterns of relationship between individuals can also be used to estimate the heritability of quantitative traits in the wild (Ritland 2000) .
We focus here on paternity analysis, i.e. the search within a circumscribed area for the father of seeds sampled on several mother plants. Typically, such a study consists of genotyping a sample of fruiting plants, a sample of seeds harvested on each of these plants and all the males within the area for a set of shared polymorphic markers, in order to detect the father of each seed. With the simple exclusion approach (e.g. Dow & Ashley 1996) , the multilocus genotypes are used to evaluate the compatibility of each adult (including the mother) as father for each offspring, given the mother's genotype. However, even with highly variable markers, this procedure often results in multiple candidate fathers (Marshall et al . 1998) .
Thus, refined statistical approaches were developed in order to discriminate between several potential fathers using a likelihood ratio method: when several males are compatible with a given seed, paternity of the seed is attributed to the individual with the highest likelihood (Meagher 1986; Devlin & Ellstrand 1990) . With these likelihood-based methods, no test is made to assess whether this attribution of paternity to a specific male is statistically significant. In particular, the external pollen flow is estimated as the portion of seeds that find no potential father within the population. However, this estimate, named apparent pollen flow, is likely to be an underestimate (Devlin & Ellstrand 1990) . Indeed, for each seed that has been sired by a male outside the study area, there is a risk of erroneously assigning paternity to a male inside the stand, just because the genotype of this male is compatible by chance with the genotype of the seed. Thus, a portion of the external pollen flow will be missed; this portion is denoted cryptic gene flow (CGF) .
The risk of CGF will decrease with the power of the molecular markers to discriminate among individual genotypes (Dow & Ashley 1996) , but it will increase with the number of unsampled males. Subsampling of males may actually be quite important in natural plant populations. Indeed, a review of recent paternity studies in tree species (Slavov et al . 2002) showed that, for the experimental designs generally used, individuals outside the stand under study account for as much as 30% of pollination in anemophilous species, and 15% in entomophilous species, even when the populations under study are spatially isolated (Kaufman et al . 1998) , or for trees isolated in pastures (Dick 2001) . So, the assumption of exhaustive sampling of the breeding male population (BMP), i.e. all the males able to fertilize the females of the study area, appears unrealistic for most experimental designs.
To reduce the risk of wrong assignment of paternity, Marshall et al . (1998) developed a likelihood-based method of paternity assignment. This method, implemented in the computer program cervus , needs an estimate of the total size of the BMP ( N BMP ) as an input from the user. This assumed value for N BMP can be, for example, a direct estimate based on field observations. When only one father is compatible with an offspring, cervus determines whether paternity can be attributed with confidence to that male or if there is a high risk that the true father is outside the investigated area. Moreover, when several males are compatible, it aims to determine whether paternity can be attributed with confidence to the male which has the highest likelihood of being the father.
This method also allows the user to take the risk of laboratory scoring errors into account. This may be quite helpful, as in genotype assessment these errors can impede the evaluation of the level of external pollen flow, by causing rejection of the true father of some sampled seeds. The occurrence of scoring error is acknowledged by different experimental studies (e.g. Slate et al . 2000) .
More recently, Nielsen et al . (2001) proposed an alternative Bayesian method ( patri ) to gauge the probabilities of paternity of each sampled male. Unlike Marshall et al . ′ s (1998) method, it does not account for laboratory scoring error and cannot handle missing data. Also, when several males are compatible with a given seed, this method does not provide a test to decide whether paternity can be attributed with confidence to the one with the highest probability of paternity. However, this method has the main advantage compared with cervus that it does not need to enter a value for N BMP : simultaneously with the paternity assessment, it provides an estimate of this size.
This possibility of estimating N BMP from the genotypic data is very important. In plants, one may be tempted to estimate N BMP as the number of males that are flowering at the same time as the sampled mothers. However, plant species are often found in large, nonisolated populations, so that direct counting of all the breeding males is beyond the scope of most gene flow studies. Moreover, if no a priori information on the maximal pollination distance is available, it is impossible to know the size of the area around the sampled females on which all potentially reproducing males have to be counted. Also in animal species, direct estimates of the number of males competing for mates based on field observation can be erroneous (Worthington Wilmer et al . 1999) . All this emphasizes the need of a reliable estimate of N BMP , which is one of the necessary inputs of the cervus program (see above).
Considering all this, this study aims to characterize the best method to use in order to limit, as much as possible, the two types of errors that occur in paternity assessment: (i) assignment of a wrong father to a given offspring while the true father is either another sampled individual or a nonsampled individual, and (ii) nonassignment of paternity to the father of the offspring while this father is among the sampled individuals. Because cervus is the only method that allows a binary decision of paternity based on a statistical test, a feature that is needed in many cases, we focused on this method, but we also investigated the advantage of estimating N BMP from patri . In order to run paternity analyses using cervus , the user has first to choose several parameters including the level of statistical confidence, the rate of scoring error and the total size of the BMP. We investigated the impact of the choice made for these parameters on the two types of errors, keeping in mind the fact that cervus is designed only to avoid the first type of error.
We performed this study using a concrete case: a continuously distributed population of a temperate entomophilous tree species, the wild service tree, Sorbus torminalis (L.) Crantz, on which we performed a paternity analysis during two consecutive years (1999 and 2000) . First, we estimated the scoring error rate in the experimental data sets, using adult trees that had been scored in 1999 but for which we had no progeny that year. We compared their scored genotype with their genotype deduced without risk of error from the genotype of the seeds collected from them in 2000. We then used the method of Nielsen et al . (2001) to estimate the size of the BMP, and we also evaluated the impact of scoring error rate on this estimate.
Using these estimates of the size of the BMP and of the scoring error rate, we simulated offspring data sets mimicking the experimental ones. We used cervus on these simulated data sets to reconstruct paternity relationships, for various assumed BMP sizes and error rates, lower, equal or higher than the one used in the simulations, and we quantified both types of error.
Finally, we used cervus with various input parameters on the experimental data sets. We compare these results with the predictions of simulations, and discuss how to optimize the search of paternity within nonisolated populations. The assignment of paternity with minimal risk of error is an important first step for many studies, like those on which we focus in two forthcoming studies: the estimation of the pollen dispersal curve and male reproductive success, and the study of the consequences of landscape variation on the composition of maternal pollen clouds.
Materials and methods

Biological material
The wild service tree ( Sorbus torminalis ) is a scattered tree species that produces hermaphroditic flowers, visited by a wide range of generalist pollinators (bees, flies, beetles; S. Oddou-Muratorio personal observation; Griffin & Sedgley 1989) . Fruits may contain up to four fully developed seeds.
The study site covered 475 ha, consisting of mixed stands of oaks and other broad-leaved species. It is a part of the Rambouillet forest near Paris (total area: 15 000 ha).
Within this site, we found 185 potentially reproducing wild service trees, i.e. all trees with a diameter (measured at 1.30 m above the ground level) > 10 cm within dense stands and > 5 cm in low-density stands (Fig. 1) . We did not observe any trees with a diameter lower than these threshold values that were bearing flowers. Moreover, 36 adult trees in 1999 and 13 in 2000 did not bear any flowers at all during the reproductive period. We thus considered that the number of sampled reproductive individuals ( N S ) was 149 in 1999 and 172 in 2000.
In autumn 1999, fruits were collected in the crown of 14 identified fruiting trees. In total, 661 seeds were extracted from the harvested fruits (11-100 seeds/tree, mean = 47.2, SD = 21.4). In autumn 2000, fruits were collected either in the crown or near the trunk of 60 identified fruiting trees, including the 14 trees sampled in year 1999 (total = 1154 seeds; mean number of seeds/tree = 19.2, SD = 3.3).
Genetic markers
Microsatellite genotyping. For adult trees, DNA was isolated from 5-6 frozen buds or 1-2 frozen leaves per tree following the procedure described in Oddou-Muratorio et al . (2001a) . For seeds, teguments were first removed and DNA was directly isolated from the embryo and the cotyledons, following DNeasy procedure (Qiagen®). In contrast with frozen leave/bud DNA, no purification step was necessary for fresh seed DNA.
The genotypes of all individuals were scored at six microsatellite loci: MSS1 , MSS5 , MSS6 , MSS9 , MSS13 and MSS16 , described in Oddou-Muratorio et al . (2001b) , using fluorescently labelled primers. The polymerase chain reaction (PCR) fragments were separated by electrophoresis on a sequencing polyacrylamide gel, and visualized using the FM-BIO II (Hitashi) scanner (see Oddou-Muratorio et al . 2001b for details). We evaluated the power of a marker set using the exclusion probability (EP), i.e. the probability to exclude a randomly chosen nonfather on the basis of allele frequencies (eqn 1a in Jamieson & Taylor 1997) .
We encountered four classical types of problems while genotyping individuals.
Three-banded genotypes. Three-banded patterns may result from polyploidy due to hybridization. S. torminalis is notably able to hybridize with S. aria , which is present in the region, resulting in progenies with various ploidy levels (Oddou-Muratorio et al . 2001a) . Of the 661 seeds analysed in 1999 (respectively 1154 seeds in 2000), 2 (12 in 2000) were eliminated because they showed three-banded genotypes at one or more loci. Three adult trees also showed three-banded genotypes. However, we could not exclude them from the analysis because they could not be discarded as potential fathers of the sampled offspring. Thus, they were tested as potential fathers considering that they could transmit any of their three alleles with equal probability to their offspring.
Null alleles. One mother tree showed only one band at locus MSS6 , and about half of its offspring (in 1999 and 2000) also had just one band, but corresponding to another allele. Thus, we concluded that this tree was not homozygous, but had a null allele, observed here in segregation. For the paternity analysis, a dummy maternal allele was added in the mother and offspring homozygous genotypes. This procedure could lead to rejection of true fathers because of the nondetection of the null allele in their genotype. Such risk of error is likely to be very low here as the frequency of the null allele is very low in the population (it is carried only by 1 mother tree of 60).
Incompatibility with the mother genotype. Such incompatibility can result either from mutation, or from human error during the collection and genotyping of the seeds. Of the 661 seeds analysed in 1999 (respectively 1154 seeds in 2000) 6 seeds (respectively 67) were eliminated because they were incompatible with the mother tree genotype (most often at more than one locus, favouring the hypotheses of human error). The highest rate of incompatibility observed in 2000 can be explained in part by the dispersal of some intact fruits by birds from the mother tree to the under crown of other wildservice trees.
Error rate in genotype assessment. To estimate the experimental rate of error in genotype assessment we used the 46 trees chosen as mother trees in 2000 but not in 1999. These trees had been genotyped in 1999. The open-pollinated progenies collected on them in autumn 2000 (7-27 seeds/ mother tree; mean = 17.7) were used to confirm their genotype with a high level of confidence. Comparing the genotype assessed by that means with the genotype assessed in 1999 allowed us to evaluate the scoring error rates occurring at each locus, which were then averaged across all loci to estimate the mean scoring error rate per locus ( R exp ).
Methods of paternity assignment
To our knowledge, only two available methods of paternity assignment account explicitly for incomplete sampling of the BMP: the maximum-likelihood procedure of Marshall et al . (1998) , implemented in the computer software cervus , and the fractional-likelihood procedure of Nielsen et al . (2001) , implemented in the computer software patri . N m is the number of mother trees on which progenies have been sampled, N S the number of individuals that have been sampled as potential fathers (this includes the N m mothers in a hermaphroditic species like ours), and N BMP the total size of the breeding males population (including the N S sampled males). Following Nielsen et al . (2001) , the ratio N S / N BMP is called the sampling fraction.
Maximum-likelihood method ( CERVUS ).
For each offspring, the paternity likelihood of each candidate male is measured using a ratio of probabilities (the LOD-score) defined as (Meagher 1986 ):
( 1) where g o , g m and g a are the genotypes of the offspring, mother and alleged father, T ( g o | g m , g a ) the Mendelian probability of observing an offspring with genotype g o assuming that the mother genotype is g m and the father genotype is g a and T ( g o | g m ) the same probability assuming that the mother is g m and that the father is a random individual of the population.
cervus then decides whether the paternity of the offspring can be assigned to the male with the highest LOD-score at the chosen level of confidence (such as 80%). The statistic used for this decision is ∆ , the difference in LOD-score between the most likely male and the second most likely male. cervus determines the critical value ( ∆ C ) of ∆ below which paternity cannot be attributed at the chosen level of statistical confidence. This value is obtained from a simulation method. It needs as an input from the user the number of simulated mating events (we always used S = 25 000), the allele frequencies at each locus (estimated on the whole data set including the genotypes of all the
reproducing adults and offspring), the scoring error rate (R), the size of the BMP (N BMP ), and the sampling fraction.
In this study, we considered that as N S is known with certainty, the sampling fraction is also known as soon as the user assumes a given value of N BMP . We will thereafter denote R inp and N BMPinp the values entered by the user in cervus for R and N BMP .
Note that ∆ C is used both as a critical LOD-score value and as a critical difference in LOD-scores. Indeed, if none of the candidate male parents from the study site has a LOD-score > ∆ C , paternity is left unassigned (suspected case of CGF). Otherwise, if there is only male with a LODscore > 0, paternity is assigned to that male if his LODscore exceeds ∆ C . However, if there is more than one male with a LOD-score > 0, the ∆-value of the two most likely male is computed and if this value is above ∆ C , paternity is assigned to the most likely male. Nielsen et al. (2001) extended the Bayesian theoretical framework developed by Devlin & Ellstrand (1990) to the case in which the BMP has not been exhaustively sampled. Their method is based, like cervus, on the Mendelian probability ratio (see eqn 1 in Nielsen et al. 2001) . However, unlike cervus, it is not compulsory to introduce N BMP as a parameter. The method allows one to estimate it jointly with the posterior probability of paternity of every candidate male. A prior distribution has to be assumed for N BMP , but it can be a uniform distribution if no other information is available. We used here a uniform distribution in the [0, 1000] interval.
Fractional-likelihood method (PATRI).
patri computes the likelihood function of N BMP from the genotypic data of the sampled females, candidate males and progenies, assuming independence among offspring, equal fecundity and unbiased sampling of males (eqn 7 in Nielsen et al. 2001) . This yield both the maximum likelihood estimate of N BMP and a 95% confidence interval using the classical max-2 rule: the bounds of the confidence interval of the estimated parameter correspond to the values for which the log-likelihood equals the maximum log-likelihood value minus 2.
Concerning paternity analysis, patri is designed to assign paternity fractionally to each nonexcluded male, though Nielsen et al. (2001) proposed a decision rule to make binary decision concerning parentage using patri. However, unlike in cervus, this decision is not based on a statistical test: paternity is simply granted to the male with the highest probability of paternity. Therefore, as this study focuses specifically on errors occurring in categorical paternity assignment, we do not present here results of paternity assignment performed with patri (these results are available from the first author). We used patri only to estimate N BMP for the 1999 and 2000 data sets, and these values were introduced in cervus for the paternity analysis. Because patri is not designed to handle missing data, we were able to use data only from 147 of the 149 flowering trees and from 599 of the 653 offspring in 1999. In 2000, we used 170 of the 172 flowering trees and 852 of the 1075 offspring.
Simulation analyses
General principle of simulations. We developed a program to simulate populations similar to the experimental population studied here. First, the program generated a BMP (of size N BMPsim chosen by the user) composed of the N S sampled individuals (the N m mother trees and the N S − N m other sampled adults) with their real genotypes, and of N BMPsim − N S unsampled males with genotypes constructed at random using for each locus the allelic frequencies given in Table 1 , assuming no inbreeding or relatedness among them. Then, for each mother tree i, the program generated N off offspring, each offspring being sired by a male parent drawn at random from the BMP. The offspring genotypes were constructed assuming Mendelian segregation of the maternal and paternal alleles.
We also simulated scoring errors in the genotypes of the adults and the offspring at a mean rate R sim per locus. An error was defined as the replacement of a single allele at each locus by an allele drawn at random according to the allelic frequencies, in the sample files that were generated by the program to be analysed by cervus or patri. We assumed that no error could occur in maternal genotypes, as well as in the maternal alleles of the offspring: indeed, such error would result in mother-offspring incompatibility (see above), and are thus usually detected before analysis. Thus, the scoring error rate at the paternal allele of the offspring was set to R sim /2.
Assessment of the impact of scoring error on NBMP estimate (PATRI).
Simulated data sets were generated using for N BMPsim the N BMP estimate provided by patri for the 1999 and 2000 data sets, and different values of R sim , either arbitrary values such as 0, 1, 10, 25% or the measured rate (R exp , see above).
The simulation sampling design mimicked the experimental one: we considered the 14 mothers sampled in 1999 (60 mothers in 2000), and simulated N off = 50 offspring per mother (20 in 2000). For each level of error rate, we performed 1000 simulation runs, with, respectively, 700 (for 1999) and 1200 (for 2000) simulated offspring per run. The mean and SD of the N BMP values estimated by patri over these 1000 simulation runs were then computed, allowing us to detect potential bias and to gauge the degree of precision of this estimate on our data set.
Assessment of the impact of the assumed NBMP and scoring error on paternity assignment (CERVUS).
First, assuming no scoring errors, we tested the impact of the choice of the value of the size of the BMP (N BMPinp ) assumed by the user in cervus. Simulated data sets were generated using again for N BMPsim the estimates provided by patri. These data sets were then analysed using cervus, with four different values for N BMPinp . As shown in the Results, N BMPinp < N BMPsim for the first and the second values, N BMPinp ≅ N BMPsim for the third and N BMPinp > N BMPsim for the fourth.
To test the effect of scoring errors, simulated data sets were generated according to various rates of error (R sim = 0, 0.1, 3% and R exp ), using for N BMPsim the N BMP estimates provided by patri. We then analysed each simulated data set for various levels of assumed scoring errors entered in cervus (R inp ). As advised by San Cristobal & Chevalet (1997), we particularly considered small, non-null R inp values.
We used the same simulation sampling design as explained above, i.e. respectively, 700 (for 1999) and 1200 (for 2000) simulated offspring per simulation run. For each parameter set, 10 simulation runs were performed. cervus was calibrated with the allelic frequencies computed from the genotypes of the sampled adults and of the simulated offspring. Paternity of the simulated offspring was assessed at two levels of statistical confidence (80 and 95%). In the following, we denote proportion of assigned paternity (AP), the proportion of offspring assigned by cervus to a sampled male at a given confidence level. We contrasted this with the expected proportion of AP, which is the proportion of AP that would be obtained if all fathers were detected without any error in paternity assignment.
Concerning these errors, we considered the two types of error (denoted type I and type II) likely to occur. Type I errors correspond to the wrongful assignment of paternity of an offspring to a sampled male matching by chance (false-positive paternity). We divided type I errors into two categories: type Ia corresponded to cases in which paternity was assigned to one of the sampled males, whereas the true father was another sampled male and type Ib to cases in which the true father was in fact not among the sampled males (this corresponds to CGF). Type II errors corresponded to cases in which paternity could not be attributed to any males at the chosen level of confidence, although the father was indeed among the sampled males.
We counted the proportion of type I errors among the cases of AP and the proportion of type II errors among the cases in which paternity was not assigned. In this way, the rate of type I error corresponds to the mean realized confidence level in paternity assignment, and can thus be compared with that predicted by cervus. Indeed, cervus gives the statistical confidence in paternity assignment in terms of type I error: for instance, a father-offspring relationship is described as a 95% confident paternity when the probability than an unrelated male fulfils the cervus criterion at 95% are < 5%. Following Marshall et al. (1998) we systematically considered a relaxed confidence level (80%) and a strict confidence level (95%).
Results
Genetic marker characteristics
Marker power for paternity analysis. The six loci showed a mean of 13.5 alleles per locus (allelic frequencies given in Table 1 ). The cumulative EP over all six loci was 0.99882 when considering all 185 sampled adults, but decreased to 0.9834 for the 149 flowering adults of 1999 and to 0.9869 for the 172 flowering adults of 2000. These slight differences in EP were because the nonflowering individuals belonged to the youngest cohort, which was genetically differentiated from the oldest (S. Oddou-Muratorio et al. unpublished data).
Experimental assessment of error rate. The alleles observed within the 46 progeny arrays collected in 2000 allowed us to infer the homozygous or heterozygous genotype of the maternal parents. For four adults of 46, these multilocus genotypes were different from the individual genotypes assessed in 1999. The mean error rate per locus was thus R exp = 1.45%. However, scoring errors occurred at only two loci: MSS6 (error rate: 2.17%), and MSS9 (6.52%). The marker MSS9 raised growing problems of PCR amplification during the genotyping phase, probably due to a greater sensitivity to the quality of DNA templates, or/and to the changes in DNA extraction method.
Indirect estimate of the BMP size
Estimation from the experimental data sets. The total size of the BMP was estimated by patri at 288 individuals in 1999 (95% CI: 266-315) and at 369 individuals in 2000 (95% CI: 343 -399). Thus, the BMP sampling fraction was 149/ 288 = 52% in 1999, and 172/369 = 47% in 2000.
Impact of scoring errors on the NBMP estimate.
The simulations showed that this estimate was almost unbiased provided there were no scoring errors in genotype assessment (Table 2) . These scoring errors resulted in over-estimating the number of breeding males by patri. However, this bias was low for the levels of error rate observed experimentally. Standard deviations remained low for a reasonable rate of scoring error (≤ 10%).
Evaluating CERVUS procedure through simulations
Impact of the assumed NBMP. The impact of the N BMP value (Table 3 ) introduced in cervus (N BMPinp ) depended on the considered confidence level (CL).
At the 80% CL, for the three lowest N BMPinp values (either N BMPinp < N BMPsim or N BMPinp ≅ N BMPsim ), we observed 16.2% type I errors and 14.4% type II errors for the simulations based on the 1999 data set. Thus, the type I error rate was slightly below the expected 20%. The results were completely identical for these three values because in these three cases ∆ C = 0, which meant that the male with the highest LOD-score could be systematically declared as the true father. The proportion of assigned paternity was almost as high as the proportion of offspring sired by sampled males, but this was due in part to the compensation between the two types of error. For the highest N BMPinp value, which was approximately twice N BMPsim , ∆ C was positive and this affected the two types of error: type I error was reduced but type II error increased strongly to 25.5%.
At the 95% CL, N BMPinp had a stronger impact. For N BMPinp < N BMPsim , the results were similar to the 80% level, and thus type I error was of 16.2%, much above the 5% expected. When N BMPinp ≅ N BMPsim , type I error was of 5.4%, close to the expected 5%. However, type II error became quite high (28.7%). This pattern was even more pronounced in the last case, when N BMP was overestimated (N BMPinp < N BMPsim ), where type I error became almost nonexistent but type II error was ≈ 40%. The pattern was completely similar for the simulations based on the 2000 data set. (Table 4) . First, when no scoring error occurred in the simulations (R sim = 0%), the rate of the two types of error increased logically with the assumed rate of error (R inp ), at both confidence levels. The increase was moderate for type I errors, but particularly high for type II errors, which increased from 14.4 to 46.3% at the 80% level and from 27.7 to 51.1% at the 95% level.
Impact of the assumed scoring error rate
When scoring errors occurred in the simulations, if no scoring error was assumed in cervus (R inp = 0), the level of the two types of errors remained relatively low at both level of statistical confidence, with values similar to the case in which no error was introduced in the simulations. However, the results obtained when scoring errors were assumed in cervus (R inp > 0) were rather surprising. In almost all cases, both types of error occurred at a higher rate than when a null rate of scoring error was entered into cervus. At the 80% CL, type I errors were always higher than when no scoring error was assumed. At the 95% CL, type I errors were usually lower for high values of assumed error rate, notably when the rate of scoring errors in the simulations was high. However, this reduction of type I errors had a major cost: a strong reduction in the rate of assigned paternity. Indeed, in all cases, type II error increased strongly with the assumed error rate.
Paternity analysis of the experimental data sets (Table 5)
Paternity of the collected offspring was assessed with cervus, using for N BMPinp the estimates provided by patri, and for R inp either zero, or the experimentally observed error rate (1.45% for the whole marker set). The three adults with three-banded genotypes were included as potential fathers in this paternity analysis. As cervus does not explicitly allow for triploidy, for each individual with alleles 1, 2 and 3, we created three individuals with alternative genotypes (alleles 1 & 2, alleles 1 & 3 and alleles 2 & 3). cervus results were then checked by eye to correct the cases when paternity was left unassigned due to all three 'dummy' parents providing similar LODscores.
In all cases, the proportion of assigned paternity (AP) was roughly consistent with the predictions of simulations. When neglecting scoring error (R inp = 0%), the rates of AP were slightly higher than predicted by simulations at the 80% CL (e.g. 57.1% instead of 51.1% in 1999), and slightly lower than predicted at the 95% CL (e.g. 33.1% instead of 36.5% in 1999). When scoring error were assumed in cervus, the decrease in the AP rates (e.g. from Table 3 Influence of N BMP estimate on the results of paternity assignment performed using cervus on simulated data sets (10 simulation runs for each year). For each simulation run, 700 offspring genotypes were simulated for 1999 (respectively 1200 for 2000). In each case, the rates of type I error were computed relative to the number of assigned paternities (AP obs ), whereas type II errors were computed relative to the cases in which paternity was not assigned (1 − AP obs ) *N BMP value used in the simulations (with the corresponding sampling fraction). †N BMP value assumed in cervus (with the corresponding sampling fraction). ‡Level of statistical confidence chosen in cervus. §Expected rate of assigned paternity (AP): proportion of offspring for which the true father was both sampled and assigned ¶ Observed rate of AP: proportion of offspring assigned by cervus to a sampled male (including type I errors).
57.1 to 37.2% in 1999, 80% CL) was of the same magnitude than predicted by simulations (from 51.1 to 29.9%). Notably, at the 95% CL, the success rate in paternity assignment fell below 10%.
We then removed the most dubious microsatellite markers (MSS9) from the cervus analyses, still using for N BMPinp the estimates provided by patri, and for R inp either 0%, or the experimentally observed error rate (0.43% on average for the five markers left). In all cases, the rate of AP was much lower than when using the six markers, and even more when scoring errors were assumed.
Discussion
Simulation results allowed us to evaluate the risks associated with paternity analysis, in particular, in regard of the choice made by the user for the parameters used in the programs.
Evaluating the participation of unsampled males to reproduction
Reliable estimates of the total size of the breeding male population (BMP) are very useful for studying patterns of Table 4 Influence of error rate on the results of paternity assignment performed using cervus on simulated data sets (10 simulation runs for each year). For each simulation run, 700 offspring genotypes were simulated for 1999 (1200 for 2000). Results are given for 1999 data sets only (results for 2000 available from the first author), and in the same form as in Table 3 Error rate (%) ongoing pollen flow within non-isolated plant populations. The higher the fraction of unsampled males, the higher the risk of wrongfully assigning a given offspring to an unrelated sampled male matching by chance, whereas the true father has not been sampled (CGF).
The simulation results showed the reliability of the method of Nielsen et al. (2001) for providing estimates of N BMP . There was no bias and only a small SD when no scoring errors occurred in the simulations. When they occurred, N BMP was only slightly over-estimated except for very high rates (> 5% per locus). Consistently, the estimate on the real data (288 individuals in 1999 and 369 in 2000) showed narrow confidence intervals: (266 -315) in 1999 and (343 -399) in 2000.
However, a possible limitation of Nielsen et al.'s (2001) method is that it assumes a uniform distribution of male reproductive success. However, several processes could yield some variance in male reproductive success; for instance, it is likely that females in natural populations are fertilized more often by their neighbours than by more distant individuals. We performed a few preliminary simulations in such cases (result not shown), using another simulation program (Austerlitz & Smouse 2002) . These simulations showed that, in such cases, patri would tend to underestimate the BMP size, and, as we have shown, this would yield an increase of both types of errors. Thus, if such variations in male reproductive success were detected in a given experimental situation, it would be advisable to perform a complete simulation study similar to that performed here but taking the variance of reproductive success into account, in order to design the best strategy in such a case.
In our case, where the distribution of male reproductive success was unknown, we used the probably underestimated size of N BMP provided by patri under the assumption of panmixia. The area occupied by this BMP would correspond to 870 ha in 1999 and to 1030 ha in 2000. Such large breeding units, relatively stable from one year to the next, confirm the abilities of long-distance pollen dispersal in trees, and the need to assess the potential consequences of external pollen flow on paternity analysis.
Impact of the assumed BMP size on paternity assignment
The simulation approach used in that study allowed us to test the impact of the value of N BMP assumed by the user on one of the the most frequently used methods of paternity assignment, cervus (Marshall et al. 1998) . We jointly evaluated the two risks classically attached to any statistical test: false-positive paternity (type I error, including CGF) and lack of power in detecting the true father although it was sampled (type II error). Hence, we Table 3 annotations for the same parameters, the differences in ∆ C -values between simulation (Tables 3 and 4) and experimental  results (this table) result only from the difference in allele frequencies between simulated and experimental data sets.
could compare the realized rates of type I error to those predicted by cervus, i.e. 20 and 5%, respectively, at the relaxed (80%) and strict (95%) confidence levels. The simulations showed that the realized levels of confidence in paternity assignment may differ notably from the expected ones. First, and even for the highest N BMP values introduced in cervus, the realized rate of type I error at the relaxed confidence level was always below the expected 20%. Second, the differences between the realized and expected levels of confidence in paternity assignment were strongly affected by the N BMP estimate introduced in cervus. In particular, it was only when using a correct estimate of N BMP that paternity could effectively be assigned at the 95% confidence level. Indeed, underestimating N BMP resulted in > 15% of type I errors at this level, whereas over-estimating N BMP reduced type I errors to < 3%, but with a major cost: a strong increase of type II errors.
Cryptic gene flow was clearly the main source of type I error in the simulations: using the N BMP estimates provided by patri, the proportion of false-positive paternity due to CGF among assigned offspring was ≈ 13% at the relaxed confidence level, and ≈ 5% at the strict confidence level. These predicted levels of CGF may, to some extent, be overestimated, as the assumption of panmixia made in the simulation tends to inflate the contributions of external males to the sampled mother trees. However, to our knowledge, there is currently no method available to estimate the risk of CGF by accounting for isolation by distance, despite this being a main feature of plant population genetics.
Impact of the assumed scoring error rate on paternity assignment
A relatively high rate of scoring error in multilocus genotypes was detected in the experimental data set (1.45%). Thus, as suggested by other studies (Slate et al. 2000) , it may seem dangerous to neglect possible mismatches between the true father and the offspring genotypes to assign paternity.
However, simulations showed a low impact of scoring error on wrong paternity decision: indeed, when scoring errors occurred in the simulated data sets but were neglected in cervus, the levels of the two types of errors remained stable at both level of statistical confidence. In particular, the expected increase in type II errors did not occur, probably due to the combination of several explanations. First, cervus considers that errors occur equally for the genotypes of females, males and offspring, whereas errors in female genotypes and in the maternal allele of the offspring can most often be removed by the user. Second, a scoring error in the father genotype results in a fatheroffspring mismatch only if it occurs at the allele transmitted to the offspring; there is thus a 50% chance of such a mismatch arising. This low sensitivity of cervus to scoring error is somehow reassuring, as it implies that the high levels of apparent pollen flow detected in paternity studies (Slavov et al. 2002) are unlikely to result from bias due to bad genotype assessment.
The second surprising conclusion of the simulations was that even when scoring errors occurred at a high rate in the simulations, it was almost always better to introduce a null level of scoring error into cervus. Indeed, assuming a nonnull error rate in cervus resulted always in an increase of type I error at the 80% CL, and in a strong increase of type II errors at both confidence levels.
This increase of both types of errors can be understood as follows. Because introducing a scoring error rate in cervus increases the LOD-score of each male, in cases when no compatible male is found among the sampled males, a male may be designated as the father by chance, thus increasing type I error. Conversely, when only the true father is strictly compatible with the offspring, the scoring error assumption in cervus made other, nonpaternal males compatible with it and thus paternity can no longer be assigned, thereby increasing the type II error. This increase in both type of error may be inflated here owing to limited marker power, and also because a significant spatial pattern of genetic relatedness was observed (S. Oddou-Muratorio et al. unpublished data) . Indeed one may find individuals closely related to the father of an offspring, and matching the genotype of the offspring at nearly all loci, and thus likely to have a positive LOD-score with the incorporation of the scoring errors assumption. This all the more likely to occur when the number of markers employed is low, as in this study.
What is the best strategy to reconstruct pedigree in nonisolated populations?
This study highlights that type II errors are at least as important as type I errors in determining the efficiency a paternity method. Yet, methods like that implemented in cervus are not designed to minimize type II error. The major dilemma of paternity analysis is that either the user accepts missing many cases of true paternity in order to be sure of the few that are granted, or he/she accepts many paternities knowing that a non-negligible proportion will be wrong. For example, in an experimental plot, one may be mostly interested in minimizing type I error in order to choose seedlings sired specifically by a given male among open-pollinated progenies. In studies of gene flow, however, one may be more interested in minimizing type II error if the method to estimate gene dispersal needs many observations but can handle a reasonable rate of errors among them.
From the result of our simulations, it seems that in the first case one needs to use the 95% level of statistical confidence and to use an estimate of the BMP as accurate as possible, and the one provided by patri is clearly satisfactory because of its absence of bias (provided that male reproductive success follows a uniform distribution), its tight confidence interval and its low sensitivity to scoring errors. In that case it is also better to introduce a scoring error into cervus, at least as high as the estimated value. The cost is a major increase of type II error, so a large number of offspring must be studied in order to obtain a reasonable sample of them with high certainty.
In the second case, one would be better off using the 80% confidence level and the patri estimate of N BMP , because an overestimate of N BMP increases the type II error. It is also best to assume no scoring errors in cervus because this assumption will increase both types of errors at the 80% confidence level. Even the strategy advised by San Cristobal & Chevalet (1997) to always assume a small positive error rate in all cases yields an increase of both types of errors. This discrepancy may come from the fact that they assumed that the BMP was exhaustively sampled.
The user must be aware that whatever the chosen method there is a rather strong level of type II error inherent in any given data set: in our simulations, the minimum rate of type II errors was ≈ 14% in 1999 and ≈ 12% in 2000. Thus, even a high exclusion probability as we have here (> 0.98 in all cases) does not prevent offspring, whose father is indeed among the sampled males, from being compatible by chance with several other males.
The proportion of assigned paternity observed in the experimental data sets was globally consistent with the predictions of the simulations. Thus, and though we could not track the proportions of type I and type II errors in the experimental assignments, we can assume that these experimental results support the above conclusions. Also, based on these experimental results, it seems that the strategy of dropping the most dubious (but very polymorphic) locus cannot be advised, as it resulted in decreasing the proportion of assigned paternity, even when accounting for the lower resulting error rate.
Conclusion
The sensitivity analysis performed here gave us quite accurate and sometimes unexpected insights into the choice of the parameters that we have to introduce in cervus to optimize the search of paternity in the population under study. However, because they were assessed on a case study, the conclusions of these simulations are probably not directly applicable to other experimental situations which would differ significantly in terms of parameters such as BMP size, sampling fraction and error rate, or the number and degree of polymorphism of the markers.
Most of the paternity studies performed with cervus that we have found in the literature deal with animal species for which the BMP was small and had been almost exhaustively sampled (the sampling fraction was > 80%, e.g. Coltman et al. 1998; Garnier et al. 2001; Lebas 2001) . In those cases, even if high scoring error rates were assumed in the cervus analysis (usually 1%), the rate of AP was high. Often, these authors compared the rate of AP obtained assuming either a null or a non-null scoring error rate, and they kept the results with the non-null scoring error rate as it yielded the higher rate of AP. However, they had no idea of the rate of type I error among these AP. By contrast, parentage studies in animal species are typically based on 10-15 loci. Assuming a stable mean error rate per locus, the probability of a true father being incorrectly typed increases rapidly with this mean scoring error rate, and also with the number of scored loci. In those cases, use of a zero error rate in cervus may lead to a strong increase in type II errors, due to father-offspring mismatching. In such situations, a simulation study like the one we performed here would thus also be interesting.
The conclusions of our study may be more directly applicable to other nonisolated populations of scattered plant species, for which similar BMP size and sampling fraction may be expected (e.g. Konuma et al. 2000) . However, in denser species, much larger BMP sizes, and conversely, lower sampling fractions can be suspected, as suggested by the high rate of apparent pollen flow found for these species (e.g. 57% in Quercus macrocarpa, Dow & Ashley 1998; 65% in Q. robur and 69% in Q. petraea, Streiff et al. 1999) . Again, it would be interesting to run a simulation analysis based on these experimental situations. In all cases, such sensitivity analysis through simulations can be achieved quite rapidly with a computer program like ours (available from the first author), which allows one to use the true genotypic structure of the population under study.
