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Abstract 
The research imperative for this thesis is climate change; in particular, whether the policies 
that Australia implemented to meet its Kyoto emissions reduction commitments were both 
reasonable for industry and mindful of the risks of unintended consequences. Australia first 
implemented its carbon-pricing mechanism (CPM) in July 2012 and repealed it two years 
later with a view to pursuing an abatement purchasing scheme. The CPM was informed by 
computable general equilibrium (CGE) modelling founded on the neoclassical theory of 
general equilibrium, despite such modelling being criticised for theoretical and empirical 
weaknesses. A primary criticism is the representation of both firm and consumer decision-
making as having rational expectations or “perfect hindsight” (Sanstad & Greening, 1998). 
Another is an over-reliance on exogenously defined parameters which are necessary to test 
the effect of policies or conditions if the past is not a good guide to the future (Sanstad & 
Greening, 1998). Despite the concerns, CGE modelling informed the Australian 
government’s climate policy. Many of the industries which incurred a carbon price did not 
have the structures necessary to qualify for the emissions intensive trade exposed (EITE) 
protection that other global schemes had introduced to prevent carbon leakage or loss of 
competitiveness.  
Red meat processing, which in Australia encompasses the processing of beef, lamb, sheep 
meat and goat meat for export and domestic consumption, is one such industry. It is a 
traditionally low margin industry exporting over seventy percent of production whilst 
operating in a price sensitive market with high levels of substitution. It is impacted by a 
dependence on export markets, commodity cycles, extreme weather, exchange rate 
movements, and global market challenges. In 2012, under the Clean Energy Policy, the 
industry’s largest red meat processors (RMP), who triggered a threshold, paid for their GHG 
emissions without direct shielding. It is this industry’s dynamic complexity that makes it 
anomalous amongst its global competitors and difficult to represent using traditional 
modelling approaches. The industry’s resilience under a carbon price (tax) is part of a larger 
dynamic story and it is the complexity of the story that suggests that CGE models may not 
be the best models for analysing climate policy impacts.  
In an alternative and supplemental approach, this thesis investigates whether a systems 
thinking framework and system dynamics methodology can be applied to assessing the 
impact of the CPM on the red meat processor to better understand the influence on industry 
of pricing carbon. A simulation model of Australia’s largest RMP and Australia’s beef cattle 
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production system has been developed. Life cycle assessment has enabled a partial carbon 
footprint to be calculated which informs the simulation’s emissions parameterisation. Using 
a benchmark of net income, the simulations evaluate the CPM by answering the primary 
research question: “Can Australia’s carbon tax policy enable red meat processors not 
eligible for EITE protection (and so liable to pay the carbon price) to remain financially 
competitive in their domestic and global environment?” Implicit in this primary research 
question is a secondary question: “Will the carbon price and associated legislation promote 
greenhouse gas mitigation?” 
The thesis has contributed: 
 To the debate on the use of system dynamics as a compliment to computable general 
equilibrium models. Capturing industry dynamics by modelling feedback, delays and 
non-linearities addresses some of the criticisms levelled at CGE models.  
 A firm level application of system dynamics that enables an ex-ante investigation of 
the impact of Australia’s carbon pricing policy on the financial competitiveness of 
Australia’s red meat processing industry. 
 The development of a beef supply chain system dynamics model specific to Australia.  
 An analysis of global carbon-pricing policies which highlights the difference between 
Australian and global approaches to taxing emissions.  
 Input to the data available on red meat processing emissions. 
 An insight into the effectiveness of policy measures to induce mitigation, achieved 
through the calculation of before and after tax carbon footprints. 
 Transparency in the dynamics that flow from policy decisions through combining 
modelling with a case study. 
Forrester (2013) suggested that a system dynamics model theorises the context it 
represents. This thesis contributes to the general theory of economic behaviour of the red 
meat industry and provides a justification for a supplemental approach. 
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 Introduction and literature review 
 Thesis research questions and rationale 
The primary objective of this thesis is to investigate the impact of Australia’s recently 
repealed carbon pricing policy on an unshielded emissions intensive trade exposed 
manufacturing industry, to answer the research question: 
Does Australia’s carbon pricing mechanism enable red meat processors not eligible for EITE 
protection (and so liable to pay the carbon price) to remain financially competitive in their 
domestic and global environment?  
A secondary question is to reflect on whether: 
Can this policy mechanism can bring about the greenhouse gas mitigation and abatement 
improvements sought by the legislation? 
The use of systems dynamics and life cycle assessment contributes to research by providing 
specific policy insights into the financial impact of the carbon pricing mechanism on a 
complex Australian industry that contributes $1.3% of the country’s total gross domestic 
product (Edge, 2013-2017). These insights have the potential to further both policy 
development and the design of economic structures that foster better economic outcomes 
(Forrester, 1995). 
This research responds to a concern that the Australian red meat processors (RMP’s) 
dynamic operating environment puts them in an anomalous position amongst their global 
competitors. They are price takers of a world commodity price that is non-carbon inclusive, 
and must compete both domestically and globally with processors who are either not subject 
to the carbon tax or adequately shielded from it. 
The contribution of this thesis does not depend on Australia’s carbon tax continuing to be 
the mechanism of carbon pricing. If Australia is to meet its 2020 Kyoto obligation, it is a 
numeric reality that carbon must continue to be priced. It is thus imperative that researchers 
continue to rigorously investigate the theoretical and empirical basis for climate change 
policy decisions. Therefore, this thesis investigates a critical manufacturing industry at the 
firm level to offer policy insights both within Australia and globally as economies negotiate a 
carbon-constrained future and “experiment” with policy to achieve better outcomes. 
Figures 1.1 and 1.2 below portray the stimulus for the research problem and the research 
approach of this thesis. The research imperative begins with the phenomenon of climate 
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change. The problem remains that the industries that contribute to Australia’s economic 
health are the same industries that emit the greenhouse gases that contribute to climate 
change.  
Over many years, the measurement of the impacts of greenhouse gas emissions has 
received considerable attention particularly in the work by the Intergovernmental Panel on 
Climate Change. Life cycle analysis has been globally recognised as a method for 
standardising carbon footprinting; however, measurement is only half of the solution. A 
commitment to reducing GHGs means governments must find effective policy levers to 
promote cost effective minimisation whilst being mindful of the real risk of unintended 
consequences. To date these policy levers have been informed by largely “static” 
computable general equilibrium models. Traditional modelling does not duly recognise that 
systems are dynamically complex and change in response to feedback (Forrester, 1995), 
and that both cause and effect are critical elements when considering dynamic complexity 
(Forrester, 1995).  
This thesis therefore proposes a systems thinking approach to supplement existing 
modelling efforts that have been used to inform policy. A systems thinking approach 
recognises the uncertainty inherent in complex systems while system dynamics (SD) offers 
a methodology that incorporates feedback, delays and non-linearity as a way of minimising 
unintended consequences.   
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Research imperative 
 
Figure 1-1: Research imperative (S.McAvoy) 
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Systems thinking offers a supplemental approach 
 
Figure 1-2: Why systems thinking (S.McAvoy)
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 Thesis organisation 
This thesis comprises seven chapters. The structure of the chapters and the feedback 
between the chapters is shown in Figure 1.3 below.   
Chapter 1 
The research questions and rationale. 
Thesis organisation and thesis outcomes 
Justification for primary literature review. 
Primary literature review and conclusions. 
An introduction to and justification for SD methodology  
Identification of case study industry 
Chapter 3 
Introduction to the logic of carbon footprinting and first method: LCA 
Detail on collecting inventory data for carbon footprint including wastewater 
inventory data relevant to the case study facility. 
Literature review on the latest research supporting the nitrous oxide calculations 
used in the carbon footprint. 
Discussion of Impact Assessment methods for LCA and data quality. 
Data uncertainty and summary of insights 
Chapter 2 
Visual and written explanation of overall research approach. 
Case study rationale and introduction to case study firm/facility. 
Chapter 4 
The results of the “before” and “after” carbon footprint. 
Chapter 5 
Introducing the SD model development process. 
Model conceptualisation and development of the Dynamics Hypothesis. 
Behaviour over time discussion. 
Description of the feedback generating industry behaviour and how they informed 
the structure of the simulation model. 
The conceptual and simulation models. 
Model documentation and evaluation. 
rbon footprints. Data uncertainty analysis. 
Chapter 6 
Simulation model results and discussion.  
Chapter 7 
Answering the research question, Evaluation of SD methodology against table 1.1, 
recommendations for further research and conclusions. 
Figure 1-3: Organisation of chapters 
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This first chapter introduces the research questions and rationale for this thesis based on 
the short-comings of the dominant Australian modelling paradigm and its theoretical 
suitability for informing climate change policy development. Chapter 1 also comprehensively 
overviews, as at 2013, global carbon schemes, with specific granularity for the level of 
protection given by countries to industry sectors deemed to be at risk of carbon leakage or 
lost competitiveness (see Appendix 1). This chapter then establishes a criterion for 
categorising the weaknesses of CGE models. SD modelling, a conduit for evolutionary 
economic concepts is proposed as an alternative and supplemental approach to identify the 
nuances of a firm’s adaptation to climate change policy. A preference for such an approach 
over CGE modelling is justified both through the literature review and by how it is applied to 
a case study industry. This chapter explains the rationale for SD and its potential to inform 
policy implementation in like manufacturing industries from both an Australian and global 
perspective. 
Chapter 2 actually introduces the research methodology of this thesis, its various methods, 
and the characteristics of the case study firm/facility.  
Chapter 3 focuses on life cycle analysis (LCA), the method used to calculate the carbon 
footprint of the case-study operation. This calculation involves a “before” inventory to provide 
an internationally acceptable baseline carbon footprint for the RMP for 2012. This baseline 
measure taken before the case study firm responds to the carbon tax will enable subsequent 
technological change and innovation undertaken to be measured by the change in the case-
study RMP’s carbon footprint in an “after” carbon-tax analysis. This chapter also presents a 
literature review on quantifying wastewater emissions. 
Chapter 4 revisits the partial life cycle analysis. Comparative results for the carbon footprint 
“before” and “after” the imposition of the carbon tax are presented along with a data 
uncertainty analysis. 
Chapter 5 formulates the dynamic hypothesis for the SD method. The dynamic hypothesis 
is a theory about the cause of the problem addressed by the research question and explains 
the dynamics to be endogenous consequences of feedback (Sterman, 2000). This chapter 
begins by brainstorming the primary research question articulated in section 1.1, its key 
variables, time horizon, and historical and future patterns of behaviour, to thus articulate the 
problem. The hypothesis formulation includes a model boundary diagram, a conceptual 
causal loop diagram (CLD), with an explanation of the feedbacks that capture the behaviour 
of the system along with individual CLDs and stock and flow maps described by sector. The 
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formulation of the simulation model follows by specifying equations and parameters. Also 
included in this chapter is the model validation which incorporates full documentation as 
guided by the Zagonel and Corbet (2006) assessment framework. Validation includes, but 
is not limited to, comparison to reference modes, extreme conditions tests, and sensitivity 
analysis. 
Chapter 6 presents the results of the simulations and the scenario analysis and a discussion 
of the insights and implications of the outputs.  
Chapter 7 answers the research questions and draws together the main conclusions flowing 
from this research. The subject matter of the primary literature review is revisited by 
highlighting the strengths of SD over CGE for policy analysis. Limitations of the research 
and future research imperatives are discussed. 
 Thesis outcomes 
The findings from the SD simulation model have enabled the central research question to 
be answered. The simulation results suggest that, under certain operating conditions out of 
their control, Australia’s RMP’s operate with very low to negative net profit margins. The 
impact of the carbon tax is marginal, however, the addition of the carbon price at these 
times, when their domestic and global competitors are not subject to the carbon prices, 
increases the length and the magnitude of these low to negative net incomes. If the 
industry’s dynamic complexity means that the RMP’s cannot engineer their operating 
conditions, then the conclusion is that the carbon price contributes to an uncompetitive 
operating environment under certain scenarios. Even though the carbon tax is only .35% of 
total earnings, when the profit margin for the firm is zero or negative, it becomes a financial 
burden.  
The before and after carbon footprints of the case-study facility respond to the second 
research question. Results suggest that, because the financial disadvantage of the carbon 
tax did sufficiently induce the RMP to lower its carbon footprint, the legislation was effective 
in inducing mitigation. While the tax as a policy measure created the motivation, it was the 
provision of a supplementary grant provided under the Food and Foundries’ program that 
helped to fund the mitigation project. It provided a dollar for dollar contribution from the 
government thereby enabling the RMP to have the financial capacity to undertake the project 
and meet their internal rate of return benchmarks. The program providing the grant was an 
executive scheme governed by ministerial guidelines. The program initially offered less 
 8 
 
funding for larger projects however, following representations from industry, one for one 
funding was conceded. 
The contributions from the pursuit of an answer to the research questions are: 
 An analysis of global carbon-pricing policies, which has highlighted Australia’s heavy 
policy hand in failing to adequately shield critical manufacturing industries from the 
potentially adverse financial consequences of the CPM; 
 The successful development of a causative model that captures the dynamics of the 
red meat processing industry and which can simulate Australia’s future herd 
dynamics and livestock price; 
 Acknowledgement of the dynamics that flow from policy decisions at the micro and 
macro level through a combination of modelling and case study; 
 Indication of systems dynamics (SD) to be a viable modelling framework and thus 
well positioned for policy analysis. SD provides insight into appropriate policy levers, 
their effectiveness over time and space, and the potential short-term and long-term 
risks and consequences of those policy decisions. SD methodology is unique insofar 
as it makes possible a granulated firm-level investigation where specific dynamic 
complexity (as it changes over time) can be articulated in the model. This specificity 
of behaviours, along with the experimental space afforded through simulation, 
permits a unique insight into policy effectiveness. The answer to the central research 
question of this thesis suggests that the detail of the policy levers enacted under 
Australia’s Clean Energy Legislation (CEL) warrants closer investigation if Australia’s 
key food processing manufacturing industry, the RMP, is to have operating certainty. 
The renewed focus on climate change and reduction targets sharpened at the recent 
G20 summit suggests that SD can play a vital role in Australian policy. The success 
of this application at the firm level could inform other firms and or industries in the 
future; 
 The theoretical contribution arises from a problem-driven reflection on the relevance 
of popular neo-classical economic theory in assessing the impact of climate change 
policy. This was achieved by developing a SD driven theory of Australia’s red meat 
market that recognises the importance of feedback, delays and non-linearity; 
 A theoretical contribution to debates surrounding the efficacy of dynamic non-
optimisation models as policy tools; 
  An application of SD methodology that meets both the criteria for originality and 
utility; 
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 A transparent comprehensive carbon footprinting process that responds to a 
challenge by Böhringer, Finus, and Vogt (2002) that a practitioner needs to 
understand the subjective components of a model if appropriate conclusions are to 
be drawn; 
 A contribution to agricultural LCA literature through developing an understanding of 
a meat processor’s carbon footprint, specifically non-domestic wastewater treatment 
process emissions; 
 The novel use of carbon footprinting to assess the impact of policy on business; 
 Components of the carbon footprint that relate to measuring the GHG emissions from 
industrial waste-waters contribute uniquely to carbon accounting data by providing 
site-based analyses of N2O emissions from biological nutrient removal (BNR) ponds. 
To date, national GHG accounting and recent research (Foley et al., 2009; Law, 
2012) have focussed on emissions from commercial and domestic sewage treatment 
plants under the assumption that all industrial wastewaters finds their way to a 
municipal sewerage treatment plant1. This thesis, therefore contributes at the firm 
level to the industrial wastewater emissions body of knowledge. 
 
In assessing the utility of System’s Dynamics, the intention is not to set it up as an alternative 
to computable general equilibrium models. Rather, this researcher’s intention is to add to 
the existing stockpile of models in recognition of Pearce’s observation that more evidence 
is required for important decisions. In other words, the government needs to increase its 
understanding through embracing model diversity and different viewpoints and use it to 
inform policy implementation (Pearce, 2012). 
Finally, there are both Australian and global protein manufacturing industries who might 
benefit from the policy findings and modelling application of this thesis. The value of a 
system dynamics model is that it is built on a number of fairly simple structures that can be 
found time and again in different business settings (Forrester, 1995). This facilitates the 
transfer of insight between industries so that what is learnt in one context can be applied to 
others (Forrester, 1995). The markets for cattle, pork and chickens all fluctuate in price and 
production (Sterman, 2000), which create financial difficulties for all these industries 
particularly those exporting. The corresponding cyclical nature of the livestock price causes 
Australia’s RMP to struggle financially and the CPM compounds this. It is therefore probable 
                                               
1 Advice provided by M Hunstone, Australian National Greenhouse Accounts. 
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that pork and lamb industries, and to a lesser extent poultry, will struggle and thus lends 
weight to the wider applicability of this thesis.  
 Australia’s policy response to climate change 
Climate Change arising from anthropogenic activity has been 
identified as one of the greatest challenges facing countries, business 
and people with major implications for both human and natural 
systems (International Standards Organisations, 2011).  
Responding to this environmental imperative, on 1 July 2012, Australia’s CEL imposed a 
CPM on greenhouse gas (GHG) emissions from stationary energy, industrial processes, 
and fugitive and non-legacy waste to reduce Australia’s carbon pollution and facilitate a 
transition to a clean energy future. The legislation required facilities that overstep certain 
thresholds in energy consumption, energy production, and GHG emissions (under the 
National Greenhouse and Energy reporting Act of 2007), to pay a carbon tax per tonne of 
GHG directly emitted. The tax in the first year was $23 per tonne of emissions and $24.15 
in the second year. This imposition of an economic instrument for promoting the reduction 
of GHG emissions meant that certain critical industry sectors were subject to an additional 
cost impost that their competitors, both at home and overseas, did not have to pay. This 
raises the question of what are the economic costs of reducing GHGs. For trade-exposed 
industries, being subject to a carbon price could translate into lost competitiveness and 
profitability, as well as carbon leakage as industries relocate offshore in search of cheaper 
production (Clarke & Waschik, 2012).  
It should be noted that, in 2014, Australia’s carbon-pricing mechanism (CPM) was repealed 
in favour of a proposed direct action scheme that would focus on an Emissions Reduction 
Fund to incentivise low-cost abatement activities across the Australia economy (Australian 
Government Department of Environment, 2014). However, the findings of the United Nations 
Climate Summit of September 2014 in New York suggest that pressure on governments 
around the world to take effective measures to reduce carbon emissions is escalating. 
Because Australia faces an uncertain future balancing its proposed direct action scheme 
with a commitment to reduce emissions by 2020 between 5 and 25 per cent (with 
conditions), it is foreseeable that Australia may need to again price carbon. Therefore, an 
examination of the impact of Australia's repealed CPM at the firm level is both relevant and 
instructive and thus justifies the approach of this thesis. 
As early as 2008, because Ross Garnaut (2008) predicted a competitive disadvantage for 
some liable industry activities in Australia, he advocated for special industry assistance 
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arrangements to be established. The Federal Government’s own Green Paper also 
recognised the need to level the playing field (Allens Australia, 2008) for those industries 
whose international competitiveness was at risk. As a consequence, some facilities, based 
on their industry activity, became eligible for direct transitional assistance through freely 
allocated carbon credits but only if they qualified as Emissions Intensive Trade Exposed 
(EITE).  
At the time, across the globe, CGE models were being extensively applied as aids for “what 
if” analysis of environmental policy with an increasing focus on climate change policies 
(Dean & Hoeller, 1992; DeMelo, 1988; Shoven & Whalley, 1984). In Australia, CGE models 
based on mainstream, neo-classical economic thinking were used by the Australian 
Treasury to inform the policy measures behind Australia’s climate-change package. This 
was despite an overwhelming volume of research (Foxon et al., 2010; Nelson & Winter, 
1982) questioning the CGE models implicit assumptions of optimisation and linearity and 
arguing that, in the economics of climate change, in which cause to effect is delayed, these 
models had overlooked important perspectives. These omissions were: 1) the institutional 
context of climate change including the nature and speed of technological and behavioural 
change, 2) the impact of feedback and uncertainty and 3) the non-linear dynamic nature of 
systems. So, at issue were the structure, application and interpretation of CGE economic 
models used in climate policy analysis. These omissions could be described as fundamental 
“weaknesses” because they allude to the risk of vast and unpredictable policy 
consequences. Table 1.1 below shows the critical challenges of applied CGE models as 
summarised by Sanstad and Greening (1998) and elaborated on by further research as 
noted.
 12 
 
 
Table 1-1: Measurement criteria for applicability of CGE models 
Critical 
Challenges of 
CGE Models 
Assessment Criterion Common Weaknesses 
Complexity  1. Is critical judgment by non-specialist user 
feasible? 
1. Dynamic black-box models are too complex for general interpretation. 
The 
underlying 
theory, 
structural 
elements, and 
assumptions. 
1. Is a neo-classical theoretical basis relevant in 
the climate change policy debate? 
 
2. Can the neoclassical framework appropriately 
account for an inter-disciplinary, pluralistic, 
dynamic approach? (Scrieciu, 2007). 
 
3. Is the model structure sufficiently reflective of 
the dynamic behaviours involved? 
 
4. Is the model structure relevant for economy-
energy-environment analyses if economic 
structures are likely to change over the long-
run? 
 
5. Do the meta assumptions limit the applicability 
of the model? 
1. CGE relies on theory that is not empirically grounded thus threatening 
validity of results (Scrieciu, 2007). 
 
2. Supply and Demand are not balanced by prices alone. Inventory, 
backlogs and delays introduce short-term dynamics. Interactions and 
feedback occur across organisational boundaries.(Forrester, 2013). 
 
3. The theory of CGE models renders them unable to explain adjustment 
or transition paths to reach equilibrium (Scrieciu, 2007). Further, a 
steady state of general equilibrium cannot be reached because  
dynamic change and an ecological system rarely exhibit equilibrium 
(Scrieciu, 2007). 
 
4. Up until the late 1990s, CGE models typically assumed perfect 
competition and constant returns to scale. These assumptions do not 
allow for product specific economies of scale or technical barriers to 
entry. Later models have sought to address these restrictions, the 
downside being increased complexity. 
 
5. Meta assumptions are taken that variables are independent of each 
other, that causality runs from factor to outcome and not back, that 
systems/processes are inert, and that impacts are linear and constant 
are questionable (Richmond, 2013). 
 
 
Adequate 
treatment of 
the process of 
1. If technological change and the producers 
investment decisions are not adequately 
specified, will the estimation of rates and levels 
1. CGE are unsuited to investigate transitional adjustment paths (Barker, 
2004). 
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innovation 
and 
technological 
change. 
of growth of GHGs be reliable enough to inform 
policy?  
 
2. What impact do relative prices have on the 
direction of technological change? 
2. Current representation of endogenous technological change as 
learning curves in CGE is limited and restricted (Scrieciu, 2007). 
 
3. Under the neo-classical paradigm, technological change is represented 
by a shift in production functions, so that output can be increased 
without increasing input. So, in neo-classical theory, the institutional 
framework for adaptation and diffusion of technology, industry 
structure, and the degree of risk aversion are not well accounted for.  
 
Capacity to 
handle 
uncertainty, 
the 
psychology of 
agents, 
delays, and 
non-linear 
behaviours. 
1. Can models relying on past behaviours and 
correlations be a good guide to the future? 
 
2. Can CGE assumptions and hence its model 
structure adequately reflect the forms that 
behaviours may follow? 
1. CGE models need to indicate the magnitude and signs of change in 
economic growth that could result from policy but do not routinely test 
conditions that break with the past. 
 
2. If the purpose of the model is to change performance and alter 
prevailing relationships, correlation without causality is insufficient 
(Richmond, 2013). 
 
3. CGEs largely ignore delays to the effect that non-linear relationships 
are an operating reality (Richmond, 2013). 
 
4. Because of inertia, one can only expect the near future to be an 
extrapolation of the past. With time, a past path will diverge due to 
randomness and the dynamics of the system. Policy actions can be 
ineffective in the near future because stocks change slowly. Therefore 
forecast models have limited value because , “one can forecast in the 
time zone in which one cannot act, and can act in the time zone in which 
one cannot forecast” (Forrester, 2013). 
 
Appropriaten
ess of model 
structure - the 
specification 
of technical, 
physical, 
institutional 
human and 
1. Does the model structure sufficiently include 
behaviours so as to reflect the true dynamics of 
the system? 
1. CGE have been criticised for their poor representation of “dynamism 
(Scrieciu, 2007). 
 
2. In CGE, dynamism is often nothing more than a series of annual 
snapshots based on artificial macro-economic stability (Ackerman, 
2005). 
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social 
relationships. 
3. Restrictive assumptions are not applicable to less developed 
economies where country-specific institutional characteristics influence 
behaviours. 
 
4. CGEs suffer from poor representation of socio-economic realities 
(Scrieciu, 2007). 
 
Appropriaten
ess of and 
confidence in 
parameter 
specification. 
1. If the data are calibrated or “estimated” to fit the 
model, is it still possible to adequately model 
behaviours? 
1. Econometric literature is not always helpful in specifying parameter 
values such as elasticities, which are often based on little empirical 
evidence. Often there is the need to calibrate data or simplify the model 
to match the data. Energy consumption behaviours are an example 
(Shoven & Whalley, 1984). 
 
2. Data are based on an existing economy in a specific year, not on rich 
historical data and may therefore misrepresent the economy and 
invalidate the result (Barker, 2004) 
Representatio
n of firm and 
consumer 
decision 
making. 
1. Are assumptions of optimisation realistic when 
they require perfect information? Do the neo-
classical utility-maximising consumer and the 
profit-maximising producer with self-interest and 
rational expectations adequately represent 
behaviours? 
1. Individuals base their choice on a more complex set of values than 
utility. 
2. CGE optimisation models rely on the assumption of “perfect foresight” 
which is clearly not possible.  
 
3. Does CGEs ignore public good aspect? 
 
4. Marginal welfare analysis cannot measure human welfare changes in 
the context of climate change (Scrieciu, 2007). 
 
5. Firm-level behaviours are not represented in the sectoral definitions of 
most CGEs. Recent inclusions of adjustment costs are trying to 
address this weakness. 
Treatment of 
exogenous vs 
endogenous 
variables. 
1. Can the effects of policy choices on economic 
growth be adequately modelled and the levels 
of uncertainty understood? 
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Critics have widely cautioned about the inherent dangers in using CGEs to influence and 
inform climate policy design and implementation (Böhringer et al., 2002; McKitrick, 1998; 
Pearce, 2012). For example, McKitrick (1998) specifically criticises an over-reliance on non-
flexible functional form in CGE models, alluding to the importance of non-linear dynamics. 
Pearce (2012) advises that the challenges for climate policy formulation would be empirical 
and thus cautions against relying on simplified scenarios from too narrow a range of 
economic models. Dixon and Rimmer (2010) noted that early models lacked clear 
descriptions of the behaviour of agents. Later dynamic models were criticised because their 
macro-closures were considered unsatisfactory both for meaningful forecasting and 
insufficiently attending to uncertainty (Adams, 2005; Adams et al., 1994). In essence, these 
critics were challenging the theoretical constructs and design of the models that informed 
and guided Australia’s carbon policy. Do the neo-classical, utility maximising consumer and 
the cost minimising producer with perfect foresight adequately represent consumer and firm 
behaviour (Sanstad & Greening, 1998) in the face of uncertainty, two way causality, system 
inertia, non-linear relationships and the limitations of correlation? 
Does the dominant modelling paradigm have the capacity to reveal the true economic costs 
at the firm level of Australia’s political response to Kyoto? This, after all, provides the 
rationale for this thesis. Its primary objective is to investigate the impact of a landmark 
Australian policy at the firm level to answer the question “Does the carbon pricing 
mechanism enable red meat processors (who are liable to pay a carbon price) to remain 
financially competitive in their domestic and global environment?””2 Research suggests that 
modelling alternatives to the neoclassical framework which are based on evolutionary theory 
may more realistically represent economic, technological, environmental and policy 
interactions (Sanstad & Greening, 1998; Sterman, 2000). SD modelling is one such 
alternative. In response, this thesis will empirically investigate the impact of Australia’s CPM 
at the firm level using SD as an alternative to applied CGE models.  
The relevance and contribution of SD to an investigation of the impact of Australia’s carbon-
pricing policy at the firm level is not dependent on a continuation of Australia’s current CEL 
because the contribution of this research is both retrospective and prospective. There is 
strong evidence that CPMs are being actively drafted and implemented suggesting that this 
                                               
2 In defining carbon footprint in the Australian legislation, The National Greenhouse and Energy Streamlining Protocol 
recognises Scope 1 emissions as direct GHG emissions occurring as a result of activities at a facility, Scope 2 emissions 
as indirect emissions from the generation of purchased electricity, steam and heating/cooling consumed by a facility and 
Scope 3 covering all other indirect emissions not included in scope 2. In Australia, six greenhouse gases are nominated 
for measurement in the national inventories and under the National Greenhouse and Energy Reporting legislation, only 
Scope 1 and Scope 2 constitute liable emissions (Council of Australian Governments, 2009). 
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investigation could have global applicability in informing emissions reduction policy action in 
the future. Table 1.2, Table 1.3 and Appendix 1 provide a comprehensive summary of global 
carbon schemes and initiatives (as at beginning 2013) in support of this assertion.  
The contribution of a comprehensive overview of global carbon schemes prepared by this 
researcher in 2013 whilst Australia’s CPM was operational, is the question that it raises and 
provides answers for: Was the financial competitiveness of Australian industry sufficiently 
protected under the fixed pricing period that was to serve as a transition to the emissions 
trading scheme proposed for 2015? 
This comparison of schemes (Table 1.1, 1.2 and Appendix 1) provides insight into Australia’s 
approach to protecting industry from the unintended consequences of the carbon tax, 
namely, industry’s loss of competitiveness. When the data could be sourced, the overview 
specifically covers mechanisms used to protect industry from carbon leakage and a loss of 
competitiveness. Detail on the different ways in which countries have sought to shield their 
industries from the effects of pricing carbon is on p. 178. In implementing its CPM, Australia 
has not protected its food processing industries through directly shielding them from the cost 
of their carbon credits. From the information collected, it is reasonable to surmise that 
Australia has not been as directly protective of its manufacturing industries as other 
countries. Under the other major trading schemes that priced carbon, Appendix 1 suggests 
that the activity of red meat processing was either not subject to a carbon price or it received 
direct shielding through its EITE classification. 
The RMP is an emissions intensive heavily trade-exposed industry that has not been able 
to qualify for EITE protection in Australia because of the fractured nature of the industry. 
Liability to pay the carbon tax in Australia was a function of emissions levels. Only a handful 
of the larger processors were liable amongst more than 150 establishments. Applications 
for EITE status required a whole of industry submission. With most processors not directly 
affected by the tax, this precondition was not met. 
 
 17 
 
Table 1-2: Summary of operational and mandatory carbon trading schemes (S.McAvoy) 
Summary of Operational and Mandatory Carbon Trading Schemes 
Scheme Types, Targets and Commitments 
 Australasian Region European Region US and Canadian Region Asian Region 
COUNTRY Australia NZ ETS EU ETS Switzerland 
(not part of 
EU)  
WCI: 
California 
includes 7 
western 
states 
RGGI 
(covers 9 
NE & mid-
Atlantic 
states 
Quebec (now 
part of WCI) 
Alberta ETS  
Tokyo/ 
Saitama 
Prefectures 
Kazakhstan 
(Central 
Asia) 
 
Ratified 
Kyoto 
Yes Yes Yes Yes, 2003 No No No Yes Yes, 2009 
Signatory 
2nd Kyoto 
CP 
Yes Acceded Yes Yes No No Acceded Acceded Yes  
Type of 
Scheme 
CO2tax until 
2015 then 
ETS 
ETS (not cap 
and trade) 
ETS operates 
nationally in 27 
member states 
plus Iceland, 
Liechtenstein and 
Norway. 
Denmark, Finland, 
Ireland, The 
Netherlands, 
Norway, Slovenia, 
Sweden, 
Switzerland, UK 
also have specific 
carbon taxes. 
Alternative 
compliance 
options 
available of 
ETS or CO2 
levy on Fossil 
Fuels. (CO2 
tax 
exemption if 
participate in 
cap and 
trade). 
Cap and 
Trade ETS 
ETS ETS 
Quebec and 
BC: first 
introduced a 
carbon tax 
and Alberta 
intensity 
based ETS. 
Other member 
provinces may 
implement 
ETS - , BC, 
Ontario and 
Manitoba. 
ETS 
Nationally, 
effective Oct 
2012, Japan 
increased 
taxes on 
fossil fuels 
following 
legislation of 
a carbon 
tax. 
ETS 
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Summary of Operational and Mandatory Carbon Trading Schemes 
Scheme Types, Targets and Commitments 
 Australasian Region European Region US and Canadian Region Asian Region 
COUNTRY Australia NZ ETS EU ETS Switzerland 
(not part of 
EU)  
WCI: 
California 
includes 7 
western 
states 
RGGI 
(covers 9 
NE & mid-
Atlantic 
states 
Quebec (now 
part of WCI) 
Alberta ETS  
Tokyo/ 
Saitama 
Prefectures 
Kazakhstan 
(Central 
Asia) 
 
2020 
Emissions 
Target (not 
Kyoto 
targets) 
Unconditional 
5% cut on 
2000 
emissions by 
2020 
Btw 10-
20%below 
1990 levels by 
2020 if 
comprehensiv
e global 
agreement. 
Unconditional 
20% cut on 1990 
levels by 2020. 
Unconditional 
20% 
reduction on 
1990 
emissions. 
Regional 
target of 
15% below 
2005 levels 
by 2020 
(equivalent 
to 427 
MMTCO2e 
by 2020). 
 
10% 
reduction in 
power plant 
emissions 
by 2018. 
Quebec is 
20% below 
1990 levels by 
2020 
Regional 
target of 15% 
below 2005 
levels by 
2020. 
Alberta: 
Reduce 
emissions 
intensity by 
12%. 
25% relative 
to 1990 by 
2020. 
7% 
reduction of 
1990 levels 
by 2020. 
15% ↓by 
2020 on 
1992 levels. 
Governing 
Legislation 
Clean Energy 
Bill  
The Clean 
Energy 
Regulator Bill 
2011 
The Climate 
Change 
Authority Bill 
2011 
The Clean 
Energy 
(Consequenti
al 
Amendments) 
Bill 2011. 
Climate 
Change 
Response Act 
(2002) 
CC Response 
(Moderated 
Emissions 
Trading) 
Amendment 
Act 2009. 
EU Emissions 
Trading Directive 
2003/87/EC plus 
Linking Directive 
CO2 
Ordinance 
plus revised 
CO2 Act 
(Federal Act 
on the 
Reduction of 
CO2 
Emissions) 
covers 75%-
80% of GHG 
emissions. 
California 
Code of 
Regulations-
final 
regulation 
order 
(Global 
Warming 
Solution Act 
AB32). 
CITSS 
tracks data; 
MMR 
identifies 
liable 
facilities. 
RGGI 
Model Rule 
used to 
guide each 
states own 
statutory 
and/or 
regulatory 
authorities 
(issued Aug 
2006). 
Environment 
Quality Act 
Regulation 
respecting a 
cap and trade 
system for 
GHG emission 
allowances. 
Tokyo 
Metropolitan 
Basic 
Environment 
Ordinance 
 
Saitama 
Prefecture 
Global 
Warming 
Strategy 
Promoting 
Ordinance 
Ecological 
Code of 
Republic of 
Kazakhstan, 
Jan 9th 2007 
 19 
 
Summary of Operational and Mandatory Carbon Trading Schemes 
Scheme Types, Targets and Commitments 
 Australasian Region European Region US and Canadian Region Asian Region 
COUNTRY Australia NZ ETS EU ETS Switzerland 
(not part of 
EU)  
WCI: 
California 
includes 7 
western 
states 
RGGI 
(covers 9 
NE & mid-
Atlantic 
states 
Quebec (now 
part of WCI) 
Alberta ETS  
Tokyo/ 
Saitama 
Prefectures 
Kazakhstan 
(Central 
Asia) 
 
Date 
Legislated 
Nov 2011 Dec 2009 Oct 2003 Nov 12 CO2 
Ordinance 
Revised CO2 
Act-2011 
CO2 
Act1999; PE 
Act-
1995/2003. 
WCI Feb 
2007 
Revised 
Model Rule 
issued Dec 
31, 2008. 
WCI: Feb 
2007 
Alberta ETS 
2006. 
Tokyo-2010 
Japan 
Carbon Tax-
April 2012. 
Dec 2011 
Date 
Introduced/ 
Operational 
July 2012 July 2010 
(joined the 
already liable 
forest owners) 
Variable sector 
entry dates. 
Jan 2005 I Jan 2013 
Ordinance 
and revised 
CO2 Act. 
ETS and 
CO2 levy — 
January 1 
2008. 
 
Jan 2013 2009 Quebec- 
carbon tax -
Oct 2007 
BC : carbon 
tax: 2007 
($30/t in 2012)  
Quebec: WCI 
ETS Jan 2013 
Alberta ETS: 
July 2007. 
ETS: 
Tokyo-
Fiscal 2011 
Saitama-
2011 
Kyoto-2011 
 Japan 
Carbon Tax 
— Oct 2012. 
Jan 2013 
(pilot 
scheme 
operational). 
Wider 
linkages 
EU ETS 
1 July 2015: 
one-way link 
with EUAs 
able to fill 
50% of Au 
compliance 
obligation. 
1 July 2018: 
two-way fully 
fungible. 
The Act 
enables linking 
to international 
markets for 
Kyoto units and 
domestic ETSs 
by regulation. 
EU ETS: 1 July 
2015: Unilateral 
link.  
1 July 2018: 
Bilateral- fully 
fungible. 
Negotiating with 
Swiss ETS. 
Negotiating 
to link with 
EU ETS. 
National 
linkages 
planned 
under WCI. 
Negotiations 
with 
Australia 
and 
Quebec. 
 Planned link to 
other WCI 
members — 
Quebec 2014 
 
None planned 
for Alberta 
ETS. 
Linked with 
Saitama 
ETS Sept 
17, 2010. 
Begin 
consultation 
to consider 
link with EU 
ETS in 
2013. 
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Summary of Operational and Mandatory Carbon Trading Schemes 
Scheme Types, Targets and Commitments 
 Australasian Region European Region US and Canadian Region Asian Region 
COUNTRY Australia NZ ETS EU ETS Switzerland 
(not part of 
EU)  
WCI: 
California 
includes 7 
western 
states 
RGGI 
(covers 9 
NE & mid-
Atlantic 
states 
Quebec (now 
part of WCI) 
Alberta ETS  
Tokyo/ 
Saitama 
Prefectures 
Kazakhstan 
(Central 
Asia) 
 
Planned 
Changes 
1 July 2014: 
Inclusion of 
heavy on-
road 
transport. 
2012: 
Mandatory 
agriculture 
reporting but 
no legislated 
agriculture 
entry date. 
Phase 3: Single 
EU wide cap; Inc 
N2O/ PFCs; min 
40% auction of 
allowances. 
Include capture, 
transport or 
storage CO2 
emissions. 
Linear 1.74% ↓cap 
allowances each 
yr. to 2020. 
Full auctioning by 
2027 except 
industries whose 
competitiveness is 
at risk. 
 To include 
international 
offsets 
To include 
transport in 
2015. 
2013 
revision: ↓ in 
CO2/RGGI 
cap from 
165M to 
91M plus 
cost 
containmen
t reserve 
To include 
transport in 
2015. 
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Table 1-3: Emerging carbon-pricing schemes 
Country Annex 1 
Kyoto 
Country 
 
Schemes National 
Scheme 
Start Dates Allowances Reduction 
Target 
Other 
Brazil No Proposed Cap and trade schemes for 
Sao Paulo, Amazonas, and Rio de 
Janeiro. 
No Test Phase 
proposed 2013 
 36.1-38.9% 
relative to BAU 
Passed in 2009 is a 
target to reduce 
deforestation to 
80% of annual 
average btw 1996 
and 2005. 
India No Clean energy tax on domestically 
produced and imported coal and peat 
(@Rupees50/t). 
 
Yes July 2010  20-25% relative to 
1990 
Hosts 800 
registered CDM 
projects. 
Mexico      30% relative to 
BAU 
 
 
 
Republic of 
Korea 
No Passed legislation in 2012 for ETS 
with threshold trigger of 25,000t; 
anticipated to cover 60% of national 
emissions. 
 January 2015  30% relative to 
BAU 
Expected to cover 
some 450 of 
country’s largest 
polluters 
Ukraine  Yes     20% relative to 
1990 levels 
 
South Africa No Planning carbon tax @R120 (AUD 15) 
with threshold. For up to 60% of 
emissions there will be free allocation. 
Higher exemptions for cement, iron, 
steel, aluminium, ceramics, and 
fugitive emissions and trade exposed 
industries. Agriculture, forestry, land 
use, and waste exempt. 
 Planned 2013  34% relative to 
BAU 
In 2010 had carbon 
tax on new 
vehicles. 
China No Emissions trading schemes in Beijing, 
Shenzhen, Chongqing, Shanghai, 
Tianjin, and Hubei and Guangdong 
provinces. 
Proposed 
for 2015 
Shanghai, 
Guangdong, 
Tianjin and 
Hubei have 
issued but as at 
May 2013 not yet 
begun pilot. 
Allowances can 
be bought and 
sold. Polluters 
can secure 
offset credits 
(Chinese 
CERs) by 
40-45% relative to 
BAU 
Touting a 17% 
reduction per unit 
of GDP by 2015 
from 2010 levels. 
7 pilot regions all 
set emissions 
ceiling based 
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Beijing and 
Shenzhen are 
drafted. 
financing 
projects 
removing CO2. 
(quotas) on carbon 
intensity goals. 
Costa Rica 
(Central 
America) 
No Tax on carbon pollution at 3.5% of 
market value of fossil fuels. 
 1997  Carbon neutral by 
2021 
 
Indonesia No Released National Climate Action 
Plan 2008. 
   26% below BAU 
in 2020 
 
Belarus    Under 
development 
 8% reduction 
relative to 1990 
levels by 2020 
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 Applied theoretical frameworks and climate policy 
“Models are not the real system”(Sterman, 2014). They are developed based on the 
modeller’s mental model or cognitive map of a domain which is a limited, filtered, imperfect 
representation (Sterman, 2000). Sections 1.5 through to 1.9 investigate the applied 
theoretical models that have dominated the analysis of climate change policies around the 
world up to this point. Such an investigation establishes the grounds for the contrasts 
between the dominant modelling paradigm and SD as summarised in Table 1.1. This thesis 
is not attempting to question the applicability or the relevance of applied modelling. Instead, 
it attempts to supplement existing modelling efforts by offering a different methodology 
based on a different perspective. 
It is widely accepted that uncertainty is inherent in projecting how the future will unfold 
because of our limited understanding of the world (Weyant & Hill, 1999). Climate change 
policy faces, among other considerations, many uncertainties. These include the 
effectiveness and costs of mitigation, the length of lag between these costs and any benefits, 
the nature and extent of international action, and the interactions between policy instruments 
(Pearce, 2012). Modelling of policy impacts offers two benefits: first, it makes the magnitude 
of these uncertainties more transparent, and second, it justifies action at a national level. 
While economic models help to demystify the chains of cause and effect and influence, the 
value of models is often questioned especially when results are disparate on comparison. 
Rather than being a weakness, it has been suggested that these anomalies should be 
viewed as strengths because, if they are interpreted well by the practitioner, they provide 
insight into the relationships between assumptions and outputs (Weyant & Hill, 1999). 
Despite this wide support for applied modelling, Pearce (2012) warns that governments and 
independent authorities charged with implementing climate change policies face a 
significant empirical challenge. He believes they should focus on the insight gained from 
comparing a number of models rather than focusing on any single one. This thesis therefore 
sets out to contribute to the findings gained from modelling the impacts of climate change 
policy using a SD-based firm-level approach that offers an alternative to the dominant 
climate change policy assessment modelling paradigm.  
The following sections explain the evolution of applied frameworks highlighting the strengths 
and weakness of CGE models which along with Pearce (2012) call for a composite 
approach, provides the rationale for thesis. 
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 Neo-classical versus evolutionary frameworks 
This section provides a brief contrast between the neoclassical framework which underpins 
the dominant modelling paradigm and the evolutionary framework which may be more 
relevant when dealing with the uncertainties of climate change. 
As already mentioned, applied theoretical models are increasingly relied upon for climate 
change policy analysis (McKibbin, 1998). As well as reflecting the theoretical assumptions 
about the behaviour of economic agents, the models are valuable because they provide a 
level of consistency to forecasting (McKibbin, 1998). However, practitioners and interpreters 
of models used to draft or support policy must be cognisant of inherent weaknesses. The 
neoclassical framework underpins the dominant general equilibrium modelling paradigm 
popular for assessing climate change policy wherein both the concept of equilibrium as the 
normal state of the economy and maximizing behaviour are structural pillars. Price is 
determined by the equilibrium of supply and demand wherein actual price, hence behaviour, 
is the level at which the aggregated desired purchased quantity exactly equals the aggregate 
desired sale quantity (Nelson & Winter, 1982). Firms operate according to a set of deduced 
decision rules that determine what they do in relation to internal and external conditions, 
given their capabilities and objectives. There are three components of a maximization model 
of firm’s behaviour: first, that firms are usually seeking to maximize profit or present value; 
second, that there is a set of things that the firm knows how to do, focusing on performance 
of actions rather than on choosing; and third, that the firm chooses its action to maximize 
the achievement of its objective based on a set of known alternatives, market constraints, 
and other internal constraints (Nelson & Winter, 1982). For neo-classicists, costs and prices 
are the driving variables and general tax relief or subsidy is the preferred policy choice to 
elicit behavioural change. Attention to the properties of institutions is discouraged as the 
importance of markets is prioritised because economic efficiency and progress are 
maximised when markets are free and competitive. 
The neoclassical model sees governments as pre-eminently needing to pursue allocative 
efficiency as their optimal outcome. When markets fail, governments have a duty to correct 
this. If GHG emissions are an externality, then a tax levied on the production or consumption 
activities responsible for that externality is a standard neo-classical solution (Twomey, 
2012). Pricing the social cost of the activities into the firm’s decision making should yield a 
socially efficient market outcome, an efficient general equilibrium (Bennear & Stavins, 2007) 
or a first best solution (Twomey, 2012). In neo-classical economics, targeted or specific 
policies would always yield less benefit than generalised policies that will not distort price 
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signals. The neo-classicist regards knowledge to be homogenous and innovation to be linear 
implying that the government can influence the pace but not the direction of technological 
change (Marsh & Edwards, 2008). 
However, when there are one or more deviations from the ideal conditions of general 
equilibrium because of market failures and other imperfections, orthodox neo-classical 
theories’ first best solution, such as a single instrument carbon price, may fail to be an 
effective policy to fight climate change. This is critically important because the correct policy 
or mix of policies can determine the successful uptake of innovation and the diffusion of its 
technologies, which is essential if the existing domination of fossil fuels industries is to be 
addressed (Foxon et al., 2010). 
An alternative theoretical framework may be more relevant when dealing with the 
uncertainties of climate change. While neo-classical economics deal with known unknowns 
(mitigation costs), uncertainty deals with unforeseen outcomes, possibly owing to the policy 
instrument itself (Nelson & Winter, 1982). The limitations of the neo-classical assumptions 
of rationality, perfect knowledge, diminishing returns, and general equilibrium have been 
widely posited. Optimising behaviour under the orthodox model requires knowledge of all 
possible outcomes and their likelihood (Nelson & Winter, 1982). But an equilibrium outcome 
is unachievable because an optimal or determinate end state is impossible in the face of 
genuine uncertainty. 
It has only been in recent times that the study of environmental problems and the 
development of public policy have drawn on evolutionary and institutional economics. 
Recognising that two individuals faced with similar circumstances may chose differently is 
to recognize bounded rationality, one of the key concepts of evolutionary thinking along with 
diversity, innovation, selection, path dependency, lock-in and co-evolution (Foxon et al., 
2010). Evolutionary economic thinking provides the means to address the structural barriers 
that relate to path dependency and lock-in of carbon-based systems which can predetermine 
technological outcomes, and which may mean competing lower emissions technology is 
ignored (Foxon et al., 2010; Twomey, 2012). The evolutionary framework suggests that 
innovation does not just occur as an input/output in response to price but suggests that the 
interaction between technology, institutions and organizational strategies is complex (De 
Laurentis & Cooke, 2008; Foxon et al., 2010). Evolutionary frameworks have guided recent 
work on long-term, socio-technical transition research; technological innovation systems 
and co-evolutionary dynamics. This work has purposely been developed to explicitly identify 
the causal interactions between institutions (regulatory systems, national policies), 
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technologies and business strategies to explain the dynamic processes that foster 
technological change (Foxon et al., 2010). Technological change is a necessary 
consequence of addressing climate change (Foxon et al., 2010; Twomey, 2012). A brief 
discussion on the characteristics of evolutionary theory follows. 
The evolutionary theoretical framework rejects the notion of maximising behaviour to explain 
the firm’s decision rules. Instead, its core concern is with the dynamic process by which the 
behaviour of the firm and market outcomes are jointly determined over time (Nelson & 
Winter, 1982). It is the firm’s routines, which govern selectable, variable and often inheritable 
actions and cover administrative, financial and operational, research and development and 
environmental routines, that determine the firm’s behaviour (Nelson & Winter, 1982). 
Evolutionary theory recognizes that not all decisions are routine or predictable by 
accommodating stochastic (random) elements in decision rules and their outcomes.  
Evolutionary theory recognises both the doing and the choosing aspects of firm behaviour. 
Nelson and Winter (1982) distinguish among three types of routines: those that govern short-
run behaviour; those that determine investment behaviours, and those that under rule 
guidance modify, revise or change. It is through the combined actions of search and 
selection that firms evolve over time, in the knowledge that the condition of the industry in 
any future period will bear the seeds sown in preceding periods (Nelson & Winter, 1982).  
Evolutionary theory recognises knowledge to be lumpy and diffusion problematic implying a 
need for selective policy making (Nelson & Winter, 1982). Evolutionists believe that the most 
useful knowledge often arises from problem solving, that feedback is critical, and that 
outcomes will vary with knowledge. They believe that attention should be given to both the 
pace and direction of change as well as different sources of knowledge. Evolutionists do not 
believe in passive price taking or the possibility of equilibrium or optimising behaviour 
because of the existence of risk and irreducible uncertainty (Nelson & Winter, 1982). Using 
the specific example of responding to climate change, evolutionists believe a change in 
technology will negate the prospect of long-run equilibrium (Lipsey & Lancaster, 1956).  
Crucial policy implications flow from these frameworks, specifically in relation to the role of 
government and the scope and impact of policy (Marsh & Edwards, 2008). For example, 
institutional and technological change is mandatory for transitioning to a low carbon 
economy (Foxon et al., 2010; Marsh & Edwards, 2008; Twomey, 2012). However, 
formulation and implementation of policy is still grounded in orthodox neo-classical thinking, 
which fails to significantly account for non-linearity, innovation, technological change and 
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the institutional context among other constraints (Foxon et al., 2010).  
Because of this neo-classical thinking, there is limited literature that focusses on the 
relevance, evaluation of, and necessity of using a policy mix to reduce carbon emissions 
because a carbon price on its own is insufficient (Lehmann, 2012; Twomey, 2012). Twomey 
(2012) argues in favour of multiple policy instruments, as “no single policy instrument is likely 
to be sufficient to effectively, efficiently or equitably address the goal of GHG emissions 
reduction”(Twomey, 2012). Along with the known risks of market failure, he contemplates 
the possibility of systems failure. He offers institutional and evolutionary economic 
frameworks as providing a flexible and iterative approach that recognises that a mix of 
policies may be required in the event of a systems failure. But the merit of the use of 
discriminatory policy mixes and evolutionary models remains largely in the theoretical 
domain for drawing conclusions. Some models suggest that a tax on pollution is not 
neutralised by revenue recycling because it acts as an implicit tax on labour and capital and 
thus increases the cost of goods and services and thereby offsets some of the welfare gains 
from revenue recycling (Goulder, 2001). Other empirical studies suggest that combining an 
environmental tax with a tax cut policy instrument, (regardless of whether the instrument is 
a pollution tax with no revenue recycling or free allocation of permits), can allow key 
industries to avoid significant financial costs without adding to the costs to the economy as 
a whole (Goulder, 2001). Consensus has clearly not been reached.  
Despite this, policy makers have, over the past decade, increasingly favoured single-
instrument, market-based mechanisms as policy solutions to environmental problems 
(Twomey, 2012). The United Nations Framework Convention on Climate Change 
(UNFCCC) and the Kyoto Protocol both advocate using such mechanisms to achieve the 
stringent targets and timetables set for emissions reductions. In Australia, under the original 
Clean Energy Future Policy Package, the economy was to transition to an emissions trading 
scheme in 2015 to create a global market in carbon dioxide following a three-year fixed 
price-period. Imposing a carbon tax is a unilateral policy action and it has discriminatory 
elements in using thresholds to determine liability. Despite the theoretical evidence, the 
Productivity Commission and the Strategic Climate Change Programs, in assuming that 
market failures are the exception, have consistently argued that there was little need for 
other mitigation policies once the right price is set. The only arguments raised in support of 
a policy mix were to address a lack of incentive to invest in research and development for 
low-emission technologies. They also sought to remove barriers to the take-up of cost-
effective energy efficiency opportunities and to exploit abatement potential in those sectors 
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not covered by an ETS. 
From 1 July 2012, 500 of the largest Australian emitters compulsorily purchased a permit 
worth $23 for every tonne of carbon dioxide they emitted. Using carbon tax revenues, and 
in line with Garnaut’s recommendations, the government offered assistance to offset loss in 
competitiveness and to protect nominated Australian industries such as the Coal Sector 
Package and Steel Transformation Plan. Under the Jobs and Competitiveness Program, 
direct assistance was given to emissions intensive, trade exposed (EITE) manufacturing 
industries. The policy was to provide free permits to heavy manufacturing industries (EITE) 
that were vulnerable to international competition and associated carbon leakages. Shielding 
from the carbon price was 66 per cent for less exposed rising to 94.5 per cent for very high 
emissions intensity. Assistance was for five years with an annual reduction. As already 
discussed, the Red Meat Processing Industry did not qualify for EITE assistance. The Clean 
Technology Program (CTP) was designed to provide transitional support to less intensive 
industries and to support energy efficiency and R and D in low pollution technology. One 
sixth of the funding directed towards food processing under the Food and Foundries 
Program comes in the form of grants. The Food and Foundries Program was an executive 
scheme governed by Ministerial guidelines. However, Research and Development was not 
covered under the grant program, the grant was taxable income, payment was only triggered 
by achievement of milestones, and 20 per cent of money was withheld pending proof of 
mitigation.  
 Applied models: How the dominant paradigm evolved 
Now to contextualise the theoretical discussion: the two main streams of global models used 
in studying both the impacts and effectiveness of climate change policy are multi-country 
CGE models, also referred to as applied general equilibrium (AGE) models and macro-
economic models. In Australia, a review of major modelling efforts undertaken in the past 
five years reveals that CGE models are the prevailing approach for economy-wide analysis 
of climate change policy. Policy evaluation is made possible through the specification of 
production and demand functions. The functional form of the utility function establishes the 
elasticity of substitution parameters. The model produces a set of prices that clears the 
market (Dixon and Rimmer., 2010) . The following section backgrounds the evolution of 
these models.  
General Equilibrium (GE) theory is derived from the neo-classical school of economics 
associated with Gossen (1854), Jevons (1874), Walrus (1874) and Menger (1871) and is a 
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modern take of Walras’s competitive economy model (Decaluwé, 1988). The jump from 
theoretical to applied GE took place in the 1930s and 40s. Significantly, Leontief’s 1941 
input-output model was a decisive step towards applying Walrus’s theory to an empirical 
equilibrium and to align it with economic policy making (Andre et al., 2010). Later models 
introduced micro-economic optimisation in an attempt to develop applied GE models. Scarf 
(1973) continued the work of Wald (1951), Arrow and Debrau (1954) to develop an algorithm 
that could be used to calculate equilibrium in models (Andre et al 2010). Although Arrow and 
Debrau’s (1954) model is identified as the first GE model, no economy-wide model clearly 
described the behaviour of agents until Johansen’s contribution to CGE modelling in 1960 
(Dixon & Rimmer, 2010). The result of Johansen style CGE modelling was an instrument 
capable of describing how the economy responds to external shocks numerically, by 
specifying production and demand functions in a framework consistent with economic 
theory. Therefore, the CGE space over time progressed beyond comparative static models, 
which are point in time models that predict a future state with and without a shock, to 
dynamic CGEs that can explicitly trace variables through time. These have included: (a) 
dynamic stochastic CGE models, which are full multi-period models that explicitly 
incorporate uncertainty; and (b) recursive dynamic CGE models, which are solved 
sequentially and assume that behaviour depends on only past and current states. Featuring 
both single-country, single-period, and multi-country multi-period models, they are used for 
both analysis and forecasting (Dixon & Rimmer, 2010). 
The literature containing applications of CGE models is extensive. Their proliferation and 
application to developed (Shoven & Whalley, 1984) and developing economies (Decaluwé, 
1988; DeMelo, 1988) supports a policy implementation reliance on market forces and 
incentives rather than centrally planned allocations (Decaluwé, 1988). Applied CGE 
modelling predicts the effects on the economy of changes in tax, trade, welfare, 
consumption, technology, interest rates, and wage arrangement policies among others, and 
is used widely at regional and global levels (McKibbin, 1998). The transparency of key 
mechanisms, the ability to handle considerable sectoral detail, and the consistency ensured 
by the theoretical framework are considered to be the advantages of CGE models 
(McKibbin, 1998). 
The other stream: macro-economic models, began appearing in the 1960s and 70s and are 
based on aggregate behaviour as opposed to optimisation, some with a heavy reliance of 
econometric estimation (McKibbin, 1998). Regression analysis and significance testing 
guided but was not constrained by macro-economic theory became a standard for the early 
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macro-models developed (McKibbin, 1998). Without the imposition of steady state 
conditions (causing the models to blow out), these models were only reliable for short-term 
simulations despite being used for medium-term policy analysis (McKibbin, 1998). If the data 
set did not include shocks, it failed to predict them. These early models were criticised for 
not incorporating expectations theory (Lucas, 1983). While the response was to develop 
models incorporating rational expectations, these more recent models were simplistic, small 
and unstable, and largely indeterminate (McKibbin, 1998).  
More recent developments saw a synthesis of CGE and macro-economic models. Basically, 
CGE models became more dynamic and macroeconomic incorporated optimisation theory 
(McKibbin, 1998). Recent models that have evolved are dynamic inter-temporal GE models 
in that they introduce dynamics through explicit inter-temporal optimisation. Inter-temporal 
models describe how the economy evolves over time as opposed to representing economies 
at particular points in time. While they are hard to build and even harder to solve, they are 
particularly useful to evaluate the impact of policy on the rate of growth. The MSG2 and G-
cubed CGE models are two such models that attempt to synthesise both schools of thought 
and exemplify dynamic inter-temporal CGE models. A G-cubed, multi-country model 
(McKibbin & Wilcoxen, 1999) is dynamic and inter-temporal (DIGE) developed specifically 
to contribute to the policy debate on global warming because sectoral differences in the 
impact of environmental policies are important (McKibbin, 1998). The MSG2 model, 
developed by McKibbin and Sachs and documented in 1991, took their macro-economic 
model (MSG) and reconstructed it to focus on individual optimisation by economic agents. 
It is described as a dynamic general equilibrium model of a multi-region world economy 
wherein the explicit inter-temporal optimisation of agents determines structural behavioural 
equations (McKibbin & Sachs.,1991). In dynamic, inter-temporal CGEs, the general 
equilibrium signifies that as many interactions as possible are captured, rather than the 
economy is in full-market clearing equilibrium at each point. It is assumed that the long-run 
steady-state equilibrium will be reached because of market forces (McKibbin, 1998). Utility 
function assumptions and data quality are acknowledged to limit applicability (McKibbin, 
1998). 
Since the 1980s, Australia has played a significant role in advancing CGE modelling (Dixon 
& Rimmer, 2010). CGE models have been adapted and used to model GHG issues. The 
Australian Government has historically relied on the Australian Bureau of Agricultural and 
Resource Economics and Sciences (ABARES) and more recently the Australian Treasury 
to model the economic costs of reducing GHG emissions. ABARES original modelling efforts 
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to support Australia’s Kyoto policy stance on GHG abatement relied on CGE model analysis. 
Modelling for Australia’s Low Pollution Future (2008) in contemplation of the Carbon 
Pollution Reduction Scheme (CPRS) scheme relied on CGE models as did the subsequent 
Strong Growth Low Pollution (SPLG) modelling of (2010/11) that informed the 2012 CPM. 
Appendix 2 provides a summary of the origins and development of applied CGE models and 
includes a brief description of commonly cited weaknesses.  
 How climate policy has been modelled. 
The applied modelling described above has been extensively used to analyse the impacts 
of non-market and market-based mechanisms to control carbon dioxide emissions at a 
global and national level.  
Historically, CGE models have been widely used to simulate economic policies in both 
developing and developed countries (Dean & Hoeller, 1992; Decaluwé, 1988; DeMelo, 
1988; Weyant & Hill, 1999). The Organisation for Economic Co-operation and 
Development’s (OECD) 1992 model comparisons project by Dean and Hoeller compared 
six global models. They assessed the likely cost of reducing carbon dioxide (CO2) emissions 
(Dean & Hoeller, 1992) and imposed standardisation in two ways: first, by specifying a few 
key economic assumptions for a business-as-usual case, and second, by specifying a set 
of common simulation scenarios. All models were general equilibrium models, some 
recursive dynamic, two partial, and one static with differing degrees of sectoral and energy 
detail. Only one model was econometrically estimated. Dean and Hoeller found a wide 
disparity in model structures particularly in the business-as-usual emissions paths. This 
suggests considerable uncertainty about future emissions, the size of the autonomous 
energy efficiency parameter, the price of fossils fuels used, the projection of emissions from 
China, carbon tax scenarios, the supplies of carbon free fuels, variation in economic costs, 
substitution possibilities, and the prospect of emissions trading (Dean & Hoeller, 1992). 
Dean and Hoeller (1992) research cautions about the limitations of standardisation and 
comparability of the models. 
In 1999, the Stanford Energy Modelling Forum (EMF) attempted to identify policy-relevant 
perspectives and analyses that were robust across multi-model evaluations of post Kyoto 
costs (Weyant & Hill, 1999). Globally, 13 modelling teams participated in the study by 
modelling a minimum of four and a maximum of 15 combinations of scenarios or variations 
in the key dimensions of the Kyoto Protocol. Two Australian modelling teams participated: 
ABARES with their GTEM CGE: and The Australian National University with their G-cubed 
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hybrid CGE model. Many of the models employed combinations of traditional modelling 
paradigms (Weyant & Hill, 1999). 
The comparative results showed a significant difference in projecting the magnitude of the 
economic dislocation (Weyant & Hill, 1999). Marginal cost curves showing the projected 
carbon tax versus the percentage reduction in carbon emissions varied across the models. 
Consistent with Böhringer et al. (2002) and the discussion above, these variations may result 
from differences in model structures, specifically baseline assumptions. Estimating 
business-as-usual cases is extremely uncertain and can significantly impact on the 
magnitude and distribution of abatement costs (Böhringer et al., 2002). Furthermore, country 
specific assumptions about energy efficiency improvements and fuel mix changes can 
influence costs Böhringer et al. (2002). These EMF studies found that differences in the 
embedded energy relationships helped to explain the numerical differences between their 
results along with differences in parameter specification (Weyant & Hill, 1999). 
In 2003, McKibbin and Wilcoxen updated an earlier G-cubed modelling application by 
applying two Russian productivity growth scenarios to measure the sensitivity of compliance 
costs to unexpected changes in future economic conditions (McKibbin & Wilcoxen, 2004). 
Because the Kyoto Protocol fails to adequately address uncertainty, these authors proposed 
an alternative blueprint by applying G-cubed modelling to both. They suggest that to ratify 
the protocol, a country must be willing to commit to uncertainty surrounding the cost of 
meeting their commitment. Such a commitment leaves countries fully vulnerable to 
unexpected future changes in economic conditions that could significantly raise the costs of 
compliance and ultimately contravene the guiding condition of sustainable economic 
development of the UNFCCC. McKibbin and Wilcoxen’s (2003) modelling showed that 
countries complying with Kyoto face significant economic challenges because of 
unexpected economic outcomes that raise their compliance costs. This model, which is 
applied globally, is worthy of particular attention because its findings, which emphasise the 
critical importance of and need for comprehensive modelling efforts, provide the rationale 
for this thesis. 
Goulder (1995) analyses the cost of carbon taxes using a dynamic, inter-temporal GE model 
of the US economy to acknowledge the interaction between this tax and pre-existing taxes. 
His study addresses the perceived weaknesses in previous research into lump-sum revenue 
recycling of carbon tax revenues and economies with no pre-existing taxes. His model had 
three distinctions: a detailed treatment of US taxes, non-renewable resource supply, and 
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capital adjustment dynamics. Goulder found that judicious revenue recycling could lower the 
costs of the carbon tax but that that the revenue recycling did not bring the gross distorted 
cost to zero as has been contemplated by proponents of environmental taxes. Furthermore, 
he found that higher pre-existing tax rates weaken rather than strengthen the case for a 
carbon tax because the welfare costs are significantly higher. Creedy (1998) had previously 
noted that recycling could reduce the regressivity of the tax. 
In national level modelling, Dixon and Rimmer (2003) note that economic projections for 
individual states are of considerable policy interest. There are two broad, applied modelling 
approaches: tops-down (LMPST) and bottoms-up CGE models. Tops-down results are 
generated at a national level then disaggregated to regions. In a bottoms-up approach, 
results are generated directly at the regional level and then aggregated to achieve economy 
wide results. Within Australia, tops-down disaggregation has been used with ORANI (a 
large-scale comparative static CGE of Australia) in the Australian tariff debate, as well as in 
its successor, MONASH CGE model. While these Australian models have been applied 
widely (Dixon & Rimmer, 2003), they have had difficulties simulating shocks that cause cost 
differences between regions and thus need bottoms-up modelling. Examples of bottoms-up 
models (as distinct from bottom-up models) are multi-country CGE models including GTAP 
(1997), TERM, a single period comparative static CGE and MMRF, a dynamic CGE model 
(Dixon & Rimmer, 2003). They encompass trade and factor mobility, tax and wage co-
ordination, and a fixed exchange rate (Dixon & Rimmer, 2003). They are sensitive to the 
effects of policies that affect relative costs across countries. (Dixon & Rimmer, 2003) 
suggest that bottoms-up CGE models are best when the shocks are large and specific and 
the impact is not felt uniformly across regions. The Australian Treasury used MMRF to model 
the national impacts of the carbon tax. However, Rimmer and Dixon assert that a convincing 
bottoms-up model is difficult to implement because it requires judgments about initial values 
about interregional trade flows and also imposes a heavy computational burden. They did 
try to remove some of this burden by using aggregations that eliminate regional and 
commodity detail of low relevance (Dixon & Rimmer, 2003). 
 The strengths and weaknesses of computable general equilibrium 
modelling. 
Because the above literature review finds strengths and weaknesses in both schools of 
models, this section reviews the significant body of research critiquing CGE models.  
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The strengths of CGE models are their transparency of key mechanisms caused by their 
sectoral detail and their openness to understanding results through theoretical intuition 
(McKibbin, 1998), although the improved sectoral detail is a more recent advancement 
courtesy of McKibbin and Wilcoxen (1999) G-cubed model. Dynamic inter-temporal general 
equilibrium models (DIGEs) bring together theoretical relationships (optimisation and utility) 
and empirical relationships (observed phenomena) to model outcomes of complex situations 
using simplifying assumptions. The multipliers derived from these complex models can be 
used to inform bottom-up forecasting just as the parameterisation of CGE can be improved 
by econometric estimation informed by bottom-up modelling. As example is G-cube’s use of 
econometric estimation, through an approach borrowed from Jorgenson and Wilcoxen 
(1990).  
CGE models have been criticised for their complexity, including, their variety of structural 
dimensions, which impede comparison amongst models and complicate interpretation 
(Böhringer et al., 2002; Pearce, 2012). Most have been single-period models useful only for 
long-run policy effect analysis of the change between equilibriums when different policies 
are explored. While recent moves towards dynamic CGE have addressed this deficiency by 
using macro-closures, economists have considered them unsatisfactory for valid forecasting 
(McKibbin & Wilcoxen, 1999). MEGABARE is an example of a widely criticised CGE model 
used to assess the impacts of emission reduction policies (Gruen, 2011). Despite being 
used widely to support the Australian case against Kyoto, it was criticised for failing to allow 
for technological change in response to abatement policies, excluding assessment of the 
benefits of reducing emissions, ignoring emissions from land clearing, overstating the 
likelihood of carbon leakage, and employing presentation tricks that grossly over-
represented the costs of emissions reduction (Hamilton, 2001). In June 1997, 131 
professional economists, including 16 professors of economics, issued a signed statement 
declaring the ABARE modelling to be unreliable. Ironically, in accordance with the 
interpretation concerns raised earlier, Hamilton (2001) points out that a correct interpretation 
of the model would have revealed the costs of emission reduction to be much smaller. 
Because the results were distorted across time, the magnitude of the impact was unrealistic. 
A further insult to the government came when it was revealed that the fossil fuel industries 
had influenced the modelling work by paying $50,000 for a seat on the steering committee 
overseeing the modelling (Hamilton, 2001). 
Dynamic CGE models are problematic for short-term forecasting because they focus on an 
annual frequency (McKitrick, 1998). McKitrick (1998) suggests their whole-of-economy 
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approach means that they are unsuited to industry-specific modelling, for which geography 
is important. Because their dynamic structure is not estimated econometrically, bottom-up 
data-intensive approaches are better (McKitrick, 1998). The role of money and the exchange 
rate are important omissions. Manipulation of data or the inaccuracies owing to calibrated 
parameterising are also weaknesses. McKitrick (1998) undertook a series of simulations of 
current CGE models comparing the use of calibration and econometric methods to specify 
the functional and numerical datasets. He proved that functional forms strongly influence 
results from policy simulations at industry and macroeconomic levels regardless of the size 
of the policy shock (McKitrick, 1998). He found that the calibration approach leads to an 
over-reliance on non-flexible functional forms and in doing so raised doubts as to the 
generalizability of CGE models currently in use. He advocated a preference for flexible 
functional forms consistent with econometric estimation (McKitrick, 1998). Despite this, 
calibrated CGE modelling is widely used, even if data exist to support econometric CGE 
modelling.  
McKitrick (1998) goes on to suggest that the parameter selection criteria are unsound and 
the use of first-order CES (constant elasticity of substitution) class functional forms imposes 
influential restrictions on the model’s structure. In the calibration method, data is often 
arbitrarily set at values to force the model to replicate data of a chosen benchmark year 
(Shoven & Whalley, 1984 a). If the elasticities are inaccurate or poor, the capacity of the 
model to represent the technology and choices of the economy is undermined. A further 
negative is that those relying on the output of the model cannot assess the choice of 
parameters (McKitrick, 1998). The calibration procedure requires the quality of the model to 
be partly dependent on the quality of data for a potentially arbitrarily chosen benchmark 
year. This is especially important for the Treasury modelling, which was first undertaken 
before the stochastic anomaly of the global financial crisis. (Brain & Manning, 2010) alluded 
to this in their criticism of the treasury modelling business-as-usual case which treated the 
global financial crisis as a one-off. The scaling process the matrices go through to force 
micro-consistency also introduces biases affecting the parameters (McKitrick, 1998). Also, 
the calibration approach limits the researcher to first-order functional forms (those in the 
constant elasticity of substitution class), which embody restrictive assumptions about the 
structure of the industry being studied (McKitrick, 1998). While using flexible functional forms 
has been tried in 1995 by Perroni and Rutherford (1998) a lack of availability of cross-price 
elasticity knowledge was a constraint to success. 
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Decaluwé (1988) suggests that the future success of CGE modelling will depend on the 
ability of the practitioner to identify the most relevant macro closures, introduce system 
credible sources and dynamisation, link real and financial markets, and produce reliable 
parameter values. Macro-models’ strength lies in their econometrically estimated data and 
in having periodicity for meaningful forecasts through the use of time-series data. Their 
weakness is that they ignore individual behaviour and the sectoral decomposition of 
economies (McKitrick, 1998). 
In response to the challenges discussed above, hybrid approaches have evolved wherein 
the two schools of thought merge. One example are G-cubed models that were developed 
by McKibbin and Wilcoxen (1999) in the late 1990s and is a world model with substantial 
regional disaggregation (regions usually refer to different countries or global regions) and 
sectoral detail. Countries and regions are linked through trade and financial markets. These 
models have been foundational for analyses of both short-run and long-run growth 
considerations. G-cubed model is designed to provide a bridge between CGE, which 
traditionally ignores the adjustment paths between equilibrium, and macroeconomic models 
that ignore individual behaviour and the sectoral composition of economies. While this model 
uses econometric estimation and can have a horizon of a century McKibbin and Wilcoxen 
(2004), its downside is the complexity necessary to enable such sophistication. 
Pearce (2012) believes that empirical evidence should provide a foundation for important 
decisions and that the Australian government needs to increase its empirical understanding 
and use it to inform policy implementation. For example, Pearce’s analysis of Treasury’s 
GTEM and MMRF modelling versus McKibbin and Wilcoxen’s G-cubed model (despite 
calibrating as closely as possible to Treasury modelling) shows that the G-cubed model 
produces a larger loss in gross national income and real wages than the Treasury modelling 
for the same abatement levels. The issue here is that GTEM and MMRF models informed 
the carbon tax even though the hybrid G-cubed had been acknowledged as being 
empirically superior in the literature. 
Pearce (2012) hhighlights some of the uncertainties of the governments modelling. He finds 
that the focus for Treasury has been on a narrow range of models which have high 
uncertainty. He suggests that better use could be made by comparing the different outcomes 
of different models to understand the relationship between mitigation and the carbon price 
needed to achieve that mitigation. Pearce (2012) compared nine different models to find 
significant variance in the marginal cost of abatement which he attributes to model structure, 
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parameter settings, and different assumptions, all of which could have been informed by 
sensitivity analyses. Pearce (2012) notes that the models indicate that a lower marginal cost 
of abatement from investing in R and D, significantly affects the optimal starting carbon price. 
However, this thesis discusses that under the CEL, non-shielded industries face significant 
hurdles to qualify for research and development support. Treasury’s use of a suite of models 
also presents challenges in marrying up the model specifications and scenario settings to 
enable comparison. This author notes that seven models informed the Treasury modelling 
and that the melding of these models would have been complex and required simplifying 
assumptions, thus increasing uncertainty and making interpretation difficult. 
 Interpreting the literature review 
This literature review led this researcher to conclude that there are solid grounds for 
questioning the rigour of the analysis that to date has purported to forecast the impacts of 
the CPM on Australian industries. It is clear that significant uncertainty surrounds the 
capacity of complex CGE models to adequately reflect the future dynamics of Australian 
industry and to identify carbon policy impacts. This gap provides the impetus for this thesis. 
Like the global, national and regional studies discussed above, this investigation identifies 
the impacts of carbon policy. Unlike previous studies, this thesis uses the causal modelling 
framework of SD. Its contributions are discussed below (see section 1.12.2). It focusses on 
an Australian industry sector that has not been directly shielded from the CPM. This 
empirical analysis is applied at the firm level to capture the industry dynamics so as to 
critically inform of policy findings and insights. 
 Identifying an industry 
The introductory paragraphs of this chapter introduced emissions intensive trade exposed 
(EITE) as a criterion under the CEL to qualify for being directly shielded from the carbon tax. 
In Australia, under the CEL, the Jobs and Competitiveness Program is designed to provide 
economic assistance to protect the competitiveness of industries conducting EITE activities 
deemed to be significantly exposed to a carbon price. There are some 47 industry activities 
that qualify as EITE including Aluminium Smelting and Steel Manufacturing, Lime 
Production, Packaging and Industrial Paper Manufacturing, Clinker Cement Production, and 
Chemicals Manufacturing, among other industrial activities. All other industry activities in 
Australia, including food manufacturing value-added activities receive no direct transitional 
assistance. In Australia, EITE activities only cover some 22 per cent of manufacturing value-
added (SFS Economics., 2011). To provide context, in the European Union, some 48 per 
cent of manufacturing value added, liable under the European Union emissions trading 
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scheme (ETS), is covered by industry assistance provisions. In a survey of global carbon 
schemes, a strong focus was identified on protecting industries against carbon leakage and 
lost productivity using pricing mechanisms which overwhelmingly favour Emissions Trading 
Schemes. This is achieved either through shielding or ensuring that food manufacturing 
industries are not liable to pay a carbon price. Raising further concern as to the economic 
costs of reducing GHGs is Australia’s Low Pollution Future scheme’s own EITE modelling. 
It showed that the government was aware that shielding the EITE sector redistributed costs 
of the scheme to the unshielded sector by increasing electricity costs and reducing revenue 
available to other sectors (Garnaut, 2008). The risk is that firms caught in these industry 
sectors in which their key activity is not deemed to be EITE may struggle to remain 
competitive and profitable under an additional cost impost. This risk forms part the rationale 
for this thesis. 
To undertake a firm-level study investigating whether non-EITE industries in Australia can 
lower their carbon footprint and remain competitive, a mature industry needed to be 
identified that: (a) critically contributed to Australia’s GDP and (b) upon whose 
competitiveness Australia was therefore reliant. An appropriate case study would need to 
produce significant emissions and be heavily trade-exposed yet, for quantifiable reasons, 
not qualify for direct assistance for its carbon cost obligations. The processing, 
manufacturing, retail and export of red meat production constitutes a major Australian 
industry sector contributing 1.3 per cent of Australia’s total GDP. This industry is defined as 
those companies classified with the ANZSIC Division C (manufacturing); Subdivision 11 
(food product manufacturing); Group 111 (meat and meat product manufacturing); Code 
1111 (meat processing). Red meat processing is a critical Australian industry whose 
competitiveness and sustainability should be of primary concern to Australian policy makers.  
In Australia, the activity of red meat processing, despite being emissions intensive and 
heavily trade exposed, receives no direct transitional assistance for facilities that trigger the 
emissions thresholds, making them liable to pay the full tax on their direct emissions. There 
are two main reasons why the RMP has not attained EITE status. Firstly, in an industry with 
more than 180 accredited export meat processing facilities (abattoirs), some 60 per cent of 
production is dominated by three large processors, the largest of which is an integrated 
facility comprising processing and rendering. Almost all accredited export meat processing 
facilities, with the exception of the three largest processors, fall below the threshold that 
triggers the carbon tax. The CPM’s liability thresholds are triggered by economies of scale 
in production. It is clear that, historically, this differentiation between those liable to pay the 
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tax and those who are not, has left the industry without a clear position on the carbon tax. 
The significance of this fragmentation becomes apparent in the next point. While industries 
can make submissions to have an activity assessed (on a value-added basis if sought), the 
activity assessment process is demanding requiring the provision of historical emissions, 
energy intensities, annual production, annual revenues, input costs, and trade data back to 
2005 across the entire industry. Both quantitative (annual trade share, emissions intensity) 
and qualitative qualifying metrics (pass-through cost capacities) are used to rule on an 
activity. It is an involved process in which all meat processors must lobby to be included thus 
producing an all- or-nothing prospect for the industry. A specific company or facility cannot 
qualify even if its production activities defined at an industry level are judged to poorly 
represent facilities within an industry. An example of this would be an integrated processor 
and renderer because red meat processing is an activity complicated by the possible 
diversity of the supply chain. This is the case with Australia’s largest processor which is an 
integrated facility comprising both processing and rendering. Rendering is recognised as 
being emissions intensive but currently does not qualify for EITE status. Historically, this 
collective disparity across processors has left the industry without a common position on the 
carbon tax making it practically impossible, in the first instance, to apply for, or effectively 
challenge the ineligibility of the activity for direct shielding from the tax.  
Industry research (Australia Meat Processing Corporation & Meat and Livestock Australia, 
2010) indicates that an integrated red meat export processing facility has a significant 
carbon footprint because of GHG emissions from electricity use, coal fired boilers, and the 
methane and nitrous oxide emissions. These are a by-product of waste water treatment 
processes. The RMP is an industry characterised by low margins suggesting that revenue 
alone is therefore a poor indicator of profitability (ABS, 2012-2013). Allen’s (2008) presented 
evidence of manufacturing firms in Australia lobbying the government to recognise the 
vulnerability of low margin industries subject to international competition, regardless of their 
revenue levels. It was the revenue metric that was a primary determinant of EITE eligibility. 
A White Paper, Australia’s Low Pollution Future (DCC., 2008), shows that the government 
did respond and included a value-added eligibility metric in addition to the straight revenue 
criteria. However, the government retained the right to determine which costs were to be 
included in the value-added metric and hence the control over eligibility (Department of 
Climate Change, 2008). While industries could make submissions to have an activity 
assessed on a value-added basis, the activity assessment process is demanding. It requires 
all applicants to provide historical emissions, energy intensities, annual production, annual 
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revenues, input costs, and trade data back to 2005. Even with the inclusion of the value-
added metric, the fragmentation of the industry and the resulting whole-of-industry approach 
for eligibility has prevented the larger, liable RMPs from receiving EITE protection.  
From this evidence, the problem arises that Australia has applied a non-shielded carbon 
price to core Australian manufacturing value added industries, such as the RMP, whose 
activity is characterised by low margins and industry fragmentation. RMP’s key global 
trading partners are not subject to a CPM, meaning the RMP must compete globally against 
businesses not subject to equivalent carbon costs. The central issue therefore is that the 
large Australian RMPs are potentially at a competitive disadvantage. This is because they 
are the only RMPs, among their competitors, either paying a price for their carbon emissions 
or not receiving direct transitional assistance for the economic costs imposed on their 
emissions.  
It is here that the context for critical policy decisions become crucial because Australia is the 
second largest exporter of red meat in the world. RMPs are Australia’s largest food 
manufacturer and exporter, contributing $16.2 billion in gross domestic product or 1.3 per 
cent of total GDP, and $5.5 billion in household income or .9 per cent of Australia’s 
household income. Measuring red meat processing’s contribution to Australia’s export 
market as the value of exports per FTE job shows that the sector ranks fourth nationally in 
importance behind coal and metal ore mining and primary metal manufacturing (Edge, 2013-
2017). In short, red meat processing is a critical Australian industry so both its 
competitiveness and its sustainability should concern Australian policy makers. 
There is ample evidence in Garnaut (2008) and the Australian Government (2011) that 
policy makers used applied CGE modelling to predict CPM policy impacts. Based on CPM 
flow-on implications, Australian Treasury modelling forecasts that, by 2020, outputs from the 
meat industry would increase. This evidence assumes that the CPM would depress coal 
and gas output and therefore export volumes. The effect would be to lower the exchange 
rate and increase the competitiveness of other trade exposed industries. The modelling also 
assumes comparable carbon pricing in other major economies from 2015-16 and was 
undertaken before the decision to remove the ETS floor price. The uncertainty surrounding 
the uptake and diffusion of new technologies, coupled with the dependence of this 
assumption on lower wages if productivity growth in key fossil fuel industries slows, 
justifiably raises doubts as to the reliability of Treasury forecasts. 
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Although some private industry modelling has targeted the red meat processing sector, none 
of it has specifically informed government policy. The Meta Economics Consulting Group 
(2011) used the Monash Multi-Regional Forecasting Model (MMRF)-Green Model, 
Australia’s leading greenhouse and regionally capable, dynamic, economy wide CGE model 
for research. It combined this with industry and sector level analysis and case studies to 
address the likely impact of the CPM on the Australian Red Meat supply chain (grass fed 
producers, cattle feedlot operators, producers of sheep meat and RMPs). Two scenarios 
were specified: CPM as proposed; and CPM with extended fuel exemptions for heavy road 
transport and on farm aviation fuel. META specified two assumptions: that the CPM would 
lead to a real decline in the AUD/USD exchange rate of 0.9 per cent by 2020 relative to the 
base case of no CPM; and that the price of non-traded goods (labour, services, transport) 
would fall (relative to base case). Overall, the report suggests that Treasury modelling has 
under-estimated the effect of the CPM on the RMP. META also projected that a falling 
exchange rate would neutralise the adverse effects of the CPM. Enterprise level modelling 
suggests both that CGE over-estimates the ability of farmers to return costs down the supply 
chain and that RMPs will be put under significant financial pressure that could affect their 
long-term viability. 
The Australian Bureau of Agricultural and Resources Economics and Sciences modelling 
(Linden et al., 2011) was undertaken to supplement Treasury modelling detailed in Strong 
Growth, Low Pollution (Australian Government, 2011). It concedes difficulty in estimating 
cost-price pass through for RPMs owing to the threshold not being applied universally with 
limited understanding about emissions and cost structures of individual processors.  
Both the shortcomings of the dominant modelling framework and the inconsistencies 
highlighted by Australian studies using this framework suggest that further investigation is 
required into the impacts of the carbon-pricing policy on the RMP. It is not clear whether the 
RMP can remain competitive without reducing their level of production beyond a level that 
would reflect business-as-usual in the absence of carbon pricing? When an industry is faced 
with a CPM that incentivises mitigation-focused capital expenditure through the imposition 
of costs tied to thresholds, there is value in investigating whether firms can simultaneously 
lower their carbon footprints while pursuing productivity outcomes that ensure they remain 
competitive, profitable and sustainable domestically and globally?  
The models in this thesis use the largest RMP facility in the Southern Hemisphere as a case 
study. The facility is located in South East Queensland. 
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It is important to recognise that RMPs are only one of a number of Australian food processing 
value-added industries not eligible for EITE status. However, among other food industries, 
beef, poultry and dairy all exhibit cycles in price and production (Meadows, 1970), which 
challenge their ability to operate competitively.  
The policy insight gained from using SD to investigate the impacts of the CPM on the RMP 
could inform the impact of future policy measures on these other industries both in Australia 
and overseas. An appropriate case-study industry would need to produce significant 
emissions and be heavily trade exposed yet, for quantifiable reasons not qualify for direct 
assistance for its carbon cost obligations.  
 Systems dynamics: A systems thinking methodology 
As an alternative to the dominant climate change modelling paradigm, this thesis offers a 
different conceptual investigation of Australia’s carbon pricing mechanism (CPM) at the firm 
level based on Systems Thinking and Systems Dynamics. Red meat processing is a 
dynamically complex business that has been subjected to a unilateral carbon price which 
many of its Australian competitors and all of its global competitors do not have to pay. In an 
industry driven by commodity cycles, weather and exchange rates, a System Dynamics 
model based on causality, offers a firm level empirical alternative to the models that to date 
have informed Australian policy development and implementation. 
So what is systems thinking and what value does it offer? Systems thinking is an approach 
based on psychology, decision-making and non-linear feedback dynamics (Forrester, 2013). 
It is an approach that recognises the weaknesses in an event-oriented approach to problem 
solving (see Figure 1.4) wherein a problem is seen to be the difference between “the 
situation desired (goal)” and “the situation perceived” and a decision is taken to address it. 
 
Figure 1-4: Event-oriented problem solving adapted from (Sterman, 2000) 
 
System thinking recognises that learning does not occur in an open loop as suggested by 
Figure 1.4. Learning is not a one-way sequential process whereby a goal is attained by 
   GOALS 
    Problem   Decision  Result 
  SITUATION 
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identifying a question, gathering data, selecting a solution, and implementing actions 
(Sterman, 2000). No projects operate without feedback, because learning does not occur in 
one direction; it is iterative. However, since our mental models are limited, it is common to 
misunderstand the feedback involved in a complex system (Richmond, 2013). Poor 
outcomes from policy implementation often result from not understanding or recognising the 
feedback at play in complex systems. Without understanding the range of feedback, 
decisions are likely to be accompanied by unanticipated side effects, or what could be called 
an inadequate understanding of a system through a narrow or open loop mental model 
(Sterman, 2000).  
In contrast to event-oriented problem solving, systems thinking involves understanding the 
dynamic relationships in complex systems as well as the current state of the system thereby 
ensuring that choices can be informed and unintended consequences avoided. System 
thinking involves recognising double-loop learning wherein feedback, which changes our 
original mental models, can go on to change the structure of the system. When the structure 
of a system is altered, its pattern of behaviour changes as well, because it is the structure 
that generates the behaviour in system dynamics models.  
Outcomes in any system result from the interplay of different factors. Maani and Cavana 
(2007) use four levels of thinking to symbolise this: the top level involves events that 
represent problems that occur (such as the global financial crisis). Events emerge from 
patterns or trends that represent the dynamics of problems (such a rising household debt). 
Patterns and trends emerge from system structures that generate or facilitate the patterns 
that emerge (such as low deposit home loans). Mental models represent individuals and 
organisations understanding of how a system should work and their mental models influence 
decisions (e.g. more home loans equals more profitable and larger banks and large banks 
are too big to fail). Hence, events and patterns represent what the problems are, systemic 
structures represent why the problems occur and how they can be managed, and mental 
models represent our understanding of how the system does and should work (Figure 1.5). 
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Figure 1-5: Systems thinking, systems dynamics (Maani & Cavana, 2007) 
 
The patterns and trends (dynamics) produced by systems arise from feedback. Feedback 
is an integral concept in SD and refers to processes that are either self-reinforcing 
(reinforcing feedback loops) or self-correcting (balancing feedback loops). Feedback loops 
recognise that often the effect of a cause loops back to influence that cause (Sterman, 2000). 
Hence, reinforcing feedback loops accelerate change within systems (e.g., compound 
interest that will grow money in a bank account over time), while balancing feedback loops 
counteract change within systems (e.g. a thermostat that will motivate a system to maintain 
a constant temperature over time). The dynamics of all systems arise from the interactions 
of reinforcing and balancing feedback loops (Sterman, 2000). 
SD uses simulation to model this interaction. In the real world, feedback loops do not always 
operate quickly owing to delays (both information and material delays). This can limit 
learning about cause and effect within systems because the consequences of decisions may 
take time to appear. Simulation models can therefore help with double-loop learning (as 
depicted in Figure 1.6), which offers a more plausible explanation of how learning occurs.  
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Figure 1-6: Double loop learning (Sterman, 2000) 
 
With simulation models, the potential consequences of decisions can be simulated, which 
in turn improves our understanding (mental models) of the system (Sterman, 2000). 
1.12.1 Background of methodology 
Systems theory recognises that a system is not the sum of its parts but rather the product 
of the interactions of those parts and SD accordingly describes a method that focuses on 
the product of the interactions of the parts of a system (Richmond, 2013). Table 1.4 presents 
Ford’s (2010) explanation of the steps involved in SD modelling, an iterative process as 
opposed to a linear sequence of steps. Having elicited and articulated the elements of the 
complex system and estimated the parameters in the quantitative model, steps 6 through 8 
involve simulation analysis. Simulation analysis provides perspectives which can improve 
model formulation and empower model users with an understanding of policy leverage.  
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Table 1-4: Steps of modelling (Ford, 2010) 
Qualitative Modelling 
Step 1.Get acquainted with the problem. 
Step 2. Be specific about the dynamic problem. 
Step 3. Construct the Stock-and-flow Diagram. 
Step 4. Draw the Causal Loop Diagram. 
 
Quantitative Modelling 
Step 5 Estimate the parameters. 
Step 6. Run the model to get reference mode. 
Step 7. Do a sensitivity analysis 
Step 8. Test for the impact of policies. 
The qualitative steps follow the four levels proposed by Maani & Cavana (2007). Problem 
articulation involves defining the event and patterns that describe the problem. Researchers 
can thus formulate a dynamic hypothesis that conceptualises the feedback loops within the 
system that generates the patterns observed (see Figure 1. 7). 
 
Figure 1-7: Modelling steps overlaid onto the four levels of systems thinking. 
 
Causal loop diagrams (CLDs), which essentially represent feedback loops, are a common 
tool used to represent dynamic hypotheses. Their purpose is to convey what the patterns 
and trends suggest and identify the variables that generate those patterns and trends. CLDs 
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are used to elicit the mental models of agents and communicate the feedback structures 
believed to be responsible for a problem. 
1.12.2 Causal loop modelling 
CLDs have been used to create the conceptual model (see Figure 5.10) because they offer 
a simple and effective way of representing feedback in a system. In a causal loop diagram, 
the arrows represent cause and effect links between pairs of variables. Links are assigned 
a (+) or (-) polarity which indicates how the dependent variable changes in response to the 
independent (cause) variable. A (+) polarity means that cause and effect move in the same 
direction (as cause increases, effect increases; as cause decrease, effect decreases), while 
a (-) polarity means that cause and effect move in opposite directions (as cause increases, 
effect decreases; as cause decrease, effect increases). For example, the link from birth rate 
to population would be assigned a positive polarity because as the birth rate increases, 
population increases. 
Chains of cause and effect within a causal loop diagram form feedback loops that are either 
positive/reinforcing         or negative/balancing      . Using CLD conventions, Figure 1. 8 
shows that, as the birth rate increases, the population increases, which in turn increases the 
birth rate. This is a reinforcing loop. However, as the population increases, the death rate 
increases, which acts to reduce the population. This is a balancing loop. Whether the 
population increases, decreases or stays constant depends on the net effect of the 
reinforcing and balancing loop. If the birth rate exceeds the death rate then the population 
will increase, however if the death rate exceeds the birth rate then the population will 
decrease. These shifts in feedback-loop dominance over time control the complex behaviour 
of systems. Therefore the dynamics of a system is determined by interactions and shifts in 
feedback loop dominance, not by the number of components within the system.  
 
Figure 1-8: Feedback loops (Sterman, 2000) 
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“The dynamics of all systems arise from the interactions of these networks of feedbacks” 
(Sterman, 2000). A system may contain thousands of them. As an example, growth is 
created by positive (reinforcing) feedback whereas goal seeking behaviour is created by 
negative (balancing) feedback.  
1.12.3 Dynamic modelling: Stock-and-flow diagrams 
Representing the feedback structures of complex systems using qualitative tools alone is 
limiting. This is because CLDs cannot capture the stock-and-flow dynamics of real world 
systems. SD modelling uses the conventions of stock-and-flow diagrams as detailed by Ford 
in Table 1.4 and developed by Forrester in 1961. Stocks, which are altered by inflows and 
outflows, represent both accumulations (represented by rectangles) within a system and the 
state of the system. They also give inertia, provide memory, and create delays and 
disequilibrium. The flows, also known as rates, are represented as pipes with valves that 
control the flow rate. Clouds at the beginning or end of a flow represent the boundaries of 
the problem or system. The example (see Figure 1.9) is a simple population stock-and-flow 
model. It portrays the same feedback loops shown in Figure 1. 8 but now population is a 
stock and the birth and death rates are flows that increase and decrease the population. 
The birth and death-rate flows are controlled by the population and the fractional percentage 
of birth and death rates, which are auxiliary variables in this model that control the birth and 
death rate flows. Auxiliary variables, also known as converters, are drawn as circles and 
represent constants, such as, in this example, or elsewhere as variables that are influenced 
by stocks and/or control flows. In dynamic modelling, using auxiliary variables or converters 
can add to clarity. Connectors are arrows that link stocks and converters, converters to other 
converters and converters to flows. 
In a stock-and-flow diagram, a feedback loop exists when a stock is directly or indirectly 
connected to a flow. In Figure 1.9, the connection between population and birth rate creates 
a reinforcing loop (as population increases, so does the birth rate, which in turn adds to the 
population). The connection between population and death rate creates a balancing loop 
(as population increases, so does the death rate, which in turn takes away from the 
population). A counteracting feedback loop keeps a reinforcing loop in check (Richmond, 
2013). Whether population increases, decreases or remains constant depends on the net 
flow, that is, the birth rate minus the death rate flow. When the flow is positive, population 
will increase. When the net flow is negative, population will decrease. When the new flow is 
zero, population will remain constant (i.e., population will be in dynamic equilibrium).  
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Figure 1-9: Stock-and-flow model 
 
ithink software has been written specifically to enable computer-based quantitative SD 
modelling. This means a working simulation is formulated. It is the quantitative expression 
of systems thinking as detailed in causal loop diagrams3. Once developed, a new model 
needs to be tested against the reference mode data to ensure that the problem behaviour 
has been adequately reproduced by defining the causal feedback loops. Robustness and 
data uncertainty are addressed using multiple simulations and sensitivity analysis. In 
addition, a systemic evaluation process is essential to ensure the rigour and robustness of 
the model. Once evaluated, the model can be used as a management tool to evaluate policy 
design under different scenarios and given different uncertainties. Highlighting synergies, 
policy resistance, and unforeseen consequences is the purpose. 
 Justifying the approach and methodology 
Systems dynamics methodology is appropriate when (1) a dynamically complex problem 
presents with the possibility of unintended consequences; (2) there is a recurring or 
persistent problem that has not been satisfactorily addressed; (3) there is good reference 
mode data available to describe behaviour overtime, and (4) the problem lends itself to 
thinking in stock-and-flow processes (Vennix, 1996). This thesis seeks to answer the 
question of whether the CPM enables a non EITE manufacturing industry, liable to pay the 
carbon tax, to remain competitive in its domestic and global environments. It is a dynamically 
complex question because a multitude of variables need to be considered (see Figure 1.10). 
This snapshot of complexity was gleaned through mapping the mental models elicited from 
industry experts. The fact that, in 2014, the government has repealed its market-based 
carbon pricing mechanism suggests that the imposition of this policy met with unforeseen 
resistance. The RMP industry has widely published reports detailing the pressures that the 
                                               
3 Causal Loop Diagrams have been developed on Vensim software. 
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additional carbon costs are bringing to an already marginal industry (Linden et al., 2011; 
Meta Economics Consulting Group, 2011).  
 
Figure 1-10: Dynamically complex challenges faced by the RMP (S.McAvoy) 
Conflicting model output between Australian Treasury modelling and the META Economics 
Consultancy Group modelling (refer Chapter 1, p.41) suggests that the financial impact of 
the CPM has not been adequately scrutinised.  
Investigating the supply chain of the RMP and the impact of pricing its carbon emissions 
lends itself to stock-and-flow representation, so the research question of this thesis is suited 
to the application of this methodology.  
In the past, SD has been used to develop generic models of commodity cycles. Meadows 
(1970) used SD models to simulate the cyclical behaviour patterns historically observed in 
the production of hogs, cattle and chickens. In his book, Sterman (2000) recognises the 
challenges that commodity cycles present to industries and governments noting that “many 
commodities suffer from persistent cyclical instability in prices, production, profitability and 
investment” (p. 792). He focusses on the internal dynamics of the system to explain the 
presence of these cycles. He notes that endogenous factors such as time-delays and the 
non-linear nature of the relationship between inputs and outputs contribute to the oscillations 
in commodity prices as demand and supply seek an equilibrium. This understanding raises 
a central question which is critical to this thesis: If the internal dynamics of production 
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systems are generating an instability with the potential to threaten production, profitability 
and investment, what is the likely impact of the imposition of an economic instrument that 
has the potential to further disrupt the negative feedback loops that attempt, in the face of 
exogenous influences, to bring the commodity price to an equilibrium? 
This observation opens up a discussion on one of the weaknesses of many CGE models. A 
common criticism is that it is frequently necessary to adjust or manipulate the data of these 
models to ensure they are consistent with the equilibrium assumptions underpinning the 
CGE model (McKibbin, 1998). Traditional CGE models assume perfect competition and 
constant returns to scale, but the oscillatory nature of livestock prices suggest a market that 
constantly overshoots and corrects towards an equilibrium that is not reached. System 
Dynamics recognises that data generated from a dynamic system are unlikely to be in 
equilibrium through the use of negative feedback loops that operate to bring a system 
towards an equilibrium without data manipulation. 
It has already been noted that beef production is a dynamically complex business. McKibbin 
(1998) notes that early CGE models were problematic because they lacked a dynamic 
structure and that dynamic inter-temporal general equilibrium models attempted to address 
this deficiency. These later models combined traditional CGE and macro-economic models 
in an attempt to introduce time and dynamics. A reliance by CGE modellers on regression 
and statistical significance for specifying parameters introduced a dependence on the 
continuation of relationships that had existed in the past. Put another way, correlation 
models are successful if the past is a good representation of the future. But the past will not 
always continue into the future, especially when the climate changes, the impacts of which 
are as yet unknown in time scale, magnitude and consequence. Forrester (2013) asserts 
that the future value of a path will diverge due to inherent dynamics and randomness. 
Relying on the past also means that surprises cannot be captured (Sanstad & Greening, 
1998). A reliance on correlation is even less useful if the intent of the model is to change 
performance by altering relationships that have prevailed in the past (Richmond, 2013). 
Here, CGE models would require exogenously defined parameters to capture departures 
from historical behaviours (Sanstad & Greening, 1998). SD lends itself to visualising and 
mapping complex assumptions about behaviours, which then direct the development of the 
model structure. Because with SD models there is no need to assume current conditions 
continue, they can be used to capture long-range features of the economy whereas 
traditionally CGE models are essentially static or able to compare one time period against 
another. Staying with the problem of models not representing inherent dynamics, the 
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introduction of rational expectations into a number of multi-country models was another 
attempt to address the inherent lack of dynamics in the existing models. However, McKibbin 
(1998) notes that the underlying instability present in these models was compounded when 
combined with rational expectations. 
SD recognises the inertia in systems which conventional CGE models have been criticised 
for ignoring. The use of feedback loops acknowledges that causality runs both ways 
because variables are interdependent with outcomes feeding back on drivers (Richmond, 
2013). SD models can incorporate complex dynamics without compromising the 
transparency or reliability of the model. With SD models, impacts can be non-linear, meaning 
that shifts in feedback loop dominance over time cause changes in the difference between 
the inflows and outflows to stock over time, making stocks behave in a non-linear way. One 
example is the Australian cattle herd. Like any population, growth is characterised by a 
reinforcing loop. Without any limits to growth, the population of cattle would grow 
exponentially. In reality, this does not happen because of the counteracting loop in operation 
which ensures cattle are turned off for slaughter. This brakes the growth in the herd. The 
extent to which this happens is, of course, dependant on decisions taken which in SD models 
are represented as parameters such as desired breeding stocks which may not be linear. 
SD recognises that uncertainty is inherent and so model performance does not rely on 
perfect foresight or the assumption of constancy but rather on behaviours that have been 
specified with time and information delays and non-linear dynamics. 
Yücel and Barlas (2011) note that non-linear and feedback characteristics frequently 
surpass the capabilities of traditional analytical approaches alluding to the need for other 
methodologies to support policy analysis. CGE models do not traditionally recognise that 
relationships can be non-linear. The choice of a functional form imposes a constancy that 
can mean outputs are under or overestimated. The use of the Cobb Douglas functional form 
for specifying consumption side elasticities is one such example. But the dynamic complexity 
of a system will not always guarantee a uniform or constant outcome. One example is new 
product uptake in a market. Initially, word of mouth and newness will underwrite product 
uptake but as markets saturate and the new customer base is eroded, the relationship 
between input and output will change. Product uptake will not grow exponentially forever. 
Again, SD models recognise that the elasticity of linkages is dynamic.  
This research may inform Australian climate change policy as it relates to the RMP. There 
is strong evidence that SD is increasingly being used to inform policy. Examples include the 
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United Nations use of C-ROADS, a SD computer simulation that uses scenario analysis to 
simulate the long-term climate impacts of policy initiatives aimed at reducing GHGs. 
Because 15 nations or blocs can be analysed simultaneously, fast real-time policy analysis 
is enabled. Sterman (2000) notes that, in the world of business and public policy, SD has 
been applied to aviation, shipbuilding, auto and mining industries as well as to matters as 
diverse as AIDs, urban dynamics and welfare reform. SD has a useful track record in gaining 
insight into policy resistance, determining that the tendency for interventions does not 
always have their desired effect, and for designing more successful policies both at the 
company and government level (Sterman, 2000).  
Database searches did not uncover any other applications of the use of SD methodology to 
interrogate the competitiveness of RMP in Australia or overseas. While a Scopus search 
using only the keyword “system dynamics” delivers some 935 results, when combined with 
“beef production” or “red meat”, nothing was found. A Web of Science database search 
similarly returned no results for the combined search terms. Science Direct yielded one 
relevant US study in which SD modelling was applied to develop management tools for 
animal production in 2011 (Tedeschi et al., 2011). A targeted search of Commonwealth 
Agricultural Bureau abstracts yielded thousands of results when the search words were used 
separately but no results when they were combined. The FSTA database yielded 19 results 
with none directly relevant. A search of the database of the leading SD journal, the System 
Dynamics Review from 1996 yielded nine results with agriculture and land applications but 
none specific to SD and beef processing. Finally, a Google Scholar search through 
UQeSpace yielded only one relevant result of a conference paper from 2007 on “A Systems 
Dynamics approach to modelling in the Australian beef supply chain.” This above research 
shows that, in this thesis, the application of these combined methodologies to RMP in 
Australia is unique. (Meadows, 1970) constructed a generic model of commodity production 
cycles, which he later parameterised to simulate the cyclical behaviour in the production of 
hogs, chickens and cattle to explain commodity production cycles. Even though this thesis 
developed its approach independently from Meadows’ model, this approach has 
subsequently been assured by its similarities to Meadows’ work. 
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 Research approach  
 Research methodology and process 
This thesis set out to answer the research question Does the carbon-pricing mechanism 
enable a non-EITE manufacturing industry to remain competitive? In a departure from the 
dominant neo-classical CGE models that have informed climate policy modelling to date, 
this thesis uses a SD methodology to build a comprehensive simulation model of a firm-level 
supply chain of the RMP (for a specific facility) and of the Australian beef cattle market. The 
dynamic capabilities of a system’s approach enables the structure of the model developed 
in this thesis to accurately reflect the industry and market behaviours so that the potential 
impacts of Australia’s CPM can be investigated. Using simulations and sensitivity analysis, 
the insight gained highlights the financial and economic implications for Australia’s carbon 
policy at the firm level. 
Under the Australian carbon-pricing mechanism (CPM), an industry’s emissions intensity 
and trade exposure was used to determine whether that industry qualified for direct financial 
assistance for its carbon-pricing obligations. Industries that failed to qualify for EITE status 
under the CEL received no direct financial shielding for the CPM costs they incurred through 
their GHG emissions. An industry’s GHGs is measured as a subset of the data generated 
by the life cycle assessment (LCA) method. At the supply-chain level, this thesis used the 
standardised LCA method to accurately calculate a granulated partial carbon footprint of the 
RMP. This carbon footprint was used to inform the SD simulation model. It was also used to 
assess whether the imposition of the carbon-pricing policy, as a result of cost pressure, 
influenced firms to reduce the intensity of their emissions. This methodology has been 
visually depicted in Figure 2.1. To represent the situation before and after the imposition of 
Australia’s carbon-pricing policy, the carbon footprint was measured at the introduction of 
the carbon tax and 18 months later. This approach assessed the firm-level response to the 
legislation to provide an empirical measure of the policy’s impact.  
Developing a SD simulation model has also provided the potential to generalise about 
impacts on the wider industry and those related. The prospective and retrospective empirical 
measurement of the impact of carbon prices on industry offered insight into the future design 
of carbon policies domestically and globally. The stimulus for this thesis was the impact of 
carbon pricing on the competitiveness of the RMP. The stimulus diagram (depicted as a 
causal loop diagram presented in Figure 2.1) shows that competiveness consists of a 
number of variables, one of which is carbon pricing. This essentially shows that the RMP 
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operates within a complex system. The work of this thesis involves incorporating these key 
complexities into a model so that it will be possible to run simulations that provide 
perspectives to afford insight to stakeholders and thus empower them with high-level 
effective policies to reach their goals.  
The carbon tax paid is assessed from measuring the firm’s stationary energy, industrial 
process and fugitive emissions. Life cycle assessment (LCA) was therefore used to calculate 
a carbon footprint. Because the inventory data for the carbon footprint was sourced from the 
case-study firm, the level of data uncertainty was low. These data then informed the SD 
simulation model of the RMP, as did other data collected directly from the firm, wider industry 
and experts in the field. Simulation and scenario analyses were then undertaken to enable 
the central and secondary questions of this thesis to be answered. Figure 2.2 displays the 
iterative nature of this research process described above from concept to simulation. Each 
component involved the following steps: 
1. Identify issues 
Understand the climate change legislation package. 
Understand the emissions profile of the case-study firm/facility. 
Investigate the nature of red meat processing as it sits within the wider beef industry and 
globally as a critical export industry in Australia. The focus was on understanding the trends 
and patterns. 
Identify the relationships that seem to generate the system behaviour as well as the external 
forces that are precipitators rather than causative. 
Identify weaknesses and criticisms of models that have informed policy initiatives. 
Propose an approach capable of providing an alternative perspective that addresses some 
of the criticisms and weaknesses and meets the original contribution requirements of a PhD. 
2. Map systems and processes 
Elicit the detailed knowledge of the industry as articulated by the knowledge stakeholders. 
Identify time delays, inertias and feedback loops. 
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Construct causal loop diagrams to convey the dynamics influencing the industry giving due 
recognition to non-physical concepts. The conceptual model is presented in Figure 5.10. 
Seek feedback and adjust. 
Build stock-and-flow maps. These maps are presented individually in Figures 5.23 through 
to Figure 5.28. Seek feedback. Adjust model. 
Collect inventory data from the firm along with historical behaviours data and any relevant 
research data to enable a partial footprint to be calculated using the LCA method and a 
simulation model to be constructed and parameterised.  
3. Generate and test solutions 
Calculate and report a carbon footprint before and after the imposition of the tax and the 
firm’s technological responses for the case-study facility. 
Use this carbon footprint to inform the simulation model and to answer the secondary 
research questions. 
Run the simulation model for a variety of scenarios to build understanding and identify policy 
levers. 
Highlight unintended consequences. 
Document and validate the model using reasonable and recommended approaches. 
4. Communicate and disseminate solutions and insight 
Be prepared to revisit matters and system mapping as many times as required. This is the 
nature of iterative (non-linear) modelling. 
Create an interface to allow users to test the strategies. 
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Figure 2-1: Schematic of research methodology (S.McAvoy) 
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Figure 2-2: Iterative process of systems thinking. Adapted from Sterman (2000) 
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 Case-study rationale 
This research has taken place at the facility level because the firm is the primary socio-
economic unit which must adapt to the carbon tax within market and regulatory constraints. 
A carbon footprint analysis before and after the imposition of the CPM has highlighted 
whether the firm has mitigated its emissions in response to the carbon tax. This before and 
after approach has been widely used in research to gain a full insight of an event of interest 
(McDonald, 2009). Outcomes can also include gaining support for or challenge to existing 
theories, shaping future interventions, and further examining the effects of and changes 
resulting from pivotal events. The CPM is one such event (McDonald, 2009). In particular, 
the application used in this thesis contributes to the study of carbon footprints of industry at 
the firm level. 
This is a positivist case study as it is concerned with the empirical testability of theories in 
that it objectively evaluates and deductively reasons (Orlikowski & Baroudi, 1991). The 
applicability of a positivist case study has extensive literature coverage. Yin defines a case 
study as “an empirical inquiry that investigates a contemporary phenomenon within its real-
life context, especially when the boundaries between phenomenon and context are not 
clearly evident” (Yin, 1994) p. 13. In the absence of sufficient experiential knowledge 
because of the infancy of Australia’s previous mandatory climate policy legislation, a case 
study, through broader implication, can assist theory formation using a bottom-up approach 
(Mills et al., 2009)  
The success of this thesis will depend on the holistic and valid representation of the selected 
case-study industry. While focussing on a single facility within a firm does not meet a 
statistical sampling criterion, it does meet Yin’s rationale as a revelatory case where there 
is the opportunity to analyse a previously inaccessible inquiry (Mills et al., 2009; Yin, 2009). 
The choice of a single facility is defensible because of its unique significance to the industry 
as the largest and most modern, single species, energy and labour intensive, trade exposed, 
liable meat processing facility in the southern hemisphere. As a part of a multi-national 
company it must compete for capital expenditure (CAPEX) projects against facilities 
established in non-carbon inclusive countries. Yin (2009) work on case-study research, 
wherein studies can be exploratory (theory building), descriptive, explanatory (theory testing 
through assigning causality) or all three, fits within the positivist philosophy outlined by 
Orlikowski and Baroudi (1991). Australia is in a unique position having imposed and now 
removed its fixed CPM. There are lessons to be learned that will contribute to both theory 
and practice and to that effect they motivate this thesis. 
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 Introducing the case-study facility 
As previously discussed, food manufacturing value-added activities in Australia, including 
other protein processors and the dairy industry, do not qualify for emissions intensive trade 
exposed status or direct shielding from the CPM. The risk is that firms caught in these 
industry sectors may struggle to remain competitive and profitable, particularly if their 
competitors are not subject to the same input costs. This risk adds to the rationale for this 
thesis. 
To undertake a firm-level study investigating whether non-EITE industries in Australia can 
lower their carbon footprint and still remain competitive, an applicable industry needed to be 
identified. Selecting an industry that critically contributed to Australia’s GDP and upon whose 
competitiveness Australia relied was considered important because of the potential of this 
investigation to provide valuable economic insights through simulation. As introduced in 
section 1.11, the RMP meets the criteria discussed above and has therefore been selected 
as the case-study industry for this thesis. The empirical analysis will be undertaken at the 
firm level to ensure meaningful technical, social and environmental representations can be 
delivered in the modelling. However, generalizability of results across the industry is 
anticipated as well as for other food processing industries in Australia sharing similar 
characteristics. Discussions within the industry suggest that other value-adding food 
manufacturers, including the poultry and the dairy industries face similar challenges. The 
results of this thesis may potentially inform the government as to the suitability of its EITE 
criteria designed to protect industries whose ongoing viability was recognised by Ross 
Garnaut as being threatened by the carbon pricing. The results will include reflections on 
the practical structure of the CPM and policy suggestions. It is hoped that the ‘what-if’ 
analysis will inform carbon-pricing models globally. 
The selected firm is Australia’s largest RMP and the case-study facility under the lens will 
be their largest beef processing and rendering facility based on the outskirts of a major 
metropolitan region. The selected facility is the largest red meat export processing facility in 
the southern hemisphere with a through put of 1675 head of cattle per 8.75 hour shift, with 
9 shifts over 5 week days (number of shifts can vary with demand and supply). It is one of a 
group of facilities owned by the company that triggers the GHG emissions liability thresholds 
specified in the National Greenhouse and Energy Reporting Legislation (that underpins the 
CEL) based on their reported Scope 1 emissions exceeding the threshold of 25,000 tonnes. 
Scope 1 emissions describe the direct release of GHGs as a result of an activity or a series 
of activities while Scope 2 emissions describe what is released into the atmosphere as a 
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direct result of one or more activities that generate electricity. This may be from purchased 
electricity, heating, cooling or steam that is consumed by the facility but does not form part 
of the facility. Under the legislation enacted in 2011, liable companies are required to report 
on their emissions and buy and surrender to the government a carbon permit for every tonne 
of carbon they produce. These companies are required to surrender 75 per cent of their 
permit obligations by the 15th of June of the compliance year followed by a surrender of the 
balance of units by the 1st of February of the following year (following a true-up of actual 
emissions). The fixed price began at $23 a tonne in 2012 increasing to $24.15 a tonne in 
2013/2014. The carbon price was repealed in July 2014. 
Meat processing is an energy-intensive, low margin, high-throughput business (AMPC, 
2013-2017) that is highly regulated with the carbon tax, direct costs, and pull-through costs 
and transaction costs being imposed. Liable to pay the full tax on their direct emissions 
without direct assistance, they could however apply for indirect grant funding to assist with 
mitigation expenditures under the Australian Government’s Food and Foundries Program.  
 Ethical Clearance 
Ethical clearance was sought and received for this project (refer Appendix 19). The protocol 
entailed seeking the approval of the project gatekeeper at the case-study firm for all data 
requests and safe storage and or disposal of data at the project’s end. Data deemed to be 
commercially sensitive will be protected under the University of Queensland Graduate 
School protocols. 
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 Carbon footprinting method 
 Life cycle assessment (LCA) 
Carbon footprinting is an internationally recognized technique based on environmental life 
cycle assessment (LCA) that enables different sectors of the economy to measure resource 
consumption and emissions to the environment over the life cycle of their product. A carbon 
footprint is a subset of the data generated by the life cycle assessment (LCA) method. 
Carbon footprinting is a partial LCA insofar as it only considers the GHG emissions. The 
ISO14040 standard defines LCA as a methodological framework for both the compilation 
and evaluation of inputs (consumption of resources) and outputs (waste flows, emissions 
and end of life activities) and potential environmental impacts of a product system 
(International Standards Organisations, 2011). This approach is particularly relevant for the 
stated purpose of this thesis because the main strengths of LCA lie in its ability to holistically 
assess resource use and environmental impacts in production processes (Consoli, 1993); 
the ability to trace environmental impacts back to their source and its application in 
comparing the environmental burden of alternative production systems (Brentrup, 2004, p. 
247). Carbon footprinting is supported by a number of international accounting standards 
including the SETAC Code of Practice, PAS2050, The GHG Protocol Initiative, and the 
International Organization for Standardisation, ISO14040/14044.  
A standardised accurate carbon-footprinting method is a critical input to models used to 
analyse the impacts of climate change policy. In this thesis, the carbon footprint will be 
calculated for the facility and will feed into the SD model of the RMP. It will also enable an 
assessment of the effectiveness of the carbon-pricing mechanism to encourage mitigation. 
The carbon footprint before and one year after implementation of any GHG mitigation 
projects will provide knowledge of the effectiveness of the Australian government’s policy 
measures to drive mitigation.  
While recognising the importance of other environmental impacts, the life-cycle impact 
assessment in this application will be limited to an analysis of resource consumption and 
emissions that affect climate change with the footprint quantified using IPCC and country-
specific global warming potential (GWP) indicators. The methodology used to generate a 
carbon footprint is compliant with ISO14044. Simapro (V7) software has been used to 
compile inventory data and generate the mid-point impact of the GHG emissions. Emissions 
characterisation data are consistent with IPCC 2006 Good Guidance, the Australian National 
Greenhouse and Gas Inventory (NGGI) 2011, and the IPCC 1990 which will be used in 
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Kyoto until 2015. Where appropriate, a sensitivity analysis under different characterisation 
factors has been provided. 
Rebitzer et al. (2004) note increasing global uptake of life-cycle thinking in the development 
of strategies aimed at reducing waste, emissions, and the consumption of resources 
associated with the production and consumption of goods and services. As evidence they 
cite: (a) public and industry database initiatives providing standardised inventory data as 
evidence of this global interest, (b) the Life Cycle Initiative, launched by the United Nations 
in 2002 in response to the Malmo Declaration, 2000 which established a peer reviewed life 
cycle inventory for a wide range of processes and (c) the Life Cycle Initiative again for 
encouraging a life cycle approach to evaluating products and services for sustainable 
development .(Rebitzer et al., 2004). LCA has been widely applied in both governmental 
and non-governmental sectors where the environmental impacts of a part of a life cycle or 
a complete life cycle require quantification (Rebitzer et al., 2004). A 2006 survey of LCA 
practitioners found such assessment is used to support business strategy, (18%), R and D 
(18%), as an input to product or process design (15%), in education (13%) and 11 per cent 
for labelling or product declaration (Cooper & Fava, 2006). In Australia, life-cycle studies 
suggest a growing interest in understanding the environmental footprint of food production 
(Harris & Narayanaswamy, 2009; Wiedemann et al., 2013).  
The literature suggests a strong precedent for LCA use in the context of constructing a firm 
or industry sectors carbon footprint. Around 80 per cent of Australia’s key agricultural 
commodities have been the subject of LCAs with the focus predominantly on the GHG 
emissions and energy use of the livestock sector along with wheat and sugarcane (Renouf 
& Fujita-Dimas, 2013). Generally, LCA studies in the red meat sector in the last 10 years, 
both internationally and nationally, have focused on livestock production, cradle to farm gate 
with only 13 per cent of studies having included the environmental burdens from processing 
(cradle to gate) in their system boundaries (Renouf & Fujita-Dimas, 2013). Only a few 
Australian LCA studies have considered the significance of meat processing within the life 
cycle of red meat products. Peters et al. (2010) compared three RMP operations in different 
states of Australia with overseas studies. In these, the life-cycle inventory data for the meat 
processing stage was based on limited industry data. In press is an MLA sponsored 
Northern Australian Beef Supply Chain Life Cycle Assessment report (Wiedemann et al., 
2013).  
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LCA involves four methodological components as distinguished by the Society of 
Environmental Toxicology and Chemistry’s Code of practice (Consoli, 1993). To begin with, 
it develops an inventory of the inputs to and the outputs from processes used to produce, 
transport, use and dispose of a product. This inventory is comprised both of foreground data 
(specific to a system or product involving direct measurement) and background data (from 
generic materials, energy, and transport and waste systems) and is related to the defined 
functional unit (Brentrup et al., 2004). Then, using environmental characterisation factors, 
the relevance of the inventory is translated into impacts. Figure 3.1 details the well-
established highly iterative, LCA stages of goal and scope, inventory analysis, impact 
assessment and interpretation. It is consistent with Adams (2005) observation that any 
model-based analysis involves four basic tasks: (1) the derivation of the model’s theoretical 
structure, (2) calibration, (3) simulation design and solution and (4) interpretation of results. 
In recent times in Australia, background data have been sourced from the Australian Life 
Cycle Inventory (AUSLCI) database. However, Ecoinvent is also an important source of 
background data, compiled by Swiss Institutes from some 400 processes.  
A combination of foreground data (specific to the case-study) and background data (from 
databases) informed this carbon footprint. The inventory for the case-study facility was 
based on actual facility-level data collected directly from the plant through interviews, 
information from company databases and purchase records, and direct measurements 
provided in response to requests. The direct data collected included town water, electricity, 
coal, fuels, natural gas, LPG, plant and wastewater chemicals, BOD/ COD and TKN for 
wastewaters and general packaging use. The data collected for the wastewater process and 
emissions to air were unique insofar as the national inventories do not require the collection 
of industrial wastewater emissions of nitrous oxide. Calculations of nitrous oxide emissions 
were based on grab samples that the case-study facility took from their aerobic ponds. 
Background data included generic materials, energy, transport and waste.  
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Figure 3-1: Life cycle assessment process (Source: ISO 2006) 
An LCA requires a clearly defined boundary (scope) that largely depends on the goal (hence 
the importance of how the question is framed) and functional unit. This framework specificity 
(see Figure 3.1) defines the system inputs, or what is to be included and what is not, and 
also facilitates the use of comparative LCAs within sectors and across sectors to draw 
legitimate conclusions (Horne, Grant, & Verghese, 2009). Data quality, input uncertainty and 
model imprecision from varying interpretations and choices affects the reliability of the LCA. 
 Background, scope and goal 
The scope of this thesis has been informed by the research question that asks whether the 
RMP can remain competitive under a CPM. Therefore, this study has required a partial 
carbon footprint restricted to the processing (abattoir) stage of RMP, otherwise referred to 
as a gate-to-gate analysis as indicated by the thick red arrow in Figure 3.2 below. A gate-
to-gate partial LCA is a subset of a cradle to grave LCA and is recognised and specified in 
ISO14067 as the “sum of GHG emissions and removals of one or more selected processes 
of a product system, expressed as CO2 equivalent and based on a life-cycle assessment 
(International Standards Organisations, 2011, p.2). 
Interpretation 
Goal and 
scope 
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Inventory 
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Impact 
Assessment 
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Figure 3-2: Life cycle of red meat production (McAvoy, 2013) 
 
The system scope for the carbon footprint includes the measurement of Scope 1: emissions 
as direct GHG emissions occurring as a result of activities at a facility, Scope 2: emissions 
as indirect emissions from the generation of purchased electricity, steam and 
heating/cooling consumed by a facility, and Scope 3: covering all other indirect emissions 
not included in Scope 2. Included are all activities associated with beef processing, including 
liquid and solid waste treatment and disposal processes. The output from meat processing 
plants is either a dressed carcass, or further processed frozen or chilled meat products. Hot 
standard carcass weight (HSCW), a standard unit of production used by the Australian meat 
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processing industry, describes the weight of the animal carcass after slaughter, dressing 
and evisceration and prior to chilling and boning (Pagan, Renouf, & Prasad, 2002). Co-
products vary between processing facilities and can include hides, rendered by-products, 
blood products, edible offal and pet foods. Figure 3.3 presents a typical supply chain. 
The goal is to quantify the carbon footprint of a single, critical-case, red-meat processing 
facility before, and one or two years after, they participated in the carbon-pricing mechanism 
from July 2012. The functional unit was the slaughtering of one tonne of HSCW. There is no 
requirement to apportion the carbon footprint between products and co-products of beef 
production, which thus avoids the methodological issues associated with allocation versus 
system expansion. 
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Figure 3-3: Flow chart for typical meat processing plant-boundary for carbon footprint 
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 Process description 
The case study is an integrated Queensland-based export processing facility operating 24 
hours a day comprising both Australia’s largest processing and rendering facilities. 
Rendering is an energy-intensive process that converts waste animal tissue which would 
otherwise be unsaleable including blood, bone and inedible offal into stable value added 
products including protein meals, dried plasma, haemoglobin and tallow. The facility under 
study is a recently modernised, well designed beef-only operation incorporating many best-
practice production and energy-control measures (Hatlar Pty Ltd, 2011). It operates two 
rendering plants, one of high volume and high temperature, while the other is of low volume 
and low temperature processing in excess of 30 tonnes per hour. The system boundary 
includes all GHG emissions associated with cattle preparation in onsite yards, cattle 
slaughter, energy use, boning and recovery of by-products, reprocessing of by-products and 
hides, packaging, chemical treatments, onsite solid waste and wastewater treatment 
processes, and disposal/recycling of waste including related transportation. Livestock 
production is not included as a reference flow as its agricultural footprint (caused by enteric 
emissions) would skew the result. It is widely understood and documented that enteric 
methanogens from the animals themselves is the main source of GHG emissions in the full-
beef supply chain (Peters et al., 2010). Inclusion of all associated emissions means that the 
footprint includes all background processes associated with inputs to meat processing such 
as the footprint associated with electricity and fuel production. However, this study excludes 
the production and disposal of onsite capital goods which, because of their extended 
amortisation over the facilities life, make their impact less significant. 
Production days are typically determined by stock availability and average nine shifts over 
five week days but this can change with both demand and supply. The contributions to GHG 
emissions come directly from energy and embodied emissions from other inputs. The source 
of these is discussed in detail in Appendix 4. 
 Wastewater emissions 
As a consequence of production, there is a significant wastewater treatment process that 
differs across facilities in Australia depending on degrees of process technology and 
sophistication. Red meat processing facilities generate high-strength solid waste and 
wastewater streams originating from process operations including cattle preparation in the 
yards/stables, cattle slaughter, plant wash-downs, and recovery of by-products and re-
processing of by-products. These waste processes generate significant fugitive emissions 
of methane and, to a much lesser degree, nitrous oxide, the measurement of which has 
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been recognised by the IPCC to be highly uncertain because of insufficient field data (IPCC, 
1996). According to the IPCC, global N2O emissions from wastewater account for 2.8 per 
cent of total anthropogenic sources. Wastewater Treatment Processes (WWTP) involves 
liquid and solid waste which produces emissions to water and air. 
Characteristically, wastewater in a meat plant has high organic, fat, and nutrient loading 
owing to the origins of the waste streams. To meet regulatory requirements, the case-study 
facility pre-treats wastewater before releasing it to the river or using it for irrigation. The 
waste treatment system involves primary treatment (DAFF-removal of large solids at 
temperatures that inhibit bacterial activity and hence emissions), secondary treatment 
(biological processes of anaerobic and aerobic digestion lagoons), and tertiary treatment 
(maturation ponds). In addition, there is an untreated, infrequently de-sludged cattle yard 
storm water pond receiving all storm water run-off from the cattle yards; effluent from the 
cattle track wash down bay; wash-down of cattle prior to entering kill floor; the Qrail Cattle 
Unloading facility storm water run-off (which is pumped over), and run-off (manure) that is 
used for irrigation. Because 70% of a DAFF is bottom solids/paunch and only 30% of solids 
are or contain fats which float to the top, most of the sludge produced in all stages of 
treatment is collected and removed from site for composting. The balance goes to landfill. 
Emissions from composting and landfill are included in the system scope. Process 
improvements aim to collect fats from the wastewater processes and convert them into 
tallow as an alternative to composting and landfill. 
Most of the treated effluent, which meets discharge limits for nitrogen, phosphorous and 
other contaminants, is released to the river. If the stormwater pond is insufficient for irrigation 
needs, some of the treated effluent is diverted from the river to the pond. Because the 
fugitive emissions from wastewater treatment at the case-study facility significantly 
contribute to its carbon footprint, understanding their measurement warrants close attention. 
Sections 3.4.1 and 3.4.2 investigate wastewater data emissions methods.  
3.4.1 IPCC inventory wastewater data emissions methodologies 
Calculating the GHG intensity of a product or process involves measuring or estimating 
emissions of fossil fuel derived carbon dioxide and other GHGs (methane, nitrous oxide, 
chlorofluorocarbons, per fluorocarbons, and sulphur hexafluoride). A fundamental 
parameter in many climate change models are the emissions factors (EFs) for the GHG 
gases used to calculate a carbon footprint. There is still much to learn about some of the 
processes underlying the generation and emissions of gases from wastewater. Although the 
international GHG accounting methods (IPCC, 2006) provide emissions factors to enable 
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consistency, industrial wastewater treatment plants (WWTP) have historically been 
overlooked. While CO2 emissions from energy have been considered dominant in climate 
change discussions, wastewater emissions are also important. This thesis contributes 
somewhat to this gap by investigating and applying appropriate EFs for meat processing 
wastewater treatment based on the latest research detailed in the next subsection. 
Accordingly, this and the next subsection review current research into measurement 
methods and more recent findings. 
The IPCC regularly releases guidelines for calculating both National Greenhouse Gas 
Inventories of anthropogenic emissions by sources and removals by sinks of GHGs 
complete with methodologies and emissions factors. The importance of accurately 
measuring these emissions becomes apparent when it is acknowledged that the GHGs 
emitted from wastewater have high global warming potentials (Foley, 2009); the GWP of 
N2O is 310kg CO2-e per kg N2O (IPCC, 2011). While the IPCC (2006) guidelines, an update 
from the IPCC (1996) guidelines updates the default emissions factors, in Australia, until the 
end of 2014, the NGGI reporting applies the 1996 Revised IPCC Guidelines.  
The revised guidelines recognise that the treatment and disposal of industrial and municipal 
wastes, both solid and liquid, can produce emissions of the Kyoto GHGs. The most 
significant gas production from waste processes is methane (CH4), released into the 
atmosphere as a by-product of anaerobic decomposition of solid waste to land and 
wastewater treatment. According to the IPCC (1996) guidelines, methane production from 
wastewater handling under anaerobic conditions represents 8 to 11 per cent of total global 
anthropogenic CH4 emissions, which are estimated to be 375 teragrams a year and for which 
industrial wastewater handling accounts for most of the wastewater contribution (IPCC, 
1996) .The IPCC (1996), the IPCC (2006) guidelines, the Australian National Greenhouse 
and Energy Reporting Guidelines (NGERS), and national inventory documentation 
Australian Government (2010) all offer reasonable guidance for methane emissions from 
both domestic/commercial and industrial wastewaters, which have informed the facility’s 
carbon footprint.  
Wastewater also produces quantities of nitrous oxide (N2O). Biogenic production of N2O 
results from nitrification and de-nitrification. Nitrogen is present in various forms such as: (a) 
dinitrogen gas (N2) which is abundant in the atmosphere but is unavailable for plant and 
microbial growth, (b) as complex organic nitrogen present in living organisms, (c) humus or 
intermediate products of organic matter decomposition as well as (d) ammonium, nitrate, 
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nitrite, nitric oxide and nitrous oxide. Raw wastewater typically contains high nitrogen 
concentrations in the form of complex organic nitrogen, ammonium, nitrates and nitrites that 
can be lost as N2O through nitrification and de-nitrification processes. Recent research 
suggests that the current GHG assessment methods for WWTP as published by the IPCC 
(1996) and IPCC (2006) and Dept of Climate Change., Australian Government (2010) 
grossly underestimate these emissions (Foley et al., 2009). The reason this is important 
needs to be emphasised here. One unit of nitrous oxide is equivalent to 310 units of carbon 
dioxide. Joss et al. (2009) emphasise that, if an emissions factor of .4 per cent influent N 
were assumed, N2O emissions from wastewater treatment processes which commonly use 
biological nutrient removal (BNR) technologies, would be three times higher than the 
emissions from the energy required to aerate the treatment system. To put this in context, 
Law (2012) more recently found that a typical BNR (otherwise referred to as a sequenced 
batch reactor) actually has a higher emission factor than .4 (an aerobic N2O EF of .5 of 
ammonium converted). This suggests that Joss’s findings understate the significance of N2O 
emissions and their contribution to global warming. Section 3.4.2 elaborates on this recent 
research. 
IPCC (1996) guidelines assume a minimal nitrogen removal during treatment with most of 
the influent nitrogen discharged with the effluent to a receiving water body. This guidance 
only offers methods for estimating direct N2O emissions from human sewage and indirect 
emissions from synthetic fertilizers, atmospheric deposition and leaching, and run-off from 
agricultural soils. The IPCC (1996) guidelines note that some food processing operations 
are sources of N2O but that a lack of data means that no other specific method was 
proposed. The emissions factors are detailed in Appendix 5. 
In 2006 however, the IPCC released updated guidelines that more robustly detailed the 
treatment of N2O emissions than its predecessor. The most significant difference was that 
the updated version also estimated direct emissions of N2O from treatment plants with 
controlled nitrification and denitrification proposed at .0032kg N2O person-1yr-1 based on 
one US based study of domestic wastewater secondary treatment plant (Czepiel et al., 
1995). This inclusion recognised that wastewater from domestic, commercial and industrial 
sources could be treated onsite in septic tanks, pits or directly discharged (uncollected) or 
sewered to a central plant (collected).  
In the 2006 guidelines, N2O emissions from industrial facilities with advanced centralised 
WWTP are considered a minor source of emissions because many large industrial facilities 
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are assumed to discharge into the sewage system which is catered for by domestic 
wastewater guidelines and methodologies. The IPCC (2006) guidelines for wastewater are 
summarised in Appendix 5. 
3.4.2 Recent research on nitrous oxide emissions 
N2O production during secondary waste treatments for meat processing is included in the 
partial carbon footprint undertaken for this thesis. Many researchers are working to advance 
the knowledge base and IPCC guidance on wastewater emissions, specifically emissions of 
N2O (Foley et al., 2009). This more recent research literature discussed below has informed 
this thesis. It is relevant because it suggests: first, that significant nitrous oxide emissions 
can occur from wastewaters containing nitrogen; second, that the guidance for emissions 
from wastewater systems in many developed countries is inadequate (Foley, 2009; Law, 
2012); and third, that the carbon footprint is dependent on both the plant design and 
processes in addition to the factors of flow rates and loading of the wastewater (Foley et al., 
2009; Law, 2012). The next paragraph overviews the wastewater treatment process that 
produces N2O for two reasons: to contextualise the literature review of the more recent 
findings, and also because BNR (specifically a sequencing batch reactor) is the treatment 
process used by the case-study facility. 
BNR, which stands for biological nutrient removal is a secondary treatment process that 
biologically removes nitrogen and phosphorus from wastewater before it is discharged. The 
purpose of BNR is to remove harmful nutrient compounds that can contribute to the 
eutrophication of water bodies and the destruction of ecosystems. Their removal from 
wastewater is mediated by bacteria subjected to certain conditions. BNR converts the 
influent N into harmless nitrogen gas which returns to the atmosphere. During BNR, direct 
emissions of N2O can be generated during both nitrification — an aerobic process converting 
ammonia and other nitrogen compounds into nitrate (NO3) —and during de-nitrification 
which occurs under anoxic conditions (low oxygen concentration as opposed to anaerobic 
which is characterised by no dissolved oxygen) and involves the biological conversions of 
nitrate into nitrogen gas (N2). N2O is an intermediary/by-product of both processes and its 
production is influenced by system characteristics (e.g., the amount of dissolved oxygen 
used by aerobic organisms to consume the available organic matter, PH, nitrogen 
concentration, aeration) and the duration of waste management. Waste processes can also 
produce substantial amounts of CO2 but these emissions are deemed to be biogenic 
(derived from biomass sources regrown on an annual basis) and are not treated as a net 
emission for inventory purposes. BNR treatment processes typically include: 
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1) Mineralisation (ammonification), which converts organic nitrogen to ammonium;  
2) Autotrophic nitrification, which is the conversion of ammonium to nitrates and nitrites via 
oxidation under aerobic conditions. N2O is a by-product; 
3) Heterotrophic denitrification, wherein nitrate and nitrite is reduced under anoxic 
conditions to gaseous oxide and dinitrogen gas. N2O is an intermediate by-product 
(Hanaki, Hong, & Matsuo, 1992). 
Foley (2009) notes that the current default N2O emissions factors for BNR wastewater 
treatment processes is informed by a single study and does not adequately reflect emission 
rates. Because nitrous oxide emitted from wastewater occurs only in nitrification and 
denitrification zones and because the solubility of N2O is effectively zero under normal 
atmospheric conditions, the N2O gas formed in well aerated BNR systems is likely to be 
stripped quickly to gas (Czepiel et al., 1995; Foley et al., 2009). Only minimal amounts of 
generated N2O are lost as dissolved N2O-N in the effluent or waste solids (Foley et al., 
2009). Plants achieving high N removal emit less N2O than plants achieving no nitrogen 
removal (Foley et al., 2009). Foley and Lant (2008) review the emissions factors for N2O 
from available scientific literature about 11 studies of nitrification and denitrification 
processes in municipal wastewater treatment and high-strength wastewater treatment, 
some of them full-scale treatment and some of them lab-based results. Emissions factors 
(EF) from municipal wastewaters ranged from .00001-.0004 kg N2O-N/kg N influent 
(Benckiser et al., 1996) in a full-scale, anoxic-aerobic activated sludge treatment of 
municipal sewage to 0-.03 kg N2O-N/kg N influent (Hanaki et al., 1992) in a lab scale 
denitrification of wastewater, with a median emissions factor of .01kg N2O-N/kg N influent. 
Similarly, in high-strength wastewater treatments, factors were highly variable. They noted 
the significant influence of process conditions including carbon substrate availability, 
dissolved oxygen and the presence of potentially inhibitory intermediaries (nitrite/NO). In a 
similar review, Law (2012) notes that reported emission factors for full-scale plants ranged 
from 0 to 25 per cent of influent N and, like Foley et al. (2009), noted the influence of 
configurations and operating conditions.  
Foley et al. (2009) also investigated the N2O generation profile and, by induction, the 
emissions profile in the liquid phase of BNR WWTP. Seven full-scale BNR WWTP were 
sampled with a wide variation in plant size, process configurations, effluent qualities and 
climatic conditions. N2O flux was determined by estimating the mass transfer coefficient 
between the liquid and gas phase. Published in 2009, it was the first study to provide a 
comprehensive set of N2O-N generation results for full-scale BNR WWTP. The study found 
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a minimum emissions factor of .006 and a maximum of .253 kg N2O-N/kg N. This was larger 
than the current default assumed in NGERS of .01kg N2O-N/kg N and larger than the finding 
of <1 per cent by Czepiel et al. (1995). It was consistent with lab scale studies suggesting 
greater than 2 per cent.  
Foley et al. (2009) conclude that N2O generation and emissions, which depend on both 
process conditions and process design, is pervasive in most BNR plants and that the 
positive N2O-N generation factors for all plants, even for cases with low mass transfer and 
low dissolved oxygen confirms these facilities are sources of anthropogenic GHG emissions 
for global inventory purposes. While the study found it difficult to identify the predominant 
mechanism of N2O production/generation, it did note a wide variation in the net N2O 
generated. Foley et al. (2009) offers several explanations. The levels of nitrites and the 
levels of dissolved oxygen influence the emissions of N2O. In the aerobic zone, nitrification 
occurs because of ammonia oxidising bacteria (AOB) converting ammonium into nitrites. At 
the same time, nitrite is being converted to nitrate by nitrite oxidising bacteria. When the 
oxidation of ammonium to nitrite exceeds the conversion of these nitrites to nitrates, as can 
be caused by a shift in pH, an increase in raw wastewater TKN loading or a drop in dissolved 
oxygen concentration owing to increased loading or aeration capacity limitation, the nitrite 
levels can spike. If dissolved oxygen falls because of increased N load, AOB have the 
capacity to switch from using oxygen to oxidise ammonium to oxidising ammonium with the 
reduction of nitrite to N2O (Hynes & Knowles, 1984). Some studies have gone on to find that 
N2O (rather than N2) was the only reduction product of nitrite (Poth & Focht, 1985). Foley, 
however notes that studies are not definitive. Finally if nitrite is recycled back to the anoxic 
zone (nitrite is usually in low concentrations in this zone hence inhibiting AOB N2O 
generation in anoxic zones) it could lead to increased N2O generation. Foley’s study 
suggests that higher N2O-N generation factors generally correspond with higher bulk NO2 
(nitrite)-N concentrations. 
Law (2012) investigated the anaerobic pathways of a lab scale enriched AOB culture and a 
full-scale WWTP. Law (2012) noted that N2O emissions occur primarily in aerated zones 
and found that AOB (nitrification) rather than heterotrophic bacteria (denitrification) are the 
main contributors to N2O productions. Laws research showed that in a typical SBR cycle, 
the aerobic emission factor was .05 of ammonium converted and that aerobic N2O 
production thru AOB is increased when dissolved oxygen (DO) is increased through higher 
total Kjeldahl nitrogen (TKN) and increased PH. Law identifies the nitrifier denitrification 
pathway (NO2 to NO, N2O and N2) as the key metabolic pathway involved in N2O production 
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by AOB and quotes experiments conducted on sludge showing this pathway can contribute 
up to 83 per cent of N2O dependent on DO conditions (Tallec., 2008). Law offers that N2O 
produced under aerobic conditions being quickly stripped to the atmosphere. Law (2012) 
also reported that because of a lack of aeration, no significant N2O emissions occurred in 
the anoxic zones. Remaining dissolved oxygen gives the N2O produced time to reduce to 
N2.  
Law (2012) also investigated the key process conditions leading to N2O emissions to find 
that exceedingly high-nitrite concentrations do not necessarily lead to increased N2O 
production, which is inconsistent with Foley et al. (2009). In Law’s lab scale SBR, nitrifier 
denitrification is almost completely inhibited at nitrite concentrations above 500mg N/L 
resulting in a low emissions factor of .5 of ammonium converted. In the full-scale SBR test 
case, Law notes that it was impossible to determine the predominant N2O production 
pathway owing to the presence of multiple competing processes. This was also concluded 
by Foley et al. (2009). Overall, Law found that the N2O emission factor of the system varied 
from 1.0 to 1.5 per cent. [It should be noted that the author of this thesis is unaware of any 
study specifically targeting industrial wastewater.] 
The NGERS legalisation does not require companies to measure N2O emissions from 
wastewater. The preceding research however suggests that, by taking this approach, the 
Australian government is understating the impact of a source of GHG emissions emanating 
from industrial wastewater treatment facilities. As the world renews its focus on climate 
change, it is highly probable that, in years to come, a more comprehensive response to 
fighting climate change will demand that policy makers concentrate more on the contribution 
of N2O, given its carbon dioxide equivalent value. It is for this reason that industrial 
wastewater N2O emissions have been so thoroughly explored in this thesis and incorporated 
in the facility’s carbon footprint. 
In collecting inventory data to calculate a comprehensive gate-to-gate carbon footprint, the 
LCA’s inventory data have addressed the omission of N2O measurement guidance for 
industrial wastewater streams by incorporating two direct and three indirect emissions 
calculations based on the IPCC (2006) research evidence as detailed above, and advice 
from wastewater industry experts. The author notes that recent research has highlighted the 
significant uncertainty surrounding both the production and the accurate measurement of 
these emissions and has used appropriate uncertainty charts and Monte Carlo analysis to 
emphasis this point. 
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 Collecting inventory data for a carbon footprint 
As indicated, all inventory measurement data associated with the delivery of the functional 
unit have been collected first-hand from company production records (interviews, site tours, 
direct measurements, invoices) with the exception of plastics for which use has been 
estimated. The primary data collection methods entailed interviews and a series of full-site 
tours, of both the production line and the wastewater treatments. It was during these face-
to-face meetings (detailed in Appendix 3) that a full understanding of the sources of GHG 
emissions was gleaned, enabling an inventory to be compiled. Communication has been 
required across several levels of the organisation to secure all the necessary data. All 
energy data are sourced directly from company production records and are thus assumed 
to be reliable and accurate. There is no flow metre recording chemical use so data have 
been sourced instead from purchase records. Data for plant cleaning chemicals are derived 
from litres used for February 2012 through to end November 2012 so is accurate and 
reliable. Packaging data have been collected from company purchase/use records for 2012 
and the kg/t HSCW is based on total year-2012 data. The plant data that informed the partial 
carbon footprint are detailed in Appendix 6. 
The inventory underpinning the partial footprint is based on operating data for 2012 and 
2014. All data have been calculated as an average per tonne of HSCW for the months of 
the year when production is in full swing. The data deliberately exclude December and 
January to avoid the distortion of the impact of annual plant shutdowns.  
The revised data informing the ‘after’ footprint indicate the average of 2014 February-May 
GJ/t HSCW for coal and natural gas, as these are the two inputs that changed as a result of 
using methane as biogas to produce the steam previously generated from burning coal and 
natural gas. To calculate the 2014 footprint, it was necessary to extrapolate because, at the 
time of calculation, actual biogas collected data were only available for February-May 2014. 
As a consequence, actual plant data for these months for coal, natural gas and methane 
collected were averaged to give an measurement per tonne of HSCW that could be used in 
calculating the ‘after’ partial carbon footprint. 
The kg of methane produced in the ‘after’ footprint has been calculated based on a 70 per 
cent collection rate of methane from the ponds. In other words, 30 per cent of the ponds 
were not covered at the time of collecting data for the ‘after’ footprint with their treatment 
remaining as before — an emission to air from the anaerobic pond. The measurement 
method is the same as was used in the ‘before’ footprint. 
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The calculation of the carbon footprint has not incorporated the infrastructure footprint. This 
is because the infrastructure is amortised over such a long time period that it is reasonable 
to assume that the production throughput impact is insignificant. The production of pond 
covers however does warrant a closer investigation before the contribution of the high-
density polyethylene can be dismissed as insignificant. The process for producing high-
density polyethylene has a high embodied energy. The pond covers have a 20-25 year life. 
The ponds have a combined surface area of 13, 850m2. Two of the ponds have a 5m wide 
internal high density poly-urethane (HDPE) strip while the other pond is fully lined to a depth 
of 7 metres, with all liners buried 1.5 metres below the surface. [This researcher recognises 
that the production of the liners would have significant GHG emissions but they have not 
been included owing to their amortisation period.] 
The production of this carbon footprint is to inform the SD model, which will incorporate 
different shifts and shutdown weeks. It is thus essential that the carbon footprint per tonne 
of HSCW reflects production in full swing.  
3.5.1 Methane calculation 
Data for emissions to air from wastewater treatment processes have been calculated based 
on national GHG accounting methods (Australian Government, 2010; IPCC, 2006). Both the 
IPCC guidelines and the Australian NGERS legislation require the estimation of methane 
emissions from wastewater to be based on published methodologies.  
Methane is the principal gas produced during anaerobic digestion followed by CO2, with 
minimal amounts of other gases and nutrients including hydrogen sulphide. The quantity of 
methane produced depends on the quantity of degradable organic material (BOD) or 
chemical oxygen demand (COD) in the wastewater along with site and temporal factors 
including temperature, animal diet, and volume of wastewater and lagoon depth. Using 
NGERS Method 2, which is the method applied in this analysis, the CO2 equivalent of 
methane (CH4) produced from an anaerobic pond is calculated using the formula in Table 
3.1.4 The influent concentration of COD was measured under direct sampling in accordance 
with ISO standards. For the facility under study, volumetric influent COD is measured by 
direct sampling daily. As a minimum, NGERS requires monthly sampling so sampling is 
sufficient to achieve representation. 
 
                                               
4 (IPCC method is slightly different and aligns with Australia’s NGGI). 
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Table 3-1: NGERS method 2: Methane calculation formula 
NGERS Determination: Method 2 Formula 
 
𝐶𝐻4 = [(𝐶𝑂𝐷𝑤𝑙 − 𝐶𝑂𝐷𝑠𝑙 − 𝐶𝑂𝐷𝑒𝑓𝑓) × 𝑀𝐶𝐹𝑤𝑤 × 𝐸𝐹𝑤𝑖𝑗] + [(𝐶𝑂𝐷𝑠𝑙 − 𝐶𝑂𝐷𝑡𝑟𝑙 − 𝐶𝑂𝐷𝑡𝑟𝑜) × 𝑀𝐶𝐹𝑤𝑤 × 𝐸𝐹𝑤𝑖𝑗] 
 
Where: 
 COD wt is the chemical oxygen demand in the wastewater entering the plant;  
 COD sl is the quantity of COD removed as sludge from wastewater and treated in the plant  
 COD eff is the quantity of COD in the effluent leaving the plant.  
 COD trl is the quantity of effluents in sludge transferred out of the plant to landfill  
 COD tro is the quantity of COD in sludge transferred to sit other than landfill.  
 
Assuming no combustion, flaring or transfer of sludge biogas and no Sludge component the formula 
becomes: 
 
𝐶𝐻4 (𝐶𝑂2𝑒) = (𝑉𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑐 𝑖𝑛𝑓𝑙𝑢𝑒𝑛𝑡 𝐶𝑂𝐷) × (𝑀𝑒𝑡ℎ𝑎𝑛𝑒 𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟)5
× (𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠 𝐹𝑎𝑐𝑡𝑜𝑟)6 
 
Where: Volumetric influent COD is the product of the tonnes of commodity produced, the 
wastewater generation rate (kL/tonne) and the COD concentration (kg/kL).  
 
The steps in Table 3.2 provide the detail for calculating volumetric influent COD for the case-
study facility: 
Table 3-2: Detail for preceding methane calculations  
Wastewater to Anaerobic equals the sum of flows to ponds 1, 2a, 2b and Pond 3*1000 
totalling 1,280,332 KL/pa (was in ML so *1000 to get KL) 
Note: only 92.57% of waste is treated anaerobically 
i.e. (1-(raw feed ML per d/(wastewater to anaerobic/1000)). 
 
Production (t HSCW) = 184,721t 
                                               
5 As detailed in the NGERS determination: for anaerobic lagoons >2m in depth = 0.8 (the extent to which the 
CH4 producing capacity (Bo) is realised in the type of treatment or the degree to which the system is 
anaerobic) as well as the IPCC guidelines. 
6 The methane emitted as per the NGERS determination guidance and IPCC guidelines. 
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Wastewater volume or generation rate (as per NGERS calculator) equals 
1,280,332/184,721=6.93 kl/t  
COD load =(1,280,332/1000)* 6510.846561 (COD in mg/L as measured at the weir box) 
=8,336,047.08kg (mg/L same as kg/KL) 
COD conc (COD conc in kg of COD/m3 of entering wastewater) = COD load/wastewater to 
anaerobic=8,336,047.08/1,280,332=6.51kg/kL  
Volumetric influent COD =184,721t*6.93 kl/t*6.51/1000 approx. = 8494.97t COD  
 
Using a site specific methane conversion factor7 and Method 2, emissions factor yields a 
CO2-e equivalent for methane emitted: 
𝐶𝐻4 (𝐶𝑂2𝑒)  =8494.97*.783 (𝑀𝐶𝐹)*𝐸𝐹 5.3 (tonnes of CO2e per tonne of COD)  
=35,253.28t CO2e 
For the purpose of the inventory, the measurement is required in methane units. The CO2-
e measure can be converted back to methane by dividing by .0142464 giving 2,474,593 
cubic metres of methane which expressed per tonne of HSCW (divide by 184, 721) = 13.39 
m3 /t HSCW. Converted to KG using a density of .668 at 20deg C and 1 ATM pressure 
yields: 
CH4 per tonne of HSCW: =13.30*.668  
= 8.95kg. 
This measurement is the methane emissions to air in the Simapro inventory. 
3.5.2 Nitrous oxide calculation 
Nitrous Oxide (N2O) is the principal gas produced by BNR aerobic ponds during both the 
nitrification and de-nitrification of the nitrogen present in the waste. The process 
configuration for the case-study BNR pond is a three-stage sequence, batch reactor using 
activated sludge: 
 Stage 1 involves aeration while receiving anaerobic and raw feed that adds oxygen 
and promotes the transfer of N2O from the liquid phase to gas phase. Raw feed is 
often added at the end of this phase as settling begins to accelerate the de-
                                               
7 The NGERS default MCF for a deep anaerobic lagoon (>2m) is .8 however a plant specific Method 2 
calculation yields MCF= (1-(total prod’n/ww to anaerobic) = 79.72% or .79. 
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nitrification occurring (during this phase a small fraction of the mixed liquor (activated 
sludge) is pumped to the belt press and the water is pressed out, the water is returned 
to the aerobic pond and the sludge is brought to the solid waste area before being 
trucked off site for composting).  
 Stage 2 involves settling to create anoxic conditions wherein the mixed liquor sinks 
to the bottom. All the bacteria settle to the bottom but there will be a certain quantity 
of suspended solids that stays on top and gets decanted (concentration on average 
is around 25mg/l suspended solids).  
 Stage 3 involves the removal of top solids and the discharge of treated effluent (clean 
top water) to maturation/finishing pond.  
For the purposes of this LCA, the following direct and indirect sources of N2O have been 
included in the LCA inventory using the emissions factors as detailed in Figure 3.4. For 
further clarity, the formula’s supporting each of the five emissions sources for N2O that 
constitute the inventory measures are tabled in detail in Appendix 8. 
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Figure 3-4: Nitrous oxide wastewater process emissions (S.McAvoy) 
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 Impact assessment 
Life cycle impact assessment is the third step in LCA as documented in Figure 3.1. Because 
the purpose is to understand GHG emissions at the firm level, the indicators of interest are 
the GHGs identified in the Kyoto Protocol and their 100 year global warming potential 
(GWP). The comparative table 3.3 below summarises the changes over time to 
characterisation factors for the main gases: 
Table 3-3: GHG characterisation factors 
Gas 1990 IPCC 
(Kyoto base 
factor) 
2006 IPCC  2009 IPCC NGERs  
Carbon Dioxide 1 1  1 1 
Methane 21 25 25 21 
Nitrous Oxide 310 298 298 310 
As the table indicates, the characterisation factors will change depending on the choice of 
impact assessment method. This thesis uses both the Kyoto base characterisation factors 
Greenhouse-IPCC and 1990 — distinguish main gases method (as specified in Simapro V7) 
and currently adopted in the National Greenhouse Accounting Methods (IPCC, 1996) as 
well as the IPCC 2009 method, which will inform reporting at the conclusion of the first Kyoto 
period at end of 2014.  
Life cycle impact assessment results have been generated up to the point of impact 
characterisation. The normalisation and weighting of impacts were not undertaken. The 
contribution analysis generated through the impact assessment will show how the gate-to-
gate carbon-footprint changes from 2012 to 2014 in response to firm mitigation endeavours. 
It will be contrasted against current requirements of firms to report carbon footprints 
consistent with current Australian Government policy as dictated by NGERS. The life-cycle 
approach to carbon footprinting will of course be more comprehensive. 
 Data uncertainty 
A key potential for error in LCA is data uncertainty. Such uncertainty can be expressed as a 
range, as a standard deviation, or calculated using Monte Carlo analysis as has been the 
approach used in this thesis. The majority of the foreground production data collected for 
the inventory have very little uncertainty as they have been derived directly from 
measurements at the case-study site. For the majority of the data, the mean, the range and 
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the SD are provided. For data estimated from industry statistics, uncertainty was estimated 
using Weidema and Wesnæs (1996) data pedigree matrix.  
Emissions data relating to wastewater treatment processes were based on estimates and 
will have some significant uncertainties. For example, in calculating methane emissions from 
anaerobic ponds, the only accurate way to measure the methane-producing capacity of the 
sludge that is infrequently removed from the anaerobic pond is to get a boat, break through 
the crust and go down and sample the sludge. Because this obviously cannot be done, 
inventory calculations therefore assume no removals of COD methane-producing capacity 
from sludge removed. The methane conversion factors introduce another area of uncertainty 
because of the significant differences in the CH4 emitting potential of different types of 
industrial wastewaters. So too do the conflicting research results as to which phase, 
nitrification or de-nitrification, contributes most to N2O production and emissions. A further 
uncertainty relates to the volume of sludge removed as well as the N in the sludge removed 
as it goes across the belt press in the BNR pond. While the NGERS uses a default factor of 
N in sludge removed of .05, this is for domestic and commercial wastewater. There is no 
reporting requirement or guidance for industrial wastewater as yet owing to the assumption 
that industrial wastewater plants tend to be less sophisticated than centralised domestic and 
commercial plants and little is known about the N generated. Since it would be possible to 
use a flow metre to sample the volume of sludge removed and have the N content tested, 
considerable uncertainty will remain as the flow rate can change every hour depending on 
the size of the flock, the volume of suspended solids and the speed of the belt press. 
A Monte Carlo calculation with 500 runs was executed for the primary process of the 
production of 1 tonne of HSCW using the Australian database method focussing on the 
indicators of global warming, energy use, and water use to generate distributions 
representing a 95 per cent confidence interval. Therefore, the errors bars on the graph 
represent the range between the 2.5 and 97.5 percentiles. For facility input data, measures 
of central tendency were available and for estimated data, lognormal distributions were 
assumed. Consistent with expectation and the points made above, the uncertainty range for 
global warming is the most significant. The uncertainty analysis was run for ‘before’ and 
‘after’ data. 
 Summary and insights 
Calculating the emissions from industrial wastewaters is complicated and there is sufficient 
evidence detailed in Sections 3.4.1 and 3.4.2 to support the claim of Foley et al. (2009) that 
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the national inventory methodologies underestimate the contribution of their emissions to 
global warming. The literature review of recent research along with existing IPCC 
methodologies has provided a solid knowledge base to enable the methane and nitrous 
oxide emissions from the case-study facility to be calculated with rigour thereby minimising 
the level of uncertainty associated with inventorying wastewater emissions for the 
calculation of the carbon footprint. The positioning of climate change by the G20 world 
leaders as a critical agenda item for this decade and the next provides the imperative for 
understanding the measurement of emissions from these high characterisation factor gases. 
This thesis contributes to the understanding of the GHG emissions of the red meat 
processing industry with specific granularity for non-domestic wastewater treatment process 
emissions. 
The use of the LCA method has ensured rigour and standardisation in process 
measurement and, in doing so, contributes to the LCA literature that explores the carbon 
footprints of Australian agricultural industries. It has also provided an insight into the 
effectiveness of legislation to induce mitigation through the calculation of ‘before and after 
tax’ carbon footprints. 
The output of this chapter will inform the emissions sector of the System Dynamics (SD) 
model.
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 Carbon footprint results 
 Carbon footprint — ‘before’ 
Figure 4.1 shows the disaggregation of GHG emissions linked to different electricity-based 
activities, feedstock and end-of-life processes of the RMP. The global warming potential of 
meat processing, using the IPCC 1990 characterisation factors is significantly related to 
electricity use, wastewater treatment and disposal processes, burning of coal principally for 
steam production, natural gas use, solid waste disposal and the full packaging footprint in 
that order. In 2012, the footprint per tonne of HSCW was 722kg CO2-e (.722kg of CO2-e per 
kg HSCW) where CO2-e is an expression that allows other GHGs to be expressed in CO2 
terms based on their relative global warming potential (GWP). (The parameters that 
informed all carbon footprint calculations in Simapro are documented in Appendix 7). 
 
Figure 4-1: Scope 1, 2 and 3 CF ‘before’: 1990/2009 factors. (S.McAvoy) 
Over 60 per cent of the carbon footprint for the facility can be attributed to energy use. 
Electricity supply for the processing activities is a hot spot or main source of GHG emissions 
and accounts for .265kg per kg of HSCW (37%), while coal is .1227kg (17%) and natural 
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gas .047kg (.06%) and wastewater treatment processes (WWTP) a significant .1965kg 
(27%). As the footprint includes emissions attributable to Scope 1, 2 and 3, and because 
electricity in Australia is produced from burning coal, the footprint for electricity 
understandably exceeds the footprint for direct emissions for onsite use of coal (and it’s 
extraction), even though black coal is the main source of energy at the facility. Refrigeration 
accounts for over 50 per cent electricity use. 
WWTP contributed 27 per cent to the carbon footprint of the facility, which is close to one 
third of total emissions. Methane emissions from the anaerobic pond accounted for almost 
96 per cent of the footprint associated with wastewater treatment in 2012. Nitrous Oxide 
emissions accounted for 3 per cent. The expectation is that covering the anaerobic ponds 
to capture and flare the methane as part of the facility’s mitigation strategies will see this 
footprint reduce significantly thus promoting the logic for a before and after footprint. The 
biogenic carbon dioxide produced as a result of flaring methane is not considered for 
national inventory purposes and is therefore not included in the carbon footprint. Only long-
term emissions of CO2 such as those released from fossil fuel combustion or land use 
change are accounted for. Short-term releases, such as those from biomass combustion, 
are not counted because they are assumed to be assimilated by subsequent biomass 
growth (IPCC, 2000). 
As expected, the total emissions factor was higher at 772kg CO2e/tonne HSCW (.07%) (.772 
kg CO2-e per kg HSCW) when calculated using the IPCC 2009 characterisation factors (as 
detailed in Table 3.3) (see the comparative graph bars in Figure 4.1). Most of the increase 
will be due to a change in emissions attributed to wastewater processes because the 
characterisation factor for methane, and the principal emission to air from the anaerobic 
pond, has been revised upwards. Even though the 1990 factors will inform Australian 
inventory data until the end of 2014, this comparative footprint will be based on the 2009 
characterisation factors. The comparative graph is useful because it highlights that even the 
calculation of emissions is a dynamically complex process that is continuing to evolve as 
knowledge information feedback become more sophisticated. 
 Carbon footprint ‘after’ 
In response to the carbon-pricing mechanism, and in conjunction with grants provided by 
the Food and Foundries program to assist industry with the transition to lower emissions 
technologies, the case-study facility installed technologies that would lower their carbon 
footprint from fugitive emissions while offsetting other energy sources within the plant 
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operations. This has been indicated in the ‘after’ carbon footprint which is based on 2014 
data. From February 2014, the case-study facility has had in place technology that permitted 
it to collect and use the methane emitted in the anaerobic wastewater ponds as biogas, thus 
displacing the use of some natural gas and coal, previously used to fire the boilers for the 
production of steam. Figure 4.2 compares the ‘before’ and ‘after’ footprints. 
 
Figure 4-2: Carbon footprint ‘before and after’ CPM. (S.McAvoy) 
In 2014, the footprint per tonne of HSCW is 582kg CO2-e, a significant reduction from the 
‘before’ period which was 772 CO2-e. Changes to the quantities of coal and natural gas 
consumed contribute to this reduction. 
The other change reflected in the ‘after’ card for the slaughtering of 1t/HSCW is the methane 
produced by the anaerobic pond that has been reduced to one third of previous emissions. 
Using methane as biogas for the production of steam has reduced the demand for coal and, 
to some degree, natural gas (as noted above). Figure 4.2 highlights significantly lower 
emissions from wastewater (the red bar). The reduction is natural gas is less significant. 
Anecdotally, the researcher noted some substitution between coal and gas in addition to the 
lower demand and this is why the natural gas footprint is not dramatically different from the 
‘before’ scenario. 
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 Other considerations 
The goal of calculating the ‘before’ and ‘after’ footprints is to reflect the changes that have 
been made as a direct response to the Clean Energy Legislation (CEL) and the impact of 
carbon pricing. While there may be minor changes due to other efficiencies introduced over 
time, these have not been taken into account in the calculations. The data to assess these 
other changes were collected and a footprint was calculated using Simapro to confirm that 
other changes were not significant.  
 Data uncertainty 
As discussed in the research methods chapter, most of the inventory data are sourced 
directly from actual plant records and operations and should introduce very little uncertainty. 
There will be some data uncertainty relating predominantly to GHG emissions from the 
WWTP and the reason for this has been discussed in the preceding chapter. The Monte 
Carlo analysis confirmed that the uncertainty range (at a 95% confidence interval) is largest 
for the global warming impact which includes the wastewater emissions.  
The uncertainty results have been transposed onto Figure 4.2 for the before and after carbon 
tax scenarios. Based on the recognition that there will be error in the analysis, Figure 4.2 
shows that there is a discernible difference between the two years (as evidenced by the 
smaller horizontal lines on the bars). It can therefore be confidently concluded that there 
was a significant reduction in greenhouse gas emissions after the implementation of the 
carbon tax. As a decrease in wastewater emissions owing to pond management innovations 
is the most significant change between the two years, it is logical to conclude that the 
uncertainty relates significantly to the wastewater footprint. The uncertainty range suggests 
that the LCA underestimates rather than overestimates the CF so it is likely that the 
simulations would also understate the true costs.  
The magnitude of the change in the carbon footprint between 2012 and 2014 suggests that 
any data uncertainty is statistically irrelevant and will not influence the interpretations drawn 
from the above results.  
The case-study firm reports emissions under the NGERS legislation. Only direct emissions 
(Scope 1) from boiler fuel consumption and fugitive emissions (from WWTP) attract the 
carbon tax, however, Scope 2 (being indirect emissions caused by electricity use) must be 
reported along with energy use. As expected, each footprint measure inclusive of Scope 3 
is higher than the equivalent NGERS calculation for the facility. The carbon tax is not paid 
on Scope 2 electricity emissions as these costs are indirectly passed on via pull-through 
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electricity price increases. Figure 4.3 shows Scope 1 for carbon dioxide, methane and 
nitrous oxide vs Scope 1, 2 and 3 using 1990 characterisation. 
 
Figure 4-3: Full carbon footprint vs NGERS scope 1. (S.McAvoy) 
 
 Primary energy consumption 
RMP is an energy-intensive process. Approximately 67 per cent of energy use relates to the 
heat supply for steam and hot water (90% of hot water is generated through captured and 
reused steam) and 25 per cent relates to refrigeration equipment. The impact analysis using 
the Australian indicator set confirms that black coal is the primary energy source, principally 
used in the production of steam. Coal has typically been the fuel of choice for meat 
processing because it is cheaper. Not unexpectedly, of total energy use, the electrical 
energy demand is significant and refrigeration accounts for more 50 per cent of electrical 
energy demand. The energy used for aeration with the SBR in the BNR ponds is minor 
compared to the energy demand for the packaging used. The demand for natural gas arises 
from rendering. The standard deviation of natural gas and coal is higher than that of 
electricity suggesting substitution occurs. The cumulative energy demand is presented in 
Figure 4-4. 
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Figure 4-4: Cumulative energy demand (S.McAvoy)
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 System dynamics method: Conceptual model and simulation 
model. 
 Inside the qualitative modelling steps 
As has been previously articulated, this thesis sets out to answer the question: 
Does Australia’s carbon pricing mechanism enable red meat processors not eligible for EITE 
protection (and so liable to pay the carbon price) to remain financially competitive in their 
domestic and global environment?  
This researcher has a degree of familiarity with Australia’s largest RMP which has informed 
the initial conceptualisation of the red meat processing landscape before the introduction of 
a carbon-pricing mechanism and subsequently informed the development of the dynamic 
hypothesis (Figure 5.9). The behaviour-over-time data documented in Section 5.1.1 below 
suggest that RMP is an industry that contributes significantly to Australia’s gross domestic 
product and is indeed an industry with a strong export focus. Historically, in Australia, its 
profitability has been heavily influenced by the short-term and long-term impacts of weather, 
the price of livestock, the exchange rate, the cost of utilities, and regulatory burdens among 
other factors. In 2012, the introduction of a carbon tax introduced another significant cost to 
the industry. With the way the policy has been implemented, the risks are that the Australian 
CPM has placed a cost impost on Australian processors that their global competitors do not 
have to pay. It has introduced costs that could jeopardise the viability of beef production in 
Australia as either the processor or the producer, or both, must absorb these costs. One 
consequence could be carbon leakage as the relative viability of live export increases. 
However, at issue is whether the industry can operate competitively in the future?  
The following subsection summarises the financial health of the industry to date and the 
relationship between key inputs and outputs. System’s modellers use reference mode 
graphs to visualise past, present and future behaviours. They help modellers and clients 
adopt a systems rather than an event oriented view of their problem (Sterman, 2000). 
Understanding the behaviour of the industry is critical if the model is to include the key 
variables, be initialised accurately, and reliably reflect the mental models that inform the 
structure of the model. It will also be valuable when evaluating the reference mode graphs 
generated by the simulation model and in evaluating the model. 
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5.1.1 Behaviour over time 
The RMP industry has the ANZSIC industry classification code of 1111. It is found in the 
subsections, Food Manufacturing, which has the classification 11 and Total Manufacturing, 
which has the classification C. 
In earlier years, the ABS reported profitability data for Australian industry on a disaggregated 
level, which provided granulated detail for red meat processing financial performance in situ 
in the food processing and manufacturing sectors (see Figure 5.1). However, this approach 
has changed in recent years. Accordingly, Figure 5.1 shows the profit margins for meat 
processing from 2001/02 to 2006/07 and then for food product manufacturing for all years 
up to 2012/13. Meat processing margins have historically been the lowest of all 
manufacturing food products. Figure 5.2 (below) provides a five-year historical visual of key 
financial indicators for manufacturing. These outcomes have correlated with an Australian 
dollar that has trended strongly upwards over this time. Meat Processing dominates food 
product manufacturing and food and beverage exports in Australia (KPMG, 2013). Figures 
5.1 and 5.2 indicate a general decline in the profitability of manufacturing over the past six 
years and sub-nine percent profit margins over the past thirteen years. Consistent with 
discussions in Section 1.11, the RMP’s historical profit margins are the lowest in 
manufacturing. 
 
Figure 5-1: Historical profit margins by manufacturing subsector (ABS, 2012-2013) 
0
2
4
6
8
10
2
0
1
2
-1
3
2
0
1
1
-1
2
2
0
1
0
-1
1
2
0
0
9
-1
0
2
0
0
8
-0
9
2
0
0
7
-0
8
2
0
0
6
-0
7
2
0
0
5
-0
6
2
0
0
4
-0
5
2
0
0
3
-0
4
2
0
0
2
-0
3
2
0
0
2
-0
1
P
e
rc
e
n
t
Years
Historical Profit Margins: Manufacturing and Sub-
classifications.
Total Mfg Food product mfg
Meat and Meat Products mfg Meat Processing
Poultry Processing
 94 
 
 
Figure 5-2: Financial health-manufacturing Australia. (ABS, 2012-2013) 
Profit margins are calculated as the percentage of sales and service income available as 
operating profit before tax (OPBT), i.e. (OPBT divided by sales and service income) multiplied 
by 100 (ABS, 2012-2013). Figure 5.1 displays evidence of oscillatory behaviour in the profit 
margins of the manufacturing industry in general, but more specifically, in food processing 
and red meat processing. For the available disaggregated ABS data, the margins of the 
RMP are low suggesting a marginal industry that has profitable periods followed by less 
profitable periods. The AMPC, in its 2012 Climate Change Strategy Report suggests red 
meat margins at the business level of between 1 and 5 per cent, which is consistent with the 
trends shown in ABS data (Edge, 2013-2017).The significant decline in profit margin from 
2010/11 (see Figure 5.1) coincides with the strong appreciation of the Australian Dollar 
(Figure 5.3). This suggests that the Australian Dollar has a significant influence on the 
profitability of food processing industries. This is understandable given that the largest of 
these industries, red meat processing, is a large exporter. 
Financial Health-Manufacturing 
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Figure 5-3: AUD/USD 5 year chart (OZFOREX, 2014) 
Figure 5.4 and 5.5 suggests that production, livestock price and by deduction, farm 
profitability oscillate as does the exchange rate.  
 
Figure 5-4: Production '000 (Australian Government, 2013) 
Production increases as price falls and vice versa and farm incomes by deduction must rise 
and fall as cattle prices rise and fall. This is consistent with the commodity price cycles that 
Meadows (1970) and Sterman (2000) generate endogenously in their SD models. 
0.5000
0.6000
0.7000
0.8000
0.9000
1.0000
1.1000
1.2000
D
e
c-
0
9
A
p
r-
1
0
A
u
g-
1
0
D
e
c-
1
0
A
p
r-
1
1
A
u
g-
1
1
D
e
c-
1
1
A
p
r-
1
2
A
u
g-
1
2
D
e
c-
1
2
A
p
r-
1
3
A
u
g-
1
3
D
e
c-
1
3
A
p
r-
1
4
A
u
g-
1
4
D
e
c-
1
4
Years
AUD/USD 5 years 
AUD/USD 5 years
4000
5000
6000
7000
8000
9000
10000
1
9
8
7
1
9
8
9
1
9
9
1
1
9
9
3
1
9
9
5
1
9
9
7
1
9
9
9
2
0
0
1
2
0
0
3
2
0
0
5
2
0
0
7
2
0
0
9
2
0
1
1
S
la
u
g
h
te
r
Years
Production '000 (slaughter)
Slaughterings '000
 96 
 
 
Figure 5-5: Saleyard Price c/kg (Australian Government, 2013) 
The most plausible explanantion for the oscillatory behaviour of profit margins is the 
underlying cyclicality of the livestock price. Sterman (2000) notes that most commodities 
exhibit repeating cycles in price, production, investment and profitability and that they arise 
endogenously within the industry. In the beef industry, the long time delays that play out as 
price seeks to bring about an equilibrium between supply and demand for cattle would most 
definitely lead to oscillation. These oscillations would be exaggerated by the impact of 
weather, in the short-term and the long-term, on the mental models of producers and, to a 
lesser degree, processors, if weather prevents supply for logistical reasons. The oscillations 
pose challenges for all stakeholders including at the country level if the commodity is traded 
globally. Meadows (1970), in studying the cyclical behaviour in the production and prices of 
hogs, noted that international policy measures applied to coffee, sugar, wheat and tin were 
unsuccessful in moderating cyclicality and achieving price stability.  
The beef commodity price appreciated from 111 US cents per pound (CIF US import price)in 
July of 1983 to 170 US cents per pound (CIF US import price) in July of 2012. Up until July 
of 2009, it oscillated between highs of 130 and lows of 80 US cents per pound before 
appreciating signifcantly in July of 2009. The higher values were then sustained through to 
2013 and coincided with the strongly appreciating Australian dollar. The case study RMP is 
a price taker of a US price and simple analysis would suggest that any price increase for 
product sold would be negated by the impact of the less favouable exchange rate over this 
time (World Bank, 2013). This sustained appreciation along with higher livestock prices due 
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to favourable weather conditions helps to explain why proft margins remained low despite 
the higher beef commodity prices. 
Drawing together the story told by the graphs above, the RMP industry is one that over the 
past two decades has maintained a high level of production (between eight and nine million 
head per year) despite operating on the narrowest of profit margins. There is evidence that 
production responds to livestock price and exchange rate movements but those movements 
have been contained within a band of two million head of cattle. There is evidence of a 
minimal lag between a change in livestock price and a change in production suggesting tha 
processors are sensitive to price changes especially when livestock prices are at historical 
highs. A higher beef commodity price should improve the RMP’s appetite for slaughter cattle 
however this will depend on movements in the livestock price and the exchange rate.  
The livestock price presented in Figure 5.5 is a standard indicator used in Australia. 
However, the concept of one livestock price applying to all regions of Australia is unrealistic. 
The livestock price varies regionally across Australia, most markedly between North and 
South. The case-study firm uses reference calculations described in an earlier chapter from 
data sourced through the National Livestock Reporting Service (NLRS). This reference 
livestock price (see Figure 5.6) has informed the initialisation of the simulation model (note 
that Figure 5.7 includes a trend line). Source data can be found in Appendix 15. 
 
Figure 5-6: Livestock price. NLRS (Meat and Livestock Australia, 2014) 
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Figure 5-7: Livestock price with trend line (Meat and Livestock Australia, 2014) 
The weather during 2009, 2010 and 2011 delivered good conditions for producers on the 
back of good rains and years of rebuilding herds. In the early months of 2012 however, the 
AUD/USD exchange rate spiked to a high of 1.07. This would have impacted upon processor 
demand as profitability is adversely affected by the higher exchange rates. Processing was 
cut back from normal levels in the first six months of 2012 and consequently price fell. If the 
case-study firm worked on a budget exchange rate of parity, presumably, when the 
exchange rate broke back down through parity, demand would have recovered somewhat. 
This can be seen in the price rises of April and May/June. In the second half of 2012, the fall 
in price would have been on the back of increased supply as processors saw light numbers 
in 2010 and 2011, and then a bigger turn off as heavy cattle came forward towards the end 
of 2012 following two consecutive good years. The beginning of 2013 was characterised by 
the onset of an El Nino weather pattern which saw cattle being pulled forward into 2013 
slaughter. Slaughter is estimated to have reached an all time high (since 1978) of 8.36 
million. 2013 was also characterised by higher mortality and poorer branding rates (i.e., loss 
though weaning) because of the El Nino weather pattern and drought conditions. Cattle 
slaughter in 2015 (caused by poorer branding in 2013 with therefore less cattle entering the 
supply chain) is forecast by MLA to be 7.45 million. This is based on the (McRae & Thomas, 
2014) projected 9.1 per cent decline from 2013 suggesting 2014 slaughter at 7.6 million . 
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Figure 5.8 depicts the Australian herd statistics behaviour-over-time data based on ABS 
data and industry projections (see Appendix 16). The estimates of herd size and slaughter 
rates vary considerably within the industry. It is not unusual for estimates to vary by in excess 
of one million head, which is not surprising given the size of Australia, the geographical 
isolation of many producers, the number of producers and processors, and the 
fragmentation of the industry. 
The MLA Australian cattle industry projections notes that, as of June 2014, the Australian 
cattle herd was forecast to be around 27.5 million head, a 2.7 per cent decline from 12 
months earlier suggesting that the herd at June 2013 was around 28.4 million head and in 
line with Australian Bureau of Statistics (ABS). McRae and Thomas (2014) projections 
suggest only very small herd growth from 2013 reaching 28.35 million by 2018. 
 
Figure 5-8: Australian herd statistics (ABS, 2013; McRae & Thomas, 2014) 
 
5.1.2 Arriving at the dynamic hypothesis 
A desktop analysis of the impact of the carbon price on the RMP supports the use of 
simulation to investigate the research question behind the dynamic hypothesis. 
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The production of the case study firm has historically represented nine percent of the 
national beef kill. At this percent of market share, it is reasonable to assume that this firm is 
a reasonable proxy for the industry. 
Historically, based on data from the case study firm and supported by industry wide 
behaviour over time as detailed in section 5.1.1, operating margins have typically followed 
the pattern in Table 5.1 below. In order to highlight the impacts of the carbon tax, a best 
case, worst case scenario has been presented based on conservative historical movements 
in both livestock price and gross sales. The gross sales estimates will incorporate some 
exchange rate impacts.  
Table 5-1: Desktop analysis of profit margins (S. McAvoy) 
Category Hypothetical scenario based on 
2012/2013 actual data 
(La Nina weather) 
Hypothetical scenario based 
on 2012/2013 actual data 
(El Nino weather) 
Prime cost/t HSCW $ 3500 (Est) $ 2650 (Est) 
Gross sales/tonne 
HSCW 
100% 
$4500 (Est) 
100% 
$4000(Est) 
Meat Margin 
(Gross sales –
Prime costs) 
22.2% 
 
33.7% 
Operating costs 22.3% 25.1 
Carbon tax (direct) .16% .18% 
Carbon tax 
(indirect) 
.17% .19% 
Profit margin (.43%) 8.23% 
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At .722kg of CO2 e per kg of HSCW, a carbon tax at $24 per tonne would correspond to an 
additional cost of 1.73 cents per kg of HSCW or $17.30 per tonne. This cost is an additional 
operating expense. Charging the carbon price on scope 1, 2 and 3 emissions would be a 
worst case scenario but it is not unreasonable as the case study firm already pay direct 
carbon tax based on thermal energy and wastewater emissions and indirect pull through 
carbon tax on electricity.  
The analysis above however, is based on the actual liable emissions of the case study firm 
and pull through electricity costs. Using reasonable ranges for possible livestock price and 
gross sales (based on history), it is clear that the profit margin is highly variable and that the 
carbon costs (at around .35% of gross sales) will be a financial impediment when the profit 
margin oscillates around zero. This outcome doesn’t consider unexpected adverse 
exchange rate movements or the impact of extremely unfavourable weather patterns. A 
simulation model, which is developed to capture the key feedbacks can investigate the 
shorter term and longer term impacts of the tax at its current price and at future possible 
prices. 
The dynamic hypothesis is a theory about the cause of the problem addressed by the 
research question and explains the dynamics as endogenous consequences of feedback 
(Sterman, 2000). It begins with a problem articulation which scrutinises the primary research 
question articulated in section 1.1 by considering key variables, time horizon, and historical 
and future patterns of behaviour. It involves developing a model boundary diagram and a 
conceptual causal loop diagram (CLD) with an explanation of the feedbacks that capture the 
behaviour of the system. Detailed CLDs and stock-and-flow maps follow.  
The case-study firm for this thesis is the largest meat processing plant in the southern 
hemisphere. The chosen case study firm represents nine percent of the national production 
of beef kill. The dynamic hypothesis for this research is bounded by the case-study 
processing supply chain, supply-side variables related to livestock availability including 
weather, price and carcass weights, implicit and explicit carbon prices, labour costs and 
demand side variables including the exchange rate. Figure 5.9 shows the subsystem 
diagram and system boundary for the dynamic hypothesis. 
A comprehensive process of discovery has supported the development of this dynamic 
hypothesis and the conceptual model that follows. The case study firm is a large and diverse 
operation. This researcher undertook many months of intensive data collection, both 
qualitative and quantitative in order to scope out the model boundary and understand the 
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feedbacks, delays and non-linearities that impact this complex system of red meat 
processing (see Appendix 3 for the documentation of site visits). 
The data collection processes began with thorough site tours of both the processing supply 
chain and the wastewater treatment during which all key processes were explained in detail 
by senior plant personnel and documented by this researcher. At this time, extensive 
interviews with all key process and management personal were undertaken. It was during 
this time that data was collected to develop an inventory to enable the calculation of the 
carbon footprints. This was followed by many months of onsite interviews with Managers 
from the Livestock and Marketing Departments of the case-study firm. The insight gained 
surprised insofar as this researcher was frequently forced to revisit and rethink the mental 
model she formed over many years of working in the industry. Also of interest was 
uncovering the diversity of perspective between the different departments of the company, 
which is a common outcome of the SD discovery process.  
One of the most difficult areas to map out was the behaviour of the Australian livestock 
market. The behaviour of commodity prices remains a bit of a mystery to systems 
dynamicists insofar as, while clear cycles have been recorded and proven to be generated 
endogenously, the exact amplitude is difficult to predict owing to the extreme complexity. 
This is true for livestock price in Australia, particularly because of the impact of weather. 
Despite the experts’ advice of the existence of a north and south market in Australia (and its 
variable impact on the livestock price), the complexity involved has encouraged this 
researcher to treat Australia as one market. A notable outcome of firm level discussions was 
understanding the dynamics of the livestock market. A key insight was that in times of 
drought, there is the real potential that the producer is passed the burden of the additional 
costs that the RMP might incur, such as the carbon price. This has policy implications for 
the future of Australia’s herd, if it discourages breeding due to financial viability. 
Even though the sales price of beef seems like a significant variable in the profitability 
equation of the RMP, it has been treated exogenously because this price is determined on 
the world stage meaning Australia has no real impact on it. The case-study firm will sell what 
is produced and will take the market price for their beef and beef products. 
Because the carbon price is only a small component of the case-study firm’s overall costs, 
as made clear in the desktop analysis on p.100, it is not the most limiting factor for growth 
and profitability. However, the dynamic hypothesis suggests that, in marginal times, the 
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carbon price will impact upon profitability and therefore competitiveness, particularly if it is a 
unilateral cost for a company that exports the majority of its production. The imposition of 
the carbon tax has motivated the case-study firm to mitigate their emissions through 
improving their wastewater treatment technologies. Subsequent tours after mitigation 
innovations enabled the collection of contrast data for the carbon footprint. 
5.1.3 Setting the time horizon 
Cycles in beef prices and production have long existed. The average interval between peaks 
in beef production is estimated to be between ten to twelve years (Sterman, 2000). Some 
industries exhibit more than one distinct cycle wherein the amplitude of the shorter cycle 
(inventory) depends on the phase of the longer cycle (capacity) (Sterman, 2000). 
This SD model is being developed to investigate the impact of a carbon price on the industry. 
The carbon price is an external disturbance and the historical evidence of ten to twelve year 
beef production cycles suggests that a similar time step would be required to see the main 
response to its imposition. 
The dynamic nature of the Australian beef industry has been discussed. It is an industry 
subject to delays and endogenous influences but it is also subjected to extreme variability 
in the short-term due to the impact of highly volatile exogenous influences. The processing 
industry is a high volume supply chain with significant operational complexity and associated 
feedback. The processing module developed to represent the supply chain of the RMP 
needs a short term time scale for accuracy. For this reason, two models have been 
developed with data from the short time scale model informing the longer time scale model 
(Model 2).  
The first model has been simulated over three years with time measured in days using a dt 
of 1/9 which delivers accurate output results for the supply chain This model will include 
detailed capacity feedback loops. Whilst a three year time frame will not show the impact of 
the carbon price on a complete production or price cycle, it is relevant for the following 
reasons. Firstly, it covers one and a half full production cycles for beef producers so lessons 
can be learned about the immediate response of producers and processors to the tax in situ 
and short-term inertia in the system. The weather and exchange rate have historically 
exhibited extreme volatility in a three year time frame so the dynamic environment is 
captured. Once the structure has been developed, lessons can be learned about the short 
to medium term impacts of the carbon price policy on the sustainability of the RMP under 
 104 
 
different conditions. Secondly, three years is arguably the average time for assessing the 
impact of change within the Australian government. The carbon price was introduced and 
repealed within a two year time frame. 
The second model is a longer term model formulated with parameters and non-linear 
performance curves based on the simulation findings from the first model. The model has 
been run for twelve years with time measured in weeks and uses a dt of ¼. Even though the 
carbon price is no longer policy in Australia, lessons can be learned from simulations testing 
various pricing structures to gauge the longer term impact of a carbon price on the processor 
and by default, the producer. 
Figure 5.9 below outlines the dynamic hypothesis. 
 105 
 
 
Figure 5-9: Dynamic hypothesis (S. McAvoy) 
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 The Conceptual Model 
Having established the dynamic hypothesis and the system boundary, the next step was to 
use a causal loop diagram (CLD) to map out the feedbacks at play. It should be noted that 
not all SD models begin with causal loop diagrams. Ford (2010) steps for modelling (Table 
1.4) construct the CLDs after the development of the stock-and-flow model. In this thesis 
however, causal loop diagrams have been used prior to the stock–and-flow diagrams to 
visually present the physics, information flows and mental models which describe how the 
RMP operates. Figure 5.10 (below) shows this causal loop diagram detailing the feedback 
structure of the system.  
As previously stated, the conceptual model was developed following a series of interviews 
with expert personnel at the case-study firm in conjunction with information drawn from 
ABARES, ABS and MLA and NLRS (see Appendix 15 and 16) and insight from this 
researcher’s corporate exposure to the red meat processing industry. The construction of 
the conceptual model was definitely an iterative process, taking many months of site visits 
to gather and refine the information required to understand and represent the industry. 
The conceptual model (see Figure 5.10) identifies the feedback loops which are the main 
drivers of the livestock price commodity cycle, production and prices, and profitability and 
investment. These feedback loops are discussed in detail below. No model is ever correct 
because at best a model is only a representation on reality. In such a complex system, it 
has not been possible to account for all the dynamics at play. This conceptual model is an 
attempt to focus on the primary feedbacks elicited in the interviews and data gathering 
sessions. The case-study firm generously gave freely of their time and information so that a 
valid model could be developed. 
This conceptual model of the red meat industry and the feedbacks that drives commodity 
prices in Australia will not necessarily replicate the dynamics that govern other red meat 
processing economies. This is because Australia is a small economy that exports a large 
quantity of its red meat production and is a price taker on the world stage. These dynamics 
will be explained in further detail in the sections to come. 
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Figure 5-10: Conceptual Model (S.McAvoy) 
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It is not the intention of this modeller to connect the ends of cattle production. The processing 
dynamics are linked to the livestock dynamics through livestock price only. The feedback 
loop that is drawn above in consideration of the capacity of the total processing industry and 
its effect on livestock price loop, producer decisions and therefore the livestock market is 
not explored. New start-ups are overlooked however increasing existing capacity through 
increasing shifts at the case study firm is incorporated. 
The purpose of this thesis is to investigate the impact of the carbon tax on a firm that can be 
deemed to represent the industry. To do this, a model that incorporates enough feedbacks 
to deliver a defensible future trend in livestock price based on past behaviours has been 
developed (in the absence of total processing capacity dynamics). Capacity of the processor 
would affect both the speed and the magnitude of livestock price change and should be 
explored in the next phase of this model.  
This model incorporates producer and processor demand and supply feedbacks which are 
described in detail below. 
 Feedback loops and exogenous variables 
The feedback loops identified in the conceptual model (Figure 5.10) and subsystem diagram 
(Figure 5.9) are identified by name and described below: 
Table 5-2: Feedback loops in red meat processing 
LOOP VARIABLE NAME  
R1 Growth of herd Loop  
B1 Turnoff Loop  
B2 Price/Supply Loop  
B3 Price Adjustment/Net Income Loop  
B4 Inventory Cost Loop  
B5 Production Cost Loop  
R6 Financial Stress/Capex Loop  
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5.3.1 Growth of herd loop and turnoff loop (B1) 
 
Figure 5-11: Growth of herd and turnoff loop (S. McAvoy) 
The size of the Australian cattle herd is influenced by two weather impacts: short-term and 
long-term, where the long-term involves delays. The short-term weather impact is much 
more direct and influences the decisions farmers take to turn off their stock. The longer term 
impact is reflected through the female kill and the weight and condition of the cattle. A high 
female kill means the herd is in decline and a low female kill means the herd is rebuilding. 
In periods of normal weather, defined as neither an El Nino nor a La Nina, the cattle 
population could be described as being in dynamic equilibrium. Behaviour over time 
suggests that normally some 25-30 per cent of the total herd is turnoff for slaughter. When 
an El Nino (drought conditions) weather pattern is dominant, the balancing turnoff loop (B1) 
becomes dominant and the herd goes into decline as turnoff surges, reproduction rates fall, 
and death rates climb. Conversely, a few years of good rain (La Nina) promotes retention of 
cattle for herd rebuilding and fattening suggesting a dominance of the Growth of herd (R1) 
reinforcing loop. This is represented in Figure 5.11. But reinforcing loops always experience 
limits. Behaviour over time suggests that the herd has been in decline for the past two years 
as a result of a continuing El Nino weather pattern. Drought and financial stress on farmers 
following a few years of good rain and rebuilding has seen a flood of supply, a fall in price 
and less rebuilding. The outlook for the next few years is not a positive one as drought 
continues to dominate the weather patterns. 
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5.3.2  Price supply loop 
 
Figure 5-12: Price supply loop (S. McAvoy) 
Typically, when an El Nino has prevailed for a sustained period after a La Nina pattern, the 
market will be flooded with slaughter ready cattle. Feed supply falls and the condition of 
cattle suffers motivating an urgency to bring them to market. The increase in supply, 
augmented by the increased turnoff of females and the diversion of more cattle to the feedlot 
ensuring a speedier delivery of slaughter ready cattle, puts a downward pressure on price 
as reflected in the balancing Price/Supply Loop (B2). Figure 5.12 depicts these feedbacks. 
5.3.3 Price adjustment/Net income loop 
 
Figure 5-13: Price adjustment/Net income loop (S. McAvoy) 
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A processor’s demand for cattle entails a complex set of decisions as depicted in Figure 
5.13. Fixed and variable costs, prime (livestock) costs and revenue (including commodity 
price and exchange rate influences) must be factored into the decisions. Mental models 
would also consider future demand, future weather induced price impacts, and future supply. 
The bottom line is that there is a threshold beyond which the processor will have no demand 
for cattle and the plant will suffer periods of shutdown. Net Income, historically, has 
displayed oscillating behaviour caused by the balancing price adjustment feedback loop 
(B3). Late 2013 / early 2014 has seen the system overshoot its equilibrium. The response 
of the producers to lower farm incomes and poor weather combined with a record slaughter 
of females will, with delays, reduce supply, put upward pressure on price, and thereby 
restoring equilibrium. 
5.3.4 Inventory cost loop and production cost loop 
 
Figure 5-14: Inventory cost loop (S. McAvoy) 
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Figure 5-15: Production cost loop (S. McAvoy) 
The demand for cattle is influenced by cost pressure. As costs build and margins shrink, the 
processor cuts back on shifts. These cut backs free up capacity and reduce variable costs. 
The inventory/cost loop (B4) is a balancing loop. Carbon costs add another layer of price to 
the production cost loop (B5). This model will simulate the impact of carbon price pressure 
on production. Carbon costs impact upon the processor’s meat margin reducing their 
demand for slaughter cattle. Lower demand for cattle will translate into lower livestock prices 
which will help offset the processor’s costs but will also, after some delay, trigger a herd size 
reduction in the absence of other influences. As supply reduces, price should recover. The 
risk is that imposing a carbon price could interrupt the feedback loop that should bring the 
livestock price back to equilibrium thereby ensuring producers continue to be incentivised to 
grow cattle. The significance of this feedback loop should not be underestimated from a 
policy perspective. When the financial viability of processing and or producing is threatened, 
the economic consequence for the economy could be significant. 
This highlights the problem with imposing an additional cost through a carbon price on a low 
margin industry. The additional costs cannot be passed on through sales when the country 
selling finished product commodity is a price taker. The additional cost tends to be partly 
pushed back to the grower, but only if weather conditions are such that the producer is in a 
subordinated position because s/he wants to get rid of stock. At other times, the processors 
must wear the additional costs. Figure 5.14 and 5.15 depicts the loops described. 
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5.3.5 Financial stress/CAPEX Loop 
 
Figure 5-16: Financial stress/CAPEX Loop (S. McAvoy) 
One way to relieve the additional costs associated with the carbon tax is to reduce GHG 
emissions through process improvements such as covering wastewater ponds, and 
capturing the methane and flaring it (producing biogenic carbon dioxide). A reinforcing loop 
can dominate when the firm is in financial stress because there is less CAPEX available for 
process improvement, production costs increase as carbon costs are imposed, and this in 
turn increases financial stress. Financial stress can trigger responses that have wide-
reaching consequences such as cutting back on shifts, which reduces the demand for cattle 
and increases unemployment. Figure 5.16 depicts the financial stress/CAPEX loop. 
5.3.6 Exogenous variables 
The causal loop diagram (CLD) assumes that demand for meat is exogenous. The 
assumption is that markets can be found for product even if that involves switching from 
export to domestic sales. So this model assumes that the world demand for beef and, by 
default, the world beef price, will not be influenced by the feedbacks in this model but it does 
not assume that the impact upon world beef price is outside the model boundary. Australia, 
while a significant beef exporter, is a price taker not a price maker for beef product and this 
price taken by the RMP is used to construct the processor’s meat margin. Other exogenous 
variables include the weather and the exchange rate. 
 Converting the conceptual model into a simulation model 
As already discussed, Causal Loop Diagrams are a useful way to map dynamic complexity, 
capture mental models, and represent feedback processes. One of their greatest limitations 
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however is that they are qualitative. A quantitative computer simulation model representing 
the stocks and flows is essential if the model is to serve as an analytical policy tool. While 
the basic principles of dynamic modelling have been discussed in the methodology chapter, 
the following section describes the development of the simulation model. The model 
incorporates four subsystems/sectors with each sector subject to its own dynamics in 
addition to a sector where converters are stored. The sectors are: 
 Processing (Abattoir Supply Chain) Sector, 
 Net Income Sector, 
 CO2e Emissions Sector, 
 Livestock Market Supply Sector, 
 Variables Sector for House-keeping purposes. 
The full analytical scope of this combined model is not explored completely in this thesis. It 
has many potential applications but, in this thesis, has been expressely run to target the 
hypothesis. The intention is for (a) the livestock sector and the emissions and processing 
sector to inform the net income sector; (b) the processing sector to constrain (when 
necessary) the net income sector based on feasible capacities; and (c) for the livestock 
sector dynamics to signal when the processing module might struggle to procure cattle. The 
interaction of the modules is depicted in Figures 5.17 and in the schematics in Appendix 10. 
Figure 5.17 uses a flow diagram to provide a simple schematic of the full model while 
Appendix 10 uses CLDs of each subunit to visually explain the feedback loops within the 
model. An explanation of each subunit follows each sub-unit diagram. 
 
Figure 5-17: Sector Interactions (S. McAvoy) 
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 From causal loop to stock-and-flow diagrams 
This section explains how the physics, information flows and feedback mapped out in the 
CLD are converted to a stock-and-flow model.  
The basic language and methodology has been explained in Section 1.12. The purpose of 
this section is to take one component of the model, the emissions sector, and explain the 
process of converting a CLD to a stock-and-flow model.  
Using the emissions stock-and-flow diagram as an example, the first step was to recognise 
the accumulations and call them stocks. The stocks were firstly the stockpiles of GHGs and 
secondly, the stockpile of those GHGs deemed to be liable, as these are the ones that attract 
the carbon price. GHGs flow in but not out in this stock-and-flow model. The possibility of 
carbon sinks is not within the model boundary as they are not considered by the carbon-
pricing mechanism. Any change in emissions over time will be reflected in the inflow to the 
accumulations of GHGs. Kill floor production is the causal factor in the creation of GHGs. In 
the LCA methodology explained in Chapter 3, the GHGs were calculated per tonne of 
HSCW. HSCW is the standard measurement unit in Australia for dressed meat and is 
represented by a converter in the stock-and-flow diagram. This converter is in turn informed 
by a flow of information from the production sector which calculates kill floor production 
based on shifts worked and capacities. The conversion from bodies killed to tonnes of 
HSCW is a constant specified in the converter sides to tonnes, which also comes from the 
production sector. Using the LCA footprinting logic, each tonne of HSCW can be broken 
down into a production unit covering electricity, thermal energy, compost, transport, 
wastewater processes, and ancillary process emissions. Each of these is represented by a 
converter into which their value per tonne of HSCW is input as guided by the output of the 
carbon footprint. Each of these constants, which of course change with the tonnage of 
HSCW produced then informs the flow (valve) of material into the stock of GHGs. Not all 
emissions of the case-study facility are liable under the legislation. The second flow is the 
NGERS flow that recognises that only thermal and wastewater emissions contribute to the 
stock of liable emissions under the Clean Energy Legislation. 
Appendix 10 has a schematic of the CLD’s by sector that collectively represent the 
conceptual model in Figure 5.10 and that are explained in detail in the following sections. 
5.5.1 Livestock supply sector 
The livestock supply sector is a demand and supply module. Its dynamics are probably the 
most important because it is the cattle supply that enables the red meat processing industry 
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to exist. While in its current form, it represents Australia as one region, in the future, there is 
the potential to disaggregate this model into regions representing the principal cattle growing 
regions. This distinction would improve the representation and enable the feedback loops to 
be a closer fit because weather effects tend to be region-specific as does price and cattle 
type. 
The purpose of the livestock supply sector is to predict the population of cattle in the future 
taking into account delayed weather impacts, breeding and turnoff decisions of producers, 
the impact of margin-driven demand from processors and the impact of strategic decisions 
within the firm (such as increasing the reliance on feedlots in continuing El Nino drought 
patterns).  
The sector is represented by the CLD in Figure 5.18. The model simulation run daily over a 
number of years is intended to generate a realistic livestock price that responds to demand 
and supply for slaughter cattle and that, in turn, is influenced by weather, breeding dynamics, 
stakeholder decisions and price. The price will be used to inform the net income model of 
the case-study abbatoir as competitiveness is simulated. The livestock price parameter has 
been constructed using the price indices that the case-study firm uses. It is reasonable to 
assume that the livestock price generated represents the price paid by the case-study 
abbatoir, although the author acknowledges that price can vary by region as well as by type 
of cuts sourced from cattle. This level of disaggregation would take the simulation to the next 
level. 
 117 
 
` 
 
Figure 5-18: Australian cattle supply herd dynamics (S. McAvoy)
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5.5.2 Processing Sector 
The thick blue arrow in Figure 5.19 defines the system boundary of the central processing 
module beginning in the facility’s holding yard and ending at load out of product. 
 
Figure 5-19: Red meat life cycle system boundary (S. McAvoy, 2013) 
The processing module accurately represents the processing supply chain of the case-study 
firm’s largest facility from the kill floor to the load out complete with capacities, shifts, stun 
rates, transit times, product loses and efficiencies. When capacities are reached, production 
must slow or cease. When the weather is in drought, the tonnage of yield is reduced. This 
module links with the net income module in Figure 5.21. When the facility is losing more 
than its shutdown costs, demand for cattle would likely be nonexistent and production would 
cease. These mental models are incorporated into the model. The sector is represented by 
the CLD in Figure 5.20. 
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Figure 5-20: Processing Sector (S. McAvoy) 
Raw
Material
Inventory
Kill Floor Quality
Inspection
Primary
Chiller Min
res time
Primary
Chiller
Boned
Meat
MFB Buffer
Frozen
Inventory
Chilled
Inventory
Condemned
Bodies
Rendered
Products
Hides, Gut,
Offal,
Grass,
Blood
Loadout
Flow of Bodies
+
Shifts Worked
+
Kill Floor
Production
Inspection Dressing Yield Chiller Flow Boning Rate MFB Conversion
Boned Meat Flow
Frozen Flow
Chilled Flow
Frozen loadout
Chilled Loadout
+ + + + + + +
+
+
+
Capacity of
Chiller
-
+
B
Stun rate
+
Capacity of
Boning Rm
-
+
B
Capacity of Cold
Storage
-
-
-
-
-
-
B
Liable Emissions Module
- -- - -
-
- -
coproduct yield condemning
-
+
-
+
MFB converting
-
+
 120 
 
5.5.3 Net income sector 
This module, using the data generated in the other modules, will simulate profitability over 
time. So, net income is used to measure the competitiveness of the RMP, using the case-
study facility as a proxy for the wider industry.  
The sector is represented by the CLD in Figure 5.21. 
 
Figure 5-21: Net income sector (S. McAvoy)  
5.5.4 The emissions sector 
The Emissions module is informed by the partial LCA undertaken to get an internationally 
standardised carbon footprint for Scope 1, 2 and 3 emissions. Using the tonnage produced 
from the processing module, it calculates reservoirs of GHGs and liable GHGs (as dictated 
by legislation) for which the carbon tax must be paid. The impact of the ‘before’ and ‘after’ 
footprints will be reflected in this sector. The emissions sector is represented by the CLD in 
Figure 5.22. 
 
Figure 5-22: Emissions sector (S. McAvoy) 
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 The simulation software 
The causal loop diagrams have been developed using Vensim PLE. 
The following computer simulation has been developed using ithink 10.0.6. It is a software 
package that employs the common language of systems thinking to enable models that 
simulate business processes to be created. Historical data, empirical evidence, and 
research and anecdotal evidence have informed the parameterisation. The use of graphical 
input devices, which enable the model to capture the relationship between the input and 
output variable, allows a paremeter’s value to be varied so that shifts in feedback loop 
dominance can be captured. These devices relax the assumption of constancy and linearity 
plaguing traditonal models to realistically capture the feedback dynamics.  
Simulations run processes as represented by these models. Leverage points and policy 
risks can be identified using sensitivity analysis. The impacts of decisions and policies can 
be analysed. This simulation model consists of four modules as represented in the 
schematic in Appendix 10. The assumptions used in this model are discussed below before 
the simulation model is introduced. 
 Model Assumptions 
A key component of developing a simulation model is the model parameter specification. As 
a model is a simplified representation of reality, assumptions become a necessity in 
parameter specification. With this simulation model, even though all of the data in the 
processing supply chain sector has been sourced from the firm, it has been necessary to 
make assumptions. These are listed in table 5.3 below. 
Table 5-3: Processing sector assumptions. 
Assumptions 
A stun rate of 17.14 secs which assumes a 95% operating efficiency. 
Other than the 5% inefficiency reflected in the stun rate, the process model assumes no 
breakdowns or lost time. 
A constant kill rate 
All beasts are the same size/weight/yield with the exception of a conversion to tonnes 
allowance that is sensitive to weather (the standard is HSCW). 
Shifts do not ramp up or down. They begin at full capacity. 
Freezers and chillers have a fixed capacity and external chiller space is not being utilised. 
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The Australian Livestock Supply Market Model (ALSMM), which incorporates demand and 
supply dynamics comes with many assumptions as listed in Table 5.4 below. Population 
growth is endogenously forecast within the model structure. Birth ratios and weaning losses 
have been calibrated to reflect current market knowledge. Price elasticities and behavioural 
responses to changes in weather have been specified to reflect expert advice and market 
knowldege and are specified for the Australian market. This researcher recognises that 
elasticities and behaviours would most likely differ with further geographical sectorisation 
although, for this simulation, Australia has been treated as a single geographic unit. Where 
applicable, sensitivity analysis will be used to guage the uncertainty introduced by parameter 
choice. 
Table 5-4: ALSMM assumptions 
Assumptions 
Australia is one geographic region. In reality, weather patterns create many geographic 
regions. In its simplest interpretation this would be a north and south separation with the 
north being traditonally drier and more arid. 
Model assumes an Australia wide livestock price. In reality, livestock prices differ by region 
and even by type of meat cut within a region.  
Mortality rates have been estimated based on expert advice. Mortality data not available.  
Breeders slaughtered: ratios are based on expert advice and industry statistics (McRae & 
Thomas, 2014). 
Breeding rates are based on MLA statistics (McRae & Thomas, 2014).  
Desired breeding stock based on MLA Statistics (McRae & Thomas, 2014). 
Short-term impact of weather based on expert advice. 
Long-term impact of weather based on expert advice. 
Percentage of feedlot finishing as a function of weather based on industry expert advice. 
Feedlotting expedites the growing of cattle. Rather than taking some 250+ days on grass, 
cattle are finished in 72 days. 
Effect of price on supply/modified by weather. These ratios involve estimation. 
Effect of inventory on price. This ratio involves estimation.  
Effect of meat margin on demand. This ratio involves estimation. 
Impact of international carbon price differential. 
Time period from birth to suitability for slaughter based on industry expert advice. Cattle 
are classified as calves until 7 months, weaners until 16 months at which stage the heifers 
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are sorted to breeding or through to slaughter. At 24 months cattle could technically be 
slaughtered but if conditions permit they can be held up to 30 months on farm. 
Opening Inventory based on industry statistics and achieving steady state. 
Proportion of weaners to breeders vs slaughter selected to match industry statistics. 
(Note: Expert advice comes from the knowledge domain in this case the Case-study Firm). 
 
 Stock-and-flow diagrams 
Sections 5.8.1 to 5.8.4 present diagrams of the stock-and-flow diagrams developed for each 
sector that together consitutue the simulation model. Previously, the two models have been 
discussed. Model 1 is the model incorporating a high level of operational detail in the supply 
chain. This is the major difference and accordingly, both the processing sector diagram for 
Model 1 and Model 2 are presented below. All other sectors are Model 2. 
Figures 5.23 and 5.24 have been built and specified to reflect the case-study processing 
supply chain, which outputs meat and meat products in response to demand which, in this 
model, is assumed to be exogenous. Consistent with Sterman (2000) commodity market 
model, this model incorporates the feedback structures of capacity utilisation and acquisition 
reflecting the physical and information delays in bringing a product to market. The 
processors’ meat margin and availability of cattle drive production. High meat margins lead 
to higher use of existing capacity. Because of workforce protocols, increasing capacity 
utilisation can involve delays if the adjustments to shifts is permanent as opposed to a 
temporary increase. As utilisation climbs, the plant may acquire additional chilled capacity 
for product storage but it can only increase the capacity of the kill floor by increasing 
utilisation. Input into the supply chain is moderated by the stun rate (kill rate) and the hours 
worked (shifts). Hours worked will reflect any downtime and plant efficiencies. Beef 
processing is labour intensive so shifts include those for kill floorshift, boning room shift, and 
cleaning. A switch has been used to build in variability in shifts which can directly result from 
shutdowns, variation in supply, weather and profitability.  
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5.8.1 The processing supply chain sector and rationale 
 
Figure 5-23: Model 2 Beef Processing Supply Sector 
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Figure 5-24: Model 1 Beef Processing Supply Sector
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Conveyors have been used to represent processes that impose a constraint and to reflect 
the true dynamic of the flow of cattle across the floor. Leakages have been used to remove 
by-products and condemned materials. The capacity of the primary chiller is a potential 
bottle neck. If primary chiller capacity is full then production must cease as their will be no 
storage available in the chillers. Although the boning room is the release valve for the chiller, 
it has a maximum capacity. Meat goes to the export market as frozen or chilled depending 
on orders. The ratio of frozen to chilled that the boning room can handle determines how 
the primary chillers are unloaded. End-product chillers and plate freezers are also subject 
to capacity constraints. 
5.8.2 The Australian livestock supply model sector and rationale. 
In Australia, cattle are predominantly grassfed on paddock. There are feedlots in operation, 
many of which are used for finishing cattle but slaughter cattle are predominatly grassfed. 
The Australian livestock supply market model ALSMM (see Figure 5.25 and 5.26 below) is 
an original model of the Australian beef and dairy cattle population complete with delays. 
The demand for cattle comes from the processor and the live export markets; this demand 
is influenced by profitability which is more complex than just commodity price. As product is 
predominantly exported, demand for slaughter cattle is driven by the meat margin. This 
model therefore incorporates the feedback loops of capacity building, weather on the supply 
side, and profitability on the demand side. Cattle entering the herd at birth, progress through 
a series of age and weight milestones. As the various milestones are achieved, the cattle 
are sorted into weaner, breeder, light and heavy weight live export, grain fed and grass fed. 
Those not destined for live export or lost through death, which achieve the desired finishing 
weight, become available for slaughter.  
Like the Meadows (1970) model, cattle production is subject to gestation and maturation 
delays. This inertia introduces the oscillations that Sterman (2000) refers to in his models. 
In a departure from (Meadows, 1970), in this model, beef product demand is treated 
exogenously with the assumption that whatever is produced can be sold into a market 
somewhere. This is based on advice from experts within the case study firm. There is of 
course an underlying assumption that world demand for beef is solid.  
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Figure 5-25: Livestock Supply Sector 
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Figure 5-26: Demand and Supply Sector 
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On the supply side, not withstanding the existence of well documented endogenous 
commodity cycles in the price of beef cattle, weather is a critical exogenous factor in the 
outlook for the Australian herd affecting breeding, births, weaning rates, and slaughter 
numbers and yield. La Nina weather patterns, such as those experienced during 2010-12, 
are traditionally associated with the herd rebuilding years. Conversley, El Nino or drought 
weather patterns, such as experienced in 2013 and the first half of 2014, are associated with 
declining herd size as a result of record slaughter rates as cattle are pulled forward, 
producers experience poor weaning rates, and reproduction rates fall. Weather also 
primarily determines the percentage of cattle finished on grass versus the percentage of 
cattle finished on feedlots, how quickly breeders are retired, and the percentage of cattle 
slaughtered as weaners. In the simulation model, the decisions that producers and 
processors make based on weather scenarios are incorporated through the use of graphical 
interfaces that work to increase or decrease supply and demand for cattle based on the 
prevailing conditions. 
This ALSMM recognises that feedback impacting upon the supply of cattle will vary 
depending on the short-term and longer term weather impacts that are described in Table 
5.5 below. The supply of live cattle for slaughter is predominantly driven by the weather in 
Australia and the long lead times in growing cattle. Within the obvious constraints of mature 
cattle availability, continued patterns of El Nino weather (drought) can see an oversupply of 
cattle to market, which drives down livestock price. Livestock price can be driven up under 
La Nina conditions (good rain) because of a shortfall of cattle to market as producers look 
to benefit from the financial gains that accrue from fattening. While the suppliers’ supply 
curves can react to prevailing price, the dominance of the price loop can change based on 
the weather dynamics. And the same weather dynamic can produce different feedback 
patterns over time. Initially, more rain will cause producers to hold their cattle longer thus 
driving up price, which happened in late 2012. However, slaughter ready cattle can only be 
fattened for so long as they will eventually have to come to market. This happened at the 
end of 2013. A few good years of rain saw a market saturated with slaughter ready cattle 
creating an oversupply which had the effect of driving price down. So, the size of the 
Australian cattle herd and the resulting livestock commodity price depends both on the 
exogenous influence of weather and its impact on the endogenous dynamics generated 
within the livestock and the red meat processing system. The numeral “1” has been 
nominated to represent an El Nino weather pattern and “0” to represent a La Nina Pattern. 
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Table 5-5: Response of cattle supply to weather 
Weather Scenarios 
Likely Effect on Supply to Market in T1 
Current 
T1 
T-182 T-475 
1 0 0 Increase in Supply courtesy of two good years of rebuilding 
and a reluctance to hold for fear drought will continue. Need 
to bring through more grass cattle. Lilkely to be a reluctance 
to hold breeders so would expect increase in release for 
slaughter. 
1 0 1 Normal Supply. 
1 1 0 Herd would be in decline and supply would decline in the 
second half of the year as the cattle born in the good year will 
have already filtered through.  
1 1 1 Herd in decline from long-term drought. Supply below normal. 
0 1 1 Would expect breeding to increase but supply still below 
normal. 
0 0 1 Herd in rebuilding but would expect supply to increase 
towards the second half of T1 as cattle born in previous year 
become available. 
0 1 0 Below average supply because of lower breeding and 
conditioning because of prior year of drought. 
0 0 0 Above average herd and above average supply as slaughter 
ready cattle hit the market after 2 good years. 
 
As with any population, births increase the population and deaths act as a drain. Births result 
from the number of reproductive heifers/cows which, in turn, result from the size of the 
breeding herd and the impact of the weather on the productivity of those females. In addition 
to the reproductive fraction dynamics (Reprod Fraction), the logistics of gestation and 
reproductive efficiency influence the number of live births (.74 * .8 [birth fraction] yielding .66 
as total birth fraction under La Nina). Reference data suggest rates between 40-80 per cent 
in North Queensland (Anderson et al., 1988). Newly born cattle are classified as calves until 
seven months old (or 212 days), after which they are technically weaners (Anderson et al., 
1988). Whilst births data is not available, it has been possible to work backwards from the 
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MLA’s statistics for total herd size and slaughter rates (McRae & Thomas, 2014) to calculate 
that some eight million calves were born in 2011. If they spend 212 days out of 365 as calves 
then .58 per cent of births or 4.64 million calves need to be in the calves’ conveyor and then 
an additional 3.36 million need to be generated across the full year. 
The sorting yard breeders reservoir receives all cattle turning 16 months. While MLA 
reference data (McRae & Thomas, 2014) indicate that females are slightly more than 50 per 
cent of the population. Not all females become breeders/cows. Some heifers continue 
through to grass or grain-market fattening. The model assumes around 30 per cent of the 
50 per cent of females entering the conveyor become breeders, meaning that some 20 per 
cent of females and the 100 per cent of males flow through to the sorting yard beef, which 
depends on the weather. Of the sorting yard beef, the quantity flowing on to the feedlot is 
again influenced by the weather. In El Nino conditions, cattle weighing 320kg can enter the 
feedlot and, 70-90 days later, turnoff as slaughter ready weighing 540kg. The alternative is 
grass fattening for one year to get to market condition, but this clearly slows the flow through 
to slaughter. 
The first live trade decision happens around 16 months when light cattle, weighing between 
300 and 400kg can be sent to Indonesia, Philippines, Malaysia, Israel and other Middle 
Eastern countries. The second live trade decision occurs much later as export quality cattle 
weighing 450 to 550 kg are sent to Vietnam and China, which take mostly dairy cows, that 
is, around 55,000 or 2 per cent of the dairy herd of 2.5 million. 
Assumptions need to be made in calculating the number of breeders to retire. These are the 
cows that are retired from the breeding program and sent to slaughter (equivalent to culling). 
In good weather or La Nina years, industry knowledge suggests that the female kill as a 
percentage of total slaughter is in the low 30 per cent. This means that the herd is rebuilding. 
As the female kill approaches 40 per cent, the herd is in decline. As 2012 was a La Nina 
year, it can be assumed that the herd was rebuilding or at least stable. This would leave a 
female kill in the low 30 per cent. If the total slaughter was 7.97 million, then 32 per cent 
would suggest a total female kill of 2.5 million. Now, in the breeders sorting yard, 30 per cent 
of the 50 per cent of the population that are females goes to breeders. Grossing this up to 
100 per cent means that this is 60 per cent of the total. This suggests that the total retired 
breeders for one year divided by the total female kill should be around 60 per cent with the 
other 40 per cent of female kill coming from grass and feedlot markets. Working backwards, 
if the total of retired breeders divided by 2.5 million is to equal 60%, the total retired breeders 
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must equal 1.56 million or around 4,274 per day. To achieve this daily rate, breeders have 
to be retained for more than eight years (which is the La Nina transit time in the breeders 
conveyor).  
Supply of livestock for slaughter comes from the grass market, the feedlots, retired breeders, 
cattle slaughtered as weaners, and finally retired dairy cattle sent to the US markets as 
grinding beef. Both the dynamics of the flow of cattle and the demand for cattle influence 
the livestock price. Cattle cannot realistically accumulate in inventory as typically happens 
in the product market. Because cattle are generally cleared out of the market at a price, the 
inventory cannot be used to adjust price as is the norm in a demand/supply model. The flows 
need to be used to adjust price. Cattle reach an optimal weight at which point further 
fattening reduces their value so the inventory itself is dynamic. Holding for further fattening 
is only an option if grass is available. 
This model recognises that live cattle are not inventoried. It assumes that the price signal 
for livestock price comes from the daily shortfall of cattle demanded by the RMP versus 
cattle the producers are willing and able to supply. This is a very short-term outlook and 
differs from the approaches of Meadows (1970) model that sees price driven not only by 
demand and supply but also by the inventory of beef produced. Beef products are not really 
inventoried in Australia. The turnaround between processing and sale is short for grass-fed 
and lot-finished cattle so that efforts are made to time the sale of product with livestock 
procurement and price fixing. While this is largely true, it is also a little inaccurate as it does 
not acknowledge that many cattle are purchased on a grid-pricing system so price and 
supply can be fixed for a month. This removes some of the meat margin volatility and justifies 
using a smoothed price with a lag of 30 days. Other ways of incorporating an inventory of 
slaughter cattle were experimented with but none of the attempts was able to successfully 
reproduce observed behaviour over time. 
In reality, although there is no inventory of slaughter cattle serving to moderate the peaks 
and troughs that livestock price exhibits, the producer does have a window of fattening time 
in which he decides to hold or release cattle depending on weather and feed outlook. In the 
real world, the producer is at the whim of the weather, willing to retain breeders and hold 
cattle for fattening if conditions are suitable in the short-term and ready to push cattle through 
to market at any price when drought conditions threaten or prevail and feed is scarce. 
When the number of cattle producers are willing to supply to market equals the number of 
slaughter cattle demanded by processors in Australia, the price will be in equilibrium. 
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However, the Australia livestock price has historically shown oscillatory behaviour 
suggesting that equilibrium is rarely achieved (see Figure 5.5). 
Data provided by the NLRS (see Appendix 15) have been used to calculate time series data 
of a historical livestock price. They are composed of the live weight process for Jap ox, 
Korean steer, trade cattle and US cow converted to dressed weight. To convert live weight 
(LWT) to HSCW the Jap ox, Korean steer and trade cattle, the LWT price has been multiplied 
by (100/54) with 54 being the standard portion of the carcass that is converted to HSCW. 
To convert the cow to HSCW, the live weight price has been multiplied by (100/50). This 
was then summed and a simple average taken. Another option would have been to use the 
Queensland cattle market index (QCMI). The problem with the QCMI is that it is an index 
and would require knowledge of the base year prices (1985=100) to convert the index to 
DWT prices. The NLRS was unable to source base data prices as they had only taken over 
calculation responsibilities during the 1990s. 
There are no reliable statistics available on cattle mortality. Anecdotally, it is known the 
branding rates (loss form weaning) increases both with intensifying drought conditions and 
cattle deaths during a normal lifetime. The parameters and feedback have been designed 
to recognise these dynamics. 
The purpose of the model is to generate a livestock price by incorporating the feedbacks 
and delays at play in the Australian cattle markets and the red meat processing markets. 
The model sets out to replicate 2012 dressed weight livestock pricing and then move into 
forecasting livestock prices for 2014/15 and 2016 based on market fundamentals. The 
forecast price is derived from the supply and demand for livestock; in the case of this thesis, 
the demand for livestock is determined by the case-study firm’s overall targetted meat 
margin. A meat margin is a type of profitability margin but does not include all costs. The 
resulting forecast price based on market dynamics will then be used to run the net income 
model that incorporates all costs and simulates the ability of the industry to remain 
competitive. As mentioned, the world price for beef products is treated as exogenous. It has 
been parmaterised based on actual pricing data for 2012 provided by the case study. 
Because it contributes to the calculation of the meat margin, pulsed increases and 
decreases will be investigated in the simulations. 
Finally, because not all meat exporting countries price the carbon emissions of their RMPs, 
the Australian RMP is at a competitive disadvantage. This information would influence the 
RMP’s mental model of operating conditions. This has been factored into the model through 
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the use of a converter which uses a ratio to build in the likely perceived cost of this 
disadvantage into the meat margin. 
5.8.3 The liable emissions sector and rationale 
Australia’s CEL imposes a carbon tax on GHG emissions from stationary energy, industrial 
processes, and fugitive and non-legacy waste. The legislation targets emissions of the six 
gases recognised in the Kyoto Protocol. Red meat processing emits carbon dioxide from the 
burning of coal and gas along with methane and nitrous oxide from wastewater processes. 
The emissions subunit captures the case-study facility’s GHG emissions measured per 
tonne of HSCW. It has been informed by the carbon footprint data obtained by undertaking 
a partial LCA. The footprint per analysis group involves Scope 1, 2 and 3. Under the National 
Greenhouse and Energy Reporting legislation, the case-study firm is only required to report 
on direct on-site emissions and indirect Scope 2 emissions for this facility. The Scope 1 
emissions come directly from boiler fuel consumption and fugitive emissions from anaerobic 
wastewater treatment systems while the indirect Scope 2 emissions result from electricity 
consumption. Only direct Scope 1 are liable emissions hence the stock liable emissions.The 
liable emissions per tonne of HSCW feeds into the net income model where a current carbon 
price per tonne of CO2-e is applied. The stock-and –flow diagram is shown in Figure 5.27. 
5.8.4 The net income sector and rationale. 
The net income subunit (see Figure 5.28) relies on the ALSMM emissions and processing 
sub-units to calculate the facility’s profitability based on realistic projections of tonnage 
produced, revenue per tonne of HSCW, prime costs (livestock), carbon tax liability, operating 
costs, exchange rate impacts. The profit reservoir accumulates what is effectively the profit 
before tax of the case study firm. Finance costs are included. Net daily income is calculated 
as the daily change in this stock over time. 
The model uses a realistic beef price based on the actual prices received by the case study 
firm in the first quarter of 2012. The operating costs are guided by case study data and the 
split of domestic versus export sales is representative of the case study firm. 
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Figure 5-27: Liable emissions sector 
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Figure 5-28: Net income sub sector 
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 Model documentation and evaluation 
Levels of confidence in SD models depend on the rigour of the documentation and the 
adoption of a systematic approach to assessment and testing. Zagonel and Corbet (2006) 
developed a framework that proposes five components of practice: 1) systems mapping, 2) 
quantitative modelling, 3) hypothesis testing, 4) uncertainty analysis, and 5) 
forecasting/optimisation. This framework has been adopted as a structured way of 
evaluating this thesis and Subsections 5.9.1 through to 5.9.5 detail the steps taken to satisfy 
each of the five components described in Table 5.6 below. 
Table 5-6: Model assessment framework (Zagonel & Corbet, 2006) 
Components of Assessment Framework 
1.System Mapping 
Is the structure consistent with the descriptive knowledge of the system? 
Do the decision rules capture the behaviour of the actors? 
2.Quantitative Modelling 
Is there physical conservation? 
Is there dimensional consistency? 
Are the results sensitive to the choice of time step/dt? 
Does each equation make sense even when its inputs takes on extreme values? 
Do all parameters have real world counterparts? 
Does the model generate the modes of behaviour observed in the real system. 
Are the boundary assumptions reasonable. Would the emodel behave differently if 
relaxed? 
Is the model endogenously generating observed behaviour without the use of exogenous 
variable to create the desired effect? 
3.Hypothesis Testing 
Does the model qualitatively reproduce behaviour? 
Are the important concepts endogneous? 
Do the decision rules capture the behaviour of the actors in the system? 
Does the model successfully anticipate the response of the system to novel conditions? 
Does the model respond plausibly to extreme shocks, parameters? 
Do anomalous behaviours result when assumptions are change? 
Can the model generate behaviour observed on other applications of the same system? 
4.Uncertainty Analysis 
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Do numerical values change significantly when parameters are varied over the plausible 
rage of uncertainty? 
Do the policy implications change significantly when parameters are varied over the 
plausible rage of uncertainty? 
Has the impact on policy recommendations been analysed for boundary changes? 
5.Forecasting and Optimisation 
Ability to reproduce BOT. Pattern prediction? 
5.9.1 Systems Mapping 
A description of the information and data collection processes undertaken to elicit the causal 
relationships, inter-organisational linkages, and interdependencies is detailed in Section 5.1. 
Attention was paid to accurately reflecting the delays inherent in the gestation and 
maturation of cattle for beef slaughter in Australia. This was achieved through the use of 
conveyors. This researcher notes that the use of so many conveyors was a programming 
challenge as they appear to test the capabilities of the software. It took many iterations of 
the simulation model to overcome these challenges, which related to the capability of the 
conveyor to “leak” stock as specified. The resultant conceptual model, individual CLDs and 
stock-and-flow diagrams are detailed in Chapter 5, Sections 5.2, 5.3 and Section 5.8. 
5.9.2 Quantitative Modelling 
5.9.2.1 Documentation 
The development of the simulation model as documented in Sections 5.8 is supported by 
full-model documentation as presented in Appendix 18. A standard excel template for model 
documentation has been used.  
5.9.2.2 Model consistency 
Appendix 17 shows that physical conservational and dimensional consistency has been 
checked and achieved. 
5.9.2.3 Integration error (dt) 
The time step (dt) has been experimented with. In the operational model (Model 1), the 
processing module requires at dt of 1/25 to produce a one hundred percent accurate number 
of carcasses per shift based on stun times and hours worked. At a dt of 1/9, the level of 
accuarcy is still within 95 percent, so it is reasonable to run Model 1 on the larger dt as the 
variance in tonnage would not materially affect the impact of carbon pricing. The other 
sectors produce reliable data with much lower dts of 1/4, 1/9 and 1/16. A dt of 1/25 makes 
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the simulations a little slower because they are being run daily. The processing module runs 
with ninety nine percent accuracy with dts of 1/16 and 1/9 but under produces HSCW at a 
dt of 1/4.  
While it may seem unusual to use a daily timestep in a model that is being used to simulate 
scenarios some three years into the future, there is logic behind the choice. It was chosen 
to ensure a high level of accuracy in the output of tonnes of HSCW produced by the supply 
chain so that the processing sector model to be a useful stand-alone systems dynamics 
based management tool. To do this, it was necessary to build in the capacity to change the 
shifts worked per day and per week as the case-study facility regularly uses changes in 
shifts to respond to supply, price and labour challenges. As a result, a daily timestep became 
a necessity for the model. Because the processing sector is a high-turnover sector, to 
accurately calculate the output, the dt needs to be small. The negative aspect of this 
approach is acknowledged and is addressed in Chapter 7, Conclusions. 
The second longer term model developed for this thesis is formulated with parameters that 
are based on the simulation findings of model one.This model is run in weeks for a twelve 
year interval using hours worked by week. 
In model one, there is fine detail on the shift start ups and changes. This level of detail is 
warranted in the specification of this model because of the interdependance between kill 
floor shifts and boning room shifts and the need to accurately reflect delays and capacities 
in the supply chain. 
In model one, when a nine-shift week is worked, there are two shifts from Monday to 
Thursday and one on Friday. Figure 5.29 is how a week looks with the normal pattern of 
shift start ups and refreshment breaks.  
 
Figure 5-29: Shift start ups 
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This pattern is reflected in the output data when stocks are graphed, most notably, net 
income. When building SD models, one of the pitfalls is the presence of ringing (Ford, 2010), 
a term for unwanted oscillations resulting from a poorly designed system. This researcher 
is confident that the appearance of oscillations in output graphs is not artifactual but rather 
an endogenous consequence of the specification of the shifts. 
5.9.2.4 Extreme conditions test 
Each sector of the model has been subjected to extreme behaviour tests to ensure that both 
the model’s equations and its outputs make sense and behave rationally under extreme 
conditions. These tests are detailed in Appendix 11 to 14. All parameters have real world 
counterparts. The model’s output generates the modes of behaviour observed in the real 
system, the first proof of which is the output of the ALSMM which is compared to actual 
livestock market data in Table 5.7 below.  
5.9.2.5 Basic-behaviours reproduction 
With the thesis having initialised the simulation model with end 2011 data for Australia, Table 
5.7 compares the actual historical data with the model output indicating a close fit for 2012. 
The 2013 results generated by the model also appear to closely replicate behaviour over 
time. ABS 2011-12 data suggest that, in 2011, the herd finished at 28.5 million including 
dairy cattle (ABS, 2013). The 2012 total cattle and calves finished at 28.418 million and 2013 
total cattle and calves were 28.34 million (ABS, 2013; Australian Government, 2013). The 
MLA Australian cattle industry projections (McRae & Thomas, 2014) note that, as of June 
2014, the Australian cattle herd was forecast to be around 27.5 million head, a 2.7 per cent 
decline from 12 months earlier, suggesting that the herd at June 2013 was around 28.4 
million head and in line with ABS figures. MLA projections predicted very small herd growth 
from 2013, reaching 28.35 million by 2018.  
ABARES livestock slaughter statistics indicate slaughter by the end of 2011 was 7.943 
million head and end 2012 was 7.978 million head. Although actual 2013 end-year data are 
not available, the MLA Australian cattle industry projections estimate 8.36 million to 
slaughter for 2013 (which is the highest annual level since 1978) as 7.7 million slaughtered 
has been the average from 2000 to 2012 (McRae & Thomas, 2014). This is largely because 
of the number of slaughter-ready cattle being turned off after the good rains and breeding 
seasons experiences in 2010 and 2011.
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Table 5-7: Model outputs vs actual data 
 
Year Model 
Population 
(incl Dairy) 
(million) 
Actual 
Population 
(incl dairy) 
(million) 
Model 
Slaughter 
(incl 
dairy) 
 (million) 
Actual 
Slaughter 
(incl 
dairy) 
(million)  
Model 
Live 
Export 
Actual 
Live 
Export 
Model 
Feedlot 
(million) 
Actual 
Feedlot 
 (million) 
Calf 
Pop’n  
Model 
(million)  
Breeders 
(million) 
2012 29.2 28.5 ABS 
29.0 
(MLA) 
7.87 7.978 .616 .619 .483  
(note: not 
qtrs-
divides yr 
into 5) 
Avg .650-
.750 qtrly 
5.19 13.1 
2013 28.9 28.25 8.3 9.10e .810 .820e .547  5.0 13.05 
2014 27.8 27.5e 8.5 8.3 .870 .900e .547  4.7 12.78 
2015 27.2 na 8.1 
 
na .813 .na .547  4.6 12.5 
 
e = estimate MLA
Source. S McAVOY; (McRae & Thomas, 2014) 
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According to MLA estimates (McRae & Thomas, 2014), some 619,000 cattle were sent live 
export from Australia either as light, heavy or dairy in 2012. The model is calibrated to export 
614,000 in year 2012. In that year, there was an embargo on cattle to Indonesia, which tends 
to be the cattle that are exported live as light weight rather than full weight. Because MLA 
(McRae & Thomas, 2014) data indicate that trade resumed at higher volumes in 2013 and 
2014, a graphical interface has been used to indicate the non-linearity of this feedback within 
political decisions. The specification of this parameter is thus consistent with the actual 
knowledge of live trade policy. 
The second visual evidence of reliable output is the ability of the model to replicate livestock 
price. The graph below (Figure 5.30) shows the actual livestock price (a calculated index 
based on NLRS and industry advice; see Appendix 15) and the price delivered by the 
simulation model initialised with end 2011 stocks. The obvious dip in price is most likely 
caused by the RMP’s response to what then was a historically high livestock price which 
reflected in reduced meat margins and consequently lower demand for slaughter cattle. 
 
Figure 5-30: Actual vs simulated livestock price (Meat and Livestock Australia, 2014) 
The model boundary and dynamic hypothesis has been developed based on an extensive 
examination of the industry (see Figure 5.9). It is recognised that to keep the model 
manageable, boundaries had to be established. While this researcher acknowledges that 
different modellers may use different boundaries, the model boundaries specified in this 
model appear to capture the key dynamics insofar as the model has managed to generate 
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observed behaviour evidenced through the output of accurate historical data. While there 
are a number of exogenous variables, they are influencing or shocking the endogenous 
behaviours, rather than generating the behaviours. By far, the greatest influence on the 
livestock price is the inertia inherent in the production of market-ready beef cattle as it takes 
some two year to produce cattle for the slaughter market.  
5.9.3 Hypothesis Testing 
Many of the conditions listed under hypothesis testing have been addressed in the sections 
above and through the model documentation. The model incorporates the important 
dynamics and can reproduce behaviours evident over time. The model responds as 
expected to novel conditions. These tests are detailed in Appendices 11 to 14 as mentioned 
above. A number of simulations have been run for which the key results are presented in 
the discussion in Chapter 6. The model has been able to provide answers to the dynamic 
hypothesis and the results are as expected. The model does behave as expected when the 
assumptions are changed. While the simulations did not test whether the model can 
generate behaviour observed in other instances of the same system, it is reasonable to 
assume that the ability to generalise this model to related industries would be possible with 
some modifications for industry nuances. 
5.9.4 Uncertainty Analysis 
The cost of livestock is the prime expenditure for the RMP and can represent some 70-80 
per cent of total cost. For this reason, the livestock price plays a significant role in the 
profitability of RMP and therefore, the conclusions drawn from this thesis. It has already 
been acknowledged that commodity prices display oscillating behaviour. It has also been 
suggested that the introduction of the carbon tax could impact the commodity price insofar 
as it may interrupt the feedback loop that brings livestock price back towards a market 
equilibrium if it over or undershoots. So it is essential that the livestock price generated by 
the model be defensible. 
The ALSMM uses a SD approach to generate a future livestock price. The key independent 
variables in this model are breeding rates and breeding stocks, how the firm responds to 
variations in meat margin (which responds to livestock price and world beef commodity 
price) and how the producer responds to inventory and livestock price. While these variables 
have been specified using expert knowledge, some calibration has been necessary where 
knowledge has been imperfect. This often applies to the Australian beef market datasets 
because Australia is a large country and its beef industry is fragmented. To address this 
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data uncertainty and evaluate whether the model is performing in a reasonable manner, a 
base case has been identified using model one. Model one covers a three year interval and 
has a daily time step. The graphs presented below depict the key business activity indicators 
of daily income (Figure 5.31) and yearly production (Figure 5.32). The third graph (Figure 
5.33) depicts the livestock price under the base case with the carbon price set at $24/tonne 
and the weather pattern set at El Nino (drought). Large areas of Australia have been in 
drought since 2013 and the patterns looks set to continue hence the weather specification.  
 
Figure 5-31: Base case average daily income 
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Figure 5-32: Base case yearly slaughter 
 
Figure 5-33: Base case livestock price 
 
The reproduction fraction and the meat margin are identified as parameters containing 
uncertainty having been based on judgement and interpretation of research rather than 
factual data. There are many variables that can influence reproduction fractions. The base 
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Figure 5-34: Net daily income sensitivity to reproduction fraction 
 
 
Figure 5-35: Livestock price sensitivity to reproduction fraction 
Figures 5.34 and 5.35 show that a small change in the reproduction fraction can lead to a 
large change in livestock price after the one and a half to two years. They also show timing 
disconnects in the system between cause and effect of change. In other words, there are 
delays in the system due to livestock maturation and producer’s breeding strategies. After 
two years, the model shows livestock price is highly sensitive to the reproduction fraction 
with the lower fraction not unexpectedly putting an upward pressure on the livestock price 
and the higher one depressing price as higher supply works its way through the system. 
This result would be similar for changes in other related input variables including birthing 
rates, desired breeding rates and number of females slaughtered. The result is significant 
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because it is not intuitive to causally connect reproduction and birthing decisions at t-730 days 
with the current livestock price. Figure 5.36 shows the effect of the reduced reproduction 
(.8) on slaughter rates, which show a decline consistent with a higher livestock price.  
 
Figure 5-36: Sensitivity to higher reproduction fraction 
Both Model 1 and Model 2 were used to test the sensitivity of outputs to the meat margin. 
The meat margin was assigned a normal distribution with a standard deviation of .1 to gauge 
the impact of changes in these parameters to the model results. Model 1 (Figure 5.37 below) 
showed expected impacts on livestock price. 
 
Figure 5-37: Model 1 Sensitivity of meat margin 
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not highly uncertain, setting the meat margin parameters does require quantification of 
processors decisions. Using base case settings, the sensitivity analysis suggests that small 
changes in this parameter won’t lead to major changes in the results. The livestock price, 
net income and production (slaughter) graphs with 100 simulations are presented in figures 
5.38, 5.39 and 5.40 with trends in production, price and income as expected for the base 
case scenario over the longer twelve year run. The model’s sensitivity to gross sales price 
(world beef price) was also tested and outcomes increased and decreased income as 
expected, all other things being equal. 
 
Figure 5-38: Livestock price sensitivity to meat margin 
 
Figure 5-39: net Income sensitivity to Meat Margin 
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Figure 5-40: Production per week 
5.9.5 Forecasting and Optimisation 
The model quantitatively reproduces past reference behaviour (see Table 5.6). The 
reference mode graphs below (Figure 5.41 and 5.42) have been informed by behaviour-
over-time data as detailed in section 5.1.1. When drought conditions prevail in Australia, the 
livestock price falls in the first instance.  
 
Figure 5-41: Reference base case under El Nino conditions (S.McAvoy) 
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Figure 5-42: Reference base case under La Nina Conditions (S.McAvoy) 
This is because there is an increased availability of slaughter cattle because producer’s do 
not have sufficient feed supplies. In Australia, cattle are predominantly grass fed. As the dry 
conditions persist, the lower livestock price and availability of cattle will increase the 
processors margins. However, eventually, the herd will begin to run down as producers 
make the decision to reduce their breeding programs and in the longer run both herd size 
and slaughter will begin to fall. Margins will begin to return to an equilibrium after the years 
of exceeding normal levels. 
The reverse will be true under a La Nina weather patterns where good rains facilitate 
expanded breeding programs and herd rebuilding. Livestock price rises as a consequence 
of producers being able to dictate the timing of the sale of their cattle. Gestation and 
maturation delays as well as producers decisions impact the amplitude and magnitude of 
patterns. 
These actual and predicted behaviours are replicated by the model output as shown in the 
comparative graph Figure 5.43 below. The model output is from Model 1 simulating a base 
case. The output of the simulations are very close to historical data, though as previously 
mentioned, different institutions do exhibit considerable variation in the reporting of historical 
data. 
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Figure 5-43: Reference vs historical behaviour (S.McAvoy) 
The more comprehensive point-prediction comparative results in Table 5.6 indictate that the 
model is successfully replicating the trends in the livestock market and livestock price 
behaviour over time suggesting that the important industry dynamics have been captured 
by the model. Simulations 1.1 and 1.2 along with 1.5 and 1.6 in Chapter Six (p.152) capture 
the reference mode behaviour posited in Figures 5.41 and 5.42. The ability to reproduce 
behaviour validates the feedback and delays that informed the structure of the model. 
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 Results and discussion-system dynamics simulations 
This chapter outlines the simulation results. Results have been presented using both Model 
1 and Model 2. Model 1 is a daily time step model with an operational focus. Model 2 is 
parametised with output data from model 1 and is run with a weekly time step. 
 Model 1 Simulations 
6.1.1 Simulations 1.1 and 1.2: 
The first simulation runs for 3 three years and presents comparative output for a base case 
(consistent with business patterns over past years) with the carbon tax set to $0 and 
$24/tonne of CO2e. The simulations use the before tax emissions footprint because the 
reduction in emissions was not effective until the end of 2014. In the base case, the historical 
weather pattern of El Nino (drought) was used following a transition after year one from a 
La Nina weather pattern. The exchange rate has been kept constant at .94 cents to make 
the simulation results easier to interpret. AUD gross sales value per tonne have been kept 
relatively constant. The time step is daily and the dt is 1/9. The livestock model is initialised 
with beginning of 2012 data whilst the supply chain model gives every stock an initial value 
of zero. 
6.1.2 Results of Simulations 1.1 and 1.2 
The left hand column of Figure 6.1 presents simulation 1.1 results for livestock price, annual 
slaughter with a carbon tax of $0. Net income and annual slaughter data have been exported 
to excel where the graphs as presented have been generated. This is because the iThink 
graphs are difficult to read due to the fluctuations that occur due to the representation of the 
shifts (oscillations are created due to zero production every seventh and eighth day). An 
alternative would have been to use a smoothing function on net income which would have 
achieved a similar result. As discussed, simulation 1.1 has been specified to represent a 
base case. The right hand column is simulation 1.2 wherein the carbon tax is set to $24. 
The net income graph in Figure 6.1 compares the tax at both $0 and $24. 
It can be seen that the income is lower under the carbon tax. This is not unexpected. The 
impact of the carbon tax being removed is understated because the pull through scope 2 
costs associated with the carbon cost of electricity (which are indirectly borne by the RMP 
in their utilities charges) are still built into the operating costs for the calculation of net 
income. So the difference between a $0 tax and a tax of $24 is actually greater than shown. 
The case study firm remains profitable even with a carbon tax of $24 under an El Nino 
(drought) weather pattern. The logic behind this result is that drought conditions in Australia, 
which have prevailed for many years, put pressure on the producers who need rain to grow 
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grass for feed. Most cattle in Australia are grass-fed. As the dry weather continues, 
producers are pressured to sell stock because they cannot feed them. This puts downward 
pressure on the livestock price as cattle are pushed through to market in greater numbers. 
Consistent with historical patterns, the RMP maintains relative production levels despite the 
imposition of the tax. History over time data shows a relatively stable production volume 
despite operating on variable profit margins that are as low as 2-3% or even negative. Again 
this seems to be an anomaly of this industry. 
 
Figure 6-1: Results of simulation 1.1 and 1.2 
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6.1.3 Simulations 1.3 and 1.4 
Simulations 1.3 and 1.4 show the base case simulation but allow a moderate exchange rate 
variance, along with the assumption of a continuing El Nino weather pattern. All other 
specifications remain unchanged as the impact of the carbon tax is explored with a variable 
exchange rate that appreciates initially and then depreciates.  
 
Figure 6-2: Results of simulation 1.3 and 1.4 
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6.1.4 Results of simulations 1.3 and 1.4 
The exchange rate does significantly impact as can be seen from a comparison of the net 
income graph in Figure 6.2 and the net income graph in Figure 6.1 above. The variations in 
income are attributable to the movements in the exchange rate. When the exchange rate 
varies, there is a direct impact on the profitability of the firm. When the exchange rate 
appreciates, the firm’s net income reduces as is evident in the first year. When the exchange 
rate depreciates, there is a noticeable rise in net income (see weeks 97 on) under both 
carbon tax scenarios. The RMP has no control over the exchange rate. Again, the difference 
in income is understated due to not removing the pull through carbon costs of electricity for 
the $0 cost scenario. In reality, the extreme exchange rate movements commonly 
experienced with the Australian Dollar introduce great uncertainty for the producer, 
regardless of the direction of their impact. 
6.1.5 Simulations 1.5 and 1.6 
Simulations 1.5 and 1.6 change the weather assumption to a continuing La Nina pattern 
which means Australia is not in drought. The exchange rate is kept constant. All other 
specifications are unchanged. When rains come, the producer is in a position to breed cattle 
with confidence and fatten his cattle on the paddock for longer. Given the gestation and 
maturation delays, there will be inertia in the system before the producer’s decisions have a 
material impact on herd size. This means that it should take up to two years for reproduction 
related price effects to show but an upward trend in price will be felt more immediately as 
producers, buoyed by the weather outlook, hold back cattle for further fattening. 
6.1.6 Results of Simulation 1.5 and 1.6 
Livestock price in Australia does respond quickly to changes in weather reflecting the 
sophistication and market awareness of both processors and producers.  
In all simulations, the impact of the carbon tax affirms the desk top analysis in chapter five. 
It is also clear from the simulations that the exchange rate movements and the weather 
patterns affect income. The conditions that prevail to dampen the livestock price in drought, 
ensure that the RMP continues to operate profitably despite the imposition of the carbon tax. 
The converse is true during prolonged La Nina weather patterns. If producers hold back 
cattle because feed is available, livestock price will rise which means the RMP’s costs rise 
significantly. Here, the imposition of the carbon tax can augment loses.  
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Figure 6-3: Results of simulation 1.5 and 1.6 
Figure 6.3 shows simulation results for simulation 1.5 and 1.6. The conceptual model 
hypothesised that the weather was a significant dynamic in the Australian beef market. The 
simulations support this and suggest it “influences” the livestock price oscillations. Continued 
good weather favours the producers who make different breeding decisions when the 
outlook is favourable and they can feed cattle longer. Removing the immediate pressure to 
sell cattle causes livestock price to trend up. In Australia, cattle remain on the paddock as 
long as 30 months depending on supply of grass. In poorer weather, they can be turned off 
as early as 24 months or finished in less time through a feedlot. As livestock price is between 
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70-80% of the RMP costs, the livestock price increase reflects in significantly lower net 
incomes and according to the simulations, can push the RMP into financial stress.  
The imposition of a carbon tax at this time needs to be put into context. It is a marginal cost 
but it can add to the financial stress of the firm/industry. In profitable times, it can be well 
afforded as simulations 1.1 and 1.2 show. However, when the livestock price is high, the 
firm’s profit margins can turn negative and this is when this marginal tax is felt. This is evident 
from the conversion of the net income graph to a profit margin as a percent of gross sales 
graph (Figure 6.4). An additional margin cost of .35% off a base of zero or negative margins 
is going to have an impact as it pushes the firm into loss sooner.  
 
Figure 6-4: Profit margin as a % of gross sales 
The ER forecast here is low at .94. If that appreciated to above one, the losses experienced 
by the RMP would be amplified. The carbon tax, during these times, makes the firm less 
profitable. 
  Model 2 Simulations 
6.2.1 Simulation 2.1, 2.2 and 2.3 
The first simulation (Figure 6.5) presents comparative output for the base case with the 
carbon tax set to $0. In the base case the historical weather pattern of El Nino (drought) has 
been continued. The exchange rate has been kept constant at .948 to make the simulation 
results easier to interpret. AUD gross sales value per tonne has been kept constant each 
year. The time step is weekly and the dt is ¼ and the simulation interval is 12 years. The 
livestock model is initialised with beginning of 2012 data whilst the supply chain model gives 
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every stock an initial value of zero. These are the same settings used to run simulations 1.1 
and 1.2 in Model 1. 
6.2.2 Results of Simulation 2.1, 2.2 and 2.3 
 
 
Figure 6-5: Simulations 2.1 
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Figure 6-6: Simulations 2.2 
Simulation 2.1 and 2.2 and 2.3 in Figures 6.5, 6.6 and 6.7 present the livestock price and 
the production/slaughter (measured in the model as actual turnoff demand per week). 
Simulations 2.1 and 2.2 use a carbon tax of $0 and $24 and simulation 2.3 uses a carbon 
tax of $100. Figure 6.8 has exported the weekly production data in figures 6.5-6.7 to excel 
to show annual production. 
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Figure 6-7: Simulation 2.3 
 
Figure 6-8: Production per year El Nino 
7200
7400
7600
7800
8000
8200
8400
8600
8800
1 2 3 4 5 6 7 8 9 10 11 12
H
e
a
d
T
h
o
u
s
a
n
d
s
Years
CT=$0, 24, 100, Fixed Er, El Nino
CT=$100 
 161 
 
 
Figure 6-9: Net Income for simulations 2.1 to 2.3 
 
Figure 6.9 shows the impact of all three carbon taxes out for twelve years. The impact of the 
tax is visible, however, the continuance of El Nino weather patterns which serve to flatten 
livestock price ensures the firm can continue to operate profitably. When operating 
profitably, business decisions do not seem to be affected by the level of the carbon tax. 
Figure 6.8 shows no noticeable difference in production across the different carbon tax 
ranges. Line 3, (pink) is the carbon tax at $100 and it shows a significant income differential. 
Like Model 1, the El Nino weather conditions flatten and depress the livestock price. The 
RMP still maintain quite high slaughter levels which can be seen to decrease as the herd 
size falls. With the inherent delays in the production of livestock and with producers likely to 
modify their expansion strategies based on lower returns and lack of feed, the herd will 
reduce and along with it supply of slaughter cattle. In the longer term, this will see production 
contract (see Figure 6.8) and have the impact of putting upward pressure again on the 
livestock price. This dynamic can be seen both in the simulation and in the movements in 
net income. 
Pulsed increases and decreases in the exogenous beef products price were also simulated. 
The graphs are not included however, as expected, the price changes served to increase 
and decrease net income. It is an outcome that is very dependent on exchange rate 
movements so quantifying its true future impact is not easy. It is reasonable to deduce that 
a falling world beef price will make conditions less favourable for RMPs who would be less 
able to absorb the lower returns under a La Nina weather scenario. 
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6.2.3 Simulation 2.4 and 2.5 and 2.6 
Simulations 2.4, 2.5 and 2.6 in Figures 6.10, 6.11 and 6.12 below introduce an exchange 
rate depreciation to the base case carbon tax simulations (CT=$0) as well as at a tax of 
$24 and $100. Using the assumptions of simulation 2.1, the exchange rate depreciates 
from base case to .76 cents.  
6.2.4 Results of Simulation 2.4 and 2.5 and 2.6 
 
 
Figure 6-10: Simulations 2.4 
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Figure 6-11: Simulations 2.5  
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Figure 6-12: Simulations 2.6 
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Figure 6-13: Net income for simulations 2.4 to 2.6 
As expected, the depreciating exchange rate increases the net income of the RMP under 
all carbon tax scenarios (see Figure 6.13). The other dynamics do not change though 
because the producer’s response to continued drought and a higher livestock price will not 
change. 
6.2.5 Simulation 2.7, 2.8 and 2.9 
Simulations 2.7, 2.8 and 2.9 replicate simulation 2.1 with La Nina weather pattern 
assumptions for a carbon tax of $0, $24 and $100 respectively. The result are shown 
below in Figures 6.14, 6.15 and 6.16 respectively. 
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6.2.6 Results of Simulations 2.7, 2.8 and 2.9 
 
 
 
Figure 6-14: Simulations 2.7 
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Figure 6-15: Simulations 2.8  
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Figure 6-16: Simulations 2.9 
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Figure 6-17: Net income for simulation 2.7 to 2.9 
Consistent with Model 1 simulations, when a La Nina weather pattern prevails, the RMP can 
struggle to operate at profit over the longer term. This is evident in the net income graph in 
Figure 6.17. Clearly, when the RMP is operating near or at a loss, the firm will be more 
sensitive to the impact of the carbon tax. Despite this, model simulation output in Figure 6.18 
shows production increasing across the 12 years. Historically, the RMP industry has 
displayed relatively stable production in the face of small to negative profit margins. The 
increase in herd size across the 12 years owing to favourable breeding conditions would 
also contribute to the result in Figure 6.18. This dynamic is a result of a feedback loop in the 
model that turns off more cattle for slaughter as the herd size increases (Figure 6.19). 
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A carbon tax of $100 makes a measurable impact on the operating profit/loss (Figure 6.17) 
of the firm and would elicit a production response in the longer term. This outcome suggests 
that in future model work, the effect of the processors meat margin on their demand should 
be a smaller percent when the meat margin is critically low. The herd will grow over the 
longer term meaning more cattle for slaughter, but the proportion of cattle slaughtered 
should fall in relative terms when the firm is operating at a low or negative margin. The 
impact of the carbon tax would be felt in the fine tuning of the production decisions based 
on the extra financial burden being born by the RMP’s under an operating scenario that does 
not permit the costs to be absorbed. A further dynamic likely to occur would be downward 
pressure on livestock prices in the longer term. The market will seek equilibrium again as an 
oversupply of cattle due to rebuilding and pasture capacity saturation eventually come to 
market. 
Finally, the simulations provide insights into the movements in the total herd. This insight is 
a critical one because policies affecting the financial viability of the industries involved in red 
meat production will inevitably influence the producers and the total cattle population. Figure 
6.19 is a simulation of the total population under an El Nino weather pattern with the carbon 
price at $24. The graph is not different when run with a carbon tax of $0.  
 
Figure 6-19: Total herd population under El Nino 
This herd dynamic is due to weather and the impacts from breeding decisions. The dynamics 
that play out under continued drought could see the herd reduce to levels that critically 
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threaten the industry. Even though the RMP is making a profit under El Nino conditions and 
can well afford the carbon tax, their financial viability could still potentially be under threat in 
the longer term due to productivity decreases related to declining herd size.  
 Simulation insights 
The simulations highlight the dynamic complexity of red meat processing. This thesis set out 
to investigate the impact of the carbon tax on the financial performance of this industry using 
system dynamics. It has confirmed that the impact of the carbon tax is marginal as 
documented in the desktop analysis on p. 100. It is therefore not reasonable to argue that 
the carbon tax, in its own right will prevent the RMP from operating competitively. However, 
the simulations have also shown that it is inappropriate to answer the central research 
question without understanding the RMP’s operating environment. It is the operating 
environment that ultimately dictates the profit margin. Even though the carbon tax is only 
.35% of gross sales, when the profit margin for the firm is zero or negative, it becomes a 
financial burden. Under these conditions, the simulations clearly show that the additive 
impact of the carbon tax contributes to the RMP’s losses and loss of competitiveness. 
There are a number of obvious trend in the results: 
 The carbon tax is a cost borne by the RMP and by definition, reduces their profitability. 
When the firm is making a loss or borderline profit, this additional cost can erode 
competitiveness and is one which has the potential to distort the normal demand and 
supply signals that work to bring price and the market back into equilibrium. 
 The livestock price oscillates as a result of the endogenous behaviour of the system. 
The weather impacts the endogenous behaviour of the system and by default the 
livestock price. Net income is highly variable because of variations in the livestock 
price.  
 The breeding decisions that farmers make because of their weather outlook impacts 
endogenously. Thus is because of delays to get cattle ready for market, the volume 
they will release to market, and longer term the overall supply available to market 
based on producer’s expansion strategies and total herd size.  
 When the livestock price experiences prolonged periods of decline, the herd size 
contracts significantly based on the producer’s decisions to contract supply when they 
are not profitable.  
 These decisions can have repercussions in the longer term that could harm the RMP. 
Even though the RMP may experience sustained periods of profitable operation, if 
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the producers actions lead to a long term deterioration in the herd, this may translate 
to lower profitability for the RMP in the longer term. 
 As would be expected, profitability tends to be correlated with the ability of the firm to 
exercise control, which occurs when the weather works against the producer and in 
the favour of the RMP. The simulations suggest that this happens under periods of 
El Nino weather patterns. None of these scenarios takes into account a severe 
interruption to supply that can happen because of the weather and Australia’s 
geographical diversity. These extreme scenarios are not uncommon in Australia and 
could be the subject of future model modifications work. 
 Under El Nino weather conditions, the case study firm is better able to absorb 
exchange rate appreciations as it has greater influence on the direction of the 
livestock price. When the exchange rate is higher, it directly impacts upon the case-
study firm’s meat margin and depresses demand which, in turn, takes some pressure 
off livestock price escalation. 
 Australia is a price taker of a US dollar beef price. The full impact of movements in 
the beef commodity price and the exchange rate have not been investigated in these 
simulations. Moderate “pulsed in” price increases and decreases were simulated as 
were some exchange rate scenarios. The key insight is that it is the interaction of the 
inputs that is important. If the exchange rate appreciates at the same time that the 
beef price rises, then the net improvement for the RMP in terms of net income may 
well be nil.  
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 Discussion and conclusions 
The central research question of this thesis asks “Does Australia’s carbon pricing 
mechanism enable red meat processors not eligible for EITE protection (and so liable to pay 
the carbon price) to remain financially competitive in their domestic and global environment? 
The secondary question asks “Can the policy mechanism bring about the greenhouse gas 
mitigation and abatement improvements sought by the legislation? 
A System Dynamics model has been developed and simulations have been run. The answer 
to the central question is not straightforward. The simulations suggest Australia’s carbon tax 
policy disadvantages the RMP because it places an extra cost on them, albeit a marginal 
one. When livestock prices are low and slaughter cattle are in plentiful supply (a situation 
that typically unfolds under El Nino weather patterns) the RMP can still operate competitively 
under a carbon tax. When livestock prices are high in the cycle and herd rebuilding programs 
are in an expansion phase due to good rains (La Nina) the RMP is less likely to be in a 
position to absorb the additional costs that the carbon tax policy imposes. In isolation, the 
impact of the carbon tax appears to make very little difference to the firm’s profitability. 
However, the impact of the tax needs to be assessed in light of the dynamic operating 
environment and consequential prevailing profit margins. The simulations show that the 
dynamic operating environment of the RMP can erode profit margins to the point where the 
additional .35% of gross sales cost added by the carbon tax at $24 cannot be afforded. To 
this end, the carbon tax can be said to be affecting the competitiveness of the RMP. 
The carbon tax is one of many costs the industry faces. It is not the most limiting (see Figure 
1.10). For example, a 5 per cent appreciation in the exchange rate on 100 million dollars of 
revenue costs more in one year than the carbon tax for the case-study firm. The simulations, 
however, suggest the tax can push carbon tax liable RMPs into operating at a loss compared 
to their competitors and also keep them so placed for longer. Three factors contribute to this 
financial outcome: first, not all RMPs in Australia are required to pay the carbon tax; second, 
for an industry that exports a major percentage of its production (in a foreign currency), it is 
not a cost that any of the industry’s global competitors are paying and third, the RMP cannot 
control the weather. For these reasons, when the livestock commodity price is high and 
other factors do not favour the processing industry, the carbon tax adversely impacts the 
RMP’s ability to operate competitively.  
The simulations suggest that livestock price is influenced by the weather, which is a principal 
exogenous driver of the producer’s decisions. However, information on commodity cycles 
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suggest that the commodity price of livestock overshoots and undershoots its equilibrium 
independently of weather (Sterman, 2000). This is because of the inertia in the system 
creating long delays between action and output and this happens regardless of exposure to 
weather extremes. 
The key point to be made here is that the case study RMP is not able to engineer the 
operating conditions under which it can make a profit. The long delays involved in producing 
cattle contribute to the oscillatory nature of the commodity price for livestock, along with the 
impact of shocks from weather and the exchange rate amongst other factors. The firm 
cannot control these and is left to merely take advantage of them or be disadvantaged by 
them. The simulation findings suggest that there are recurring periods when the livestock 
price overshoots or undershoots an equilibrium price and that the time it takes to correct 
sees the industry in periods of sustained profit or sustained loss. The conclusion is that the 
carbon tax can jeopardise the industry’s competitiveness because the RMP is neither able 
to plan operating conditions into the future or be confident of being able to operate profitably.  
This thesis has previously acknowledged that, if Australia is to meet its 2020 Kyoto 
obligations, it is a numeric reality that carbon must continue to be priced. Australia, in 2014, 
has however elected to put climate change on the back burner choosing to implement a 
policy of direct action despite there being no record of the sole use of pure abatement 
purchasing schemes working anywhere in the world. The undertakings of the US and China, 
along with the central focus on climate change at the G20 summit in Brisbane, has again 
repositioned the fight against climate change as one of the great challenges of this century. 
In doing so, the challenge has been put to Australia. Governments will need to be astute in 
selecting policy levers that will allow a reduction in emissions to occur while sustaining 
growth and competitiveness. 
Secondly, this thesis asks: “Can this policy mechanism bring about the GHG mitigation and 
abatement improvements sought by the legislation?” The answer to the secondary question 
is straight forward. The before and after carbon footprint provide evidence that the legislation 
encouraged the RMP to reduce its carbon footprint. The results of the carbon footprint of the 
case-study RMP show that in 2014, the carbon footprint per tonne of HSCW was 582kg 
CO2-e, a significant reduction from the period before the carbon tax was introduced when 
the footprint was 772kg CO2-e per tonne of HSCW (2009 characterisation factors). The 
magnitude of the change in the carbon footprint between 2012 and 2014 suggests that any 
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data uncertainty is statistically irrelevant and will not influence the interpretations drawn from 
the results.  
It is clear that the carbon tax as a policy measure motivated a transition to technologies that 
reduced the RMP’s carbon footprint. However, it is critical to note that a supplementary grant 
provided under the Food and Foundries’ program was necessary to enable the RMP to have 
the financial capacity to undertake the mitigation project. Even with the grant, this project 
had a payback period of several years. The case-study RMP advised that in the absence of 
the grant, it would have been unable to allocate sufficient capital expenditure (CAPEX) funds 
to implement the mitigation project. This RMP was thus only able to pursue the project when 
the then government made the conditions of the grant more financially favourable. Reducing 
GHGs emitted was both a political and holistic goal of the legislation given that Australia is 
the largest per capita emitter in the world. Reducing GHGs emitted reduces the carbon tax 
liability for the case study firm and therefore any impact it might have on competitiveness. 
However, CAPEX funds diverted to mitigation to drive down the RMP’s carbon costs could 
position it at a competitive disadvantage compared to its competitors, who are not liable to 
pay the tax. So, while the legislation was effective at reducing GHG emissions and their 
financial implications, the mitigation consumed capital funds that other non-carbon tax liable 
firms may have used for productivity improvements or other market positioning measures. 
This thesis therefore acknowledges firstly that the RMP is embedded in a larger system, and 
secondly, the possible unintended consequences of the legislation that could impact upon 
the larger liable RMP’s. Nevertheless, an investigation of the latter is not pursued in this 
thesis. 
The outcomes of this research are: 
An insight that the system is complex and subject to long endogenous delays which are 
influenced in turn by strong exogenous influences. These create livestock price oscillations 
which could lead to boom and bust cycles. Uniform policies that fail to recognise these 
delays, the impact of these delays on price, and this impact in combination with the 
exchange rate and weather, place the industry at risk of adverse unintended consequences. 
Further investigation of these systemic consequences is warranted given the economic 
significance of the red meat industry to Australia. 
At the firm level, the simulation insights that suggest that future carbon-pricing policies 
should recognise that the profitability of the RMP industry will be cyclical because of factors 
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beyond the processors’ control. Therefore, a carbon-pricing policy that recognises systemic 
consequences arise during the unprofitable times might better sustain the red meat industry. 
At the industry level, the ALSMM model has shown that the Australian herd is vulnerable to 
weather influences. Breeding decisions are driven by the behaviour of producers as well as 
the bargaining power of processors. Under realistic scenarios, it is possible that the herd 
could decline to a point which significantly impacts upon the health of the whole industry. It 
takes some 24 to 30 months to produce cattle ready for slaughter. This is a significant delay 
and highlights the importance of proactive forward-thinking decision making in sustaining 
this commodity as a viable industry in Australia. Much of the north of Australia has been in 
drought conditions on and off since the end of 2013. Cattle being turned off in record 
numbers, record numbers of females being slaughtered, and herd and livestock price 
declining over this time is evidence of this supply surplus coming to market. The long delays 
associated with breeding suggest that other stimuli may need to be considered to encourage 
herd maintenance for future herd health when producers are suffering the effects of drought 
and lower farm incomes. With the producers under pressure to turn off cattle due to poor 
weather, it is likely that the falling livestock price in late 2012 also would have reflected the 
processors “bargaining position”, enabling them to push some of the newly imposed carbon 
tax through to the producers. The livestock price graph and timing of the carbon tax suggests 
this. This only contributes to a system being in disequilibrium and adversely affects the 
decisions producers take. Longer term, this could impact upon the industry’s contribution to 
Australia’s gross domestic product. 
At the national level, comparative partial carbon footprinting across time has shown that the 
CPM did encourage the industry to innovate with low emission technologies. Evidence of 
this arises from the calculation of a ‘before’ and ‘after’ carbon footprint. Therefore, in the 
short term, the legislation has forced the intended innovation. However, the mitigation 
projects were only possible because grants were provided. The detailed analysis of carbon 
schemes around the globe (Appendix 1) suggests that the Australian CPM scheme was less 
protective of its core food products manufacturing industries than other major countries. As 
a further point, in undertaking a partial LCA using actual data collected from the case-study 
facility, this thesis has contributed uniquely to an understanding of the GHG emissions from 
red meat processing. Evaluating the wastewater emissions based on actual firm level data 
has been a novel contribution of this thesis because guidance for inventorying emissions 
from wastewater to date has focussed largely on domestic treatments. 
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At a national level, the simulation results warn of some disconnect between cause and effect 
that must be factored into policy decisions. The risk of not doing this is to risk adverse 
unintended consequences because the effects of policy will not be immediately felt as a 
result of delays due to the herd dynamics. 
In summary: 
The ability of the RMP to remain competitive in the face of carbon costs comes down to the 
movement in the livestock commodity price. Reducing emissions through mitigation projects 
is effective at reducing the costs of pricing carbon, however the incentives need to be 
financially favourable to firm. During El Nino conditions when producers expedite the 
passage of their cattle to market and livestock prices are low, the RMP is generally able to 
absorb the carbon tax (exchange rate permitting) and price trends suggest the processor is 
likely to be in a position to pass these costs onto the producer. However, the imposition of a 
unilateral, threshold based carbon price will make it harder for some RMPs to operate 
competitively. This is especially true during La Nina conditions when producers can hold 
onto their cattle thereby putting upward pressure on livestock prices. At those times, the 
RMP could significantly reduce production, a move that would have adverse economic 
repercussions given the financial importance of this industry. Systems thinking recognises 
that the RMP does not operate in isolation because each firm is embedded in a larger, more 
complex system. Therefore, the RMP’s actions may adversely affect the long-term decisions 
and viability of related industries, such as the Australian beef producing industry. The insights 
this thesis provides into possible unintended consequences of policy in complex systems 
corroborates Forrester’s claim that “System dynamics modelling has a major future 
opportunity in developing polices and designing economic structures for better behaviour” 
(Forrester, 2013). 
This use of SD to successfully model past industry trends suggests that SD modelling can 
address the criticisms levelled at computable general equilibrium (CGE) models (Table 1.1 
on p.12). These include the prerequisite of perfect foresight, their failure to recognise the 
role of feedback, their limited ability to reflect dynamism including the effect of delays and 
non-linearities and an over reliance on exogenous variables. Chapter 1 pointed out that 
evolutionary theory consistently surfaces as an alternative to neo-classical economic theory 
with its core concern the dynamic process by which firm behaviour patterns and market 
outcomes are jointly determined overtime” (Nelson & Winter, 1982). This applied study has 
used system dynamics to answer the research question posed. In applying a causal 
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methodology it acknowledges current debates in economic theory which espouse that 
evolutionary thinking offers a more relevant theoretical framework for the applied models 
being used to evaluate climate change policy. This methodology recognises that uncertainty 
is inherent and so model performance does not rely on perfect foresight or the assumption 
of constancy but rather on behaviours that have been specified with time and information 
delays and non-linear dynamics. 
The insights derived from using an SD model to respond to the central research question of 
this thesis suggests that the detail of the policy levers enacted under Australia’s Clean 
Energy Legislation (CEL) warrant closer investigation if Australia’s key food processing 
manufacturing industry, the RMP, is to operate with certainty. A CPM policy that is cognisant 
of industry dynamics may best suit this industry. 
The model has been able to represent the components of the industry and produce 
simulations that replicate past behaviours and industry trends in key output variables. It has 
also been able to accurately represent supply chain processes and outputs. Many 
challenges were faced, some of which have been discussed in Section 7.1. The model has 
been evaluated using Zagonel and Corbet’s model testing framework which has included 
sensitivity tests and extreme conditions tests. The model has been found to perform 
satisfactorily. On the basis of these factors, this researcher has concluded that System 
Dynamics was an adequate tool for the purpose of this investigation and that System 
Dynamics does offer a useful supplement to the computable general equilibrium modelling 
that has been used in the preliminary analyses of Australia’s carbon policy. 
 Limitations, improvements and stimulus for future research 
A weakness of Model 1 developed in this thesis is the use of a daily time step, which is 
burdensome and time consuming when running simulations. This time step was selected to 
accurately model the meat processing supply chain wherein stocks can have transit times 
of thirty minutes. This has been addressed by the development of Model 2 with the weekly 
time step. A future improvement capable of reducing the time needed to run simulations and 
which would improve the model structurally, would be to run Model 2 on a monthly or yearly 
basis to look at longer term trends more efficiently (Ford, 2010). 
The development of Model 2 facilitates the exploration of many more scenarios, each of 
which may contribute valuable insights but have not been explored in this thesis. For 
example, the lower carbon footprint that arose from mitigation activities at the firm level could 
be tested in Model 2. Not building in the impact of its reduction in the previous simulations 
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will not have affected the direction of the results, just the magnitude. It has been noted that 
the net income differential between the tax and no tax scenario is understated because of 
the inclusion of the scope 2 pull through electricity costs paid by the firm. The reduction in 
differential owing to the smaller footprint just offsets this shortcoming. 
Another beneficial simulation would relate to investigating the impact on the exogenous beef 
price of cost push pressures resulting from Australia’s major competitors also imposing a 
carbon tax. Mental simulations suggest a universal carbon tax would put upward pressure 
on the price of beef product and that the higher price for beef products would mean a higher 
net income for Australia’s RMPs. However, under a La Nina weather pattern, the producer 
would be in a position to demand some of this benefit through escalated livestock prices so 
the outcome for the RMP could remain neutral or negative under certain conditions. Also 
requiring consideration would be the exchange rate movements. The USA in particular have 
no currency risk as the price of beef is denominated in US dollars. A rise in beef price may 
or may not translate into higher revenue for Australian RMPs as it depends on the direction 
of the exchange rate movement. 
The ALSMM portrays Australia as one geographic region which is inaccurate and does not 
acknowledge the complexity of the diverse weather dynamics throughout Australia. Northern 
Australia is arid and dry and there is little opportunity for product substitution. Conversely, 
the southern regions of Australia historically receive more rain, the breeds are different and 
the likelihood of product substitution is higher because the land can be used for cropping. 
As the livestock price varies across regions in Australia, under the influence of the weather, 
the elasticity of supply and price differ greatly. Allowing for different weather impacts and 
livestock prices between northern and southern Australia would improve the representation 
of the dynamics and may give more accurate livestock pricing. This would be the case for 
all agricultural activities, which rely on very dynamic natural systems. However, this 
increased accuracy is unlikely to substantially change directionality of the insights. 
The processing sector stock-and-flow diagram is a detailed and accurate representation of 
the supply chain of the RMP, which served its purpose to accurately generate tonnes of 
HSCW. Beyond this, the true potential of this component of the model has not been 
explored. The supply chain did complicate the model because it introduced high-turnover 
stocks. At first it appeared that the model was displaying the pitfall of ‘ringing’, a term for the 
unwanted oscillations caused by poorly formulated equations (Ford, 2010). On closer 
inspection of the output, however, the appearance of oscillations in the processing sector 
 180 
 
stocks actually indicated endogenous behaviour in the system resulting from the shift start-
ups and shut downs that drive production. 
There have been many challenges confronted in building this model. Building in the 
cumulative impact of weather dynamics is an example. When there have been several years 
of rain or drought, the feedback from what is normally expected can change dominance. As 
an example, when there have been three years of good rain there will come a point when 
producers can no longer hold back cattle from market for further fattening. In such times, 
the market will be flooded and price will overshoot just as it does under drought conditions. 
Put simply, the extent to which turnoff of cattle to market is related to price is constrained by 
herd size and condition (which is dependent on weather and feed). If feed is available and 
a price plummet is not foreseen, producers will hold on to their cattle. However, they get 
paid by the kilogram and, as they continue fattening the cattle, they will be penalised if the 
fat ratio goes beyond a certain percentage. So there are motivations other than price for 
supplying cattle to market. For the producer, the livestock price is the single greatest 
determinant of profitability. This is no surprise as prime costs (livestock costs) are upwards 
of 70 per cent of their costs. Ensuring that the feedbacks could represent this complexity 
has introduced challenges, many of which could and should be further addressed in future 
work. Model 2 is the vehicle for this and future attention needs to be given to the longer term 
weather dynamics. Specifically, the livestock supply and demand model would benefit from 
more attention paid to the changing dominance in feedback loops over the longer term. 
On completing the model and undertaking a full-unit consistency check, some unit 
conversion errors remained (see Appendix 18) for which this researcher could not find a 
valid basis. The software provider advised that version 10.0.6 of ithink still finds these errors 
when it should not. 
This SD model could potentially inform other food processing industry’s such as pork, poultry 
and dairy. The ALSMM model has enabled simulations in an experimental space that have 
the potential to inform the likely future pathways for the Australian cattle herd and therefore 
the future of related industries. Forrester (2013) recognises that in SD, a dynamic structure 
in one field may transfer to other fields where the same generic structure applies because 
“a generic model is a theory of how the class of member systems behaves” (p 33). Certain 
enhancements to the model would be beneficial to make it more informative and user 
friendly as a future policy tool for both industry and government.  
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Sterman (2000) frequently comments that all models are wrong. Accordingly, this model 
does not proclaim to cover all dynamics or even all the feedbacks that constitute the 
dynamics. To develop a manageable and meaningful model, it was necessary to impose 
boundaries. There have been some deviations from other beef market models, notably the 
notion of the processor’s meat margin being used to drive the decisions of the RMP and 
hence system demand and livestock price. This was necessary because slaughter cattle are 
not inventoried in Australia and this lack of inventory introduces modelling complexities that 
could be investigated in future work. A further point of difference was assuming that all beef 
produced can be sold, which historically, given the capacity of production in Australia, tends 
to be accurate. Here again, experimenting with a beef products inventory and a variable 
world beef price could introduce some interesting insights. This model should be viewed as 
a starting point for using systems dynamics in modelling Australia’s red meat industry. It is 
hoped that the model devised in this thesis will stimulate the use of SD models to answer 
complex policy questions at the firm and industry level and encourage policy makers to think 
about which policies might be most effective and when and how the impacts of those policies 
might play out. 
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Appendix 1: Global carbon-pricing schemes 
Liable entities, commitment and compliance 
COUNTRY Australia NZ ETS EU ETS Switzerland 
 
WCI: California 
 
RGGI 
 
Quebec (now part of WCI) 
Alberta ETS 
Tokyo/ 
Saitama Prefectures 
Kazakhstan 
(Central Asia) 
. 
Liable Entities Stationary energy, 
industrial processes, 
fugitive emissions 
(excludes 
decommissioned coal 
mines) and non-legacy 
waste emissions. 
Forestry, 
stationary 
energy, Liquid 
fossil fuels, 
industrial 
processes, 
synthetic gases, 
waste and 
potentially 
agriculture. 
Power plants, energy 
intensive industries 
including oil refineries, 
steel works, production 
of iron, aluminium, 
metals, cement, lime, 
glass, ceramics, paper 
products, acids and bulk 
organic chemicals.  
 
Commercial airlines 
(from 2012) 
 
Acid production (N2O 
components) and PFC’s 
in aluminium prod in 
Phase 2. 
 
Carbon capture and 
storage facilities. 
Phase 1: 
Energy intensive industries 
who have been on voluntary 
absolute caps to qualify for 
exemption from CO2 tax 
(levy. Threshold for direct 
ETS participation @ 25kt 
CO2e/yr.) (excludes SME’s 
who operate on efficiency 
targets not caps) 
 
Phase2: energy supply, 
energy intensive 
industries>10000t/yr. with 
CO2 levy exemption (not 
SME’s). Federal Council 
decides on which installation 
get exemption to participate 
in ETS. Is a function of extent 
to which CO2 levy impacts 
competitiveness? 
Period 1: 
Electricity generators, 
carbon dioxide 
suppliers, large 
industrial sources, 
petroleum, natural gas 
facilities. Reported 
emissions from 
imported electricity if 
the source of that 
electricity emits > 25kt  
 
Period 2: distributors 
of transportation, 
natural gas, other 
fuels 
Fossil Fuel fired 
electric power 
generators with a 
capacity of 25MW or 
greater. 
First compliance period: 
Industrial (including 
manufacturing) and 
electricity sectors whose 
2009, 2010 or 2011 annual 
emissions ≥25ktCO2e. 
 
Second Compliance 
Period: Fuel distributors, 
importers emitting 
≥25ktCO2e in 2012 or 2013. 
Transport emissions 
 
Alberta ETS: industrial 
facilities emitting >100,000t 
of GHG. 
Tokyo/Saitama: 
Industrial/Commercial sector 
entities that consume more 
than 1500kl fuels, heating, 
electricity-crude oil 
equivalent. 
 
 
Businesses or 
individuals emitting 
>20,000t/CO2/yr. in 
the following 
sectors: Agriculture, 
Transport, Oil and 
Gas, Mining and 
Metallurgy, 
Chemical Industry, 
Petrochemical 
industry and Power 
Sector. 
 
In the pilot phase: 
power, production 
of coal, oil and gas 
and industry sectors 
only. 
Equivalent Carbon 
Price (fuel excise 
and fuel tax credit 
system) 
Domestic aviation, marine 
and rail. Off road and 
non-transport use of liquid 
petroleum and gaseous 
transport fuels. 
 Possibility post 2013 of 
low emitters being 
excluded from ETS but 
subject to an equivalent 
measure. 
Phase 1:CO2 levy (tax) on 
heating and process fuels 
(since 2008, now @ 
36CHF/t); 
Subsidy for energy saving 
and renewables in building 
sector (2010) 
Climate Cent-voluntary levy 
on transport fuels (2005), 
Phase 2: CO2 levy or 
efficiency targets continue for 
non- ETS participants. 
 Na  2012: Japan increased 
taxes on fossil fuels. 
 
Opt-in/out 
mechanism 
Specified fuels can opt in. Yes, liable coy 
can opt in or out. 
If opt out, 
electricity 
suppliers who 
can pass on 
100% of carbon 
tax determine 
how much carbon 
tax is paid. 
Cheaper to opt in 
and trade. 
Na Phase 1: Covered entities 
pay levy or voluntarily set 
absolute emissions target 
and participate in ETS. 
 
Phase 2: Voluntary opt-in for 
emitters btw 5000 and 
10,000tCO2/yr. 
Voluntary opt out of CO2 levy 
if international 
competitiveness affected but 
must commit to ↓CO2. 
Yes, entity within 
sector subject to ETS 
but below threshold 
(eligible for free 
allowance) can opt in. 
Na Non-emitters may register 
and purchase and trade 
allowances. 
Tokyo: Small/midsize coy 
not subject to cap can be 
subsidised to reduce 
CO2↓which they provide for 
free to TMG to be used as 
credits by capped coy under 
ETS. 
Facilities can opt out if 
<1500kl for 3 consecutive 
yrs. 
Voluntary opt-in. 
Phases 1 July 2012-30 June 
2015: Fixed Price 
1 July 2015 on: Flexible 
price 
Period 1: 
2008-2012 
Period 2: 2013+ 
Phase 1: 2005-07 
Phase 2: 2008-12 
Phase 3: 
2013-20 
Phase 4: 2021 
Phase 1:2008-2012 
 
Phase2: 2013-2020 
Period 1: 2013-14 
Period 2: 2015-2017 
Period 3: 2018-2020 
Phase 1: 2009-2011 
Phase 2: 2012-2014 
CP Period 1: 2013-2014 
CP Period2: 
2015-2017 
CP Period 3:2018-2020 
Tokyo: 
Phase1:FY 2010-2014 
Phase 2: FY2015-19 
Saitama: 
2011-2014 
2015-2019 
Phase 1: 2013 
(pilot) 
Phase 2 (second 
trade period): 2014-
2020 or 
2014/15; 16/20). 
Compliance 
Period for 
surrender  
Annual  31st May annually Annual  Annual Annual surrender: 
30% each yr. for 
preceding yr. and 
balance before the 
end of 3yr CP. 
3 years 1 October of yr. flowing end 
of compliance period. 
5 years Annual 
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Gases, caps and prices 
COUNTRY Australia NZ ETS EU ETS Switzerland 
 
WCI: California 
 
RGGI 
 
Quebec (now part of WCI) 
Alberta ETS 
Tokyo/ 
Saitama Prefectures 
Kazakhstan 
(Central Asia) 
Caps Fixed period: No (unlimited 
units) 
Flexible period: Yes. Set in 
2014 for 5 years from 1 
July 2015 and yearly 
thereafter. 
No 
(Limit on NZU’s but 
no limit on Kyoto 
units.) 
Yes: In 2013 set at EU 
wide level 
Separate cap for 
aviation. 
From 2013 ↓1.74%/yr. 
Yes in form of reduction 
target. (SME’s don’t have 
specific target). 
2013: set @ 2% below 
2012 forecast emissions 
level. 
2014: 2% ↓ 
2015: 3% ↓ 
Yes 
2012 CO2 cap of 
165M short tonnes. 
Individual states set 
CO2 budgets. 
2013: 23.7Mt 
2014: 23.3Mt 
2015: 63.3Mt (as scope 
expands) 
2020: 50.9Mt 
 
Avg ↓/yr. of 4% 
Yes\Tokyo 
Phase 1: 6%↓form base 
year among capped sectors. 
Phase 2: 17%↓ 
 
Total emissions 
during pilot phase not 
to exceed total 2010 
emissions. 
Is cap absolute 
or relative (i.e., 
tied to output) 
Absolute Na Absolute 
2,039,152 EUA’s. 
Aviation: 2013-20 cap is 
5% ↓ avg 2004-06 
emission. 
Absolute Absolute Absolute 
188,076,976/yr. for 
first 3 yrs. 
From 2012 165m/yr. 
Yes Absolute Tokyo wide 
Caps for all five years 
allocated in gross to 
incumbent facilities  
Absolute 
Is it enforced Yes Na 
 
Yes Yes Yes Yes Yes Yes Yes 
Gases CO2, CH4, N2O, PFC’s. CO2e (six Kyoto 
gases). 
CO2, N2O, PFC’s. CO2 Act:CO2, 
PE Act: Non CO2 GHG’s 
CH4, N2O, SF6, HFC’s, 
NF3. 
CO2, CH4, N2O, PFC’s, 
SF6, HFC’s, NF3 + other 
fluorinated GHG’s. 
CO2 CO2, CH4, N2O, PFC’s, SF6, 
HFC’s, NF3. 
Phase 1: Tokyo-CO2 (95% 
of emissions) 
(All 6 gases to be reported). 
Only CO2 during pilot 
phase (2013). 
Pricing A$23 per tonne (2012/13); 
A$24.15 per 
tonne(2013/2014); 
Originally NZ $25 
Now:$2.80/2 t 
Market Price CO2 levy @ CHF 
$36/tCO2. 
 Sold at auction $30 per tonne BC 2010: $142/t  Not avail 
Ceiling Price A$20 above EUA (5% 
increase/yr.). 
Cap of $25 which 
with 50% obligation 
delivers $12.50 
cap. 
No CO2 levy functions as 
hard price ceiling. Cannot 
exceed CHF$120/tCO2e. 
Allowance reserve (i.e., a 
% emissions unit under 
the cap set aside) is 
used as a price ceiling. 
Yes, thru cost 
containment 
reserve. 
Yes, Allowance reserve (i.e., 
% emissions unit under the 
cap that have been set 
aside) is used as a price 
ceiling. 
  
Floor Price Yes (update: removed in 
August 2012) 
  No Yes, Auction price floor 
is: 
US$10 (↑5% pa +CPI 
from 2014) 
Yes, minimum 
auction price USD 
1.93  
Yes, Auction price floor is 
US$10 (↑5% pa +CPI from 
2013) 
  
 
 
Thresholds, Allocation Mechanisms and Shielding 
Thresholds for 
Liability 
25,000t of CO2 e covered 
emissions. 
Thresholds apply in 
some sectors. De 
minimis threshold of 
25,000t in 2013. 
MMR reporting 
threshold is 10,000t. 
Liability threshold is 
≥25,000t of CO2e. 
Different sector 
thresholds apply e.g., 
Food and Fibre 
Processing, if opt-in, 
threshold is purchasing 
>250,000t of coal or 2 pet 
joules of natural gas. 
≥ 25,000t of CO2e/yr. in 
2009/10/11 
If<25,000 for 3yrs no 
longer liable. 
 
Alberta ETS: industrial 
facilities producing 
greater than 100,000 t. 
CO2 levy: 2011-
companies emitting 
> 85.5% of 1990 
emissions. 
 
Direct ETS 
participant: ≥25,000 
t of CO2e/yr. revised 
to >10,000t 
CO2e/yr. post 2012 
 Consumption of fuels, heat, 
and electricity in preceding 
fiscal yr. was ≥1500kl (crude 
oil equivalent). 
Annual CO2 
emissions exceeding 
20,000t/yr. covering 
Agriculture, 
Transport, Oil and 
Gas, Mining and 
Metallurgy, Chemical 
and Power Sectors. 
Covered 
Emissions 
Scope 1: direct facility 
emissions. 
CO2 on installations 
and airlines. N2O on 
certain acids and 
PFC’s on aluminium 
production. 
 Staged Liability for 
Participants: 
Forestry-2008 
Liquid Fossil Fuels, 
Stationary Energy and 
Industrial processes-
2010. 
2103-Waste, Synthetic 
gases 
Mining, quarrying, oil and 
natural gas extraction; 
Electric power generation 
and distribution, Natural 
gas distribution, Steam 
and A/C Supply, 
Manufacturing and 
Pipeline Transportation of 
natural gas. 
Phase 1: CO2 Act 
targeted heating, 
industrial process 
and transport fuels. 
Industry sectors 
opting for ETS 
include ceramics, 
paper, plastics, 
aluminium, glass, 
chemistry, metal-
working, and 
engineering, 
foodstuffs, 
foundries, printers 
and haymakers 
industries. 
Post 2012: ETS 
covers sectors 
Electricity and industry CO2 CO2 
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including energy 
supply, processing 
of mineral oil, 
production and 
processing of 
metals, glass, 
ceramic, cement, 
production of paper, 
production of 
chemical products, 
others. 
Firms can be 
exempted from levy 
and ETS to protect 
competitiveness. 
The agricultural 
sector is exempted 
from the ETS. 
How allowances 
are acquired, 
Fixed period: Free 
allocation, purchase 
Flexible period: ACU 
allocated by auction. 
Free allocation 
(originally 95% in 
phase 1 and 90% in 
phase 2). 
 
Auction (40% 
Phase 3 
(88%allocated to 
states on basis of 
share of verified 
emissions in 2005; 
10% allocated to 
least wealthy states 
and 2% Kyoto 
bonus to states with 
20%↓ on base yr. 
by 2005). 
Free Allocation 
 
Auction 
 
Reserve Sale 
 
Offset credits 
 
Transfer 
Free allocation  
 
Purchase from 
Government @fixed price 
 
(Surrender 1 unit for 2 
tonnes) 
 
Secondary market 
Free Allocation/ Free 
Early Reduction Credits 
(Eligibility based on 
reductions made from 
2008-2011-not valid for 
↓prod’n or closure. 
 
Auction (with limits on 
vintage allowances e.g., 
15% of 2013/14 and 25% 
0f 2015+). 
 
Sale by mutual 
agreement from 
Allowance Reserve 
Account. 
Phase 1:Free 
Allocation (excludes 
SME voluntarily 
setting caps) 
 
Phase 2: Free 
Allocation plus 
Auction 
 
Reserve 
Principally auction 
 
Some fixed price- 
Reserve. 
Free Allocation 
(grandfathering) 
 
Trading to procure any 
reduction shortfall (Governor 
of Tokyo procures shortfall in 
market on behalf of facility.) 
Phase 1: Free 
Allocation to 100% of 
2010 emissions. 
 
Phase 2: Free 
allocation and 
auctioning may be 
introduced in the 
future. 
 
Allowances issued by 
each RGGI state. 
Mechanisms for 
protecting from 
Carbon Leakage. 
47 EITE activities only 
given protection. 
94.5% : ≥2000t of 
CO2e/$M rev or 6000t/$M 
value added rev; 
 
66%: ≥1000<2000 
≥3000<6000 va 
Reduce by 1.3%/yr. 
 
EITE sectors at risk 
of carbon leakage 
(i.e., 5% increase in 
production costs, 
intensity of trade to 
third countries is 
>30%) receive 
100% free 
allocation for Phase 
3 based on official 
carbon leakage list 
for 170 sectors and 
subsectors. 
Power generators in 
Phase 3, 100% 
auction except in 8 
states that will rec 
partial free 
allocation until 
2019. 
 
In 2013 sectors not 
EITE but meeting 
benchmark e.g., 
manufacturing will 
receive 80% free 
(↓yearly to 30% in 
2020). Phase 3, 
85% free allocation 
to aviation. 
 
Shielding at 100% 
using a product based 
output allocation until 
2015 for high-leakage 
risk classifications 
(Food manufacturing in 
this category). 
Protection for 26 
activities:  
90% in 2010/11/12 for 
highly EITE eligible 
industries then reducing 
1.3% from 2013; 
60% in 2010/11/12 for 
moderate EITE industry 
reducing 1.3% from 
2013. 
 
Transitional assistance to 
transport, stat energy and 
industrial processes by 
way of 50% obligation. 
Some free allocation to 
Forestry and Fisheries. 
Free allocation to mining. 
Quarrying, all 
manufacturing, steam 
and A/C, certain 
electricity imports and 
Electric power generation 
subject to efficiency 
benchmarks. 
 
2012-2014: 80% 
allocation for combustion 
emissions and 100% for 
all process emissions 
and emissions from other 
sources. 
 
25% of allocation is held 
back till Sept of year x+1 
pending verification of 
emissions reports. 
 
2015-20: allocation 
↓yearly. 
 
No transport ghg 
shielding. 
Phase 1: Mainly 
free allocation 
Phase 2: mainly 
free allocation up to 
efficiency 
benchmark for 
companies at risk of 
carbon leakage-
80%-check  
None specified Increased cost to industry 
from pass through by power 
generators prevented by 
price regulation. 
 
93% free allocation 
 
Shielding to 
Food Processing  
No direct shielding. Grant 
money available for 
Not subject to 
carbon price. 
Food processing 
sectors>25,000t CO2e 
Manufacturing and 
Industrial processes 
receive EITE assistance 
Manufacturers are 
shielded. Methane and 
nitrous oxide from 
na na na na 
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approved mitigation 
projects through JCP. 
listed in 2011 
preliminary draft. 
Shielding @ 100% to 
2015. As at Nov 2012 
— no beef processor 
listed as covered entity. 
e.g., Meat by-product 
rendering: is an EITE 
activity so shielded. 
 
Food processors are 
proxy for agriculture on 
land emissions so 
mandatory reporting but 
no legislated start date so 
not liable. 
 
anaerobic wastewater 
treatment not included 
until 2015. 
CO2 from biomass 
combustion of 
fermentation not 
included. Shipping 
excluded. 
Use of Offsets, International Units, Banking and Trading 
Use of offsets 
permitted 
(credits imported 
from reductions 
outside relevant 
cap-
CDM/JI)/CFI/nati
onal or domestic 
approved 
projects which 
effectively 
increase cap set 
Yes. Fixed Phase: 5% 
CFI’s only 
 
Flexible Phase: up to 
12.5% on Kyoto offsets 
(CER’s) 
Yes, unilateral link 
to CER’s (JI and 
CDM)  
 
EUA’s are fungible 
with AAU’s. 
 
Only allows projects 
that reduce CO2. 
Yes 
Up to 8% of obligation. 
Limited to emission 
reduction projects in 
US 
Yes, any Kyoto units 
subject to specified 
exceptions. 
 
Pre 2012, only Forestry 
can convert NZU’s into 
Kyoto units via NZ 
registry for o/s trading. 
Post 2012 all sectors can 
convert NZU’s to Kyoto 
units (AAU’s) for trading 
overseas. KP 
commitment period 
reserve specifies NZ 
AAU holding must remain 
above 90% of initial AA 
or outgoing int’l transfers 
must be closed. 
Yes, but Offset Protocols 
under development. 
Up to 8% of obligation. 
Only Quebec registered 
offset credit projects as 
specified by regulation. 
Project promoter must be 
domiciled or have 
establishment in Quebec. 
 
Alberta: reduce 
emissions intensity or 
buy emissions reductions 
or sink enhancements in 
Alberta. 
Yes 
Phase 1: Up to 8% 
of reduction target. 
ERU’s, CERS’s and 
RMU’s accepted. 
Temporary 
certificates from 
carbon sink projects 
can be used but not 
banked. AAU’s 
permitted from 
countries with 
similar ETS to 
Swiss. 
Yes 
Up to 3.3% of a power plants 
total compliance obligation 
mat by offset allowances ghg 
reduction or carbon 
sequestration projects 
outside of electricity sector 
for emissions of CO2, 
methane (CH4) and Sulphur 
Hexafluoride SF6. 
Yes 
Tokyo: Offsets projects 
restricted to industrial and 
commercial sectors: small 
and medium size facility 
credits within Tokyo plus 
renewable energy 
certificates, emissions 
Reductions outside Tokyo 
area. 
Saitama: 
Reduction surpluses; 
reduction credits from within 
Saitama in small/midsize 
businesses, forest sink 
credits. 
Decree No 841 
specifies permitted 
national offset 
projects by sector 
covering any GHG 
gas provided is 
outside of National 
Allocation Plan. 
Methane Emissions 
reduction are 
permitted under 
domestic offset 
scheme. 
 
Code permits 
implementation in 
Kazakhstan of JI and 
CDM projects. 
 
Not permitted to use 
JI and CDM for 
compliance in pilot. 
Use of CER’s and 
ERU’s not 
envisioned. 
No limit on % of 
domestic offset units 
used for compliance. 
Use of 
international 
units 
Fixed Phase: No 
 
Flexible Phase: 50% of 
compliance obligations(  
EUA; 12.5% of Kyoto units 
(CERS’s, ERU’s, RMU’s) 
Yes Up to $1.7b 
tonnes btw 2008 
and 2020. 
No Pre 2013: Unlimited use 
of CER’s (CDM), ERU’s 
(JI) and RMU’s (Kyoto 
units generated thru 
storing carbon in trees -
forest sinks. 
 
As of 1 Jan 2013: 
countries not imposing an 
emission limitation and 
reduction commitment 
under KP 2 can only 
receive CERS’ for 
KP2/CDM projects in 
which they have 
participated .No 
international trading 
permitted. Access to KP 
1/CER’s avail for trading 
to NZ up to KP 
commitment period 1 true 
up in 2015-16. 
Methodology under 
establishment — likely to 
align with Californian 
system. 
CDM’s from LDC’’s. 
Credits from other 
JI and CDM’s 
restricted. 
 
 
 No With no Annex B in 
1st commitment 
period Dec (despite 
requests) status 
cannot participate in 
CDM, JI, IET (Int’l E 
Trading). 
Banking and 
borrowing of 
Allowances 
Not during fixed phase. Yes, surplus EAU 
allowances can be 
banked for future 
use. Free allocation 
allowance for use 
on current year’s 
emissions only. 
Banking allowed and 
e.g., 2013 vintage 
eligible for 2015 
compliance- but there 
is a holding limit. 
Borrowing (i.e., using 
advance purchase of 
No borrowing. 
 
Banking permitted: From 
1 Jan 2013, NZU/CERS’s 
from KP 1 and KP 2) 
remains eligible for 
Banked allowances never 
expire. Banking is 
permitted but there are 
holding limits. 
 
Emissions allowances in 
a general account may 
Allowed in both 
periods. 
Swiss allowances 
and international 
AAU’s can be 
banked for use in 
next phase. CER’s 
Banking allowed 
 
Borrowing no longer 
permitted. 
Banking allowed. 
Borrowing not permitted. 
No banking or 
borrowing in Phase 1. 
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Note: Creating this overview of global carbon schemes, which reflects their status in early 2013, has required intensive data collection from a wide range of sources listed below. It has not been possible to 
find all data for all categories or to verify all of their accuracy through referencing multiple sources. The key purpose of creating this overview was to inform this researcher of the action Australia’s global 
trading partners were taking in protecting their food processing industries from carbon leakage and loss of competitiveness as well as to establish the contention that the of pricing carbon is on the agenda 
of most countries
No borrowing inter-
period. 
2015 vintage for e.g., 
2014 compliance) is not 
permitted. 
surrender without 
restrictions. 
be traded. Allowances in 
a compliance account 
may not. 
and ERU’s have 
banking limit of 
2,5% of AAU’s. 
Trading of 
Allowances 
Not during fixed phase Yes, with EU 
registry account 
directly, through 
exchanges or 
through 
intermediaries. 
Trading permitted 
regulation allows 
establishment of 
secondary market. 
Transfer of compliance 
instruments btw 
accounts must be 
registered with ARB. 
NZU can be traded within 
NZ. Currently forestry 
sector can convert NZU 
to Kyoto units (AAU’s) 
and trade overseas, with 
all sectors able post Dec 
2012. 
Trading thru bilateral 
agreements, broker or 
exchange. 
Trading of offsets, ERU’s 
and EU’s is permitted btw 
emitters or participants 
registered for the system 
and only on units 
(allowances) recorded in 
general account. 
Trading is 
permitted. 
 Only of excess credits  
Coverage, Governance and Penalties 
National 
emissions 
coverage 
Approx. 60% of Australia’s 
emissions (Clean Energy 
Regulator) 
Approx. 40-45% of 
EU GHG emissions 
85% of national 
emissions 
Approx. 53% of NZ GHG 
(excludes pastoral 
agriculture) 
Unclear but covers 20 % 
of US economy, 73% of 
Canada’s and 50% of all 
GHG emissions in 
Canada. 
11% (from web 
compare) 
Approx. 22% Tokyo-18%-20% of total 
CO2 emissions in Tokyo 
77% 
Second source 
suggests over 50% of 
GHG emissions 
Governance Climate Change Authority: 
set pollution caps and 
progress. 
 
Clean Energy Regulator: 
administers 
CPM/NGERS/RET 
 
Productivity Commission: 
review industry assistance 
and competitiveness, and 
administers JCP 
European 
Commissions 
Dept. of Energy and 
Climate Change 
 
California ARB Administered by Ministry 
of Ec. Development. 
Policy Development and 
provisions relating to free 
allocation administered 
by Ministry for 
Environment. NZ 
Emissions Unit Register 
run by EPA. 
 
 
Minister for Sustainable 
Development, 
Environment and Parks. 
The Federal Office 
of the Environment 
 
National Emissions 
Trading Registry. 
Statutory and Regulatory 
authorities are state based. 
Tokyo Metropolitan 
Government 
 Bureau of Environment. 
Ministry of 
Environment 
Protection 
 
KazSRIEC (working 
body of MEP). 
Penalties Fixed Phase: Shortfall 
charge @ 1.3X ACU 
 
Flexible Phase: TBA 
2013-20 E$100/t 
CO2e plus must 
make up for un-
surrendered 
allowances. 
Yes as enforced by Air 
Resources Board 
(ARB) 
Penalty of $30 for each 
NZU plus make-up. 
Yes, must pay 3 EU’s or 
ERC’s per un-
surrendered allowance 
along with suspension of 
general account. After 30 
days unpaid allowances 
will be subtracted from 
next allowance allocation. 
Phase 1: 
Retroactive 
payment of carbon 
levy for each tonne 
emitted since 
exemption granted. 
 
Phase 2: 125CHF 
plus obligation to 
make-up for un-
surrendered 
allowances. 
Yes  Fine of 10 MCI 
(Monthly Calculation 
Index) for each tonne 
of CO2 allowance not 
surrendered. Unlikely 
to be enforced in pilot 
phase. 
 
Failure to surrender in 
pilot phase will result 
in reduced volume of 
allocations for second 
trade period. 
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Sources: 
1. Flannery, T; Beale, R; Hueston, G., Climate Commission the Critical Decade: 
International Action on Climate Change, Climate Commission Secretariat, 
Commonwealth of Australia, 2012. 
2. Haites and Mehling Book Chapter, Linking Emissions Trading Schemes (Alberta 
info). 
3. https://icapcarbonaction.com. 
4. Norton Rose carbon pricing mechanism report, November 2012. 
5. Rabe, B; Borick, Christopher Carbon taxation and Policy Labelling: Experience from 
American States and Canadian Provinces Review of Policy research, 29(3), 358-382, 
2012 
6. www.Eur-lex.europa.eu (Directive 2003/87EC) 
7. www.ec.europa.eu/clima/publications/docs/factsheet_ets_2013_en.pdf (EU ETS 
European Commission, The EU Emission Trading System (EU ETS). 
8. www.arb.ca.gov/cc/capandtrade/guidance/guidance.htm (then go to list of covered 
entities for Nov 2012 list). 
9. www.arb.ca.gov/cc/capandtrade/september_2012_regulation.pdf Sept 1, 2012, 
Adopt Subchapter 10 Climate Change, Article 5 Section 95800 to 96023 Title 17, 
California Code of Regulations; Article5: California Cap on Greenhouse Gas 
Emissions and Market based compliance mechanisms.  
10. www.climatechange.govt.nz/emissions-trading-
scheme/participating/agriculture/obligations/ (last updated 16 Nov 2012).  
11. www.eur.govt.nz: Changes to NZ trading in international units/purchase.  
12. www.mddefp.gouv.qc.ca/changements/carbonne/Systeme-plafonnement-droits-
GES-en.htm 
13. www2.publicationsduquebec.gouv.qc.ca/dynamicSearch/telecharge.php?type=3&fil
e=/Q_2/Q2R46_1_A.HTM (Quebec regulation) 
14. www.ieta.org/assets/ieta_quebec%20capand%20trade%20summary.pdf (Quebec 
Fact Sheet) 
15. www.up.ethz.chSwiss Climate Policy-an overview 10 May 2011  
16. www.bafu.admin.ch Federal Office for the Environment. 
17. www.kankyo.metro.tokyo.jp 
18. www.enc.go.jp/en/earth/ets/mkt./scheme-emissions_trading.pdf 
19. www.kzc.kz 
20. www.rggi.org 
21. www.ucsusa.org 
22. www.eenews.net/public/climatewire/2013/05/02/2 China nears launch of large 
emissions trading pilot programs.  
23. www.mfe.govt.nz/issues/climate/emissions-target-2020/questions 
24. www.ebrdpeter.info Carbon Limits and Thomsen Reuters Point Carbon The 
Domestic Emissions Trading Scheme in Kazakhstan Sammut, F; Kertesheva, A; and 
Vassilyev, S, April 2013 
25. www.carbon-tradingmagazine.com (2nd source for Kazakhstan targets) 
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(Notes: JI is where offsets are derived from projects btw industrialised countries. CDM 
is between an industrialised country and a developing country. Allowance reserve 
(i.e., % emissions unit under the cap that have been set aside) is used as a price 
ceiling). 
 
(Notes: The AAU’s are the Assigned Amount Units that each country is assigned by 
the UNFCCC secretariat under the rules of Kyoto. They can be bought and sold 
among governments; firms and individuals.eg NZ first period AUU were 5 times their 
1990 emissions. On top of this other types of Kyoto units include CER’s (CDM), 
ERU’s (JI) NZU are issued into the NZ unit registry by the govt. From there the 
government allocated them into the market place through free allocation or through 
selling them). 
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Appendix 2: Historical development of CGE Models dominantly used for the analysis of environmental policy 
Year Attributed to: Model Attributes Weaknesses 
1936, 1941 Leontief 
 
Built on by: 
Sandee,1960; 
Manne,1963 and 
Evans,1972 
(McKibbin, 1998) 
(Dixon & Rimmer, 
2010) 
 Economy wide models based on a demand driven 
input/output model that decisively took Walrus’s (1874) 
market equilibrium theory (based on one good) toward 
an empirical equilibrium.  
 This fixed coefficient model was the stimulus for 
applied aspects in CGE models that followed 
(McKibbin, 1998) and aligned applied general 
equilibrium models with economic policy making 
(McKibbin, 1998). 
 In input/output modelling, production satisfied final 
demand for a specified technology level (Dixon & 
Rimmer, 2010). 
 
 Lacked clear descriptions of the 
behaviour of individual agents 
(Dixon & Rimmer, 2010). 
 Was based on static equilibrium 
analysis given a change in policy. 
 Assumes transactions conclude 
within given (one) time period. 
 Use an annual frequency which 
rules them out for short-term 
forecasting (McKibbin, 1998) 
 
 
1954 Arrow, Debrau 
(André et al., 2010) 
 CGE models descended from this work (McKibbin, 
1998). 
 Transformed Walrus’s abstract representation of the 
economy (equilibrium being the price at which the 
addition of net demand equals zero) into a model 
capable of policy evaluation. Firsts to include demand 
side preferences (André et al., 2010). 
 Introduced micro-economic optimisation with a 
productive sector formed by enterprises with 
production possibilities based on resources and an 
equilibrium reached when each enterprise chose the 
I/O combination of its technical possibilities that 
maximised profit at market prices (Dixon & Rimmer, 
2010).  
 Based on finite number of periods, events and goods. 
 Models based on Arrow-Debrau’s paradigm proceed 
by finding a set of market clearing prices (Sanstad & 
Greening, 1998) 
 Lacked clear descriptions of the 
behaviour of individual agents. 
 Produced first evidence of market 
clearing equilibrium but was subject 
to restrictive unrealistic assumptions 
such as no unemployment. 
 Static equilibrium analysis requiring 
comparison between stages. 
 Walrasian theory omitted analysis of 
demand for assets and saving for 
future consumption. 
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 Debrau later incorporated uncertainty and stability of 
equilibria (André et al., 2010). 
 Specifically dealt with inter-temporal planning. 
 
1959 McKenzie 
(André et al., 2010) 
 
 First to incorporate hypothesis based on demand side 
functions not preferences (André et al., 2010). 
 
 
1960’s Johansen 
(Dixon & Rimmer, 
2010) 
 Probably developed the first applied CGE model. 
 Identified the behaviour of individual agents in 
determining the outcome for an economy (Dixon & 
Rimmer, 2010). 
 Introduced consumer budget and production function 
constraints (Dixon & Rimmer, 2010). 
 Used a linearized equilibrium system to obtain an 
approximate equilibrium (André et al., 2010). 
 Specified production and demand functions in a 
framework consistent with economic theory enabling 
the modelling of an economy’s response to external 
shock.  
 Combined Leontief’s input/output tables with relative 
prices and empirical evidence on elasticities.  
 Treatment of trade was 
underdeveloped. 
 
 
 Treated exports and competitive 
imports exogenously (Dixon & 
Rimmer, 2010). 
 
 The general equilibrium model 
builder has to be satisfied with 
specific functional forms and closure 
rules so that a steady state can be 
reached (Dixon & Rimmer, 2010). 
1970’s Scarf, Shoven and 
Whalley (Shoven & 
Whalley, 1984) 
 Developed independently of Johansen 
 Credited with transforming applied CGE into a policy 
analysis tool. 
 
Late 1970’s  Dixon 
(Dixon & Rimmer, 
2010) 
 
 Developed out of the IMPACT project (IMPACT was 
set up in 1975 in the Industries Assistance 
Commission). 
 Orani is a Johansen style applied GE model of the 
Australian economy combining Armington’s 15 country 
trade model elasticity of substitution specification 
(econometrically specified) with Leontief’s input/output 
model wherein Armington elasticities specify the 
degree of substitution in demand between similar 
 Calculative challenges were a 
feature of incorporating rational 
expectations and Armington 
domestic/import elasticities (Dixon & 
Rimmer, 2010). 
 Original Orani was designed for 
comparative static policy analysis. 
More dynamics in later versions 
(Adams et al., 1994). 
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products produced in different countries 
(www.pc.gov.au) 
 Developed to quantify effects of trade policy (Dixon & 
Rimmer, 2010). 
 Introduced flexible closures, multi-products industries, 
multi-industry products, regional dimension, modelling 
of transport, wholesale and retail margins, primary 
factor substitution, products transformation 
possibilities (Dixon & Rimmer, 2010). 
 Top down approach to generating regional results. 
 
 600 thousand equations and 1.2 
million variables (Dixon & Rimmer, 
2010). 
 Large black boxes, complex 
assumptions (Rauscher, 1999). 
1970’s 
1989 
Jorgensen, 
Jorgensen and 
Wilcoxen 
(Jorgenson & 
Wilcoxen, 1990) 
 Not Johansen style 
 Focused on energy 
 Used iterative methods to search for an equilibrium 
price vector (Dixon & Rimmer, 2010). 
 Econometrically estimated inter-temporal CGE model 
with high sectoral disaggregation to complement the 
high regional disaggregation. 
 
 Early CGE’s ignored the adjustment 
path between equilibria (McKibbin, 
1998). 
Late 1970’s Adelman and 
Robinson 
(Adelman et al., 
1979) 
 Developed at the World Bank. 
 Supported by GAMS software. 
 Introduced some non-linearity to CGE models. 
 
1991 McKibbin and 
Sachs 
(McKibbin, 1998) 
 MSG2: a dynamic inter-temporal model-a macro model 
reconstructed to focus on individual optimisation 
through incorporating rational expectations (McKibbin 
& Sachs, 1991). 
 Developed to bridge the gap between micro and macro 
models (McKibbin, 1998). 
 Synthesis of micro (optimisation theory) and macro 
(dynamic) economic theory. 
 Calculative challenges were a 
feature of incorporating rational 
expectations. 
 Scope of dynamic elements is limited 
(Scrieciu, 2007). 
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 Explicit inter-temporal optimisation by different agents 
in the economy forms the basis of the structural 
equations (McKibbin & Sachs, 1991).  
 Allowed for unemployment and deviation from 
optimizing behaviour (McKibbin & Sachs, 1991). 
 Money is explicit through inter-temporal budget 
constraints and a feature is high regional 
disaggregation. Dynamics driven by asset 
accumulation and wage adjustment to neoclassical 
steady state (McKibbin, 1998). 
 
1990’s (later 
revisions) 
Centre of Policy 
Studies (Monash 
Uni) 
(Dixon & Rimmer, 
2003) 
(Dixon & Rimmer, 
1998) 
 Started by IMPACT project practitioners. 
 Used Johansen style CGE’s for international 
modelling. 
 Developed MONASH CGE (successor to ORANI)-a 
detailed dynamic single region model of the Australian 
economy. It is a 113 industry CGE model of Australia 
which can track micro level business cycle detail from 
macro forecasts.  
 Developed USE: a US dynamic applied CGE 
incorporating 500 industries and 51 regions. Produces 
projections and simulations to 2020. 
 
 Model was used in conjunction with a 
macro-economic forecasting model 
and forecasts of trade prospects from 
ABARE. This made it difficult to do 
sensitivity analysis around the central 
forecasts and highlighted the need 
for a single integrated 
model.(Adams, 2005). 
1992 Burniaux 
(J.-M. Burniaux, 
Nicoletti, Martin, & 
Martins, 1991) 
 Organisation for Economic Co-operation and 
Development’s GREEN Model — a Recursive 
Dynamic General Equilibrium Model. It is a global 
dynamic CGE which focuses on the energy sector and 
highlights the relationships between depletion of fossil 
fuels, energy production and use and CO2 emissions.  
 Special features include its dynamic treatment of 
energy capital and resource depletion. 
 Complementarity between capital and energy. 
 Scope of dynamic elements is limited 
(Scrieciu, 2007). 
 
 Linear programming optimisation 
approach is not consistent with 
increasing returns to scale in 
production functions leading to 
instability (Scrieciu, 2007). 
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 Complementarity/substitutability important in 
determining impact on output due to energy price rise. 
 
1992 Hertel 
(Hertel, 1997) 
 GTAP (Global Trade Analysis Project): a comparative 
static CGE model based on SALTER: a Johansen style 
Orani based multi-country model). Global economy 
model applied widely to climate change issues (1997). 
 
 
1993 Centre of Policy 
Studies (Monash 
Uni) 
 MMR (Monash Multi Regional): a comparative static 
GE model (based on ORANI) that shows for a single 
year the differences in the Australia economy that 
result from changes in taxes, tariffs and other 
exogenous variables (Adams, Horridge, & Parmenter, 
2000). 
 Regional supply and demand of commodities and 
industry demands for labour and capital determined 
through optimising behaviour of agents.  
 Unlike ORANI, includes inter-regional linkages e.g., 
tracks GHG emissions; allows for energy substitution; 
allows for endogenous take-up of abatement 
measures in response to policy (Adams et al., 2000) 
 
 
1994 Goulder 
(Goulder, 1995) 
 Inter-temporal general equilibrium model of the US 
economy to analyse the cost of carbon taxes. 
 Incorporated specific tax instruments, firm’s 
investment incentives, equity values, profits, 
household consumption, savings and labour supply 
decisions, non-renewable resource supply dynamics 
within a disaggregated GE framework (Goulder, 1995). 
 Addressed a weakness in previous 
studies of lump sum revenue 
recycling of carbon tax and an 
assumption of no pre-existing taxes 
(Goulder, 1995). 
 Did not address distributional 
consequences of carbon taxes or 
potential environmental benefits 
(Goulder, 1995). 
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1995 McKibbin and 
Wilcoxen 
(McKibbin, 1998) 
 G-Cubed Multi-Country Model: a dynamic inter-
temporal model combining MSG2 and Jorgensen and 
Wilcoxen’s model adding sectoral disaggregation.  
 Incorporates inter-temporal optimisation in savings and 
investment, econometric estimation of parameters and 
full inter-temporal modelling of trade flows.  
 Developed specifically to inform policy debate on 
global warming policies. 
 Used CES utility functions in which 
budget shares are assumed to be 
independent of income. Has been 
shown to be empirically inconsistent. 
 Poor time series data for other than 
OECD countries. 
  
1996+ Centre of Policy 
Studies (Monash 
Uni) 
(Adams et al., 
2000) 
 Monash Multi Regional Forecasting-GREEN (MMRF-
GREEN): a dynamic, multi-sectoral, bottom up multi-
regional model of Australia. It is the Monash Multi 
Regional model adapted for forecasting by the 
inclusion of dynamics that produce sequences of 
annual solutions linked by dynamic relationships such 
as capital stocks accumulation.  
 More regional detail (sub-state) than MMR and 
developments to allow for analysis of environmental 
policies (carbon permits) (Adams et al., 2000) 
 Difficult to implement 
 Computational burdens 
1996 Australian Bureau 
of Agriculture and 
Economics. 
(J. Burniaux & 
Truong, 2002) 
 Recursive MEGABARE (a model developed to inform 
of a global perspective on major Australia policy 
issues) built on the GTAP framework using the 
technology bundle approach to incorporate energy 
substitution btw alternate energies rather than adopt 
the nested constant elasticity of substitution (CES) 
production function approach.  
 Gets detailed technology data usually only available in 
bottom up industry models. 
 Energy-Capital: complements within given technology 
but substitutable also. 
 Recursively Dynamic Global Trade and Environment 
Model (GTEM) derived from MEGABARE and GTAP. 
 Framework for the Australian Government 2008 and 
Garnaut 2008 to report on the potential impacts of 
 Criticised for black box model 
complexity, unclear parameter 
specifications and insufficient 
treatment of innovation and 
technological change. 
 None of the scenarios incorporated 
the costs of climate policy 
uncertainty, impacts of climate 
change or costs of adaptation. Policy 
scenarios did not incorporate how 
costs and impacts might change as 
emissions are reduced (Gruen, 2011) 
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national, global and sectoral level action to reduce 
emissions. 
1997 Rutherford 
(J. Burniaux & 
Truong, 2002) 
 CETM was a dynamics general equilibrium model of 
global energy markets, carbon dioxide emissions and 
international trade: Combined the MACRO CGE with 
ETA- a partial equilibrium process model (based on 
Manne and Richel’s MERGE model) of the energy 
sector (J. Burniaux & Truong, 2002). 
 Results achieved through iteration not optimisation of 
the two sub models. 
 Capital-Energy: substitutes in CGE and complements 
in ETA. 
 
 Restrictive assumptions, e.g., 
different non electric energy forms 
treated as perfect substitutes and 
have equal marginal costs. 
1997 Hertel 
(Hertel, 1997) 
 GTAP-E: a global economy model based on SALTER, 
a Johansen style multi-country model that has widely 
been used to model GHG issues. 
 
2002 Burniaux 
(J. Burniaux & 
Truong, 2002) 
 Energy substitution was incorporated into the standard 
GTAP model 
 The GTAP-E revisions enabled 
Kyoto to be modelled, but analysis 
was static, did not consider timing of 
implementation and only considered 
CO2 (Adams, 2005). 
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Appendix 3: Record of site visits, training and conferences 
   Hrs Klm's 
2012 19-21 March AUSLCI training/ Brooklyn Site Visit   
2012 30th Aug Case-study Facility Processing Plant Site Tour 2 hrs 60 
2012 October Case-study Facility Waste Water Tour 2 hrs 60 
2013 January 23th Brad Wheeler - on site-LCA  60 
2013 January 24th Marguerite Renouf - home/Chelmer  16.5 
2013 February 7th Brad Wheeler - on site-LCA  60 
2013 February 18th Marguerite Renouf - home/Chelmer  16.5 
2013 April 4th Constructing Research Questions   
2013 May Brad Wheeler - on site-LCA  60 
2013 July 31st Troy White 1.5hrs 60 
2013 September 6th John McAuliffe - Case-study Facility Plant 1hr 60 
2013 September 11th John McAuliffe - Case-study Facility Plant 2hrs 60 
2013 Sep-17 John McAuliffe - Case-study Facility Plant 1 hr 60 
2013 Sep-18 Marguerite Renouf - village St Lucia 2hrs na 
2013 Sep-23 Brett Campbell-Manager Livestock 2hrs 60 
2013 Sep-23 John Berry-Director 1hr  
2103 Oct-09 Brendan Tatt - Marketing 2hrs 60 
2013 Oct-09 John Berry-Director 0.5  
2013 October 8th Webinar The Dynamics of Climate Change ISEE  
 October 3rd End Note Training   
2013 23rd August 3 minute thesis finals   
    693 
2013 November 11th Research Data Management Workshop 3hrs  
2013 November 19th  Advanced Word 3 hrs  
 
 Record of site visits for 2014 
Date Site 
 
Time Purpose 
KM 
travelled 
9/12/2013 
Case-study 
Facility 
 
2 hours Board presentation to approve provision of data 60km 
13/02/2014 
Case-study 
Facility 
 
2 hours Meeting with Marketing and Sales Managers 60km 
10/03/2014 
Case-study 
Facility 
 
2 hours Meeting with Marketing and Sales Managers 60km 
1/04/2014 
Case-study 
Facility 
 
2 hours Meeting with John Berry and John McAuliffe (plant) 60km 
6/05/2014 
Case-study 
Facility 
 
2 hours Tour of Wastewater Facilities/LCA Data Collection 60km 
16/06/2104 Chelmer  3 hours LCA-Marguerite Renouf 16.5km 
18/06/2014 
Case-study 
Facility 
 
1 hour Collection of LCA Data 60 km 
28/08/2014 
Case-study 
Facility 
 
2 hours Meeting With John Berry 60km 
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Methodology training 
Date Coursework Topic Location 
24/02/2012 Simapro Techniques Course (3 online sessions) Online 
19/03/2012-
21/03/2012 LCA assessment Training Melbourne 
Nov-12 Carbon Expo Melbourne 
Jan 2013 Online 4 week course: Introduction to ISEE Software Online 
Jan 2013 
Online 4 week course: Intermediate Level Dynamic 
Modelling  Online 
2/08/2013 
ENVM7523 Intensive In-house 5 days System Dynamics 
Training UQ 
1/11/2013 Carbon Expo Melbourne 
1/02/2014 UQ Library Microsoft Excel, Level 2  
16/07/2014-
18/07/2014 Inaugural System Dynamics Summer School (3 days) Delft, Netherlands 
20/07/2014 International System Dynamics Colloquium Delft, Netherlands 
21/07/2014-
24/07/2014 
Thirty Second International System Dynamics 
Conference Delft, Netherlands 
 
Presentations at Conferences 
Date Paper Venue 
15th/07/2013-
18/07/2013 Short Presentation and Poster 
8th ALCAS Life Cycle 
Conference, Sydney 
20/07/2014 Plenary Presentation 
PhD Colloquium - 
32nd International 
System Dynamics 
Conference, Delft, 
Netherlands 
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Appendix 4: Description of total energy and resource use 
Total energy use for the facility derives from: 
1) electricity purchased off the grid used for: lighting (plant, hides facility and 
stockyards), to run the plants systems including production areas (kill floor, chillers 
and boning room), in the rendering plant for running the cookers, separators, presses 
and hammer mill; in the Cold Stores for the compressors and fans for the plate 
freezers (where some 30-40% of product is chilled to -2 degrees and 60-70% is 
frozen [-30degrees]); for the Load Out conveyors, the Sequencing Batch Reactors in 
the secondary wastewater treatment ponds, cooling tower pumps and fans and a 
small amount used for hides production (lighting and pumps). The Cold Store 
compressors consume the majority of the sites electricity; 
2) thermal energy split between black coal used to fire the primary (hot water) boiler for 
rendering (the output of which is steam that is captured and reused to heat the 
rendering cookers, blood driers and to supplement the site’s hot water supply) and 
Natural Gas which fires a secondary boiler (providing steam to the blood drying plant) 
and the low temperature rendering plant driers as well as Natural Gas which runs the 
hides evaporator. Black coal is the main source of energy used at the site (48% vs 
31% for electricity); and  
3) Small amounts of diesel, LPG and petrol (forklifts, vehicles). 
In addition to describing energy use, other significant process and resource use contribute 
directly or indirectly to GHG emissions and these include: 
1) The plant’s significant water needs are sourced from the local town’s potable water 
supply. Close to 30 per cent of the water used per tonne of HSCW is recycled. Cooling 
tower water use is included in the water footprint which was investigated for this thesis 
and for which a water balance table was provided as part of a package of firm 
sensitive data. Appendix 6-9 summarise key input data collected. Significant 
quantities of industrial wastewater are produced. Water use forms part of the 
inventory. 
2) The plant uses inorganic chemicals such as chlorine and disinfectants.  
3) Refrigeration (cold stores /plate freezers) uses liquid ammonia as a refrigerant for 
which there are minimal fugitive losses. The liquid ammonia input per tonne of HSCW 
is deduced from the average of the fugitive losses of the liquid ammonia. Sodium 
Hypochlorite (with a density of 10% chlorine) is used for both plant cleaning and in 
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WWTP. Chlorine is a halogen and does not produce GHG. Aluminium Sulphate is 
used in WWTP but again, does not produce GHG’s. Chemicals are used for plant 
cleaning and are principally chlorine-based and these are detailed in the appendix. 
4) Packaging is a significant aspect of meat processing: Cardboard accounts for some 
85 per cent of packaging inputs. The facility sources flat pack boxes externally and 
assembles them onsite. Life-cycle inventory data for the production of cardboard 
boxes were sourced from the eco-invent database, as suitable background Australian 
process data were not available. 
Source: (Hatlar Pty Ltd, 2011)  
 205 
 
Appendix 5: IPCC (1996): Guidance on N2O emissions 
1) N2O is released indirectly to the atmosphere from the N contained in wastewater 
discharged to a water body which is nitrified and denitrified. An emission factor of .01 
N2O-N kg/N (.0075 (rivers) and .0025 (estuaries)) is the recommended default for 
released effluent.  
2) Wastewater effluent being applied to soils fits the profile of a synthetic fertilizer. The 
application of synthetic fertilizers increases available mineral nitrogen and is an 
anthropogenic source of N2O. Temperature, Ph. and soil moisture content are factors. 
The 1996 IPCC Guidelines (1996) default emission factor of .0125 N2O-N/kg N of the 
applied nitrogen is based on Bouwman (1994) and (As cited IPCC, 1996). The fraction 
of synthetic fertilizer nitrogen applied to soils that volatises as NH3 and NOx is .1kg NH3-
N+NOx-N/kg. 
3) N2O emissions are released from the volatisation and subsequent atmospheric 
deposition of NH3 (from ammonium) and NOx (nitrogen oxides) originates from applied 
fertiliser and nitrogen leaching and run-off. For the application of synthetic fertilizers 
(which the IPCC note is influenced by climate and fertilizer type) IPCC Guidelines (1996) 
default indirect N2O-N emissions factors of .01kg N2O-N/kg of NOx-N and NH3-N for 
deposition and.025kg N2O-N/kg of NOx-N and NH3-N for leaching/run-off were consistent 
with reported rates based on studies of (Bowden, Melillo, & Steudler, 1991; Brumme & 
Beese, 1992). 1996 guidelines propose a default value of .3 for the fraction of fertilizer 
lost to leaching and surface run-off and a combined N leaching emissions factor of 
.025kg N2O-N/kg being an aggregation of emissions coefficients for groundwater (.015), 
rivers (.0075) and estuaries (.0025). 
(IPCC, 1996) 
 
IPCC (2006) Guidelines on Wastewater Emissions 
1) Domestic wastewater is treated in centralised treatment plants with a mix of primary 
(removal of large solids), secondary (biodegradation by micro-organisms) and tertiary 
treatments (finishing/maturation processes). 
2) Sludge produced in primary treatment is not accounted for in wastewater emissions for 
inventory purposes. Sludge produced in secondary and tertiary treatments results from 
biological growth in the biomass. Its emissions are considered under the guidelines and 
its emissions are estimated based on its destination (anaerobic digestion, land disposal 
or landfill/incineration). 
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3) N2O emissions from sludge and wastewater spread on agricultural land are measured 
as an agricultural emission.  
(IPCC, 2006) 
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Appendix 6: Resource use data: The field surveys, sampling and 
interviews have yielded the following results. 
Resource Use 
2012 
After in italics where 
relevant 
Quantity 
(avg per t HSCW) 
Total 
(per 
year) 
Min 
Mthly 
Avg 
Max 
Mthly 
Avg 
SD Typical Meat 
Plant 
Avg/Eco-
Efficiency 
Avg 
W
a
te
r 
Town water 5.51 kl  5.29 5.82 .1382 7kl/11.8kl 
Recycled water 2.20 kl  2.01 2.48 .1315 
E
n
e
rg
y
 
   Quantity(Sample X) Energy Value Range (variability)  
53kg 
 
 
 
400kWh 
 
.83m3 
 
 
 
 
Coal .045 t 1320(before) 
960 (after) 
MJ  1161 1399 72 
Natural gas 20.39 m3 .78(before) 
.759 (after) 
780 (before) 
759 (after) 
GJ 
MJ 
 .63 
630 
.95 
950 
.11 
110 
Electricity (incl 
wastewater) 
271.55 kWh 977 MJ  931.68 
 
1031.04 33.1 
LPG .24 L 6.14 MJ  4.45 7.76 1.17 
Diesel .25 L 9.61 MJ  5.22 14.04 2.96 
Petrol .03 L .92 MJ  .807 1.142 .111 
Fuel Oil (est)         
Total Energy 3400MJ 
C
h
e
m
ic
a
ls
 
P
la
n
t   
Cleaning 
chemicals 
1.119 kg   
1.3L 
Liquid Ammonia .02 kg  
C
h
e
m
ic
a
ls
 W
a
s
te
w
a
te
r 
10% Sodium 
Hypochlorite 
.29 
 
L 
 
  
.2kg 
Aluminium 
Sulphate 
2.86 kg  
Lime(based on 
total ordered) 
2.61 kg  
P
a
c
k
a
g
in
g
 Cardboard 20.10 kg  31kg 
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Plastic 2.88 kg  1 kg 
Waste generation data ‘before’ 
 
Quantity (t/HSCW) 
 
Quantity 
(t/HSCW) 
Industry 
Avg 
A
n
a
e
ro
b
ic
 
COD 45.13kg 38kg 
Nitrogen (TKN) na 
A
e
ro
b
ic
 
BOD  
Nitrogen 2.089kg 
 
Solid 
Waste 
2.17 kg 87kg 
133.34 kg 
1.47 kg .68kg (.65kg) 
 
Note: Detailed ‘after’ data itemised in Appendix 8 and 9. 
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Appendix 7: LCA parameters 
The following tables summarise the basic parameters used to define and calculate the inputs 
and outputs for the partial LCA inventory along with explanations. The construction of the 
inventory for meat processing, gate-to-gate, is based on the operational outcomes of an 
actual Australian processing facility. The creation of the parameters and inventory for 
wastewater processes is based on latest research, and IPCC Good Guidance as well as 
actual process data, which also inform the Australian NGGI. 
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Input 
parameters 
Valu
e Explanation         
tonsofprodn 
1847
21.1 tonnes of HSCW 2012     
wgen 7.06 Wastewater generation kl/t    
COD_con 6.52 Chemical Oxygen demand Concentration kg/kl   
MCF_Case-
study 
Facility 0.783 Fraction pond treated anaerobically    
EF_NGERS 5.3 EF for tonnes of CO2e/tonne of COD    
CO2efactor 
0.014
246 Converts C02e to m3 CH4    
CH4_densit
y_kg_m3 0.668 Density of methane at 20 deg and 1 ATM   
Nkg_in_eff_
rel 
0.021
95 Sample measure of kg N released as effluent   
EF_Estuary
_riv 0.01 Cumulative EF for receiving water body   
N_molec_c
onv 
1.571
429 Molecular Conversion factor of kg N2O-N into kg N2O  
TKN_Spray
ed_kg 
0.091
95 
Total Kjeldahl Nitrogen (TKN) in irrigated 
effluent    
FracGASP_
IPCC 0.1 Volatisation of N from synthetic fertilizer   
EF_atmosd
epo 0.01 EF for the atmospheric deposition of N    
N_kgapplie
d_fertil 
0.091
94 Total Kjeldahl N in irrigated effluent    
EF_N2O_IP
C_soil 0.01 IPCC EF for N applied to soil (revised from 1.25)   
TotalNkg_in
fl 
3858
72 Measure of total influent N (TKN) in BNR (sum of 4 grab samples*tHSCW) 
EF_BNR 0.01 EF from BNR pond     
TotalNkg_sl
udge 
2155
25 
N content of sludge (based on 25% solids content of total sludge removed as per plant estimate,  
60%of which is active and .124 N content of this active component)* t HSCW 
 
Ncontent_S
Ludge 0.124 
Based on Sludge formation being C5H7O2N Molecular mass of sludge 113g/mol;  
Molecular mass of N 14g/mol so Fraction of N in sludge(applied to active component) is 14/113=0.124 (Expert 
Advice vs NGERS domestic guidance of .05)  
 
TotalNkg_ef
flrel 3785 kg TKN in eff released*t/HSCW           
tot_electricit
y_kWh 
271.5
5 Actual measurement including wastewater process          
electricity_
ww 0.06 % of electricity attributed to WWTP           
kWh_conve
rtto_MJ 3.6 
Conversion of electricity from unit measure to energy 
measure         
FracLeach 0.3 
The default IPCC factor for N lost through leaching and 
run-off         
FracWetNG
GI 0 
Fraction of N available in groundwater subject to leaching and 
run-off        
DieselL_MJ 38.6 Conversion factor for L of diesel to MJ of energy          
LPG_MJ 25.58 Conversion factor for L of LPG to MJ of LPG          
m3NatGas_
GJ 26.137 Conversion factor for natural gas from m3 to GJ                 
EF_Leachin
g .0075 
IPCC EF for N2O emissions from leaching and run-
off         
 211 
 
Calculated parameters Formula Explanation           
CODw tonsofprodn*wgen*COD_con/1000 tonnes of COD in ww entering plant      
CH4_CO2e CODw*MCF_Case Study Facility*EF_NGERS CO2e of CH$ produced in anaerobic pond     
CH4_m3 CH4_CO2e/CO2efactor Conversion of CO2e to m3 CH4      
methane_kg CH4_m3_tHSCW*CH4_density_kg_m3 Application of density factor to get kg CH4/tHSCW from pond    
CH4_m3_tHSCW CH4_m3/tonsofprodn m3 CH4 per t/HSCW       
N_effl_release Nkg_in_eff_rel*.01*N_molec_conv N2O emissions from effl released to river     
N2O_N_atmodep TKN_Sprayed_kg*FracGASP_IPCC*EF_atmosdepo*N_molec_conv Assumes 100% available to volatise      
N2O_soil N_kgapplied_fertil*EF_N2O_IPC_soil*N_molec_conv Total N in BNR adj for N removed in sludge and effl released    
TotalN_BNR TotalNkg_infl-TotalNkg_sludge-TotalNkg_efflrel TotalNkg_infl       
TotN_BNR_tHSCW TotalN_BNR/172457 
Total N from 
BNR/tHSCW       
TotalN2O_BNR TotN_BNR_tHSCW*EF_BNR*N_molec_conv Total N2O emissions from ponds      
MJ_electricity_ww (tot_electricity_kWh*electricity_ww)*kWh_convertto_MJ Converting electricity from kwh to MJ      
N_availforleach TKN_Sprayed_kg*FracWetNGGI*FracLeach 
N available for leaching (assumes full leaching from all regions - latest IPCC/ NGGI 
challenge 
N2O_emissions_leach N_availforleach*EF_Leaching*N_molec_conv N2O emissions from fertilizer applied that leaches and runs-off     
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Appendix 8: Calculation of N2O emissions 
Type of emission Formula adopted from Simapro Data source 
Direct: Emissions from 
BNR( aerobic) ponds 
TotalN2O_BNR= TotN_BNR_tHSCW*EF_BNR*N_molec_conv 
where      
TotN_BNR= TotalNkg_infl-TotalNkg_sludge-TotalNkg_effrel 
 
Four grab samples for influent N. 
N in effluent is direct measurement by plant 
EF: .01 (IPCC 2006/Australian NGGI 2010) 
Frac N in sludge: .124 (Expert Advice) 
Direct: from N applied 
to the soil (thru 
irrigation)  
N2O_soil = N_kgapplied_fertilizer*EF_N2O_IPC_soil*N_molec_conv 
 
Direct measure: sampling- TKN in effluent. 
EF: .01 (IPCC 2006) 
Indirect: N in effluent 
released to waterways 
N_effl_release= Nkg_in_eff_rel*.01*N_molec_conv 
 
  
      
  
 
Direct measure: sampling-TKN in effluent. 
EF: .01 (NGGI 2010)** 
Indirect Emissions from 
leaching and run-off 
    
        
N applied from synthetic fertilizer*fracleach*EF*N_molec_conv 
 
Direct measure: sampling-TKN in effluent and 
stormwater pond 
FracLeach: .3*** 
FracWet: 1* 
EF: .0075 (IPCC 2006) 
Indirect Emissions from 
Atmospheric 
Deposition of Applied 
fertilizer. 
Mass of TKN volatised=Total mass of TKN * IPCC default for syn fertiliser vol (FracGasp) 
to NH3 and NO 
 
then 
Mass of N Vol (kg)*EF*N_molec_conv 
   
 
Direct measure: samplingFracGasp: .01 
EF: .01 
(IPCC 2006, Table 11.3) 
 
 
 
Notes to table: 
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 IPCC 1996 Guidance assumed full leaching to occur everywhere in Australia. 2006 good guidance recognised whole of Australia will not have 
leaching and run-off. 2009 and 2010 AUST NGGI uses FracWet of 1 for irrigated pasture however NGGI authors advise use of a ratio of mean 
annual evapotranspiration to annual precipitation to assign a factor by region. 
 The IPCC good practice default initial emission factors are 0.0075 kg N2O-N/kg N for wastewater discharged into rivers (EF5-r) and 0.0025 kg 
N2O-N/kg N for wastewater discharged into estuaries (EF5-e) (IPCC good practice 4.73). For wastewater discharged into rivers, the final 
emission factor is cumulative, (EF5-r + EF5-e), as it is assumed that the wastewater passes from the river system, through the estuaries and 
then into the sea. 
 Some of the inorganic N on the ground (usually in the form of NO3) may bypass biological retention mechanisms and be transported in overland 
water flow or flow thru soil micro pores. Some of the NH4 or NO3 will be transformed via nitrify/denitrify to N2O in the groundwater below the 
land or in ditches, rivers and stream. 
 The latest NGGI report for Australia is the 2010 one. Wastewater is dealt with in volume 3 (www.climatechange.gov.au), then Climate, then 
Australian Emissions. The NGA factors which are on the site align with method 1 in the determination of NGERS i.e., the default measure) 
Source:  (IPCC, 1996) 
(IPCC, 2006) 
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Background Calculations for N2O for ‘before’ and ‘after’. 
N2O emmissions for the soil from irrigation (Defined by IPCC as Indirect Emissions)
172457 Tonnes of HSCW production
1.43 Treated effulent TKN to soil Grams
90.51 Total TKN stormwater
0.09194 kg TKN applied to soil
0.3 leaching and runoff factor IPCC/NGGI not used
1 Fracwet NGGI which is fraction of N available not used
0.01 EF IPCC 2006 Chpt 11
27.585 grams of N applied to the pastures per hscw
0.0125 is the EF standard IPCC
1.571428571 Molecular conversion
0.00144477 Simple calc using .09194kg*Ef (.01) * molecular conversion
0.541848214 Annual emmissions N2O in Grams per tonne of HSCW
93445.51749 Total N2O grams per year
310 N2O CO2 e
28968.11042 kg of CO2e
31 t/yr
p 247: Nitrous Oxide Production from Atmospheric Deposition of N volatised from irrigation
see also chapter 11 2006 IPCC guidelines 11.2.2
(Atmospheric Deposition means sedimentation of solids, liquids or gaseos materials from the air.)
First need to calculate Atmospheric Deposition by calc volatised Nitrogen Mass of N Vol (kg)*EF*N_molec_conv
Mass of TKN volatised=Total mass of TKN * IPCC default for synthetic fertiliser volatised
to NH3 and NO
91.95 Total mass of TKN sprayed (g)
0.1 FracGASP IPCC default of N volatised as NO's and NH3(ammonia)
9.195 Mass of N volatised (g)
0.009195 Kg
Annual N20 from atmospheric deposition
9.195 Mass from N volatised (assuming total was avail)
0.01 IPCC default EF
1.571428571 44/28 factor to convert elemental mass of N2O to molecular mass
0.00014449 annual emissions of N2O
??? Should the mass volatised be deducted from the total mass avail leaching?
If Yes Leaching fig should be: (maybe I should ask Brad to sample water used to irrigate??)
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N2O emissions from Leaching and Run-off
see also chapter 11 2006 IPCC guidelines 11.2.2
172457 Tonnes of HSCW production
1.43 Treated effulent TKN to soil Grams
90.51 Total TKN stormwater g
0.3 leaching and runoff factor IPCC/NGGI
1 Fracwet NGGI which is fraction of N available
27.585 grams of N that leaches or runs-off
0.027585 kg N
0.0075 is the EF standard IPCC (includes river + estuary as cumulative)
1.571428571 Molecular conversion
0.00032511 Annual emmissions N2O in kgs per tonne of HSCW
56.06731049 Total N2O grams per year
310 N2O CO2 e
17.38086625 kg of CO2e
0.017380866 t/yr
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N2O Emissions from BNR (SBR/aerobic pond)-Direct Emissions
0.25 Brad's est of TKN in grams (just est of ammonia? Or NH4) N in effluent entering SBR (aerobic) So grab sample average much higher at .56TKNkg/tHSCW
(note sample is being taken for accurate measure - bias issues with one sample)
EF (as per IPCC wastewater
0 Actual average kginfluent N based on Brad's conversion of sample taken of influent N 
0.005 EF IPCC kgN2O-N, uncertainty range (.005-.25) - NB extremely wide range reported in sc lit-is for untreated effluent
0.0125 midpoint of Laws finding of an emissions factor btw 1.0 and 1.5% of influent nitrogen
0.01 NGGI specify .01 N2O emissions from BNR so use this (Checked with Mark)
67.19 Sludge (not dry)removed kg/tHSCW
16.7975 Assume 25% solids content based on Tim's calculations -the rest is water.
10.0785 Active Component of Sludge based on 40% inert
0.05 (until measured NGGI suggest to use N content of domestic and commercail ww sludgefrom NGERS determination) Tim suggested don't use .05 - use 0.124 N content of sludge - see his email.
0.124 based on Sludge formation being C5H7O2N Molecular mass of sludge 113g/mol; Molec mass of N 14g/mol so Fraction of N in sludge(applied to active component) is 14/113 (Tim's suggestion)=0.124
1.249734 N content of sludge kg
215525.3764 N in sludge based on 10 months production
21.95 grams, use the TKN in eff discharged - assume would apply .01 to this because this would be the factor if that water stayed in BNR
1.571428571 44/28 is the molecular conversion factor
172457 (t of HSCW for 10 months)
385872.5375 N in ponds influent (based on 10 mths prodn) 1/04/2013-Mar 2014 378756.24
166561.7299 total N (influent N less N in sludge less N in eff released)
2617.39861 N2O emissions using influent N less sludge and effl out (for total yrs prodn)
0.01517711 adjusted back to kg per tonne of HSCW
0.001964286 N2O emissions from wastewater plant using IPCC which is untreated effluent
0.004910714 N2O emissions using midpoint of laws
N2O emissions from BNR after sludge and effluent N removals
N2O based on full formula (N influent-N sludge-N effluent discharge)*EF*Molecular Conversion
Law's PHD : .5+-1% EF
Ahn et al  - 8 BNR plants - EF btw .01 and .62% of N load
Laws - as measured - btw 1.0-1.5% of N load so higher than 8 BNR plants and lower than other 3 (Ahn studies 12 plants)
Actual TKN based on Brad's samples from all 4 BNR's
TKN kg/tHSCW Vol/wk/ML
Pond 1 0.42 4.7
Pond2 0.695 6.8
Pond3 0.6995 7.6
Pond4 0.43 4.7
1.43 Treated effulent TKN to soil Grams
90.51 Total TKN stormwater g
0.09194 total N in kg
0.01 IPCC EF
1.571428571 44/28 is the molecular conversion factor
0.00144477 N2O emissions
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N2O emissions from N effluent discharged into waterways
21.95 Total TKN  g Effluent discharged to Bremer
0.02195 total N in kg
0.01 EF sum of river and estuary EF
1.571428571 44/28 is the molecular conversion factor
0.00034493 N2O emissions 
Direct and Indirect Source of N2O
Direct: BNR
Direct: N2O emitted from various synthetic and organic N applications to soils  (Def @ 1%)-includes sewage sludge, compost, rendering waste) see formula 11.2.1.3
Direct: N2O emitted from area of drained/managed organic soils (Def @ 8kg N2o-N ha y)
Direct: N20 emitted from urine and dung deposited from grazing animals Def @ 2% or 1% see criteia)
Indirect volatisation of N as NH3 and oxides of Nox (nitrates and nitrites) and the deposition of these gases and their products (NH4 and NOx) onto soils and surface of water
Indirect leaching and runoff from land of N from synthetic and organic fertilizer additions, Where NO3 (inorganic N) is present in the soil and in excess of biological demand, the excess leaches through the soil profile. Here the nirtif/denitrification process can transform some of the NH4 and NO3 to N2O. This may take place in groundwater below the land or into the rivers into which the land water drains.
So in this case, the indirect emissions of N2O come from applied N in the form of sewage sludge and rendering waste.
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Appendix 9: Calculation of methane emissions 
Research on the resource potential of slaughterhouse waste is also beginning to receive 
more attention (Jensen P, 2013). Research suggests that the maximum theoretical 
production of methane from COD removal is .25kg CH4 per COD kg removed (Foley, 2009). 
Around .16kg CH4 per kg COD removed is average ignoring dissolved methane losses as 
the methane is produced in the liquid phase and stripped to the gas phase under natural 
mass transfer at normal atmospheric conditions (Foley, 2009). Empirical weakness lies in 
understanding the extent of the dissolved methane losses. As an example, Hartley and Lant 
report dissolved methane losses between 38-85 per cent of total generated which highlights 
the significant uncertainty in estimating emissions from wastewater ponds (Hartley & Lant, 
2006). 
 
 
 
 
 
 
 
2012/13 2011/12  
12309.67 8494.97 
tonnes of COD Case-study 
Facility financial 2011/12 year 
0.2 0.2 
IPCC Ch4 per tonne of cod 
removed 
2461.934 1699 tonnes of CH4 
201104 184,721  Tonnes HSCW 
12.24209364 9.20 kg of CH4 /tonne of HSCW 
257.0839665 193 Based on IPCC 
   
51951.61  35,253  Tonnes CO2e 
0.0142464 0.0142464 
conversion factor for m3 CH4 
to tonnes of CO2e 
3646648.276 2474539.524 m3 of CH4 
18.13314641 13.39608192 m3 of CH4 per HSCW 
0.668 0.668 
Density (kg/m3) of CH4 at 
20oc and at 1 ATM 
12.1129418 8.95 kg of CH4 per HSCW 
21 21 CO2 equivalent 
254.3717779 188 Based on NGERS 
 Expanding: CH4 (CO2e) 2012/13 =  
12309.67 
0.7963 MCF 
5.3 EF 
51951.60817 CO2e 
12.11 CH4 per tonne of HSCW 
This comparison shows the change in methane emissions 
after the first year in the absence of mitigation. It does not 
inform the after footprint. 
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Background calculations for updated methane input data for ‘after’ calculation. 
NGER Method 2 Calcualtion Data
Jun to Nov 2013 Methane Input Calcs Wastewater to Anaerobic 1393368.37 KL/pa
Jun-Nov Feb-May Total Production 201104.03 tHSCW
Pond 1 141 73 214 Wastewater volume 6.93 KL/tHSCW
Pond 2A 244 80 325 COD Load 12088572.74 kg pa
Pond 2B 215 122 337 COD Concentration 8.68 kg / KL
Pond 2C 16 113 129 COD Efficency 86%
Pond 3 117 72 188 0.30
1193Total WW to Anaerobic Fration (%) Wastewater anaerobically treated95%
COD in 7986 8985 8485 2545.64 Tonne COD leave the site 0.00
30% WW not go-gen
WW to Anaerobic 1192820 357846
Production 200966 200966 Volumetric influent COD (2013) 12088.57
Wastewater Volume 5.94 1.78 CH4 (CO2e) 51018.49
COD Load 10121614 3036484 CH4/tHSCW 17.81
COD Concentration 8.49 8.49 Convert to KG using density 11.90 kg
New methane 
number for 
2013 calendar 
year (no flaring 
or biogas 
included)
COD EFFIC 83% 44%
Volumetric Influent COD (Jun 2013-May 2014 excl Dec and Jan)10121.6145 3036.4843 Extrapolated methane for 2014
CH4 (CO2e) 42717.1605 12815.148
CH4/THSCW 14.920209 4.4760627
Convert to KG using density 9.96669961 2.9900099
This is the calc methane number for this period based on COD.
Over this period the methane was flared from DEC to Feb and then used for co-gen since.
The data used would include the impact of less coal and natural gas used to produce steam in Feb, March, Apr and May.
This doesn't alter the underlying methane produced by the ponds.
It just effects how much of it become GHG emissions.
To deal with this I have to divert 70% of this meathane off to firing and only record 30% as coming off the ponds unflared.
Then I have to put in the avoided products of coal and gas but first I need to take out the reduced impact of coal and gas that would be reflected n the plabt data from Dec 2013.
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Appendix 10: Diagram of Model – Causal Loop Diagrams and Simulation Model 
 
Model schematic using CLD’s 
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Model schematic using Stock-and-Flow diagrams 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Model schematic using stock-and flows 
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Appendix 11: Processing extreme behaviour test 
PROCESSING MODULE EXTREME BEHAVIOUR 
TESTING 
      
  Range Tested             
Variable Changed High Norma
l 
Low Credible 
Output 
Model reaches new 
Equilibrium(steady 
state) when variables 
change 
Stocks don’t 
do negative 
Stock is 
conserved 
Evidence of 
Ringing 
Commen
ts 
                    
dt   64 25 yes for both 
dt's 
yes TRUE yes no   
stun rate 15 17.14 20 yes yes TRUE yes no   
capacity of Boning 
Rm 
5500 5000 4500 yes yes TRUE yes no   
Primary Chiller 
opening inventory 
10000 0 1500 yes yes TRUE yes no   
Capacity of Primary 
Chiller 
  3100 1 yes yes TRUE yes na    
alt shifts           TRUE yes  Na   
stun rate high and BR 
capacity high 
15 and 
5500 
    yes increased 
boning rate 
enables 
higher stun 
rate 
yes TRUE yes  Na   
gross sales   4323 0 production 
ceases if 
product 
cannot be 
sold 
na na na na   
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Appendix 12: Income extreme behaviour test 
Net Income 
Sector 
       
  Range Tested         
Variable 
Changed 
High Normal Low Credible 
Output 
Stocks don’t do 
negative 
Evidence of 
Ringing 
Stock is 
conserved 
dt   25 4 yes TRUE no yes 
budgeted ER   1 0.95  Yes    Na  Yes 
ER Scenario  Various  Yes    Na  Yes 
percent pa 
growth 
Various  Yes    Na  Yes 
carbon price 
per tonne 
0 25 50  Yes    Na  Yes 
gross sales 
per time unit 
+18  4323 0 production 
stops, 
income and 
expenditure 
are nil 
TRUE no  Yes 
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Appendix 13: GHG extreme behaviour test 
GHG Sector        
  Range Tested         
Variable Changed High Normal Low Credible Output Stocks 
don’t do 
negative 
Evidence of Ringing Stock is conserved 
dt   25 4 At low dt cattle flowing 
from the processing 
module was too low to 
accurately reflect true 
GHG level. 
no  
The oscillations are schooling not 
ringing i.e., they are generated 
endogenously from the pattern of 
hours worked and weekend close-
down. 
 
yes 
t HSCW   
  
 Various 
yes, responds to 
change in levels 
inflicted by change in 
dt 
no no yes 
wastewater emissions   0.24 0.08 Yes, GHG emissions fall. no no yes 
Thermal emissions 0.4 0.172   Yes, emissions rise no no yes 
 
  
4:58 PM   Tue, 19 Aug 2014
Untitled
Page 1
7.00 8.75 10.50 12.25 14.00
Day s
1:
1:
1:
0
1000
2000
1: adding GHG's per t HSCW
1
1
1
1
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Appendix 14: ALSMM extreme behaviour test 
ALSMM         
  Range Tested           
Variable Changed High Normal Low Credible Output 
Model reaches new 
Equilibrium 
Stocks don’t do 
negative 
Evidence of 
Ringing 
Stock is 
conserved 
                  
dt 25 16 4 yes yes TRUE no yes 
change in forecast 
weather 8   -8 yes yes TRUE no yes 
change in initial stocks various yes yes TRUE no yes 
change in conveyor 
transits various yes yes TRUE no yes 
change in graphical 
interfaces various yes yes TRUE no yes 
change in birthing’s various yes yes TRUE no yes 
change in mortality various yes yes TRUE no yes 
output reflects BOT 
  
  
  yes         
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Appendix 15: NLRS data 
This base data were supplied by the NLRS (Meat and Livestock Australia, 2014)This spreadsheet below calculates the average livestock 
price using the Jap Ox, the Korean Steer, the Trade Cattle and the Cow. 
Original data were in live wt. and cents per kilo and have been converted to dressed weight (HSCW) using a weight of 50 per cent for cow 
and 54 per cent for the others types. 
Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
9/01/2012 190.8 353.33 188.7 349.44 215.7 399.44 146.2 292.4 348.66 
10/01/2012 191.3 354.26 186.8 345.93 216.4 400.74 148.4 296.8 349.43 
11/01/2012 193.5 358.33 188.6 349.26 215.2 398.52 147.4 294.8 350.23 
12/01/2012 193.4 358.15 189.3 350.56 215.1 398.33 149 298 351.26 
13/01/2012 193.4 358.15 188.6 349.26 214.5 397.22 148.2 296.4 350.26 
16/01/2012 193.4 358.15 186.8 345.93 214 396.30 148.2 296.4 349.19 
17/01/2012 190.7 353.15 185 342.59 208.7 386.48 147.6 295.2 344.36 
18/01/2012 188 348.15 180.1 333.52 208.4 385.93 147.3 294.6 340.55 
19/01/2012 187 346.30 179.4 332.22 208.1 385.37 146.8 293.6 339.37 
20/01/2012 186.6 345.56 178.9 331.30 208.4 385.93 147.2 294.4 339.29 
23/01/2012 185.3 343.15 176.7 327.22 203 375.93 146.3 292.6 334.72 
24/01/2012 180.8 334.81 174.4 322.96 200.2 370.74 144.9 289.8 329.58 
25/01/2012 180.7 334.63 173.6 321.48 199 368.52 144.3 288.6 328.31 
27/01/2012 178.8 331.11 173.1 320.56 199 368.52 138.7 277.4 324.40 
30/01/2012 178.2 330.00 175.8 325.56 200.2 370.74 139.6 279.2 326.37 
31/01/2012 185.1 342.78 179.2 331.85 204.2 378.15 139.9 279.8 333.14 
1/02/2012 182.5 337.96 179.6 332.59 203.3 376.48 142.5 285 333.01 
2/02/2012 182.6 338.15 180.2 333.70 205.4 380.37 144 288 335.06 
3/02/2012 182.6 338.15 180 333.33 205.3 380.19 143.8 287.6 334.82 
6/02/2012 182.5 337.96 179.5 332.41 213.2 394.81 144 288 338.30 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
7/02/2012 182.1 337.22 178.5 330.56 211 390.74 144.8 289.6 337.03 
8/02/2012 182.3 337.59 178.1 329.81 210.6 390.00 145.1 290.2 336.90 
9/02/2012 182.1 337.22 176.7 327.22 207.6 384.44 144.2 288.4 334.32 
10/02/2012 182.1 337.22 178.4 330.37 207.5 384.26 144.1 288.2 335.01 
13/02/2012 182.3 337.59 178.9 331.30 202.3 374.63 143.2 286.4 332.48 
14/02/2012 181.8 336.67 179 331.48 198.3 367.22 142.1 284.2 329.89 
15/02/2012 182.7 338.33 179.6 332.59 197.8 366.30 142 284 330.31 
16/02/2012 182.9 338.70 179 331.48 197.8 366.30 142.4 284.8 330.32 
17/02/2012 182.6 338.15 178.2 330.00 197.6 365.93 142.3 284.6 329.67 
20/02/2012 181.7 336.48 177.6 328.89 194.7 360.56 142 284 327.48 
21/02/2012 182.3 337.59 176.1 326.11 196.5 363.89 141.8 283.6 327.80 
22/02/2012 181.6 336.30 175 324.07 197.4 365.56 140.8 281.6 326.88 
23/02/2012 181.9 336.85 175.4 324.81 198 366.67 140.7 281.4 327.43 
24/02/2012 182.1 337.22 174.9 323.89 198.1 366.85 141.1 282.2 327.54 
27/02/2012 182.9 338.70 175 324.07 202.8 375.56 142.5 285 330.83 
28/02/2012 185.9 344.26 177.4 328.52 207.7 384.63 145 290 336.85 
29/02/2012 189.2 350.37 179.8 332.96 210.1 389.07 147.2 294.4 341.70 
1/03/2012 190.1 352.04 181.5 336.11 209.2 387.41 147.8 295.6 342.79 
2/03/2012 190 351.85 180.6 334.44 209.2 387.41 147.8 295.6 342.33 
5/03/2012 190.4 352.59 181.2 335.56 210.1 389.07 148.4 296.8 343.51 
6/03/2012 189.3 350.56 179.6 332.59 207.6 384.44 149.2 298.4 341.50 
7/03/2012 188.9 349.81 179.4 332.22 206.9 383.15 148.2 296.4 340.40 
8/03/2012 188.9 349.81 179.4 332.22 207.8 384.81 148.3 296.6 340.86 
9/03/2012 189 350.00 179.7 332.78 208 385.19 148.4 296.8 341.19 
12/03/2012 188.9 349.81 181.3 335.74 210.3 389.44 148 296 342.75 
13/03/2012 188.8 349.63 181.3 335.74 212.2 392.96 146.2 292.4 342.68 
14/03/2012 187.9 347.96 181.4 335.93 210.9 390.56 145.4 290.8 341.31 
15/03/2012 187.3 346.85 181.7 336.48 211.4 391.48 145 290 341.20 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
16/03/2012 187.2 346.67 181.5 336.11 211.2 391.11 145 290 340.97 
19/03/2012 186.8 345.93 181.1 335.37 211.5 391.67 144.3 288.6 340.39 
20/03/2012 187 346.30 181.6 336.30 214.7 397.59 143.9 287.8 342.00 
21/03/2012 189 350.00 182.5 337.96 215.7 399.44 144.5 289 344.10 
22/03/2012 190.7 353.15 181.7 336.48 215.7 399.44 143.8 287.6 344.17 
23/03/2012 190.7 353.15 181.9 336.85 215.7 399.44 143.8 287.6 344.26 
26/03/2012 191.1 353.89 180.4 334.07 215.2 398.52 144.1 288.2 343.67 
27/03/2012 190.7 353.15 180.9 335.00 212.4 393.33 143.9 287.8 342.32 
28/03/2012 190.6 352.96 178.8 331.11 212.1 392.78 143.4 286.8 340.91 
29/03/2012 188.4 348.89 177.9 329.44 213.9 396.11 143.9 287.8 340.56 
30/03/2012 188.3 348.70 177.3 328.33 213.7 395.74 144 288 340.19 
2/04/2012 188.7 349.44 188.8 349.63 212.6 393.70 143.6 287.2 344.99 
3/04/2012 188.1 348.33 186.8 345.93 216 400.00 143.5 287 345.31 
4/04/2012 183.2 339.26 187.9 347.96 215.9 399.81 143.5 287 343.51 
10/04/2012 180.9 335.00 176.1 326.11 215.5 399.07 142 284 336.05 
11/04/2012 184 340.74 176.2 326.30 214.7 397.59 140.1 280.2 336.21 
12/04/2012 182.3 337.59 176.9 327.59 217.8 403.33 139.9 279.8 337.08 
13/04/2012 182.2 337.41 176.4 326.67 217.8 403.33 140 280 336.85 
16/04/2012 188.1 348.33 179.6 332.59 214.1 396.48 140 280 339.35 
17/04/2012 186.4 345.19 177.7 329.07 210 388.89 137.2 274.4 334.39 
18/04/2012 181.6 336.30 177.6 328.89 209.2 387.41 136.4 272.8 331.35 
19/04/2012 178 329.63 175.1 324.26 207 383.33 133.2 266.4 325.91 
20/04/2012 177.9 329.44 175.1 324.26 207.1 383.52 133 266 325.81 
23/04/2012 174.7 323.52 171.9 318.33 197.6 365.93 130.5 261 317.19 
24/04/2012 170.9 316.48 169.9 314.63 195.7 362.41 127.5 255 312.13 
26/04/2012 176.3 326.48 175.9 325.74 196.6 364.07 124.5 249 316.32 
27/04/2012 173.6 321.48 176 325.93 196.3 363.52 125.1 250.2 315.28 
30/04/2012 171.6 317.78 176.7 327.22 198.6 367.78 126.2 252.4 316.29 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
1/05/2012 175.2 324.44 179 331.48 199.4 369.26 128.9 257.8 320.75 
2/05/2012 175.3 324.63 178.8 331.11 199.8 370.00 129.6 259.2 321.24 
3/05/2012 178.7 330.93 177.5 328.70 199 368.52 131.1 262.2 322.59 
4/05/2012 183.6 340.00 178.6 330.74 199.1 368.70 131.3 262.6 325.51 
7/05/2012 184.3 341.30 179.4 332.22 204.9 379.44 131.9 263.8 329.19 
8/05/2012 186.1 344.63 183.4 339.63 205.8 381.11 132.7 265.4 332.69 
9/05/2012 185.4 343.33 182.7 338.33 206.2 381.85 132.1 264.2 331.93 
10/05/2012 186.8 345.93 184.2 341.11 206.5 382.41 131.6 263.2 333.16 
11/05/2012 185.6 343.70 180.9 335.00 205.8 381.11 131.6 263.2 330.75 
14/05/2012 185.6 343.70 181.3 335.74 202.4 374.81 129.7 259.4 328.41 
15/05/2012 182.7 338.33 181.2 335.56 199.4 369.26 127.7 255.4 324.64 
16/05/2012 180.4 334.07 180.3 333.89 195.5 362.04 127.1 254.2 321.05 
17/05/2012 177.1 327.96 180.3 333.89 195.5 362.04 127.2 254.4 319.57 
18/05/2012 177.9 329.44 182 337.04 196.4 363.70 127.1 254.2 321.10 
21/05/2012 177.9 329.44 180.9 335.00 196.3 363.52 126.9 253.8 320.44 
22/05/2012 176.8 327.41 179.2 331.85 195.4 361.85 126.8 253.6 318.68 
23/05/2012 177 327.78 178.3 330.19 195.1 361.30 126.6 253.2 318.11 
24/05/2012 175.4 324.81 174 322.22 194.6 360.37 126.2 252.4 314.95 
25/05/2012 174.4 322.96 174 322.22 194.6 360.37 126.2 252.4 314.49 
28/05/2012 174.8 323.70 173.7 321.67 194 359.26 125.8 251.6 314.06 
29/05/2012 173.7 321.67 176 325.93 194.7 360.56 124.7 249.4 314.39 
30/05/2012 175.3 324.63 178.6 330.74 195.8 362.59 125.5 251 317.24 
31/05/2012 182.6 338.15 179.3 332.04 196.4 363.70 126 252 321.47 
1/06/2012 182.7 338.33 179.3 332.04 196.2 363.33 126.4 252.8 321.63 
4/06/2012 183.9 340.56 182.1 337.22 198.2 367.04 127.5 255 324.95 
5/06/2012 185.3 343.15 183 338.89 197.7 366.11 129.5 259 326.79 
6/06/2012 184.2 341.11 182.7 338.33 197.7 366.11 129.8 259.6 326.29 
7/06/2012 185.2 342.96 180.9 335.00 196.7 364.26 130.2 260.4 325.66 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
8/06/2012 185.2 342.96 181 335.19 196.8 364.44 129.8 259.6 325.55 
12/06/2012 182.7 338.33 177.9 329.44 197.6 365.93 129.6 259.2 323.23 
13/06/2012 182.6 338.15 178.3 330.19 198.9 368.33 130.5 261 324.42 
14/06/2012 181.3 335.74 175.9 325.74 200.9 372.04 131.1 262.2 323.93 
15/06/2012 181.4 335.93 175.9 325.74 200.4 371.11 131 262 323.69 
18/06/2012 183.3 339.44 173.5 321.30 193.7 358.70 131 262 320.36 
19/06/2012 182.5 337.96 176.5 326.85 201.5 373.15 131.7 263.4 325.34 
20/06/2012 182.3 337.59 176.7 327.22 201.5 373.15 131.2 262.4 325.09 
21/06/2012 181.8 336.67 182.7 338.33 201.8 373.70 130.7 261.4 327.53 
22/06/2012 181.7 336.48 182.8 338.52 202.2 374.44 130.7 261.4 327.71 
25/06/2012 182.4 337.78 182.2 337.41 202.4 374.81 130.3 260.6 327.65 
26/06/2012 180.6 334.44 181.7 336.48 202.9 375.74 129.1 258.2 326.22 
27/06/2012 181.6 336.30 181.8 336.67 203.1 376.11 129.3 258.6 326.92 
28/06/2012 183.3 339.44 178.4 330.37 203.2 376.30 129.6 259.2 326.33 
29/06/2012 183.5 339.81 178.7 330.93 202.4 374.81 129.6 259.2 326.19 
2/07/2012 185.1 342.78 178.5 330.56 202.2 374.44 130.3 260.6 327.09 
3/07/2012 188.3 348.70 181.1 335.37 203.7 377.22 133.4 266.8 332.02 
4/07/2012 188.4 348.89 179.6 332.59 205.4 380.37 133.6 267.2 332.26 
5/07/2012 188.5 349.07 182.1 337.22 204.5 378.70 134.7 269.4 333.60 
9/07/2012 190.3 352.41 181.3 335.74 208 385.19 135.2 270.4 335.93 
10/07/2012 189.7 351.30 186.2 344.81 208.5 386.11 136 272 338.56 
11/07/2012 191.1 353.89 183.4 339.63 208.5 386.11 136.2 272.4 338.01 
12/07/2012 190.9 353.52 183.4 339.63 209.4 387.78 135.9 271.8 338.18 
13/07/2012 190.8 353.33 183.9 340.56 209.3 387.59 135.7 271.4 338.22 
16/07/2012 189.8 351.48 184.5 341.67 208.8 386.67 136.4 272.8 338.15 
17/07/2012 194.4 360.00 181.5 336.11 204.8 379.26 136.7 273.4 337.19 
18/07/2012 193.4 358.15 185.5 343.52 203.3 376.48 137.6 275.2 338.34 
19/07/2012 193.3 357.96 185.1 342.78 204.1 377.96 139.3 278.6 339.33 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
20/07/2012 193.3 357.96 184.3 341.30 204.2 378.15 139.4 278.8 339.05 
23/07/2012 193.2 357.78 183.2 339.26 207.4 384.07 139.5 279 340.03 
24/07/2012 190.4 352.59 182 337.04 211.4 391.48 139.1 278.2 339.83 
25/07/2012 189.4 350.74 181.5 336.11 212.8 394.07 140.6 281.2 340.53 
26/07/2012 187.2 346.67 181.9 336.85 212 392.59 140.5 281 339.28 
27/07/2012 188.2 348.52 184.2 341.11 212.5 393.52 140.5 281 341.04 
30/07/2012 188.3 348.70 186.6 345.56 212.9 394.26 140.7 281.4 342.48 
31/07/2012 189.2 350.37 186.8 345.93 214.5 397.22 141.1 282.2 343.93 
1/08/2012 188.2 348.52 186.1 344.63 213 394.44 139.1 278.2 341.45 
2/08/2012 188.4 348.89 181.7 336.48 214.4 397.04 138 276 339.60 
3/08/2012 186.8 345.93 180.5 334.26 213.9 396.11 137.9 275.8 338.02 
6/08/2012 186.1 344.63 180.1 333.52 215.2 398.52 137.6 275.2 337.97 
7/08/2012 186.6 345.56 179.5 332.41 214.2 396.67 137.1 274.2 337.21 
8/08/2012 187.2 346.67 178.3 330.19 215.4 398.89 136.4 272.8 337.14 
9/08/2012 187.2 346.67 182.3 337.59 215.4 398.89 136.7 273.4 339.14 
10/08/2012 187.5 347.22 183.4 339.63 215.3 398.70 136.9 273.8 339.84 
13/08/2012 187.9 347.96 184.1 340.93 214.4 397.04 137.1 274.2 340.03 
14/08/2012 187.6 347.41 182.7 338.33 212.6 393.70 136.8 273.6 338.26 
15/08/2012 188 348.15 184.2 341.11 211.9 392.41 137.1 274.2 338.97 
16/08/2012 186.3 345.00 184.6 341.85 211.7 392.04 136.4 272.8 337.92 
17/08/2012 186.6 345.56 183.6 340.00 211.6 391.85 136.2 272.4 337.45 
20/08/2012 185.7 343.89 182.8 338.52 213.2 394.81 135.9 271.8 337.26 
21/08/2012 184.6 341.85 184.3 341.30 214.6 397.41 135.5 271 337.89 
22/08/2012 184.1 340.93 183.1 339.07 214.4 397.04 134.8 269.6 336.66 
23/08/2012 185.7 343.89 183.7 340.19 214.7 397.59 134.2 268.4 337.52 
24/08/2012 185.7 343.89 184.9 342.41 214.8 397.78 134.3 268.6 338.17 
27/08/2012 188.3 348.70 188.6 349.26 211.8 392.22 134.1 268.2 339.60 
28/08/2012 191.3 354.26 189.1 350.19 209.3 387.59 134.2 268.4 340.11 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
29/08/2012 193.3 357.96 189.5 350.93 209.8 388.52 134.4 268.8 341.55 
30/08/2012 193.7 358.70 188.2 348.52 209.7 388.33 136.4 272.8 342.09 
31/08/2012 193.6 358.52 187.6 347.41 209.2 387.41 136.8 273.6 341.73 
3/09/2012 193.7 358.70 187 346.30 207.5 384.26 137.3 274.6 340.96 
4/09/2012 193.9 359.07 184.8 342.22 209.2 387.41 138.8 277.6 341.58 
5/09/2012 194.3 359.81 185.2 342.96 207.9 385.00 139.4 278.8 341.64 
6/09/2012 194.7 360.56 189.4 350.74 206.6 382.59 139.9 279.8 343.42 
7/09/2012 194.8 360.74 189.6 351.11 207 383.33 139.7 279.4 343.65 
10/09/2012 193.9 359.07 186.4 345.19 206.8 382.96 139.1 278.2 341.36 
11/09/2012 192.5 356.48 184.5 341.67 200.7 371.67 137.2 274.4 336.05 
12/09/2012 190.8 353.33 183.3 339.44 201.8 373.70 136 272 334.62 
13/09/2012 188.7 349.44 180.2 333.70 202.6 375.19 134.7 269.4 331.93 
14/09/2012 187.3 346.85 179.5 332.41 202.5 375.00 134.6 269.2 330.86 
17/09/2012 187 346.30 180.8 334.81 200.9 372.04 134.1 268.2 330.34 
18/09/2012 184.2 341.11 183.8 340.37 202.6 375.19 133.2 266.4 330.77 
19/09/2012 183.4 339.63 184.9 342.41 203.2 376.30 132.5 265 330.83 
20/09/2012 182.8 338.52 183.9 340.56 203.3 376.48 131.3 262.6 329.54 
21/09/2012 183.9 340.56 184 340.74 203.1 376.11 131.2 262.4 329.95 
24/09/2012 183.6 340.00 183.8 340.37 203.2 376.30 130.7 261.4 329.52 
25/09/2012 184.3 341.30 179.6 332.59 203 375.93 130.8 261.6 327.85 
26/09/2012 184.9 342.41 180.5 334.26 201.6 373.33 130.7 261.4 327.85 
27/09/2012 185.5 343.52 178.8 331.11 201.2 372.59 130.4 260.8 327.01 
28/09/2012 185 342.59 179.4 332.22 201.2 372.59 130.6 261.2 327.15 
1/10/2012 186.4 345.19 178.8 331.11 202.3 374.63 131.1 262.2 328.28 
2/10/2012 186.2 344.81 181.3 335.74 200.9 372.04 131.8 263.6 329.05 
3/10/2012 186.6 345.56 180.1 333.52 201.3 372.78 131.4 262.8 328.66 
4/10/2012 187.3 346.85 184 340.74 202 374.07 134.2 268.4 332.52 
5/10/2012 187.2 346.67 183.6 340.00 202.5 375.00 133.9 267.8 332.37 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
8/10/2012 186.5 345.37 184.1 340.93 196.8 364.44 132.6 265.2 328.99 
9/10/2012 187 346.30 181.3 335.74 196.3 363.52 133.1 266.2 327.94 
10/10/2012 187.3 346.85 180.7 334.63 195.3 361.67 133.3 266.6 327.44 
11/10/2012 185.5 343.52 178.5 330.56 194.6 360.37 132.5 265 324.86 
12/10/2012 185.5 343.52 178.6 330.74 194.6 360.37 132.3 264.6 324.81 
15/10/2012 185.4 343.33 177.8 329.26 196.9 364.63 132.8 265.6 325.71 
16/10/2012 185.2 342.96 178.4 330.37 194.2 359.63 133 266 324.74 
17/10/2012 184.3 341.30 180.6 334.44 193.5 358.33 133.5 267 325.27 
18/10/2012 184.6 341.85 178.8 331.11 193 357.41 133.4 266.8 324.29 
19/10/2012 184.7 342.04 179.2 331.85 192.9 357.22 133.6 267.2 324.58 
22/10/2012 184.2 341.11 177.4 328.52 190.7 353.15 133.6 267.2 322.49 
23/10/2012 182.9 338.70 175.8 325.56 188.4 348.89 132.4 264.8 319.49 
24/10/2012 183.4 339.63 174.1 322.41 189.1 350.19 132.4 264.8 319.26 
25/10/2012 184.2 341.11 173.6 321.48 188.2 348.52 133 266 319.28 
26/10/2012 183.9 340.56 170.8 316.30 188.3 348.70 132.2 264.4 317.49 
29/10/2012 183.9 340.56 170.7 316.11 188.1 348.33 131.8 263.6 317.15 
30/10/2012 182.8 338.52 172.3 319.07 188.1 348.33 132.3 264.6 317.63 
31/10/2012 181 335.19 171.1 316.85 186.9 346.11 131.1 262.2 315.09 
1/11/2012 180.3 333.89 168.8 312.59 187 346.30 130.6 261.2 313.49 
2/11/2012 180.3 333.89 169.7 314.26 187 346.30 130.8 261.6 314.01 
5/11/2012 178.7 330.93 169.7 314.26 185.4 343.33 130.8 261.6 312.53 
6/11/2012 179.6 332.59 169.2 313.33 186.5 345.37 129.9 259.8 312.77 
7/11/2012 180.6 334.44 169.4 313.70 189 350.00 129.6 259.2 314.34 
8/11/2012 181.1 335.37 170.4 315.56 189.7 351.30 129.7 259.4 315.41 
9/11/2012 181.3 335.74 170.5 315.74 190.7 353.15 130 260 316.16 
12/11/2012 182 337.04 176.3 326.48 188.6 349.26 129.7 259.4 318.04 
13/11/2012 182.6 338.15 176.4 326.67 190.1 352.04 131.6 263.2 320.01 
14/11/2012 182.8 338.52 177.2 328.15 190 351.85 131.7 263.4 320.48 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
15/11/2012 182.8 338.52 178.3 330.19 190.5 352.78 132.4 264.8 321.57 
16/11/2012 182.5 337.96 177.9 329.44 189.5 350.93 132.5 265 320.83 
19/11/2012 181.6 336.30 174.3 322.78 189.1 350.19 133 266 318.81 
20/11/2012 180.1 333.52 173.2 320.74 185.7 343.89 131.2 262.4 315.14 
21/11/2012 179.8 332.96 173.1 320.56 182.9 338.70 131.5 263 313.81 
22/11/2012 178.8 331.11 172.6 319.63 182.8 338.52 131.3 262.6 312.96 
23/11/2012 178.5 330.56 172.4 319.26 183.3 339.44 131.3 262.6 312.96 
26/11/2012 177.6 328.89 169.7 314.26 181.2 335.56 129.8 259.6 309.58 
27/11/2012 175.4 324.81 167.3 309.81 180.4 334.07 128.8 257.6 306.58 
28/11/2012 174.6 323.33 167.3 309.81 180.2 333.70 128 256 305.71 
29/11/2012 172.9 320.19 166.8 308.89 180.4 334.07 126.7 253.4 304.14 
30/11/2012 172.9 320.19 166.1 307.59 180.1 333.52 125.7 251.4 303.17 
3/12/2012 173.4 321.11 166 307.41 182.6 338.15 125.4 250.8 304.37 
4/12/2012 173.4 321.11 165.7 306.85 181.7 336.48 124.8 249.6 303.51 
5/12/2012 173.1 320.56 165.4 306.30 183.5 339.81 125 250 304.17 
6/12/2012 175.4 324.81 165.9 307.22 183.4 339.63 125.9 251.8 305.87 
7/12/2012 175.5 325.00 168.1 311.30 183.5 339.81 126.6 253.2 307.33 
10/12/2012 175 324.07 169.8 314.44 181.9 336.85 126.9 253.8 307.29 
11/12/2012 175.2 324.44 169.7 314.26 181.8 336.67 126.9 253.8 307.29 
12/12/2012 175.9 325.74 169.3 313.52 182.9 338.70 126.4 252.8 307.69 
13/12/2012 175.9 325.74 169.3 313.52 182.6 338.15 125 250 306.85 
14/12/2012 175.9 325.74 168.8 312.59 182.8 338.52 125.4 250.8 306.91 
17/12/2012 176.5 326.85 166.6 308.52 182.1 337.22 125 250 305.65 
18/12/2012 178.5 330.56 165.1 305.74 183.7 340.19 122 244 305.12 
        Average 329.50 
14/01/2013 174.8 323.70 160.4 297.04 173.7 321.67 125.5 251 298.35 
15/01/2013 174.3 322.78 162.9 301.67 170.8 316.30 123.7 247.4 297.04 
16/01/2013 163.9 303.52 163.6 302.96 169.8 314.44 123.3 246.6 291.88 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
17/01/2013 164.3 304.26 162.5 300.93 170.6 315.93 123.3 246.6 291.93 
18/01/2013 164.3 304.26 162.5 300.93 170.6 315.93 123 246 291.78 
21/01/2013 162.1 300.19 160.8 297.78 166.9 309.07 122 244 287.76 
22/01/2013 163.3 302.41 153.5 284.26 165.1 305.74 122.9 245.8 284.55 
23/01/2013 166.4 308.15 153.5 284.26 165.8 307.04 123.6 247.2 286.66 
24/01/2013 167 309.26 149.3 276.48 165.8 307.04 124.3 248.6 285.34 
25/01/2013 167 309.26 149.3 276.48 165.9 307.22 125.1 250.2 285.79 
29/01/2013 165.7 306.85 156.8 290.37 170.8 316.30 125.3 250.6 291.03 
30/01/2013 165.7 306.85 155.9 288.70 181.8 336.67 126.4 252.8 296.26 
31/01/2013 163 301.85 149.9 277.59 186.1 344.63 126.6 253.2 294.32 
1/02/2013 163 301.85 149.9 277.59 186.2 344.81 126.6 253.2 294.36 
4/02/2013 169.3 313.52 150.6 278.89 182.1 337.22 124.7 249.4 294.76 
5/02/2013 172.7 319.81 159.7 295.74 184 340.74 126.9 253.8 302.52 
6/02/2013 180.1 333.52 162.1 300.19 183.5 339.81 127.9 255.8 307.33 
7/02/2013 179.5 332.41 165.7 306.85 182.8 338.52 128.4 256.8 308.64 
8/02/2013 179.5 332.41 166.3 307.96 182.7 338.33 128.3 256.6 308.83 
11/02/2013 178.4 330.37 168.5 312.04 183 338.89 127.8 255.6 309.22 
12/02/2013 179.2 331.85 168.8 312.59 184.6 341.85 127.4 254.8 310.27 
13/02/2013 178.4 330.37 167.6 310.37 183.7 340.19 125.7 251.4 308.08 
14/02/2013 176 325.93 167.5 310.19 183.1 339.07 124.5 249 306.05 
15/02/2013 175.9 325.74 166.6 308.52 182.9 338.70 124.5 249 305.49 
18/02/2013 175.4 324.81 162.7 301.30 183.3 339.44 124.4 248.8 303.59 
19/02/2013 174.4 322.96 158.2 292.96 180.6 334.44 123.6 247.2 299.39 
20/02/2013 172.7 319.81 160.2 296.67 183.2 339.26 123.7 247.4 300.79 
21/02/2013 173 320.37 161.3 298.70 183 338.89 123.9 247.8 301.44 
22/02/2013 173.2 320.74 161.9 299.81 183.6 340.00 123.6 247.2 301.94 
25/02/2013 174.4 322.96 162.8 301.48 184.8 342.22 124.8 249.6 304.07 
26/02/2013 175.9 325.74 168.4 311.85 187.8 347.78 126.9 253.8 309.79 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
27/02/2013 179.9 333.15 169.6 314.07 186.2 344.81 128 256 312.01 
28/02/2013 180.7 334.63 168.7 312.41 186.5 345.37 128.3 256.6 312.25 
1/03/2013 180.7 334.63 168.7 312.41 186.4 345.19 128.6 257.2 312.36 
4/03/2013 181.6 336.30 171.4 317.41 187.3 346.85 128.5 257 314.39 
5/03/2013 182 337.04 170.7 316.11 189 350.00 129.7 259.4 315.64 
6/03/2013 179.1 331.67 168.7 312.41 188.8 349.63 129.3 258.6 313.08 
7/03/2013 178.7 330.93 171 316.67 189.7 351.30 132.5 265 315.97 
8/03/2013 178.7 330.93 171.6 317.78 189.5 350.93 132.5 265 316.16 
11/03/2013 177.5 328.70 170.6 315.93 192.4 356.30 132.2 264.4 316.33 
12/03/2013 176.1 326.11 168.1 311.30 187.3 346.85 131.4 262.8 311.76 
13/03/2013 176.6 327.04 168.7 312.41 189 350.00 130.7 261.4 312.71 
14/03/2013 176.2 326.30 168.2 311.48 189.4 350.74 127.8 255.6 311.03 
15/03/2013 175.6 325.19 166.3 307.96 189.5 350.93 127.7 255.4 309.87 
18/03/2013 176.4 326.67 168.7 312.41 185.5 343.52 127.2 254.4 309.25 
19/03/2013 176.8 327.41 168 311.11 189.9 351.67 125.4 250.8 310.25 
20/03/2013 173.7 321.67 168.9 312.78 188.6 349.26 123.3 246.6 307.58 
21/03/2013 173.5 321.30 167.1 309.44 187.8 347.78 121.2 242.4 305.23 
22/03/2013 174 322.22 168.1 311.30 188.6 349.26 121.2 242.4 306.29 
25/03/2013 174.1 322.41 167.4 310.00 192.3 356.11 120.5 241 307.38 
26/03/2013 174.1 322.41 166.6 308.52 188.8 349.63 118.7 237.4 304.49 
27/03/2013 177.3 328.33 166.5 308.33 187.3 346.85 119 238 305.38 
2/04/2013 172.9 320.19 186.2 344.81 184.6 341.85 119.7 239.4 311.56 
3/04/2013 176.3 326.48 179.9 333.15 184.6 341.85 120.1 240.2 310.42 
4/04/2013 173.7 321.67 172.5 319.44 184.8 342.22 118.9 237.8 305.28 
5/04/2013 173.9 322.04 172.5 319.44 184.5 341.67 118.9 237.8 305.24 
8/04/2013 174.7 323.52 175.1 324.26 184.8 342.22 117.8 235.6 306.40 
9/04/2013 172.7 319.81 167.7 310.56 183.2 339.26 117.7 235.4 301.26 
10/04/2013 172.8 320.00 169.9 314.63 183.6 340.00 117.4 234.8 302.36 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
11/04/2013 169.4 313.70 171.6 317.78 187.7 347.59 118.1 236.2 303.82 
12/04/2013 169.2 313.33 168.1 311.30 187.9 347.96 117.7 235.4 302.00 
15/04/2013 168.1 311.30 163.6 302.96 186.3 345.00 116.7 233.4 298.16 
16/04/2013 167.4 310.00 162.1 300.19 186.5 345.37 113.2 226.4 295.49 
17/04/2013 165.2 305.93 156.9 290.56 186.6 345.56 110.7 221.4 290.86 
18/04/2013 164.4 304.44 152.6 282.59 180.2 333.70 106 212 283.19 
19/04/2013 164.7 305.00 152.3 282.04 180.2 333.70 105.7 211.4 283.04 
22/04/2013 163.9 303.52 153.3 283.89 177.9 329.44 104.1 208.2 281.26 
23/04/2013 165.2 305.93 144.7 267.96 177.4 328.52 103.9 207.8 277.55 
24/04/2013 164.7 305.00 144.5 267.59 177 327.78 103.7 207.4 276.94 
26/04/2013 164.3 304.26 143.5 265.74 176 325.93 101.5 203 274.73 
29/04/2013 172.6 319.63 157.7 292.04 177 327.78 104.4 208.8 287.06 
30/04/2013 174 322.22 161 298.15 173 320.37 102 204 286.19 
1/05/2013 172.2 318.89 159.8 295.93 174.1 322.41 104 208 286.31 
2/05/2013 172 318.52 158.3 293.15 175.2 324.44 103.6 207.2 285.83 
3/05/2013 172.1 318.70 158.3 293.15 175.3 324.63 103.6 207.2 285.92 
6/05/2013 167.7 310.56 155.2 287.41 176.2 326.30 103.3 206.6 282.71 
7/05/2013 165.1 305.74 154.5 286.11 172.8 320.00 102.5 205 279.21 
8/05/2013 162.2 300.37 157.1 290.93 171.8 318.15 100.8 201.6 277.76 
9/05/2013 158.6 293.70 151 279.63 168.8 312.59 97.1 194.2 270.03 
10/05/2013 158.4 293.33 150.2 278.15 164.8 305.19 96.6 193.2 267.47 
13/05/2013 158.9 294.26 147.4 272.96 164.3 304.26 93.8 187.6 264.77 
14/05/2013 161 298.15 150 277.78 163.8 303.33 92.2 184.4 265.91 
15/05/2013 162.5 300.93 148.4 274.81 163.9 303.52 91.4 182.8 265.51 
16/05/2013 163.3 302.41 151.6 280.74 164.5 304.63 90.8 181.6 267.34 
17/05/2013 163.3 302.41 152.6 282.59 167.4 310.00 91.1 182.2 269.30 
20/05/2013 164.6 304.81 152 281.48 171.4 317.41 91.8 183.6 271.83 
21/05/2013 166.4 308.15 157.4 291.48 168.7 312.41 95.6 191.2 275.81 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
22/05/2013 167.7 310.56 158.6 293.70 168.8 312.59 97.6 195.2 278.01 
23/05/2013 170.9 316.48 156.5 289.81 169.4 313.70 99.9 199.8 279.95 
24/05/2013 171 316.67 156.4 289.63 169.3 313.52 99.9 199.8 279.90 
27/05/2013 168.7 312.41 157.9 292.41 168.1 311.30 101.3 202.6 279.68 
28/05/2013 172.6 319.63 153.7 284.63 170.2 315.19 101.6 203.2 280.66 
29/05/2013 174.9 323.89 154 285.19 170.2 315.19 100.7 201.4 281.41 
30/05/2013 173.6 321.48 156.6 290.00 170.7 316.11 100.2 200.4 282.00 
31/05/2013 173.6 321.48 156.6 290.00 171 316.67 100.1 200.2 282.09 
3/06/2013 174.6 323.33 156.3 289.44 170.3 315.37 101 202 282.54 
4/06/2013 173 320.37 161.4 298.89 180.4 334.07 102 204 289.33 
5/06/2013 171.2 317.04 160.2 296.67 180.6 334.44 102.4 204.8 288.24 
6/06/2013 166.7 308.70 164.2 304.07 181.6 336.30 103.9 207.8 289.22 
7/06/2013 166.7 308.70 164.2 304.07 181.6 336.30 103.9 207.8 289.22 
10/06/2013 NQ - NQ - NQ - NQ - 291.50 
11/06/2013 169.9 314.63 178.7 330.93 178.7 330.93 102.9 205.8 295.57 
12/06/2013 168.4 311.85 168 311.11 179.7 332.78 104.6 209.2 291.24 
13/06/2013 171.6 317.78 167.4 310.00 178 329.63 104.4 208.8 291.55 
14/06/2013 171.8 318.15 167.6 310.37 179.6 332.59 104.5 209 292.53 
17/06/2013 171.1 316.85 163.6 302.96 184.8 342.22 107.1 214.2 294.06 
18/06/2013 174.1 322.41 156.6 290.00 191.6 354.81 108.5 217 296.06 
19/06/2013 179.1 331.67 157 290.74 191.5 354.63 109.5 219 299.01 
20/06/2013 179.3 332.04 156.8 290.37 191.4 354.44 110.3 220.6 299.36 
21/06/2013 179.2 331.85 156.6 290.00 191 353.70 110.3 220.6 299.04 
24/06/2013 181.5 336.11 158.3 293.15 188.5 349.07 110.6 221.2 299.88 
25/06/2013 176.4 326.67 165 305.56 184.6 341.85 112.2 224.4 299.62 
26/06/2013 171.4 317.41 160.8 297.78 184.1 340.93 114.9 229.8 296.48 
27/06/2013 168.9 312.78 158 292.59 185.4 343.33 116.3 232.6 295.33 
28/06/2013 170.3 315.37 163.4 302.59 185 342.59 116.5 233 298.39 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
1/07/2013 171.9 318.33 159.9 296.11 184.2 341.11 116.8 233.6 297.29 
2/07/2013 175.9 325.74 157.8 292.22 185.7 343.89 117.3 234.6 299.11 
3/07/2013 178.3 330.19 159.6 295.56 186.6 345.56 120.1 240.2 302.87 
4/07/2013 180.5 334.26 160.4 297.04 185.1 342.78 120.7 241.4 303.87 
5/07/2013 179.8 332.96 155.8 288.52 185 342.59 120.9 241.8 301.47 
8/07/2013 179.6 332.59 163 301.85 184.2 341.11 121.6 243.2 304.69 
9/07/2013 182.4 337.78 164.9 305.37 185.9 344.26 122.3 244.6 308.00 
10/07/2013 182.9 338.70 165.7 306.85 185 342.59 121.8 243.6 307.94 
11/07/2013 184.5 341.67 165.9 307.22 186 344.44 121.8 243.6 309.23 
12/07/2013 184.5 341.67 166.4 308.15 186.3 345.00 121.6 243.2 309.50 
15/07/2013 184.2 341.11 164.1 303.89 190.6 352.96 121.9 243.8 310.44 
16/07/2013 179.2 331.85 178.2 330.00 192.7 356.85 122.7 245.4 316.03 
17/07/2013 177.7 329.07 180.7 334.63 194.1 359.44 123.7 247.4 317.64 
18/07/2013 175 324.07 181 335.19 195.2 361.48 124.5 249 317.44 
19/07/2013 174.5 323.15 180.8 334.81 195.3 361.67 124.6 249.2 317.21 
22/07/2013 172 318.52 181.6 336.30 195.5 362.04 126.1 252.2 317.26 
23/07/2013 180.5 334.26 170.1 315.00 195.1 361.30 127.6 255.2 316.44 
24/07/2013 180.7 334.63 166.4 308.15 195.7 362.41 127.5 255 315.05 
25/07/2013 181.5 336.11 164.5 304.63 195 361.11 128.7 257.4 314.81 
26/07/2013 182.2 337.41 173.3 320.93 194.7 360.56 128.7 257.4 319.07 
29/07/2013 183.8 340.37 171.3 317.22 192.7 356.85 128.1 256.2 317.66 
30/07/2013 182.2 337.41 178.1 329.81 191.7 355.00 127.4 254.8 319.26 
31/07/2013 182 337.04 180.5 334.26 191.7 355.00 126.6 253.2 319.87 
1/08/2013 183.2 339.26 179.9 333.15 191 353.70 125.3 250.6 319.18 
2/08/2013 182.8 338.52 172.9 320.19 191.1 353.89 125 250 315.65 
5/08/2013 181.2 335.56 174.1 322.41 193.2 357.78 123.1 246.2 315.49 
6/08/2013 182.9 338.70 169 312.96 195.9 362.78 125.3 250.6 316.26 
7/08/2013 182.3 337.59 169.1 313.15 193.7 358.70 126.8 253.6 315.76 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
8/08/2013 181.4 335.93 167 309.26 194.7 360.56 130.3 260.6 316.59 
9/08/2013 182.1 337.22 169 312.96 195.1 361.30 131.3 262.6 318.52 
12/08/2013 181.6 336.30 170.6 315.93 194 359.26 131.5 263 318.62 
13/08/2013 182.4 337.78 166.4 308.15 195.6 362.22 131.5 263 317.79 
14/08/2013 183.4 339.63 167 309.26 196.8 364.44 130.2 260.4 318.43 
15/08/2013 183.5 339.81 169.9 314.63 195.8 362.59 131.5 263 320.01 
16/08/2013 183.1 339.07 170.4 315.56 195.8 362.59 131.4 262.8 320.01 
19/08/2013 182.9 338.70 171.3 317.22 194.3 359.81 131.7 263.4 319.79 
20/08/2013 182.2 337.41 176.6 327.04 191 353.70 131 262 320.04 
21/08/2013 181.5 336.11 178.2 330.00 190 351.85 130.6 261.2 319.79 
22/08/2013 180.8 334.81 177.7 329.07 189.3 350.56 130.5 261 318.86 
23/08/2013 181.3 335.74 178.1 329.81 188.9 349.81 130.6 261.2 319.14 
26/08/2013 181.3 335.74 175.2 324.44 187.6 347.41 129.6 259.2 316.70 
27/08/2013 181.8 336.67 176.6 327.04 187.1 346.48 128.4 256.8 316.75 
28/08/2013 183.5 339.81 175.8 325.56 186.9 346.11 128.8 257.6 317.27 
29/08/2013 183.3 339.44 174.4 322.96 188.9 349.81 132.4 264.8 319.26 
30/08/2013 183 338.89 171.6 317.78 189.2 350.37 132.2 264.4 317.86 
2/09/2013 182.6 338.15 172.9 320.19 190 351.85 131.3 262.6 318.20 
3/09/2013 180.1 333.52 164 303.70 189 350.00 128.8 257.6 311.21 
4/09/2013 179.7 332.78 163.4 302.59 190.6 352.96 128.3 256.6 311.23 
5/09/2013 179.5 332.41 162.9 301.67 189.6 351.11 120.7 241.4 306.65 
6/09/2013 179.2 331.85 163.8 303.33 189.7 351.30 120.3 240.6 306.77 
9/09/2013 179.2 331.85 161.6 299.26 188 348.15 119.2 238.4 304.41 
10/09/2013 179.9 333.15 164.8 305.19 184.8 342.22 118.1 236.2 304.19 
11/09/2013 179.3 332.04 164.5 304.63 182.9 338.70 117.7 235.4 302.69 
12/09/2013 179.2 331.85 164.4 304.44 185.4 343.33 116.9 233.8 303.36 
13/09/2013 179.5 332.41 163.1 302.04 185.2 342.96 117.4 234.8 303.05 
16/09/2013 179.7 332.78 162.6 301.11 185.5 343.52 118.3 236.6 303.50 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
17/09/2013 179.3 332.04 170.6 315.93 189.4 350.74 118.7 237.4 309.03 
18/09/2013 180.8 334.81 171.4 317.41 191.3 354.26 119.7 239.4 311.47 
19/09/2013 182.7 338.33 184.5 341.67 192.8 357.04 121.32 242.64 319.92 
20/09/2013 182.5 337.96 184.6 341.85 193 357.41 120.9 241.8 319.76 
23/09/2013 184 340.74 188.1 348.33 192.9 357.22 121.9 243.8 322.52 
24/09/2013 185.7 343.89 179.9 333.15 190 351.85 125.9 251.8 320.17 
25/09/2013 185.1 342.78 179.5 332.41 190.2 352.22 126.9 253.8 320.30 
26/09/2013 184.7 342.04 171.6 317.78 185.7 343.89 129.3 258.6 315.58 
27/09/2013 184.6 341.85 170.9 316.48 185.2 342.96 129.3 258.6 314.97 
30/09/2013 184.7 342.04 169.9 314.63 186.2 344.81 129.6 259.2 315.17 
1/10/2013 184.6 341.85 173.2 320.74 187.2 346.67 130.4 260.8 317.51 
2/10/2013 183.8 340.37 173.2 320.74 187.2 346.67 130.5 261 317.19 
3/10/2013 185.1 342.78 175.1 324.26 187.5 347.22 130.9 261.8 319.01 
4/10/2013 185.7 343.89 176.1 326.11 187.8 347.78 130.9 261.8 319.89 
7/10/2013 186.2 344.81 179.4 332.22 190.1 352.04 130.8 261.6 322.67 
8/10/2013 186.7 345.74 179.6 332.59 186.5 345.37 131.4 262.8 321.63 
9/10/2013 189.1 350.19 179.5 332.41 186.4 345.19 131.7 263.4 322.79 
10/10/2013 190 351.85 177.6 328.89 185.3 343.15 130.3 260.6 321.12 
11/10/2013 189.7 351.30 177.5 328.70 184.9 342.41 130.1 260.2 320.65 
14/10/2013 189.1 350.19 172.8 320.00 180.8 334.81 129.5 259 316.00 
15/10/2013 188.5 349.07 163.9 303.52 178.2 330.00 127.2 254.4 309.25 
16/10/2013 188.3 348.70 163.6 302.96 178 329.63 126.9 253.8 308.77 
17/10/2013 184.9 342.41 167.1 309.44 176 325.93 125 250 306.94 
18/10/2013 184.9 342.41 166.7 308.70 176.1 326.11 124.8 249.6 306.71 
21/10/2013 185.2 342.96 167.7 310.56 175.3 324.63 122.8 245.6 305.94 
22/10/2013 183 338.89 169.1 313.15 171.6 317.78 122.9 245.8 303.90 
23/10/2013 182.5 337.96 169.2 313.33 171.3 317.22 121.7 243.4 302.98 
24/10/2013 178.2 330.00 162.7 301.30 171.5 317.59 120.5 241 297.47 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
25/10/2013 177.6 328.89 161.3 298.70 171.2 317.04 120.4 240.8 296.36 
28/10/2013 175.8 325.56 160 296.30 169.4 313.70 120.3 240.6 294.04 
29/10/2013 175.3 324.63 158.2 292.96 168.6 312.22 120.7 241.4 292.80 
30/10/2013 175.3 324.63 157.7 292.04 168.5 312.04 121 242 292.68 
31/10/2013 175.6 325.19 159.2 294.81 167.5 310.19 120.2 240.4 292.65 
1/11/2013 176.5 326.85 160.8 297.78 168 311.11 120.2 240.4 294.04 
4/11/2013 177.3 328.33 161.3 298.70 168.6 312.22 120.1 240.2 294.86 
5/11/2013 178.5 330.56 165.1 305.74 169.7 314.26 121 242 298.14 
6/11/2013 179.7 332.78 165.8 307.04 169.3 313.52 121.5 243 299.08 
7/11/2013 181.3 335.74 168.7 312.41 174.1 322.41 124.8 249.6 305.04 
8/11/2013 181.1 335.37 168.6 312.22 173 320.37 125.5 251 304.74 
11/11/2013 181.7 336.48 168.3 311.67 175.7 325.37 127.8 255.6 307.28 
12/11/2013 181.4 335.93 168.9 312.78 176.9 327.59 127.5 255 307.82 
13/11/2013 181.1 335.37 168.8 312.59 178 329.63 128 256 308.40 
14/11/2013 181.8 336.67 175.6 325.19 176.5 326.85 128.5 257 311.43 
15/11/2013 181.9 336.85 175.6 325.19 177.1 327.96 128.1 256.2 311.55 
19/11/2013 182.8 338.52 174.4 322.96 178.1 329.81 130 260 312.82 
20/11/2013 183.1 339.07 174.4 322.96 177.1 327.96 130 260 312.50 
21/11/2013 184.5 341.67 171.2 317.04 177.2 328.15 130.6 261.2 312.01 
22/11/2013 184.7 342.04 171.2 317.04 177.5 328.70 130.9 261.8 312.39 
25/11/2013 185.1 342.78 172.7 319.81 181.1 335.37 131.6 263.2 315.29 
26/11/2013 185.8 344.07 177.6 328.89 181 335.19 131.5 263 317.79 
27/11/2013 185.8 344.07 177.4 328.52 184 340.74 132.2 264.4 319.43 
28/11/2013 184.9 342.41 176.9 327.59 181 335.19 132.7 265.4 317.65 
29/11/2013 184.7 342.04 176.3 326.48 181.1 335.37 132.4 264.8 317.17 
2/12/2013 186.5 345.37 176.9 327.59 180.1 333.52 132.9 265.8 318.07 
3/12/2013 184.3 341.30 174.8 323.70 179.4 332.22 133.1 266.2 315.86 
4/12/2013 185.3 343.15 174 322.22 179.2 331.85 133.7 267.4 316.16 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
5/12/2013 184.7 342.04 173.2 320.74 180.4 334.07 130.4 260.8 314.41 
6/12/2013 184.7 342.04 173.3 320.93 180.4 334.07 129.3 258.6 313.91 
9/12/2013 182.1 337.22 171.5 317.59 176.9 327.59 127.7 255.4 309.45 
10/12/2013 176.3 326.48 162.3 300.56 174.4 322.96 123.1 246.2 299.05 
11/12/2013 174.2 322.59 163.2 302.22 173.4 321.11 120.6 241.2 296.78 
12/12/2013 172.2 318.89 162.3 300.56 172.3 319.07 117.9 235.8 293.58 
13/12/2013 172.1 318.70 162.1 300.19 172.2 318.89 117.9 235.8 293.39 
16/12/2013 171.1 316.85 162.1 300.19 175.7 325.37 118.2 236.4 294.70 
17/12/2013 177.9 329.44 166.7 308.70 180.7 334.63 118.3 236.6 302.34 
18/12/2013 174.7 323.52 166.3 307.96 182.9 338.70 117.9 235.8 301.50 
19/12/2013 178.7 330.93 164.9 305.37 182.6 338.15 120.5 241 303.86 
20/12/2013 179.2 331.85 167.2 309.63 183.8 340.37 120.5 241 305.71 
13/01/2014 176.90 327.59 163.3 302.41 172.9 320.19 122.9 245.8 299.00 
14/01/2014 169.40 313.70 157 290.74 167.3 309.81 118.7 237.4 287.91 
15/01/2014 169.40 313.70 156.1 289.07 166.1 307.59 116.7 233.4 285.94 
16/01/2014 166.80 308.89 155.9 288.70 164.2 304.07 112 224 281.42 
17/01/2014 166.80 308.89 155.9 288.70 164.2 304.07 110.5 221 280.67 
20/01/2014 163.90 303.52 149.8 277.41 162.2 300.37 106.2 212.4 273.42 
21/01/2014 160.50 297.22 148 274.07 166.6 308.52 97.9 195.8 268.90 
22/01/2014 158.50 293.52 146.9 272.04 166.8 308.89 97.1 194.2 267.16 
23/01/2014 159.70 295.74 146.3 270.93 171.7 317.96 98.3 196.6 270.31 
24/01/2014 159.70 295.74 146.7 271.67 171.6 317.78 98.9 197.8 270.75 
28/01/2014 166.60 308.52 160.1 296.48 169.7 314.26 102.3 204.6 280.96 
29/01/2014 171.70 317.96 159.5 295.37 167.1 309.44 102.5 205 281.94 
30/01/2014 171.80 318.15 160.2 296.67 167 309.26 101.1 202.2 281.57 
31/01/2014 172.50 319.44 160.1 296.48 167.1 309.44 101.2 202.4 281.94 
3/02/2014 175.30 324.63 159.5 295.37 166.4 308.15 102.6 205.2 283.34 
4/02/2014 176.50 326.85 156.7 290.19 166 307.41 111.1 222.2 286.66 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
5/02/2014 177.80 329.26 161.8 299.63 169.38 313.67 113.3 226.6 292.29 
6/02/2014 176.70 327.22 162.4 300.74 170 314.81 114.8 229.6 293.09 
7/02/2014 176.70 327.22 162.4 300.74 169.8 314.44 114.8 229.6 293.00 
10/02/2014 175.90 325.74 163.9 303.52 169 312.96 114.5 229 292.81 
11/02/2014 173.60 321.48 162.6 301.11 169 312.96 113.6 227.2 290.69 
12/02/2014 172.30 319.07 153.9 285.00 167 309.26 113.6 227.2 285.13 
13/02/2014 170.20 315.19 151.6 280.74 166.1 307.59 113.3 226.6 282.53 
14/02/2014 170.20 315.19 151.1 279.81 166.2 307.78 113.3 226.6 282.34 
17/02/2014 170.00 314.81 150 277.78 167.3 309.81 113.5 227 282.35 
18/02/2014 169.20 313.33 156.6 290.00 171.5 317.59 115 230 287.73 
19/02/2014 170.70 316.11 159 294.44 172 318.52 115.2 230.4 289.87 
20/02/2014 171.80 318.15 162 300.00 173.7 321.67 117.6 235.2 293.75 
21/02/2014 171.70 317.96 162 300.00 173.8 321.85 117.6 235.2 293.75 
24/02/2014 175.00 324.07 163.2 302.22 174.1 322.41 118.2 236.4 296.28 
25/02/2014 176.40 326.67 166.8 308.89 174.3 322.78 121 242 300.08 
26/02/2014 177.10 327.96 169.6 314.07 176.2 326.30 122.9 245.8 303.53 
27/02/2014 176.00 325.93 166.7 308.70 176.9 327.59 122.3 244.6 301.71 
28/02/2014 176.00 325.93 167 309.26 176.8 327.41 122.3 244.6 301.80 
3/03/2014 175.30 324.63 167.8 310.74 181.5 336.11 124.7 249.4 305.22 
4/03/2014 177.40 328.52 174.1 322.41 181.5 336.11 125.8 251.6 309.66 
5/03/2014 176.60 327.04 174.9 323.89 180.8 334.81 127.6 255.2 310.24 
6/03/2014 179.30 332.04 179.2 331.85 182.9 338.70 128.6 257.2 314.95 
7/03/2014 179.40 332.22 178.6 330.74 183 338.89 128.6 257.2 314.76 
10/03/2014 178.90 331.30 177.4 328.52 183.1 339.07 128.9 257.8 314.17 
11/03/2014 178.90 331.30 173.6 321.48 189.8 351.48 128.1 256.2 315.11 
12/03/2014 177.40 328.52 165 305.56 191.4 354.44 122.8 245.6 308.53 
13/03/2014 177.80 329.26 163.9 303.52 190.7 353.15 120 240 306.48 
14/03/2014 177.70 329.07 163 301.85 190.8 353.33 120 240 306.06 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
17/03/2014 177.10 327.96 160.2 296.67 188 348.15 119 238 302.69 
18/03/2014 175.60 325.19 158.3 293.15 185.9 344.26 114.2 228.4 297.75 
19/03/2014 177.00 327.78 159.1 294.63 185.7 343.89 114.7 229.4 298.92 
20/03/2014 177.60 328.89 163 301.85 183.6 340.00 114.1 228.2 299.74 
21/03/2014 177.90 329.44 164.1 303.89 183.5 339.81 114.1 228.2 300.34 
24/03/2014 178.00 329.63 164.2 304.07 183.7 340.19 113.6 227.2 300.27 
25/03/2014 181.10 335.37 170.9 316.48 185.5 343.52 116.3 232.6 306.99 
26/03/2014 184.80 342.22 175.3 324.63 185.5 343.52 118.6 237.2 311.89 
27/03/2014 185.50 343.52 176.8 327.41 191.7 355.00 124.9 249.8 318.93 
28/03/2014 185.60 343.70 176.8 327.41 191.9 355.37 124.9 249.8 319.07 
31/03/2014 185.90 344.26 178 329.63 200.3 370.93 127.3 254.6 324.85 
1/04/2014 192.60 356.67 182.9 338.70 199.5 369.44 131.3 262.6 331.85 
2/04/2014 193.50 358.33 171.8 318.15 201 372.22 135.6 271.2 329.98 
3/04/2014 196.40 363.70 175.5 325.00 201.2 372.59 135 270 332.82 
4/04/2014 196.60 364.07 176 325.93 201.2 372.59 135 270 333.15 
7/04/2014 197.00 364.81 175.6 325.19 202.9 375.74 136.8 273.6 334.84 
8/04/2014 200.50 371.30 176.6 327.04 203 375.93 137.8 275.6 337.46 
9/04/2014 201.00 372.22 191.4 354.44 202.8 375.56 139.2 278.4 345.16 
10/04/2014 200.10 370.56 189.8 351.48 202.9 375.74 139.7 279.4 344.29 
11/04/2014 200.10 370.56 190.7 353.15 203 375.93 139.7 279.4 344.76 
14/04/2014 200.50 371.30 194.9 360.93 198.8 368.15 140.5 281 345.34 
15/04/2014 198.30 367.22 192.4 356.30 202.8 375.56 140.2 280.4 344.87 
16/04/2014 195.50 362.04 189.4 350.74 202.6 375.19 139.8 279.6 341.89 
17/04/2014 NQ - NQ - NQ - NQ - 341.00 
18/04/2014 NQ - NQ - NQ - NQ - 340.00 
21/04/2014 NQ - NQ - NQ - NQ - 339.00 
22/04/2014 190.50 352.78 175.7 325.37 213.8 395.93 140.1 280.2 338.57 
23/04/2014 193.90 359.07 176.2 326.30 212.2 392.96 141.7 283.4 340.43 
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Date Jap Ox(lwt 
ckg) 
dwt Korean Steer(lwt ckg) dwt Trade 
Cattle(lwt 
ckg) 
dwt Cow(lwt 
ckg) 
dwt Avg livestock 
price dwt 
ckg 
24/04/2014 192.20 355.93 176.4 326.67 212 392.59 140.1 280.2 338.85 
25/04/2014 NQ - NQ - NQ - NQ - 339.00 
28/04/2014 194.10 359.44 176.4 326.67 207.3 383.89 143.3 286.6 339.15 
29/04/2014 198.90 368.33 184.2 341.11 203.7 377.22 139.6 279.2 341.47 
30/04/2014 197.10 365.00 176.7 327.22 203.1 376.11 138.5 277 336.33 
1/05/2014 195.20 361.48 177.8 329.26 203.4 376.67 134.4 268.8 334.05 
2/05/2014 195.20 361.48 178.9 331.30 203.5 376.85 134.6 269.2 334.71 
5/05/2014 193.90 359.07 179.7 332.78 201.4 372.96 131.1 262.2 331.75 
6/05/2014 192.10 355.74 180.1 333.52 199.8 370.00 129.9 259.8 329.76 
7/05/2014 190.80 353.33 181.8 336.67 197.8 366.30 129.2 258.4 328.67 
8/05/2014 191.20 354.07 181.2 335.56 196.8 364.44 126 252 326.52 
9/05/2014 191.20 354.07 180.3 333.89 196.6 364.07 125.4 250.8 325.71 
12/05/2014 190.40 352.59 176.7 327.22 193.2 357.78 122.7 245.4 320.75 
13/05/2014 184.00 340.74 172.1 318.70 189.2 350.37 119.7 239.4 312.30 
14/05/2014 183.60 340.00 171.5 317.59 191.8 355.19 115.8 231.6 311.09 
15/05/2014 183.00 338.89 174.9 323.89 190.7 353.15 112.1 224.2 310.03 
16/05/2014 183.10 339.07 175.7 325.37 190.6 352.96 112.2 224.4 310.45 
19/05/2014 185.60 343.70 177.2 328.15 193.8 358.89 113.5 227 314.44 
20/05/2014 192.00 355.56 180.1 333.52 197.6 365.93 114.5 229 321.00 
21/05/2014 196.10 363.15 177.7 329.07 198.4 367.41 115.7 231.4 322.76 
22/05/2014 190.80 353.33 178.1 329.81 198.1 366.85 118.2 236.4 321.60 
23/05/2014 190.80 353.33 177.1 327.96 198.3 367.22 118.1 236.2 321.18 
26/05/2014 188.90 349.81 177 327.78 198.7 367.96 117.9 235.8 320.34 
27/05/2014 191.10 353.89 178.6 330.74 194.8 360.74 119.6 239.2 321.14 
28/05/2014 189.90 351.67 182.4 337.78 195.5 362.04 119.5 239 322.62 
29/05/2014 191.60 354.81 169 312.96 199.74 369.89 116.9 233.8 317.87 
30/05/2014 191.50 354.63 170.4 315.56 197.4 365.56 117 234 317.44 
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Appendix 16: Australian herd statistics 
This historical data have been sourced from company records and (Australian Government, 2013; McRae & Thomas, 2014 {ABS, 2013 #129)}. 
Australian 
Cattle Herd - 
Breakdown                      
          ABS              
             2-3%          
Date Cow 
Dairy 
Other 
Dairy 
Total 
Dairy 
Calves 
Under 
One 
Year 
Cows 
and 
Heifers 
One 
Year 
and 
Over 
Other 
Cattle 
One 
Year 
and 
Over 
Total 
Beef 
Total 
Cattle 
Slaughter live 
trade 
Births 
Birth 
rate Mortality 
Live 
Trade 
Weather Ot
he
r 
total 
Cattle 
one 
year 
% of pop slaughter Turnoff 
as % of 
total 
pop 
Case-study 
Facility 
Production 
  
1943   4,998 1,586 4,129 3,166 9,007 14,005               
1944   4,955 1,681 4,067 3,343 9,229 14,184               
1945   4,855 1,589 4,085 3,466 9,278 14,133               
1946 3,204 1,445 4,649 1,522 4,026 3,544 9,229 13,878               
1947 3,013 1,623 4,636 1,418 3,811 3,430 8,790 13,426               
1948 3,085 1,710 4,795 1,593 3,938 3,322 8,990 13,785               
1949 3,159 1,755 4,914 1,763 4,121 3,183 9,210 14,124               
1950 3,191 1,751 4,942 1,878 4,417 3,253 9,698 14,640               
1951 3,149 1,702 4,851 2,123 4,785 3,308 10,378 15,229               
1952 2,973 1,639 4,612 1,980 4,781 3,355 10,281 14,893               
1953 3,087 1,706 4,793 1,990 4,896 3,399 10,454 15,247               
1954 3,211 1,667 4,878 2,254 4,830 3,467 10,724 15,602               
1955 3,237 1,695 4,932 2,236 4,889 3,611 10,904 15,836               
1956 3,404 1,655 5,059 2,433 5,102 3,687 11,398 16,457               
1957 3,451 1,667 5,118 2,728 5,597 3,618 12,139 17,257               
1958 3,362 1,632 4,994 2,554 5,605 3,528 11,898 16,892               
1959 3,283 1,563 4,846 2,313 5,413 3,479 11,411 16,257               
1960 3,243 1,634 4,877 2,577 5,642 3,195 11,626 16,503               
1961 3,162 1,739 4,901 2,784 6,103 3,300 12,431 17,332               
1962 3,230 1,816 5,046 3,035 6,439 3,252 12,987 18,033               
1963 3,263 1,813 5,076 3,266 6,775 3,155 13,473 18,549               
1964 3,296 1,638 4,934 3,536 7,021 3,286 14,121 19,055               
1965 3,214 1,628 4,842 3,378 7,073 3,248 13,973 18,815               
1966 3,094 1,594 4,688 3,063 6,692 3,232 13,248 17,936               
1967 3,061 1,554 4,615 3,392 6,886 3,097 13,654 18,269               
1968 2,963 1,526 4,489 3,868 7,450 3,113 14,730 19,219               
1969 2,866 1,469 4,335 4,218 8,333 3,403 16,277 20,612               
1970 2,829 1,412 4,241 4,802 9,245 3,510 17,959 22,200 5727    444    -1       
1971 2,745 1,367 4,112 5,669 10,370 3,808 20,288 24,400 6093  8,781 85% 488    0       
1972 2,693 1,319 4,012 6,556 11,872 4,476 23,388 27,400 7491  11,039 93% 548    1       
1973 2,647 1,315 3,962 7,101 12,660 4,889 25,138 29,100 8444  10,726 85% 582    0 38,126 29%     
1974 2,492 1,504 3,996 7,235 13,800 5,551 26,804 30,800 6988  9,304 67% 616    -1 38,404 23%     
1975 2,477 1,172 3,649 7,910 14,900 5,712 29,051 32,700 9596  12,150 82% 654    -1 42,950 29%     
1976 2,467 1,064 3,531 8,194 15,202 5,888 29,869 33,400 11400  12,768 84% 668    -1 45,468 34%     
1977 2,276 925 3,201 7,502 14,021 6,234 28,299 31,500 12791  11,521 82% 630    1 44,921 41% 41%    
Weak La 
Nina 
1978 2,056 946 3,002 6,622 12,728 6,456 26,328 29,330 12345  10,762 85% 587    1 42,262 42% 42%    
Moderate 
La Nina 
1979 1,921 890 2,811 5,947 11,774 6,090 24,301 27,112 9839  8,163 69% 542   0 37,493 36% 36%    
Strong La 
Nina 
1980 1,869 884 2,753 5,445 11,726 5,656 23,372 26,125 8832  8,368 71% 523   0 35,480 34% 34%    
1981 1,819 906 2,725 5,135 11,269 5,431 22,368 25,093 8099  7,569 67% 502   0 33,694 32% 32%    
1982 1,810 900 2,710 5,022 10,762 5,188 21,499 24,209 9460  9,060 84% 484    1 34,153 39% 39%    
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1983 1,792 896 2,688 4,644 9,929 4,649 19,721 22,409 8118  6,766 68% 448    1  36% 36%    
1984 1,809 930 2,739 4,455 9,964 4,438 19,355 22,094 6824  6,951 70% 442   0  31% 31%    
1985 1,809 934 2,743 4,897 10,274 4,282 19,977 22,720 7152  8,232 80% 454   0  31% 31%    
1986 1,770 897 2,667 4,598 9,775 4,223 19,108 21,775 7883  7,374 75% 436   0  36% 36%    
1987 1,757 841 2,598 4,738 9,795 4,230 19,276 21,874 8048  8,584 88% 437    1  37% 37%    
WeakEl 
Nino 
1988 1,714 829 2,543 4,715 9,818 4,207 19,268 21,811 7723  8,096 82% 436    1  35% 35%    
Moderate 
El Nino 
1989 1,709 803 2,512 4,816 10,120 4,402 19,889 22,401 7483  8,521 84% 448   0  33% 33%    
Strong El 
Nino 
1990 1,698 796 2,494 5,107 10,577 4,401 20,667 23,161 8253  9,476 90% 463   0  36% 36%    
1991 1,682 748 2,430 5,208 10,687 4,799 21,232 23,662 8427  9,401 88% 473    1  36% 36%    
1992 1,699 733 2,432 5,128 10,748 5,050 21,448 23,880 8731  9,427 88% 478    1  37% 37%    
1993 1,716 816 2,532 5,333 11,733 5,033 22,651 25,183 8344  10,151 87% 504    1  33% 33%    
1994 1,786 892 2,678 5,388 12,076 5,058 23,079 25,757 8366  9,455 78% 515    1  32% 32%    
Strong or 
Moderate 
El Nino 
changing 
half year 
to Strong 
La Nina 
1995 1,821 920 2,741 5,806 11,215 5,419 22,995 25,736 7906  8,400 75% 515    1  31% 31%    
1996 1,884 924 2,808 5,768 11,667 5,581 23,569 26,377 7968  9,137 78% 528   0  30% 30%    
Moderate 
La Nina 
changing 
mid yr to 
Strong or 
Moderate 
or weak 
El Nino 
1997 1,977 981 2,958 6,047 11,931 5,291 23,822 26,780 9148  10,087 85% 536    1  34% 34%    
1998 2,060 1,016 3,076 6,026 11,783 5,420 23,776 26,852 9308  9,917 84% 537    0  35% 35%    
1999 2,155 1,065 3,220 5,740 11,621 5,469 23,358 26,578 8756  9,014 78% 532    -1  33% 33%    
2000 2,171 969 3,140 5,872 12,282 5,774 24,446 27,587 8782  10,343 84% 552    -1  32% 32%    
2001 2,176 1,041 3,217 6,083 12,007 5,823 24,504 27,722 8764  9,453 79% 554    -1  32% 32%    
2002 2,123 1,008 3,131 5,679 12,652 5,788 24,739 27,870 9050  9,756 77% 557    1  32% 32%    
2003 2,050 999 3,049 5,292 12,245 5,508 23,615 26,664 8906  8,233 67% 533  DRY YEAR 0  33% 33%    
2004 2,038 1,016 3,054 5,260 12,570 5,964 24,410 27,465 8804  10,154 81% 549   0  32% 32% 828000   
2005 2,076 981 3,056 5,357 12,935 5,776 24,725 27,782 8467  9,340 72% 556   0  30% 30% 760000   
2006 1,880 908 2,788 5,651 13,197 6,060 25,605 28,393 8854  10,033 76% 568    1  31% 31% 800000   
2007 1,796 868 2,663 5,528 12,800 6,277 25,373 28,037 8901  9,106 71% 561 GFC AVG Rain -1  32% 32% 816000   
2008 1,640 897 2,537  13,472  24,784 27,321 8652  8,482 63% 546    -1  32% 32% 712000   
2009 1,676 936 2,612 5,578 12,903 6,111 25,294 27,907 8411  9,555 74% 558  
More an El 
Nino -1 36,876 30% 30% 668000   
2010 1,596 947 2,542 5,000 12,945 5,500 24,008 26,550 8273  7,447 58% 531  
Switch to La 
Nina -1 35,354 31% 31% 618000   
2011 1,604 999 2,570 5,871 12,883 6,505 26,206 28,506 7943 694 11,163 87% 570    -1 37,019 28% 28% 598000   
2012   2733 5800 13663 6500 25685 28418 7978 619 9,078 66% 568    -1 36,964 28% 28% 640000   
2013     12908    8360        1    740000   
2014         8579.85 
20 yr. 
avg 
slaughter             
 
 
 
  
 
      
 249 
 
71210DO001_201112 Agricultural Commodities, Australia, 2011-12 
Released at 11:30 am (Canberra time) Fri 31 May 2013          
Table 6 LIVESTOCK — Year ended 30 June           
 Aust. 2012 
 2010 2011 2012 NSW Vic. Qld SA WA Tas. NT ACT 
CATTLE AND CALVES ('000) 
Dairy cattle            
Cows in milk and dry 1,596 1,589 1,700 204 1,115 101 76 57 148 0 0 
All other dairy cattle 947 981 1,033 137 637 70 51 54 84 0 0 
Total dairy cattle 2,542 2,570 2,733 341 1,752 171 127 111 232 0 0 
Meat cattle            
Cows and heifers one year and over 12,945 12,883 13,633 3,028 1,248 6,177 633 1,072 242 1,228 5 
All other meat cattle 11,062 13,054 12,052 2,470 1,114 5,812 571 884 230 968 3 
Total meat cattle 24,008 25,936 25,685 5,497 2,362 11,990 1,204 1,957 472 2,195 8 
Total cattle and calves 26,550 28,506 28,418 5,838 4,114 12,161 1,331 2,068 704 2,195 8 
Proportion of total herd            
Dairy cattle (%) 10 9 10 6 43 1 10 5 33 0 0 
Meat cattle (%) 90 91 90 94 57 99 90 95 67 100 100 
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Appendix 17: Conservation diagrams for simulation models  
(Note: may have minor modifications from final model with no material impacts) 
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Appendix 18: Model documentation 
SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Processing Raw Material Reservoir bodies cattle flowing 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes  
Processing Kill Floor Conveyor 
pair of 
sides Kill_Floor_Transit 
Unit 
consistency 
check yes  0 yes 
Behaviour 
as 
expected na checked yes  
Processing 
Hides\Gut\Off
al\Grass\H2O
\Blood Reservoir 
pair of 
sides  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes  
Processing 
Conversion to 
tonnes Reservoir tonnes  
Unit 
consistency 
check yes  0 yes 
Behaviour 
as 
expected no checked yes  
Processing 
Undergoing 
Inspection Conveyor 
pair of 
sides Transit time: 1/(60*24) 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected na checked yes  
Processing 
Condemned 
Bodies Reservoir 
pair of 
sides  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes  
Processing 
Primary 
Chiller min res 
time Conveyor 
pair of 
sides 
Primary_chiller_min_resi
dent_time 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected na checked yes  
Processing 
Primary 
Chiller Reservoir 
pair of 
sides  
Unit 
consistency 
check no  Opening Inventory yes 
Behaviour 
as 
expected yes checked yes  
Processing Boned Meat Conveyor 
pair of 
sides 
Transit_time_Boning_R
m 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected na checked yes  
Processing MFB Conveyor tonnes  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected na checked yes  
Processing 
Rendered 
products\MB
M and Tallow Reservoir tonnes  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes  
Processing Buffer Reservoir tonnes  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes  
Processing 
Frozen 
Inventory Conveyor tonnes  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected na checked yes  
Processing 
Chilled 
Inventory Conveyor tonnes  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected na checked yes  
Processing 
Load out 
Inventory Reservoir tonnes  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes  
Processing cattle flowing flows 
bodies/da
y 
Kill per day, Kill Shift, 
Effect of Primary Chiller 
Unit 
consistency 
check no  IF Effect_of_Primary_Chiller_Capacity >1 then 0 else (Kills_per_day*Kill_Shift) yes 
Behaviour 
as 
expected na checked yes  
Processing 
killing floor 
prod'n flows 
bodies/da
y 
time delay, Raw material 
Inventor, Kills per day, 
Kill Shift 
Unit 
consistency 
check yes  delay((Kill_Shift*Kills_per_day),time_delay) yes 
Behaviour 
as 
expected na checked yes  
Processing 
coProduct 
yield flows 
pair of 
sides/day   
Unit 
consistency 
check no  0.5 yes 
Behaviour 
as 
expected na checked yes  
Processing 
converting to 
tonnes flows 
pair of 
sides/day  
tonnes of coproduct per 
beast killed 
warning=f(un
it conversion) yes 
units are 
consistent-
software 
issue Hides\Gut\Offal\\H2O_\Blood_Bodiestonnes of coproduct per beast killed yes 
Behaviour 
as 
expected na checked yes  
Processing inspecting flows 
pair of 
sides/day   
Unit 
consistency 
check no  outflow from conveyor yes 
Behaviour 
as 
expected na checked yes  
Processing condemning flows 
pair of 
sides/day  Condemned rate 
Unit 
consistency 
check no  leak from conveyor yes 
Behaviour 
as 
expected na checked yes  
Processing dressing yield flows 
pair of 
sides/day   
Unit 
consistency 
check no  outflow from conveyor yes 
Behaviour 
as 
expected na checked yes  
Processing chilling bodies flows 
pair of 
sides/day   
Unit 
consistency 
check no  outflow from conveyor yes 
Behaviour 
as 
expected na checked yes  
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Processing boning rate flows 
pair of 
sides/day  
capacity of Boning Rm, 
Kill Shift warning no 
units are 
consistent-
software 
issue Capacity_of_Boning_Rm*Kill_Shift yes 
Behaviour 
as 
expected na checked yes  
Processing 
mfb 
converting flows 
pair of 
sides/day   
Unit 
consistency 
check no  outflow from conveyor yes 
Behaviour 
as 
expected na checked yes  
Processing 
tonnes of 
MFB flows 
tonnes/da
y 
sides to tonnes, mbf 
converting warning no 
units are 
consistent-
software 
issue MFB_converting*Sides_to_tonnes_MFB yes 
Behaviour 
as 
expected na checked yes  
Processing 
yielding bone 
and fat flows 
tonnes/da
y percent M in MFB warning no 
units are 
consistent-
software 
issue 1-Percent_M_in_MFB yes 
Behaviour 
as 
expected na checked yes  
Processing 
flow of boned 
meat flows 
tonnes/da
y  
Unit 
consistency 
check no  outflow from conveyor yes 
Behaviour 
as 
expected na checked yes  
Processing frozen flow flows 
tonnes/da
y Buffer warning no 
units are 
consistent-
software 
issue Buffer*(65/100) yes 
Behaviour 
as 
expected na checked yes  
Processing chilled flow flows 
tonnes/da
y Buffer warning no 
units are 
consistent-
software 
issue Buffer *(35/100) yes 
Behaviour 
as 
expected na checked yes  
Processing 
frozen loading 
out flows 
tonnes/da
y  
Unit 
consistency 
check no  outflow from conveyor yes 
Behaviour 
as 
expected na checked yes  
Processing 
chilled loading 
out flows 
tonnes/da
y  
Unit 
consistency 
check no  outflow from conveyor yes 
Behaviour 
as 
expected na checked yes  
Processing stun rate converter seconds  
Unit 
consistency 
check no  17.14  yes 
Behaviour 
as 
expected na checked yes  
Processing Kills per day converter 
bodies/da
y 
Stun rate, Gross Sales 
per time unit 
Unit 
consistency 
check no  IF Gross_Sales_per_time_unit>0 THEN (60*60*24/Stun_rate) ELSE 0 yes 
Behaviour 
as 
expected na checked yes  
Processing Kill Shift converter days 
KF Nine shifts week, 
Switch, Eleven shifts 
week 
Unit 
consistency 
check no  IF Switch=1 THEN KF_Nine_shifts_week ELSE alt_shifts yes 
Behaviour 
as 
expected na checked yes  
Processing 
Effect of 
primary 
Chiller 
capacity converter unitless 
Primary Chiller capacity, 
Primary Chiller, Kill 
Floor, Primary Chiller 
min res time 
Unit 
consistency 
check no  Primary__Chiller/(Primary_Chillers_Capacity) yes 
Behaviour 
as 
expected na checked yes  
 
Primary 
Chiller 
Capacity converter 
pair of 
sides  
Unit 
consistency 
check   3100 yes 
Behaviour 
as 
expected na checked yes  
Processing alt shifts converter days 
alt shifts 1, eleven shift 
week, switch 
Unit 
consistency 
check no  IF Switch=-1 THEN Eleven_shifts_week ELSE alt_shifts_1 yes 
Behaviour 
as 
expected na checked yes  
Processing alt shift 1 converter days 
Five Shift week, Zero 
shift week 
Unit 
consistency 
check no  IF Switch=2 THEN Five_Shift_Week ELSE Zero_shift_week yes 
Behaviour 
as 
expected na checked yes  
Processing time delay converter hours  
Unit 
consistency 
check no  .5/24 yes 
Behaviour 
as 
expected na checked yes  
Processing 
tonnes of 
coproduct per 
beast killed converter   
warning=f(un
it conversion) no 
units are 
consistent-
software 
issue IF Climate_factor__projected<0 THEN (.077*.99) ELSE .077 yes 
Behaviour 
as 
expected na checked yes  
Processing 
condemned 
rate converter bodies  
Unit 
consistency 
check no  16/13369 yes 
Behaviour 
as 
expected na checked yes  
Processing 
capacity of 
boning room converter 
pair of 
sides/day   
Unit 
consistency 
check no  
 
5000 yes 
Behaviour 
as 
expected na checked yes  
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Processing 
KF Nine shifts 
week 
graphical 
input 
device days  
Unit 
consistency 
check no  
 
      
Processing 
Eleven shifts 
week 
graphical 
input 
device days  
Unit 
consistency 
check no         
Processing 
Five shift 
week 
graphical 
input 
device days  
Unit 
consistency 
check no  
 
      
Processing 
Zero shifts 
week 
graphical 
input 
device days  
Unit 
consistency 
check no  
 
      
Processing switch 
graphical 
input 
device 
dimension
less  
Unit 
consistency 
check no  
 
      
Processing 
Percent M in 
MFB converter tonnes  
Unit 
consistency 
check no  0.7       
Liable 
Emissions 
GHG's per 
day reservoir tonnes adding GHG's 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes low 
Liable 
Emissions Liable GHG's reservoir tonnes NGERS flowing 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes low 
Liable 
Emissions 
adding GHG's 
per tonne of 
HSCW flows 
tonnes/da
y 
t of HSCW, KG to 
tonnes, various 
emissions in kg/tonne 
Unit 
consistency 
check no  
((Ancilliary_Processes_emissions_per_t+Electricty_Emissions_per_t_HSCW+Wastewater_Emissions_per_t
+Thermal_Emissions_per_t+Compost_Emissions_per_t+Transport_Emissions_per_t)*t_of_HSCW_daily)/kg 
to tonnes yes 
Behaviour 
as 
expected na checked yes low 
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Liable 
Emissions 
NGERS 
flowing flows 
tonnes/da
y 
t of HSCW, Thermal and 
wastewater emissions 
kg/t 
Unit 
consistency 
check no  ((Thermal_Emissions_per_t+Wastewater_Emissions_per_t)*t_of_HSCW_daily)/kg to tonnes yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions kg to tonnes converter kg/tonne  
Unit 
consistency 
check no  1000 yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions Cattle flowing converter 
bodies/da
y 
Primary Capacity, Kills 
per day, Kill Shift 
Unit 
consistency 
check no  IF Effect_of_Primary_Chiller_Capacity >1 then 0 else (Kills_per_day*Kill_Shift) yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
Sides to 
tonnes MFB converter 
tonnes/bo
dies Climate factor 
Unit 
consistency 
check no  IF Climate_factor__projected<0 THEN (.3*Side_to_tonnes_Climate_Factor) ELSE 0.3 yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
t of HSCW 
daily converter 
tonnes/da
y 
cattle flowing, climate 
factor and conversion to 
tonnes 
Unit 
consistency 
check no  bodies_flowing*Conversion_to_HSCW yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
Compost 
Emissions per 
t converter kg/tonne  
Unit 
consistency 
check no  0.0485*1000 yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
Electricity 
Emissions per 
t HSCW converter kg/tonne  
Unit 
consistency 
check no  .269*1000 yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
Ancillary 
Processes 
Emission per t converter kg/tonne  
Unit 
consistency 
check no  0.039161*1000 yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
Transport 
Emissions per 
t converter kg/tonne  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
Thermal 
Emissions per 
t converter kg/tonne  
Unit 
consistency 
check no  0.1727*1000 yes 
Behaviour 
as 
expected na checked yes low 
Liable 
Emissions 
Wastewater 
Emissions per 
t converter kg/tonne  
Unit 
consistency 
check no  0.2426*1000 yes 
Behaviour 
as 
expected na checked yes low 
Net 
Income 
Gross Sales 
per time unit reservoir aud change 
Unit 
consistency 
check no  4323 yes 
Behaviour 
as 
expected no checked yes  
Net 
Income 
Accumulated 
CC reservoir 
Australian 
Dollars carbon cost 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes  
Net 
Income Profit reservoir 
Australian 
Dollars Income and Expenditure 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no 
checked-
goes non-
negative 
when loss 
is made yes  
Net 
Income Change flows per day 
per cent pa growth, 
Gross Sales per time unit 
Unit 
consistency 
check no    
Behaviour 
as 
expected     
Net 
Income income flows aud/day 
Tonnes, export and 
domestic, Gross Sales 
per time unit, Impact on 
CCY exposed income. 
Unit 
consistency 
check no  
(tonnes_domestic*Gross_Sales_per_time_unit)+((tonnes_export*Gross_Sales_per_time_unit)*Impact_on_C
urrency_Exposed_Income) yes 
Behaviour 
as 
expected na 
Day 329 
tested and 
accurate yes  
Net 
Income expenditure flows aud/day 
Actual price of livestock, 
Total Carbon Costs, t of 
HSCW, Operating Cost, 
Finance Costs 
Unit 
consistency 
check no  
((Actual_Price_of_livestock*1000)/100)*t_of_HSCW_daily+(Operating_Costs*t_of_HSCW_daily)+Total_Car
bon_Costs+(Finance_Costs_per_tonne_HSCW*t_of_HSCW_daily) yes 
Behaviour 
as 
expected na 
Day 329 
tested and 
accurate yes  
Net 
Income carbon costs flows aud/day Total Carbon Costs 
Unit 
consistency 
check no  Total_Carbon_Costs yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
tonnes 
domestic converter 
tonnes/da
y  tonnes of HSCW 
Unit 
consistency 
check no  t_of_HSCW_daily*.2 yes 
Behaviour 
as 
expected na checked yes  
Net 
Income tonnes export converter 
tonnes/da
y  tonnes of HSCW 
Unit 
consistency 
check no  t_of_HSCW_daily*.8 yes 
Behaviour 
as 
expected na checked yes  
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Net 
Income 
t of HSCW 
daily converter 
tonnes/da
y  
Unit 
consistency 
check no  Cattle_flowing*Conversion_to_HSCW yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Net Daily 
Income converter 
Australian 
Dollars profit 
Unit 
consistency 
check no  Profit-(HISTORY (Profit,TIME-1)) yes 
Behaviour 
as 
expected na checked yes  
Budgeted 
ER 
Carbon Price 
per tonne converter 
Australian 
Dollars  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
 
NGERS 
flowing ghost   
Unit 
consistency 
check no  ((Thermal_Emissions_per_t+Wastewater_Emissions_per_t)*t_of_HSCW_daily)/1000 yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Total carbon 
Costs converter  
NGERS flowing , Carbon 
per tonne warning no 
Ignore-
LHS: 
AUD/tonne 
and RHS 
tonnes/day 
should 
conclude 
aud/day is 
consistent Carbon_Price_per_tonne*NGERS_Flowing yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Finance 
Costs per 
tonne HSCW converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Actual Price 
of Livestock ghost 
centsperk
g  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
percent pa 
growth converter unitless  
Unit 
consistency 
check no    
Behaviour 
as 
expected     
Net 
Income 
Supplies per 
tonne converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Packaging 
per tonne converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Storage per 
tonne converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Freight per 
tonne converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Labour per 
tonne converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Utilities per 
tonne converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Repairs and 
M per tonne converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Other Plant 
Costs converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  constant yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Operating 
Costs converter 
Australian 
Dollars/to
nne of 
HSCW  
Unit 
consistency 
check no  
(Repairs_and_M_per_tonne+Labour__per_ton_ne_incl_contract__services+Utilities_per_tonne+Freight_per
_tonne+Storage_per_tonne+Packaging_per_ton+Other_Plant__Costs+Supplies_per_tonne) yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
percent pa 
growth 
graphical 
input 
device 
percent 
change 
per day  
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Net 
Income 
Exchange 
rate Scenario 
graphical 
input 
device 
US cents 
per AUD 
per day  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes  
Net 
Income Budgeted ER converter 
US cents 
per AUD  
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
Net 
Income 
Impact on 
Currency 
Exposed 
Income. 
graphical 
input 
device unitless 
Budgeted ER, ER 
Scenario 
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Calf 
Population Conveyor head 
Transit @ 212 days, 
birthing’s 
Unit 
consistency 
check no  4300000 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Seven 
Months plus Conveyor head 
Transit @ 272 days, 
becoming weaners 
Unit 
consistency 
check no  5800000 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module Mortality Reservoir head 
Grass Holding, Weaning, 
Calf Deaths 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
Breeders 
(excl Dairy) Conveyor head 
Capacity = 13.5m, 
Heifers flow to breeding 
Unit 
consistency 
check no  13000000 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Holding 
Reservoir Reservoir head  
Unit 
consistency 
check no  1 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module Deaths Reservoir head breeders dying 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
Sorting 
Breeders Reservoir head becoming 16 months 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module Sorting Live Reservoir head 
steer and some heifer 
sorting,  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
Live export 
light weight Reservoir head live export flow 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
Sorting 
Feedlot Reservoir head feedlot sorting,  
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module Feedlot Conveyor head transit @ 73 days 
Unit 
consistency 
check no  550000 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Grass holding 
time Conveyor head 
Transit time for Grass 
Holding, grass fed 
flowing 
Unit 
consistency 
check no  2000000 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Grass Holding 
Stock on 
Farm Reservoir head Ageing grass 
Unit 
consistency 
check no  315000 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
Live export 
full weight Reservoir head x qlty live export flowing 
Unit 
consistency 
check no  0 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
Slaughter 
Inventory Reservoir head 
actual grass supply to 
slaughter 
Unit 
consistency 
check no  1 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
Dairy 
Breeders Reservoir head replenishing breeders 
Unit 
consistency 
check no  2500000 yes 
Behaviour 
as 
expected no checked yes high 
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Livestock 
Supply 
Module 
Actual Price 
of Livestock Reservoir 
centsperk
g price adjusting 
Unit 
consistency 
check no  348.6 yes 
Behaviour 
as 
expected no checked yes high 
Livestock 
Supply 
Module 
replenishing 
breeders flows per day replenishment fraction 
Unit 
consistency 
check no  (Replenishment_Fraction*Dairy_Breeders)/365 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
retiring 
breeders to 
OS grinding 
mkt flows head/day retirement fraction 
Unit 
consistency 
check no  ((Dairy_Breeders*.98)*Retirement_Fraction)/365 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module deaths out 1 flows head/day mortality warning no 
ignore-units 
shd be 
consistent Mortality yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module breeding’s flows head/day 
Reproductive cows. 
Weather related birth 
fraction 
Unit 
consistency 
check no  (Weather_related_birth_fraction*Reproductive_Cows)/365 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
becoming 
weaners flows head/day conveyor flow 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module calves dying flows head/day leak from calf Pop’n 
Unit 
consistency 
check no  0.02 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
loss from 
weaning flows head/day 
climate factor projected, 
leak from 7 months plus warning no 
ignore-units 
shd be 
consistent IF Climate_factor__projected<0 THEN .02 ELSE .0 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
becoming 16 
months flows head/day conveyor flow 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
steer and 
some heifers 
sorting flows head/day 
sorting breeders and 
length of stay 
Unit 
consistency 
check no  Sorting_Breeders/length_of_stay yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Heifers 
flowing to 
breeding flows head/day becoming 16 months 
Unit 
consistency 
check no  becoming_16_months*.3 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
breeders 
dying flows head/day conveyor flow 
Unit 
consistency 
check no  0.02 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module deaths out 2 flows head/day deaths warning no 
ignore-units 
shd be 
consistent Deaths yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
live export 
flow flows head/day 
steer and some heifer 
sorting,  
Unit 
consistency 
check no  (Steer_and_Some_Heifer_sorting*0.05) yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
flowing out of 
LX flows head/day live export light weight warning no 
ignore-units 
shd be 
consistent Live_export_light_weight yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module feedlot sorting flows head/day 
sorting live, length of 
stay 
Unit 
consistency 
check no  Sorting___Live_X/length_of_stay yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module flowing to FL flows head/day 
feedlot sorting and 
climate factor 
Unit 
consistency 
check no  IF Climate_factor__projected<0 THEN .57*feedlot__sorting ELSE .53*feedlot__sorting yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Actual 
Feedlot 
Fattened flows head/day conveyor flow 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
breeders 
retiring flows head/day conveyor flow 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
retiring 
breeders flows head/day 
Breeders excl dairy, 
weather related 
retirement fractions 
Unit 
consistency 
check no  MAX(Breeders_excl_Dairy/(Weather_related__retirement_fractions*Climate_factor_breeder_historical),1) yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
grass fed 
flowing flows head/day 
sorting feedlot, length of 
stay 
Unit 
consistency 
check no  (Sorting__Feedlot)/length_of_stay yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module ageing grass flows head/day conveyor flow 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
x qlty live 
export flowing flows head/day aging grass 
Unit 
consistency 
check no  Ageing__Grass*.05 yes 
Behaviour 
as 
expected na checked yes high 
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Livestock 
Supply 
Module full weight out flows head/day live export full weight warning no 
ignore-units 
shd be 
consistent Live_export_full_weight yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
actual grass 
supply to Sl flows head/day Normal grass supply warning no 
ignore-units 
shd be 
consistent (Normal_Grass__Supply*Effect_of_price_on__supply_modified_by_weather/365) yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
weaners 
slaughtering flows head/day 
climate factor projected, 
effect of price on supply warning no 
ignore-units 
shd be 
consistent 
IF Climate_factor__projected<0 THEN .085*(1/Effect_of_Price_on__Supply)*1.07 ELSE 
.085*(1/Effect_of_Price_on__Supply)*.98 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Actual Turnoff 
Demand flows head/day 
Effect of Meat Margin on 
Normal Turnoff Demand, 
Normal Turnoff Demand  no  MAX((Normal_Turnoff_Demand/365)*Effect_ofMeat_Margin_on__Normal_Turnoff_Demand,1) yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Price 
adjusting flows 
centsperk
g/day price gap, time to adjust 
Unit 
consistency 
check no  Price_Gap/time_to_adjust yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
replenishmen
t fraction converter per day  
Unit 
consistency 
check no  0.25 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
retirement 
fraction converter per day  
Unit 
consistency 
check no  0.25 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Reprod 
Fraction converter unitless  
weather related 
reproduction factors 
Unit 
consistency 
check no  Weather_related_reproduction_factors*Climate_factor___reprod'n_historical yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Reproductive 
Cows converter head 
Breeders excl dairy, 
Reprod'n fraction 
Unit 
consistency 
check no  Breeders_excl_Dairy*Reprod_Fraction yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Weather 
related birth 
fraction 
graphical 
input 
device per day  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Transit for 
Grass Holding converter days climate factor projected warning no 
ignore-units 
shd be 
consistent IF Climate_factor__projected>=0 THEN 280 ELSE 250 yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Weather 
related 
retirement 
factors 
graphical 
input 
device unitless climate factor projected 
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Normal Grass 
Supply converter  total of live cattle 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
total of Live 
Cattle converter  
Breeders excl dairy, calf 
Pop'n, Grass Holding 
Stock on farm, Feedlot, 
Seven months plus, 
Grass holding time, 
Sorting Feedlot, Sorting 
live, Sorting Breeders 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes high 
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Livestock 
Supply 
Module 
Climate factor 
breeder 
historical 
graphical 
input 
device   
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Climate factor 
projected 
graphical 
input 
device years  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Weather 
related 
reproduction 
factors 
graphical 
input 
device unitless  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Climate factor 
Reprod’n 
historical 
graphical 
input 
device unitless  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Normal 
Turnoff 
Demand converter head 
total live cattle, Normal 
turnoff demand daily 
Unit 
consistency 
check no  (Total_of_live_cattle+Dairy_Breeders)*.275 yes 
Behaviour 
as 
expected na checked yes med 
Livestock 
Supply 
Module 
Normal 
Turnoff 
Demand Daily converter head  
Unit 
consistency 
check no  Normal_Turnoff_Demand/365 yes 
Behaviour 
as 
expected na checked yes med 
Livestock 
Supply 
Module 
LT Weather 
effect on price 
graphical 
input 
device unitless  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
ST weather 
dynamics on 
price 
graphical 
input 
device unitless  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Days of 
Coverage converter unitless 
Actual turnoff demand, 
Total cattle supply excl 
dairy,  
Unit 
consistency 
check no  (Total_Cattle_Supply_excl_dairy+retiring_breeders_to_OS_grinding_mkt)/Actual_Turnoff__Demand yes 
Behaviour 
as 
expected na checked yes  
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Livestock 
Supply 
Module 
Desired 
Coverage converter days  
Unit 
consistency 
check no  1 yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Relative 
Coverage converter unitless 
desired coverage, days 
of coverage 
Unit 
consistency 
check no  Days_of__Coverage/Desired_Cover yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Cattle Supply 
excl dairy converter head/day 
Retiring_Breeders, 
Weaners_Slaughtering, 
Actual__Grass_Supply_
to_Sl, 
Actual_Feedlot_Fattene
d_to_slaughter 
Unit 
consistency 
check no  
Retiring_Breeders+Weaners_Slaughtering+Actual__Grass_Supply_to_Sl+Actual_Feedlot_Fattened_to_slau
ghter yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Effect of 
Inventory on 
price 
graphical 
input 
device unitless  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
LT avg normal 
price over 2 
years converter 
centsperk
g  
Unit 
consistency 
check no  339.5 yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Actual price 
over LT 
normal price converter unitless  
Unit 
consistency 
check no  LP_Smoothed/LT_avg_normal_price_over_2year yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Suggested 
Price converter 
centsperk
g  
Unit 
consistency 
check no  Actual_Price_of_livestock*Effect_of_Inventory__on_Price yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module Price gap converter 
centsperk
g  
Unit 
consistency 
check no  Suggested_Price-Actual_Price_of_livestock yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Effect of Price 
on Supply 
graphical 
input 
device unitless  
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Effect of price 
on supply 
modified by 
weather 
graphical 
input 
device unitless  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module LP Smoothed converter 
centsperk
g 
Actual Price of Livestock, 
Initial Price, Price 
Smoothing Lag 
Unit 
consistency 
check no  SMTH1(Actual_Price_of_livestock,Price_Smoothing__Lag,Initial_Price) yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
LP Smoothed 
$ per tonne converter aud/tonne LP Smoothed warning no 
ignore-units 
shd be 
consistent (LP_Smoothed/cents_to_$)*kg_to_tonne yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Price 
Smoothing 
Lag converter day  
Unit 
consistency 
check no  30 yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module Initial Price converter 
centsperk
g  
Unit 
consistency 
check no  348.6 yes 
Behaviour 
as 
expected na checked yes  
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SUB-
model 
Variable 
name Type Unit Variable influences  Notes: 
Unit 
Conver
sion:In
flow 
Mulitpl
ier in 
use Comments Equation 
Expected 
behaviour 
(ref. mode) 
Expected 
behaviour 
(extreme 
condition
s & 
scenarios) 
First 
Order 
Control- Is 
Stock 
non-
negative 
Structural 
Credibility 
of 
Equation 
Stock/Flo
w 
Conservat
ion 
Input 
uncertaint
y: High or 
Low 
Livestock 
Supply 
Module Budgetted ER ghost 
US cents 
per AUD 
Specific to case-study 
firm 
Unit 
consistency 
check no  1 yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Exchange 
rate Scenario 
graphical 
input 
device 
US cents 
per AUD   no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module ER Factor converter unitless 
Exchange rate scenario, 
Budgetted ER 
Unit 
consistency 
check no  IF Exchange_rate_Scenario < Budgetted_ER THEN 1.01 ELSE .99 yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Gross Sales 
per ton 
HSCW 
graphical 
input 
device aud/tonne  
Unit 
consistency 
check no  
 
yes 
Behaviour 
as 
expected na checked yes high 
Livestock 
Supply 
Module 
Tonnes of 
HSCW per 
day 1 converter 
tonnes/da
y 
just using an indicative 
daily tonnage at present 
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module Gross Sales converter aud/day 
Tonnes of HSCW per 
day 1, Gross sales per 
tonne of HSCW, ER 
factor warning no 
ignore-units 
shd be 
consistent  yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module Cost of Sales converter help 
LP Smoother per tonne, 
Tonnes of HSCW per 
day 1 warning no 
ignore-units 
shd be 
consistent  yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module Meat Margin converter percent  
Cost of Sales, Gross 
Sales, Carbon Price 
factor warning no 
ignore-units 
shd be 
consistent  yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Carbon Price 
factor 
graphical 
input 
device   
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Int'l Carbon 
Cost 
Differential converter 
Australian 
Dollars  
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
Livestock 
Supply 
Module 
Effect of Meat 
Margin on 
Normal 
Turnoff 
Demand 
graphical 
input 
device unitless Meat Margin,  
Unit 
consistency 
check no   yes 
Behaviour 
as 
expected na checked yes  
      no    
Behaviour 
as 
expected  checked   
Note: Where a warning on units has been noted, the model has been checked and the units have been found to be consistent. 
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