Abstract: This paper aims to propose a new technique to extend the performance of the reconfigurable self-x sensory system for industry 4.0 to efficiently obtain robust solution even in the presence of uncertainty both in the input and output stage. Variance measure is employed to handle the uncertainty in the input stage or search space. As far as measurement or objective space, uncertainty is concerned archive-based method applied, and it does not demand any additional computational resources. The traditional evolutionary algorithm, i.e., particle swarm optimizer (PSO), has been modified by expanding its selection process with the proposed solutions. The performance of the extended algorithm is undertaken to study on three benchmarking functions in the presence of uncertainties. The extrinsic evaluation of the proposed algorithm is also performed on the Miller operational amplifier, which is a fundamental part of sensory systems for industry 4.0. Drift due to fabrication process tolerances and aging effects of the transistors is modeled as input uncertainty of the operational amplifier, and imperfect observer (sensor or analog to digital converter) is modeled as output uncertainty. The application confirms the worthiness of proposed uncertainty handling algorithm for industry 4.0.
Introduction and survey
In the past few years, computational intelligence, artificial intelligence and machine learning have attracted enormous attention. Even though previously, the focus was the cloud intelligence and big data analysis, the current focus is the application of machine learning in the area of IoT and Industry 4.0 whose fundamental part is Sensors 4.0 [7] . With the introduction of artificial intelligence besides having the self-x (self-calibration, self-healing, etc.) features, these smart integrated systems will have much-enhanced uncertainty suppression capabilities. Although there is a considerable amount of literature [1, 9] about the introduction of self-x features in the integrated circuits: however deviation of calibration systems itself is never discussed. In [2] only one type of deviation, i.e., uncertainty at the input is considered, which leads to unacceptable system performance even after the calibration or optimization. The second type of uncertainty is due to variation in the operating or environmental conditions. While the third type of uncertainty that these smart systems have is the measurement uncertainty (observer uncertainty) due to uncertainty in sensor measurements or modelling error in case of indirect measurements. Because of imperfect observer (sensor or ADC) and it also experiences the same performance degradation as the main integrated circuit is facing. State-of-the-art solutions currently have no answer in which the context of observer uncertainty addressed for the smart chips while the search space and the objective space in the presences of noise become highly unpredictable. This measurement uncertainty can propagate easily in the optimization process and misleading the optimizer results. So, the primary goal of this research article is to design noise immune optimizer that can perform reliably even in the presence of uncertainty in the search and objective space for the self-x systems.
For such a scenario, the concept of robust optimization has the potential to address such problems [10, 12, 13] . As far as selection of optimizer is a concern for practical applications, the derivative-based optimization techniques cannot be utilized because the objective space is discontinuous [11, 12] . On the other hand, meta-heuristic optimization algorithms (MHOAs) perform extremely good even in the presence of discontinuous objective space. For this reason, particle swarm optimization (PSO) is used in this paper for robust optimization. Reconfigurable Miller operational amplifier (opamp) selected as a test vehicle for extrinsic evolution of proposed optimizer that is the integral part of sensory electronics 4.0. Whose transistors widths are serving as tuning knobs and uncertainty at the output is being analyzed by the robust optimizer for its online calibration as shown in figure 1. Currently, there is also ongoing research activity in our institute on the extension of USIX (universal and self-x integrated sensor interface) chip [6] for building the hardware platform for the intrinsic evolution of optimization algorithms.
For tackling the uncertainty of the tuning knobs (fabrication process tolerances and aging effects of the tran- [3, 10] . These methods inspect the behaviour of neighbours in the objective space to endorse its robustness. The mathematical expression for expectation measure is given as
subject to: ∈ where is the number of neighbor solutions around one possible solution within the radius , represents the hard constrained feasible region and ( ) is the objective function. In this method, expectation measure substituted the objective function and then the expectation value is optimized. On the other hand, variance measure can be express mathematically as
subject to: ∈ where represent the thresholds value which can be set manually or adaptively [12] and ( ) is worst result function among the selected solutions and ( ) is current objective function evaluation. In this method, if variance in the objective function is above the given threshold, then the objective function will be penalized to stop further agents to go into that region. It does not require any further computation. For output uncertainty, normally archive-based or surrogate-based techniques are preferred because they do not require any additional measurement computations. While the surrogate-based technique introduces one more level of uncertainty so it is not the part of this article [3, 10, 14] . Archive-based noise suppression method works well for the meta-heuristic optimization algorithms due to enormous exploring capability of search particles during optimization process at the cost of additional memory resources. At the start, because exploitation of optimization is high, the optimizer might select wrong optimum solution due to presence of noise, but as exploration goes up, it quantifies its correctness with the help of archive.
Proposed solution
As already mentioned in the literature review, MHOAs are right candidate for the real-world optimization problems. Although the proposed noise immune optimization is implemented on PSO, but it is applicable for any metaheuristic optimization. The basic structure of the PSO is same as first time presented by Eberhart [5] . The flowchart for the proposed noise immune robust particle swarm optimizer (NIRPSO) is presented in the figure 2. The basic architecture of NIRPSO is similar to confidence-based robust optimization presented in [10] , but NIRPSO also take into account the measurement uncertainty. NIRPSO begins with random initialization of velocity and position of the particles. Then the evolution of cost function for each particle is performed. Variance of particles is being evaluated in order to confirm their robustness within the specified limits of input uncertainty. If the variance measure is above the acceptable threshold, then the objective function is being penalized to stop further particles exploration in this region. While for the opposite scenario, the algorithm search in the archive for the similar solutions for the sake of uncertainty suppression. Due to explorative nature of MHOAs, archive-based uncertainty suppression is the most dominating candidate. In case of better fitness value of the particle than the particle's personal or global best, corresponding field is being updated. At the end, the particle's velocity and position value is being amended, and this process continues until the end of maximum iteration.
The value used for 1 = 2 = 2 after varying them within the specified intervals although it has no significant impact on the performance of the optimizer. The parameters of NIRPSO are as follows 
Results
In order to see the behavior of proposed NIRPSO three bench marking (BM) functions are selected from the literature [10] . This experiment was carried out using 30 particles and 150 iterations all other initialization parameters were kept the same as mentioned in the above section. In the figure 3 the first column shows the BM function while the second column shows the convergence curves. The convergence curve shows the degrading behavior over these BM functions. In case of BM3 it takes below 50 iterations while it takes above 50 iterations for other two functions. To achieve convergence takes considerable amount of time due to presence of uncertainty. NIRPSO becomes confident with the passage of iterations minimizing the uncertainty level for these BM functions from 10 % to approximately 1.8 % that can be improved further by increasing number of iterations.
NIRPSO is also applied on Miller opamp for its extrinsic design. The circuit of Miller opamp is implemented using CMOS 0.35 µm technology from Austriamicrosystems (AMS) and it is shown in figure 4. For this problem six main objectives: slew rate (SR) ≥ 10 V µsec , input common S110 Q. Zaman and A. König, Noise immune self-x integrated sensor circuits mode range (ICMR) [−1 V, 1 V], gain ≥ 80 dB, bandwidth ≥ 10 MHz, phase margin (PM) ≥ 60 ∘ and power dissipation ≤ 2 mW are considered. An agglomerative approach is employed for the multi-objective optimization; details can be found in our institution's former research work [8] . For this experiment, the biasing current is supposed to be 30 µA and biasing transistors is also assumed to be 3 µm in order to provide stable biasing voltage. Furthermore, the length of all transistors are kept constant to 1 µm for the sake of channel length modulation effects minimization and NIRPSO only varies the width which makes total seven parameters. The problem is formulated as follows:
while ⃗ represents the width of transistor and (⃗) is objective function. More details about it can be found in [8] because the main focus of this article is the presence of uncertainty in search and objective space. Spread of deviation at the input level, i.e., in the widths of transistors is considered as 1 µm.
From the transistors sizing as illustrated in the figure  4 , the performance of non-robust is much better than the robust solution in terms of area and power dissipation. On the other hand, if there are any process variations at the input side (widths of transistors from -1 µm to 1 µm), then the performance of non-robust deviates considerably from the nominal value as specified in the table 1. These deviations are illustrated graphically as well in figure 5 , where first column represents the robust solution, and second column represents the non-robust solution. The deviation for ICMR-is almost 40 % below the acceptable limits while for gain-bandwidth product it is approximately 26 %. In case of robust solution, the magnitude of deviation is not too large, and it is always above the desired specifications except the gain-bandwidth product where deviation is approximately 8 % of the nominal value. The NIRPSO also reduces the output root mean square error from 4.24 % to 0.56 % with the help of archive method. In order to illustrate measurement uncertainty suppression capabilities of NIRPSO the voltage response of Miller opamp in unity configuration for robust particles is also measured. Figure 6 shows the comparison between the ideal output signal and the predicted output signal of NIRPSO along with the noisy output signal due to observer uncertainty with only five particles and 80 iterations. The NIRPSO recalibrate the self-x system even in the presence of uncertainty at the input and being able to reduce the uncertainty level of output and give us reliable solution. The performance of system can be improved further by increasing the number of iterations. 
Conclusions
In this article, two types of uncertainties and their solutions for reconfigurable self-x sensory systems of industry 4.0 are discussed. The proposed NIRPSO has the potential to work reliably even in the presence of the uncertainty at the input and the output. For input uncertainty variance measure is used to avoid non-robust solution while for output uncertainty, an archive-based method is utilized for minimizing the uncertainty level. Although the proposed scheme is implemented on PSO, it can be modified easily for any evolutionary algorithm. The performance of NIRPSO is evaluated with three different single objective BM functions. Finally, the extrinsic optimization of NIRPSO is evaluated on the Miller opamp circuit. The NIRPSO gave us reliable solution even in the presence of uncertainties besides that it also suppressed the uncertainty level at the output stage. In the future work, selection of a threshold for variance measure will be performed automatically. As far as intrinsic evolution of NIRPSO is concerned our institute is also working on an implementation of the reconfigurable sensory self-x system for industry 4.0. Lastly, the proposed NIRPSO will be modified by hybrid evolutionary algorithms for handling multi-objective problem without the need of agglomerative approach anymore [4] .
