T he activity budget of an animal-that is, the time it allocates to different behaviours on a daily basis-strongly affects its fitness by determining interaction rates with its resources, predators and competitors. The activity budget can also inform conservation efforts by helping predict the spatial and temporal distribution of resources necessary for an animal population to remain viable under habitat loss or climate change [1] [2] [3] . For example, accurate models of long-term activity and geographical ranges of mammalian carnivores are necessary for determining the appropriate size of protected areas of endangered mammals 1, 4 . However, although empirical patterns of activity budgets in the field are now widely recorded due to improved tracking technologies, there is currently no theoretical framework for predicting them or generalizing our knowledge of these patterns across species, habitats or foraging strategies. In particular, although animals can vary widely in how they manage their time, there is great potential for developing predictive models for activity budgets by including general constraints due to biomechanical (for example, locomotion and searching) and energetic (for example, basal or resting metabolic rate) limitations [5] [6] [7] . Activity time on a daily basis should be strongly related to the minimum energetic requirements of an animal (the more energy requirement per unit time, the more time spent actively foraging for resources). An animal's energetic requirements can be estimated from its metabolic rate, which scales positively with body mass (m). In the case of vertebrates, this scaling ranges between m 0.65 (for the field metabolic rate) and m 0.9 (for the active metabolic rate) [8] [9] [10] [11] . Therefore, the metabolic rate per unit body mass (mass-specific metabolic rate) in vertebrates scales negatively with body size with an exponent ranging between − 0.35 and − 0.1. That is, individuals from small-sized species have higher maintenance costs per unit body mass and necessarily need to consume energy at a faster rate than those from larger ones. In other words, all else being equal, smaller vertebrates need to forage for longer periods than larger ones. This leads to a simple prediction: the amount of time a vertebrate spends active in its daily cycle also scales with body mass within the range m However, this prediction of a negative scaling of activity time with body size hinges on the key assumption that the energy intake rate scales identically to the rate of energy use (metabolic rate). In reality, however, intake rates in the field are typically limited by resource availability (that is, prey abundance) and the ability of the consumer to search, detect, attack and handle prey. This can result in deviations of the scaling of intake rate from that of the metabolic rate [12] [13] [14] . Because of these constraints on field intake rates, animals of different sizes need to optimize their activity budget by choosing the right resource sizes (for example, many small versus few large prey) and foraging strategy (for example, active-capture versus sit-andwait) to meet their energetic needs 13, 15, 16 . Thus, these limitations on foraging-and therefore intake rates-may ultimately lead to deviations from the expectation of a universal decrease in activity time with body size.
T he activity budget of an animal-that is, the time it allocates to different behaviours on a daily basis-strongly affects its fitness by determining interaction rates with its resources, predators and competitors. The activity budget can also inform conservation efforts by helping predict the spatial and temporal distribution of resources necessary for an animal population to remain viable under habitat loss or climate change [1] [2] [3] . For example, accurate models of long-term activity and geographical ranges of mammalian carnivores are necessary for determining the appropriate size of protected areas of endangered mammals 1, 4 . However, although empirical patterns of activity budgets in the field are now widely recorded due to improved tracking technologies, there is currently no theoretical framework for predicting them or generalizing our knowledge of these patterns across species, habitats or foraging strategies. In particular, although animals can vary widely in how they manage their time, there is great potential for developing predictive models for activity budgets by including general constraints due to biomechanical (for example, locomotion and searching) and energetic (for example, basal or resting metabolic rate) limitations [5] [6] [7] . Activity time on a daily basis should be strongly related to the minimum energetic requirements of an animal (the more energy requirement per unit time, the more time spent actively foraging for resources). An animal's energetic requirements can be estimated from its metabolic rate, which scales positively with body mass (m). In the case of vertebrates, this scaling ranges between m 0.65 (for the field metabolic rate) and m 0.9 (for the active metabolic rate) [8] [9] [10] [11] . Therefore, the metabolic rate per unit body mass (mass-specific metabolic rate) in vertebrates scales negatively with body size with an exponent ranging between − 0.35 and − 0.1. That is, individuals from small-sized species have higher maintenance costs per unit body mass and necessarily need to consume energy at a faster rate than those from larger ones. In other words, all else being equal, smaller vertebrates need to forage for longer periods than larger ones. This leads to a simple prediction: the amount of time a vertebrate spends active in its daily cycle also scales with body mass within the range m However, this prediction of a negative scaling of activity time with body size hinges on the key assumption that the energy intake rate scales identically to the rate of energy use (metabolic rate). In reality, however, intake rates in the field are typically limited by resource availability (that is, prey abundance) and the ability of the consumer to search, detect, attack and handle prey. This can result in deviations of the scaling of intake rate from that of the metabolic rate [12] [13] [14] . Because of these constraints on field intake rates, animals of different sizes need to optimize their activity budget by choosing the right resource sizes (for example, many small versus few large prey) and foraging strategy (for example, active-capture versus sit-andwait) to meet their energetic needs 13, 15, 16 . Thus, these limitations on foraging-and therefore intake rates-may ultimately lead to deviations from the expectation of a universal decrease in activity time with body size.
Here, we derive a general mathematical model for the sizescaling of the activity budget of consumers under field conditions, incorporating key metabolic and biomechanical constraints on foraging costs. We then develop a specification of the model appropriate for terrestrial mammalian carnivores and test its predictions by compiling a global dataset of high-resolution activity budgets. In the Discussion, we show how our model can be specified or extended to other classes of consumers.
Results
Our model links consumer and resource body size to the minimum proportion of time (T p ) that an individual consumer must spend foraging on a daily basis to maintain its energy balance (see Methods and Supplementary Information for detailed derivation): 
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intake, resting metabolic and active metabolic rates, respectively, while the scaling exponents ι, β and α, respectively, quantify the sizedependence of these three fundamental rates. This model makes a key prediction (see Methods and Supplementary Information for derivation): if l is the exponent of the scaling of energy loss (either while resting or actively foraging), if
the scaling relationship of T p with body size changes from negative (T p decreasing with size) to positive (T p increasing with size). The critical value l for the intake rate scaling exponent (at which the scaling relationship reverses) is expected to lie between approximately 0.70 if resting (through the exponent β) dominates energy expenditure and 0.80 if active foraging (through the exponent α) dominates. This result about the reversal of activity time scaling remains robust to considerable variation in scaling exponents due to uncertainty in their estimation as well as biological variation such as differences in the scaling of basal, field and maximum metabolic rates (Supplementary Information).
As such, equation (1) and the prediction of a critical value of intake rate scaling (equation (2)) provides a simple, intuitive model for determining the necessary intake rate scaling to maintain a negative scaling of activity time with increasing body size. Furthermore, for a given scaling of active and resting metabolic rates, equation (1) can be used to estimate the body mass threshold below which the scaling exponent of the intake rate must increase to maintain the activity time below a biologically feasible limit (for example, assuming that the daily activity time proportion cannot exceed, say, 0.5).
Next, to obtain a mechanistic basis for the constraints on intake rate scaling and determine where the body mass threshold for a qualitative change in the daily activity proportion may lie under field conditions, we show that ι can be broken down into the contributions of different constraints on foraging, and therefore intake rate:
Here, p v is the size-scaling exponent of body velocity, p x is the exponent of prey abundance, p k is the exponent of resource size relative to consumer size (that is, the resource-to-consumer (for example, prey-to-predator) size ratio) and p d is the exponent of detection distance. Of these, p x , p k and p d are most important because body velocity (through its scaling exponent p v ) contributes to both energy gain and loss while actively foraging. These are ubiquitous constraints imposed by field conditions on the intake rate and therefore activity time: the prey-to-predator size ratio scaling determines the effect of availability of or preference for resources of different sizes relative to the predator, reaction distance scaling determines the effect of detectability of these resources and abundance scaling determines the effect of prey rarity, which translates into higher foraging costs by decreasing the number of resource encounters per unit time spent foraging. These foraging constraints can be interpreted partly as inherent, biomechanical constraints of consumers and partly as properties of the local ecological conditions, which may constrain the availability of prey of different sizes.
An example of the effect of each of these three foraging constraints on the predicted scaling of intake rate and, therefore, activity time is shown in Fig. 1 . To generate these predictions, we use size-scaling relationships for energy loss rates (B and A) and components of the intake rate (I) appropriate for terrestrial mammalian carnivores, as these have been extensively studied 15, 17 . This yields the prediction that terrestrial carnivores are expected to have a scaling of activity time with an exponent of ≈ − 0.2 ( Fig. 1) , which changes to a positive scaling exponent if foraging is subject to one or all of three biomechanical constraints: either the size, reaction distance or abundance of preferred prey does not keep up with increasing carnivore size. The precise value of the positive scaling exponent depends on which of these constraints applies and to what degree. Underlying this is the scaling of intake rate, predicted to be ≈ 0.9, which changes to an exponent between 0.4 and 0.65 depending on the type and strength of the same biomechanical constraints. The intersection between the two scaling relationships occurs at a carnivore size of between ≈ 1 and 10 kg. Thus, our model provides a nuanced, mechanistic explanation for the costs of foraging in small carnivores and links these costs to the scaling of activity time in small versus large terrestrial carnivores. Specification of the general model (equation (1)) for other types of consumers will probably yield different scaling predictions for the intake rate (equation (3)) and activity time scaling (equation (2)).
Next, to test our theoretical predictions, we compiled independent datasets on intake rates and activity budgets on 73 species of terrestrial carnivores spanning most of the extant size of the order (Supplementary Information). From these data, we first calculated the proportion of time spent active (T p ) in a day across 38 carnivore species. We restricted the activity budget data compilation to biotelemetry and global positioning system tracking studies because other methods (for example, camera trapping or direct observation) are likely to under-sample the proportion of time active in smaller animals due do their poorer temporal and spatial resolution. We found that there is an overall tent-shaped relationship between T p and carnivore body size across the entire size range (Fig. 2) . Larger carnivore species generally become less active (T p decreases) as body size increases, while smaller carnivores become more active (T p increases) as body size increases.
This overall pattern is best explained by a piecewise regression (Table 1 and Supplementary Table 2 ). The breakpoint-the body weight at which the scaling relationship reverses-is estimated to be 3.42 kg (95% confidence interval (CI): 1.79-6.52), which is within the 1-10 kg range predicted by our model (see Figs. 1 and 2 ). This breakpoint is around the average weight of a grey fox (Urocyon cinereoargenteus). The slopes of the piecewise model's left and right segments were also significantly different (0.34 ± 0.11 and − 0.2 ± 0.05 respectively, P < 0.0001) ( Table 1) . Thus, the empirically observed exponent for the activity time for large carnivores is statistically indistinguishable from the value predicted by our model. The value of the exponent for small carnivores (0.34 ± 0.11) is also within the range predicted by the model (Fig. 1) .
Next, we used the dataset on intake rates (32 species) to test the mechanistic link between the scaling of intake rate and activity time predicted by our theory ( Fig. 1 and equations (2) and (3)). Figure 2 shows strong support for our prediction: a change in activity time scaling is coupled with a significant weakening of the intake rate scaling in smaller carnivores (Fig. 1) . The qualitative change in the intake rate scaling takes place at ∼ 3.74 kg (95% CI: 0.86-8.34), which is statistically indistinguishable from the breakpoint for the scaling of the activity budget (Fig. 2) . The slopes of the piecewise model's two segments, to the left and to the right of the breakpoint, differed significantly (0.51 ± 0.29 and 1.00 ± 0.15, respectively, P = 0.013) ( Table 1) . Furthermore, in the upper panel of Fig. 2 , the slope to the left of the breakpoint is below the 0.7-0.8 value predicted by our theory (the exponent l; equation (2)). Thus, overall, we find strong support for the predicted mechanistic link between the intake rate and activity time.
We did not detect a significant phylogenetic signal in the activity budget or intake rate datasets (Supplementary Information). The results also remain qualitatively unchanged after fitting a linear mixed effect model to the data with study and species identity as random effects, accounting for seasonal resource availability, or reanalysing the data for only the three most data-rich families (Supplementary Information).
Thus, our results indicate strong constraints on intake (foraging) rates and therefore on activity times in small terrestrial carnivores (below a body size of ∼ 5 kg). These constraints arise in small carnivores as a result of some or all of the following: (1) prey biomass abundance increases too weakly with increasing predator body mass, (2) prey body sizes increase too weakly (that is, larger species among small carnivores feed on prey that are sub-optimally small) or (3) the reaction distance does not increase or increases too weakly ( Fig. 1) .
To gain further insight into which of these constraints might dominate the observed patterns in activity budget scaling, we compiled a third independent dataset on prey-predator body size relationships for terrestrial carnivores (Supplementary Information). We tested whether smaller carnivores feed on qualitatively different relative prey sizes than larger carnivores. The results (Fig. 3) show that there is indeed a significant shift in the relative size of preferred prey between small and large carnivores; that is, prey size scales strongly and positively with body size in large carnivores, but not in small carnivores. A breakpoint regression indicates that the shift lies within the 1-10 kg size range at about 4.8 kg (95% CI: 2.34-7.25)-a value that is somewhat larger, but statistically indistinguishable from the breakpoints for the activity budget and intake rate scaling relationships (Fig. 2) . Thus, the fact that smaller terrestrial carnivores tend to feed on prey items of relatively constant size that are much smaller then themselves (Fig. 3) at least partly explains the reversal of scaling of the activity budget.
Discussion
We have developed a mechanistic model to predict the body size scaling of the time consumers need to be active for (for instance, foraging) to maintain energetic balance. By specifying this model for terrestrial carnivores and analysing a global empirical dataset, we find that, somewhat counter-intuitively, small and large terrestrial carnivores have an opposite scaling of the proportion of time spent active (T p ) in a day. Specifically, small carnivores below a 1-10 kg size range show an increase in daily activity time with body size, with only larger carnivores showing the decrease in activity time with size expected from their lower mass-specific energy needs 5 . This reversal of scaling occurs because small carnivores face additional constraints while foraging, which limits their intake rate and negates the advantage of decreasing mass-specific metabolic rates with increasing size. These results also provide an explicit, (bio)mechanistic and empirically validated theoretical model for the cost of small-prey eating hypothesized by the authors of refs 15, 17 , who predicted a similar upper threshold size (14.5 kg) for small prey eating.
The three constraints-the prey-to-predator size ratio, reaction distance and resource abundance-are general in that all of them are likely to be experienced by predators under field conditions. That is, unlike in larger carnivores, where bigger species feed on proportionally bigger prey, in small carnivores, the preferred prey size changes little as body size increases, as can be seen in Fig. 3 . Thus, in small carnivores, although foraging on small prey is initially relatively easy due to low hunting costs, as predator size increases, prey become increasingly difficult to detect, attack and handle. 1-px→0
Size ratio Abundance Reaction distance Effect on scaling of the activity time (bottom) due to a weakening of the intake rate scaling ι (top) through three constraints of field conditions. a, Scaling of the prey-to-predator size ratio p k , which captures the constraint of availability of suitable (relative) prey size with increasing predator size. b, Scaling of the reaction distance p d , which captures the constraint on the ability of predators to detect prey of a certain size relative to themselves. c, Scaling of prey biomass abundance p x , which captures the constraint of availability of sufficient prey individuals with increasing predator size. In all plots, the blue lines represent the deviation of the scaling of intake rate or activity budget from the 'normal' scaling (red lines) when none of these constraints exist. Note that all the intersection points of pairs of scaling (red and blue) lines lie within the 1-10 kg predator weight range (highlighted).
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The size ratio and reaction distance are tightly interlinked because smaller size ratios (prey much smaller than the predator) also decrease the reaction distance 12, 13 . Current models and data suggest that reaction distances scale positively with body size when considering visual constraints so that larger species have bigger reaction distances 12, 13, 18 . However, field conditions impose multiple constraints on how far an animal can see, including the vantage point, line of sight, prey conspicuousness and manoeuverability, all of which probably raise additional challenges for small predators hunting for much smaller prey. Indeed, it has been suggested that natural habitats show fractal (that is, self-similar) visual structure 19 , which implies that, compared with large-prey eaters, small-prey eaters hunt for better-hidden prey in effectively more complex landscapes.
Thus, although data are currently lacking on the scaling of reaction distance in terrestrial carnivores, the weak scaling of both intake rates and prey sizes seen in small carnivores indicates that species up to about 10 kg face somewhat insurmountable challenges in relation to feeding on optimally sized prey. This is probably compounded by the increasing costs of rapid manoeuvering necessary for small-prey hunting 20, 21 and the greater prevalence of nocturnal foraging (which presumably also limits prey detectability) in small carnivores. Carnivore species above the 1-10 kg size range escape these constraints by feeding on relatively larger prey 17, 22 (Fig. 3) , which results in a switch to a steeper scaling of intake rate and, correspondingly, a negative scaling of activity time (Fig. 2) .
The handling time, which includes the time spent pursuing and capturing prey 14 following detection and reaction, would be subject to similar constraints. Handling rates are unimodal with respect to prey-to-predator size ratios; that is, they decline at both extremes of prey-to-predator body size ratios 15, 22, 23 . Therefore, the main advantage of feeding on small prey-a relatively short handling time 15, 22 is increasingly negated for larger small-prey eaters as their prey become sub-optimally smaller relative to themselves. This would compound with the constraints of reaction distance. Future work should aim to directly test this hypothesized weaker scaling of reaction distance among small carnivores, as well as the variation in handling time scaling across different size classes of carnivores.
A weak scaling of prey abundance can accentuate the constraints faced by small carnivores (Fig. 1) . Resource biomass abundance, which scales positively with resource body mass and therefore also predator body mass (the exponent 1 − p x in equation (7) and Supplementary Information, equation 14) can partly offset the higher cost of foraging for small prey in small carnivores. If the numerical abundance of the prey (exponent p x ) of small-prey eaters itself scaled more strongly, such that larger prey items were rarer, small-prey eating would become more costly with increasing predator size, leading to an even stronger positive scaling of the proportion of time active with size. Whether, in general, this is true within the size range of prey species relevant to small carnivores is currently unknown. Therefore, future work should also aim to quantify the scaling of abundance of target prey for different size classes of carnivores.
The upshot of these constraints on foraging is that to maintain energetic balance, small-prey eaters have to start preferentially taking larger prey beyond a certain body size range 15 or evolve morphological and behavioural specializations to feed on small prey (for example, the aardwolf; Proteles cristata 24 ). In this regard, it is notable that we find an abrupt diversification of prey sizes taken (including the aardwolf example) within the 1-10 kg size range (the shaded area in Fig. 3, consisting mostly of 'transitional' species) . This may The blue and red lines represent the two segments of the breakpoint regression (with 95% prediction bounds), the vertical line is their intersection (the breakpoint) and the vertical shaded area is the 1-10 kg interval predicted by the theory (Fig. 1) . a, Scaling of energy intake rate (n = 32 species). The breakpoint is at 3.74 kg and the two scaling exponents (that is, the slopes) are significantly different (Davies' test, P = 0.014). b, Activity budget scaling (n = 38 species). The breakpoint is at 3.42 kg and the two scaling exponents are significantly different (Davies' test, P = 0.0006). The outlier represents activity data of one Egyptian mongoose (Herpestes ichneumon) collected over one month in Spain (Supplementary Information). Also see Supplementary Figs . 5 and 7 for species-and family-level contributions to these results. All variables were log 10 transformed. The Δ AICc is the difference in the small sample size Akaike information criterion value for the piecewise ordinary least squares versus a single-line ordinary least squares model fitted to the data. The intercept and slope (± 95% CIs) pairs are for the fitted ordinary least squares models below and above the breakpoint (see Figs. 2 and 3 ). Further details on the model fitting and selection results are in the Supplementary Information.
explain why small carnivores (Viverrids, as well as many Canids and Felids) in the 1-10 kg body weight range increase the diversity of size range of their prey, becoming more generalist feeders to offset the increased costs of foraging. A signature of these foraging constraints on small carnivore foraging may also be seen in long-term home range size and usage. Understanding animal home range sizes and usage is important for the design of protected areas 1, 4 and is a promising avenue for future work based on the findings of this study. Also, because the same biomechanical constraints highlighted here for small-prey eaters could apply to large-prey eating terrestrial carnivores if sufficiently large prey are unavailable (or go extinct), our model may also provide a mechanistic explanation for body size limits to large carnivores and explain why gigantic forms in many extant carnivore families have appeared and become extinct time and again in the palaeontological record 15, 25 . Our results therefore shed light on the behavioural adaptations involved in offsetting the higher energetic requirements of increasing size and reveal ecological challenges faced by small carnivores. Small carnivores may be particularly susceptible to habitat degradation if this leads to an increase in foraging activity and therefore adds to an already sub-optimal activity budget. As human-induced environmental changes become ever more common and severe, these species may be among the first and more seriously affected, calling for further studies to inform adequate conservation policies. From this perspective, the modelling framework we propose here can be used to develop a better understanding or a priori predictions for daily activity times within individual species across their geographical range. In particular, by appropriately parameterizing the resource (prey) abundance scaling constant x 0 , the model can be used to predict how different populations of the same species respond to spatial or temporal variability in resource availability and quality over its geographical range. For example, the percentage increase in daily activity time due to a decline in resource abundance over time or space for a species can be predicted using the model, then tested using field data. Similarly, by appropriately parameterizing the size ratio scaling constant k 0 and exponent p k , the model can be used to predict the effect of variation in the availability of appropriate or preferred prey on activity budgets of a species across its range. This would provide key insights into threats to species' energy budgets and, therefore, ultimately population sizes and the sizes of protected areas necessary for maintaining a 'healthy' activity budget in a target species.
Also, to develop such accurate, species-specific predictions, more realistic parameterizations of the cost of locomotion will be needed. For example, the equation for scaling of the cost of locomotion we use 26 (equation (6)) likely underestimates the actual metabolic costs experienced by carnivores in the field. Therefore, we would expect a higher intercept of the scaling of activity time than was predicted here (Fig. 1) . The increasingly cheaper techniques available for field measures of carnivore energetics hold great promise for more accurate predictions for specific species or groups of species (for example, mustelids versus canids and felids; see Supplementary Information, section 2.5.6) using this modelling framework.
Another source of variation in the daily activity time is likely to be the seasonal changes in energy requirements for breeding (for example, searching for mates and defending territories) and overwintering (for example, storing fat for hibernation) in many species. Therefore, although our result for the dual scaling of activity time remains qualitatively robust across resource-rich and resourcepoor seasons (Supplementary Information, section 2.5.6 and Supplementary Fig. 9 ), elaborating our model to include seasonal energy loss terms will allow more accurate predictions of activity time. This will have to be coupled with tracking datasets at sufficient resolution to allow a proper investigation of the effects of seasonal bursts or declines in daily energy expenditure on activity patterns. For this, the general bias towards relatively larger carnivore species evident in the published literature on activity patterns (and therefore also in our compiled data; see Fig. 2 ) needs to be addressed first. The results of this study emphasize the need for some correction of focus of tracking studies from bigger, charismatic carnivores to smaller, more elusive species.
From a more theoretical perspective, our model framework could be adapted and extended to explore the role of biomechanical constraints in the field on activity budgets for a wide range of organisms, opening up research avenues for understanding the (Fig. 1) . a, Same as in Fig. 2a , but with the data classified by relative prey-size-based feeding strategies instead of taxonomy. b, Scaling of prey with predator size (n = 63 species). The breakpoint estimated is 4.8 kg: above this, the size of preferred prey scales positively with predator size, whereas below this prey size remains roughly constant even though the consumer body mass increases. The two slopes are significantly different (Davies' test, P = 0.0025). The diagonal dashed line represents the predator-prey sizes when the size ratio equals 1; values below it indicate that the prey are smaller than the predator. The classes of prey-size-based feeding strategies shown were defined on the basis of the range of prey types taken, as explained in Supplementary Information, Section 2.4. Note that in both plots, the transitional species lie largely within the 1-10 kg (shaded) range.
links between behavioural and population processes. Specifically, using appropriate scaling models for reaction distance and resource abundance, the model can be extended to herbivores, invertebrate predators or consumers that forage in three spatial dimensions, such as in pelagic environments 13, 16, 27 . Extending the model to ectothermic consumers (for example, all invertebrate predators) would require appropriate models for temperature dependence of metabolic rates and body velocity 14, 28 . For example, to generate predictions for aquatic predators, the equations and parameter values for the energy costs of inertial aquatic locomotion (equation (6)) and basal metabolic rate (equation (5)) for aquatic organisms could be used, coupled with a change from a two-dimensional to three-dimensional intake rate model 13 . Although herbivores may be less constrained by reaction distance, they may still be subject to size ratio or resource abundance scaling constraints on their intake rate 29 . As recent studies on other classes of mammals both substantiate 30 and contradict 31 the dual scaling relationship of activity budget with body size found in the present work, our results prompt further, in-depth investigation of the effects these constraints have on non-carnivorous mammals.
In conclusion, the proportion of time that animals need to dedicate to foraging depends on the biomechanical constraints they face in the field. We find strong evidence that small terrestrial carnivores face such constraints, likely arising from a combination of sub-optimal prey-to-predator size ratios, weak scaling of reaction (effective detection) distance and, possibly, prey abundance. These constraints change the energetic advantage of increasing body size to a disadvantage, and the scaling of proportion of activity time reverses in small versus large carnivores. By quantifying the mechanistic links between field conditions and activity budgets, our model offers insights into the constraints on animal fitness in the field and which foraging strategies may be preferred in different biotic and abiotic contexts. Further work along these lines would provide field scientists, conservationists and theoreticians with a powerful tool with which to explore how species adjust to both environmental and physiological changes, expanding on our knowledge of the ecology, evolution and conservation of as-of-yet poorly understood consumer species and consumer-resource interactions.
Methods
Model development. We start by deriving a model for the minimum proportion of time (T p ) that an individual consumer must spend foraging on a daily basis to maintain its energy balance (see Supplementary Information for derivation):
p where I is the individual's energy intake rate, B is its energy loss rate when resting and A is its energy loss rate when active. All rates are in the units J s . We then impose biomechanical and metabolic constraints on the three components of equation (4) using metabolic scaling theory 13, 5, 8, 14 appropriate for terrestrial carnivores (see Supplementary Information for further details) . Specifically, for the energy loss rate while resting, we use the scaling of basal metabolic rate,
Where m is the body mass (in kg) of the predator 5, 8 . For energy loss during movement, we use the model of Taylor et al. 26 (see Supplementary Information for more details): 
Here, p v , p d and 1 − p x are the scaling exponents of the predator's velocity (same as in equation (6)), reaction distance and prey biomass abundance, respectively. Reaction distance is the minimum distance at which the consumer can detect the prey and react to it 13 . The exponent p k is for the scaling of prey-to-predator body size ratio ( (5) to (7) into equation (4) followed by some simplifications and approximations (detailed in Supplementary Information) gives the biomechanically constrained activity budget model (equation (1)). Analysis of this model to determine the inflection point, which satisfies the condition =
, yields the result shown in equation (2).
Model parameterization. We provide a detailed account of the model parameterization in the Supplementary Information, along with values of all scaling parameters. In short, we used published scaling relationships for all variables in equation (1) . We parameterized equation (5) by reanalysing carnivores' data from ref. 8 , after dropping aquatic and omnivore species. For equation (6), we used the values in the original paper by Taylor et al. 26 , re-expressed in J s −1 from the original J (kg s)
. The scaling equation for intake rate I involves three different relationships (equation (7)): we used the reaction distance equation from ref. 13 , the size ratio scaling relationship from ref. 5 and the prey biomass abundance models of refs 13, 15 . For the velocity term v, which appears in both the scaling of A and I, we used the relationship from ref. 32 as cited in ref.
5
. We used an energy content value of 1 kg wet mass = 7 × 10 6 J in all conversions 5 .
Sensitivity analyses. We tested our model for sensitivity to both variation in its mathematical structure and in the values of the parameters used. Results from the structural sensitivity analysis are shown in Supplementary Figs. 1 and 2 and indicate that our carnivore model specification is robust to simplification of its mathematical structure. We also used equation (1) to determine the contribution of each of the three constraints (prey abundance, prey size and prey reaction distance) alone to the size scaling of intake rate and activity budget (Fig. 1) . As can be seen in Fig. 1 , each of these constraints can, by itself, result in a qualitative (negative to positive) shift in the scaling of activity budget, with the shift occurring within a size range of about 1-10 kg predator body weight. Finally, we sampled each of our 7 scaling exponents 10,000 times independently from a Gaussian distribution to test for robustness to variation in the parameterization of all scaling relationships. Each time, we re-calculated I and T p . Supplementary Fig. 3 shows the results of this analysis, highlighting that our main results are qualitatively robust to uncertainty in the values of our scaling parameterizations.
Data collection.
We collected data on the daily activity budget of terrestrial carnivore species from both published literature and existing databases. We focused on data collected via high-resolution radio-tracking techniques (very high frequency and global positioning system devices and accelerometers) to build a consistent dataset that would allow for direct comparison between different species and because of substantial variability in the accuracy of different techniques (Supplementary Information). We used a set of keywords defined a priori and selected only studies reporting full 24 h activity cycles based on one or more complete years of sampling. Using open-source software 33 , we digitized graphs and tables, then converted all data collected to SI units of time (s). We did not include marine (for example, pinniped) and omnivore (for example, ursid) species in our dataset. We used an existing dataset for intake rate data 15 . Similarly, when not available in the original sources, we used an existing dataset for average body weight 34 . We obtained size ratio data (that is, the mass of predators and of their preferred prey) from the published literature 15, 17, 35 . We classified the diet of carnivorous species based on the percentages of different food categories present in their diet, then classified them as either 'large-prey eaters' or 'small-prey eaters' (Supplementary Information).
Data analyses.
We conducted all analyses in R (version 3.3.0; ref. 36 ) with significance levels set as P = 0.05. Our dataset showed substantial pseudoreplication: we accounted for this by taking the geometric mean of repeated measures, which allowed us to obtain a single average value of activity over 24 h for every species in our dataset (Supplementary Information). A special case of pseudo-replication is represented by phylogenetic relatedness 37 . To account for this, we tested both our activity times and intake rate datasets for phylogenetic signal using a recently published tree for carnivores 38 . Using the R package 'geiger' 39 , we fitted three models to each dataset: a maximum likelihood model, a Brownian motion model with λ = 0 and a Brownian motion model with λ = 1. We used an information theory approach to establish the better model and found no Nature ecology & evolutioN evidence of phylogenetic signal in either dataset (Supplementary Information). To quantify the relationship between the activity times and body weight in our dataset, we fitted three different regression models to the log 10 transformed variables: an ordinary least squares, second degree (quadratic) polynomial and piecewise regression using the R package 'segmented' 40 (Supplementary Information). To test for differences in the slopes of the two segments of the piecewise regression, we used the Davies' test 40 . Analyses of the intake rate and size ratio data as well as the effects of seasonality followed similar procedures (Supplementary Information). We repeated these analyses on the untransformed data using a linear mixed model with study and species as random effects fitted using the R package 'nlme' 41 .
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