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DUALITY IN NON-ABELIAN ALGEBRA IV.
DUALITY FOR GROUPS AND A UNIVERSAL
ISOMORPHISM THEOREM
AMARTYA GOSWAMI AND ZURAB JANELIDZE
Abstract. Abelian categories provide a self-dual axiomatic context for establishing
homomorphism theorems (such as the isomorphism theorems and homological diagram
lemmas) for abelian groups, and more generally, modules. In this paper we describe a
self-dual context which allows one to establish the same theorems in the case of non-
abelian group-like structures; the question of whether such a context can be found has
been left open for seventy years. We also formulate and prove in our context a universal
isomorphism theorem from which all other isomorphism theorems can be deduced.
Introduction
The work presented in this paper is a culminating point and gives a major application
of the “theory of forms” that was being developed in earlier papers [21, 22, 23] from
the same series. The present paper is, however, entirely self-contained and can be read
independently of the previous ones.
Since as early as the 1930’s, it has been noticed that certain theorems of group theory
(and in particular, the isomorphism theorems) can be proved using the structure of sub-
group lattices, not referring to elements of groups. Mac Lane in [25, 24] notices further that
a number of remarkable duality phenomena arise for groups, once basic group-theoretic
notions referring to elements of groups are reformulated purely in the language of group
homomorphisms and their composition. He then proposes a general axiomatic context
for exploiting such phenomena, focusing however, almost from start, on abelian groups;
quoting from [25]:
A further development giving the first and second isomorphism theorems, and so
on, can be made by introducing additional carefully chosen dual axioms. This will
be done below only in the more symmetrical abelian case.
The consideration of the “abelian case” led to the notion of an abelian category, refined by
Buchsbaum in [7], which became a central notion in homological algebra particularly after
the work [14] of Grothendieck. Abelian categories are defined by dual axioms (a category
is abelian if and only if its dual category is abelian) and they allow a convenient unified
treatment of homomorphism theorems for abelian groups, and more generally, for modules
over a ring. Duality is a practical tool in such a treatment, since it allows to get two dual
results out of one. The problem of finding a similar self-dual treatment of non-abelian
groups and other group-like structures was taken up by Wyler in [41, 42]. However, he
only gave, in some sense partial solutions to this problem. The axioms in [41] are self-
dual, but too restrictive to include all group-like structures (his axiom BC2 would force
every epimorphism to be normal, which is true for groups, but not true, for instance,
for rings), while the axioms in [42] are not self-dual (and also, are in some sense too
general, so the isomorphism theorems are obtained only up to a suitable reformulation).
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No further progress on this problem has since been made. Instead, many investigations
have been carried out around the non-dual axioms (by “non-dual” we mean “non-self-
dual”). Today, the notion of a semi-abelian category, introduced in [19], is considered as a
“non-commutative” analogue of the notion of an abelian category, which includes almost
all desirable categories of group-like structures (groups, non-unitary rings, Lie algebras,
Jordan algebras, etc.) and others (e.g. loops and Heyting meet semi-lattices) in addition
to abelian categories. The context of a semi-abelian category allows a unified treatment
of all standard homomorphism theorems for these structures (see e.g. [1]). This notion
has in fact deep roots in several parallel developments in abstract algebra, including the
above-mentioned works of Mac Lane and Wyler, but also the works of Barr [2], Bourn [5],
and Ursini [39] should be mentioned. Unlike the axioms of an abelian category, however,
those of a semi-abelian category are highly non-dual; a semi-abelian category whose dual
is also semi-abelian is already an abelian category!
In this paper we propose an entirely self-dual treatment of homomorphism theorems for
a wide range of algebraic structures that includes essentially all “group-like” structures;
this could be considered as achieving the goal originally set out by Mac Lane seventy
years ago. The underlying axiomatic context can be seen as a self-dual adaptation of the
axiomatic context of a semi-abelian category. However, our context includes not only that
of a semi-abelian category as a special case, but also the context of a generalized exact
category in the sense of Grandis [11] and hence adds (categories of) projective spaces
and graded abelian groups to the list of examples; furthermore, our theory also includes
examples not covered by these two classes of categories, such as the categories of rings
with identity and Boolean algebras.
Our self-dual axioms are reformulations of the “first isomorphism theorem”, the “lattice
isomorphism theorem” and stability of normal subgroups under joins. This is in some sense
not too surprising, neither from the point of view of classical exposition of isomorphism
theorems such as the one found in [28], nor from the point of view of the theory of semi-
abelian categories. In our theory, we incorporate and thoroughly exploit Mac Lane’s
method of chasing subobjects (that he developed for abelian categories in [26]), which
allows us to discover a single isomorphism theorem, the so-called “universal isomorphism
theorem”, for deducing all others. In particular, as an illustration, we use it to establish
two of Noether’s well-known isomorphism theorems, obtained originally for modules in
[30], an isomorphism theorem from [28] and the “butterfly lemma” due to Zassenhaus
[43]. Other isomorphism theorems as well as the diagram lemmas of homological algebra
can be established similarly, using the methods presented in this paper. In particular,
our “homomorphism induction theorem”, of which the universal isomorphism theorem is
a consequence, is suitable for constructing the connecting homomorphisms in homological
algebra.
We should mention that the category-theoretic investigations in the predecessors [21,
22, 23] of this paper have played a crucial role in arriving to the list of axioms given in the
present paper. Many of the basic consequences of these axioms have already been worked
out in [21, 22, 23], however, we do not refer to them in this paper, not to overload the text
with citations. Moreover, in this paper we avoid the discussion of the category-theoretic
aspects of our work, aside of the brief remarks in the concluding section of the paper,
and instead present the self-dual approach to homomorphisms theorems of groups in a
primitive language, as a fragment of ordinary group theory. We take this approach for
two reasons: to keep the statements of homomorphism theorems as close as possible to
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their original formulation for groups, and to ensure that the paper is accessible to a wide
readership.
1. The language
Our theory is presented in a (first-order) language derived just from groups, group
homomorphisms and their composition, subgroups of groups and inclusion of subgroups,
as well as direct and inverse images of subgroups along group homomorphisms. Similar
to duality in projective plane geometry, in a lattice or in a category, there is inherent
duality in our language under which the system of axioms that we will use is invariant.
This means of course that the whole theory is invariant under duality, or in other words,
it is a self-dual theory.
The language of our theory consists of the following atomic expressions, which will have
their usual meaning in group theory:
• G is a group;
• f is a homomorphism f : X → Y from the group X to the group Y (i.e. X is the
domain of f and Y is the codomain of f);
• h is the composite h = gf of homomorphisms f : X → Y and g : Y → Z;
• S is a subgroup of a group G;
• there is an inclusion S ⊆ T between two subgroups S and T of G;
• the subgroup B of the group Y is the direct image B = fA of the subgroup A of
the group X under the homomorphism f : X → Y ;
• the subgroup A of the group X is the inverse image A = f−1B of the subgroup B
of the group Y under the homomorphism f : X → Y.
The duals of these expressions are defined as, respectively:
• G is a group;
• f is a homomorphism f : Y → X from the group Y to the group X (i.e. Y is the
domain of f and X is the codomain of f);
• h is the composite h = fg of homomorphisms g : Z → Y and f : Y → X ;
• S is a subgroup of a group G;
• there is an inclusion T ⊆ S between two subgroups S and T of G;
• the subgroup B of the group Y is the inverse image B = f−1A of the subgroup A
of the group X under the homomorphism f : Y → X;
• the subgroup A of the group X is the direct image A = fB of the subgroup B of
the group Y under the homomorphism f : Y → X.
The dual of an expression formed from these atomic expressions is obtained by replacing
each atomic expression in it by its dual. Notice that the “double-dual” of an expression
(i.e. dual of the dual expression) is the original expression; in other words, if an expression
ϕ is dual to an expression ψ, then ψ is dual to ϕ.
Of course, many group-theoretic concepts can be defined in this language. Let us give
some examples:
• The identity homomorphism 1G : G → G for a group G, is the homomorphism
such that 1Gf = f and g1G = g for arbitrary homomorphisms f : F → G and
g : G→ H.
• An isomorphism is a homomorphism f : X → Y such that fg = 1Y and gf = 1X
for some homomorphism g : Y → X.
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• The trivial subgroup of a group G is the subgroup 1 of G such that we have 1 ⊆ S
for any other subgroup S of G.
• The image of a group homomorphism f : X → Y, written as Imf, is the direct
image of the largest subgroup of X under f.
• The kernel of a group homomorphism f : X → Y , written as Kerf, is the inverse
image of the trivial subgroup of Y.
• A normal subgroup of a group G is its subgroup S which is the kernel of some
group homomorphism f : G→ H.
The dual of a concept/property (or a construction, theorem, etc.) is one given by tak-
ing the dual of the defining/determining expression. In some cases this results in the
same/equivalent concept/property, or the same construction, in which case we say that
the concept/property/construction is self-dual. For example, such is the construction of
the identity homomorphism 1G from a group G. The concept of an isomorphism is also
self-dual. Dual of the concept of a trivial subgroup of a group G is the concept of the
largest subgroup of G, which in group theory is given by the same G. The concepts of
image and kernel of a homomorphism are dual to each other. Dual of the concept of a
normal subgroup will be referred to as a conormal subgroup. A conormal subgroup S of
a group G is a subgroup of G which appears as the image of some group homomorphism
f : F → G. In group theory all subgroups are of course conormal, but in our axiomatic
development we will not require this since its dual requirement for all subgroups to be
normal fails for ordinary groups.
In this paper we do not attempt to describe what the most convenient logical formalism
for our theory should be, although this line of research would certainly be an interesting
one, especially in the direction of developing an efficient proof-assisting software for our
theory. As it stands, we can assume that we are working within (in fact, intuitionistic)
first-order logic with predicate symbols necessary to express the statements in the first
two bullet lists above. It is worth remarking, however, that among logical operations
we only use conjunction, implication, the “truth constant”, and existential and universal
quantifiers — we will never use either disjunction or the “false constant”.
2. The axioms and their immediate consequences
We now state the axioms for our theory, and discuss their basic consequences. Each of
these axioms is self-dual in the sense explained in the previous section.
Axiom 1.1: Composition of homomorphisms is associative, i.e. we have
(fg)h = f(gh)
whenever the three homomorphisms f, g, h are arranged as
V
h // W
g // X
f // Y
and each group has an identity homomorphism.
Axiom 1.2: For each group G, subgroup inclusion is reflexive, transitive and anti-
symmetric — for any three subgroups A, B and C of a group G, we have: A ⊆ A;
if A ⊆ B and B ⊆ C then A ⊆ C; and, if A ⊆ B and B ⊆ A, then A = B.
Axiom 1.3: For each homomorphism f : X → Y and for any subgroup A of X and
B of Y we have
f(A) ⊆ B ⇔ A ⊆ f−1(B).
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Axiom 1.4: The direct and inverse image maps for the identity homomorphisms
are identity maps, and for any two homomorphisms
W
g // X
f // Y
and subgroups A of W and B of Y, we have
f(gA) = (fg)A and g−1(f−1B) = (fg)−1B.
These axioms can be conveniently put together into one axiom using basic concepts of
category theory as follows:
Axiom 1: Groups and group homomorphisms, under composition of homomor-
phisms, form a category (called the category of groups). Furthermore, for each
group G, the subgroups of G together with subgroup inclusions form a poset
SubG; for each homomorphism f : X → Y the direct and inverse image maps
form a monotone Galois connection
SubX // SubYoo
and this defines a functor from the category of groups to the category of posets
and Galois connections.
As usual for associative operations, associativity of composition allows us to write com-
posites without the use of brackets. Axioms 1.2 and 1.3 have several useful consequences
which come out from the general theory of Galois connections.
Firstly,
(1) both direct and inverse image maps are monotone, i.e. they preserve inclusion of
subgroups.
Thanks to duality, we only need to show that one of them does. This will be done by first
showing that
(2) A ⊆ f−1fA whenever fA is defined.
Indeed, by Axiom 1.3 this is equivalent to fA ⊆ fA which we do have by Axiom 1.2 (and
dually, we always have ff−1B ⊆ B). Now, if A1 ⊆ A2 then using what we just proved
for A2 and Axiom 1.2, we conclude A1 ⊆ f
−1fA2. By Axiom 1.3, this gives fA1 ⊆ fA2,
which proves that f is monotone.
From the above we also easily get:
(3) ff−1fA = fA and f−1ff−1B = f−1B whenever fA and f−1B are defined.
Furthermore,
(4) the direct image map will always preserve joins of subgroups and the inverse image
map will always preserve meets of subgroups.
Indeed, given a set S of subgroups of a group G, its join is defined as the smallest subgroup
T of G such that S ⊆ T for all S ∈ S. Let us write T =
∨
S. We want to show that when
the join of S exists, the join of the set fS = {fS | S ∈ S} of subgroups of the codomain
of f will exist and will be equal to f
∨
S. For this, first observe that by monotonicity
of the direct image map, we have S ′ ⊆ f
∨
S for all S ′ ∈ fS. Suppose S ′ ⊆ T for all
S ′ ∈ fS. Then for each S ∈ S we have S ⊆ f−1T by Axiom 1.3. This gives
∨
S ⊆ f−1T,
and using again Axiom 1.3 we obtain f
∨
S ⊆ T. This proves that f
∨
S is the join of
fS. In the special case when S is the empty set, we obtain that
(5) the direct image of the trivial subgroup (when it exists) under a homomorphism
is a trivial subgroup.
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Meets of sets of subgroups is defined dually, and by duality, we get at once that the inverse
image maps preserve them. In particular,
(6) the inverse image of the largest subgroup (when it exists) is the largest subgroup.
Axiom 1.4 has the following useful consequence:
(7) the direct and the inverse image maps of an isomorphism f are the same as the
inverse and the direct image maps, respectively, of its inverse f−1.
The next axiom will require existence of finite meets and joins, including the empty
ones, which amounts to saying that the posets of subgroups are bounded lattices in the
sense of order theory. In addition, we will require a special property of how the composites
of direct and inverse images maps for a single homomorphism can be computed using the
meets and joins.
For any group homomorphism f : X → Y we have
ff−1B = B ∧ Imf
for any subgroup B of Y, where “∧” is the intersection of subgroups, which is the same
as the meet of subgroups in the lattice of subgroups. This fact comes from a similar fact
which is true for any map f between sets and any subset B of the codomain of f. The
dual of this fact is no longer true for sets, but is still true for groups:
f−1fA = A ∨ Kerf
for any group homomorphism f : X → Y and subgroup A of X. Note that here “∨”
denotes the join of subgroups in the lattice of subgroups. This brings us to the second
axiom:
Axiom 2: The poset of subgroups of each group is a bounded lattice (each group
has largest and smallest subgroups, and join and meet of two subgroups of a
group always exist). Furthermore, for any group homomorphism f : X → Y and
subgroups A of X and B of Y we have ff−1B = B ∧ Imf and f−1fA = A∨Kerf.
The second part of this axiom has an alternative formulation (which gives the “lattice
isomorphism theorem” in group theory):
(8) A satisfies A = f−1fA if and only if Kerf ⊆ A and B satisfies B = ff−1B if and
only if B ⊆ Imf.
It is not difficult to notice how this reformulation can be deduced from Axiom 2. Con-
versely, if this reformulation holds, then B∧ Imf = ff−1(B∧ Imf) = f(f−1B∧f−1Imf) =
ff−1B, where the last equality follows from the fact that f−1Imf must be the largest sub-
group of X.
Given a subgroup S of a group G, we may consider S as a group in its own right.
The subgroup inclusion homomorphism ιS : S → G has the following universal property:
ImιS ⊆ S and for any other group homomorphism f : F → G such that Imf ⊆ S, there
exists a unique homomorphism u : F → S which makes the triangle
S
ιS // G
F
f
??⑦⑦⑦⑦⑦⑦⑦⑦
u
OO
commute. This property determines the subgroup inclusion homomorphism uniquely
up to an isomorphism in the sense that homomorphisms which have the same property
are precisely all composites ιSu where u is an isomorphism. Such composites are of
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course precisely the injective homomorphisms. In our axiomatic theory we call these
homomorphisms embeddings. The dual notion is that of a projection. In group theory
these are the same as surjective group homomorphisms. Given a normal subgroup S of a
group G, the homomorphisms having the dual universal property to the one above turn
out to be precisely the surjective group homomorphisms whose kernel is S. This leads us
to the following axiom:
Axiom 3: Each conormal subgroup S of a group G admits an embedding ιS : S/1→
G such that ImιS ⊆ S and for arbitrary group homomorphism f : U → G such
that Imf ⊆ S, we have f = ιSu for a unique homomorphism u : U → S/1. Dually,
each normal subgroup S of a group G admits a projection πS : G → G/S such
that S ⊆ KerπS and for an arbitrary group homomorphism g : G → V such that
S ⊆ Kerg, we have g = vπS for a unique homomorphism v : G/S → V.
Given a subgroup S of a group G, a homomorphism m : M → G is said be an embedding
associated to S when Imm ⊆ S and for any homomorphism m′ : M ′ → G such that
Imm′ ⊆ S, there exists a unique homomorphism u : M ′ →M such that m′ = mu. It is not
difficult to verify that under the previous three axioms embeddings will have the following
properties:
(9) Any embedding is a monomorphism, i.e. if mu = mu′ then u = u′, for any embed-
ding m : M → G and any pair of parallel homomorphisms u and u′ with codomain
M.
(10) For any two embeddings m and m′ corresponding to a subgroup S, we have
m′ = mi for a suitable (unique) isomorphism i. Moreover, if m : M → G is an
embedding for S then so is mi, for any isomorphism i with codomain M. In
particular, embeddings associated to a conormal subgroup S of a group G are
precisely the composites ιSi where ιS is from Axiom 3 and i is any isomorphism
with codomain S/1.
(11) Any embedding is an embedding associated to its image. Moreover, the image of
an embedding associated to a conormal subgroup S is the subgroup S.
(12) Any isomorphism is an embedding and an embedding is an isomorphism if and
only if it is an embedding associated to the largest subgroup (of its codomain).
Dual properties hold for the dual notion of a projection associated with a subgroup. These
properties imply that the identity homomorphism 1G is an embedding associated with the
largest subgroup of G, and at the same time, the projection associated with the smallest
subgroup of G. We then adopt the following convention:
(13) when S is the largest subgroup of G, the homomorphism ιS is chosen to be specif-
ically the identity homomorphism 1G and not just any embedding associated with
S; dually, πS = 1G when S is the trivial subgroup of G.
A subgroup B of a group G is said to be normal to a subgroup A of G when B ⊆ A,
and moreover, A is conormal and ι−1A B is normal. As in group theory, we write B ⊳ A
when this relation holds. This relation is preserved under inverse images:
(14) For any group homomorphism f : X → Y and subgroups A and B of Y, if B ⊳ A
and f−1A is conormal, then f−1B ⊳ f−1A.
This follows easily from the fact that normal subgroups are stable under inverse images
along arbitrary homomorphisms, which in turn is a direct consequence of the definition of
a normal subgroup as an inverse image of a trivial subgroup. Dually, when B is normal,
B ⊆ A and πBA is conormal, we say that A is conormal to B. In group theory this simply
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means that B is a normal subgroup of G and A is any subgroup of G larger than B. The
dual result to normal subgroups being stable under inverse images is:
(15) conormal subgroups are stable under direct images along arbitrary homomor-
phisms.
Axiom 4: Any group homomorphism f : X → Y factorizes as
f = ιImfhπKerf
where h is an isomorphism.
The isomorphism h in this axiom is precisely the one in the “first isomorphism theorem”
in group theory, which states that the image of a group homomorphism is isomorphic to
the quotient of the domain by the kernel:
X
f //
piKerf

Y
X/Kerf
h
// Imf/1
ιImf
OO
One crucial consequence of this axiom is that any
(16) embedding has trivial kernel and dually, the image of a projection is the largest
subgroup of its codomain.
Indeed, consider an embedding m : M → X. By the above axiom, it factorizes as
m = ιImmhπKerm
where h is an isomorphism. Since m is an embedding, it must be an embedding associated
to its image. This forces the composite hπKerm to be an isomorphism. But then, since h
is also an isomorphism, we get that πKerm is an isomorphism. This implies that Kerm is
the trivial subgroup of M, as desired.
We have now seen that thanks to Axiom 4, embeddings have trivial kernels. In fact,
Axiom 4 allows us to conclude also the converse:
(17) if a homomorphism has a trivial kernel, then it must be an embedding.
Indeed, for such homomorphism f, in its factorization f = ιImfhπKerf the homomorphism
πKerf is an isomorphism, and so f is an embedding composed with an isomorphism, which
forces f itself to be an embedding. Dually,
(18) projections are precisely those homomorphisms whose images are the largest sub-
groups in the codomains.
This has three straightforward but significant consequences:
(19) Composite of two embeddings/projections is an embedding/projection.
(20) If a composite f = em is an embedding, then so must be m, and dually, if it is a
projection, then so must be e.
(21) A homomorphism is both an embedding and a projection if and only if it is an
isomorphism.
Thanks to Axiom 2 we are also able to conclude the following useful facts:
(22) A homomorphism is an embedding if and only if the corresponding direct image
map is injective and if and only if the corresponding inverse image map is sur-
jective. Dually, a homomorphism is a projection if and only if the corresponding
inverse image map is injective and if and only if the corresponding direct image
map is surjective.
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(23) A homomorphism is an embedding if and only if the corresponding direct image
map is a right inverse of the corresponding inverse image map. Dually, a homo-
morphism is a projection if and only if the corresponding inverse image map is a
right inverse of corresponding direct image map.
This has the following useful consequence:
(24) For an embedding m corresponding to a conormal subgroup S, and for any two
subgroups A and B such that A∨B ⊆ S, we have: m−1(A∨B) = m−1A∨m−1B.
Let us write G for the largest subgroup of a group G and 1 for its smallest subgroup.
Then, according to convention (13), for a conormal subgroup A of G,
(A/1)/1 = A/1,
and for a normal subgroup B of G,
(G/1)/B = G/B.
This means that these two types of quotients are particular cases of the following con-
struction of a subquotient (for the first one, we would have to use (16)): when a subgroup
B of G is normal to a conormal subgroup A, we write A/B to denote
A/B = (A/1)/ι−1A B.
The dual construction to subquotient will be written as B\A (it is defined when A is
conormal to B). In group theory this simply means that B is a normal subgroup of G
and A is any subgroup of G larger than B, and we have B\A = A/B. We call A/B the
quotient of A by B, and B\A the coquotient of A by B. As we just remarked, in group
theory, a coquotient is a particular instance of a quotient.
Axiom 5: Join of any two normal subgroups of a group is normal and meet of any
two conormal subgroups is conormal.
This axiom has the following reformulation:
(25) normal subgroups are stable under direct images along projections and conormal
subgroups are stable under inverse images along embeddings.
Let us now explain why is Axiom 5 equivalent to (25). Consider two normal subgroups
A and B of a group G. Then A ∨ B = π−1B πBA by Axiom 2. (25) will give that πBA is
normal and since normal subgroups are stable under inverse images, this will imply that
A ∨ B is normal. So, by duality, (25) implies Axiom 5. The argument for the converse
implication is slightly less straightforward. Let N be a normal subgroup of a group G
and let p : G→ H be a projection. If the join N ∨Kerp is normal, then it is the kernel of
the associated projection p′. Since evidently Kerp ⊆ N ∨ Kerp, it follows by the universal
property of the projection p that p′ = vp for some (unique) homomorphism v. We then
have
pN = pp−1pN = p(N ∨ Kerp) = pKerp′ = pp−1Kerv = Kerv
thus showing that pN is normal. Thus, by duality, Axiom 5 implies (25).
An analogue of (25) for the normality relation can be easily obtained:
(26) For any projection p : X → Y and subgroups A and B of X, if B ⊳ A then
pB ⊳ pA.
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3. Homomorphism induction and a universal isomorphism theorem
Both, the isomorphisms arising in the isomorphisms theorems and the so-called con-
necting homomorphisms arising in homological diagram lemmas, can be obtained by com-
posing relations created from zigzags of homomorphisms. In this section we develop a
technique for detecting and producing these isomorphisms/connecting homomorphisms
from zigzags of homomorphisms in our axiomatic study. The following fact, and its dual,
provide basis for this technique:
Lemma 3.1. Any two normal subgroups N and R of a group G gives rise to a commutative
diagram
(27)
Z
X
x
>>⑥⑥⑥⑥⑥⑥
Y
y
``❅❅❅❅❅❅
G
n
``❆❆❆❆❆❆❆ r
??⑦⑦⑦⑦⑦⑦
p
OO
where n, p and r are projections associated to N, N ∨ R and R, respectively. Moreover,
in this diagram y−1xS = rn−1S for any subgroup S of X.
Proof. From the fact that p is a projection and p = yr it follows that y is a projection as
well. We then have:
y−1xS = y−1xnn−1S
= y−1yrn−1S
= rr−1y−1yrn−1S
= rp−1pn−1S
= r(n−1S ∨ Kerp)
= r(n−1S ∨N ∨R)
= r(n−1S ∨ R)
= (rn−1S) ∨ rR
= rn−1S

Consider a zigzag
(28) X0
f1
X1 X2
f2 f3
X3 X4
f4
Xn−1 Xn
fn
of homomorphisms, where we have deliberately left out arrowheads since for each ho-
momorphism an arrowhead is allowed to appear either on the left or on the right. The
objects appearing in the zigzag will be called nodes of the zigzag. We say that a subgroup
T of Xn is obtained from a subgroup S of X0 by chasing it (forward) along the zigzag
when
T = f ∗n · · · f
∗
4 f
∗
3 f
∗
2 f
∗
1S
where f ∗i = fi when the arrowhead at the i-th place appears on the right and f
∗
i = f
−1
i
when the arrowhead at the i-th place appears on the left. When in a zigzag (28) all
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arrows pointing to the left are isomorphisms, we say that the zigzag is collapsible and the
composite
f ∗n · · · f
∗
4 f
∗
3 f
∗
2 f
∗
1
where each f ∗i is as before (this time, f
−1
i representing the inverse of the isomorphism fi)
is called the induced homomorphism of the collapsible zigzag.
As a direct consequence of (7), we have:
(29) For a collapsible zigzag, the direct image and inverse image maps corresponding to
the induced homomorphism are given by chasing subgroups forward and backward,
respectively, along the zigzag.
Consider a diagram,
(30)
X0
f1
g0

X1
g1

X2
g2

f2 f3
X3
g3

X4
g4

f4
Xn−1
gn−1

Xn
gn

fn
X ′0
f ′1
X ′1 X
′
2
f ′2 f
′
3
X ′3 X
′
4
f ′4
X ′n−1 X
′
n
f ′n
with the top and bottom rows being zigzags of homomorphisms. A square
(31)
Xi−1
fi
gi−1

Xi
gi

X ′i−1
f ′i
X ′i
in this diagram is said to be commutative when gifi = f
′
igi−1 if both horizontal arrows are
right-pointing, gi−1fi = f
′
igi if they are both left-pointing, f
′
igifi = gi−1 if the top arrow
is right-pointing and the bottom arrow is left-pointing and f ′igi−1fi = gi if the top arrow
is left-pointing and the bottom arrow is right-pointing. It is not difficult to see that
(32) when in a commutative diagram (31) either the top or the bottom arrows are
isomorphisms, replacing any of such arrows with their inverses (pointing in the
opposite direction), still results in a commutative diagram.
From this we can conclude the following:
(33) In a diagram (30) where all squares are commutative, if both the top and the bot-
tom rows are collapsible, then gnf = f
′g0, where f is a homomorphism induced
by the top zigzag and f ′ is a homomorphism induced by the bottom zigzag. More-
over, if all homomorphisms gi are isomorphisms, then the top row is collapsible if
and only if the bottom row is collapsible.
In particular, this implies that
(34) when in a diagram (30) where all squares commute and the top and bottom rows
are collapsible zigzags, if g0 and gn are identity homomorphisms then both col-
lapsible zigzags induce the same homomorphism.
A subquotient is a zigzag whose right-pointing arrows are projections and left-pointing
arrows are embeddings. We will use the term cosubquotient for the dual notion. As we
will soon see, there is a canonical way of constructing from a zigzag another zigzag which
is a subquotient followed by a cosubquotient. Notice that a zigzag is a subquotient if and
only if its opposite zigzag (the original zigzag reflected horizontally) is a cosubquotient.
Lemma 3.2. The opposite zigzag of a subquotient is collapsible if and only if
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(35) chasing the trivial subgroup of the final node backward along the zigzag results in
the trivial subgroup of the initial node.
Proof. By definition, a zigzag is collapsible if and only if all left-pointing arrows in it
are isomorphisms, so being collapsible in the opposite direction is having right-pointing
arrows isomorphisms. In a zigzag where these arrows are projections, this is the same as
to require (thanks to the dual of (18) and (21)) that the right-pointing arrows have trivial
kernels. If (35) holds, then chasing the trivial subgroup backward along the zigzag, up
to the node just before the first one, will still result in a trivial subgroup. Indeed, if the
arrow between the first two nodes is left-pointing then it is an embedding, and so the
result follows from (22). If it is right-pointing, then it is a projection and then the result
follows from (23). Iterating the same argument we lead to the conclusion that chasing the
trivial subgroup of the final node backward along the zigzag results in the trivial subgroup
at each node, and consequently,
(36) chasing the trivial subgroup from any node to the left to the adjacent node results
in the trivial subgroup of that node.
So (35) implies (36). Moreover, these properties are in fact equivalent to each other (the
converse implication is straightforward). At the same time, in a subquotient, (36) is
equivalent to the right-pointing arrows having trivial kernels. This completes the proof.

Next, we describe a process which builds from a zigzag of homomorphisms (the base of
the diagram below) a “pyramid” of homomorphisms:
(37)
Xn0
⑧ ❄
❄
Xn−10
❄
Xn1
⑧ ❄
❄
X40
⑧⑧ ❄
❄
Xn−11
❄
Xn2
⑧ ❄
❄
X30
❄❄
X41
⑧⑧
Xn−12
❄
Xn3
⑧ ❄
❄
X20
⑧⑧
⑧⑧
❄❄
X31 X
4
2
❄❄
⑧⑧ ❄
❄
Xn−13
❄
Xn4
⑧
X10
❄❄
X21
⑧⑧
⑧⑧
X32
❄❄
❄❄
X43
⑧⑧
Xn−14 X
n
n−1
⑧
X00
⑧⑧
X11 X
2
2
❄❄ ⑧⑧
X33 X
4
4
❄❄
Xn−1n−1 X
n
n
❄❄
We construct this pyramid level by level, as follows.
The bottom triangles
X ii−1
X i−1i−1
⑧⑧⑧
X ii
❄❄❄
are formed according to the following displays, depending on the direction of the base
arrow,
X ii−1
m
❄
❄❄
X i−1i−1 fi
//
e ??⑧⑧⑧
X ii
X ii−1
m
⑧⑧⑧
X i−1i−1 X
i
i
e__❄❄❄
fi
oo
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where m is an embedding associated to the image of fi while e is a projection associated
to the kernel of fi, and fi = me. The possibility of forming such triangles is given by
Axiom 4. As we build the pyramid bottom-up, we show on the way that all arrows in
the pyramid which point downwards are embeddings and all arrows pointing upwards are
projections. We can see that this is indeed the case so far from our construction of the
triangles in the base
X10
❄❄
X21
⑧⑧
X32
❄❄
X43
⑧⑧
Xnn−1
⑧
X00
⑧⑧
X11 X
2
2
❄❄ ⑧⑧
X33 X
4
4
❄❄
Xn−1n−1 X
n
n
❄❄
of the pyramid. Next, we describe how to build the top wedge of a diamond
(38)
X i+1j−1
⑧⑧
⑧ ❄❄❄
X ij−1 X
i+1
j
X ij
❄❄❄ ⑧⑧⑧
once the bottom wedge has been built. When the arrows in the bottom wedge point
upwards, they are projections. One then builds the diamond of the type that occurs in
Lemma 3.1, where N and R are taken to be the kernels of these projections. We refer to
these diamonds as the projection diamonds of the pyramid. The next case we would like
to consider are the embedding diamonds. These are dual to projection diamonds and they
are built from a base wedge having arrows pointing downwards. There are two further
types of diamonds that we will need to build (ignore the dotted arrows for now):
X i+1j−1
m2
❄
❄❄
X ij−1
m1
❄
❄❄
e2 ??⑧⑧⑧
// X i+1j
X ij
e1
??⑧⑧⑧
X i+1j−1
m2
⑧⑧⑧
X ij−1 X
i+1
j
oo
e2__❄❄❄
m1
⑧⑧⑧
X ij
e1
__❄❄❄
These are built by composing the homomorphisms in the bottom wedge to create the
indicated dotted arrows and then building a triangle over it in the same way as in the
initial step. Notice that in each of the four cases, the newly created arrows still have the
same property that the upward directed ones are projections and the downward directed
ones are embeddings. Thus we can build the entire pyramid layer by layer until we reach
the top.
The pyramid construction is unique up to an isomorphism in the following sense:
(39) Two pyramids built from the same zigzag admit isomorphisms between the cor-
responding nodes so that the diagram formed from the two pyramids and the
isomorphisms is commutative.
This can be easily verified by checking that such isomorphisms arise at each step in the
building process from the isomorphisms created at the previous step.
A zigzag portion of the pyramid
Xq1p1 X
q2
p2
Xq3p3 X
q4
p4
Xqn−1pn−1 X
qn
pn
connecting two nodes in the pyramid is said to be horizontal when {pi+1−pi, qi+1− qi} =
{0, 1} for each i ∈ {1, . . . , n−1}. It is said to be vertical when {pi−pi+1, qi+1−qi} = {0, 1}
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for each i ∈ {1, . . . , n−1}. The horizontal zigzag joining X00 with X
n
n , which runs up along
the left side of the triangular outline of the pyramid, and then down along its right side,
will be called the principal horizontal zigzag of the pyramid. The vertical zigzag that joins
X00 with X
n
0 will be called the the left principal vertical zigzag of the pyramid, while the
vertical zigzag that joins Xnn with X
n
0 , will be called the right principal vertical zigzag of
the pyramid. Note that
(40) the vertical zigzags of a pyramid are subquotients.
Thanks to Lemma 3.1 and its dual, commutativity of the pyramid, the fact that in the
pyramid the upward directed arrows are projections and the downward directed arrows
are embeddings and (23), subgroup chasing in the pyramid behaves as follows:
(41) Chasing a subgroup from one node to another backward or forward along a hori-
zontal zigzag in the pyramid does not depend on the choice of the path.
(42) Chasing a subgroup from one node to another downward via a vertical zigzag and
then upward via the same zigzag back to the original node gives back the original
subgroup.
(43) Chasing a trivial/largest subgroup upward along a vertical zigzag always results
in a trivial/largest subgroup.
And furthermore, by Lemma 3.2 (and its dual) and (40) we also have:
(44) Chasing a trivial/largest subgroup downward/upward along a vertical zigzag re-
sults in a trivial/largest subgroup if and only if the zigzag is collapsible in the
downward/upward direction.
When the principal horizontal zigzag in the pyramid constructed from a given zigzag
is collapsible, we will say that the given zigzag induces a homomorphism and the ho-
momorphism induced by the collapsible principal horizontal zigzag is called the induced
homomorphism of the given zigzag. In view of (39), and thanks to (34) and (33), we have:
(45) for a given zigzag, the induced homomorphism is unique when it exists (and in
particular, it does not depend on the actual pyramid).
Using this and (32), it is not difficult to check that
(46) when a zigzag is collapsible it induces a homomorphism in the above sense, and
moreover, the induced homomorphism is the same as the homomorphism induced
by the zigzag as a collapsible zigzag, in the sense defined earlier.
For this, one must first show that when the base of the pyramid is collapsible, all arrows
in the pyramid that point south-west or north-west will be isomorphisms. This will imply
that the principal horizontal zigzag is collapsible. After this, one can use commutativity
of the pyramid to show that the homomorphism induced by the latter collapsible zigzag
is the same as the one induced by the original collapsible zigzag.
Theorem 3.3 (Homomorphism Induction Theorem). For a zigzag to induce a homomor-
phism it is necessary and sufficient that chasing the trivial subgroup of the initial node
forward along the zigzag results in the trivial subgroup of the final node, and chasing the
largest subgroup of the final node backward along the zigzag results in the largest subgroup
of the initial node. Moreover, when a zigzag induces a homomorphism, the induced homo-
morphism is unique and the direct and inverse image maps of the induced homomorphism
are given by chasing a subgroup forward and backward, respectively, along the zigzag.
Proof. To prove the first part of the theorem, apply (41) to reduce chasing along the
zigzag to chasing along the principal horizontal zigzag of the pyramid constructed from
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the zigzag. Then the result follows from (43) and Lemma 3.2 together with its dual. The
second part follows from (45), (41) and (29). 
Corollary 3.4 (Universal Isomorphism Theorem). If largest and smallest subgroups are
preserved by chasing them from each end node of a zigzag to the opposite end node, then
the zigzag induces an isomorphism between its end nodes.
Proof. This can be obtained directly from the homomorphism induction theorem, by
applying Axioms 4 to the induced homomorphism (see (17) and (21)). Alternatively,
apply the homomorphism induction theorem to the zigzag and its opposite zigzag. It is
easy to see that these zigzags will induce morphisms which are inverses of each other. 
We conclude this section by drawing links with group theory. Consider a zigzag (28) of
ordinary group homomorphisms. Each homomorphism fi is a function and so it can be
viewed as a relation, given by
xfy ⇔ f(x) = y.
Let us write f ∗i to represent the relation fi when the arrowhead at the i-th place in the
zigzag appears on the right, and otherwise, to represent the opposite relation f opi . We will
refer to the composite
f ∗n · · · f
∗
4 f
∗
3 f
∗
2 f
∗
1
of relations as the relation induced by the zigzag.
Theorem 3.5. A zigzag of ordinary group homomorphisms induces a homomorphism if
and only if the induced relation is a function, and when this is the case, that function is
the induced homomorphism.
Proof. First we would like to establish as a general fact that for any two horizontal zigzags
joining one node of a pyramid with another, the induced relations coincide. It is easy to
see why this is the case when these two zigzags consist only of arrows from the triangles in
the base of the pyramid. Further up, the result reduces to proving that for each diamond
(38) occurring in the pyramid, the relation induced by its bottom wedge is the same as
the relation induced by its top wedge. For embedding diamonds, this fact can be deduced
from a similar fact about an arbitrary commutative diagram
Z
X
~~
x ⑥⑥⑥⑥⑥⑥
Y
  
y
❅❅❅❅❅❅
G
  n
❆❆❆❆❆❆❆  r
⑦⑦⑦⑦⑦⑦
p
of injective functions between sets, where Imp = Imn ∧ Imr (this equality does hold in
our case due to the construction of the embedding diamonds via the dual of Lemma 3.1).
For a projection diamond (27), the fact that the relation induced by the bottom wedge
is smaller than the relation induced by the top wedge follows straightforwardly from the
commutativity of the diamond. To show that it is bigger, consider elements a ∈ X and
b ∈ Y such that x(a) = y(b). Since n is a surjective map, we have n(c) = a for some
c ∈ G. Now consider the element br(c)−1 of Y. This element belongs to the kernel of y.
Indeed,
y(bn(c)−1) = y(b)(yr(c))−1 = y(b)(xn(c))−1 = y(b)x(a)−1 = 1.
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By Lemma 3.1, we have the following equalities of subgroups:
Kery = y−1x1 = rn−11 = rKern.
Therefore, br(c)−1 = r(d) for some element d of Kern. We are looking for an element e of
G such that n(e) = a and r(e) = b. Take e = dc. Then, n(e) = n(d)n(c) = n(c) = a and
r(e) = r(d)r(c) = br(c)−1r(c) = b.
Thus, we have proved that for any two horizontal zigzags joining one node of a pyramid
(37) with another, the induced relations coincide. In particular, this means that the
relation induced by a zigzag of group homomorphisms is the same as the relation induced
by the principal horizontal zigzag of the pyramid constructed from the original zigzag. If
that zigzag is collapsible, then it is clear that the induced relation is precisely the induced
homomorphism. Conversely, we can show that if the induced relation R is a function then
the zigzag in question is collapsible. Pick an element a ∈ X00 . Since R is a function, it
must be related to some element in Xnn . This, in the case when the arrow joining X
0
0 with
X10 is left-pointing, will imply that a belongs to the image of the left-pointing arrow. This
would prove that this left-pointing arrow is surjective. However, the left-pointing arrows
along the top left side of the pyramid are embeddings, and so we will get that this left-
pointing arrow is an isomorphism. Since the right-pointing arrows along the top left side
of the pyramid are projections and hence surjective maps, we can use a similar argument
at the next step, to show that if the arrow connecting X10 with X
2
0 is left-pointing, then
it is an isomorphism. Continuing on like this, we would have proved that the top left side
of the pyramid is a collapsible zigzag. A similar argument can be used to show that in
the top right side of the pyramid all left-pointing arrows have trivial kernels and hence
are isomorphisms. 
4. Classical isomorphism theorems
In this section, after the following two lemmas which establish basic lattice properties of
the normality relation, we show how the Universal Isomorphism Theorem (Corollary 3.4)
allows one to deduce classical isomorphism theorems in our self-dual theory.
Lemma 4.1. Let G be any group and let A, B and C be subgroups of G such that A ⊳ B
and C is conormal. Then A ∧ C ⊳ B ∧ C. In particular, for A ⊆ C ⊆ B, we obtain
A ⊳ C.
Proof. Since both B and C are conormal, so is B ∧ C by Axiom 5. By the universal
property of ιB, we have ιBi = ιB∧C for a unique homomorphism i. Since A ⊳ B, we have
ι−1B A is normal and therefore so is i
−1ι−1B A = ι
−1
B∧CA = ι
−1
B∧CA ∧ ι
−1
B∧CC = ι
−1
B∧C(A ∧ C).
This shows A ∧ C ⊳ B ∧ C. 
Lemma 4.2. Let A, B and C be subgroups of a group G such that A ⊳ B and C ⊳ B∨C.
Then A∨C ⊳ B∨C. In particular, for C ⊆ B the assumptions become A ⊳ B and C ⊳ B
and they yield A ∨ C ⊳ B.
Proof. By (14) and Axiom 5, ι−1B∨CA ⊳ ι
−1
B∨CB. Since C ⊳ B ∨ C, we have that ι
−1
B∨CC is
normal. By (26),
πι−1
B∨C
Cι
−1
B∨CA ⊳ πι−1
B∨C
Cι
−1
B∨CB
and since
π−1
ι−1
B∨C
C
πι−1
B∨C
Cι
−1
B∨CB = ι
−1
B∨CB ∨ ι
−1
B∨CC = (B ∨ C)/1
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is conormal, by (14) we get
ι−1B∨C(A ∨ C) = ι
−1
B∨CA ∨ ιB∨C ⊳ π
−1
ι−1
B∨C
C
πι−1
B∨C
Cι
−1
B∨CB = (B ∨ C)/1
and so A ∨ C ⊳ B ∨ C, as desired. 
Theorem 4.3 (Diamond Isomorphism Theorem). Consider two subgroups A and B of a
group G. If B is conormal and A ⊳ A ∨ B, then A ∧B ⊳ B and there is an isomorphism
B/(A ∧ B) ≈ (A ∨ B)/A.
Proof. Suppose B is conormal and A⊳A∨B. Then by Lemma 4.1, A∧B ⊳ (A∨B)∧B = B.
The required isomorphism will be induced by the zigzag
B/(A ∧ B) B/1
pi
ι
−1
B
(A∧B)
oo ιB // G (A ∨ B)/1
ιA∨Boo
pi
ι
−1
A∨B
A
// (A ∨ B)/A.

Theorem 4.4 (Double-Quotient Isomorphism Theorem). Let N be a normal subgroup
of a group G. For any subgroup S of G/N, there exists a subgroup R of G having the
following properties: (i) N ⊆ R and πNR = S; (ii) if S is conormal, then R is conormal
to N and N\R = S/1; (iii) S is normal if and only if R is normal, and when this is the
case, there is an isomorphism G/R ≈ (G/N)/S.
Proof. Let S be a subgroup of G/N. By defining R = π−1N S, we get (i), and also (ii) as an
immediate consequence of (i). If S is normal then R is also normal by the dual of (15).
Conversely if R is normal then S is normal by (25). The desired isomorphism is induced
by the zigzag
G/R G
piN //piRoo G/N
piS // (G/N)/S.

The following isomorphism theorem from [28] generalizes part (iii) of the Double Quo-
tient Isomorphism Theorem:
Theorem 4.5. Consider any group homomorphism f : A→ B, and subgroups
Kerf ⊆W ⊆ X
of A, where X is conormal. Then W ⊳ X if and only if fW ⊳ fX, and when this is the
case, there is an isomorphism X/W ≈ fX/fW.
Proof. Notice that since X is a conormal subgroup of A, Im(fιX) = fX. Therefore,
applying Axiom 4, we obtain a commutative diagram
X/1
ιX //
piKer(fιX )

A
f // B
(X/1)/Ker(fιX)
h
// fX/1
ιfX
OO
where h is an isomorphism. Suppose W ⊳ X. Then ι−1X W is a normal subgroup of X/1.
By (25), hπKer(fιX )ι
−1
X W is a normal subgroup of fX/1. The following calculation then
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completes the proof of fW ⊳ fX:
hπKer(fιX)ι
−1
X W = hπKer(fιX)ι
−1
X (W ∨ Kerf)
= hπKer(fιX)ι
−1
X f
−1fW
= hπKer(fιX)π
−1
Ker(fιX )
h−1ι−1fXfW [ by (23) ]
= hh−1ι−1fXfW
= ι−1fXfW.
Conversely, if fW ⊳ fX, then applying (14) we get
W = W ∨ Kerf = f−1fW ⊳ f−1fX = X ∨ Kerf = X
since it is given that X is conormal. The required isomorphism will be induced by the
zigzag
X/W X/1
pi
ι
−1
X
W
oo ιX // A
f // B fX/1
ιfXoo
pi
ι
−1
fX
fW
// fX/fW.

Theorem 4.6 (Butterfly Lemma). Let S ′ ⊳ S and T ′ ⊳ T be conormal subgroups of a
group G such that S ′ ∨ (S ∧ T ) and (S ∧ T ) ∨ T ′ are also conormal. Then
S ′ ∨ (S ∧ T ′) ⊳ S ′ ∨ (S ∧ T ),
(S ′ ∧ T ) ∨ T ′ ⊳ (S ∧ T ) ∨ T ′,
and there is an isomorphism
S ′ ∨ (S ∧ T )
S ′ ∨ (S ∧ T ′)
≈
(S ∧ T ) ∨ T ′
(S ′ ∧ T ) ∨ T ′
.
Proof. From the zigzag of subquotients determined by the normality relations S ′ ⊳ S and
T ′ ⊳ T , we build the pyramid “downwards” (for now, ignore the line above the pyramid):
S′∨(S∧T )
S′∨(S∧T ′)
S′∨(S∧T )
1
oo❴ ❴ ❴
❄
❄
❄
(S∧T )∨T ′
1
⑧⑧
⑧⑧
⑧⑧
// (S∧T )∨T
′
(S′∧T )∨T ′
S
S ′
❄❄
❄❄
❄❄
S
1
❄❄
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧⑧
ιS //
pi
ι
−1
S
S′
oo G
T
1
❄
❄❄
❄❄
❄
⑧⑧
⑧⑧
⑧⑧
ιToo
pi
ι
−1
T
T ′
// T
T ′
⑧⑧
⑧⑧
⑧⑧
S
S ′
❄❄
❄❄
❄❄
S
1
??⑧
⑧
⑧
⑧
⑧
⑧
⑧
T
1
❄
❄❄
❄❄
❄
__❄❄❄❄❄❄❄

T
T ′
⑧⑧
⑧⑧
⑧⑧
S
S ′
S ∧ T
1
foo g //
__❄❄❄❄
??⑧⑧⑧⑧
ιS∧T
OO
piKerf∨Kerg

piKerf
⑧⑧⑧
piKerg
❄
❄❄
T
T ′
S ∧ T
S ′ ∧ T
❄
❄
__❄
❄
S ∧ T
S ∧ T ′
⑧⑧⑧
??⑧⑧⑧⑧
S ∧ T
(S ′ ∧ T ) ∨ (S ∧ T ′)
That the codomains of the bottom three π’s are the indicated quotients can be easily
verified by chasing subgroups. This verification also gives (S ∧ T ′) ∨ (S ′ ∧ T ) ⊳ S ∧ T
and S ∧ T ′ ⊳ S ∧ T . By Lemma 4.1, S ′ ⊳ S implies S ′ ⊳ S ′ ∨ (S ∧ T ) and then by
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Lemma 4.2, S ′ ∨ (S ∧ T ′) ⊳ S ′ ∨ (S ∧ T ). Symmetrically one has S ′ ∧ T ⊳ S ∧ T and
T ′∨ (S ′∧T ) ⊳ T ′∨ (S ∧T ). Next, we form the subquotients arising from these normality
relations (the antennae of the butterfly). The zigzag indicated by the dashed arrows and
its horizontal reflection will then induce isomorphisms
S ′ ∨ (S ∧ T )
S ′ ∨ (S ∧ T ′)
≈
S ∧ T
(S ′ ∧ T ) ∨ (S ∧ T ′)
≈
T ′ ∨ (S ∧ T )
T ′ ∨ (S ′ ∧ T )
.

5. Concluding remarks
It is not difficult to verify that the theory presented in this paper will work just as well
for other group-like structures such as rings without identity, algebras, modules and more
generally, Ω-groups, by replacing subgroups with relevant substructures (subrings in the
case of rings, submodules in the case of modules, etc.) and group homomorphisms with
relevant structure-preserving maps (ring homomorphisms, module homomorphisms, etc.).
More generally, objects, subobjects and morphisms in an arbitrary semi-abelian category
in the sense of [19] would give rise to a model for our theory. Among contexts covered by
our theory and not covered by the theory of semi-abelian categories is the context of rings
with identity. For these, seen as “groups” in our theory, one must take additive subgroups
as “subgroups”. Then, “normal subgroups” will be ideals and “conormal subgroups” will be
subrings. Our homomorphism theorems would recover standard homomorphism theorems
for rings with identity, which rely on interplay between subrings and ideals (see e.g. [16]).
An attempt to analyze what breaks duality in a semi-abelian category would take one
very close to Mac Lane’s remark from [25] that for non-abelian groups,
The primitive concepts of a category are not sufficient to formulate all the dual-
ity phenomena, and in particular do not provide for “subgroups versus quotient
groups,” or “homomorphisms onto versus isomorphisms into.”
Restricting to the case of groups alone and ignoring other group-like structures, the ob-
stacle pointed out above is actually avoidable, since “isomorphisms into” (i.e. injective
group homomorphisms) are the same as monomorphisms and “homomorphisms onto” are
the same as epimorphisms (see e.g. Exercise 5 in Section 5 of Chapter I in [27]). This is
precisely the approach taken up by Wyler in [41]. However, in many group-like structures
(such as rings, for instance), epimorphisms are not the same as surjective homomorphisms.
One way to deal with this would be to artificially extend the language of a category to
allow to speak about morphisms from a designated class E of epimorphisms and a desig-
nated class M of monomorphisms, and declare that the dual of a statement f ∈ E is the
statement f ∈ M (this idea appears already in [25]). What we propose in this paper, if
formalized in a category-theoretic language, gives a more conceptual solution to the prob-
lem, which is to extend the language of the category of groups with the language of the
bifibration of subgroups (a bifibration is a functor, which, together with its dual functor,
is a fibration in the sense of Grothendieck [15]), with duality being the usual functorial
duality (i.e., duality of the elementary theory of a functor — see page 32 in [27]). This
bifibration is the projection functor p : Grp
2
→ Grp, where: Grp
2
is the category of
“pairs of groups” in the sense of algebraic topology — its objects are pairs (G, S) where
G is a group and S is its subgroup; Grp is the category of groups and the functor p
projects a pair (G, S) to its first component G. Functorial duality refers to a notion of
duality obtained by the process of switching to the dual functor pop : Grpop
2
→ Grpop
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(similarly as “categorical duality” refers to switching to a dual category). In this setting,
injective and surjective homomorphisms can be recovered, in a mutually dual way, as
morphisms having (dual) universal properties with respect to the functor p. Furthermore,
all of our axioms can be exhibited as self-dual axioms on the functor p. The developments
in [21, 22, 23] should be sufficient to recover the details. Let us just mention here that
semi-abelian categories can be recovered as domains of those bifibrations that in addi-
tion to the self-dual axioms also satisfy the following requirements: every subgroup is
conormal, the codomain of the bifibration has finite products and sums, and πS exists for
every S and not only a normal one, as stipulated in Axiom 3. Of these, only the first
one (conormality of all subgroups) would be a non-dual requirement, since it would imply
that ιS exists also for every S (while the requirement of the existence of finite products
and sums in the codomain of the bifibration is clearly a self-dual requirement).
In the case when ιS and πS are always defined, or equivalently, when every subgroup
has an associated embedding and an associated projection, deserves special attention.
Firstly, in this case we have:
(47) Join of conormal subgroups is conormal. Dually, meet of normal subgroups is
normal.
Indeed, consider two conormal subgroups A and B of a group G. Then ιA = ιA∨Bu for
some (unique) homomorphism u, and therefore A = ImιA ⊆ ImιA∨B. Similarly, B ⊆
ImιA∨B and so A ∨ B ⊆ ImιA∨B, which gives A ∨ B = ImιA∨B, concluding the proof.
This would simplify formulation of the Butterfly Lemma slightly, as we would not have
to ask the joins S ′ ∨ (S ∧ T ) and (S ∧ T ) ∨ T ′ to be conormal in the statement of the
theorem. More interestingly, under the requirement that every subgroup has an associated
embedding and an associated projection, the bifibration of subgroups becomes part of a
series of five adjoint functors (as noted in [40]), and these in fact fit in a 2-dimensional
model of a truncated simplicial set (i.e. a model of the dual of the 2-category of ordinals
— see [36]):
Grp2
p

g
{{
q
##
Grp
s
EE
⊣ t
YY
⊣ ⊣⊣
d

⊣ ⊣c

Grp0
i
OO
Here Grp
0
is the category of “trivial groups” — i.e., groups G for which the largest sub-
group G coincides with the smallest subgroup 1 (in all standard examples this category
is equivalent to a category with exactly one morphism). The functor i is a subcategory
inclusion functor. The functors s and t assign to a group G the pairs (G, 1) and (G,G),
respectively. The functors q and g assign to a pair (G, S) the codomain of πS and the
domain of ιS, respectively (these would now be defined for all subgroups S). The compo-
nent of the unit of the adjunction q ⊣ s at a pair (G, S) is mapped to πS by p, while the
component of the counit of the adjunction t ⊣ g at a pair (G, S) is mapped to ιS by p.
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Our theory only covers the case when p is a faithful (and amnestic) functor (called a
“form” in [21, 22, 23]). In all of the concrete examples of interest, fibres of p are complete
lattices, and so in those cases, since our axioms require p to be a bifibration, p becomes in
fact a topological functor (see [6] and the references there). It would be interesting to see
how much of our theory can be extended to non-faithful functors and which new examples
could this lead to. In particular, the simplicial display above suggests to consider, as a
non-faithful example for exploration, the case when p is the composition of a category C,
viewed as a functor from the category of pairs of composable arrows of C to the category
of arrows of C.
Thus, the present paper shows that the difficulties in expressing duality phenomenon for
group-like structures can be overcome by using functorial duality in the place of categorical
duality. This idea originated in the second author’s work [20] on the comparison between
semi-abelian categories with those appearing in the work of Grandis in homological algebra
[11, 12, 13]. The origins of the latter work go back to earlier investigations, among
others that of Puppe [37], on generalizations of abelian categories which get rid of the
assumption of the existence of products. The presence of duality was always a strong
feature in these developments, and it was also inherited in the work of Grandis. In [4] a
common generalization is given of Puppe exact categories (which are the same as Mitchell
exact categories [29]) and semi-abelian categories, which, however, retains the non-dual
character of semi-abelian categories. In [20] it was shown that a self-dual unification
is possible through the functorial approach. If in a functorial structure as described
above we impose the axioms considered in this paper together with the requirement that
every “subgroup” is both normal and conormal, we will in fact arrive to the notion of
a generalized exact category in the sense of Grandis. In this case, the entire structure
is determined by the class of “null morphisms”, i.e. morphisms f : X → Y satisfying
Kerf = X (or equivalently, Imf = 1). In the case of pointed categories, i.e. when the
category has a zero object and null morphisms are those that factor through a zero object,
generalized exact categories are precisely the Puppe exact categories (which under the
presence of binary products are just the abelian categories).
The classes of Puppe exact categories and its generalizations considered by Grandis
are all closed under “projective quotients”, i.e. the quotients of categories where two mor-
phisms are identified when they induce the same direct and inverse image maps between
the designated subobject lattices (such quotient of the category of vector spaces over a
given field, with subspace lattices as designated subobject lattices, gives the category of
projective spaces over the same field). Our axiomatic context has the same feature. This
allows one to add projective quotients of semi-abelian categories to the list of examples
where our theory can be applied.
The string of five functors in the simplicial display above is not far from the idea of a
“pointed combinatorial exactness structure” in the sense of [17] (see also [18]), although
there the codomain of p is not equipped with a category structure, and consecutively,
the adjoint structure of this string is discarded. Similar five functors (with the adjoint
structure) also appear in [8].
The method of chasing subgroups goes back to Mac Lane [26], who developed it in
the context of abelian categories and used it for proving diagram lemmas of homological
algebra. These lemmas can also be established in our self-dual context. The techniques for
proving them are essentially identical to those used in [13], except for the Snake Lemma,
which will require our Homomorphism Induction Theorem for constructing the connecting
homomorphism (the proof of the Snake Lemma using this technique was first presented
22 AMARTYA GOSWAMI AND ZURAB JANELIDZE
in the talk of the second author given at Category Theory 2015 in Aveiro, Portugal).
Revisiting further aspects of non-abelian homological algebra, as developed by Grandis
in [12, 13], would be interesting. It should also be mentioned that the importance of
the direct and inverse image maps between lattices of subobjects is prominent in Wyler’s
work [42], while the power of this technique in the study of non-additive abelian categories
(where lattices of subobjects are replaced with lattices of normal subobjects) was realized
in the work of Grandis and goes back to [10]. In particular, the formula
ff−1A = A ∨ Kerf
from our Axiom 2, plays a crucial role both in the work of Wyler and Grandis, as it does
in ours. As explained in [20], this formula is also a key ingredient of the notion of a semi-
abelian category, which encodes protomodularity introduced by Bourn in [5]. In universal
algebra, this formula is equivalent to the statement that a subalgebra which contains the
0-class of a congruence is a union of congruence classes. As first shown in [3], this is a
reformulation of Ursini’s condition on a variety of universal algebras from [39], which in
the case of pointed varieties determine precisely the semi-abelian ones. Note that the dual
of the above formula,
f−1fB = B ∧ Imf,
holds in any variety of universal algebras, and more generally, in any regular category
(and hence also in any topos).
Going a bit back in time, we must mention that since the discovery of the notion of
a lattice and the modular law by Dedekind [9], lattice-theoretic techniques have brought
a great influence on the development of abstract algebra. An element-free unified ap-
proach in the study of group-like structures, based on substructure lattices, has been
very explicitly proposed already by Ore [31, 32], ten years before the subject of category
theory was born. However, Ore restricts to considering only those substructures which
form modular lattices, and hence his work is rather a forerunner for the work of Grandis,
where in the strongest setting (that of a generalized exact category), subobjects being
considered always form a modular lattice. Also, Ore’s approach is more primitive in that
he does not make use of the Galois connections (formally introduced by Ore only nine
years later in [33]), which provide a fundamental tool in the work of Grandis, similarly as
in our more general theory. The work of Ore did not seem to give rise to any immediate
further development towards axiomatic unification of the study of group-like structures.
Instead, relationships between the structure of a group and the structure of its subgroup
lattice have been extensively explored — see [35] and the reference there. It should be
mentioned also that traces of the idea that a unified treatment of isomorphism theorems
for group-like structures, which does not make use of the group operations should exist,
can be found already in Noether’s work [30].
It is expected that many results on group homomorphisms and subgroups can be cap-
tured by our theory. For instance, the Butterfly Lemma opens a way to the Jordan-Hölder
Theorem, as it does in group theory, following Schreier [34] and Zassenhaus [43]. Dual of
the Jordan-Hölder theorem would then be a similar theorem for chief series in the place
of composition series.
Duals of the isomorphism theorems established in the present paper correspond, in most
cases, to the same isomorphism theorems in group theory, but with stronger assumptions.
For instance, the dual of the Diamond Isomorphism Theorem in group theory will give:
we have an isomorphism
B/(A ∧ B) ≈ (A ∨B)/A
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when A and A∧B are normal subgroups of a groupG. Thus, these more restricted versions
of isomorphism theorems are in fact their equivalent reformulations from the point of view
of our theory! Duality would be a very practical tool in establishing diagram lemmas in
our theory, as it would allow to prove the entire lemma by only proving its dual half, just
as in the work of Grandis, and more classically, as in the context of an abelian category.
Similarly to what happens in group theory, we can establish two restricted versions of
the modular law for subgroups (recall that for ordinary subgroups, the modular law holds
only when certain subgroups are assumed to be normal), and in our theory these two
modular laws happen to be dual to each other:
Lemma 5.1 (Restricted Modular Law). For any three subgroups X, Y, and Z of a group
G, if either Y is normal and Z is conormal, or Y is conormal and X is normal, then we
have:
X ⊆ Z =⇒ X ∨ (Y ∧ Z) = (X ∨ Y ) ∧ Z.
Proof. The second case, when Y is conormal and X is normal, is dual to the first case,
when Y is normal and Z is conormal, so it suffices to prove the implication in the first
case. Assume Y = Kerg and Z = Imf for some homomorphisms g and f respectively. We
must prove
X ⊆ Imf =⇒ X ∨ (Kerg ∧ Imf) = (X ∨ Kerg) ∧ Imf.
Indeed, if X ⊆ Im f then
X ∨ (Kerg ∧ Imf) = (X ∧ Imf) ∨ (Kerg ∧ Imf)
= ff−1X ∨ ff−1Kerg
= f(f−1X ∨ f−1Kerg)
= f(f−1X ∨ Kergf)
= f(gf)−1gf(f−1X)
= f(gf)−1g(ff−1X)
= f(gf)−1g(X ∧ Imf)
= f(gf)−1gX
= ff−1g−1gX
= ff−1(X ∨ Kerg)
= (X ∨ Kerg) ∧ Imf.

Had we followed the standard proof of the Butterfly Lemma, we would have needed to
use the above Restricted Modular Law along with the Diamond Isomorphism Theorem.
Our “embedding diamonds” are in fact pullbacks and our “projection diamonds” are
pushouts in the sense of category theory. Subquotients in group theory (and more gen-
erally, in any semi-abelian category, as well as in the work of Grandis) can always be
reduced to subquotients of length two (a projection followed by an embedding), thanks
to the fact that there a pullback of a projection along an embedding is a projection. The
dual of this is false (a pushout of an embedding along a projection is not necessarily an
embedding), and so we cannot require its validity in our theory. Because of this, we are
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not able to define and compose relations in the “usual way”. However, the pyramid should
still allow defining relations in our theory as suitable equivalence classes of zigzags, in a
way which in the case of each particular type of group-like structures, recaptures precisely
the homomorphic relations. This would not be too surprising — a very particular instance
of our pyramid already appears implicitly in the way Grandis defines composition of re-
lations in his contexts, which in fact goes back to the work of Tsalenko [38]. A thorough
investigation of this topic as well as the closely related topic of coherence theorems for
connecting homomorphisms should be interesting to carry out.
Several talks have been given by the second author on different aspects of the subject
of the present paper, which includes his invited talk at the international category the-
ory conference, Category Theory 2013, held at Macquarie University in Sydney, where
the validity of the isomorphism theorems in the axiomatic context presented in this pa-
per was first announced. The direct proof of the Butterfly Lemma using the Universal
Isomorphism Theorem was obtained during the visit of the first author at Stellenbosch
University in October 2016.
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