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A novel position measurement approach for a single particle in a channel using Electrical Impedance Spectroscopy 
(EIS) only with two pairs of electrodes is proposed. The proposed approach is label-free, non-invasive and is very accurate 
in measurement domain by using machine learning method. Relationship between the single particle’s position and the 
measured impedances is described by a set of nonlinear equations showing excellent fitting performance with R-square 
reaching 0.9999. Finding accurate analytical solution of the particle’s position is the inverse problem, it is tackled by a 
well-trained Support Vector Regression (SVR) model with the help of multi-frequency EIS. The proposed approach is 
evaluated by simulation models with a single particle in 100 different positions. The results show that the approach 
performs an outstanding position measurement accuracy to reach 99.25%. Comparing with EIT, it has more simple structure, 
less measurement time and more accurate measurement results. 
 
Keywords: Electrical Impedance Spectroscopy (EIS); multi-frequency measurement; particle position measurement; 
inverse problem; machine learning 
 
List of symbols 
𝐸 Electric field 𝜔 angular frequency 𝑓 frequency 
𝑢 potential 𝐼  current of the element of the 
electrode boundaries 
𝑍  impedance at frequency 𝑓 
𝜎 conductivity 𝑠 area of the electrode (𝑥, 𝑦) particle position in Cartesian coordinate 
system  




Position tracking of a single particle in the cross section of a channel is always used to analyze its motion properties, 
study its physical characteristics, provide some feedbacks to control system and many other usages. At present, position 
estimation of the single particle in fluids is a research hotspot. Optical measurement technology is usually used for position 
tracking, however, it is hard to measure a single particle flowing in a channel with low transparency. In addition, other 
non-contact measuring methods like ultrasonic technology are also not suitable for position tracking of the particle. In 
recent years, electrical impedance technology has been widely used for particle measurement due to its label-free, non-
invasive and low-cost properties [1-3]. Electrical impedance technology is very simple and has wider application scenarios, 
especially for real-time imaging and long-time monitoring[2, 4, 5]. It is a promising technology to estimate the position of 
a single particle in fluids. 
Electrical Impedance Tomography (EIT), a kind of impedance technology, is widely used for position measurement. 
It is aiming at reconstruction the distribution of conductivity or conductivity change in the measurement field [6]. For a 
single particle, position is measured through the reconstruction image. However, contact impedance has a severe effect 
on EIT sensors as well as the measurement accuracy especially in low frequency [7]. To eliminate contact impedance 
effect, differential algorithm is used for image reconstruction of EIT [8]. And many efforts have been devoted to solve the 
inverse problem of EIT by different kinds of differential algorithms, such as Tikhonov Regularization[9], Landweber[10], 
Newton-Raphson algorithm[11] and many other regularization strategies[12, 13]. While these algorithms are traditional 
methods with relatively lower reconstruction accuracy due to insufficient measurement information. In addition, some 
numerically more accurate solutions are used to estimate the location of the target. [3] presents an analytical solution to 
estimate accurate position of the gas core in two-phase annular flow through a circular pipe using electrical resistance 
tomography. While the method only performs well when the gas core is close to the centre of the pipe. With the 
development of artificial intelligence, deep learning methods are used to solve the inverse problem of EIT aiming at 
getting a better reconstruction image quality. For instance, a conditional generative adversarial network (CGAN) is 
proposed for image reconstruction and makes the reconstruction images more stable and trustable, moreover, it 
effectively improves the quality of reconstruction image[14].To improve the generalization ability of deep learning 
framework, a dominant-current convolutional neural network (CNN)-based inversion method is proposed for image 
reconstruction of the target with triangular, rectangular, or lung shapes, where the CNN-based method uses only random 
circle or ellipse training data [15]. Although deep learning scheme has improved the reconstruction image quality and 
target location accuracy to some extent, it also performs relatively poorer when the target is small. In general, there are 
some challenges on accurate position measurement of a single particle using EIT. 
 Electrical Impedance Spectroscopy (EIS) is another kind of electrical impedance technology and it is very sensitive 
to position. EIS measures the impedance spectroscopy of materials under a set of alternating excitations with continuous 
frequency[16]. It is widely used for measurement and analysis of materials with dielectric properties such as permittivity 
and conductivity[17, 18], especially for long time monitoring [19, 20].Comparing with EIT, it has the potential to estimate 
the single particle’s location more accurately with the help of multi-frequency measurement information. Usually, EIS 
measures particles in solution, suspicion or colloid with uniform distribution, and measurement results reflect the physical 
or biological properties of particles[21] [22]. For a single particle, EIS measurement results vary with the particle’s location 
in solution, suspicion or colloid. During measuring process, the cell is required to be fixed into the center between the two 
electrodes[1]. Generally, soft physical field measurement technology EIS has the potential to get more accurate single 
particle’s position. 
Different from EIT working under a certain low frequency with a set of electrodes, EIS measurement is conducted 
only by a pair of electrodes under a succession of frequency through sweeping. EIS is also a kind of soft field measurement 
technology, it measures dielectric characteristics of particle. The impedance measurements also reflect the changes in 
position of the single object in the measurement field. In some cases, multi-frequency EIS is used to measure the properties 
of a single yeast cell in the trap by a newly designed microfluidic device, as well as measure the changes in position or 
motion of the single yeast cell[23]. On the other hand, EIS is capable to measure particle’s position even movement with 
microfluidic device like a 3-D integrated microchannel-electrode system[24], and is hoped to do some feedback for single 
object’s position control such as cell manipulation[25]. In consideration of the rich application prospects, EIS position 
measuring approach of single particle detection is worthy of further studying.   
In this paper, an accurate position measurement approach for a single particle in a channel using EIS only with two 
pairs of electrodes is proposed. The proposed approach takes advantages of multi-frequency merits and uses machine 
learning methods to tackle inverse problem of position measurement. Firstly, in Section 2, relationship between the position 
of a single particle in solution and its impedance distribution is studied by simulation. Secondly, Support Vector 
Regression(SVR) model with multi-frequency features is utilized to calculate the precise position, the proposed approach 
is illustrated in details in Section 3. Thirdly, in Section 4, the proposed approach is evaluated by a set of simulation models, 
in addition, measurement performance is compared with EIT. Based on the evaluation and comparison results, the proposed 
approach is further discussed. Finally, in Section 5, conclusions are made and future research proposals are presented. 
2 Numerical simulation 
In this section, numerical simulation methods are used to get the relationship between the position of a single particle 
in the measurement domain and its impedance spectroscopy. Alternating current excitation mode are used for simulation, 
and simulations are according to Equation (1)-(3) [26]. Equation (3) is used for elements near the electrodes’ boundaries. 
Numerical simulation is conducted by a finite element simulation software. The appendix part describes the implementation 
in simulation software in details. 
𝐸(𝑥, 𝑦) = −∇𝑢(𝑥, 𝑦)                                  (1) 
 ∇ ∙ [(𝜎 + 𝑗𝜔𝜀)∇𝑢(𝑥, 𝑦)] = 0                             (2) 
∫(𝜎 + 𝑗𝜔𝜀 ) 𝑑𝑠 = 𝐼                                 (3) 
Where 𝐸(𝑥, 𝑦)  is the electric field at (𝑥, 𝑦) , 𝑢(𝑥, 𝑦)  is the potential at (𝑥, 𝑦) ,  𝜎  is the conductivity at (𝑥, 𝑦) ,  𝜀  is the 
dielectric constant at (𝑥, 𝑦), 𝜔 is the angular frequency of excitation current, 𝜎 , 𝜀 , 𝑢 , 𝐼  are conductivity, dielectric constant, 
potential, current of the element of the electrode boundaries respectively,  represents the potential component of normal direction 
along the electrode, 𝑠 is the area of the electrode. 
2.1 Impedance distribution of a single particle in different positions  
To get the impedance distribution of a single particle in different spatial locations, a simulation model is built for 
qualitative analysis as shown in figure 1. The electrical measurement field is modeled as a circular domain in blue, solution 
is supposed to put into the measurement domain. Two red electrodes, one is excitation electrode and another is ground 
electrode, are at two sides of the measurement domain. The two electrodes are also used as the measurement electrodes. 
The center coordinates of the two electrodes are (−𝑅, 0) and (𝑅, 0), where 𝑅 is the radius of measurement domain. The 
green object is modeled as the measuring particle, where 𝐶(𝑥_𝑐, 𝑦_𝑐) is the center coordinate of the measuring particle. 
Simulation parameter settings are shown as Table 1. 
 
Figure 1. Simulation model with a single particle for impedance measurement  
Table 1. Simulation parameter  
Attribute 













Value 2.5 0.0001 80  0.5 1.31 60 0.65 0.5 1k~3M 
Unit mm S/m 1  mm S/m 1 mm mA Hz 
To simulate the effect of the green particle’s position on measuring impedance, 500 random positions of (𝑥_𝑐, 𝑦_𝑐) 
are generated, where 𝑥_𝑐 ∈ (−2,2) ,  𝑦_𝑐 ∈ (−2,2) . The excitation current frequency range is 1k ~ 3MHz, at each 
frequency, impedance distribution of the 500 random 𝐶(𝑥_𝑐, 𝑦_𝑐) is generated by simulation. From 1k ~ 3MHz, 6 typical 
kinds of frequency are chosen to show the impedance distribution. Actually, each frequency shows the same kinds of 
impedance distribution, the two-dimensional coordinates of the particle and its impedance formed a surface like 
hyperbolic paraboloid. 6 typical kinds of frequency are 1kHz, 50kHz, 100kHz, 500kHz, 1MHz and 3MHz, their impedance 
distribution are shown as Figure 2. Figure 2 indicates that distributions are in the same shape and impedance decreases 
with the increase of frequency.  
 
(a)                               (b)                                (c) 
 
(d)                               (e)                                (f) 
Figure 2. Impedance distribution in different positions. (a) f = 1kHz, (b) f = 50kHz, (c) f = 100kHz, (d) f = 500kHz, 
(e) f = 1MHz, (f) f = 3MHz 
2.2 Surface fitting for impedance distribution  
To describe the relationship between particle’s position and its impedance in math exactly, firstly, we set 𝑦 = 0, 𝑥_𝑐 
is generated randomly range from -2 to 2, and 100 positions are generated for simulation. Then at each frequency, 𝑥_𝑐 and 
impedance are fitted quite well by a curve like a parabola going downwards as shown in Figure 3(a) and Equation (4). In 
the same way, we set 𝑥 = 0, 𝑦_𝑐 is generated randomly range from -2 to 2, and 100 positions are also generated for 
simulation. Then 𝑦_𝑐 with the impedance are fitted by a curve like a parabola going upwards as shown in Figure 3(b) and 
Equation (5). Figure 3 only shows the impedance distribution in x and y directions when the excitation frequency f = 
500kHz, actually the impedance distribution in x and y directions follows the same law at each frequency, Equation (4) and 
Equation (5) with several parameters are also applicable at each frequency. R-square[27] is used to evaluate the goodness 
of the fitting results. At each frequency, all R-square reaches 1, means that the fitting equations are generic and reflect the 
true impedance distribution in x and y directions. 
    
(a)                                  (b) 
Figure 3. Impedance distribution in x and y directions. (a) Impedance distribution in x direction, where y = 0, x 
ranges from -2 to 2, f = 500kHz. (b) Impedance distribution in y direction, where x = 0, y ranges from -2 to 2, f = 
500kHz.  
 − − − + 𝑑1 = 𝑍 (𝑥, 0)                        (4) 
− + + 𝑑2 = 𝑍 (0, 𝑦)                        (5) 
Where 𝑥 , 𝑦 are both coordinates of the center of the particle, 𝑍  is the impedance when particle is located in (𝑥 , 𝑦) at 
frequency 𝑓. 𝑎1 , 𝑏1 , 𝑐1 , 𝑑1 , 𝑎2 , 𝑏2 , 𝑐2 , 𝑑2  are parameters determined by excitation frequency 𝑓.  
 According to Figure 2 and Figure 3, the impedance has symmetrical distribution along x and y direction. Base on the 
excitation and measurement mode, the particle position’s change along y direction is not as large as it in x direction. In 
addition, the surface is similar to a hyperbolic paraboloid which is assumed to predict the relationship between the two-
dimensional coordinates of the particle and its impedance distribution. In general, according to Figure 3, Equation (4) and 
(5), the genetic form of the impedance distribution in a two-dimensional space at each frequency is constructed as Equation 
(6). In Equation (6), terms of Equation (4) and (5) are combining, three mixed terms where the exponent of x is greater 
than that of y are added to get better goodness of the fitting. Actually, the more mixed terms, the better goodness of fitting. 
More terms mean more parameters. According to excitation and measurement mode, 3 mixed terms are enough. There are 
10 parameters in Equation (6), 𝑎1 , 𝑏1  and 𝑐1  are parameters of term with x, 𝑎2 , 𝑏2  and 𝑐2  are parameters of 
term with y, 𝑝1 , 𝑝2  and 𝑝3  are parameters of the mixed term, 𝑑  is a constant term related to the impedance when 
particle is located in (0, 0) as well as the contact impedance between the electrode and solution. Equation (6) is a generic 
one to describe the impedance distribution of different positions. 
        − − − + − + + 𝑑 + 𝑝1 𝑥 𝑦 + 𝑝2 𝑥 𝑦 + 𝑝3 𝑥 |𝑦| = 𝑍 (𝑥, 𝑦)         (6) 
Where 𝑎1 , 𝑏1 , 𝑐1 , 𝑎2 , 𝑏2 , 𝑐2 , 𝑑 , 𝑝1 , 𝑝2 , 𝑝3  are parameters determined by excitation frequency 𝑓.  
The fitting result of impedance distribution at 500kHz using Equation (6) is shown in Figure 4. Table 2 show the 
fitting parameter 𝑎1  , 𝑏1  , 𝑐1  , 𝑎2  , 𝑏2  , 𝑐2  , 𝑑  , 𝑝1  , 𝑝2  , 𝑝3  and the fitting index R-square, RMSE (Root 
Mean Square Error)[28] at frequency 1kHz, 50kHz, 100kHz, 500kHz, 1MHz, 1.5MHz, 2MHz, 3MHz. Comparing with 
the measured impedance, RMSE at each frequency are very small, R-square at each frequency are all reaching 0.9999. It is 
a good fitting model when R-square is very close to 1 and RMSE is very small. Actually, each frequency from 1k-3MHz, 
all the R-square reaches 0.9999 showing excellent goodness of the fitting. Equation (6) reflect the impedance distribution 
in different positions perfectly. Moreover, the form of Equation (6) is generic, it is applicable for many other cases with the 
same excitation and measurement mode, and is expected to get perfect fitting performance. 
 
Figure 4. Surface fitting for impedance distribution  
Table 2. Fitting parameter at each frequency  
Frequency (Hz) 𝑎1  𝑏1   𝑐1  𝑎2  𝑏2   𝑐2  𝑝1  𝑝2  𝑝3  𝑑  R-square RMSE 
1k 0.1551 1128 0.05174 0.4889 0.143 0.05879 78.84 -74.74 252.1 20370 0.9999 6.126 
50k 0.2404 2484 0.08008 0.7608 0.2223 0.09118 29.5 -31.08 105.1 8488 0.9999 2.792 
100k 0.3363 3672 0.112 1.055 0.3099 0.1275 15.07 -15.83 53.67 4339 0.9999 1.427 
500k 0.7316 4739 0.2439 2.376 0.6837 0.2781 3.191 -3.414 11.42 915.7 0.9999 0.3032 
1M 1.037 2470 0.3455 3.26 0.9564 0.3933 1.584 -1.664 5.64 455.9 0.9999 0.1499 
1.5M 1.269 3977 0.4227 3.984 1.17 0.4811 1.058 -1.112 3.768 304.7 0.9999 0.1002 
2M 1.465 2594 0.4878 4.614 1.352 0.5553 0.7948 -0.836 2.831 228.8 0.9999 0.0752 
3M 1.793 4671 0.5971 5.662 1.656 0.6798 0.5305 -0.559 1.89 152.7 0.9999 0.0502 
3 Measurement methodology  
3.1 Measurement system calibration 
In this section, the proposed approach about single particle position measurement by EIS is introduced in detail. In 
simulation part, the impedance spatial distribution is described by Equation (6).For a certain particle, suppose that 𝑥 
and 𝑦 are known, 𝑍 (𝑥, 𝑦) is measured at frequency 𝑓 , 𝑎1  , 𝑏1  , 𝑐1  , 𝑎2  , 𝑏2  , 𝑐2  , 𝑑  , 𝑝1  , 𝑝2  , 𝑝3  are 
parameters needed to be calibrated. However, after the ten parameters are obtained by calibration, (𝑥, 𝑦) couldn’t be 
derived through a pair of electrodes cause there are two unknowns. In addition, the impedance distribution is symmetrical 
along the x and y axes, solution of the equations is not unique. Consequently, at least two pairs of electrodes and more than 
one excitation mode are needed to derive the particle’s position (𝑥, 𝑦). 
In measurement system, two pairs of electrodes are installed with a deflection angle 𝛼, as shown in Figure 5. In 
calibration step, electrode pairs (A, A') and (B, B') work separately. Based on 𝑥 − 𝑦 and 𝑥 − 𝑦  coordinate system, ten 
parameters 𝑎1  , 𝑏1  , 𝑐1  , 𝑎2  , 𝑏2  , 𝑐2  , 𝑑  , 𝑝1  , 𝑝2  , 𝑝3  could be derived from two equations according to 
Equation (6) with 5 positions. Relationship between the two plane coordinate system is shown in Equation (7). The 
calibration results are very important for the next measurement step.  
 







𝑦                                 (7) 
Where (𝑥, 𝑦), (𝑥 , 𝑦 ) are the center of the particle in 𝑥 − 𝑦 and 𝑥 − 𝑦  coordinate system, 𝛼(0 < 𝛼 < 𝜋/2) is the deflection 
angle of 𝑥 − 𝑦  coordinate system. 
In measurement steps, ten parameters are given by calibration, 𝑥, 𝑦 could be derived from two equations according 
to Equation (6) 
. Due to the impedance distribution is symmetrical along x and y direction, there are two origin-symmetric solutions 
of the equations. To tackle the problem, another excitation mode is added. It is introduced in the next measurement section. 
3.2 Support Vector Regression (SVR) for position measurement 
After calibration, position of the single particle with the same material and same size as calibration used is measured 
by the proposed approach. At a certain frequency 𝑓, 𝑍 (𝑥, 𝑦) and 𝑍 ′(𝑥′, 𝑦′) are measured by electrode pairs (A, A') and 
(B, B') respectively, relationship between (𝑥, 𝑦) and (𝑥′, 𝑦′) follows Equation (7), (𝑥, 𝑦) is the particle’s position to be 
estimated. Equation (8) shows the details where 𝑎1 , 𝑏1 , 𝑐1 , 𝑎2 , 𝑏2 , 𝑐2 , 𝑑 , 𝑝1 , 𝑝2 , 𝑝3  are calibrated. Due 
to the two pairs of electrodes are in the same structure, ten calibration parameters of the two coordinate system are the 
same. 
− − − + − + + 𝑑 + 𝑝1 𝑥 𝑦 + 𝑝2 𝑥 𝑦 + 𝑝3 𝑥 |𝑦| = 𝑍 (𝑥, 𝑦)
− − − + − + + 𝑑 + 𝑝1 𝑥 𝑦 + 𝑝2 𝑥 𝑦 + 𝑝3 𝑥 |𝑦′| = 𝑍 ′(𝑥′, 𝑦′)
      (8) 
Where (𝑥, 𝑦) and (𝑥 , 𝑦 )  represent the particle’s position in 𝑥 − 𝑦 and 𝑥 − 𝑦  coordinate system respectively, 
𝑎1 , 𝑏1 , 𝑐1 , 𝑎2 , 𝑏2 , 𝑐2 , 𝑑 , 𝑝1 , 𝑝2 , 𝑝3  are given by calibration. 𝑍 (𝑥, 𝑦) and 𝑍′ (𝑥 , 𝑦 ) are impedance measured by 
two pairs of electrodes respectively. 
For the multi-frequency measuring system, EIS is measured by two excitations applied by electrode pairs A and B 
respectively. The center coordinates of the particle (𝑥, 𝑦) and the measured impedance follows Equation(8) at each 
frequency. The problem is how to calculate (𝑥, 𝑦) from Equation (7) and Equation (8). However, it’s very hard to obtain 
the global uniqueness of nonlinear equations like Equation (8). In many cases, the inverse problem[29] is hard. 
Consequently, inverse problem like nonlinear equations’ problems are always converted to optimization problem [30, 31]. 
Regularization methods are always used for inverse problem[32]. In addition, many efforts have been devoted to the 
optimization problem, such as Stochastic gradient descent (SGD)[33], Gauss-Newton algorithm[34], Genetic 
algorithm(GA)[35] and so on. In our application, global optimal solution for Equation (7) and (8) is needed. Taking the 
advantages of EIS with multi-frequency impedance, machine learning methods are considered to be applicable to get the 
optimal precise solution by large amounts of training samples with sufficient features obtained from EIS. 
Due to the highly nonlinear characteristics of Equation (8), description of particle’s center (𝑥, 𝑦) and (𝑥′, 𝑦′) in two 
Cartesian coordinate system are converted to polar coordinates as described in Equation (9). Then the problem to solve 
particle’s position (𝑥, 𝑦) is converted to solve (𝑟, 𝜃) according to Equation (8) and Equation (9). It is possible to get 𝑟 
using impedance features from EIS of the two pairs of electrodes by machine learning methods. Support Vector Regression 
(SVR) is an excellent machine learning method for regression[36]. SVR with radial basis function as kernel function is 
utilized to get the global optimal solution of optimization problem to solve Equation(8) and (9). Equation(10) explains the 
detail of SVR using radial basis function as kernel function. 
𝑥 = 𝑟𝑐𝑜𝑠(𝜃)
𝑦 = 𝑟𝑠𝑖𝑛(𝜃)
𝑥 = 𝑟𝑐𝑜𝑠(𝜃 − 𝛼)
𝑦 = 𝑟𝑠𝑖𝑛(𝜃 − 𝛼) 
                                (9) 







𝐶 (𝜉 + 𝜉′ ) 




𝑓(𝑥) =  𝑤 ∙ 𝜙(𝑥) + 𝑏 
𝑠. 𝑡.  𝑦 − 𝑓(𝑥 ) ≤ 𝜖 + 𝜉  
 𝑓(𝑥 )−𝑦 ≤ 𝜖 + 𝜉′  
                                   𝜖 ≥ 0, 𝜉 ≥ 0, 𝜉 ≥ 0, 𝑖 = 1,2, … , 𝑛                              (10) 
Where 𝐿(𝑤), 𝐾(𝑥, 𝑧), 𝑓(𝑥) represent the loss function, kernel function, regression function respectively. 𝑤, 𝑏 are the weight and 
bias of regression function. 𝜖, 𝜉  and 𝜉′  are very tiny positive number. 𝑖 from 1 to 𝑛 is the number of training examples. 𝐶 is the 
penalty coefficient which is a positive number. 
As a matter of convenience, we define the estimated position vector in polar coordinates as ?̂? = ?̂?, 𝜃 . There are two 
unknowns 𝑟, 𝜃 and two equations, so uniqueness of solution could be derived in a quadrant. The equations shows that 
there is a relationship between the unknown 𝑟  and the two measured impedances. EIS contains multi-frequency 
impedance, could be used as the features to feed the SVR model to derive the unknown 𝑟. At first, electrical impedance 
spectroscopy of the two pairs of electrodes are measured, several typical frequencies are selected for measurement, they 
are described as a vector 𝐹 =  {𝑓 ,𝑓 , 𝑓 ,…,𝑓  . For any 𝑓 ∈ 𝐹 , 𝑎1  , 𝑏1  , 𝑐1  , 𝑎2  , 𝑏2  , 𝑐2  , 𝑑  , 𝑝1  , 𝑝2  , 
𝑝3  are known from calibration process, 𝑍 (𝑟, 𝜃), 𝑍 (𝑟, 𝜃 − 𝛼), are obtained from the measured electrical impedance 
spectroscopy. Secondly, a feature set {𝑍 , 𝑍′ , 𝑍 , 𝑍′ ,…, 𝑍 , 𝑍′ } at some frequency 𝑓 from 𝐹 are used as the 
input of SVR model, 𝑟 is the output of SVR. Secondly, a set of samples are generated by forward process of Equation (8) 
and (9) to train and test SVR model. The samples are divided into five sections randomly, four of them are for training, the 
rest is for testing. A five-fold cross validation method is used to choose the best SVM model and evaluate the SVR model 
comprehensively. Thirdly, given a new feature example, polar diameter ?̂? could be obtained from the trained SVR model. 
Finally, polar angle 𝜃 could be calculated from Equation (8) and (9) with the help of ?̂?. However, there are still two 
solutions with 𝜋 difference for 𝜃, another excitation mode is added to solve the problem. Figure 6 and 7 illustrate the 
measurement process using SVR in detail. 
 
Figure 6. Estimation the polar diameter 𝒓 by a SVR model 
 After ?̂? is estimated from the trained SVR model, 𝑍  and 𝑍 ′ only vary with 𝜃 according to Equation (8) and 
(9). When 𝑍  and 𝑍 ′ are given, there are two solutions for 𝜃. The phase difference of the two solutions is 𝜋. As 
shown in Figure 7, the measured impedance varying with angle forms a curve like a sine wave. When 𝑍  and 𝑍 ′ are 
given, 𝜃1 and 𝜃2 are two solutions of Equation (8). To judge which one is the real solution, adjacent excitation mode 
is added to assist measuring. Electrode A and B, electrode A' and B' are regarded as a pair of electrode to do adjacent 
excitation respectively. If particle is closer to the electrode pair (A ,B) than (A', B'), the measured impedance of (A ,B) is 
smaller than (A', B') in case of the particle has higher electrical conductivity. Finally, 𝜃 could be estimated. 
 
Figure 7. Relationship between polar angle 𝜽 and the measured impedance 𝒁𝒇, 𝒁𝒇′ 
3.3 Measurement workflow 
The main steps of our workflow for single particle’s position measurement using EIS is given as follows: 
 
Figure 8. Measurement workflow 
(1) Frequency selection: several typical frequencies are selected for measurement which are described as a vector 
𝐹 =  {𝑓 ,𝑓 , 𝑓 ,…,𝑓 . 
(2) Calibration: for every 𝑓 ∈ 𝐹 ,  ten parameters 𝑎1  ,  𝑏1  ,  𝑐1  ,  𝑎2  ,  𝑏2  ,  𝑐2  ,  𝑑  ,  𝑝1  , 𝑝2  , 𝑝3   are 
calibrated according to Equation (6) with 5 positions. 
(3) Getting SVR model: the estimated particle position vector in polar coordinates is supposed as ?̂? = ?̂?, 𝜃 , a 
feature set {𝑍 , 𝑍′ , 𝑍 , 𝑍′ ,…, 𝑍 , 𝑍′ } are selected as the input of SVR model, 𝑟 is the output of SVR. Then a set 
of samples are generated by forward process of Equation (8) and (9) to train and test SVR model. 
(4) EIS measuring and impedance selection: Obtain EIS of the two pairs of electrodes: (A, A') and (B, B'), for every 
𝑓 ∈ 𝐹 , select 𝑍  and 𝑍′  from EIS as features to estimate 𝑟 using the trained SVR model. 
(5) Position 𝒑 estimation: Get ?̂? from SVR model with impedance features, using adjacent excitation to judge the 
particle’s quadrant, finally get 𝜃 by Equation (8).  
4 Methodology evaluation  
In this section, the proposed measurement approach is evaluated comprehensively. To demonstrate its advantages, 
measurement performance is compared with EIT. Simulation models with the single particle in 100 different positions are 
generated for evaluation and comparison. Based on the evaluation and comparison results, the proposed approach is further 
discussed. 
4.1 Measurement performance evaluation 
As the measurement workflow mentioned in section 3, firstly, a set of frequencies with eight typical frequencies 𝐹 =
{1𝑘,50𝑘, 100𝑘, 500𝑘, 1𝑀, 1.5𝑀, 2𝑀, 3𝑀} are chosen for calibration and measurement. Secondly, for every 𝑓 ∈ 𝐹 , ten 
parameters 𝑎1  , 𝑏1  , 𝑐1  , 𝑎2  , 𝑏2  , 𝑐2  , 𝑑  , 𝑝1  , 𝑝2  , 𝑝3  are calibrated as Table 2. Thirdly, 16 features {𝑍  , 
𝑍′ , 𝑍 , 𝑍′ , … ,  𝑍 ,  𝑍′ } are assembled as the inputs of SVR model. Training and testing process of the SVR 
model are shown in Figure 6. Due to highly nonlinear properties, large amounts of samples are needed for training. 25000 
samples which are generated from equation (8) and (9) are divided into 5 sections. In each experiment, one section is 
selected for testing, and others are for training, so there are five experiments in total. R-square and RMSE are utilized to 
evaluate the regression performance of predicting 𝑟, the training and testing results of SVM model is shown in Table 
3.Average R-square of training and testing is 0.9982 and 0.9971 respectively, very close to 1.Moreover, Average 
MAE(Mean Absolute Error)[28] is 0.0121 and 0.0139 for training and testing, which is very small. That means the SVR 
model is trained very well to get precise 𝑟. Experiment 2’s trained model is selected as the final SVR model due to its 
better testing performance. 
Table 3. Training and testing for SVR 
Indicator 
Training  Testing 
# 1 # 2 # 3 # 4 # 5 Average  # 1 # 2 # 3 # 4 # 5 Average 
R-square 0.9982 0.9982 0.9982 0.9982 0.9982 0.9982  0.9971 0.9972 0.9970 0.9975 0.9966 0.9971 
MAE (mm) 0.0121 0.0122 0.0122 0.0120 0.0121 0.0121  0.0139 0.0136 0.0136 0.0138 0.0147 0.0139 
 After SVR model is trained well, EIS which are measured from the two pairs of electrodes are ready to estimate the 
single particle’s position. As shown in Figure 8, at a certain frequency, 𝜃 is easily derived from Equation (8) in a 
quadrant after getting ?̂? from SVR model. Adjacent excitation is used to judge which quadrant the particle belongs to. 
Measurement results of the single particle in 100 positions are shown in Table 4. Accuracy is the ratio of MAE to the full-
scale of measurement domain. In polar coordinate system, MAE of polar radius and polar angle are 0.0263mm and 
0.0298 rad respectively. In Cartesian coordinate system, MAE is 0.0302mm in x direction, and it is 0.0271mm in y 
direction. The measurement accuracy is as high as 99.25%. It proves that the proposed approach makes excellent 
performance for a single particle position measurement. 
Table 4. Measurement performance 
Indicator 
Polar coordinates system Cartesian coordinate system 
𝑟 𝜃  𝑥 𝑦 
MAE 0.0263 mm 0.0298 rad  0.0302 mm 0.0271mm 
Accuracy 98.69% 99.53%  99.25% 99.32% 
4.2 Measurement performance comparison 
To demonstrate the proposed approach’s advantages, position measurement performance comparison is conducted 
between our method and EIT. An 8-electrode EIT sensor is used for imaging. Position of the single particle is calculated 
according to EIT reconstruction images by image processing methods. Simulation models with the single particle in 100 
different positions are available for comparison. MAE_X, MAE_Y, Electrode, Excitation and Measurement are five 
indicators to illustrate comparison results. MAE_X is the Mean Absolute Error in x direction, MAE_Y is the Mean 
Absolute Error in y direction, Electrode indicates the number of electrodes, Excitation indicates the excitation times, 
Measurement is the measuring times. As shown in Table 5, the proposed approach gets a better measuring performance 
than EIT using only 4 electrodes with 4 excitations and 4 measurements. It has more simple structure, less measurement 
time and more accurate measurement results than EIT. It is predictable that the proposed approach would present much 
superiority in measuring accuracy when the particle is in small size. 
Table 5. Measurement performance comparison  
Indicator MAE_X MAE_Y Electrode Excitation Measurement 
EIT 0.0545 mm 0.0428 mm 8 8 20 
The proposed approach 0.0302 mm 0.0271 mm 4 4 4 
4.3 Discussion 
Some important points should be noted in application. Firstly, electrical field is a soft field, the solution in the 
measurement domain is not completely isotropic, so there is a slight difference in each measurement. When using the 
proposed approach, the greater the difference in conductivity between the solution and the particle, the better. Secondly, a 
set of frequencies are selected for measurement, low and high frequencies are needed to be avoid. Because when 
measurement is conducted at low frequency, the impedance may be too large to be out of the impedance analyzer’s range, 
the measurement results are untrusted. Similarly, at high frequency, the impedance change caused by position is very small 
and may not be measured. Several frequencies are enough for measurement. Thirdly, in real application, data acquisition 
rate should match with the velocity of flow, the dynamic effect of the particle should be considered. Moreover, higher 
machining accuracy of electrodes is required. Due to the existence of measurement error of the system, measuring accuracy 
is lower than simulation.  
The highlight of this paper is describing the relationship between the single particle’s position and the measured 
impedances by a set of nonlinear equations and finding accurate analytical solution by machine methods. Getting the 
impedances from position is forward problem, while calculating the precise position of particle according to the measured 
electrical impedances is inverse problem. The inverse problem is always hard, while it is tackled by trained a SVR model 
in this paper. The proposed approach could be generalized to non-circle shape inclusions, such as polygon, ellipse and so 
on. Different from circle targets, the direction of non-circle inclusion has an effect on the measured impedances. Thus 
relationship between the direction of non-circle targets and the measured impedances should be studied further. Machine 
learning methods are also suitable to find the accurate analytical solution of the non-circle target’s position. 
5 Conclusions 
In this paper, a novel position measurement approach for a single particle in a channel using EIS with two pairs of 
electrodes is proposed. In our work, relationship between the single particle’s position and the measured impedances is 
described by a set of nonlinear equations. Machine learning methods is innovatively used to tackle the inverse problem to 
find accurate analytical solution of the single particle’s position. The proposed approach makes excellent performance for 
position estimation of a single particle, the measurement accuracy is as high as 99.25%. Comparing with EIT, MAE in x 
direction is improved from 0.0545 mm to 0.0302mm, and MAE in y direction is improved from 0.0428 mm to 0.0271 
mm. 
In general, the proposed approach has achieved good performance in position estimation of a single particle. For 
future research, more works could be done to improve measurement performance. Two aspects of future study are 
discussed as follows: (1) A trained SVR model is introduced to tackle the inverse problem of position tracking in this 
paper. However, the machine learning model, feature selection and training strategy have great effects on measurement 
accuracy. Future study on more appropriate models, features and training strategy are needed to improve measurement 
accuracy. (2) The proposed approach could be generalized to non-circle shape inclusions, such as polygon, ellipse and so 
on. The generalization methods are required to be further studied. Direction of non-circle inclusion has an effect on the 
measured impedances. Thus relationship between the direction of non-circle targets and the measured impedances should 
be studied further.  
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7 Appendix 
Numerical simulation is conducted by COMSOL Multiphysics. Programs in Matlab language about simulation 
implementation is attached as the supplementary material. In addition, 25000 samples with different excitation frequencies 
and particle positions are used for training and testing. The detailed assignment of the samples is attached as the 
supplementary material. 
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