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Abstract— The approach currently being taken by ETSI 
(BSM) in defining future open standards for network 
management architecture for IP-based broadband multimedia 
satellite systems is described. This work has recently begun 
and the final objective is to arrive at a consensus for an 
architecture which meets the requirements of compatibility 
and interworking with external networks (e.g. within the NGN) 
and is flexible enough to meet different operators needs. 
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I.  INTRODUCTION 
Network management systems (or Operational Support 
Systems, OSS, as they are often termed) for broadband 
satellite multimedia (BSM) systems may be chosen to be 
similar in many ways to that of terrestrial networks [1]. 
However there are important differences in emphasis, for 
example in that the management traffic overhead across a 
satellite system should be minimised. Also the scalability of 
satellite networks interconnecting potentially many terminals 
must be considered. Furthermore, integrated management of 
satellite and terrestrial IP networks has not been widely 
implemented and a standardised approach is considered 
necessary to meet end-to-end service guarantees (QoS). 
Operational satellite networks today rarely implement 
sophisticated network management as the network services 
provided are usually limited in scope (e.g. no QoS etc.) and 
are often contained within the satellite system and its direct 
users. SNMP is used in most cases mainly for simple 
network monitoring. 
As telecoms networks become predominantly IP-based 
(and specifically the BSM), their management needs 
becomes more closely aligned with that of enterprise 
networks in which there are also powerful interests. The 
needs of OSS’s today tend towards maximizing cost 
effectiveness and service flexibility, not only for basic 
network monitoring but also for configuration and extending 
to service management in all forms. There are currently, 
therefore, several approaches to defining or standardising 
network management architectures, e.g.: 
 The SNMP architecture defined by the IETF [2][1]. 
 The TMN (Telecommunications Management 
Network) [3] defined by the ITU and ISO, and based 
on the CMIP protocol and CMIS architecture. 
 The NGOSS (Next Generation Operations Support 
System) [4], OSS/J (OSS through Java Initiative) 
and eTOM (Enhanced Telecom Operations Map) 
defined by the Telecommunications Management 
Forum (TMF)  
 the Object Management Architecture (OMA) based 
on CORBA from the Object Management Group 
(OMG) 
 The CIM (Common Information Model) [5] and 
WBEM (Web-Based Enterprise Management) 
defined by the Distributed Management Task Force 
(DMTF) 
 The NGN Operations Support Systems Architecture 
defined by ETSI TISPAN [7] 
The approach to BSM management will take into account 
as many of the above approaches as possible, focussing on 
those in use today and on the most likely candidates for the 
future. 
Of the above approaches, SNMP was designed to 
minimize CPU power, but is suitable only for relatively 
simple tasks, like fault management and read-only type 
operations, e.g. to obtain the current configuration and to 
retrieve performance data. SNMP is by far the most common 
technology in use for satellite networks and a specific MIB is 
being submitted to standardisation [9]. Although designed 
for IP networks, SNMP has many disadvantages in today’s 
OSS environments such as that it:  
 does not scale well due to reliance on polling, which 
generates redundant traffic even in the absence of 
faults or alarms 
 has a limited instruction set and is not suited to 
management above element layer. 
 uses UDP, the unreliability of which is a factor 
especially for network configuration 
 is not object-orientated and does not suit distributed 
managers and agents. 
The TMN/CMIP manager-agent protocol paradigm has 
proven too complicated and expensive for most applications 
(even if the overall TMN requirements e.g. FCAPS are still 
valid).  
         
The WBEM (Web-Based Enterprise Management) 
standard has not yet “taken off” even if the CIM is 
implemented on Windows platforms (amongst others).  
The TMF’s efforts on NGOSS seem promising. The next 
steps are to agree on the “Shared Information Model” and to 
implement a process engine.  
In spite of the efforts over recent years in defining the 
above approaches, there is still no universally accepted 
solution for integrated network management, but typically a 
collection of separate complementary solutions is employed 
depending on their strengths (e.g. SNMP for network 
monitoring, NETCONF [10] for configuration, and vendor-
specific solutions for large-scale network monitoring e.g. 
traffic engineering and data collection). 
II. BMS OSS REQUIREMENST 
Network Management should be seen as a means of 
enabling operators to configure their networks easily, quickly 
and cost-effectively, in order to provide users with flexible 
and efficient services which can be adapted to their needs in 
the latest service environments. There are different operators 
involved in a satellite network who may have different 
requirements; for example the satellite system operator needs 
only to monitor and configure the physical layer transmission 
and performance parameters across the system, but a network 
operator or service provider needs to manage the higher layer 
services (including accounting etc.) across their domain or 
even across the whole network. The interfaces to other 
operators’ managements systems is a critical area and one 
which is not easily solved. The TMN has defined X and Q 
interfaces for this purpose but these are rarely implemented 
today. 
The fundamental parameters targeted by the OSS are still 
those described by the TMN FCAPS model (fault 
monitoring, configuration, accounting, performance, 
security).  For service providers the eTOM model of the 
TMF is more appropriate for describing and classifying the 
required business processes orientated towards NGN 
networks. 
III. BSM NETWORK AND MANAGED ELEMENTS  
The physical BSM network consists of many Satellite 
Terminals (ST’s) providing access to end-users’ networks. 
The satellite connects the ST’s either to a Hub Station 
connected to the core network or to other ST’s directly. In a 
typical configuration a Network Control Centre (NCC) is 
responsible for signalling (control plane) coordination tasks 
across the BSM, whilst a Network Manager (NMC) is the 
centralised management entity which may also interface to 
the outside world. Several application servers may also be 
associated with the BSM for specific roles. The general 
relationships between managed elements and their 
management interfaces are shown in 
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Figure 1. 
Depending on the scope and relationship between 
satellite, BSM and network operators and service providers, 
the management interfaces at a higher level may be more 
complex than those shown in 
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Figure 1: BSM Managed Elements and interfaces 
IV. OPERATIONAL SCENARIO 
An example of an operational scenario for a distributed 
enterprise office (or LAN interconnect) is shown in figure 2, 
in order to illustrate the physical and functional architecture, 
and the interfaces considered. In this case remote office 
LANs are integrated into the same enterprise network by 
means of a BSM system, using VPN links for example. The 
different management message flows are indicated by the 
appropriate arrows. 
In this scenario the remote LAN’s which each have their 
local network manager (NM) are autonomous and of equal 
         
status in terms of management hierarchy. Therefore the 
NM’s communicate at a peer level with the BSM NMC, but 
one of these (or a network-level manager) must be nominated 
as the master for the integrated network.  Also the service 
required by the end user is managed externally to the LAN’s 
assuming that services are provided externally to the 
network. 
Figure 2: Distributed Enterprise Office Scenario 
The above scenario is not easily managed by SNMP 
alone, owing to its limitations for hierarchical management. 
Therefore other, more flexible, management architectures  
may need to be invoked, or SNMP adapted. 
The generalised integrated network management scenario 
can be represented as in Figure 3, where the BSM would be 
one of the “local” networks (or domains). Here the user’s 
main management interface is with the integrating service 
provider, but he may have another similar interface with his 
local network for some parameters. The network domains 
typically intercommunicate via signalling (control plane), as 
they usually do not wish to share management data, which 
can only be passed to the service provider. 
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Figure 3: Integrated network management architecture 
 
V. BSM OSS FUNCTIONAL ARCHITECTURE 
The network management system forms a network of its 
own for interconnecting the management elements of the 
underlying telecommunications network, but it is logically 
independent of the latter (i.e. except for the sharing of 
physical resources). 
 There is a range of potential solutions for BSM network 
management architectures (e.g. centralised or distributed) 
which offer different advantages and disadvantages. In 
today’s service-oriented, flexible networking environment, 
operators also need to be able to offer a range of capabilities 
to their customers, and to manage their networks 
accordingly, which affects the choice of architecture.  
Network Management Architectures are sometimes 
broken down into four component models: 
a) An information model e.g. SMI, CIM (the way in 
which information is represented; object-oriented 
etc.) 
b) Communication model e.g. SNMP, CMIP, http (i.e. 
protocol) 
c) Organisational model e.g. centralised, distributed, 
and the way in which agents and managers 
communicate  
d) Functional model e.g. the FCAPS functions or 
eTOM (which are almost universally accepted as 
models). 
The choice of each of these elements to meet the 
operational requirements will determine the type of 
architecture. The trade–off is generally between simplicity of 
implementation and flexibility of functionality. As more 
abstract notions of data representation, and of mobility of 
organisation and communication between the management 
entities, are introduced then the more powerful can be the 
solution to meet different and changing objectives. 
The definitive BSM OSS functional architecture is 
currently under study with stakeholders, and inputs are being 
requested. A common feature is that network elements are 
often SNMP enabled, particularly for legacy equipment. The 
traditional satellite management entity (NMC/NCC) also 
manages the network using SNMP communications with the 
network elements. It is important, therefore, that 
compatibility with legacy elements is taken into account in 
any new management system. 
Of the other proposed and existing network management 
approaches, they are either too complex and expensive, or 
have not been widely adopted in practice due to other 
difficulties as indicated above. There is thus no strong 
candidate for the BSM among these approaches. 
An evolutionary solution is favoured whereby existing 
satellite systems can be upgraded to current standards with 
minimum investment., and new satellite systems can also be 
introduced to the same standard with compatible 
management interfaces.  
Newer network elements are trending towards web-based 
interfaces in addition to, or in place of, SNMP, and using 
XML as the script to allow flexible data representation and 
control of elements.  
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A progressive OSS solution would be for the manager to 
present a Web-based interface to the user (operator) 
incorporating all the flexible visual and functional features 
that such an application can provide. Where possible, the http 
protocol (or https for security) would be used over an IP 
network (e.g. in-band with the user plane data) between 
network elements and the network manager (NM).  
Abstracted, or object-oriented, databases should ideally 
be a feature of the management data storage description. 
Nevertheless SNMP legacy aspects could be handled in 
different ways: 
1. The elements incorporate management gateways 
between their SNMP MIBs and the XML scripts sent 
to the NM via http(s) 
2. The NM handles both SNMP as well as http 
protocols to the network elements and presents 
results in a common format 
3. The NMC alone handles SNMP messaging towards 
legacy elements and the NM interrogates the NMC 
for this data whilst using http directly with any 
elements which have this capability. 
These simple ideas are discussed below. 
VI. EXAMPLES OF BSM MANAGEMENT ARCHITECTURES 
Based on the above principles, a series of basic but 
evolutionary architectures can be proposed, starting from 
SNMP. These address internal management within the BSM 
domain. External management interfaces need further work. 
A. SNMP-based 
The traditional SNMP OSS is represented by a 
centralized manager containing an SNMP manager and 
dedicated management application for presentation of data. 
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Figure 4: SNMP architecture 
The minimum adaptation of the SNMP architecture to the 
BSM case would be to introduce a BSM-specific MIB, 
which could be a generalised and extended form of the DVB-
RCS MIB. 
B. Browser-Based Management 
Here operators use their Web browser as a single 
interface to all management tasks, and the SNMP-based 
management platform becomes an external http-SNMP 
gateway (operating in either loosely or tightly coupled 
modes). The network element is assumed to be SNMP-only 
and needs no modification. 
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Figure 5: Browser-Based Management architecture 
C. Dual http/IP management 
In this case SNMP, http and IP (for ICMP, RSVP etc ) 
interfaces and protocols may be accessed directly on network 
elements and the application Web browser interface includes 
http and IP management protocols. 
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Figure 6: Dual http/IP management architecture 
D. HTTP-based Management 
In this case the element interface is only via http, and 
Agents include an http server and gateway to SNMP etc. 
which implies modified or updated elements, whilst the 
manager is simplified.  
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Figure 7:  HTTP-based Management architecture 
 
         
VII. CONCLUSION 
The status of current work in ETSI on the standardisation 
of management architecture for BSM systems has been 
described. 
The ultimate aim would be to define a BSM OSS with 
full flexibility for future service introduction and with the 
capability of integration within a hierarchical network and 
service management architecture. However given the lack of 
complete, stable or cost-effective technologies available to 
meet this ultimate goal, a set of evolutionary solutions is 
initially being developed which allow today’s existing 
SNMP and Web/XML technologies to be combined in 
flexible and complementary ways. 
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