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Factor analysis came into being around 1900 in the field of 
psychology to explain theories of human ability. Seve ral methods of 
factor analysis exist; but according to Harman (1967) principal 
component factor analysis is unique in the mathematical sense, there-
fore, quite often the pref erred method. The centroid method is 
computationally easier, and it gives close approximations to t he principal 
component method on some data sets . An example of this is shown in 
Appendixes Band F by comparison. 
Factor analysis is being used in many fields. A few of th e 
fields are sociology, meteorology, political science, medicine, geography, 
business, economics, ecology, soil science, and geology. The following 
are three specific exampl e s . 
In meteorology, White (1958) found that fa ctor analysis could 
reduce considerably the number of variables in his study of sea-level 
pressure forecasting. In this st udy , there were 42 original variable s. 
With 5, 10, and 20 underl ying variables, White was able t o account for 
75.51, 90. 79, and 97.37 per cent of the original variance, respectively. 
In ecology, Orlo ci (1966) found that factor analysis could be 
used to reduce the numbe r. of variables in his study of vegetation on 
Newborough Warren, Angles ey. In th is study, there were 101 original 
variables. With three underlying -.variables, Orloci was able to account 
for 43.98 per cent of the original variance. 
In the study by White names were not given for the new 
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variables that were found; whereas in the study by Orloci, meaningful 
names were obtained for the fir-st three factors. Jus.t· because a factor 
accounts for a large portion of the variance does not imply that meaning­
ful names may be readily applied to- these factors. 
In soil science, Lombard (1965) found that factor analysis could 
be used in his study of citrus irrigations to reduce the number of 
variables from 12 to 3. These three underlying variables accounted for 
99.5 per cent of the variance. Meaningful names were obtained for the 
three underlying variables. lf meaningful names cannot be obtained for 
the roots or new variables, then factor analysis is not of much value 
as a statistical tool. 
Many different programs have been .written to·perform factor 
analysis. A few of the existing programs are those by Cooley and 
Lohnes (1962), Horst (1965)-, Hurst (n.d., d), in the System/360 
Scientific Subroutine Package (1968), and Veldman (1967). 
This report contains program write-ups and listings for three 
computer programs, one for principal component factor analysis, 
one for factor analysis transformation, and another for the centroid 
method factor analysis. 
The Principal Component Factor Analysis program will handle up 
to 50 variables. The Factor Analysis Transformation program will handle 
up to 50 variables and 15 factors. The Centroid Method Factor Analysis 
program will handle up· to .60 variables·. These programs will all run 
on a 65K byte IBM 360/44 with FORTRAN IV. A card reader, card punch, 
printer, and one disk or tape are needed. 
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MATHEMATICS OF PRINCIPAL COMPONENT FACTOR ANALYSIS 
Much of the material given in this section is from Cooley and 
Lohnes (1962). 
The major task of principal .component factor analysis is to 
determine an axis in a m�dimensional space, such that the variance is a 
maximum; then a second .axis, orthogonal to the first, which accounts for 
as much of the remaining variance as possible; a third axis, orthogonal 
to the first two; etc. 
The following set (from Cooley and Lohnes (1962) of m homogeneous 
equations must be solved to obtain the desired result. 
(1- A.) 1, 
(1-A.) 1, 
(1-A.) 1, 














(R - A,l)v. = 0, i = 1,2, ... , m; where 1, 1, 
I is an identity matrix, 0 is a null vector, and R is the correlation 
matrix. There are m nontrivial solutions; each V. representing the 1, 
coefficients (transformation vector) for converting the m test scores 
(1 -\. ) 
1,, 
4 
to one of the new, uncorrelated factor scores. 
The determinant Df R-Al is zero for the nontrivial solutions. 
For a given root A., the corresponding vector v. can be obtained by 
& & 
substituting the A, in.the above set of·equations and solving for v ..
& & 






When this condition is imposed the variance of each set of factor 
scores is A
i
. The vector v
1 
produces the· factor scores of maximum 
variance, the variance being the value of the largest latent root A
1
. 
The sum of the roots is equal to the trace of R. A trace is the sum of 
the diagonal elements of a matrix. The trace of R is the total 
variance to be accounted for •. Therefore, a root divided by the trace 
of R gives the proportion of the variance accounted for by that factor 
or root. 
The model for principal component factor analysis is: 
z . = (j = 1, 2, ... ,m) , 
where each of the m observed variables is described linearly in terms 




, ... , F , and the a. 's are them Jm 
component coefficients. Each component makes a maximum contribution to 
the sum of the variances of the m variables. In practice the above model 















+ Residual (j = 1,2, ... ,n.::_m)
where each of the m observed variables is described linearly in terms 




, ... , F
n 
plus a residual to
account for the remaining . .variance. 
At this point an.example will be given to help show what factor 




represent two variables, such as
J 
a. 1F1 + a. 2F2 + ... + a . F J J Jm m 
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income and prestige rating of occupation. In this model, individuals 





likely an ellipse would suggest. the generaL.outline for a bivariate 




exhibit a high positive correlation. The object is to produce a com-
posite score measuring what these variables have in common, and producing 
a maximum variance among individuals. This would be accomplished by 
projecting all of the points perpendicularly onto the principal or longer 
axis (F1) of the ellipse. This is principal component factor analysis. 
The principal axis defines the basic dimension the variables are 
measuring in common. Note that the .principal axis is different than the 
regression lines, as indicated .by the regression coefficients b and 
z l z 2 
b in the diagram. The second axis (F
2





to the principal axis. If a third variable were introduced, the graph 
would be of an ellipsoid. The addition of more variables or dimensions 
would produce a hyperellipsoid. 
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After the roots are obtained many times an analytical 
rotation is obtained. Several types of analytical rotations have been 
proposed, but the most practical, according to Horst (1965, p. 420), 
is the varimax rotation. The reason for a rotation is to obtain what is 
called a simple structure. Thurs tone's· .criteria for a· simple structure 
is given here as obtained from Cooley and Lohnes (1962, p. 161). 
(1) Each row of the factor matrix should have
at least one zero.
(2) If there are m common factors, each column
of the factor matrix should have at least
m zeros. 
(3) For every pair of columns of the factor matrix,
there should be several variables whose entries
vanish in one column but not in the other.
(4) For every pair of columns of the factor matrix,
a large proportion of the variables should have
vanishing entries in both columns·when there
are four or more.factors.
(5) For every pair of columns of the factor matrix,
there should be only a small number of variables
with nonvanishing entries in both columns.
The idea of the rotation is to help in finding fundamental and meaning­
ful dimensions of a set of variables. 
The varimax .rotation is a simple linear transformation from 
the principal component axes used .as reference axes to another set of 
axes. The mathematical equation .for the varimax criterion is as follows: 





where b .. is the new factor loading .for the variable i on factor j; 
1.,J 
i = 1,2, ... ' m,
2 2 
and j = 1, 2 , ... , n < m, also 'i,b . . = h . . 
• 1.,J 1.-
After 
rotation to the maximum of V, each row of each vector of the resulting 
\ {[ 2 2 2 2 2 2 0 2 l mr. (b . . / h . · ) - (b . . / h . ) ] m } = i &J & &J & 
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2 
factor matrix is multiplied by the square root of Ib .. . 
i 1,J
For a graphical illustration assume two.vectors, say U and W, in 













.are rotated to the positions v
1 
In the Factor Analysis Transformation program the mathematical 





x .. - x. . 
1 2 
. 
_-i .... J___ -i_, -i = , , ••• ,m; J = 
s. 
1, 
1,2, ... , n<m.
where a .. is .th value in the .th vector, x .. represents an original 
1,J 1, J 1,J 
data point, x. is the average value of the .th original variable, and s. 
1, 1, 1, 
is the sample standard deviation of the .th· original variable. The new 
1, 
variable F. has a mean of zero and variance equal to the root from 
J 
which the a .. was obtained. Any two F.' s are orthogonal or their 
1,J J 
correlation is zero. 
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PRINCIPAL COMPONENT FACTOR ANALYSIS 
Description 
This program, by Hurst (n.d., d), computes a principal 
component factor analysis followed by a varimax rotation. The successive 
roots and vectors are computed by the exhaustion method. The exhaustion 
method uses an iterative or power procedure followed by removing the 
root and vector from the original matrix. These two steps are 
repetitively applied until the size of the root drops below a minimum 
value or until the desired number of roots have been obtained. 
The program gives: the mean and standard deviation for each 
variable; the correlation matrix; the latent roots and loadings/vectors; 
the residual correlation matrix; the reproduced correlation matrix; the 
square roots of the computed communalities; and the varimax rotated roots 
and loadings/vectors. 
The program is written in FORTRAN IV. It requires: one input 
unit (logical unit 5), .normally a card reader; two output units (logical 
units 6 and 7), normally a printer and a card punch, respectively; and 
one intermediate work tape or disk (logical unit 2). If available, a 




The methods are those described by Cooley and Lohnes (1962) 
in chapters eight and nine. 
The program is written as two sections or overlays. The first 
section computes the basic matrices and calls subroutine ROOTS which 
determines the roots and removes them successively. The second section 
has been modified from a program written by Teeples (1963). It per­
forms the varimax rotation and computes the rotated loadings. All real 
computations are in double precision. Instructions are provided to 
make the changes to single precision. 
Input 
The input consists of a control card, a test criteria card, a 
data format specification, a set of assumed means or constants, and 
the data cards. 
Control card 
(5 IS, lSX, 10A4) 
Columns 









( 0- 3) , 
Description 
Number of variables. 
Maximum number of roocs wanted. 
Number of cards to contain format. 
Number of observations. 
Type of output wanted. 

















l=standard loadings punched 
2=varimax loadings punched 




Number of iterations before 
checking for oscillation. 
Delta number of iterations 
after revising test. 
Upper limit on maximum number 
of iterations to be taken. 
Average absolute deviation 
between iterations. 
Minimum value of root to continue 
root finding. 
The number of iterations required by the power procedure to 
develop a root is dependent upon the size of the matrix and how much 
separation there is between roots. A root that is very close to the 
one just smaller than itself may require a large number of iterations. 
The power procedure may reach a point at which no further convergence 
is possible. In the latter case, the internal test criterion or average 
11 
deviation may oscillate. 
Hard and fast values are difficult to specify for·different 
test criteria. .The values; given above .have been fairly satisfactory on 
a series of problems. The maximum number .of· iterations may not be 
large enough, particularly, if two roots .are very close· or the matrix 
is very large in size. The minimum root size criteria allows the pro­
gram to continue root finding·untii-a root·drops below the specified 
value. Once the maximum number-of factors wanted have been found, the 
program will stop regardless of the root size. Experience to this 
point indicates that very few.situations.will warrant more than five 
roots or roots smaller than one. 
Format description 
(20A4) 
The data format.must begin with a left parenthesis in column 
one. The data format may consist of only wX, Fw.d, kFw.d, Ew.d, 
kEw.d, or/ specifications. The-format closes with a right parenthesis. 
Constants cards 
(5El5. 8) 
There should be one constant for each variable. Most 
statisticians will recognize this. as.a use of an assumed mean. These 
constants should not contain mor.e digits· than the original variables. 
The primary purpose is to gain faster running. times and better com­




The data cards must be compatible with a FORTRAN READ statement. 
No multiple punched columns ar.e permitted, only numeric codes. Negative 
signs are recorded as an eleven· punch preceding the·most significant 
digit of the field. 
Output 
Most of the output is self-explanatory; however, the following 
information will be helpful. The first line is the control card, the 
second line is the test criteria card, and the third line is the format 
card. Then follows the constants or means cards. These cards are 
printed out as a check to see if the information has been recorded 
correctly. Following these cards will be: means and standard 
deviations; correlation matrix; intermediate steps· in the calculation 
of a root; the root; vector or loadings; the last three are repeated 
until all the desired roots are.obtained or the root drops below a 
minimum size; residual matrix; reproduced correlation matrix; Chi­
square with degrees of freedom; square roots of communalities; and 
rotated roots and vectors. 
If desired the vectors spoken.of may be punched on cards to be 
used as input for the Factor Analysis Transformation program. 
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FACTOR ANALYSIS TRANSFORMATION 
Desc1;iption 
This program, by Hurst (n. d. , b), computes new· variables by 
the use of the vector output of the Principal-Component·Factor 
Analysis program., along with.the original data. These new variables 
are created to be used:as.input for a MDC (Multivariate Data Collection) 
program by Hurst (n.d., c). 
The program is written in FORTRAN IV. It requires one input 
unit (logical unit 5)� two:output units (logical units 6 and 7), and 
one intermediate work tape or disk (logical unit 2). If available, 
a disk is faster than tape. The DIMENSION statement·is set for 50 
variables and 15 factors. 
Methodology 
The original data.is first standardized by subtracting the 
average and dividing by the: standard deviation of each variable. Each 
standardized variable from each observation is multiplied by the 
appropriate value of the.vector from the Principal Component Factor 
Analysis program and the values.are summed to form the new variable. 
As many new variables are:.obtained as vectors punched in the above 
mentioned program, as wanted. 
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Input 
The input. consists of a control card, a data format 
specification, a set.of assumed means or constants, the data cards, 





( 4- 5) (1-50), 
( 9-10) (1-15), 






from the Principal Component Factor Analysis 
Description 
Number of variables. 
Number· of factors. 
Number of cards to contain format. 
Number of observations. 
Skipped. 
Descriptive information. 
The data format must begin with a left parenthesis in column 
one. The data format may consist of.only wX, Fw.d, kFw.d, Ew.d, 
kEw.d, or/ specifications. The format closes·with a right parenthesis. 
This format should be the same as the one used for the Principal Com­
ponent Factor Analysis program. 
Constants cards 
(5El5.7) 
There should be one constant for each variable. These constants 
should not contain more digits than the·original·variables. If this 
option is not desired, use constants of 0.0. 
15 
Data.cards 
The data cards must be compatible with a FORTRAN·READ statement. 
No multiple punched columns are: permitted·,: only· numeric· codes. Negative 
signs are recorded as an eleven. punch.preceding the·most significant 
digit of the field. 
Vector cards 
(5X,El5. 7) 
These cards are. used exactly as obtained· from the Principal 
Component Factor Analysis·program. 
Output 
The first line in the output is the control card, the second 
line is the format card. Then follows the constants or means cards. 
These cards are printed out as a check to see if the information has 
been recorded correctly. Following these cards will be the new 
variables which will be both punched and printed. The new variables 
are on the following format (15, 7El0.4/(5X,7El0.4)). The 15 field is 
for a sequence number on the new.variable cards that are punched, 
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CENTROID.METHOD FACTOR ANALYSIS 
Description 
This program. computes a centroid method· factor analysis. The 
successive roots and vectors are extracted one at a time, the first 
coming from the original correlation matrix, the·rest coming from the 
successive residual matrices. Roots are extracted until the root size 
drops below a minimum value determined. by the·person using the program. 
According to Horst (1965), the centroid method gives rough 
approximations to other methods of factor analysis. Most of the time 
the approximations are very close, but the�computational time required 
is usually considerably less. 
The program gives: the mean and standard deviation for each 
variable; the correlation matrix; the latent roots and loadings/vectors; 
and the residual matrix. 
The program is written: in FORTRAN IV. It requires one input 
unit (logical unit 5), and one�output unit (logical unit 6). The 
DIMENSION statement is set for 60:variables. 
Methodology 
The methods are those described:by·Horst (1965, p. 114), and 
Hurst (n.d., a). 
After obtaining the correlation matrix the major part of the 
computational procedures consist of a solution for a sign vector 
corresponding to the factor loading·vectors. 
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The sign .. vector.is found-by.starting·with· a·vector of ones. 
The· elements of each row of the correlation.or· residual·matrix are 
added except for the diagonal.element. If all row totals are positive, 
the sign vector has been. found;;if.not, the element that is· largest in 
absolute value is found. Go to the row which· corresponds to the element 
largest in absolute: value, multiply this row· ("except for the· diagonal 
element) by two (positive two:if the corresponding sign·in the ones 
vector was negative, and negative two otherwise). Then add these 
values to the respective row totals obtained before. Change sign of 
the element in the vector of ones corresponding· to the element largest 
in absolute value. If the formed row totals agree in sign with the 
vector of ones the sign vector has been found. If not go through the 
same procedure again and· again. until the signs do agree. Once the 
signs agree add the diagonal elements to the row totals. Next find 
the sum of the absolute:values of the row totals. Find the reciprocal 
square root of the value.obtained. Multiply each of the row totals by 
this last value. This gives the loading vector. The root is obtained 
by squaring each of the. elements in the loading vector and summing. If 
the root is above the desired minimum value another residual matrix is 
found, and the process repeated. All real computations are in double 
precision. Instructions are provided to make changes·to single precision. 
The input consists of a control card, a data format specification, 

















Number of variables. 
Number of cards to contain format. 
Number·of observations. 




The data format must begin with.a left·parenthesis in column 
one. The data format may,consist of only wX, Fw.d, kFw.d, kEw.d, or/ 
specifications. There should be one E or F specification for each 
variable. The format closes with a right parenthesis. 
Constants cards 
(5E15.8) 
There should be one constant for each:variable. Most 
statisticians will recognize this as a use· of an assumed mean. These 
constants should not contain more.digits than the original variables. 
The primary purpose is to gain faster running times and better com­
putational accuracy. If this option is not· desired, use constants of 
o.o.
Data cards 
The data cards must. be.compatible.with a FORTRAN READ statement. 
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No multiple punched columns.are permitted, only numeric codes. 
Negative signs are recorded. as an .. eleven punch:preceding the:most 
significant digit of the: field. 
Output 
Most of the output is self-explanatory; however� the· following 
information will be helpful. The first line is the control card, and 
the second line is the format card. Then follows the constants or 
means cards. These cards are printed out as a check to see if the 
information has been recorded correctly. Following these cards will 
be: means and standard deviations; correlation matrix; a root; a 
vector or loadings; the last two are repeated until the root drops 
below a minimum size; and the residual matrix. 
20 
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A Listing of Prin�ipal Comp0nent Factor Analysis Program 
C PRINCIPAL COMPONENTS FACTOR ANALYSIS 
C REX L. HURST 
C UTAH STATE UNLVERSITY, LOGAN,UTAH 84321 
C MODIFIED FOR OOUBLE PRECISLON ANO 
C SYSTEM 360 BY HERBERT H. JOLLIFF 
C NX NUMBER OF VARIABLES 
C NR = MAXIMUM NUMBER OF ROOTS WANTED 
C NC = NUMBER OF CARDS TO CCNTAIN FORMAT I l OR 2 l 
C NOBS = NUMBER OF OBSERVATIONS 
C IZY l MEANS PUNCH STIINCARO LOADINGS 
C IZY = 2 MEANS PUNCH VARIMAX LOADINGS 
C IZY = 3 MEANS PUNCH BCTH 
C NTEST NUMBER OF ITERATIONS BEFORE 
C CHECKING FOR OSCILLATION 
C NTO = DELTA NUMBER OF ITERATIONS AFTER REVISING TEST 
C NLIM = UPPER LIMIT ON ITERATIONS TO BE TAKEN 
C TEST = AVERAGE ABSOLUTE DEVIATION BETWEEN ITERATIONS 
C RT = MINIMUM VALUE OF ROOT TO CONTINUE ROOT FINDING 
C FOR SINGLE PRECISION THE FOLLOWING STATEMENT 
C SHOULD BE REMOVED 




COMl'CN NX,L, IZY 
REWIND 2 
READ (5,100) NX,NR,NC,NOBS,IZY,(FMf(ll,l=l,10) 
WRITE (6,101) NX,NR,NC,NOBS,IZY,(FMT(LJ,1=1,10) 
100 FORMAT(515,15X,10A4) 
101 FORl'AT( IHI, 515. lSX, 10A4 l 
NC=NC*20 
READ (5,113) NTEST,NTD,NLil',TEST,RT 
WRITE (6,114) NTEST,NTD,NLIM,TEST,RT 
114 FORMAT(lH ,315,2El5.8) 
113 FORMAT( 315,2El5.8) 
READ (5,102) (FMTIIl,I=l,NCl 
WRITE (6,103) (FMT(Il,I=l,NCl 
103 FORMAT(lH ,20A4) 
102 FORMAT( 20A4) 
READ (5,104) (C((l,1=1,NX) 
WRITE (6,105) (C( 11,I=l,NXl 
105 FORMAT(lH ,5El5.8) 
104 FORMAT( 5El5.8) 
DO l I= 1, NX 
W(IJ=O.O 
DC l J=l,NX 
A(l,Jl=O.O 
DO 2 K =l,NOBS 
READ (5,FMT) (X(Il,I=l,NXI 
DO 3 I=l,NX 
3 X(IJ=X(ll-C(I) 
DC 2 1=1,NX 
W(l)=W(l)+X(l) 
DO 2 J=l,NX 
2 A(l,J)=A(l,J)+X(I l*X(JJ 
WRITE (6,106) 
106 FORMAT(/19H l'EANS ANO ST. DEV.) 
OBS=NOBS 
D F=OBS-1.0 
00 4 l=l,NX 
X(ll=WIIJ/OBS 
DO 5 J= I, NX 
5 A(l,J)=A(l,J)-X(l)*W(JJ 
C FOR SINGLE PRECISION THE D IN DSQRT SHOULD BE 
C OMLTTED IN THE FOLLOWING STATEMENT 
SD=DSQRT(A( 1,Ll/DF) 
AVE=X( I J+C( I l 
WRITE (6,107) 1,AVE,SD 
107 FORMAT(lH ,I5,2El5.8) 
C FOR SINGLE PRECISION THE D IN DSQRT SHOULD BE 
C OMITTED IN THE FOLLOWING STATEMENT 
4 Vlll=DSQRTIAII,Ill 
WR I TE C 6, 108 I 
108 FORMATC/l9H CORRELATION MATRIX)
DO b I=l,NX 
DO 7 J=l,NX 
A( 1,Jl-=A( 1,Jl/(V( l)*V(JJ I 
7 A(J,Il=A(l,Jl 
b WRITE 16.1091 l,IAII,Jl,J=l,NX) 
109 FORMAT( l5,5El5.8/(5X,5El5.8JI 
CALL ROOTS(A,NX,NTEST,NTD,NLIM,NR,RT,TEST,L) 
WRITE (6,1101 
110 FORMAT(/16H RESIDUAL MATRIX l 
DO 8 I=l,NX 
WRITE 16,1091 I,IAII,J),J=I,NXl 
8 VII)=l.0/ AC 1,1) 
WRITE (6,111) 
111 FORMAT(/30H REPRODUCED CORRELATION MATRIX 
DO 9 I=l,NX 
DO 12 J=l,NX 
IF( I-JI 10,11,10 
11 X(Jl=l.O 
GO TO 12 
10 X(Jl=A(J,1)- A(l,JI 
12 CONTINUE 
9 WRITE f6,109) 1,IX(Jl,J=l,NXI 
NMl=NX-1 
CHI=O.Q 
DO 14 l=l,NM[ 
lPONE=I+l 
DO 14 J=IPONE,NX 
14 CHI=CHl+A(I,Jl•AI 1,Jl/lVIIl*V!Jll 
AN=NX 
AM=L-1 
DF=.S*(! AN-AM)*(AN-AMl- AN-AMl 
CHI =CHl*OBS 
WRITE (6,1121 CHl,DF 




C FOR SINGLE PRECISION THE FOLLOWING STATEMENT 















553 FORMAT(4BHl ROOT ITER APPX. ROOT DEV. SUM TEST 
NTEST=NTST 
DO 501 J=l,NX 
501 VtJl=l.O 
502 NK=NK+l 
DO 503 J=l,NX 
W(J)=O.O 
00 503 K=l,NX 
IFCJ-Kl 525,526,526 
526 W(Jl=W(JJ+A(K,J)*V(K) 













R=W( l J 
SUMT=O.O 
DO 504 J=l,NX 
X(Jl=W(J)/R 
FOR SINGLE PRECISION THE D IN DABS SHOULD BE 
OMITTED IN THE FOLLOWING STATEMENT 
SUMT=SUMT+DABS(V(J)-X(J)) 
V(Jl=X(J) 
WRITE (6,550) L,NK,R,SUMT,TEST 













FOR SINGLE PRECISION THE DIN DSQRT SHOULD BE
OMITTED IN THE FOLLOWING STATEMENT 
SUMV=OSQRT(SUMV)
WRITE (6,551) L,R
FORMAT(/7H FACTOR,13,lOH HAS ROOT= ,El5.8//l0H VECTOR IS 
FOR SINGLE PReCISION THE DIN DSQRT SHOULD BE





514 WRLTE (6,552) J,XIJJ 
552 FORMAT( 15,El5.7,55X,15l 
WRITE (2) (X(Jl,J=l,NXl 
DC 513 l=l,NX 
DO 513 J=l,NX 
513 A(L,Jl=A(I�J-,-Xlll*X(Jl 
IF(R-RTl 515,515,517 
517 IF(L-NR) 520,515,515 
520 JF(NX-L) 515,515,516 
516 L=L+l 
GO TO 511 
515 REWIND 2 
RETURN 
ENO 
C VARIMAX MATRIX ROTATION IBM 1620 06.0.094 
C THOMAS C. TEEPLES 
C GEORGE WASHINGTON UNIVERSITY 
C MODIFIED TO ACCEPT FACTA OUTPUT BY 
C REX L. HURST 
C UTAH STATE UNIVERSITY 
C MOOIFLED FOR FORTRAN IV WITH TAPES BY 
C H. WAIN GREENHALGH 
C UTAH STATE UNIVERSITY
C MODIFIED FOR DOUBLE PRECISLON ANO 
C SYSTEM 360 BY HERBERT H. JOLLIFF 
C FOR SINGLE PRECISION THE FOLLOWING STATEMENT 
C SHOULD BE REMOVED 






DO 5 J=l,MAXF 
5 READ 12) (F(J,Il,1=1,MAXT) 
WRITE (6,9) 
DO 103 N=l,MAXT 
COM(N)=O.O 
DO 102 M=l,MAXF 
102 COM(N)= COM(Nl+F(M,Nl**2 
C FOR SINGLE PRECISION THE D IN DSQRT SHOULD BE 
C O�ITTED IN THE FOLLOWING STATEMENT 
COM(Nl=DSQRT(COM(Nll 
WRITE 16,Bl N,COM(Nl 
DO 103 M=l,MAXF 
103 F(M,Nl=FCM,Nl/COM(N) 
8 FORMAT (lH 15,ElS.7) 
9 FORMAT (30HOSQUARE ROOTS OF CO�MUNALITIES) 
L = MAXF - 1 

















DO 12 3 M = 1, L 
K = M + 1 





DO l05 N = 1, MAXT 
U=F(M,N)*FIM,Nl-F(MONE,Nl*F(MONE,N) 
V FIM,Nl * F(MONE,Nl * 2.0 
A = A + U 
B = B + V 
C=C+U*U-V*V 
D = D + U * V * 2.0 
R = MAXT 
QNUM = D - 2.0 * A * B / R 
QDEN=C-(A*A-8*8)/R 
FOR SINGLE PRECISLON THE D IN DABS SHOULD BE 
OMITTED IN THE FOLLOWING STATEMENT 
IF(DABSIONU�)+DABSIQDEN)l 120,120,106 
FOR SINGLE PRECISION THE D IN DABS SHOULD BE 
OMITTED IN THE FO��OWING STATEMENT 
IFIDABSIONUMl-DABS(CDENll 107,114,111 
FOR SINGLE PRECISION fHE D IN DABS SHOULD BE 
OMLTTED IN THE FOLLOWING STATEMENT 
R=OABSIONUM/ODENJ 
!FIR - EPSl 109,108,108
FOR SINGLE PRECISION THE D IN DCOS SHOULD BE
OMLTTED AND THE D LN DTAN SHOULD BE CHANGED
TO A FOR ATAN IN THE FOLLOWING STATEMENT
CS4TH=DCOS(DTAN(Rll 
FOR SINGLE PRECISION THE D IN DSJN SHOULD BE 
OMITTED AND THE D IN DTAN SHOULD BE CHANGED 
TO A FOR ATAN IN THE FOLLOWING STATEMENT
SN4TH=DSIN(DTAN(Rll 
GO TO 115
109 IFIQDEN) 110,120.120 
110 SNPHI = .70710678 
CSPHI = SNPHI 
GO TO 121 
C FOR SINGLE PRECISION THE D IN DABS SHOULD BE 
C OMLTTED IN THB FOiLOWING STATEM8NT 
111 R=DABSCQDEN/QNUMI 
IFIR - EPSI 113,112,112 
C FOR SINGLE PRECISION THE D IN DSQRT SHOULD BE 
C OMLTTED IN THE FOLLOWING STATEMENT 
112 SN4TH=l.O/DSQRT(l.O+R*Rl 
CS4TH = SN4TH * R 
GO TO llS 
113 CS4TH = 0.0 
SN4TH = 1.0 
GO TO 115 
114 CS4TH = .70710678 
SN4TH = CS4TH 
C FOR SINGLE PRECISION THE D IN DSQRT SHOULD BE 
C OMITTED IN THE FOkLOWING STATEMENT 
115 R=DSQRT(ll.O+CS4THl*0.5) 
C FOR SINGLE PRECISION THE D IN OSQRT SHOULD BE 
C OMlTTED IN THE FOLLOWING STATEMENT 
CSTH=DSQRT(ll.O+Rl*0.5l 
SNTH = SN4TH/(4.0 * CSTH * RI 
IFIQDENI 116,117,117 
116 CSPHI =.7071067B*ICSTH+SNTHl 
SNPHI =.70710678*1CSTH-SNTHI 
GO TO 118 
117 CSPHI � CSTH 
SNPHI = SNTH 
118 IFCQNUMI ll9,I2l,12l 
119 SNPHI = - SNPHI 
GO TO 121 
120 NOROT = NOROT + l 
GO TO 123 
121 DO 122 N=l,MAXT 
R = FIM,NI * CSPHI + FIMONE,Nl * SNPHI 
FIMONE,N) = FIMONE,Nl * CSPHI - FIM,N) * SNPHI 
FIM,NI = R 
122 CONTINUE 
123 CONTINUE 
IFINOROT -IMAXF * Ll/21 104,124,104 
124 DO 125 N = 1, MAXT 
DO 125 M = l, MAXF 
125 FIM,Nl = FCM,N) * COMINl 
WRITE 16,128) 
128 FORMATl/26HlROTATED ROOTS AND VECTORS/I 
DO 12 l=l,MAXF 
ROOT=O.O 
DO 13 J=l,MAXT 
13 ROOT=ROOT+F(l,Jl**2 
WRLTE 16,129) !,ROOT 
129 FORMATl/7H FACTOR,13,lOH HAS ROOT= ,ElS.8// 
llOH VECTOR IS I 
DO 12 J=l,MAXT 
IFIIZY.EQ.2.0RJIZY.EQ.31 WRITE17,1311 J, FII,JI 
131 FORMATl15,El5.71 





Input and Output, for. Principal Component; Factor Analysis Sample Problem 
SAMPLE INPUT 
8 3 l 64 3 HURST TEST DATA 
50 5 200 • 5E-O 7 o.o
(29X,F5.2,F5.3,F4.2,F4.0,F4.l,F4.0 9 2F5.2) 
4.0 .22 • 48 45 • 1.5 
30. 3.0 1.0 
27.60-1.5490-2.7036 13.5 6. 4.48 .226 .30 45. 1.0 30. 3.70 2.00 
26.38-1.4067-2.2977 12 .6 6. 4.08 .213 • 42 48. 1.0 38 • 3.88 2.14 
26.60-1.3953-2.0092 12.9 4. 4.34 .209 • 45 32. .8 25 • 3.65 1.79 
24.25-1.3122-2.0401 12.2 6. 4.10 • 206 • 28 50 • .5 22 • 4.04 2.02 
28.42-l.3678-3.0135 13.8 3. 4.38 .235 .10 45. l. 5 25. 2.88 1.63 
29.45-l.6403-2.7637 14.0 3. 4.47 • 244 • 60 62 • 2.0 42 • 3.62 2.08 
27.96-1.3991-2.6813 12.0 3. 4.10 • 229 • 98 38 • 2.0 2-8 • l .98 1.02 
23.0l-1.3658-2.1437 12.3 6. 4.01 • 216 .28 50. .5 25 • 3.83 1.78 
29.55 -.4930 -.3299 13. 7 3. 4.17 .228 • 65 45. 1.0 20 • 3.04 l .64 
34.02 -.8454-1.1705 16.6 2. 4.85 • 210 • 68 32 • 2.5 42 • 2.22 1.24 
29.82 -.9092-1.5678 13.4 4. 3.93 • 211 • 30 35 • 2.2 32 • 2.91 1.20 
26.22-1.0271-1.6800 12 .o 6. 3.93 .220 • 12 60. 1.5 18 • 3.40 1. 73 
32.26 -. 7971 -.6001 16.l 2. 4.58 • 252 • 62 34 • 2.5 42 • 2.21 1.06
27.45 -.8962-1.5684 12.0 4. 3.65 • 196 .58 34 • 1.0 28. 2.10 l .12
24.17 -.8891-1.1726 11.3 5. 3.30 .184 • 38 38. 1.0 25 • 2.21 1.30
25.22-1.0580-l.6608 11.0 6. 3.88 • 199 • 40 12 • 2.0 20 • 3.94 2.12
26.37-I.4585-1.9938 13.2 6. 4.26 • 2I6 .32 48 • • 8 25 • 3.68 1.91 
26.37-1.3968-2.1101 12.0 6. 4.14 • 219 • 20 52 • .0 35 • 3.60 2.07 
26.35-1.5142-2.4285 12.0 4. 4.35 • 2124 • 72 45. .8 28 • 3.53 1.87 
21.70-1�3223-1.9004 10.5 4. 3.50 • 185 .42 40. .0 25 • 3.62 1. 81 
26.26-1.4312-1.4992 12.7 3. 3.78 .212 • 82 42. .0 30 • 3.23 1.78 
29.0l-I.4937-2.3643 13.5 3. 4.22 .235 • 62 60. 1.5 42 • 3.45 1.98 
30.33-t.4069-2.7245 14.B 3. 4. 71 .260 .92 38. 2.5 38. 2.46 1.27 
23.91-1.3468-2.2068 12.5 6. 4.13 .210 • 18 50. 1.0 22. 3.94 2.17 
29.32 -.8325-1.6506 13. 2 4. 4. 18 .232 • 65 42. 1.0 22. 2.66 1.25 
32.18 -.9562-1.5085 15.0 2. 4.72 • 244 .68 36 • 2.2 38. 2.75 1.57 
28.12 -.8668-1.3080 12. 1 5. 3.86 .217 .28 48. 2.5 20. 2.48 1.39 
24.58-1.2859-1.7329 12.5 6. 4.31 • 212 • 00 72 • 1.0 32 • 4.17 2.19 
32.31-1.2612-1.1285 16.3 2. 4.85 • 266 • 68 32 • 2.5 48 • 2.62 1.24 
27.37 -.6585-1.0510 13.4 4. 3.88 .208 .50 41. 1. 5 40. 2.70 1.65 
26.00 -.8447-1.1369 12. l 6. 3.85 .196 • 40 46. 1.5 35 • 3.6<; 2.04 
24.80 -.9793-1. 7613 11.7 5. 3.67 • 186 .30 60 • 2.2 18. 3.76 1.95 
25.27-1.8021-1.7536 12.8 6. 4.45 • 220 • 38 52 • .5 32 • 4.00 1.52 
25.30-1.9127-1.9975 13.4 4. 4.48 • 225 .55 50. 1.0 30 • 2.86 1. 35 
23.30-1.8528-2.2990 12.2 5. 3.89 .zro • 30 45. .8 18 • 3.59 1.56 
21.75-1.7284-1.5141 11.9 6. 4.00 .193 • 10 60. .8 45 • 3.29 1.25 
26.47-2.0517-1.3226 13.4 3. 4.30 .230 • 72 38. l. 0 30 • 2.47 • 94 
26.81-1.8825-l.8951 13.4 3. 4.31 .224 • 62 55. 1.0 22. 2.73 1. 12 
29.08-2.0082-l-5984 14.8 3. 4.92 • 242 .85 32 • 2.2 52. 1.67 .54 
21.92-1.8730-1.5231 12.3 6. 3.88 • 206 .28 58 • .0 25. 3.49 1.42 
31.32 -.9641-1.8949 13.4 3. 4.38 • 239 • 82 35 • 1.0 22 • 2.34 .90 
32.37-1.2743-l.062� 16.0 2. 4.54 • 258 .70 38 • 2.5 42. 1.96 • 76 
27. 30- E. 4 797-1. 0858 12.5 4. 3.87 • 210 • 42 45 • 2.2 25 • 2.15 • 82 
24.05-1.6028-l.4497 12.3 6. 4.53 .210 .22 60. 1.5 30. 3.29 1.25 
33.97-I.4403 -.6069 18.2 1. 5.40 • 288 .78 40 • 2.5 50. 2.25 .67 
28.25-1.1496 -.7266 14.9 3. 3.80 • 219 • 58 35 • 2.5 32. 2.63 .94 
23.88-1.2177-1.4197 11.0 6. 3.49 • I94 .45 40. 2. 0 32. 2.66 .85 
24.98-I.4987-I.4254 12.2 4. 3.64 • 187 • 20 55 • 2.0 22 • 3.08 1.24 
25.37-1.8392-l.5222 13. 1 5. 4.38 .214 • 28 46. .5 28 • 3.97 1.50 
24.95-1.9092-2.1013 13.3 5. 4.25 .232 .25 58. .8 40. 3.19 1.88 
24.05-1.9461-2.2373 12.3 6. 3.96 .204 .60 41. .8 18. 3.43· 1.88 
20.21-E.4993-1.6881 11.0 6. 3.47 .178 • 40 40. .8 25 • 3.0 7 1.20 
27.43-2.0001-l.9986 13. 3 3. 4.43 .240 .70 42. l. 0 20. 2.11 l. 10 
26.40-1.8150-2.2186 12.2 3. 4 .12 .216 .78 50. 1.5 30. 2.23 1.22 
25.65-1.8343-2.0524 12.2 3. 3.89 .212 • 95 38. 2.0 30 • 1. 21 .4t 
21.77-1.9891-2.2985 12 .4 6- 4.l7 .2t6 .25 65. .8 ,30. 4.04 1.56 
29.10-1.0651-1.7620 13.2 3. 4.18 • 226 • 85 35 • 1.5 20 • 2.34 .89 
33.71-1.1776-1.4756 15.0 2. 4.n .246 • 75 26. 2.8 48. 1.96 .76 
29.02-1.4856-1.0780 13.6 5. 4.48 .221 .35 45. 2.0 22. 2.14 .81 
23.70-1.6972 -.1071 11.1 4. 3.66 .205 .50 I!, 8. 1.0 22. 2.90 1.29 
31. 2 7-1. 36 27 -.4290 16.7 2. 4.85 .212 .58 35. 2.5 45. 1.89 .63 
27.30-1.3391-l.7566 13.8 4. 3.69 .203 • 52 32. 2.0 30 • 3.17 l. 33 
22.17-1.1142 -.8349 10.5 3. 3.29 • l 76 .38 52. 2.0 30. 2.58 1.09 
25.01-1.5308-1.4397 12.5 4. 4.05 .202 .18 62. 2.2 22. 3.00 1.23 
SAMPLE OUTPUT 
8 3 64 3 HURST TEST DATA 
50 5 200 0.500000000-07 o.o 
129X,F5.2,F5.3,F4.2,F4.0,F4.l,F4.0,2F5.2l 
Q.400000000 01 0.220000000 oo o.480000000 oo o.4sooooooo 02 o.1sooooooo 01 
0.300000000 02 0.300000000 01 0.100000000 01 
MEANS AND ST. DEV. 
l 0.415281250 01 0.409445880 00 
2 0.220000000.00 0.233244880-0l
3 0.496875000 00 0.230436960 00 
4 0.460156250 02 0.107975480 02 
5 0.149531250 01 0.70360290D 00 
6 0.301406250 02 0.895822260 01 
7 0.297250000 01 0.705819350 00 
8 0.140625000 01 0.461479680 00 
CORRELATION MATRIX 
1 0.100000000 01 o.882462510 00 0.350994720 
0.517291140 00-0.176460020 00-0.170786320 
2 0.100000000 01 0.545311320 oo-o.352021510 
-0.392070230 00-0.300862110 00 
00-0. l 75758130 00 0.205671980 
00
00 o. 382627330 00 0.564967230
3 0.100000000 Ol-0.594543330 00 0.299382260 00 0.279875240 oo-o.650635420 
-0.484398620 00 
4 0.100000000 Ol-0.287481770 00-0.278831450 00 0.591479850 00
5 0.100000000 01 o.403288400 oo-o.584918410 00-0.499115020 oo 
6 0.100000000 Ol-0.297489440 00-0.233778330 00 
7 0.100000000 01 0.869143120 00 
8 0.100000000 01 
ROOT ITER APPX. ROOT DEV. SUM TEST 
l l 0.243341590 01 0.395846180 01 0.500000000-07
1 2 0.234228050 01 0.176529100 01 0.500000000-07
l 21 0.40116772D 01 0.428202130-06 0.500000000-07
l 22 0.401167730 01 0.17090607D-06 0.500000000-07
FACTOR HAS ROOT= 0.401167730 01 
VECTOR IS 
1 0.5928578D 00 
2 0.76936530 00 
3 0.7621007D 00 
4 -0.68048390 00 
5 0.64455170 00 
6 0.60601760 00 
7 -0.8321145D 00 
8 -0.74114750 00 
ROOT ITER APPX. ROOT DEV. SUM TEST 
2 l 0.176873500 01 0.315033510 01 0.50000000D-07
2 2 0.111493050 01 o.796300560 oo o.soooooooo-01
2 23 0.16011781D 01 0.67863502D-06 0.500000000-07 
2 24 0.160117810 01 0.370260810-06 0.500000000-07 
FACTOR 2 HAS ROOT= O.t60117610 01 
VECTOR IS 
l 0.72401750 00 
2 0.56031050 00 
3 -0.11825880 00 
4 0.29883730 00 
5 -0.14802530 00 
6 0.4418482D 00 
7 0.46179960 00 






ROOT ITER APPX. ROOT DEV. SUM TEST 
3 l-0.185694600 00 0.149516600 02 0.500000000-07
3 2 0.517689310 00 0.418437750 01 0.500000000-07 
3 38 0.87359�26D 00 0.44948444D-06 0.5000COOOD-07 
3 39 o.87359625D oo o.29423J3ao-o6 o.500000000-01 
FACTOR 3 HAS ROOT= 0.87359625D 00 
VECTOR IS 
l 0.1002526D 00 
2 0.99270370-01
3 0.44267380 00 
4 -0.38353300 00 
5 -0.62735050 00 
6 -0.31503420 00 
7 0.61283530-01 
8 0.11858590 00 
RESIDUAL MATRIX
l 0.11426776D 00 0.107116490-0l-0.595803590-0l 0.497588130-0l-0.638911120-02
-0.13031391D 00-0.236292700-0l-0.900077550-0l
2 o.842746840-01-o.1a1os2000-01 o.413509640-0l o.3l9490a20-01-o.111sao230 oo 
-0.167050500-0l-0.107506360-0l
3 0.209257380 00 0.129174040 00 0.683752690-0l 0.973868180-02 0.110028250-01 
0.845689450-0l 
4 0.300540360 00-0.452487900-0l-0.11931298D 00-0.892593680-0l-0.97082235C-Ol 
5 0.169073000 00-0.119553420 00 0.582266620-01 0.123816280 00 
6 0.338266300 00 0.220476350-01 0.411300360-0l 
7 0.905709690-0l 0.240029690-01 
8 0.207297940 00 
REPRODUCED CORRELATLON MATRIX 
00 0.410575080 00-0.225516940 00 0.212061090 
00-0.807785640-01 
00-0.39417248D 00 0.350678250 00 0.68254746C
00 
l 0.100000000 01 0.871750860
0.647605050 00-0.152830750
2 0.100000000 01 0.564016520 
-0.375365180 00-0.290111470 
3 0.100000000 Ol-0.723717370 00 0.231006990 co 0.270136560 oo-o.661638250 
-0.568967570 00
4 0.100000000 Ol-0.242232980 00-0.159518470 00 0.680739220 00
s 0.100000000 01 o.522841820 oo-0.643145010 oo-o.622991290 oo 
6 0.100000000 01-0.319537070 00-0.27490836D 00 
7 0.100000000 01 0.845140150 00 











0.44 WITH OF= 13. 














ROTATED ROOTS AND VECTORS 
FACTOR 1 HAS ROOT= 0.24539528D 01 
VECTOR IS 
1 o. 11270909'0 00
2 0.308278360 00 
3 0 •. 820202610 00 
4 -o. 81 71 76420. 00 
5 0.14604178D 00 
6 0.186909460-01 
7 -0. 742961820 00 
8 -0.65729527D 00 
FACTOR 2 HAS ROOT= 0.235021880 01 
VECTOR IS 
1 0.934324630 00 
2 0.896948640 00 
3 0.34086493D 00 
4 -0.143707460 00 
5 0.216964610 00 
6 0.694560680 00 
7 -0.791163550-01 
8 -0.124018130-01 
FACTOR 3 HAS ROOT= 0.168227390 01 
VECTOR IS 
l 0.81473980D-02 
2 -0.12717270D 00 
3 -0. 42 6 7792 3D-O l 
4 0.10502613D 00 
5 -0.873226860 00 
6 -0.423048220 00 
7 0.592602190 00 
8 0.600425830 00 
34 
Appendix C 
























FACTOR ANALYSIS TRANSFORMATION PROGRAM 
REX L. HURST 
UTAH STATE UNIVERSITY, LOGAN, UTAH 84321 
NV NUMBER OF VARIABLES 
NF = NUMBER OF FACTORS 
NC = NUMBER OF CARDS TO CONTAIN FORMAT 
NOBS = NUMBER OF OBSERVATIONS 
D IMENSION FMT(60l,SS(50l,S(50l,X(50l,CON!50l,A(l5,50l 
READIS,100) NV,NF,NC,NOBS,(F�T(Ll,I=l,10) 







FORMAT( 20A4 l 





DO 2 I=l,NV 
S(ll=O.O 
SS(I)=O.O 
DD 3 N=l,NDBS 
READ(5,FMT) (XI I l, 1=1,NV) 
DO 4 I=l,NV 
XI I l=Xl I )-CON( I l 
WRITE (2) (X(l),1=1,NV) 
DD 3 I=l,NV 
S(ll=S(IH·X(ll 
SS( 1 l=SS( I l+X( I l*XI I l 





DO 6 K=l,NF 
READ( 5,106) lA•lK,J l ,J=l,NVl 
FORMAT(5X,El5.7l 
DO 7 N=;i, NOBS 
READ (2) lXl II, l=l,NV) 
DO 8 K=l,NF 
CCN(Kl=O.O 
DO 9 l=l,NV 
TEMP=l(X( 1)-5(1 ll/55(1) l 
DO 9 K= l, NF 
CONlKl=CON(Kl+AIK,I )*TEMP 
WRITE (7,107) N.<CON(Kl,K=l,NF) 
FORMAT( 15,7El0. 4/(5X,7El0.4) l 




Input and Output, for Factor Analysis Transformation Sample Problem 
SAMPLE INPUT 
8 3 64 HURST TEST DATA 
(29X,F5.2,F5.3,F4.2,F4.0,F4.l,F4.0,2F5.2) 
4.0 .22 .48 45. 1.5 
30. 3.0 1.0 
27.60-1.5490-2.7036 13.5 6. 4.48 .226 .30 45. 1.0 30. 3.70 2.00 
26.38-l.4067-2.2977 12.6 6. 4.08 .213 .42 48. 1.0 38. 3.88 2.14 
22.17-1.1142 -.8349 10.5 3. 3.29 .176 .38 52. 2.0 30. 2.58 1.09 
25.01-1.5308-l.4397 12.5 4. 4.05 .202 .18 62. 2.2 22. 3.oo 1.23 
l 0.5928578D 00
2 0.7693653D 00 
3 0. 76210070 00 
4 -0.68048390 00 
5 0.64455170 00 
6 0.60601760 00 
7 -0.83211450 00 
8 -0.74114750 00 
l 0.72401750 00 
2 0.56031050 00
3 -0.11825880 00 
4 0.29883730 00
5 -0.14802530 00 
6 0.44184820 00 
7 0.46179960 00 
8 0.47889440 00 
l 0.10025260 00
2 0.99270370-01 
3 0.44267380 00 
4 -0.38353300 00 
5 -0.62735050 00




l-.2190E 010.1985E 010.4258E 00 
2-.2886E 010.l645E 010.l668E 00 
3-.1763E 010.4371E ·ooO.l365E 01 
4-.5213E 010.9351E 000.7935E 00 
50.9657E 000.5469E 000.7718E 00 
60.3780E-020.3128E Ol-.8276E 00 
70.4431E Ol-.1609E 010.6780E 00 
8-.4178E 010.7777E 000.6286E 00 
9-.7356E 000.6657E-020.1233E 01 
100.7024E 010.l661E Ol-.l878E 00 
ll0.4714E OO-.l042E Ol-.8114E 00 
12-.4291E 010.2023E 00-.7322E 00 
130.6016E 010.6437E 00-.5639E 00 
140.4023E 00-.2710E 010.7288E 00 
15-.2036E Ol-.3293E 010.2271E 00 
16-.5556E 010.5493E 00-.1091E 01 
17-.3315E 010.lllBE 010.5906E 00 
18-.3525E 010.1757E Ol-.ll61E 00 
19-.9644E OOO.ll89E 010.l393E 01 
20-.4371E Ol-.1387E 010.7179E 00 
21-.1032E Ol-.4327E 000.1381E 01 
22-.5599E 000.2295E Ol-.4123E 00 
230.6306E 010.1207E 010.1525E 00 
24-.5034E 010.ll21E 010.2098E 00 
250.8096E 00-.5173E OOO.ll55E 01 
260.4026E 010.l472E 010.6662E-Ol 
27-.5242E OO-.l474E Ol-.1158E 01 
28-.6051E 010.2812E Ol-.1038E 01 
290.6827E 010.2122E Ol-.3811E 00 
300.l366E 00-.3511E 00-.2456E 00
31-.3080E 010.3031E 00-.3117E 00 
32-.5330E Ol-.8500E OO-.ll31E 01
33-.2513E 010.l843E 010.5762E 00
340.3230E 000.7470E 000.4843E 00 
35-.3731E Ol-.5210E 000.69lOE 00
36-.3061E Ol0.5967E 00-.1327E 01
370.2664E Ol-.5512E 000.1075E 01 
38-.5831E-Ol-.l935E 000.6062E 00 
390.8939E Ol0.4948E 00-.2751E 00 
40-.3946E Ol-.1302E OO-.ll95E 00 
410.3273E Ol-.8490E OOO.l691E 01
420.6945E 010.3119E 00-.6354E 00 
430.1279E Ol-.2277E Ol-.8930E 00
44-.1709E Ol0.9935E 00-.9906E 00
450.9662E 010.3059E Ol-.4938E 00
460.2624E Ol-.1823E Ol-.6504E 00 
470.2566E 00-.2735E Ol-.8348E 00 
48-.2594E Ol-.2077E Ol-.2066E 01 
49-.2968E Ol0.1222E Ol0.6875E 00
50-.2022E Ol0.2185E Ol-.4112E 00 
5l-.2908E Ol-.5786E 000.1469E 01
52-.3084E Ol-.2591E 010.4378E 00 
530.1647E Ol-.1303E 000.1383E 01 
540.1675E Ol-.8761E 000.2657E 00 
550.5490E Ol-.3411E Ol0.2027E 00 
56-.4272E Ol0.1584E Ol-.4043E 00 
570.3058E Ol-.1697E 010.l275E 01
580.7616E Ol-.7556E 00-.7332E 00
590.l936E Ol-.1021E Ol-.5509E 00
60-.3026E Ol-.7367E 00-.2187E 00
610.8142E 010.Il42E Ol-.7688E 00 
620.7132E-Ol-.1690E Ol-.9090E-Ol 
63-.2041E Ol-.3055E Ol-.1396E 01
64-.2452E Ol-.7239E OO-.l663E 01
39 
Appendix E 
A listing of Centroid Method Factor Analysis Program 
C CENTROID METHOD OF FACTOR ANALYSIS 
C UNLTY IN THE DIAGONAL 
C HERBERT H. JOLLIFF 
C UTAH STATE UNLVERSITY,LOGAN, UTAH B4321 
C CORRELATION PART·OF PROGRAM IS A MODIFICATION 
C OF A PROGRAM BY REX L. HURST,UTAH 9TATE UNIV. 
C FAOTOR ANAL9SIS PART IS A MODIFICATION OF A 
C PROGRAM IN FACTOR ANALYSIS OF DATA MATRICES 
C BY PAUL HORST 
C NX = NUMBER OF VARIABLES 
C NC = NUMBER OF CARDS TO CONTAIN FORMAT 
C NOSS= NUMBER OF OBSERVATIONS 
C B = MINIMUM VALUE OF ROOT WANTED 
C FOR SINGLE PRECISION THE FOLLOWING STATEMENT 
C SHOULD BE REMOVED 




99 FORMAT(lHl,lOX,' CENTROID METHOD I l 
REA0(5,100J NX,NC,NOBS,B,(FMT(ll,I=l,10) 
WR!TE16,10ll NX,NC,NOBS,B,(FMT(ll,I=l,10) 
100 FORMAT( 315,F5.1,20X,10A4) 
101 FORMAT(lH ,315,F5.l,20X,10A4) 
NC=NC*20 
READ (5,102) (FMTll),l=l,NCl 
WRITE (6,103) (FMl'IIl,I=l,NCl 
103 FORMAT(lH ,20A4) 
102 FORMAT( 20A4l 
READ 15,104) IC(ll,l=l,NX) 
WRITE (6,105) CC(ll,l=l,NXJ 
105 FORMAT(lH ,5El5.8l 
104 FORMAT( 5El5.8) 
00 l l=l,NX 
W ( !.) =O.O 
00 l J= I, NX 
A( 1,JJ=O.O 
00 2 K=l,NOBS 
READ 15,FMTl (X(IJ,l=l,NX) 
DO 3 I= l,NX 
3 X(IJ=X(ll-C(ll 
DO 2 l=l,NX 
W(l)=Wll)+X(ll 
DO 2 J= I, NX 
2 A(l,Jl=A(l,J)+X(ll*X(J) 
WRITE (6,106) 
106 FORMAT(/l9H MEANS AND ST. OEV.l 
OBS=NOBS 
OF=OBS-1. 0 
00 4 l=l,NX 
XI L)=W( l l/OBS 
00 5 J=l,NX 
5 A(l,J)=A(I,Jl-X(ll*W(Jl 
C FOR SINGLE PRECISION THE O IN OSQRT SHDULC BE 
C OMITTED IN THE FOtLOWING STATEM8NT 
SO=OSQRT(A( 1,·ll/OFl 
AVE=X(Il+C(ll 
WRI.TE (6,107) 1,AIIE,SD 
107 FORMAT(lH ,15,2El5.8l 
C FOR SINGLE PRECISION THEO IN OSORT SHOULD BE 
C OMLTTED IN THE FOLLOWING Sl'ATEM8NT 
4 VIL l=OSORT-( A( L, I J) 
WRITE (6,108) 
108 FORMATC/l9H CORRELATION MATRIX) 
00 6 l=l,NX 
00 7 J=l,NX 
A ( I., J l = A ( I , J l /IV ( L l *VI J l l 
7 A(J,I)=AII,Jl 
6 WRITE (6,109) I,(A(l,Jl,J=l,NXl 
109 FORMAT(l5,5El5.8/(5X,5El5.8ll 
K=O 




C SIGN VECTO� 
DO 21 I=l,NX 
W (ll=O.O 
VI I l=l.O 
DO 21 J=l,NX· 
21 Wll)•W(l)+A(I,Jl 
22 J=l 




IFIW(Jl*VIJ) l 28,34,34 
28 V(J)=-V(J) 
DO 30 l=l,NX 
30 W(l)=Wlll+2.*All,Jl*VIJ) 
GO TO 22 
C FACTOR VECTOR 
34 DC 35 I=l,NX 
35 W(l)=Wlll+X(Il*Vlll 
S=O.O 
DO 38 1=1,NX 
C FOR SINGLE PRECISION THE D IN DABS SHOULD BE 
C O MITTED IN THE FOLLOWING STATEMENT 
38 s�s+OABSIWIIII 
C FOR SINGLE PRECISION THEO IN DSQRT SHOULD BE 
C O MITTED IN THE FOLLOWING STATEMENT 
S=l./DSQRTISl 
DO 41 1=1,NX 
41 Wlll=Wlll*S 
S=O.O 
DO 413 1=1,NX 
413 S=S+WI I 1**2 
WRITE16,300J K,S 
300 FORMAT(/' FACTOR ',13,' HAS ROOT= ',El5.8// 
l I VECTOR IS I ) 
C RESIDUAL MATRIX
DO 45 1=1,NX 
A( I, I l =XI I l 
DO 45 J=l,NX 
45 All,J)=AII,Jl-Wlll*W{J) 
WRI.TE16, 199) I I ,WI I J, l=l,NXJ 
199 FORMAT( 15,El5.8 J 
IFl8-S) 9,54,54 
54 WRITE16,301) 
301 FORMAT(/lH , ' RESIDUAL MATRIX ' l 
DO 51 1=1,NX 





Input and Output for Centroid Method Factor Analysis 
Sample Problem 
SAMPLE INPUT 
8 l 64 l. 0 HURST TEST DATA 
!29X,F5.2,F5.3,F4.2,F4.0,F4.l,F4.0,2F5.2l 
4.0 .22 • 48 45 • 1.5 
30. 3.0 l. 0 
27.60-l.5490-2.7036 13'.5 6. 4.48 • 226 • 30 45 • 1.0 30 • 3.70 2.00 
26.38-f.4067-2.2977 12. 6 6. 4.08 .213 .42 48. 1.0 38. 3.88 2. 14 
26.60-1.3953-2.0092 12.9 4. 4.34 .209 .45 32. .8 25. 3.65 l. 79 
24.25-1.3122-2.0401 12.2 6. 4. 10 .206 • 28 so • .5 22. 4.04 2.02 
28.42-l.3678-3.0135 13.8 3. 4.38 • 235 • 70 45 • 1.5 25 • 2.88 1.63
29.45-l.6403-2.7637 14.0 3. 4.47 .244 • 60 62 • 2.0 42. 3.62 2.08 
27.96-1.3991-2.�813 12.8 3. 4.10 .229 .98 38. 2.0 28. l. 98 l. 02
23.0l-l.3658-2.1437 12.3 6. 4.01 .216 • 28 50 • • 5 25 • 3.83 1.78 
29.55 -.4930 -.3299 13.7 3. 4.17 • 228 • 65 45 • 1.0 20 • 3.04 1. 64 
34.02 -. 8454-1. l 705 16.6 2. 4.85 .210 • 68 32 • 2.5 42. 2.22 1.24 
29. 82 -.9092-1.5678 13.4 4. 3.93 • 211 • 30 35. 2.2 32. 2.91 1.28
26.22-1.0271-1.6800 12.0 6. 3.93 .220 • 12 60. 1.5 18 • 3.40 1. 73 
32.26 -. 7977 -.6001 16. l 2. 4.58 .252 • 62 34 • 2.5 42. 2.21 1.06 
2 7 .45 -.8962-1.5684 12.8 4. 3.85 .196 • 58 34 • l. 0 28. 2.10 l. l 2 
24.17 -.8891-1.1726 11.3 5. 3.30 .184 • 38 38 • 1.0 25. 2.21 1.30 
25.22-1.0580-1.6608 11 .8 6. 3.88 .199 • 40 72 • 2.0 20. 3.94 2. 12 
26.37-1.4585-1.9938 13.2 6. 4.26 .216 • 32 48 • .8 25. 3.68 1.91 
26.37-1.3968-2.1101 12.8 6. 4. l 4 • 219 .20 52. .8 35 • 3.60 2.07 
26.35-1.5142-2.4285 12.8 4. 4.35 .224 • 12 45 • • 8 28 • 3.53 l. 87 
21.70-1.3223-l.9004 10.5 4. 3.50 • l 8 5 • 42 40 • .8 25. 3.62 1.81 
26.26-1.4312-1.4992 12.7 3. 3.78 • 212 .82 42. .8 30 • 3.23 1.78 
29.0l-l.4937-2.3643 13. 5 3. 4.22 .235 • 62 60 • 1.5 42. 3.45 l. 98
30.33-1.4069-2.7245 14.8 3. 4. 71 • 260 • 92 38 • 2.5 38 • 2.46 1.27
23.91-l.3468-2.2068 12.5 6. 4.13 .210 • l 8 50 • l .o 22. 3.94 2. 17 
29.32 -• 8 3 2 5-l. 6 5 0 6 13.2 4. 4. 18 • 2 32 • 65 42 • 1.0 22 • 2.66 1.25
32.18 -.9562-1.5085 15 .o 2. 4. 72 • 244 .68 36. 2. 2 38. 2.75 1.57
2 8. 12 -.8668-1.3080 12.7 5. 3.86 • 217 • 28 48 • 2.5 20 • 2 .4 8 1.39 
24.58-1.2859-1.7329 12.5 6. 4.31 • 212 • 08 72 • 1.0 32 • 4.17 2. 19 
32.31-1.2612-l.1285 16.3 2. 4.85 .266 • 68 32 • 2.5 48. 2.62 1.24 
27.37 -.6585-1.0510 13. 4 4. 3.88 .208 • 50 41 • 1.5 40. 2.10 l .65 
26.00 -.8447-1.'1369 12.1 6. 3.85 .196 .40 46. 1.5 35. 3.69 2.04 
24.80 -.9793-1.7613 11.7 5. 3.67 .186 • 30 60 • 2.2 18. 3.76 l. 9 5 
25.27-1.8021-1.7538 12.8 6. 4.45 .220 • 38 52 • • 5 32 • 4.00 1.52 
25.30-1.9127-1.9975 13.4 4. 4.48 • 22 5 .55 50. l. 0 30. 2.86 1.35
23.30-1.8528-2.2990 12.2 5. 3.89 .210 • 30 45 • • a 18 • 3.59 1.56 
21.75-1.7284-1.5141 11.9 6. 4.00 • 193 • l 0 60 • • 8 45. 3.29 1.25 
26.47-2.0517-1.3226 13.4 3. 4.30 .230 • 72 38 • l. 0 30. 2.47 .94 
26.81-1.8825-1.8951 13.4 3. 4.31 • 224 • 62 55 • l. 0 22 • 2.73 1. 12 
29.08-2.0082-1.5984 14.8 3. 4.92 • 242 • 85 32 • 2.2 52 • 1.67 .54 
21.92-l.8730-1.5231 12. 3 6. 3 .88 • 206 • 28 58 • .a 25 • 3.4S 1.42 
31. 32 -.9641-1.8949 13.4 3. 4.38 • 239 • 82 35 • 1.0 22 • 2.34 .90 
32.37-1.2743-1.0626 16 .o 2. 4. 54 • 258 • 70 38 • 2.5 42 • l. 96 .76 
27.30-1.4797-1.0858 12.5 4. 3.87 .210 • 42 45 • 2.2 25. 2.15 .82 
24.05-1.6028-1.4497 12.3 6. 4.53 .210 .22 60. 1.s 30. 3.29 1.25
33.97-1.4403 -.6069 18.2 1. 5.40 • 288 • 78 40 • 2.s 50 • 2.25 .67 
28.25-1.1496 -.7266 14.9 3. 3.80 .219 • 58 35 • 2.5 32. 2.63 .94 
23.88-1.2177-l.4197 11.8 6. 3.49 • t94 • 45 40 • 2.0 32 • 2.66 .85 
24.98-l.4987-1.4254 12. 2 4. 3.64 • 187 .20 55. 2.8 22 • 3.08 l. 24
25.37-l.8392-1.5222 13.l 5. 4.38 .214 • 28 46 • • 5 28 • 3.97 l. 5 0 
24.95-1.9092-2.1013 l 3. 3 s. 4.25 • 2 32 .25 58. .8 40. 3.19 l. 8 8 
24.05-l.9461-2.2373 12.3 6. 3.96 .204 • 60 41 • • 8 18 • 3.43 1.88 
20.21-l.4993-1.6881 11.0 6. 3.4 7 .178 • 40 40 • .8 25. 3.07 1.20 
27.43-2.0001-l.9986 13.3 3. 4.43 .240 • 70 42 • l. 0 20 • 2.71 1.10 
26.40-1.8150-2.2186 12.2 3. 4. l 2 • 216 • 78 50 • 1.5 30. 2.23 1.22 
25.65-l.8343-2.0524 12.2 3. 3 .89 • 212 • 95 38 • 2.0 30 • 1.21 .41 
21.77-l.9891-2.2985 12.4 6. 4. 17 • 216 • 25 65 • .8 30. 4.04 1.56 
29.10-l.0651-1.7620 13. 2 3'. 4.18 .228 • as 35 • 1.5 20. 2.34 .89 
33.71-1.1776-1.4758 15.0 2. 4.17 .246 • 75 26. 2.8 48. 1.96 .76 
29.02-1.4856-l.0780 13.6 5. 4.48 • 221 .35 45. 2.0 22 • 2.14 .81 
23.70-1.6972 -.7077 11 • 7 4. 3.86 • 205 .so 68. 1.0 22 • 2.90 1.29
31.27-1.,3627 -.4290 16.7 2. 4.85 .272 • 58 35 • 2.5 45. 1.89 .63 
27.30-1.3391-1.7566 13.8 4. 3.69 .203 • ,52 32 • 2.0 30. 3.17 1.33 
22.17-1.1142 -.8349 10.5 3. 3.29 • l 76 .38 52. 2.0 30. 2.58 1.09
25.0l-1.5308-1.4397 12.5 4. 4.05 .202 • 18 62 • 2.2 22. 3.0C 1.23
SAMPLE OUTPUT 
CENTROID METHOD 
B l 64 1.0 HURST TEST DATA 
{29X,F5.2,F5.3,F4.2,F4.0,F4.l,F4.0,2F5.2l 
0.400000000 01 0.220000000 oo o.4Booocooo oo o.4sooooooc 02 o.1sooooooc 01 
0.300000000 02 0.300000000 01 0.100000000 01 
t'EANS ANO ST. DEV. 
l 0.415281250 01 0.409445880 00
2 0.220000000 00 0.233244880-01 
3 0.496875000 00 0.230436960 00 
4 0.460156250 02 0 .107975480 02 
5 o. 149531250 01 0.703602900 00 
6 0.301406250 02 0.895822260 01 
7 0.297250000 01 0.705819350 00 
B 0.140625000 01 0.461479680 00 
CORRELATION MATRIX 
l 0.100000000 01 0.882462510 00 0.350994720 CC-0.175758130 00 0.205671980 
0.51729ll4C 00-0.176460020 00-0.170786320 00 
2 0.100000000 Ol 0.545311320 00-0.352821510 00 o. 38262733() 00 0.564967230 
-0.392070230 00-0.300862110 00
3 0.100000000 01-0.594543330 00 0.299382260 00 0.279875240 00-0.65063542C 
-0.484398620 00 
4 0.100000000 01-0.28748177C 00-0.278831450 00 0.591479850 00 
S 0.100000000 01 0.403288400 00-0.584918410 00-0.499175C20 00 
6 0.100000000 01-0.297489440 00-0.233778330 00 
7 0.100000000 01 0.869143120 00 
8 0.100000000 01 
FACTOR l HAS ROCT= 0.400533890 01 
VECTOR IS 
l 0.617451540 00
2 o. 784563220 00
3 0.746235620 00 
4-0.671820720 00
S 0.649947700 00 
6 0.634504610 00 
7-0.809597960 00
8-0.721016930 00
FACTOR 2 HAS ROOT= 0.157743570 Ol 
VECTOR IS 
l 0.684856910 00
2 0.509401130 00 
3-0.205967600 00 
4 0.336201610 00 
5-0.199073680 00 
6 0.473683990 00 
7 0.469286240 00 
B 0.457412890 00 
FACTOR 3 HAS ROOT= 0.818471200 00 
VECTOR IS 
1 0.185394290 OfJ 
2 0.197559520 00 




7 0.139409220 00 







1 0.115353560 00 0.125394540-0l-0.495608890-0l 0.783321280-01 0.226653710-01 
-0.127893020 00-0.238121090-0l-0.814155370-0l 
2 0.859412850-0l-0.213923830-01 0.770883560-0l 0.614568030-0l-0.984807390-01 
-0.234860040-01-0.135379320-0l 
3 0.210530500 00 0.139577220 00-0.338255080-0l 0.709532730-0l-0.106225560-01 
0. 4 77 5 0 3 2 l 0- 0 l 
4 o.294997710 oo o.so2966670-01-o.1554204BO oo-0.579206690-01-0.4720314Bo-01 
5 0.342462370 00-0.841221750-0l 0.963368850-0l 0.162003310 00 
6 0.226373760 00 0.472981130-0l 0.949534690-0l 
7 0.104886630 00 0.387483670-0l 
8 0.218208420 00 
VITA 
Herbert H. Jolliff 
Candidate for the Degree of 
Master of Science 
Report: Principal Component Factor Analysis 
Major Field: Applied Statistics 
Biographical Information: 
45 
Personal Data: Born at Tahlequah, Oklahoma, March 25, 1943, 
son of Audie and Vadie Jolliff; married Linda Rhoann Osterholme 
on August 28, 1965. 
Education: Graduated from Arlington High School, Arlington, 
Oregon, in 1961; received a Bachelor of Science degree from 
Eastern Oregon College, LaGrande, Oregon, with a major in 
mathematics, in June, 1966; completed requirements for the 
Master of Science degree at Utah State University in 1968. 
