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Abstract
Aujourd’hui, le web offre une sorte de place publique ou` les sites marchands prolife`rent. Dans
un contexte extreˆmement concurrentiel, il est capital pour un site de retenir un utilisateur lorsqu’il
effectue une recherche. Parmi les strate´gies possibles pour atteindre cet objectif, offrir a` l’utilisateur
un outil de recherche flexible est un axe inte´ressant a` e´tudier. A l’heure actuelle, les formulaires
pre´sents sur les sites marchands interpre`tent de manie`re stricte les crite`res saisis. Proposer une
gestion plus flexible de ces crite`res permettrait de diminuer le nombre de requeˆtes formule´es et
ame´liorerait donc la qualite´ de la recherche. Nous proposons, TIGER,une me´thode pour une prise en
compte flexible des crite`res utilisateurs. Ainsi, si les crite`res sont trop contraignants, nous proposons
a` l’utilisateur une combinaison d’extensions de ses crite`res qui maximise la qualite´ du re´sultat tout
en minimisant la distance a` la requeˆte d’origine. Les expe´rimentations mene´es permettent de valider
la qualite´ des re´sultats obtenus.
1 Introduction
Aujourd’hui, le web offre une sorte de place publique ou` des entreprises en ligne
prolife`rent. Dans cet espace virtuel, la concurrence entre les sites marchands
est accrue et se de´marquer ou fide´liser sa cliente`le est devenu indispensable
pour perdurer. Un objectif primordial a` atteindre est le maintien de l’utilisateur
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sur le site lorsqu’il effectue une recherche. Outre les syste`mes de recomman-
dation [AT05, Bur02, MSR04] pre´disant les besoins d’un utilisateur, un aspect
tout aussi important est de faciliter la recherche de produits. Pour cela, les sites
marchands proposent des formulaires aux utilisateurs. Meˆme si ces derniers
offrent un nombre croissant de crite`res a` renseigner, leur interpre´tation par le
moteur de recherche demeure stricte. En effet, un produit ne sera retourne´
que s’il valide tous les crite`res. Conside´rons, par exemple, le cas d’un util-
isateur a` la recherche d’une voiture d’occasion sur un site marchand. Deux
comportements sont envisageables. Un premier est d’e´grainer manuellement la
liste des voitures en vente. Malgre´ l’exhaustivite´ d’une telle solution, celle-ci
n’est pas viable car trop consommatrice en temps. Un autre comportement
plus re´aliste est que l’utilisateur renseigne une liste de crite`res via un formu-
laire de recherche. Puisqu’une voiture ne sera affiche´e que si elle valide tous les
crite`res, la liste fournie sera restreinte. S’il n’est pas satisfait (pas de re´ponse
ou peu de re´ponses inte´ressantes), il devra alors e´tendre certains crite`res en
soumettant une nouvelle requeˆte moins pre´cise. Dans l’hypothe`se optimiste ou`
l’utilisateur restera sur le site visite´, ce phe´nome`ne d’extension de crite`res sera
re´ite´re´ jusqu’a` arriver aux re´sultats recherche´s. Il est toutefois peu probable
que l’utilisateur poursuive sa recherche sur le meˆme site et s’orientera alors vers
un site marchand concurrent. Un tel comportement serait pre´judiciable au site
marchand et pourrait eˆtre e´vite´ en interpre´tant les crite`res de l’utilisateur de
fac¸on moins stricte.
Dans cet article, nous proposons, TIGER, une solution pour rendre les for-
mulaires de recherche plus flexibles et faciliter ainsi la recherche de produits
inte´ressants (par l’utilisateur) dans une grande base de donne´es. Notre ob-
jectif est d’ame´liorer l’expe´rience de navigation de l’utilisateur en re´duisant le
nombre de requeˆtes formule´es pour parvenir a` une re´ponse satisfaisante. Pour
cela, nous proposons de re´e´crire la requeˆte initiale de l’utilisateur en e´tendant
le moins possible certains crite`res pour maximiser la qualite´ des re´sultats ren-
voye´s. Pour e´valuer la qualite´ de la re´ponse fournie par le moteur de recherche,
nous nous basons sur le nombre de produits qui valident certains crite`res fixes
spe´cifie´s par l’utilisateur. Par exemple, supposons qu’un utilisateur formule la
requeˆte suivante : “Quelles sont les Clio blanches de moins de 10 000 kms qui
sont en vente a` moins de 5000 euros? ”. Il est possible que l’utilisateur ne
veuille pas ce´der sur le prix meˆme si cette requeˆte ne renvoie aucun re´sultat.
Les crite`res non fixes (dits extensibles) sont alors e´tendus pour augmenter sig-
nificativement le nombre de Clio blanches de moins de 5000 euros retourne´es.
Nous montrons e´galement comment prendre en compte les pre´fe´rences util-
isateurs (explicites ou apprises) pour e´tendre certains crite`res portant sur des
attributs symboliques. Une fonction de score conside´rant aussi bien la dis-
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tance entre une combinaison et la requeˆte initiale que le gain engendre´ par
cette meˆme combinaison est introduite. La combinaison d’extensions dont le
score est maximal est alors retenue. Nous validons expe´rimentalement notre
approche en ve´rifiant que la me´thode propose´e peut eˆtre inte´gre´e a` un site
marchand (i.e., le temps de calcul de la meilleure combinaison est faible) et
que la qualite´ des re´ponses est effectivement accrue.
La suite de cet article est organise´e de la fac¸on suivante. La section
2 pre´sente un panorama des approches proposant la re´e´criture de requeˆtes.
Dans la section 3, un cas d’e´tude illustre la proble´matique et la me´thode pro-
pose´e. Les concepts associe´s a` cette me´thode sont de´finies dans la section 4.
L’approche TIGER est de´veloppe´e dans la section 5. La section 6 pre´sente et
discute les re´sultats de nos expe´rimentations. Enfin, la dernie`re section conclut
ce travail en dressant quelques perspectives.
2 Etat de l’art
Notre travail aborde la proble´matique de la re´e´criture et de la relaxation de
requeˆtes dans les bases de donne´es. Dans la suite, nous verrons que cette
proble´matique a e´te´ introduite au de´but des anne´es 90 mais ne s’est de´veloppe´e
que re´cemment a` cause de l’e´mergence du web.
Dans [GGM92], Gaasterland introduit la proble´matique de la relaxation
de requeˆtes dans des bases de donne´es de´ductives graˆce a` l’utilisation de
re`gles logiques pour indiquer les relaxations autorise´es. Dans [CYC+96], Chu
pre´sente, CoBase, un syste`me de relaxation de requeˆtes dans des bases relation-
nelles. Pour cela, il introduit le concept de “type-abstraction ontology” pour
repre´senter la hie´rarchie associe´e a` chaque attribut. Les re´sultats obtenus sont
alors se´mantiquement proches de la requeˆte initiale. Malgre´ de nombreuses
ide´es inte´ressantes, les relaxations possibles doivent eˆtre explicitement de´finies
a priori et ne peuvent donc pas eˆtre ajuste´es. Par exemple, s’il est spe´cifie´
qu’un attribut Kilome´trage peut eˆtre relaˆche´ de 5000 kms a` 10000 kms, cette
relaxation sera syste´matiquement effectue´e meˆme s’il aurait suffit de relaˆcher
cet attribut a` 7000 kms pour satisfaire l’utilisateur. De plus, l’introduction de
mots-cle´s qui e´tendent le langage SQL pour spe´cifier explicitement les relax-
ations a` faire rend l’utilisation d’un tel syste`me difficile pour un non-spe´cialiste.
Face a` l’inte´reˆt e´conomique pour les moteurs de recherche et pour les sites
marchands de fournir a` l’utilisateur un moyen plus flexible de requeˆter le web
ou leur base de produits en vente, cette proble´matique a re´cemment connu un
regain d’inte´reˆt. Globalement, ces techniques peuvent eˆtre classe´es en deux
cate´gories : les techniques automatiques ou interactives.
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Parmi les techniques automatiques de tre`s nombreuses approches ont e´te´
propose´es pour ame´liorer la pertinence de recherche d’information. Ainsi celles
utilisant la ”pseudo-relevance” feedback proce`de de la manie`re suivante. Une
premie`re requeˆte est formule´e par l’utilisateur. Les documents retourne´s par
cette requeˆte sont analyse´s afin d’extraire des termes pertinents qui viendront
enrichir la requeˆte initiale. Une seconde requeˆte enrichie est alors calcule´e
et les documents associe´s sont renvoye´s a` l’utilisateur. Comme le montre
[Rut03], la qualite´ de la requeˆte ge´ne´re´e est discutable car les termes per-
mettant d’enrichir la seconde requeˆte peuvent eˆtre inapproprie´s. Plutoˆt que
d’enrichir une requeˆte initiale, l’approche propose´e dans [TC04] substitue cer-
tains termes de cette requeˆte par des termes juge´s plus pertinents. Ici aussi,
les substitutions propose´es peuvent eˆtre inapproprie´es. En outre, le temps
de calcul de ces enrichissements et substitutions n’est pas ne´gligeable. Dans
[JF03], un autre me´canisme est utilise´ pour augmenter le nombre de re´ponses
retourne´es a` l’utilisateur : la suppression de crite`res. Le fait d’e´liminer des
crite`res permet e´videmment de pouvoir renvoyer un plus grand nombre de
re´sultats mais au de´pend d’une grande perte de pre´cision. Dans [JRMG06],
la modification de la requeˆte est base´e sur le principe suivant. Une base de
similarite´ entre requeˆtes et phrases est apprise hors-ligne graˆce aux requeˆtes
passe´es. Ainsi, a` chaque nouvelle requeˆte formule´e, le syste`me ge´ne`re un en-
semble de requeˆtes similaires. Une fonction de score est ensuite applique´e pour
choisir la requeˆte la plus adapte´e. Dans [RBC+08], la proble´matique e´tudie´e
est d’ame´liorer la qualite´ et le profit ge´ne´re´ par les publicite´s affiche´es par les
moteurs de recherche. Pour cela, les auteurs proposent e´galement une approche
en deux phases. Dans un premier temps, une base de correspondance entre
des termes et des publicite´s est construite par apprentissage sur les recherches
pre´ce´dentes. Ensuite, pour chaque nouvelle requeˆte formule´e, les correspon-
dances entre cette nouvelle requeˆte et les connaissances stocke´es dans la base
sont effectue´es pour afficher les publicite´s les plus pertinentes.
Parmi les techniques interactives, dans [Fur85], les requeˆtes d’utilisateurs
volontaires sont analyse´es pour ame´liorer la qualite´ de la recherche d’informa-
tion. En effet, le syste`me demande explicitement si la recherche faite par
l’utilisateur peut eˆtre utilise´e pour ame´liorer des futures recherches. Plus
re´cemment l’approche propose´e dans [Ani03] demande a` l’utilisateur de choisir
les substitutions et enrichissements les plus adapte´s. Cette technique permet
de de´sambigu¨ıser les propositions faites et diminue ainsi la charge cognitive du
syste`me.
La plupart des travaux pre´sente´s dans cette section aborde la proble´matique
de la re´e´criture automatique de requeˆtes en exploitant une connaissance ap-
prise lors de recherches pre´ce´dentes. Outre le fait que cela suppose l’existence
d’une base de connaissances suffisamment volumineuse et riche, ces approches
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supposent l’existence de comportements communs. Une requeˆte atypique sera
alors mal re´e´crite. De plus, dans un contexte d’achat sur un site marchand, les
recherches peuvent eˆtre radicalement diffe´rentes d’un utilisateur a` un autre.
Ainsi, nous pre´fe´rons aborder la proble´matique de la re´e´criture de requeˆtes
selon un point de vue centre´ utilisateur et proposons une solution n’exploitant
pas une base de connaissances pre´ce´demment apprise. De plus, impliquer
l’utilisateur en cours de processus risquerait de provoquer un phe´nome`ne de
rejet. Il nous semble alors pre´fe´rable d’exploiter les informations initialement
saisies par l’utilisateur et ne pas l’inclure dans le reste du processus.
3 Cas d’e´tude
Pour illustrer la proble´matique lie´e a` notre approche, nous conside´rons le cas
d’un utilisateur recherchant une voiture a` acheter. Sans perte de ge´ne´ralite´,
nous faisons l’hypothe`se simplificatrice que les voitures a` vendre sont stocke´es
dans une table unique VOITURES. Chaque voiture est de´crite selon 5 car-
acte´ristiques : un identifiant unique, le mode`le, la couleur, le kilome´trage et le
prix. Un extrait de la table VOITURES est pre´sente´ dans le tableau 1. Dans la
mesure ou` l’utilisateur ne peut raisonnablement pas conside´rer l’inte´gralite´ des
voitures en vente, nous supposons qu’il formule la requeˆte suivante : “Quelles
sont les Clio blanches dont le kilome´trage n’exce`de pas 5 000 kilome`tres et
dont le prix est infe´rieur a` 5 000 euros ?”. Si l’on conside`re cette requeˆte,
nous nous apercevons qu’il n’existe aucune voiture satisfaisant l’inte´gralite´ des
crite`res de l’utilisateur. Dans une telle situation, un comportement attendu de
l’utilisateur serait qu’il e´largisse son espace de recherche en reformulant une
requeˆte avec des crite`res moins forts. S’il ne trouve toujours pas une voiture
qui l’inte´resse alors deux attitudes sont envisageables. Une premie`re, posi-
tive, serait qu’il effectue une succession de requeˆtes de moins en moins pre´cises
jusqu’a` trouver une voiture inte´ressante. La seconde, plus re´aliste dans un con-
texte concurrentiel, serait qu’il conside`re que le site visite´ n’est pas en mesure
de l’aider et qu’il se dirige donc vers un site marchand concurrent.
L’objectif dans cet article est de proposer a` l’utilisateur de ne formuler
qu’une seule requeˆte et d’e´tendre automatiquement ses crite`res de se´lection
pour maximiser les re´ponses proches de la requeˆte initiale. Pour cela, nous nous
appuyons sur une mode´lisation des pre´fe´rences de l’utilisateur. Ici, quelques
hypothe`ses re´alistes sont :
• L’utilisateur exige une voiture dont le prix ne de´passe pas celui indique´
dans sa requeˆte initiale (i.e., 5 000 euros);
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• L’utilisateur pre´fe`re les voitures franc¸aises, puis les allemandes, puis les
autres ;
• L’utilisateur pre´fe`re les voitures blanches, puis noires ou grises et enfin
les autres ;
• L’utilisateur est preˆt a` ce´der d’abord sur le kilome´trage, puis sur la
couleur et enfin sur le mode`le.
De`s lors, nous recherchons a` re´e´crire la requeˆte initiale de l’utilisateur en
inte´grant ses pre´fe´rences de sorte que (1) les crite`res qu’il juge immuable reste
inchange´s, (2) que les crite`res pour lesquels il est preˆt a` eˆtre moins exigeant
soient les plus proches de la requeˆte initiale et (3) que les n-uplets retourne´s
par cette nouvelle requeˆte soient plus nombreux et surtout plus pertinents
pour l’utilisateur. Pour cela, nous nous appuyons sur une fonction de score
qui mesure l’e´loignement de la requeˆte re´e´crite par rapport au gain de n-uplets
permis par cette requeˆte. Dans la suite de cet article, nous formalisons les
diffe´rents concepts ne´cessaires a` l’e´tablissement de cette fonction de score et
pre´sentons la me´thodologie adopte´e pour la calculer.
Id Mode`le Couleur Kms Prix
1 Clio Blanche 6000 5000
2 Polo Grise 10000 4000
3 206 Grise 7000 5000
4 Golf Noire 6000 4500
5 Ibiza Jaune 7000 4000
6 Ibiza Rouge 4000 5000
7 Clio Rouge 4000 5000
8 206 Noire 6000 4500
9 Polo Noire 7000 5000
10 Polo Blanche 10000 4000
11 Ibiza Rouge 10000 5000
12 Golf Blanche 7000 5000
13 206 Blanche 6000 4500
14 Polo Grise 4000 4000
15 Clio Grise 7000 4000
Table 1: Extrait de la table VOITURES.
4 De´finitions et proble´matique
4.1 De´finitions pre´liminaires
Soit T = (A1, . . . , An) une relation ou` sont stocke´es les donne´es de´crites sur n
attributsA1, . . . , An. Nous notonsA l’ensemble de ces attributs. Ge´ne´ralement,
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les donne´es stocke´es sur une site marchand sont si nombreuses qu’une mode´lisa-
tion plus approprie´e (mode´lisation en e´toile, flocon ou constellation) est adopte´e.
Nous assumons ne´anmoins qu’une telle relation peut toujours eˆtre calcule´e ou
mate´rialise´e.
De´finition 1. Un crite`re ci est un triplet ci = (Ai, opi, ai) tel que Ai est
un attribut de T , opi est un ope´rateur tel que opi ∈ {≤,=,≥, BETWEEN}
et ai est un ensemble d’instances de Ai. La se´mantique associe´e au crite`re
c = (Ai, op, ai) est alors { t | t ∈ T et tAi opi ai est vrai }.
Soit ci = (Ai, opi, ai) un crite`re. Si opi ∈ {≤,=,≥} alors |ai| = 1 et nous
notons ai1 l’unique valeur de cet ensemble (ai s’il n’y a pas d’ambigu¨ıte´). Si
opi ∈ {BETWEEN} alors |ai| = 2 et nous notons ai1 (resp. ai2) la premie`re
(resp. la seconde) valeur de cet ensemble. La se´mantique associe´e a` un tel
crite`re est “Ai doit eˆtre entre a` ai1 et ai2 (au sens large)”. Enfin, si opi ∈ {IN}
alors |ai| = n (avec 1 ≤ n ≤ |Dom(Ai)|). Nous notons aik (avec 1 ≤ k ≤ n)
le ke`me e´le´ment de cet ensemble. La se´mantique associe´e a` ce crite`re est “Ai
doit eˆtre e´gale a` ai1 ou . . . ou a` ain”.
Exemple 1. Le crite`re c = (Prix,≤, 5000) signifie que l’utilisateur est inte´resse´
par des produits dont le prix est infe´rieur ou e´gal a` 5000.
De´finition 2. Un attribut A est dit extensible s’il existe un ordre <A sur les
valeurs de cet attribut et nous notons AE l’ensemble des attributs extensibles
de T . Un crite`re c = (A, op, a) est alors dit extensible si A est un attribut
extensible. A contrario, un attribut A est dit fixe s’il n’est pas extensible et
l’ensemble des attributs fixes de T est note´ AF . Un crite`re c = (A, op, a) est
alors dit fixe si A est un attribut fixe.
Exemple 2. Si l’on conside`re le cas d’e´tude pre´ce´dent, les attributs Mode`le,
Couleur et Kms sont des attributs extensibles et le crite`re c = (Kms,≤, 5000)
est donc un crite`re extensible. Ensuite, dans la mesure ou` l’utilisateur ne
souhaite pas ce´der sur le prix de la voiture recherche´e, l’attribut Prix est un
attribut fixe et le crite`re c = (Prix,≤, 5000) est donc un crite`re fixe.
Remarque 1. L’ordre dont les valeurs d’un attribut est muni peut eˆtre de na-
tures diffe´rentes. Si l’attribut est nume´rique et continu ( e.g., un kilome´trage),
cet ordre sera naturellement l’ordre des re´els dans R. Dans le cas ou` l’attribut
A est symbolique, un ordre possible serait l’ordre lexicographique. Un autre
ordre se´mantiquement plus riche serait un ordre exprimant les pre´fe´rences
de l’utilisateur. Par exemple, Grise <Coul. Blanche exprimerait le fait que
l’utilisateur pre´fe`re les voitures blanches aux voitures grises.
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De´finition 3. Une requeˆte utilisateur R est de´finie par R = CFR ∧ CER avec
CER une conjonction non vide de crite`res extensibles et CFR une conjonction
non vide de crite`res fixes. De plus, chaque crite`re d’une requeˆte utilisateur
porte sur un attribut diffe´rent de T .
Exemple 3. La requeˆte formule´e par l’utilisateur peut eˆtre e´crite R = CFR ∧
CER avec CFR = (Prix,≤, 5000) et CER = (Mode`le,=, Clio) ∧ (Couleur, =,
Blanche) ∧ (Kms,≤, 5000).
De´finition 4. Soit R = CFR ∧ CER une requeˆte utilisateur. Une extension
ei est un crite`re (Ai, op, a′i) tel que (Ai, op, ai) ∈ CER ( i.e., Ai est un attribut
extensible) et ai ≤Ai a′i. Une combinaison d’extensions Ci est une alors une
conjonction de crite`res tels qu’au moins l’un des crite`res soit une extension.
Exemple 4. Selon le cas d’e´tude, (Kms,≤, 7000) est une extension et (Mode`le,
=, Clio)∧(Couleur,=, Grise)∧(Kms,≤, 7000) une combinaison d’extensions.
4.2 Proble´matique
Soit une requeˆte utilisateur R = CFR ∧ CER. La proble´matique associe´e a` cet
article est la re´e´criture de R en une requeˆte R′ = CFR′ ∧ CER′ telle que :
• CFR = CFR′ ;
• Les crite`res c′i ∈ CER′ soient les plus proches possibles des crite`res ci ∈
CER;
• Le nombre de n-uplets retourne´s par R′ soit supe´rieur a` celui retourne´
par R.
En d’autres termes, il s’agit de trouver une requeˆte R′ qui respecte au mieux
le compromis entre la pertinence de la re´ponse et l’e´loignement de la requeˆte
d’origine.
5 TIGER
Dans cette section, nous de´crivons, TIGER, une me´thode visant a` e´lire une
combinaison d’extensions pour re´e´crire la requeˆte initiale de l’utilisateur. Plu-
sieurs e´tapes sont ne´cessaires. Dans un premier temps, un traitement doit
eˆtre applique´ sur les valeurs des attributs extensibles de T . Si l’attribut est
nume´rique, il faut alors discre´tiser ses valeurs pour re´duire le nombre de com-
binaisons. Si l’attribut est symbolique, un ordre sur ses valeurs est de´fini. Il
sera alors possible de de´terminer une distance entre les valeurs d’un tel attribut
et le crite`re initial. Pendant cette e´tape, nous montrons comment inte´grer les
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pre´fe´rences utilisateurs intra-attributs (de´finies parmi les valeurs d’un meˆme
attribut). Au cours de la seconde e´tape, les n-uplets ne ve´rifiant pas les crite`res
fixes ne sont plus conside´re´s. Une fonction mesurant la distance entre un n-
uplet restant et la requeˆte initiale est introduite. Au cours de la troisie`me
e´tape, la construction d’un treillis partiel permet de mesurer l’ordre existant
entre les diffe´rentes combinaisons. Ce treillis est finalement exploite´ pour cal-
culer le score associe´ a` chaque combinaison. La combinaison dont le score est
maximal sera alors retenue. Intuitivement, cette combinaison repre´sente le
meilleur compromis entre la distance a` la requeˆte initiale et le gain engendre´.
Nous formalisons maintenant ces 4 e´tapes.
5.1 Re´e´criture des attributs extensibles
Dans un premier temps, un traitement est applique´ sur les valeurs des at-
tributs extensibles de T . Pour les attributs extensibles nume´riques, il s’agit
de discre´tiser les valeurs prises par cet attribut afin de re´duire le nombre
d’extensions possibles. Concernant les attributs symboliques, nous montrons
comment inte´grer les pre´fe´rences utilisateurs intra-attributs (i.e., des pre´fe´ren-
ces sur les valeurs d’un attribut) au cours de cette phase.
5.1.1 Attributs extensibles nume´riques
Dans le cas ou` l’attribut associe´ a` un crite`re extensible est nume´rique (e.g.,
le prix d’une voiture), il serait peu inte´ressant de conside´rer l’extension d’un
attribut a` toutes les valeurs prises par cet attribut. Pour cette raison, nous
choisissons de discre´tiser les valeurs prises par cet attribut afin de ne con-
side´rer qu’un nombre plus restreint d’extensions. De nombreuses techniques
de discre´tisation [Cat91] peuvent eˆtre utilise´es comme par exemple :
• De´coupage equi-width : chaque zone est un intervalle de meˆme largeur ;
• De´coupage equi-depth : chaque zone est un intervalle comprenant le
meˆme nombre de valeurs.
Nous introduisons ainsi la fonction DiscAi(ai) (ou` ai ∈ Dom(Ai)) afin de
repre´senter le re´sultat de cette discre´tisation.
De´finition 5. Soit Ai un attribut extensible nume´rique. Nous de´finissons la
fonction DiscAi : Dom(Ai) → [0;nbClasses] (ou` nbClasses est le nombre de
classes ge´ne´re´es lors de la discre´tisation) telle que :
• DiscAi(ak) ≤ DiscAi(al) si ak >Ai al ou` (ak, al) ∈ Dom(Ai)×Dom(Ai);
• DiscAi(ak) = DiscAi(al) si ak = al ou` (ak, al) ∈ Dom(Ai)×Dom(Ai);
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Exemple 5. Dans la table VOITURES, l’attribut Kms est le seul attribut ex-
tensible nume´rique. Le tableau 2 (gauche) pre´sente les valeurs prises par la
fonction DiscKms.
x DiscKms(x)
4000 0
6000 1
7000 2
10000 3
x DiscCoul.(x)
Blanche 0
{Noire,Grise} 1
{Jaune,Rouge} 2
Table 2: Illustration des fonctions DiscKms et DiscCoul.
5.1.2 Prise en compte des pre´fe´rences intra-attributs pour les
attributs extensibles symboliques
Comme nous l’avons pre´ce´demment mentionne´, plusieurs relations d’ordre peu-
vent exister pour des attributs symboliques. Ici, nous nous focalisons sur une
relation d’ordre qui exprimerait les pre´fe´rences de l’utilisateur [Cho03, Cho07,
Kie02]. Ces pre´fe´rences peuvent eˆtre exprime´es au niveau ou` sont stocke´es
les donne´es(e.g., la couleur de la voiture) ou a` un niveau de granularite´ plus
ge´ne´ral (e.g., la nationalite´ du fabricant de voitures).
Dans le cas ou` les pre´fe´rences de l’attribut Ai sont spe´cifie´es sur les valeurs
brutes prises par l’attribut, la fonction DiscAi pre´ce´demment de´finie peut eˆtre
applique´e.
Exemple 6. Supposons que les pre´fe´rences utilisateurs sur l’attribut Couleur
sont les suivantes : {autres} < {noire, grise} < {blanche}. L’utilisateur
pre´fe`re donc les voitures blanches, puis les noires ou grises et enfin les voitures
d’une autre couleur. Le tableau 2 (droite) pre´sente les valeurs prises par la
fonction DiscCoul qui traduit ces pre´fe´rences.
Conside´rons maintenant le cas ou` l’utilisateur exprime ses pre´fe´rences sur
un niveau plus ge´ne´ral que celui ou` sont stocke´es les donne´es dans la table T .
Nous notons A↑i ce niveau plus ge´ne´ral, a
↑
1 > a
↑
2 pour spe´cifier que l’utilisateur
pre´fe`re a↑2 a` a
↑
1 et a
↑
i = Up(aj) pour indiquer que aj est une spe´cialisation de
a↑i . Avec ces notations, la fonction DiscAi(ai) (ou` ai ∈ Dom(Ai)) peut eˆtre
de´finie ainsi.
De´finition 6. Soit Ai un attribut extensible symbolique. La fonction DiscAi
est telle que :
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x DiscMod.(x)
{Clio, 206} 0
{Polo,Golf} 1
Ibiza 2
Figure 1: A gauche, extrait de la hie´rarchie associe´e a` l’attribut Mode`le. A droite,
valeurs associe´es a` DiscMod.. inte´grant les pre´fe´rences intra-attribut de l’utilisateur
• DiscAi(ak) < DiscAi(al) si Up(ak) > Up(al) ou` (ak, al) ∈ Dom(Ai) ×
Dom(Ai);
• DiscAi(ak) = DiscAi(al) si Up(ak) = Up(al) ou` (ak, al) ∈ Dom(Ai) ×
Dom(Ai);
Exemple 7. Les pre´fe´rences sur la nationalite´ du constructeur automobile
illustrent une pre´fe´rence utilisateur de´crite sur un niveau plus ge´ne´ral que celui
ou` sont stocke´es les donne´es. En se basant sur un extrait de la hie´rarchie des
mode`les pre´sente´e dans la partie gauche de la figure 1, nous pouvons mode´liser
la pre´fe´rence “ L’utilisateur pre´fe`re les voitures franc¸aises, puis les allemandes,
puis les autres” comme pre´sente´ dans le tableau en partie droite de la figure 1.
5.2 Prise en compte de la distance a` la requeˆte ini-
tiale
Afin de de´terminer quelle est la meilleure combinaison d’extensions, la table T
doit refle´ter la distance entre chaque n-uplet de T et la requeˆte de l’utilisateur
R. Pour ce faire, nous de´finissons une fonction, TransAi , applique´e a` chaque
attribut extensible..
De´finition 7. Soit ci = (Ai, opi, ai) un crite`re extensible. Nous de´finissons la
fonction TransAi(Dom(Ai))→ N ainsi :
• Si op = ≤
Trans(a′i) =
{
0 si Disc(a′i) ≤ Disc(ai)
Disc(a′i)−Disc(ai) sinon
• Si op = ≥
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Trans(a′i) =
{
0 si Disc(ai) ≤ Disc(a′i)
Disc(ai)−Disc(a′i) sinon
• Si op = =
Trans(a′i) =
{
0 si Disc(a′i) = Disc(ai)
|Disc(a′i)−Disc(ai)| sinon
• Si op = BETWEEN
Trans(a′i) =

0 si Disc(ai1) ≤ Disc(a′i) ≤ Disc(ai2)
Disc(ai1)−Disc(a′i) si Disc(a′i) < Disc(ai1)
Disc(a′i)−Disc(ai2) si Disc(ai2) < Disc(a′i)
La fonction Trans permet de mesurer la distance entre la valeur d’un at-
tribut et celle spe´cifie´e par l’utilisateur (i.e., a` travers un crite`re). Nous notons
Trans−1 la fonction inverse de Trans. Nous de´finissons maintenant une fonc-
tion, CombTrans, mesurant la distance entre une combinaison d’extensions C
et une requeˆte utilisateur R.
De´finition 8. Soient R = CFR∧CER une requeˆte utilisateur et C = (c1, . . . , cm)
une combinaison d’extensions avec ci = (Ai, opi, a′i), (ou` Ai est un attribut ex-
tensible). La fonction CombTrans est de´finie ainsi :
CombTrans(C) =
m∑
i=l
(Trans(a′i))
Exemple 8. Conside´rons le premier n-uplet du tableau 1. La combinaison
d’extensions associe´e est C = (Mode`le,=, Clio) ∧ (Couleur,=, Blanche) ∧
(Kms,≤, 6000). Par conse´quent, CombTrans(C) = 0 + 0 + 1 = 1.
Soit C = (c1, . . . , cn) une combinaison d’extensions telle que ci = (Ai, op, a′i).
Dans la suite de cet article, cette meˆme combinaison pourra e´galement eˆtre
note´e C = (Trans(a′1), . . . , T rans(a′n)). Par exemple, la combinaison C =
(Mode`le,=, Clio)∧ (Couleur,=, Blanche)∧ (Kms,≤, 6000) pourra e´galement
eˆtre note´e (0, 0, 1).
Dans un premier temps, les n-uplets qui ne satisfont pas les crite`res fixes
sont exclus. Ensuite, pour chaque valeur d’un attribut extensible de chaque
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n-uplet restant, la fonction Trans est applique´e et CombTrans est calcule´e.
Les n-uplets sont alors groupe´s et ordonne´s (ascendant) en fonction des valeurs
de CombTrans. Ce regroupement permet de quantifier le nombre de n-uplets
qu’une combinaison d’extension entraˆıne. Nous notons Gain(Ci) le nombre de
n-uplets de T de meˆme combinaison. Il faut cependant remarquer que ce nom-
bre ne repre´sente pas le gain (en terme de n-uplets) total d’une combinaison
d’extensions. Par exemple, pour conside´rer le nombre de n-uplets re´ellement
retourne´s par la combinaison (1, 0, 1), il faut conside´rer Gain(1, 0, 1) mais aussi
Gain(0, 0, 1), Gain(1, 0, 0) et Gain(0, 0, 0). Ainsi, ordonner les combinaisons
selon CombTrans permet de s’assurer qu’une combinaison ne sera conside´re´e
qu’une fois toutes les combinaisons utiles au calcul du gain effectif auront e´te´
conside´re´es.
Id TransMod. TransCoul. TransKms
1 0 0 1
2 1 1 3
3 0 1 2
4 1 1 1
5 2 2 2
6 2 2 0
7 0 2 0
8 0 1 1
9 1 1 2
10 1 0 3
11 2 2 3
12 1 0 2
13 0 0 1
14 1 1 0
15 0 1 2
Table 3: Application de la fonction Trans a` chaque valeur d’un attribut extensible
de T
Prise en compte des pre´fe´rences utilisateur inter-attributs. Jusqu’ici
nous avons suppose´ que l’utilisateur n’avait pas de pre´fe´rence quant aux crite`res
qu’il souhaitait e´tendre. Nous conside´rons a` pre´sent la possibilite´ de pouvoir
e´tendre certains crite`res plutoˆt que d’autres.Par exemple, l’utilisateur peut
eˆtre moins exigeant sur la couleur de la voiture alors qu’il tient a` ce que le
kilome´trage de la voiture s’e´loigne le moins possible de sa contrainte initiale.
Nous montrons ici comment ces pre´fe´rences peuvent eˆtre prises en compte.
Soient A1, . . . , An les attributs de la table T . Les pre´fe´rences inter-attributs
de l’utilisateur sont mode´lise´es sous la forme d’un ordre partiel ≺PIA. Ainsi,
A1 ≺PIA A2 ≺PIA . . . ≺PIA Al (avec Ai = {Ai1, . . . , Aik}, A1∪A2∪ . . .∪Al =
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A et A1∩A2∩. . .∩Al = ∅) mode´lise le fait que l’utilisateur souhaite e´tendre les
attributs de A1 avant ceux de A2 et ainsi de suite. De`s lors, il est le´gitime de
pe´naliser plus fortement une extension de crite`re si elle concerne un attribut
important pour un utilisateur par rapport a` une extension portant sur un
attribut peu prioritaire pour l’utilisateur. Nous introduisons alors un ensemble
de poids σ1, σ2, . . . , σl associe´s a` chaque ensemble Ai (1 ≤ i ≤ l) tel que
σm < σn implique Am ≺ An. Ces poids permettent de de´finir la fonction
TransPref . Intuitivement, cette fonction repre´sente une distance ponde´re´e
au sein du domaine de de´finition d’un attribut. Plus un attribut est important
pour un utilisateur, plus une extension sera conside´re´e comme significativement
e´loigne´e du crite`re initial.
De´finition 9. Soit ci = (Ai, opi, ai) un crite`re extensible. Nous de´finissons la
fonction TransPrefAi(Dom(Ai))→ N ainsi :
TransPrefAi(a
′
i) = σj × TransAi(a′i) ou` ai ∈ Ai
Exemple 9. Dans la mesure ou` l’utilisateur pre´fe`re ce´der sur le kilome´trage
plutoˆt que sur le mode`le, nous affectons un poids plus faible a` l’attribut Kilome´-
trage qu’a` l’attribut Mode`le. Les poids associe´s a` ces attributs peuvent donc
eˆtre σKms = 1 et σMod. = 3.
5.3 Construction du treillis partiel
Nous venons d’e´voquer le fait que pour une combinaison Ci donne´e, Gain(Ci)
ne permet pas de de´terminer le nombre de n-uplets re´ellement retourne´s. Nous
formalisons maintenant ces relations entre combinaisons a` l’aide d’un treillis.
De´finition 10. Soit G = (E ,≤G) un treillis ou` E est l’ensemble des extensions
et ≤G est une relation d’ordre partiel telle que pour C1 = (c11, . . . , c1k) et
C2 = (c21, . . . , c2k), nous avons C1 ≤G C2 si ∀i ∈ [1, k], c1i ≤ c2i. De plus,
∀C1, C2, leur borne infe´rieure et leur borne supe´rieure sont de´finies ainsi :
• Inf(C1, C2) = (min(c11, c21), . . . ,min(c1k, c2k))
• Sup(C1, C2) = (max(c11, c21), . . . ,max(c1k, c2k))
Exemple 10. Le treillis partiel des combinaisons d’extensions possibles dans
T est pre´sente´ dans la figure 2. Ce treillis partiel permet de repre´senter la
relation d’ordre partiel qui existe entre chaque ligne du tableau 3. Pour chaque
combinaison, le gain associe´ est indique´ a` droite de la combinaison.
La fonction GainTotal(C) est introduite pour comptabiliser le nombre de
n-uplets effectivement permis par C.
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Figure 2: Treillis partiel des combinaisons d’extensions possibles selon T
De´finition 11. Soit C une combinaison d’extensions. Le nombre de n-uplets
que C permet est donne´ par la fonction GainTotal telle que
GainTotal(C) =
∑
Ci≤G C
Gain(Ci)
Exemple 11. Conside´rons la combinaison (0, 1, 2). En e´tudiant le treillis
partiel pre´sente´ dans la figure 2, nous constatons que GainTotal(0, 1, 2) =
Gain(0, 1, 2) +Gain(0, 1, 1) +Gain(0, 0, 1) +Gain(0, 0, 0) = 2 + 1 + 2 + 0 = 5.
5.4 Fonction de score
Une extension de crite`res est pertinente si elle maximise le nombre de n-uplets
renvoye´s par la nouvelle requeˆte tout en minimisant l’e´cart entre la requeˆte
initiale et cette nouvelle requeˆte. La fonction propose´e re´pond a` cette attente
car elle est le rapport entre le gain total rapporte´ par la nouvelle requeˆte (i.e.,
le nombre de n-uplets qui seront renvoye´s par cette requeˆte) et la distance
relative (i.e., la distance entre la requeˆte utilisateur et la nouvelle requeˆte
divise´ par le gain permis par cette extension ). Nous de´finissons maintenant
cette fonction de score.
De´finition 12. Soient C une combinaison d’extensions et T une table rela-
tionnelle. Le score associe´ a` la combinaison C dans la table T est :
ScoreT (C) =
GainTotal(C)
CombTrans(C)
Gain(C)
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Exemple 12. Nous illustrons la fonction de score en calculant Score(0,1,2).
ScoreT (0, 1, 2) =
2 + 1 + 2 + 0
3
2
=
10
3
Ce score est calcule´ pour toutes les combinaisons possibles. La combinai-
son retenue est celle dont le score est maximal. Si plusieurs combinaisons
posse`dent le meˆme score maximal, nous privile´gions celle qui est plus proche
de la requeˆte initiale de l’utilisateur (i.e., la combinaison ayant le plus petit
CombTrans). Nous notons BestComb = (Trans(ab1), . . . , T rans(abn)) cette
combinaison.
TransMod. TransCoul TransKms CombTrans Gain GainTotal Score
0 0 1 1 2 2 1
1 1 0 2 1 1 1
2
0 2 0 2 1 1 1
2
0 1 1 2 1 3 3
2
1 0 2 3 1 3 1
1 1 1 3 1 2 2
3
0 1 2 3 2 5 10
3
1 1 2 4 1 10 5
2
2 2 0 4 2 2 1
2
1 0 3 4 1 3 3
4
1 1 3 5 1 11 11
5
2 2 2 6 1 12 13
6
2 2 3 7 1 15 15
7
Table 4: Tableau des scores associe´s a` chaque combinaison
Le tableau 4 pre´sente les scores associe´s a` chaque combinaison d’extensions.
La combinaison d’extensions retenue est donc (0, 1, 2). La requeˆte ge´ne´re´e par
la me´thode propose´e est alors R′ = CFR∧CER′ ou` R est la requeˆte utilisateur
et CER′ = ((A1, op1, T rans−1(Trans(ab1))), . . . , (An, op1, T rans−1(Trans(abn))).
La nouvelle requeˆte est donc R′ = CFR ∧CER′ avec CFR = (Prix,≤, 5000) et
CER = (Mode`le, IN, {Clio, 206}) ∧ (Couleur,=, {Blanche,Noire,Grise}) ∧
(Kms,≤, 7000). Le tableau 5 pre´sente les voitures qui seront alors propose´es
a` l’utilisateur.
6 Expe´rimentations
Dans cette section, nous e´valuons l’approche propose´e en nous posant les deux
questions suivantes. Premie`rement, l’implantation de notre me´thode dans un
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Id Mode`le Couleur Kms Prix
1 Clio Blanche 6000 5000
3 206 Grise 7000 5000
8 206 Noire 6000 4500
13 206 Blanche 6000 4500
15 Clio Grise 7000 4000
Table 5: Voitures re´pondants aux crite`res de la requeˆte e´tendue R′
site marchand est-elle re´aliste ? Dans un tel contexte, il est important que la
re´ponse a` une requeˆte soit calcule´e et retourne´e rapidement. Nous e´valuons
donc le temps ne´cessaire pour trouver la meilleure combinaison. Ensuite, nous
re´alisons une e´tude qualitative de la combinaison retourne´e en e´valuant le gain
engendre´ par la combinaison et sa distance a` la requeˆte d’origine. Les jeux de
donne´es ont e´te´ ge´ne´re´s ale´atoirement et nous adoptons la convention suivante
pour les nommer : A10E20T10k signifie que le jeu de donne´es a 10 attributs ex-
tensibles, que chaque attribut extensible posse`de 20 niveaux d’extensions et que
le jeu de donne´es est compose´ de 10000 n-uplets. Deux types de jeu de donne´es
sont ge´ne´re´s. Dans le premier, les n-uplets sont ge´ne´re´s ale´atoirement et uni-
forme´ment. Ce type de donne´es, dites non biaise´es, permettent de mesurer le
comportement de notre me´thode dans un contexte d’e´valuation critique. Dans
le second, nous tentons de mode´liser une situation plus re´aliste ou` l’essentiel
des valeurs sont regroupe´es dans un intervalle de valeurs assez proches (i.e.,
il y a peu de valeurs extreˆmes). Pour cela, nous ge´ne´rons les jeux de donne´es
en faisant en sorte que 80% des valeurs d’attributs ge´ne´re´s ale´atoirement aient
une valeur de Trans entre 0 et MaxTrans/3. Ces jeux de donne´es seront dits
biaise´s dans la suite de cette section. Par exemple, si A10E20T10k est biaise´,
alors 80% des Trans ge´ne´re´s seront compris entre 0 et 6 (i.e., la partie entie`re
de 20/3). Cette se´rie d’expe´rimentations a e´te´ re´alise´e sur un MacBook 2,4
GHz Intel Core 2 Duo avec 2 Go de RAM. Les me´thodes ont e´te´ imple´mente´es
en JAVA 1.6.
Evaluation quantitative. Nous e´valuons l’impact de 3 parame`tres sur le
temps de recherche de la meilleure combinaison : le nombre d’attributs ex-
tensibles, le nombres d’extensions par attribut et le nombre de n-uplets vali-
dant les crite`res fixes. La figure 3 pre´sente les re´sultats obtenus sur des jeux
de donne´es biaise´s ou non. Faute de place, nous ne pouvons de´crire cha-
cune des courbes pre´cise´ment. Nous dressons malgre´ tout quelques remarques.
Premie`rement, les performances obtenues sur des jeux biaise´s ou non sont tre`s
similaires. Il faut remarquer ne´anmoins que lorsque les valeurs associe´es aux
attributs sont raisonnables (i.e., le nombre de nœuds dans le treillis partiel est
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significativement infe´rieur au nombre de n-uplets dans la table), la recherche
de la meilleure combinaison est le´ge`rement plus rapide pour les jeux biaise´s.
Ensuite, les expe´rimentations mesurant l’impact du nombre d’attributs et du
nombre d’extensions montrent que le temps de recherche de la meilleure com-
binaison est borne´ autour de 4 secondes. Enfin, le parame`tre dont l’impact est
le plus significatif est le nombre de n-uplets ve´rifiant les crite`res fixes. Cela
s’explique par le fait que plus ce nombre est grand, plus le treillis partiel aura
de nœuds. Dans la mesure ou` un parcours de tous les nœuds est effectue´
pour retrouver le score maximum, cet impact est logique. Cependant, dans la
mesure ou` cette quantite´ est le nombre de n-uplets validant les crite`res fixes,
une recherche de la meilleure combinaisons effectue´e en 5 secondes pour 10000
n-uplets conside´re´s est tre`s acceptable.
(a) # attributs (b) # extensions (c) # n-uplets
Figure 3: Impact de certains parame`tres sur le temps d’exe´cution
Evaluation qualitative. Nous e´valuons ici la qualite´ des combinaisons rete-
nues en fonction de deux parame`tres : le nombre d’attributs extensibles et le
nombres d’extensions par attribut. Deux crite`res sont retenues pour mesurer
cette qualite´ : le gain engendre´ par la combinaison et la distance entre la
requeˆte initiale et celle re´e´crite. Nous mesurons le gain par le rapport entre
le nombre de n-uplets supple´mentaires retourne´s et le nombre de n-uplets qui
auraient pu l’eˆtre si les extensions e´taient maximales. Par exemple, si 80 n-
uplets sont retourne´s parmi les 100 qui auraient pu l’eˆtre, le gain sera 80%.
Le second crite`re e´value la distance entre la requeˆte initiale (i.e., ou` toutes les
valeurs de Trans sont e´gales a` 0) et la combinaison retenue. Cette distance est
donne´e par CombTrans qui repre´sente le niveau du treillis dans lequel se situe
la combinaison. Les jeux de donne´es sont biaise´s. Le tableau 6 pre´sente les
re´sultats obtenus. Globalement, les combinaisons retenues permettent un gain
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#attributs ext. Gain (en %) CombTrans
3 68 1 sur 25
5 71 10 sur 75
10 53 19 sur 190
15 21 50 sur 285
20 26 61 sur 380
#extensions Gain (en %) CombTrans
3 63 1 sur 20
5 65 1 sur 40
10 50 12 sur 90
20 23 70 sur 190
40 19 90 sur 390
Table 6: Impact de certains parame`tres sur la qualite´ de la combinaison retenue
significatif de n-uplets retourne´s tout en s’e´loignant peu de la requeˆte initiale.
Par contre, lorsque le nombre de nœuds dans le treillis partiel est tre`s proche
du nombre de n-uplets dans la table, la qualite´ des re´sultats se de´grade. En
effet, cela signifie que peu de nœuds permettent un gain significatif et donc
que la combinaison retenue sera situe´e a` un niveau plus haut dans le treillis.
Pou re´sumer, cette e´tude expe´rimentale nous a permis de constater que (1)
le temps de recherche de la meilleure combinaison est relativement faible et
que (2) le gain engendre´ est significatif tout en restant proche de la requeˆte
initiale. De`s lors, il est tout a` fait envisageable d’implanter une telle approche
dans un site marchand.
7 Conclusion
Dans cet article, nous justifions le besoin strate´gique pour un site marchand de
fournir a` l’utilisateur un syste`me de recherche plus flexible que l’interpre´tation
stricte des champs d’un formulaire. Nous proposons alors une solution pour
re´e´crire une requeˆte en e´tendant certains crite`res pour maximiser la qualite´
de la re´ponse retourne´e. Pour cela, l’ensemble des combinaisons d’extensions
possible est e´value´ afin d’e´lire celle qui maximise le compromis entre le gain de
n-uplets retourne´s et la distance a` la requeˆte d’origine. Une fonction de score
est introduite a` cette fin. Une e´tude expe´rimentale valide notre approche en
montrant que (1) le temps de calcul de la meilleure combinaison est faible et
(2) que le gain de n-uplets inte´ressants retourne´s est important.
Plusieurs perspectives peuvent eˆtre envisage´es a` la suite de ce travail. Dans
un premier temps, il serait inte´ressant d’e´valuer notre approche sur des donne´es
re´elles. Cette se´rie d’expe´rimentations serait alors l’occasion d’inclure un en-
semble d’utilisateurs dans le processus de validation. Ensuite, l’e´tude des
interactions possibles entre cette approche et un syste`me de recommanda-
tion apparaˆıt pertinente pour enrichir chacune des deux me´thodes. Enfin,
inclure une base statique de connaissances telle que WordNet [F+98] perme-
ttrait d’identifier des concepts similaires et ame´liorerait ainsi la qualite´ de la
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requeˆte reformule´e.
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