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Abstract
Robust Principal Component Analysis (RPCA) methods have become very
popular in the past ten years. Many publications show that RPCA provides
good results for background subtraction problems. In this thesis, we further
the exploration to online versions of RPCA algorithms. The proposed Online
Robust Principal Component Analysis (ORPCA) is used to process big data
in a more efficient way. We also test the algorithm performances on the
Toyota car data set provided by the Toyota Motor Corporation. Meanwhile, a
comprehensive comparison of the algorithm performance is also shown based
on testing results and running efficiency.
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Chapter 1
Introduction and Motivation
Background subtraction is a popular computer vision problem that has been
long discussed by researchers. Many complex computer vision problems can
be broken down into small solvable pieces. Generally speaking, removing
the background is always among the first couple of steps in the process. Re-
searchers also believe that performing background subtraction is very helpful
when doing feature extraction, because the desired statistical model will not
be alternated by background outliers. Similarly, background removal is one
of the critical ways to improve pattern recognition accuracy, by reducing the
rate of false detection.
A recent survey in 2009 shows that subspace learning is a good model
to solve the background subtraction problem [1]. Robust Principle Compo-
nent Analysis (RPCA) is a recent tool for subspace learning. Researchers
remarked that RPCA is more robust when comparing it with traditional
Principal Component Analysis (PCA) [2], because it solves a matrix com-
pletion problem by minimizing l1-norms. In a video background subtraction
problem, column vectors represent images and videos form big matrices ac-
cording to time. The low-rank subspace of these matrices would naturally
span the background and the remaining sparse errors will then comprise the
foreground.
However, many of the RPCA algorithms are using batched data. In the
real world, data is not always batched and ready to be processed. Many
programs record and process frames at the same time. These programs keep
only the processed data stored and clear other memory buffers for new ar-
riving frames. Therefore, to keep track of the low-rank subspaces, the idea
of Online Robust Principal Component Analysis (ORPCA) has been intro-
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duced. We will discuss the ORPCA algorithm in more details in Chapter
2.
The rest of the thesis is organized as following:
• A review of recent ORPCA techniques
• A review of Toyota car data video provided by the Toyota Motor Cor-
poration
• An explanation on the problem setup and tests
• Experimental results
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Chapter 2
A Review of Algorithms
In this chapter, we first give a brief introduction to RPCA. Then we provide
a broad review on recent ORPCA algorithms. The ORPCA algorithms that
our tests will focus on are the followings:
• Online Robust PCA via Stochastic Optimization (Feng, Xu and Yan
(2013)) [3]
• Grassmannian Robust Adaptive Subspace Tracking Algorithm (GRASTA)
(He, Balzano and Lui (2012)) [4]
• Automated Recursive Projected CS (ReProCS) (Qiu and Vaswani (2012))
[5]
2.1 RPCA Review
RPCA is an unsupervised subspace-learning solver that focuses on accurate
low-rank subspace recovering from sparse noise. The ultimate problem which
RPCA solves is defined in Equation 2.1. Given a large matrix D ∈ Rm×n,
find A,E ∈ Rm×n, which are commonly known as low-rank and sparse matrix
of D, in the following optimization problem:
minimize
A,E
||E||F
subject to rank(A) ≤ r, D = A+ E
(2.1)
In the objective function of Equation 2.1, the Forbineus norm is repre-
sented by ||.||F . However, Equation 2.1 is usually not convex and thus there
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is no efficient way to find the global minimum. Researchers found that un-
der rather broad conditions, solving Equation 2.2 can give us a close enough
low-rank solution A.
minimize
A,E
||A||∗ + λ||E||1
subject to D = A+ E
(2.2)
Here in Equation 2.2, the objective function is transformed into a sum-
mation of the Nuclear norm of A and the l1-norm of E, denoted by ||A||∗
and ||E||1. Moreover, Equation 2.2 is a convex optimization problem that
could be solved efficiently by many algorithms, such as the Gradient Decent
Method and Interior Point Method. One of the famous algorithm named
Augment Lagrange Multiplier (ALM) developed by Lin et al. [6], solves the
Lagrange function of Equation 2.2 using Lagrange variable Y , where <,>
represents the inner product of two matrices:
L(A,E, Y, µ) = ||A||∗ + λ||E||1+ < Y,D − A− E > +µ
2
||D − A− E||F 2
(2.3)
The optimal point of Equation 2.3 can be reached when X, E and Y are
updated repeatedly. Such an algorithm is show in [6]. We will not discuss
the ALM algorithm in detail here.
2.2 ORPCA via Stochastic Optimization
ORPCA via Stochastic Optimization, explored by Feng et al. [3], is a brand-
new approach of solving ORPCA problems. There are two highlights in this
approach when comparing it to traditional batched methods.
Feng et al. [3] first start with the Principal Component Pursuit (PCP)
developed in [7].
minimize
A,E
1
2
||D − A− E||F 2 + λ1||X||∗ + λ2||E||1 (2.4)
Feng et al. [3] argue that the main challenge of making the RPCA al-
gorithm online is the nuclear norm shown in Equation 2.4. In order to find
the minimum nuclear norm, a Singular Value Decomposition (SVD) has to
be performed across all samples. Meanwhile, SVD is the operation that con-
sumes the most running time. In [6], the inexact ALM approach converges
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to global minimum by computing only the first few largest singular values,
but SVD with batched data values are still required. According to Recht et
al. [8], nuclear norm has an upper bound:
||X||∗ = inf
L∈Rp×r,R∈Rn×r
{
1
2
||L||F 2 + ||R||F 2 : X = LRT
}
(2.5)
This changes Equation 2.4 into a different problem:
minimize
L∈Rp×r,R∈Rn×r
1
2
||Z − LRT − E||F 2 + λ1
2
(||L||F 2 + ||R||F 2) + λ2||E||1
(2.6)
The other highlight is stochastic optimization. For the stochastic opti-
mization problem, random variables appear in objective function and the
optimization problem itself changes. In [3], stochastic optimization aims to
minimize the expected cost over all samples. Given the empirical cost func-
tion fn(L) and loss function l(zi, L):
fn(L) =
1
n
n∑
i=1
l(zi, L) +
λ1
2n
||L||F 2
l(zi, L) = minimize
r,e
1
2
||zi − Lr − e||22 +
λ1
2
||r||22 + λ2||e||1
Z = [z1, z2, ..., zn]
(2.7)
f(L) = Ez[l(z, L)] = lim
n→∞
fn(L) (2.8)
For a detailed algorithm review, please see [3].
2.3 ORPCA via GRASTA
The Grassmannian Robust Adaptive Subspace Tracking Algorithm (GRASTA)
[4] is another algorithm developed to solve the ORPCA problem. He et al.
[4] did research of Grassmannian Rank-One Update Subspace Estimation
(GROUSE) [9] before building GRASTA. A large part of the GRASTA al-
gorithm is built based on GROUSE. GRASTA substitutes the GROUSE l2
cost function with the l1 cost function. Thus GRASTA follows the natural
properties of the RPCA algorithms. From the application point of view,
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minimizing the l1 norm makes GRASTA more robust than GROUSE when
dealing with noises beyond Gaussian.
Here we give a brief explaination on the model used in GRASTA. In order
to track the subspace of observation vector vt, a proper guess [4] has been
made in Equation 2.9:
vt = Utwt + st + ζt (2.9)
In Equation 2.9, vt ∈ n × 1 is the observation vector at time t and
Ut ∈ n×d is the subspace that vt spans on. The sparse error is represented by
st ∈ n×1 and ζt ∈ n×1 is a Gaussian white noise with small variance. Under
such assumptions, GRASTA gives out its objective functions and constraints
in Equation 2.10:
minimize ||s||1
subject to UΩtw + s− vΩt Ωt ∈ subset index of vt
(2.10)
It should be highlighted that such an optimization problem is set up base
on two previous research works. Balzano, Nowak and Recht [9, 10] show that
subspace tracking is accomplishable on Grassmannian subspace when limited
entries of data are exposed. On the other hand, the Alternating Direction
Method of Multipliers (ADMM) [11] shows that Equation 2.10 is the correct
type of optimization problem associated with the model in Equation 2.9.
2.4 Automated Recursive Projected Compress
Sensing
Qiu and Vaswani [5] are other researchers who explored possible algorithms
on ORPCA. Their approach is named Recursive Projected Compress Sensing
(ReProCS), which combines compressed sensing concepts. ReProCS creates
decent results. Here we will give a little explanation about ReProCS.
Similar to stochastic optimization that we mentioned earlier [3], Qiu made
a comparison between ReProCS and PCP [7]. Qiu points out that PCP
needs three requirements: (1) spatial and independent foreground; (2) a
number of non-zero entries that is much smaller than the total number of
data dimension; and (3) batched data input associated with the nuclear norm
minimization.
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The ReProCS approach begins with a very simple model shown in Equa-
tion 2.11, where It, Ft, Bt, Ti denote the image vector, foreground vector,
background vector and foreground index set respectively.
(It)i =
{
(Ft)i if i ∈ Ti
(Bt)i otherwise
(2.11)
ReProCS also makes assumptions that the supporting space (i.e. sub-
space) Pt changes slowly between adjacent frames. A decent foreground
prediction can be made according to Pt−1 and the next time image vector It.
In a detailed way of explaination, ReProCS accomplishes its foreground esti-
mation using one of the famous compress sensing algorithms: Basis Pursuit
Denoising (BPDN) [12]. BPDN finds the solution for the following problem
shown in Equation 2.12.
minimize
x
||x||1
subject to ||yt − Atx||2 ≤ 
(2.12)
In Equation 2.12, At = I − Pt−1P Tt−1 is the null space projector of Pt−1
and yt = At(It − µt) shows the energy falls out of the estimated subspace.
After that, ReProCS checks the 99% energy set and makes a decision branch
according to the result. If the energy is large enough, it means It is no longer
sparse and a new subspace Pt should be picked. For more details, please
review [5, 13].
7
Chapter 3
Toyota Car Data and Testing
Criteria
In this chapter, we present the data set we use to measure the performance
of each ORPCA algorithm.
3.1 Toyota Car Data Set
The Toyota car data set consists of car crash videos provided by the Toyota
Motor Corporation. Videos are collected in the TRIMARC program. We are
using a specific part that is gathered by the Auto Incident Recording Sys-
tem (AIRS) deployed by Northrop Grumman at an intersection in Louisville,
Kentucky. The data set contains more than 1000 car accident and near-car
accident street videos. Each video contains two scenes on the same intersec-
tion, which were taken from opposite angles. Moreover, the two scenes from
the same video are synchronized for one event. Figure 3.1 shows an example
of the two different angle views for the same event.
In order to make our test comparable with previous works, we decided to
limit our experiment to only one scene. Scene changes usually cause extra
difficulties on background subtraction. Therefore, we use half of the videos
to perform the test. The frame number that separates two scenes is label by
hand so its accuracy is absolutely trusted.
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Figure 3.1: Sample frames from videos.
3.2 Annotated Foreground Frame
We picked 269 video sequences out of the Toyota car data set and annotated
the background by hand. The average frame number is around 300. Figure
3.2 is an example.
We picked our testing videos based on the video quality. During our
inspections of the data, we noticed that some video sequences were ruined
by bad weather and night view limitations. On the other hand, some other
video sequences have tiny foregrounds, which may produce an inaccurate
detection rate due to the limited number of true positives. We excluded
both types of videos.
After we picked our target videos, we annotated one frame per video as the
ground truth frame. Because of the nature of online algorithms, we needed
to give a sufficient number of frames before the check point frame. Therefore,
we selected the 70th frame from the end as our ground truth frame. Since the
average frame number in each videl is around 300, the ground truth frame is
always located in the last quarter of the video.
In each annotated ground truth frame, we nullified the edging effect by
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Figure 3.2: Sample annotated frames together with their original frames. The
first row is the one with the red bounding box, the second row is without the
bounding box.
picking only the intersection area as the checking region. Four corner points
were marked with green color. All cars (foreground) inside the red quadrangle
were masked by blue color. Please see Figure 3.2.
3.3 Testing Criteria
For each video sequence, we ran the ORPCA algorithm and calculated its
performance. The basic measures are listed in the followings:
• True Positive (TP): the number of foreground pixels that are correctly
marked as foreground.
• False Positive (FP): the number of background pixels that are wrongly
marked as foreground.
• True Negative (TN): the number of background pixels that are correctly
marked as background.
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• False Negative (FN): the number of foreground pixels that are wrongly
marked as background.
We also calculated recall, precision and fall-out.
• Recall (sensitivity): the number of foreground pixels that are correctly
marked out of the total foreground pixels.
• Precision: the number of foreground pixels that are correctly marked
out of the total foreground pixels that are masked.
• Fall-out: the number of background pixels that are wrongly marked as
foreground out of the total background pixels.
Here we also provided their math implementations in Equations 3.1 - 3.3:
Recall =
TP
TP + FN
(3.1)
Precision =
TP
TP + TN
(3.2)
Fall-out =
FP
FP + TN
(3.3)
Finally we plotted the Receiver Operating Characteristic (ROC) curve
based on threshold values. We produced the maximum harmonic mean of
precision and recall, which is also know as the f1-score shown in Equation
3.4.
F1 =
2TP
2TP + FP + FN
(3.4)
11
Chapter 4
Tests
Here we performed three tests using our data set.
4.1 Test 1
In the first experiment, we downscaled each frames by keeping only 10% of
the pixels (i.e. width and height are downscaled into 1
sqrt10
). The original
image size is [240, 352] and the resized image is [76, 112]. We performed
the test on 269 video clips with around 65000 frames. All three ORPCA
algorithms that we mentioned in Chapter 2 are involved in this test. The
test was run on MATLAB using a typical PC.
In ORPCA via stochastic optimization [3], we did not need an initial
background training. The algorithm parameters are λ1 =
0.1
sqrt( 1
m
)
, λ2 =
1000
sqrt( 1
m
)
, and the rank guess = 5, where m = 8512 is the image vector’s
dimension.
In GRASTA [4], we did not use the Grassmannian subsampling in order
to produce a fair test. The background model was also produced by GRASTA
over 50 randomly picked frames. Similarly, we also have rank guess = 5.
In ReProCs, we have the background model trained over iALM [6] over
50 randomly picked frames.
The running time per frame is as follows:
• ORPCA via stochastic optimization: 0.0029125 s
• GRASTA: 0.0085644 s
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• ReProCS: 0.23326 s
Each foreground frame is rescaled into range 0 to 1. By picking different
threshold values we are able to plot all ROC curves shown in Figure 4.1.
(a) ORPCA via stochastic optimization (b) GRASTA
(c) ReProCs
Figure 4.1: ROC curves according to threshold values.
The f1-score is also plotted according to threshold values in Figure 4.2.
The best f1-scores are as follows:
• ORPCA via stochastic optimization: 0.78651
• GRASTA: 0.74406
• ReProCS: 0.66048
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(a) ORPCA via stochastic optimization (b) GRASTA
(c) ReProCs
Figure 4.2: F1-scores according to threshold values.
4.2 Test 2
Different from test 1, test 2 does the subsampling on time domain. The
experiment picked one frame out from 10 and kept its original image size
[240, 352]. Therefore, the test statistics are changed into 269 video clips with
6456 frames. The second test was not performed on ReProCS due to long
running time.
There are also other small changes. In stochastic optimization, m =
240 × 352 is the original image vector dimension. In GRASTA, we use five
random frames for the background training.
The running times per frame are as follows:
• ORPCA via stochastic optimization: 0.074784 s
• GRASTA: 0.072392 s
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All ROC curves for test 2 are shown in Figure 4.3.
(a) ORPCA via stochastic optimization (b) GRASTA
Figure 4.3: ROC curves according to threshold values.
The f1-scores for test 2 are plotted in Figure 4.4.
(a) ORPCA via stochastic optimization (b) GRASTA
Figure 4.4: F1-scores according to threshold values.
The best f1-scores are as follows:
• ORPCA via stochastic optimization: 0.83327
• GRASTA: 0.64915
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4.3 Test 3
Similar to test 2, test 3 subsampled on the time domain and picked one frame
out from five. Therefore, the test performed on 269 video clips with 13043
frames. This third test was also not run on ReProCS due to long running
time.
In stochastic optimization, m = 240× 352 is the full image vector dimen-
sion. In GRASTA, we use 10 random frames for background training.
The running times per frame are as follows:
• ORPCA via stochastic optimization: 0.063472 s
• GRASTA: 0.073061 s
All ROC curves for test 3 are showed in Figure 4.5.
(a) ORPCA via stochastic optimization (b) GRASTA
Figure 4.5: ROC curves according to threshold values.
All f1-scores for test 3 are plotted in Figure 4.6.
The best f1-scores are as follows:
• ORPCA via stochastic optimization: 0.84973
• GRASTA: 0.738
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(a) ORPCA via stochastic optimization (b) GRASTA
Figure 4.6: F1-scores according to threshold values.
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Chapter 5
Conclusion
In this chapter, we summarize all the experiments that we made and provide
a conclusion on all the performances.
When considering the time efficiency, both ORPCA via stochastic opti-
mization and GRASTA have similar results. However, ReProCS gives the
longest running time. When comparing between stochastic optimization and
GRASTA, stochastic optimization gives better running time results with the
downsampled frames. On the other hand, GRASTA runs a little bit faster
when dealing with the frames in the original size. Also, GRASTA may run
even faster when processing higher resolution video using its Grassmannian
subsampling.
About the accuracy, ORPCA via stochastic optimization has the best
f1-score of all the tests. GRASTA provides the second best score. ReProCS
has the lowest f1-score.
All in all, when both factors are considered, OPRCA via stochastic op-
timization performs better than all the other algorithms on the Toyota data
set. It can also be argued that GRASTA may have better running time
performance with high resolution or even super resolution images.
Further, another conclusion can be made. Subsampling in the time do-
main produced better background subtraction results than subsampling in
each frame. This is associated with our foreground labeling, since all cars
are labeled as foreground and sometimes the car can halt. When online al-
gorithms process a sequence of frames where cars are not moving, it will
mark these cars as part of the background and therefore create a lot of false
negatives. In this case, subsampling in the time domain creates more mobile
foregrounds and thus produces better results.
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