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The Einstein–Vlasov equations govern Einstein spacetimes filled with matter which inter-
acts only via gravitation. The matter, described by a distribution function on phase space,
evolves under the collisionless Boltzmann equation, corresponding to the free geodesic mo-
tion of the particles, while the source of the gravitational field is given by the stress–energy
tensor defined in terms of momenta of the distribution function. As no variational derivation
of the Einstein–Vlasov system appears to exist in the literature, we here set out to fill this
gap. In our approach we treat the matter as a generalized type of fluid, flowing in the tangent
bundle instead of the spacetime. We present the actions for the Einstein–Vlasov system in
both the Lagrangian and Eulerian pictures.
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I. INTRODUCTION
In this paper we consider general relativistic spacetimes filled with a system of particles inter-
acting only via gravitation. The system of particles may be represented by a distribution function
on phase space. By the postulates of general relativity, free particles move along future directed
geodesics and hence the distribution function evolves by flowing along the geodesic spray, i.e. the
vector field on phase space which generates the geodesic flow. This flow equation is known as the
the Vlasov equation, also known as the collisionless Boltzmann or Liouville equation. The Einstein
equation couples matter to the gravitational field via the stress energy tensor, the components of
which are defined in terms of phase space momenta of the distribution function. The resulting sys-
tem of field equations is known as the Einstein-Vlasov system. If we consider systems of particles
which self-interact via collisions, the Vlasov equation must be replaced by a Boltzmann equation
with collision term and we are led along similar lines to considering an Einstein-Boltzmann system.
Matter models described by a distribution function on phase space, evolving under some version
of the Boltzmann equation are known as kinetic matter models. Since each spacetime volume
element may contain particles moving in all directions, the matter is in a disordered state of
motion. On the other hand, in a continuum matter model such as a perfect fluid, which may be
viewed as a degenerate limit of kinetic models, the system of particles is in an ordered state of
motion, where all particles at a given spacetime point move along the fluid velocity field. The state
of a fluid, and its equations of motion are given directly in terms of its macroscopic properties,
eg. the components of the stress energy tensor. On the other hand, the distribution function
3of a kinetic matter model provides a microscopic representation of the matter from which its
macroscopic properties may be calculated. Kinetic matter models including those where the
matter particles couple to fundamental fields, such as the Vlasov-Maxwell, Vlasov-Poisson and the
Einstein-Vlasov systems and their collisional counterparts play an important role over a vast range
of scales and the literature is huge. We refer to the books [11, 40] and the survey papers [2, 36] for
references.
General relativistic kinetic theory was first considered in the 1930’s by Synge [41] and Walker
[46], see however the brief discussion by Eddington [12, p. 116]. In his 1957 book [42], Synge
presented the theory of gases in special relativity in a nice geometric form. This formulation
influenced several discussion of the foundations of kinetic theory in general relativity, both for
collisionless (Vlasov) matter as well as matter governed by the Boltzmann equation, including the
papers of Tauber and Weinberger [44], Chernikov [7–9], Lindquist [31]. Ehlers wrote several survey
articles on the subject[33] including [13]. For more recent surveys, see the articles by Rendall [37]
and Andre´asson [2]. Local existence of solutions to the Cauchy problem for the Einstein-Vlasov
system has been proved by Choquet-Bruhat [10], see also [4] for results on the Einstein-Boltzmann
equations. For the Einstein-Boltzmann case, the results appear rather limited. A recent treatment
of the Cauchy problem for the Einstein-Vlasov equations has been given by Ringstrom [38]. The
non-linear stability of Minkowski space in Einstein-Vlasov theory is known for both the massless
and the massive case, cf. [17, 21, 30, 45]
The Einstein-Vlasov system can be expected to be relevant for understanding the evolution of
cosmological models, and large scale structure formation in the universe. However, due to the
difficulties posed, most work on global properties of the Einstein-Vlasov system has been done
under strong symmetry assumptions. For numerical studies see eg. [3, 35, 39]. Using analytical
methods, issues of dynamical stability and singularity formation for the Einstein-Vlasov system
have been studied in highly symmetric situations, see [2] for further references. Fajman [16] has
proved dynamical stability of certain Einstein-Vlasov cosmological models with U(1) symmetry.
Future stability for the Milne model in Einstein-Vlasov theory has been proved [1]. However, little
is known in general. An exception is the work of Ringstro¨m on the stability of cosmological models
with positive cosmological constant containing collisionless matter [38], which is not dependent on
any symmetry assumption. In contrast to the Einstein-Vlasov case, large scale N-body simulations
in Newtonian gravity have been performed without symmetry assumptions as part of studies of
large scale structure formation. The N-body dynamics is related to the Vlasov-Poisson system, see
eg. [22] and references therein for a discussion of the relation of these studies to the Vlasov-Poisson
system, see also [36]. The question of stability of steady states for kinetic matter models has
been widely studied in astrophysics and cosmology, mainly in the case of Newtonian gravity see eg.
[5, 36]. A few references on the Einstein-Vlasov system which are relevant here are [15, 19, 20, 25].
Whereas a number of theorems on providing conditions under which stability of steady states holds
for the Vlasov-Poisson system, the picture is not as complete in the general relativistic case, see
however [18]. In studies of stability, the energy methods, including the energy-Casimir method, play
an important role. Hamiltonian formulations for the Einstein-Vlasov system has been discussed
by Kandrup and collaborators, see [23–25].
In view of the above, it appears natural to make a systematic study of variational formulations
of the Einstein-Vlasov and related systems. However, although there is a considerable literature
on variational formulations of eg. Vlasov-Maxwell and related theories, see [32, 47], apart from the
above mentioned work by Kandrup et al. on the Hamiltonian for Einstein-Vlasov, there appears to
be no such treatment in the literature, see however [34] for recent work on a variational formulation
for Einstein-Vlasov in the spatially homogeneous case.
Let M be the spacetime equipped with a metric tensor g and a coordinate system xµ with
x0 being the time variable. Recall that the distribution function is a positive function on the
4cotangent bundle, whose support is contained within the future pointing null cones. With the
help of the coordinate system it can be written as f(xµ, pν), depending on particle position and
four–momentum. Up to a coefficient, f gives the number of particles contained within a volume
element in the spacetime and whose four–momentum is close to pµ, as measured by an observer at
that point. The precise definition of f will be given later in the paper, see also [2].
Function f evolves under the relativistic, collisionless Boltzmann equation, which corresponds
to the assumption that the individual matter particles move along geodesics. The equation is
known in this context as the the Liouville or Vlasov equation
pµ
∂f
∂xµ
+ pν pµ Γ
µ
νσ
∂f
∂pσ
= 0. (1.1)
Note that in contrast to dust, fluids or elastic sources, we assume here that infinitely many particles
may pass through each point of spacetime, distinguished only by the values of their four–momenta.
The gravitational field is coupled to the matter content via Einstein equations of the form
Rµν − 1
2
Rgµν = 8πGT µν (1.2)
T µν = (−g)−1/2
∫
d4pµ f(x
µ, pν)
pµ pν
m
, (1.3)
where m =
√−pα pα. The stress–energy tensor at a given point is simply the integral over all
possible four–momenta with each particle contributing its four–momentum to the total energy and
momentum densities and stress.
For early discussions of collisionless matter in general relativity, see [13, 14, 20, 31, 44] and
references therein. In these works, the collisionless matter is viewed as arising from a statistical
treatment of e.g. a gravitationally interacting gas [31, 44], stars or galaxies [20]. From this point
of view, the stability of steady states of self-gravitating collisionless matter is of importance, and
has been considered in numerous papers, see eg. [20, 25].
So far equations (1.1)–(1.3) have been derived via phenomenological considerations. In this
paper we will show how to arrive to them using a variational principle. We will show that they
can be thought of as a consequence of vanishing of variation of action S of the form
S =
1
16πG
∫
A
R
√−g d4x+ Sm[gµν ,Φa] (1.4)
where A is a compact domain in M. The first term is the standard functional depending on
the metric tensor (and connection field if we consider a Palatini–type variational principle), while
the second, matter term, is a functional depending on both the metric and the matter degrees of
freedom, represented here by Φa. It is a standard result that vanishing of variation with respect
to the metric yields Einstein equations of the form (1.2) with
T µν =
2√−g
δSm
δgµν
. (1.5)
Variations with respect to Φa on the other hand should give the Vlasov equation (1.1). Let us
emphasize here that it is crucial that the variational principle gives not only (1.3), but also (1.1).
This in contrast to macroscopic matter models like dust or fluids, where the matter equations follow
from the conservation of the stress–energy tensor (1.5) appearing in (1.3). We can therefore forget
about variations with respect to matter degrees of freedom altogether, since the matter equations
of motion can be derived indirectly from variations with respect to the metric, giving the expression
for T µν , and the Bianchi identities, which imply that T µν is conserved [27]. This is not the case in
Einstein–Vlasov equations, where (1.3) does not imply (1.1).
5The variational formulation of the Einstein equations with macroscopic matter has been studied
by many authors. In the literature one can clearly distinguish two main approaches to the problem,
differing with respect to how the matter degrees of freedom are treated.
Let B denote the material space, i.e. collection of particles or fluid elements, endowed with
the structure of a three–dimensional differentiable manifold and other geometric objects describing
the internal state of matter (see [26–29]). One can now describe the matter degrees of freedom in
terms of configurations, i.e. mappings C : M → B which assign to every point of the spacetime
the particle which passes through it. Mappings C can be used to define the local particle current
nµ on M, a vector density describing the motion of the particles through the spacetime and at
the same time measuring their number in a small volume ofM. nµ can in turn be broken into the
relativistic particle density and the four–velocity
nµ = ρ uµ. (1.6)
The current satisfies a conservation equation
∂nµ
∂xµ
= 0, (1.7)
which corresponds to the fact that the particles themselves are neither destroyed nor created during
the motion. It is a kinematical conservation law, satisfied by the virtue of the definition of nµ,
irrespective of the equations of motion. It is also possible to consider nµ rather than C as the field
which encodes the state of matter. This way of describing the macroscopic matter is called the
Eulerian picture.
Altenatively one might use the Lagrangian picture, where the direction of mappings is reversed.
Consider a foliation ofM by three–dimensional, spacelike constant time slicesMt. One can invert
at least localy the mapping restriction of C to Mt. We can thus describe the state of matter by
mappings Dt : B → Mt, called deformations. For a fixed p ∈ B and variable t the deformations
Dt give exactly the worldline of the particle p. With the help of a coordinate system on M the
mapping Dt can be expressed via a triple of scalar functions (fields) on B.
Both field theoretic descriptions can be used to define variational principles for the Einstein
equations with matter. In the Eulerian picture one encounters a small complication due to the
fact that we should not consider all variations of the particle current field, but only those which
arise from displacing individual world–lines of particles, without altering their number. This kind
of constrained variational principle was pioneered by Taub [43] (see also [6]). From the variational
principle we obtain automatically the conserved stress–energy tensor of the matter, which serves
as the gravitational field source in the Einstein equations.
In this paper we will demonstrate that it is possible to describe the Vlasov matter using both
Lagrangian and Eulerian variables and derive the Einstein–Vlasov equations using variational prin-
ciples similar to the ones used in macroscopic matter. The main difference lies in the domain and
target spaces of mappings describing the state of matter: the matter space B must be assumed to
be 7–dimensional, since particles in the microscopic matter models are labeled by their position in
the spacetime as well as their four–momentum, while the target space must be the phase space of
massive particles, which is isomorphic to the cotangent bundle of the spacetime.
Despite technical differences, both Eulerian and Lagrangian pictures of the Vlasov matter are
quite similar to their macroscopic counterparts. Namely, the configurations are the mappings from
the union of future null cones in the cotangent bundle P ∗+ to B
C : P ∗+ → B. (1.8)
From the kinematical point of view P ∗+ is merely the phase space of a massive particle in M . Just
like in the macroscopic matter models, C gives rise to a conserved matter current vector density J
6on P ∗+. It is a geometric object defined on P
∗
+ and cannot be projected down to the spacetime M,
but just like in the macroscopic case it can be broken into the invariant particle density and the
normalized velocity vector U , both defined on P ∗+. The invariant density is directly related to the
distribution function f .
The conserved matter current on P ∗+ can be integrated partially over all momenta in each point
of the spacetime. This gives rise to a conserved particle current on the spacetime, in the form of
a densitized four–vector field. In the same way J combined with mass can give rise to the mass
current on the spacetime.
The matter part of the action is given in the form of a functional Sm of J . The vanishing of
its constrained variations with respect to J implies that U is the geodesic spray vector field G,
generating lifts of the geodesics to T ∗M. This implies that the individual particles of the Vlasov
matter follow geodesics in their motion. The Vlasov equation (1.1) for f is a simple consequence
of that fact and of the conservation law for J . The Einstein equation with the appropriate stress–
energy tensor follows from varying of Sm with respect to the metric.
The Lagrangian picture is even simpler. It is possible to consider deformations, defined as
mappings from B to the constant time slice of P ∗+
Dt : B → P ∗+,t (1.9)
as the set of variables describing the state of the matter degrees of freedom. As before, Dt is the
inverse of C at a given instant of coordinate time. It turns out however that the picture can be
simplified if instead of Dt we use its projection D˜t down to M
D˜t : B →Mt (1.10)
D˜t = Π ◦ Dt, (1.11)
where Π is the canonical projection of the bundle P ∗+ The variational principle for the matter can
be expressed in terms of D˜t and its time derivative. With the help of a coordinate system on M
we may encode D˜t in three fields on B corresponding to positions of particles at a given moment.
This way we reduce down to 3 the number of fields required to describe the state of the system.
The Lagrangian density of the action turns out to be essentially the integral of homogeneous
single–particle Lagrangians over the material space.
A. Overview of this paper
In section II we discuss the most important geometric notions and the notation we use through-
out the paper. In section III we recall the Einstein–Vlasov equations in the standard formalism and
then present a new one, inspired by Kijowski and Magli articles on relativistic elastomechanics.
Finally in the last two sections we present two formulations of variational principles leading to
Einstein–Vlasov equations: one emplying the Lagrangian approach to the matter and the other
using the Eulerian one. We also derive the Hamiltionian of the Einstein–Vlasov system system.
In the appendix we review the most important properties of vector densities and prove a technical
result needed in section VI.
II. PRELIMINARIES AND NOTATION
In this section we will present briefly the most important geometric concepts and clarify the
notation we will use throughout the work.
7Let (M, g) be a time–oriented, compact pseudo–Riemannian manifold of dimension 4 equipped
with a Lorentzian metric g of signature (−,+,+,+), topologically a Cartesian product of an interval
I = [t0, t1] and a three–dimensional manifold S. We introduce a coordinate system (x
µ) on M,
consistent with the orientation, whose first coordinate x0 is timelike and future oriented. By St we
shall denote the (spacelike) constant coordinate time surface in M, homeomorphic to S.
The tangent and cotangent spaces over a point p ∈ M are collections of all vectors or covectors
at that point. Given the coordinate system onM they can be parametrized by the four components
in the decomposition in the natural bases ∂∂xµ or dx
µ respectively. Namely, in the tangent bundle
we have coordinates ζµ given by equation Xp = ζ
µ ∂
∂xµ where Xp is a vector tangent at p, and by
analogy in the cotangent we have vµ defined by ωp = vµ dx
µ, where ωp is a covector at p. The
unions of all tangent or cotangent spaces are manifolds themselves, the tangent TM and cotangent
T ∗M bundles respectively. The construction given above, together with (xµ), yields coordinate
systems (xµ, ξν) and (xµ, vν) in the two aforementioned bundles.
The metric tensor gives a natural isomorphism between the tangent and cotangent spaces by
lowering indices of vector fields
αp : TpM∋ Xp 7→ gp(Xp, ·) ∈ T ∗pM. (2.1)
This pointwise isomorphism of spaces extends to the isomorphism of the whole bundles α : TM 7→
T ∗M. Note that α allows us to map or push forward any construction made in TM to T ∗M and
vice versa. In this paper we will be more concerned with the latter, we will therefore recall some
facts from its geometry.
In a manifold with a non–degenerate metric the cotangent spaces at each point are endowed
with natural volume forms given by η = | − g|−1/2 dv0 ∧ dv1 ∧ dv2 ∧ dv3. The whole cotangent
bundle has a preferred volume form given by the product of the natural volume ρ on M (ρ =
| − g|1/2 dx0 ∧ dx1 ∧ dx2 ∧ dx3), and η
κ = ρ ∧ η = dx0 ∧ . . . ∧ dx3 ∧ dv0 ∧ . . . ∧ dv3. (2.2)
Moreover T ∗M has the structure of a symplectic manifold with the 2–form ω = dvµ ∧ dxµ (it can
be checked that this definition does not depend on the coordinate system xµ).
The four–momenta of massive particles crossing a point x ∈ M are vectors and can thus be
considered elements of TxM. The four–momenta of massive particles are always spacelike and
future pointing, so they always lie inside the future light cone. We will denote the bundle of future
light cones in TM and T ∗M by P+ and P ∗+ respectively. α maps P+ onto P ∗+ bijectively and P ∗+
inherits the volume form κ from the cotangent bundle. The restriction of P ∗+ to constant coordinate
time will be denoted by Σt, i.e.
Σt = {(x, v) ∈ P ∗+|x0 = t}. (2.3)
The world–lines of massive particles constitute a special subclass of curves in the spacetime:
Definition The particle world–line is a smooth, timelike curve parametrized by any function which
monotonically increases with time.
In particular, it is possible to parametrize a world–line using the coordinate time x0.
Curves xµ(s) with a given parametrization have unique lifts to curves on the cotangent tangent
bundle, in which the vertical coordinates are given by the curve’s tangent vector
ζµ = x˙µ. (2.4)
The curve may now be mapped by α to T ∗M, which gives the lift of xµ(s) to the cotangent bundle.
We will refer to lifts of this kind as ordinary lifts, opposed to lifts based on four–momenta of particle
world–lines, which we will define below.
8Definition The four–momentum lift of the world–line xµ(s) of a particle of mass m > 0 to P ∗+ is
the curve in P ∗+ given by equation
vµ(s) =
mx˙µ gµν√
−x˙α x˙β gαβ
(2.5)
(the xµ(s) remains the same).
This lift differs from the ordinary one in that the length of vµ(s) is adjusted to the particle mass
m rather than the parametrization of the curve. Consequently vµ is proportional to the tangent
vector, but with a factor which ensures that vµ is indeed equal to the four–momentum of the
particle.
From that definition we immediately infer the following
Corollary II.1 A curve (xµ(s), vν(s)) in P
∗
+ is a four–momentum lift of a massive particle world–
line if and only if its tangent vector X = (x˙µ(s), v˙ν(s)) satisfies at each point the following equa-
tions:
1. d
ds
(vµ(s) vν(s) g
µν) = 0 (the curve is confined to a single mass shell vµ vν g
µν = const)
2. vµ(s) = C x˙
ν(s) gνρ for a C 6= 0 (vertical coordinates are proportional to the derivative of the
horizontal ones).
Let X be a nowhere vanishing vector field on P ∗+
X = Xµx
∂
∂xµ
+Xv ν
∂
∂vν
(2.6)
(lower case subscripts x and v will be our standard notation for the horizontal and vertical com-
ponents of geometric objects on the bundle P ∗+). X generates a congruence of curves in P
∗
+. The
corollary above gives us the conditions under which all curves in congruence are particle world–line
lifts, namely the vector field must be everywhere tangent to the mass shells and its horizontal
component must be proportional to vµ
X (vµ vν g
µν) = 0 (2.7)
Xµx = C vν g
µν C > 0. (2.8)
The tangent and cotangent bundles of a (pseudo-)Riemannian manifold are automatically en-
dowed with a special vector field called the geodesic spray
G = gµν vµ
∂
∂xν
+ Γµρσ g
ρν vµ vν
∂
∂vσ
, (2.9)
which generates the congruence of ordinary lifts of affinely parametrized geodesics. On T ∗M and
P ∗+ it has the form given in (2.9). It can be checked that the integration curves of G are at the
same time the four–momentum lifts of geodesics, so G satisfies conditions (2.7) and (2.8), and that
it preserves the volume form κ
LGκ = 0 (2.10)
as well as the length of vµ
LG
√−vµ vµ = 0. (2.11)
With the help of G equation (1.1) takes a simpler form:
G(f) = 0. (2.12)
9III. STANDARD APPROACH TO EINSTEIN–VLASOV MATTER
The physical interpretation of the distribution function f at a given point can be spelled out
in the following way: let uα be the four–velocity of an observer at xµ. The contraction uyρ = Vu,
where ρ is the invariant 4–volume element onM, is an invariant 3–volume element on the subspace
of TpM orthogonal to u (and thus on any spacelike surface intersecting p and orthogonal to u at
that point). The four–form η = (−g)−1/2dv0 ∧ · · · ∧ dv3 is the geometrically invariant volume form
on the cotangent bundle and on P ∗+. The number of particles contained within duV and whose
four momentum vµ lies within η is given by
dN = −f(xµ, vν) v
µ uµ
m
duV η (3.1)
wherem =
√−vµ vµ. The additional factor − v
µ uµ
m ensures the geometric invariance of the definition
(see [2]).
Consider a spacelike hypersurface W ∈ St and a domain V in R4. Let NW×V denote the
number of particle world–lines intersecting W , for which the four–momentum pµ, expressed in the
coordinate system xµ, lies in V . The definition of f implies that
NW×V =
∫
W
d3xi
∫
V
d4vν f(x
µ, vν)
v0
m
. (3.2)
This expression may serve as an alternative definition of f .
We may reduce the number of variables in (1.3) by integrating f partially over m =
√−vα vα.
This is possible because the Einstein–Vlasov equations are insensitive to masses of individual
particles in the following sense: two particles of mass m at the same point of spacetime and
the same initial velocity follow the same world–line and generate the same gravitational field as
one particle of mass 2m with the same initial condition. Therefore we can replace any collection
particles of different masses with a collection of particles of the same fixed mass, generating the
same gravitational field and evolving in the same manner as the original one. In the standard
treatment of the subject it is often assumed from the beginning that the four–momenta of all
particles lie on the same mass shell, i. e.
f(xµ, vν) = δ(vµ vν g
µν +m2) f˜(xµ, vj) (3.3)
and the equations are written down in terms of f˜ [2, 14]. While this leads to reducing the number of
variables by one, we have found that from the computational point of view it is slightly simpler to
allow particles of different masses. We will consider therefore the distribution function depending
on all four components of four–momentum. This is nevertheless entirely equivalent to the single
mass shell formulation.
In order to ensure the convergence of (1.3) we need to impose suitable fall–off conditions for f
at v →∞ [2] . It suffices to assume that in each point x ∈ M f vanishes for sufficiently large p.
IV. THE GEOMETRIC SETTING FOR THE EINSTEIN–VLASOV MATTER
As in [27], we begin by introducing the abstract material space, denoted here by B. By assump-
tion the particles in our case can be distinguished by labeling which involves the position of particle
at a given instant of time (three values of coordinates) and the value of its four–momentum. The
material space as a manifold must therefore be seven–dimensional. It should be equipped with a
positive measure ǫ, whose integral yields the total number of particles contained in a domain of B,
and a positive, smooth function µ, which gives the mass of particles contained in an infinitesimal
10
neighbourhood of a given point in B. Altogether, the material space is defined as the triple (B, ǫ, µ).
For further convenience, we introduce also a coordinate system (ξA), A = 1..7, on B.
Let I denote a fixed time interval t0 ≤ t ≤ t1 and let Z be the Cartesian product Z = I×B. By
Bt we will denote the constant time section of Z, isomorphic to B. The complete time evolution
of matter degrees of freedom can be now encoded in a single mapping
F : Z → P ∗+. (4.1)
satisfying a number of constraint equations.
First, for the sake of convenience we assume that the time coordinate t on Z agrees with x0 on
P ∗+
t = x0 ◦ F . (4.2)
This is a useful gauge choice which ensures that Bt is mapped into Σt for every t. We will denote
the restriction of F to Bt by Ft. With the help of coordinate systems the full mapping can now be
described by seven functions xi(t, ξA) and vν(t, ξ
A).
Secondly, we must require that the world–lines of particles, i.e. the images of curves ξA = const,
are four–momentum lifts. From (2.5) this amounts to
vν(t, ξ
A) =
µ x˙µ gµν√−x˙ρ x˙σ gρσ (4.3)
where x˙µ = ∂x
µ
∂t . A simple consequence of this equation is that the mass function µ coincides with
the pullback of m =
√−vα vα, so the length of the four–momentum of each particle is indeed equal
to µ and conserved during the motion.
The second condition implies also that F can be unambiguously reconstructed from its projec-
tion G down to M via the bundle projection Π:
G = Π ◦ F (4.4)
(see Fig. 1).
Indeed, G encodes only the individual trajectories of the single particles xi(t, ξA), but together
with the mass function that is enough to calculate the four–momentum at any time and calculate
the four–momentum lift to P ∗+. A pleasant consequence of this observation is that it is possible
to eliminate vν(t, ξ
A) as variables and encode the momentary state of the system in three fields
xi(t, ξA), giving for a fixed t the restriction Ft of F .
A. Connection to the standard formalism
We will now establish the connection of the formalism described above to the standard descrip-
tion via the distribution function. We define the particle current on Z as a densitized vector field
J˜ , given in the introduced coordinate system (t, ξA) as J˜ t = φ(ξA), where ǫ = φ(ξA) dξ1∧ . . .∧dξ7,
and all other components vanish. J˜ yields the number of particles intersecting any oriented hyper-
surface in Z when integrated over it. It is the vector density counterpart of the scalar density ǫ on
Z [26, 29]. We assume ǫ to have compact support in order to make sure that the integrals in (17)
converge.
Since F is a diffeomorphism, it is invertible and all geometric objects can be pushed back and
forth between Z to P ∗+. The pushforward of the particle current to P ∗+ by F will be denoted by J .
It is tangent to the trajectories of single particles and, just like J˜ , it encodes the flux of particles:
its integral yields the number of particles crossing a particular hypersurface in P ∗+
11
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Figure 1. Geometric description of the Vlasov matter. Manifold Z, Cartesian product of the material space
B and time interval I, is ruled by ξA = const curves. These curves are mapped by F to the lifts of individual
particle trajectories to P ∗+. These lifts do not intersect, although the corresponding world–lines on M do.
trajectories generated by J must satisfy (4.3), therefore the horizontal part of J , by definition
proportional to x˙µ, must also be proportional to vν :
Jµx = C vν g
µν . (4.5)
The proportionality constant C contains the information about the particles density and can be
linked to the distribution function f in the following way: for a given hypersurface D ∈ Σt the
number of particles crossing it is ND =
∫
D dx
1 dx2 dx3 dv0 . . . dv3 J
0
x . A comparison with (3.2)
leads immediately to
C =
f(xµ, vµ)
m
. (4.6)
It is useful to write equations (4.5) and (4.6) in a geometric, coordinate–invariant way. As a
vector density, the particle current can be decomposed into a product of a given density and a
vector field parallel to J . As the density we take κ, the invariant volume form on P ∗+. This gives
rise to decomposition of the form
J =
f κ
m
V (4.7)
where the horizontal part of V satisfies
V µx = g
µν vν . (4.8)
Applying the equation for pushforward to J˜ we can obtain the equation for J , and thus also for
f , expressed in terms of xi(ξA, t) and φ(ξA):
f =
mφ
(
ξA(t, xi, vν)
)
v0
|DFt|−1 (4.9)
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where |DFt| is the absolute value of the Jacobian of Ft
|DFt| =
∣∣∣∣det(∂(xi, vν)∂(ξA)
)∣∣∣∣ (4.10)
(note that φ(ξA) is composed with the inverse of Ft in the formula above).
It is easy to prove that f is subject to a conservation equation of the Vlasov type. Note that J˜
is by definition divergence–free and preserves the mass function µ
div J˜ = 0
J˜(µ) = 0.
These properties must be shared by J irrespective of the mapping F , i.e.
div J = 0 (4.11)
J(m) = 0. (4.12)
Hence
0 = div J = LV
(
f
m
κ
)
=
κ
m
LV (f κ) (4.13)
or
κV (f) + f LV κ = 0. (4.14)
So far we did not assume anything about the particle world–lines themselves, but if we assume
that the particles follow geodesics, we have V = G and consequently
G(f) = 0. (4.15)
Define now the vector field U = Gm . U is the normalized counterpart of G, so U
µ
x gives the
4-velocity of a particle instead of its 4-momentum. We see that (4.7) is then equivalent to
J = f κU, (4.16)
in full analogy to the standard dust or fluid [26, 29].
For the purpose of this paper we introduce also the particle mass current
M = mJ, (4.17)
which measures the total invariant mass carried by particles through a given hypersurface. It
shares properties (4.11–4.12) with J , and its horizontal part is given by
Mµx = f vν g
µν . (4.18)
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V. THE LAGRANGIAN VARIATIONAL PRINCIPLE
Let A ⊂ M be a compact domain, topologically C × [t0, t1]. We will assume that the basic
variables, the metric and the mapping G, are fixed on the boundary ∂A = Ct0 ∪Ct1 ∪(∂C× [t0, t1]).
In order to describe G using scalar functions, we consider the pullbacks of spacetime coordinates
to Z:
Xµ = xµ ◦ G. (5.1)
With gauge condition (4.2) satisfied we have X0(t, ξA) = t, so the matter degrees of freedom are
completely described by three scalar functions Xi(t, ξA).
In an Einstein–Vlasov system all particles should follow geodesic world–lines. We will therefore
take for the matter action functional the integral of the standard single–particle action, whose
variation yields geodesic equations, over all particles. There are many choices for single–particle
action for geodesics, but we shall use exclusively
S1p =
∫ s1
s0
L1p
(
dxµ
ds
, xν
)
ds (5.2)
L1p
(
dxµ
ds
, xν
)
= −m
√
−gµν(xα) dx
µ
ds
dxν
ds
. (5.3)
where xµ(s) is a space–like world–line. This particular Lagrangian is homogeneous in the velocities,
i.e.
L1p
(
λ
dxµ
ds
, xν
)
= |λ|L
(
dxµ
ds
, xν
)
(5.4)
This fact has an interesting consequence that the action is invariant with respect to reparametriza-
tion of the world–line: for any timelike world–line xµ(s) and any strictly increasing and C1 function
τ(s) we have
S1p = −
∫ s1
s0
m
√
−gµν dx
µ
ds
dxν
ds
ds = −
∫ τ(s1)
τ(s0)
m
√
−gµν dx
µ
dτ
dxν
dτ
dτ . (5.5)
Thus if a curve xµ(s) minimizes the action, it does so irrespective of parametrization. Assuming
that the variation of δxµ vanish at the endpoints of integration, the variation of the action reads
δS1p = −
∫ s1
s0
(
d2xµ
ds2
+ Γµνσ
dxν
ds
dxσ
ds
− λ dx
µ
ds
)
δxµ (5.6)
where
λ =
1
2
d
ds
ln
∣∣∣∣gµν dxµds dxνds
∣∣∣∣ . (5.7)
Thus δS1p = 0 implies the equation for a geodesic with non–affine, arbitrary parametrization
∇x˙x˙ = λ x˙. (5.8)
This conclusion also holds if we fix one of the coordinates, for example by requiring that x0 = s.
Let us now return to the matter action functional. The integral over G−1(A) of the single–
particle action (5.5) reads
Sm =
∫
B
ǫ
∫ τ1
τ0
L1p(X
µ, X˙µ, gµν(X
α)) dt
L1p = −µ
√
−g00(Xα)− 2g0i(Xα) X˙i − gij(Xα) X˙i X˙j . (5.9)
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Dot denotes here partial differentiation with respect to X0 ( ∂∂t) keeping the ξ
A’s constant, thus by
definition X˙0 = 1. τ0 = τ0(ξ
A) and τ1 = τ1(ξ
A) denote the endpoints of intersections of ξA = const
curves and G−1(A).
We will now demonstrate that vanishing of variations with respect to Xi leads to the geodesic
equations for individual particles, while the variation with respect to gµν gives exactly expression
(1.3) for the stress energy tensor.
A. Variations with respect to X i
Consider variations of the type δgµν = 0, δX
i 6= 0. The variation of Sm reads
δSm = −
∫
B
ǫ δ
(∫ τ1
τ0
µ(ξA)
√
−X˙µ X˙ν gµν dt
)
. (5.10)
The variation is the integral of independent variations of single–particle lagrangians and each of
them must vanish if δSm vanishes. By direct calculations one may check that it leads to geodesic
equations of the form of (5.6), i.e.
X¨µ + Γµνσ X˙
ν X˙σ = λ X˙µ
λ =
1
2
d
dt
ln
∣∣∣X˙α X˙β gαβ∣∣∣ (5.11)
with the gauge condition X0 = t fixing the parametrization. These equations determine the
mapping G uniquely and thus, as we have shown at the end of section IV, they fix F and imply
that the distribution function on P ∗+ satisfies the Vlasov equation (2.12).
B. Variation with respect to the metric
The metric tensor depends explicitly on the spatial variables gµν = gµν(x
α). Varying Sm with
respect to the metric components (δgµν 6= 0) while keeping all values of Xi(t, ξA) fixed yields
δSm =
1
2
∫
B
ǫ
(∫ τ1
τ0
mX˙µ X˙ν δgµν√
−X˙α X˙α
dt
)
(5.12)
We can use F to perform the integration over Π−1(A) instead of G−1(A):
δSm =
1
2
∫
Π−1(A)
mX˙µ X˙ν δgµν√
−X˙α X˙α
|DFt|−1 φ(ξA(xα, vβ)) d4xµ d4vν (5.13)
=
1
2
∫
Π−1(A)
mf X˙µ X˙ν δgµν(
−X˙α X˙α
) d4xµ d4vν (5.14)
(we have used equation (4.9) to get rid of the inverse Jacobian). Now using (4.3) we finally get
δSm =
1
2
∫
Π−1(A)
f vµ vν
m
δgµν d
4xµ d4vν . (5.15)
From (1.5) we conclude that the stress–energy tensor at a given point p is equal to
T µν =
∫
Π−1(p)
f vµ vν
m
√−g d
4vα, (5.16)
in full agreement with (1.3).
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C. Hamiltonian
It is possible to derive the Hamiltonian of the Einstein–Vlasov system directly from (5.9). The
momentum fields pi(t, ξ
A) conjugate to the fields Xi(t, ξA) are given by
pi =
∂L
∂X˙i
=
µ gµi X˙
µ√
−X˙µ X˙ν gµν
, (5.17)
i.e. they are the lower–index space components of the standard single particle four–momentum.
By performing the Legendre transform between pi and X˙
i we obtain the Hamiltonian Hm,
which turns out to be simply the integral of the time component of the particle four–momentum:
Hm =
∫
B
(
piX˙
i − L
)
ǫ = −
∫
B
p0 ǫ, (5.18)
where p0 is expressed in terms of pi and X
µ.
p0 ≡ p0(pi,Xµ) = p
0
g00
− pi g
0i
g00
(5.19)
p0 ≡ p0(pi,Xµ) =
√
(pi g0i)
2 − (µ2 + pk pl gkl) g00 (5.20)
gµν ≡ gµν(Xα). (5.21)
If we use the ADM variables hij , N
i, N instead of the metric components gµν
gµν =
( −N2 +NkN l hkl Nk hkn
Nk hkm hmn
)
, (5.22)
the Hamiltonian turns out to consist of familiar scalar and vector terms
Hm =
∫
B
(
−piN i +N
√
µ2 + pk pl hkl
)
ǫ. (5.23)
These terms enter the vector and scalar constraints in the ADM formulation and the total Hamil-
tionian of the Vlasov matter coupled with gravitational field reads
Htot =
1
16πG
∫
d3xi
√
h
(
N
(
H + 16πG
√
hT 00
)
+Ni
(
Hi + 16πG
√
hT 0i
))
(5.24)
where H and Hi are the scalar and vector constraints.
Finally note that by the virtue of (5.18), (4.9) and (1.3) the value Hamiltonian is the integral of
the null–null component of the stress–energy tensor over the constant coordinate time hypersurface
Hm = −
∫
T 00
√−g d3xi. (5.25)
In this form it was used to investigate the stability of stationary Einstein–Vlasov equation solutions
[Kandrup].
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VI. EULERIAN VARIATIONAL PRINCIPLE
We will now present the same variational principle from a different, Eulerian point of view. The
evolution of the Vlasov matter will be described in terms of flux of particles in covector future
light cones bundle P ∗+. In other words, we can understand the Vlasov matter as dust moving in
the tangent bundle rather than in the spacetime. The matter main variable will be the particle
mass current vector density M defined in (4.17).
Dust is most commonly described by the its velocity field and density, but we argue here that
the most natural geometric objects to measure the current of particles are vector densities. This is
because they simultaneously carry information about the direction of movement of a single particle
and the particle density at a given point. In other words, they combine the density and the velocity
into a single object. Indeed, a vector density can be understood geometrically as a product of a
density and an ordinary vector field. In appendix A we briefly remind some of its main features.
A. The Eulerian variational principle
We now spell out the variational principle in the language of mass current. The state of matter
is described by a vector density M on Π−1(A) ⊂ P ∗+, while the gravitational degrees of freedom
are described by the metric tensor on A (and connection if we consider Palatini–type action). The
matter action, considered now as a functional of the metric gµν and M , is given by
Sm = −
∫
Π−1(A)
√
−gµν Mµx Mνx d4xα d4vβ. (6.1)
This action is merely (5.9) rewritten in terms of M and integrated over Π−1(A) rather than Z. It
is possible to express it in a coordinate–independent way
Sm = −
∫
Π−1(A)
√
−Π∗g (M,M). (6.2)
Note that the integrand is a scalar density, so the integral does not require a measure to be specified.
Mass current M is not entirely arbitrary, but subject to constraints. We will now spell them
out one by one. First, we assume that M is divergence–free
div M = 0. (6.3)
It should also be tangent to the mass shells so that every integral curve remained at its mass shell(
Mµx
∂
∂xµ
+Mv ν
∂
∂vν
) (
vα vβ g
αβ
)
= 0. (6.4)
These conditions together imply that the number of particles as well as the mass of each individual
particle is conserved during the motion. Finaly we assume that the integral curves of M are lifts
of particle world–lines, which means that the horizontal components of M are proportional to vµ,
i.e. satisfying (4.18).
The constraints above are all kinematic constraints – we only take into account vector densities
which satisfy them from the beginning.
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B. Variation with respect to the metric
Now we move on to calculate the variation of Sm and derive the equations of motion. First we
consider variations of the type δgµν 6= 0, δM = 0, with δgµν vanishing at ∂A. The calculation is
straightforward; by the virtue of (1.5) the stress–energy tensor takes of the form
T µν = (−g)−1/2
∫
M
µ
x M
ν
x√
−gαβMαx Mβx
d4vν . (6.5)
After substituting (4.18) we obtain the correct expression (1.3) for the stress–energy tensor.
C. Variation with respect to M
In contrast to unconstrained variations of gµν , variations of M are subject to a number of
constraints. Firstly, in the spirit of [43] we only consider variations which arise from displacing
the individual particles’ world–lines. The displacement is described by a vector field X on P ∗+,
vanishing of the boundary of the integration domain Π−1(A). The variations take the form of
δg = 0 (6.6)
δM = LXM. (6.7)
In principle X may be arbitrary, but the consistency of (6.7) with (4.18) and (6.3–6.4) imposes
restrictions on admissible vector fields X. By simple computation we can check that (6.3) is
preserved by all variations of type (6.7), but conditions (6.4) and (4.18) do impose restrictions on
X: (4.18) is preserved by variations if there exists a function c such that
(δXM)
µ
x = c vν g
µν . (6.8)
With the help of (A6) and (4.18) we can put (6.8) in the following form
Xµv = c˜ v
µ −Xαx
∂gµν
∂xα
vν + v
α ∂X
µ
x
∂xα
+ f−1Mv α
∂X
µ
x
∂vα
. (6.9)
where c˜ is again an arbitrary function. Thus the vertical part of X is determined up to a multiple of
vµ by the horizontal part Xµx , which in turn is completely free. The value of c˜ is fixed by condition
(6.4). Recall that it simply asserts that the integral curves of M lie on the mass shells. Since we
need the curves to remain at the mass shell after the variation, we must require that X is tangent
them as well
X(−gµν vµ vν) = 0 (6.10)
or
Xv µg
µν vν = −1
2
Xαx
∂gµν
∂xα
vµ vν . (6.11)
Clearly the second formula, multiplied by vµ, fixes the value of c˜ everywhere. Summarizing,
admissible variations come from vector fields X in which the vertical part is determined by the
horizontal part via (6.9) and (6.11).
We are now ready to evaluate δSm. In order to facilitate the calculation, we prove a more
general statement about homogeneous Lagrangians and actions of type (6.1):
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Theorem VI.1 Given a lagrangian L(x˙i, xj) (i, j = 1 . . . n) homogeneous in the dotted variables.
Let K be a vector density field on a domain E ⊂ Rn of vanishing divergence and let
S =
∫
E
L(Ki(xj), xj) (6.12)
be the action. Consider variations of K arising from integral curves displacements
δXK = LXK, (6.13)
X being a vector field in D. Assume also that at every p ∈ ∂D either Xi = 0 or Kj = 0. Then the
variation of (6.12) reads
δXS =
∫
E
(
Ki ∂iK
k ∂
2L
∂x˙l∂x˙k
+Ki
∂2L
∂x˙l∂xi
− ∂L
∂xl
)
X ldnx (6.14)
where in all derivatives of L we substitute K l(xk) for x˙l.
For the proof see the Appendix.
Recall that the variation of the single particle action
S1p =
∫ t1
t0
L(x˙i(t), xj(t)) dt (6.15)
has the form of
δS1p = −
∫ t1
t0
(
x¨k(t)
∂2L
∂x˙l∂x˙k
+ x˙i(t)
∂2L
∂x˙l∂xi
− ∂L
∂xl
)
δxl(t) dt (6.16)
provided that δxl(t) vanishes at t = t0 and t1. By comparing (6.14) and (6.16) we clearly see that
the world–line displacement variational principle simply states that all curves of the congruence
generated by K l are stationary points of the single particle action. Being a vector density, K l does
not specify the parametrization of these curves, but (6.15) itself is insensitive to parametrization
too since L is homogeneous.
We now apply the theorem to (6.1). The single–particle lagrangian reads
L1p(x˙
µ, v˙ν , x
µ, vν) = −m
√
−x˙µ x˙ν gµν(xα). (6.17)
When viewed as a function on P ∗+, it does not involve vν or v˙ν and therefore the action is insensitive
to the vertical coordinates vµ. This means that only the horizontal coordinates X
µ
x appear in (6.14)
if we apply Theorem VI.1. This is quite fortunate, since these are exactly the coordinates of X
which are free, in contrast to Xv ν which, due to the constraints, are not. Since all appearing
coordinates of X are free, we immediately conclude that the vanishing of δS under the admissible
variations implies the vanishing of the four remaining terms in brackets in (6.14).
From Theorem VI.1 we know that it suffices to substitute the ordinary derivatives in the single
particle Euler–Lagrange equations (5.6) by appropriate coordinates and derivatives of M to get
the four equations of motion for the action (6.1):
Mνx
∂M
µ
x
∂xν
+Mv ν
∂M
µ
x
∂vν
+ ΓµνσM
ν
x M
σ
x =
=
1
2
(
Mνx
∂ ln
∣∣gγδMγx M δx∣∣
∂xν
+Mv ν
∂ ln
∣∣gγδMγx M δx∣∣
∂vν
)
Mµx . (6.18)
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Note that these four equations simply imply that the curves generated by M are geodesic if pro-
jected down toM. Together with the constraints (6.3)–(6.4) and (4.18) they fix M completely by
stating that the integral curves are lifts of geodesics to the tangent bundle. We will show this now
in details.
We now substitute (4.18) to (6.18) and get
f vν
∂
∂xν
(f vσ g
σµ) +Mv ν
∂
∂vν
(f vσ g
σµ) + f2 Γµρσ v
ρ vσ =
=
1
2
(
f vν
∂
∂xν
ln
∣∣f2 gρσ vρ vσ∣∣+Mv ν ∂
∂vν
ln |f2 gρσ vρ vσ|
)
f vµ. (6.19)
We simplify this equation using the identity
∂
∂xν
gαβ + Γακν g
κβ + Γβκν g
κα = 0 (6.20)
and obtain
Mv µ − f Γσµρ vσ vν = −f vµ Γρσν
vρ v
σ vν
vα vα
+ f vµ
vν Mv ν
vα vα
(6.21)
or
Mv ν
(
δνµ −
vν vµ
vα vα
)
= f Γσνρ vσ v
ρ
(
δνµ −
vν vµ
vα vα
)
. (6.22)
The expression in brackets on both sides of the equation is the orthogonal projection operator
to the subspace perpendicular to vµ. Therefore equation (6.22) specifies Mv only up to a term
proportional to vµ
Mµv = f Γ
σ
µρ vσ v
ρ + λ vµ. (6.23)
It can be proven that λ vanishes due to (6.4). Namely, using (6.20) and (4.18) we can transform
(6.4) into
Mv µ v
µ = f Γσµρ vσ v
µνρ (6.24)
which, together with (6.23) yields
Mv µ = f Γ
σ
µρ vσ v
ρ. (6.25)
By comparing the equation above and (4.18) with (2.9) it is straightforward to see that the equa-
tions of motion simply state that
M = f Gκ. (6.26)
The Vlasov equation (2.12) follows then directly from the conservation equation (6.3).
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Appendix A: Vector densities
Let P be a manifold of dimension k and let K be a vector density on it. Let R ⊂ P be a
hypersurface in P and let TP |R be the restriction of the tangent bundle TP to R, i.e. TP |R =
{x ∈ TP | π(x) ∈ R}, π denotes here the projection of the tangent bundle. If the set difference
TP |R \ TR consists of two disjoint subsets, we call the surface externally orientable. The external
orientation is the choice of one of these subsets. A simple geometric way to single it out is to
present a function ζ on a neighbourhood R which vanishes on R itself and whose derivative is
positive on vectors from the chosen subset of TP |R. In a less precise manner we say that the
external orientation of R is the choice of one side of it and function ζ is supposed to be positive
on that side.
Vector density K can be integrated over the oriented R it in the following way: take an adapted
coordinate system (ζ, . . . , xk) in which R is given by the condition ζ = 0 (plus perhaps inequalities
imposed on other variables) and dζ is consistent with the external orientation of R as described in
previous paragraph. The integral is by definition∫
R
K =
∫
R
K1(0, x2, . . . , xk) dx2 . . . dxk. (A1)
The integral is invariant in the sense that it does not depend on the coordinate system chosen, as
long as ζ it satisfies the two requirements above.
The divergence of a vector density is a scalar density given in any coordinate system by
div K =
∂Ki
∂xi
. (A2)
Alternatively the definition of divergence may take the decomposition of K into the product of a
scalar density and vector field as its starting point: if ρ is a scalar density and X the vector field
for which
K = ρX (A3)
we have
div K = LX ρ. (A4)
The formula above holds for any such decomposition.
The Stokes’ theorem for relates the integral of divergence of K over a bounded domain Q in P
with the surface integral of K over its boundary∫
Q
div K =
∫
∂Q
K (A5)
provided that the orientation of ∂Q is given by the outward–pointing vectors. Finally we remind
here for future use the formula for the Lie derivative of K with respect to a vector field Z
(LZK)i = Zj ∂K
i
∂xj
−Kj ∂Z
i
∂xj
+
(
∂Zj
∂xj
)
Ki (A6)
and the transformation law for vector densities under the change of coordinates from (xi) to (yj):
Kjy = K
i
x
∂yj
∂xi
∣∣∣∣det(∂xk∂yl
)∣∣∣∣ . (A7)
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Note that the equation above may also be thought of as the equation for the push–forward of K
by a diffeomorphism.
Vector densities are in many ways similar to perhaps more familiar (k−1)–forms. Indeed, if P is
oriented, vector densities are in one–to–one correspondence with differential forms of co-dimension
1: namely, in any properly oriented coordinate system we can define
αi1...ik−1 = ǫi1...ik−1ik K
ik . (A8)
where ǫ is the Levi–Civitta symbol. The resulting differential form α may be integrated in a similar
fashion over (internally) oriented surfaces. Despite this equivalence, there are two reasons to prefer
vector densities over differential forms in context of fluid dynamics.
First, vector densities have a well defined direction in the following sense: we can say that K is
parallel to vector field X if there exists a strictly positive density ρ such that (A3) holds. Thus a
vector density singles out a family of vector fields differing by multiplication by a positive function.
Note that these vector fields have integral curves of the same path but different parametrization.
Consequently we may speak of integration curves of vector density, though, in contrast to integral
curves of vector fields, they come without a preferred parametrization. This is less obvious if we
use differential forms.
The second reason is that the sign of the integrand in (A1) depends only on whether the direction
of K is consistent with the exterior orientation of the hypersurface. This is in perfect agreement
with the definition of flux over a surface in which one should count a particle with a positive sign
if it pinches through the surface in the right direction and negative otherwise. Differential forms
on the other hand are only sensitive to the internal orientation of the surface.
Appendix B: Proof of Theorem VI.1
We calculate the variation of (6.12) under (6.13). By the virtue of (A6) we have
δXS =
∫
E
dnx
∂L
∂x˙i
δXK
i =
∫
E
dnx
∂L
∂x˙i
(
Xj ∂jK
i −Kj ∂jXi+
+ (∂kX
k)Ki
)
. (B1)
Since the action is homogeneous in the dotted variables, it satisfies the Euler identity
∂L(x˙i, xj)
∂x˙k
x˙k = L(x˙i, xj), (B2)
(it follows from (5.4) if we differentiate it by λ), which after substituting Ki for x˙i takes the form
of
Ki
∂L
∂x˙i
∣∣∣∣
x˙i=Ki
= L(Ki, xj), . (B3)
We can plug into (B1) in the last term and then perform integration by parts in the last two terms.
We get
δXS =
∫
E
dnx
(
∂L
∂x˙i
∂kK
i + (∂lK
l)
∂L
∂x˙k
+K l
∂
∂xl
∂L
∂x˙k
− ∂
∂xk
L
)
Xk +
+
∫
∂E
(
LXi − ∂L
∂x˙j
xj Ki
)
ni d
n−1x. (B4)
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The surface terms vanish due to boundary conditions on Xi and Kj . We finally make use of the
following relations: the vanishing of divergence of the vector density ∂iK
i = 0 and
∂
∂xk
L(Ki(xk), xb) =
∂L
∂x˙i
∂kK
i +
∂L
∂xk
(B5)
∂
∂xk
(
∂L
∂x˙j
∣∣∣∣
x˙i=Ki
)
=
∂2L
∂x˙j∂x˙l
∂kK
l +
∂2L
∂x˙j∂xk
, (B6)
and hence obtain after simplification
δXS =
∫
E
dnx
(
Kk ∂kK
l ∂
2L
∂x˙j∂x˙l
+Kk
∂2L
∂x˙j∂xk
− ∂L
∂xj
)
Xj . (B7)
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