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A detailed desription and validation of a reently developed integration sheme is here
reported for one- and two-dimensional reation-diusion models. As paradigmati ex-
amples of this lass of partial dierential equations the omplex Ginzburg-Landau and
the Fitzhugh-Nagumo equations have been analyzed. The novel algorithm has preision
and stability omparable to those of pseudo-spetral odes, but it is more onvenient to
employ for systems with quite large linear extention L. As for nite-dierene methods,
the implementation of the present sheme requires only information about the loal envi-
roment and this allows to treat also system with very ompliated boundary onditions.
Keywords: Partial Dierential Equations; Reation-Diusion Models; Integration
Shemes.
1. Introduction
The study and development of eient and aurate integration algorithms
for reation-diusion partial dierential equations (RDPDE) is a ompelling
task. Beause reation-diusion equations are used to represent quite a large
lass of systems ranging from hemial, to biologial and physial ones
1
. Within
the eld of physis deterministi reation-diusion models have been used to
mimik front-propagation, surfae- and interfae-growths, turbulent behaviour,
pattern formation, exitable media, et.
2,3,4
.
A paradigmati example of RDPDE is the well-known Fitzhugh-Nagumo
equation (FHNE) used to reprodue the onset of solitary waves, periodi wave
1
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trains, irular and spiral waves in exitable media
5,6
ut = D∇
2u+ u(u− a)(1 − u)− v ; vt = ε(βu − v) (1)
where u = u(r, t) and v = v(r, t) are real elds and represent the ativator and
the inhibitor, respetively. The appearane of dierent dynamial behaviours
and of the assoiated patterns is ruled by the values assumed by the real pa-
rameters D, a, ε and β and by the dimensionality of the system (see Refs. 5,6
for a review).
Another widely studied reation diusion model is represented by the om-
plex Ginzburg-Landau equation (CGLE), that is partiularly relevant for the
desription of the dynamis of spatially extended systems both from an ex-
perimental and from a theoretial point of view. This beause any spatially
extended systems that undergoes a Hopf bifuration from a stationary to an
osillatory state is desribed by the CGLE suiently lose to the bifuration
point
7
. The CGLE an be written as
At = (1 + jc1)∇
2A+A+ (1− jc3)|A|
2A (2)
where c1 and c3 are real positive numbers, while A(r, t) = ρ(r, t) exp [jψ(r, t)]
is a omplex eld of amplitude ρ and phase ψ. Here j is the imaginary unit
with j2 = −1. Equation (2) exhibits several dierent stationary and turbulent
regimes and a quite rih literature has been devoted to the desription of its
phases
8,17
. In the limit (c1, c3) → (∞,∞) the CGLE redues to the nonlinear
Shrödinger equation, while the real Ginzburg-Landau equation is reovered in
the opposite limit (c1, c3)→ (0, 0)
7
.
In the present paper we desribe in detail the implementation and the per-
formanes of a new integration sheme for RDPDE. In partiular, we deal with
the FHNE and the CGLE in one and two dimensions for dierent types of
boundary onditions. In Setion II the new integration algorithm is explained
and its appliation to the FHNE and to the CGLE is desribed in detail. The
treatment of dierent boundary onditions (namely, periodi, no-ux and xed
ones) is explained in Setion III. In Set. IV the preision and the performanes
of the present sheme are ompared with those of usual pseudo-spetral odes
for one- and two-dimensional systems. A brief nal disussion is reported in
Set. V.
2. The integration scheme
The algorithm here reported is a modiation of the well known "leap-frog"
method applied to a spatially extended system, whose evolution is represented
by a partial dierential equation (PDE). The leap-frog algorithm was originally
devised for Hamiltonian systems
10
and heavily employed for lassial moleular
dynamis simulations
11
. But it an be also implemented for any ordinary
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dierential equation, when the time evolution of a given dynamial variable
z = z(t) an be written as
z˙(t) = A z(t) +B z(t) (3)
where A and B are two operators, generially non linear, that typially do not
ommute. Suppose now that one is able to integrate separately the two ontri-
butions assoiated to A and B in Eq. (3), but not Eq. (3) as a whole. Therefore
one would like to rewrite the formal solution of (3) z(t) = exp [t(A+B)]z(0)
as a produt of terms exp [aktA] and exp [bktB]. A vast literature has been de-
voted to the hoie of the oeients ak and bk that minimizes the errors done
in rewriting the formal solutions in suh an approximate way
12,13
. The best
known approximation is the so-alled Trotter formula
eτ(A+B) = eτA/2eτBeτA/2 + o(τ3) , (4)
where τ is the time step. For a time interval t = τn, one an ombine more
eiently n− 1 half steps and obtains
et(A+B) ≃ eτA/2
[
eτBeτA
](n−1)
eτBeτA/2 (5)
whih essentially orresponds to the leap-frog (or Verlet) algorithm.
Let us now onsider a generi reation diusion equation
V˙ = G(V) +D∇2V (6)
where V = V(x, t) is a lassial eld. The most used tehniques to inte-
grate suh a partial dierential equation (PDE) are the so-alled time-splitting
pseudo-spetral odes
14
. These shemes are among the most stable and e-
ient and we will illustrate it in the ase of the leap-frog time splitting (5)
15
.
Referring to (3), the operators are identied in the following manner
AV = G(V) , BV = D∇2V (7)
where now A is a non-linear loal (in spae) operator and B a linear non-loal
one. One should now solve separately the evolution equation involving the
operator A and B and then apply formula (5). The solution of the non-linear
part is usually performed by standard integration tehniques for ODE, but in
some ases it an be even solved exatly (as it will be shown for the CGLE).
To integrate the part involving the spatial derivatives, we onsider the Fourier
transform of the eld V˜(p, t) and of the orresponding evolution equation
˙˜
V = −p2DV˜ (8)
whose solution is simply
V˜(p, t+ τ) = exp [−p2Dτ ]V˜(p, t) (9)
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In order to obtain the solution in the real spae it is now suient to bak Fourier
transform the signal. Therefore, an integration over a time∆t with disrete time
step τ = ∆t/n and adopting a leap-frog sheme an be summarized as
V(r, t +∆t) =
{
e
τ
2
A
[
F−1e−p
2DτF eτA
](n−1)
F−1e−p
2DτF e
τ
2
A
}
V(x, t) (10)
where F indiates the Fourier transform and F−1 the reverse transform.
The integration method we propose follows exatly the same sheme as the one
just shown, but the step involving spatial derivatives is diretly solved in the real
spae. As previously notied, integration in Fourier spae redues to a simple
produt (see (9)); in the diret spae this orresponds to perform a onvolution
integral of the signal with an appropriate kernel
V(r, t+ τ) =
∫
dsK(s, τ)V(r− s, t) , (11)
where r = (x1, x2, x3) in the three dimensional ase. The expression of the
kernel in 3d for the reation-diusion systems is straightforward
K(r, t) =
1
(4Dpit)3/2
exp
[
−|r|2
4Dt
]
. (12)
In order to implement this sheme on a omputer, we have to deal with a
disrete time step τ and with a disrete spatial resolution ∆ = (∆1,∆2,∆3).
The disrete version of the onvolution integral (11) reads
V(l, i+ 1) =
∑
n1,n2,n3
K(n)V(l − n, i) (13)
where r = (∆1n1,∆2n2,∆3n3) and n = (n1, n2, n3) is the spatial index, while i
is the temporal one (t = iτ) and the sum runs over all the lattie. This approah
maintains exatly the same auray of the spetral odes, but it is ineient in
terms of CPU time. Sine the kernel deays rapidly along any spatial diretion,
a rst naive improvement ould onsist in evaluating the sum in (13) only over
q nearest neighbours of eah onsidered site, but this approah, for preisions
omparable to those of pseudo-spetral odes, is also quite time onsuming
16
.
A better strategy onsists in trunating the sum in Eq. (13) and in substituting
the disretized kernel with a set of unknown oeients C(n), that should be
onveniently determined
17
V(l, i + 1) =
Nc∑
n1,n2,n3=−Nc
C(n)V(l − n, i) (14)
where Nc is the number of onvolution hannels onsidered along eah spatial
diretion. We have devised the following method to determine the (2Nc + 1)
d
oeients C(n) for a d-dimensional lattie:
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• let us rst make the ansatz that the eld an be well approximated, on the
onsidered grid, by deomposing it on (2Nc+1)
d
elements of the following
Fourier basis {
exp
[
j
∑
h
khαhxh
]}
where kh = −Nc, . . . , Nc and αh is a set of parameters to be determined.
On this basis the eld an be expressed as
V(l, i) =
∑
{kh}
V˜({kh}, i) exp
[
j
d∑
h=1
khαhlh∆h
]
;
• the time evolution of eah Fourier omponents is determined by the time
propagator (8)
exp
[
−
∑
(khαh)
2Dτ
]
;
• substituting in eq. (13) the eld deomposed on the Fourier basis and
imposing that the kernel should give the exat time evolution on these
modes, one is left with the following set of equations :
∑
n
exp
[
−j
d∑
h=1
khαhnh∆h
]
C(n) = exp
[
−(
∑
(khαh)
2Dτ
]
(15)
∀kh = −Nc, . . . , Nc , from whih one an obtain the oeients C(n).
In isotropi problems the spatial resolution does not depend on the onsid-
ered axis (i.e. ∆h = ∆ ∀h) and in that ase symmetry reasons suggest that
αh = α∀h. Moreover, the symmetry of the kernel allows to redue the (2Nc+1)
d
system to a system of {(Nc + d)!/[Nc!d!]− 1} equations. This beause the ele-
ments of the kernel are related by the following symmetry relations
C(n1, n2, n3) = C
′([n21 + n
2
2 + n
2
3]) (16)
and by the normalizations ondition
C(0, 0, 0) = 1−
∑
n1,n2,n3 6=(0,0,0)
C(n1, n2, n3) (17)
However, the problem of the hoie of the parameters {αh} is left unsolved. Its
values are determined by demanding minimization of the error due to the use
of a Fourier basis that is not the omplete one. The αh-parameters should be
determined for eah hoie of the time step, of the spatial resolution and of the
diusion oeient. An empirial strategy to hoose the optimal αh-values, that
turns out to be essentially orret, onsists in nding the values that minimize
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the quadrati sum SSQ =
∑Nc
n1,n2,n3=−Nc
|C(n1, n2, n3)|
2
, with the additional
onstraint that the rst 6 umulants of the disretized kernel should oinide
(within an arbitrary preision) with those of the true kernel (12). In Fig. 1 it is
shown that suh empirial reipe indeed oinides with the request of a minimal
integration error.
0.1 0.3 0.5 0.7
α
−1e−04
0e+00
1e−04
2e−04
Figure 1: Dependene of the integration error (dashed line) and of the SSQ
(reported in arbitrary units) (irles) on the hoie of the parameter α for the
one-dimensional FHNE, with ∆x = 0.5, τ = 0.10, Nc = 5 and no-ux boundary
onditions. The dierenes between the values of the 4th- (triangles) and 6th-
momenta (squares) of the orresponding kernel and those of the true one (12)
are also reported. Numerial instabilities have been usually found for small
α-values, that in the present ase orrespond to α < 0.08.
3. Specific applications
In this Setion we will desribe in detail the implementation of our integration
sheme for the CGLE and the FHNE, both in one and two dimensions.
Let us rst onsider the FHNE, in this ase we have hosen values of the pa-
rameter for whih the system is in an exitable state, namely a = 0.015, β = 1,
ε = 0.006 and D = 1. We have performed the integration of the nonlinear part
with a simple Euler sheme, while for what onerns the diusive part of the
equation we have simply to integrate the equation:
ut = D∇
2u (18)
This an be done by adopting our sheme where the kernel is given by the real
funtion reported in (12). In Fig. 2 a omparison between the "real" kernel
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K(r) and its optimized expression C(k) on the spatio-temporal grid, obtained
by solving the system (15), is reported.
A more interesting situation is represented by the CGLE, beause this time one
is able to solve exatly the dierential equation involving the nonlinear operator.
This result was rstly reported in
18
, where the authors have shown that, at
least for the CGLE, the preision of standard time-splitting pseudo-spetral
integration shemes is superior to that assoiated with preditor-orretor and
Runge-Kutta algorithms. In order to solve suh ODE one has to write separately
the following equations for the phase
∂ψ(r, t)
∂t
= c3ρ
2(r, t) (19)
and for the amplitude
∂ρ2(r, t)
∂t
= 2[ρ2(r, t) − ρ4(r, t)] . (20)
The solution of Eq. (20) is simply given by
ρ(r, τ) = 1/
√
e−2τ (1/ρ2(r, 0)− 1) + 1 (21)
and inserting this into eq. (19) one obtains
ψ(r, τ) = ψ(r, 0) + c3 {τ + ln[ρ(r, 0)/ρ(r, τ)]} . (22)
For what onerns the integration of the diusive part, it should be notied
that this time the kernel is omplex and it has the expression
K(r) =
(γ
pi
)d/2
e−γr|r|
2 [
cos(γi|r|
2)− j sin(γi|r|
2)
]
(23)
where γ = γr − jγi = 1/[4τ(1 + jc1)].
4. Treatment of boundary conditions
The most ommonly used boundary onditions are: periodi (P), no-ux
(NF) (where the rst derivative of the eld vanishes at the boundaries) and xed
(F0) (where the eld should have a xed value at the boundaries, typially set
to zero). To treat these dierent ases with pseudo-spetral odes, one is obliged
to use dierent Fourier basis
14
: namely, the omplex basis for P, the osine
basis for NF and the sine basis for F0. Instead, with the present algorithm
the same kernel an be used for eah of the above ited ases and dierent
boundary onditions are treated just manipulating in dierent ways the eld
values at boundaries. This allows to treat, e.g. a disretized two-dimensional
eld with dierent boundary onditions on eah border or even with various
boundary onditions on eah single border.
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Let us onsider a lassial eld {V(k, i)}, with k = 0, . . . , N − 1, disretized
on a one-dimensional grid of resolution ∆x at a xed time i. Problems arise in
the evaluation of the onvolution (14) when k ≥ N −Nc − 1 and k ≤ Nc, when
points "outside" the hain should be onsidered. For P onditions the eld is
repliated out of the hain following the simple rules V(N+m, i) = V(m, i) and
V(−m, i) = V(N −m, i). In suh ase it should be notied that the rst point
of the grid is loated at any point of the hain, while the last point is plaed at
a distane L, where N ×∆x = L. The NF onditions are treated dierently, in
this ase we have V(N +m, i) = V(N −m+1, i) and V(−m, i) = V(m+1, i),
moreover the rst and the last point of the grid are loated inside the hain at a
distane (∆x)/2 from its extrema. Finally, the P0 onditions are implemented
as follows : V(N +m, i) = −V(N −m, i) for m 6= 0 and V(N, i) = 0, while
V(−m, i) = −V(m, i). In this last situation, the rst point of the grid is
loated at the beginning of the hain, while the last point is within the hain at
a distane ∆x from the extremum.
5. Precision and Performances of the Code
In the present Setion we will ompare our algorithm with standard time
splitting odes
18
for the one- and two-dimensional FHNE and CGLE. It should
be stressed that the integration algorithm introdued here and the usual time
splitting odes
18
dier only in the treatment of the spatial derivatives. There-
fore for what onerns the analysis of the preision and of the performanes we
will onentrate on suh integration step.
In order to give a measure of the preision of the onsidered algorithms, we
have estimated the mean square deviation (MSD) between an orbit obtained by
the algorithm under test and a referene orbit, that is assumed to be "exat".
In partiular, the MSD has been evaluated over a xed time interval τ and
averaged over a total integration time T = nτ . One the test orbit has been
periodially synhronized at the referene one at times t = mτ (m = 1, . . . , n).
In the onsidered time-split integration shemes we an identify two dierent
type of errors, one due to the spatial resolution and the other to the temporal
one. The seond kind of error an be measured onsidering a test and referene
orbit obtained with the same spatial resolution but with dierent time integra-
tion steps τ (obviously that of the referene orbit should be taken muh smaller,
typially we have onsidered≃ τ/5). The "temporal" MSD are obviously identi-
al for our algorithm and for the standard pseudo-spetral ones. Moreover, with
the spatial resolution onsidered (that orresponds to typial values employed
in literature) this error is dominant with respet to the "spatial" one. Data are
reported in Table I.
For what onerns the MSD assoiated to the spatial resolution, it is lear
from the data reported in Table II, III, IV and V that this error is dierent
for the 2 algorithms and it depends strongly on the number of onvolution
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τ 1d 2d
0.1 .164E-03 .742E-02
0.05 .741E-04 .301E-03
Table 1: MSD assoiated to the temporal integration for the FHNE: the data
refers to a spatial resolution ∆x = 0.5 and no-ux boundary onditions.
hannels Nc (when our algorithm is onsidered). Our algorithm being devised
in order to reprodue the preision of pseudo-spetral odes (that we will term
FFT), one expets that the MSD assoiated to our algorithm will be bigger
than that assoiated to the FFT ode for any value of Nc. However, already for
Nc ≃ 20 − 30 in the one- and two-dimensional ases the preision of the FFT
ode is reovered.
∆x 1.0 2.0
Nc = 5 2.961E-07 9.399E-05
Nc = 10 7.770E-08 8.570E-05
Nc = 20 6.593E-08 7.289E-05
FFT 6.727E-08 7.513E-05
Table 2: MSD assoiated to the spatial integration relative to our algorithm for
various values of Nc, the last row refers to usual pseudo-spetral ode. The data
have been obtained for the one-dimensional FHNE with time step τ = 0.05 and
no-ux boundary onditions.
∆x 1.0 2.0
Nc = 3 9.115E-07 7.619E-05
Nc = 5 1.256E-07 4.913E-05
Nc = 6 6.884E-08 4.264E-05
Nc = 7 5.128E-08 4.292E-05
Nc = 8 3.596E-08 4.066E-05
Nc = 10 2.838E-08 4.102E-05
FFT 1.942E-08 2.835E-05
Table 3: MSD assoiated to the spatial integration relative to our algorithm for
various values of Nc, the last row refers to usual pseudo-spetral ode. The data
have been obtained for the two-dimensional FHNE with time step τ = 0.10 and
no-ux boundary onditions.
The CPU time required by the pseudo-spetral ode will inrease with the
linear dimension N (where the total number of mesh points in d dimension is
Nd) as Nd ln(N), instead our algorithm will sale as Ndf(Nc). In partiular
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∆x 2.00 1.00 0.50
Nc = 6 0.125E-04 0.266E-06 0.123E-08
Nc = 10 0.955E-05 0.187E-07 0.120E-11
Nc = 20 0.227E-05 0.109E-08
Nc = 30 0.211E-05 0.617E-09 0.109E-13
Nc = 40 0.455E-05 0.525E-09 0.921E-14
Nc = 50 0.212E-05 0.521E-09 0.866E-14
FFT 0.212E-05 0.521E-09 0.866E-14
Table 4: MSD assoiated to the spatial integration relative to our algorithm
for various values of Nc, the last row refers to usual pseudo-spetral ode. The
data have been obtained for the one-dimensional CGLE with time step τ = 0.05,
periodi bounday onditions and for parameter values c1 = 3.5 and c3 = 0.9. In
this ase the temporal MSD is 0.161E − 02. The data of this Table have been
previously reported in
17
.
∆x 0.25 0.50 0.75
Nc = 3 0.510E-04 0.316E-03
Nc = 5 0.463E-05 0.724E-04
Nc = 10 0.654E-06 0.359E-06 0.264E-04
Nc = 15 0.265E-07 0.308E-06 0.239E-04
Nc = 20 0.113E-10 0.225E-06 0.724E-04
FFT 0.254E-13 0.214E-06 0.256E-04
Table 5: MSD assoiated to the spatial integration relative to our algorithm
for various values of Nc, the last row refers to usual pseudo-spetral ode. The
data have been obtained for the two-dimensional CGLE with time step τ = 0.05,
periodi boundary onditions and for parameter values c1 = 3.5 and c3 = 0.9.
In this ase the temporal MSD is 0.502E − 03.
for the FHNE in the one-dimensional ase the ratio between the CPU time
requested by the ode introdued here an that assoiated to a standard FFT
routine is γNc/ ln(N), where γ ∼ 0.15. Therefore for typial values (Nc = 10,
N = 2048) suh ratio is ∼ 0.2. In the two-dimensional ase, the ratio an be
expressed as γ[(Nc+1)(Nc+2)/2−1]/ ln(N) and for the FHNE we have γ ∼ 0.3.
In this last situation for Nc = 4 and N = 2048, the CPU time ratio has a value
∼ 0.6. Thus our algorithm is notieably faster than usual pseudo-spetral odes
in one dimension, while in two dimension it beomes onvenient to use for grids
larger than N ∼ 2048.
6. Conclusions
In the present paper, an innovative integration sheme for reation-diusion
PDEs has been reported. We have shown that suh sheme is ompetitive, both
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in one and two dimensions, with respet to usual time-splitting pseudo-spetral
odes. It ombines high levels of auray with redued ost in terms of CPU
time and an extreme portability, being appliable with a quite limited eort
to systems with dierent boundary onditions. Future improvements of the
present algorithm should onsist in determining an automati proedure for the
hoie of the αh-parameters. We plan to implement this algorithm in a parallel
enviroment and to extend its appliability also to more general lasses of PDEs.
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Figure 2: Comparison of the true kernel with the optimized one for three dier-
ent values of Nc = 3, 5, 10 for the one-dimensional FHNE, obtained employing
the following parameters τ = 0.05, ∆x = 0.25 and α = 0.10.
