Abstract. The aim of this research paper is to establish sufficient conditions for the nonexistence of global solutions for the following nonlinear fractional differential equation
Introduction
In his article [3] , Fujita considered the Cauchy problem The critical casep = p c was decided later by Hayakawa [6] for N = 1, 2 and by Kobayashi, Sirao and Tanaka [9] for n 3.
In a more recent article, Guedda and Kirane [5] extended the previous results to the equations
where h(x, t) = O(t σ |x| ρ ) for |x| large. Finally, Kirane and Qafsaoui [8] treated the more general equation
The technique we use has been introduced by Mitidieri and Pohozaev [10] , [11] , Pohozaev and Tesei [12] , Pohozaev and Veron [14] and used by Hakem and Berbiche [1] . Let us consider the following nonlinear fractional differential equation 
is the homogeneous Sobolev space of order β defined by
where S ′ is the space of Schwartz distributions; F denotes the Fourier transform and F −1 its inverse. The fractional Laplacian (−∆) β 2 is related to Lévy flights in physics. Many observations and experiments related to Lévy flights (superdiffusion), e.g., collective slip diffusion on solid surfaces, quantum optics or Richardson turbulent diffusion, have been recently performed. The symmetric β-stable processes (β ∈ (0, 2)) are the basic characteristics for a class of jumping Lévy's processes. Compared with the continuous Brownian motion (β = 2), symmetric β-stable processes have infinite jumps in an arbitrary time interval. The large jumps of these processes make their variances and expectations infinite according to β ∈ (0, 2) or β ∈ (0, 1], respectively. It is worth mentioning that when β = 3 2 , the symmetric β-stable processes appear in the study of stellar dynamics. The time fractional derivative has been found to be very effective means to describe the anomalous attenuation behaviors. We here recall some definitions of fractional derivative.
The left-handed derivative and the right-handed derivative in the RiemannLiouville sense for Ψ ∈ L 1 (0, T ), 0 < α < 1 are defined as follows:
where the symbol Γ stands for the usual Euler gamma function, and
Therefore the Caputo derivative is related to the Riemann-Liouville derivative by
We will use the formula of integration by parts [13, p. 46 
Solutions to problem (1.2) are meant in the following sense.
x,t (Q T ), such that ξ(x, T ) = 0. The integrals in the definition are supposed to be convergent. If in the above definition, T = +∞ the solution is called global.
To begin, we set some hypotheses. For the function h, we require the condition
for some σ, ρ > 0 to be determined later, R, T large and τ 0, y in a bounded domain. It can easily be seen that there is no conditions imposed on σ. The vector
For later use, we define δ = max(δ i ).
The
Results. Now, we may state our first result.
Assume that (H h ) and (H a ) are satisfied and u 0 (x) satisfies u 0 (x) 0. If
then problem (1.2) admits no global weak solutions other than the trivial one.
Proof. The proof proceeds by contradiction. Suppose that u is a nontrivial solution which exists globally in time. That is exists in (0, T * ) for any arbitrary T * > 0. Let T and R be two positive real numbers such that 0 < T R β/α < T * . For later use, let Φ be a smooth nonincreasing function such that
and 0 Φ 1. The test function ξ is chosen so that
To estimate the right-hand side of (1.2) on Q T R 2/θ , we write
Using the ε-Young inequality
we have the estimate
Similarly,
Integrating by parts, we get
Now writing
and using the ε-Young inequality, we get
Similarly, we have
Combining the above estimates with (1.4) and taking ε small enough, we infer that
At this stage, we set
where R and θ are positive real numbers to be determined latter.
We note that ξ(x, T R 2/θ ) = 0 for T θ 2, then by (1.3) we have
Let us perform the change of variables τ = t/R 2/θ , y = x/R, and set
We have the estimates
Now, we choose θ such that
then it is sufficient to take θ = 2α β . We then have the estimate (1.6)
where
and C(ε) is a generic positive constant depending on ε. Now if we choose max(s 1, s 2 , s 3 ) < 0, that is
and let R → ∞ in (1.6); we obtain
This implies that u = 0 a.e., which is a contradiction. If p = p c (i.e., max(s 1, s 2 , s 3 ) = 0) the critical case, we have from (1.6) (1.7)
We modify the test function ξ by introducing a new fixed constant S (0 < S < R), such that
See that because of the convergence of the integral in (1.7), then
By using the Hölder inequality, we get 
Using (1.9), we obtain via (1.8), after passing to the limit as R → ∞ (1.10)
Finally, we realize that the left-hand side of (1.10) is independent of S, then by passing to the limit when S goes to infinity, we obtain u = 0, which is contradiction and this completes the proof.
Remark 1.1. When the vector a = 0 and q = m = 1, we recover the case studied by Kirane-Tatar [6] . When a = 0, q = m = 1, σ = ρ = 0, α = 1 and β = 2, the critical exponent coincides with the well known Fujita exponent [2] .
System of Fractional Differential Equations
This section is devoted to the following system of reaction-diffusion equations
The functions h, g, k, l are assumed to satisfy the conditions 
then the system (FDS) (with the initial data) does not admit nontrivial global weak solutions.
Proof. Here again the proof proceeds by contradiction. Let
where R > 0, µ 1 = β/α and µ 2 = γ/δ. The weak formulation of solutions to (FDS) reads
Using the Hölder inequality, we may write
Similarly we obtain the estimates
If we set
then we have
We have used in (2.2) and (2.3) the inequality 
