INTRODUCTION
Owing to recent terror incidents, structural resilience to blast explosions has become a crucial design requirement for government and high-profile public buildings. Analysis software available in the literature for blast loads ranges from simplified "single-degree-of-freedom" (SDOF) tools to complex "continuum finite element analysis" (FEA) software. The SDOF tools, such as SBEDS (PDC 2015) , are easy to use and directly provide the required design parameters, such as the maximum displacements and reactions; consequently, they are commonly used in practice for structural design. These tools, however, are only suited for the analysis of single structural elements with simple boundary conditions and neglect many important influences, such as the interaction of shear, axial, and bending effects; changing axial loads; membrane action; and hysteretic material response. On the other hand, FEA software, such as LS-DYNA (2015) and ABAQUS (2015) , is more comprehensive but demands extensive knowledge and experience, requires a large number of input parameters, and takes significant time. Because these tools are designed as generalpurpose analysis tools for many materials, they require significant customization for modeling reinforced concrete. The accuracy of the results obtained from these tools is highly dependent on how the concrete modeling parameters are input. Consequently, continuum FEA software is primarily used for academic studies. Thus, there remains a significant need for the development of practical but accurate analysis tools that can be used by structural engineers in practice for the analysis of frame structures under blast pressures.
In response to this need, an analysis method was developed by Guner and Vecchio (2012) and implemented into an existing frame analysis program-VecTor5 (Guner and Vecchio 2008 )-for impact, blast, and seismic loads. In addition to accurately modeling the concrete response and shear behavior, it sought to eliminate the need for pre-analysis material model calculations and the selection of analysis options. This was achieved by developing a specialized method solely for concrete frames, in which the most suitable analysis options and concrete parameters were pre-implemented as the default options. In addition to simplifying the modeling process, the default options establish a single solution for a given problem.
OBJECTIVE AND SCOPE
The objective of this study is to demonstrate the application and verification of a recently developed method (Guner and Vecchio 2012) for blast load analysis, and numerically study the dynamic behavior of previously tested frame elements. The literature is very limited in experimental blast studies due to the high cost and security issues involved. After a comprehensive literature review, four studies, including 18 specimens, were identified suitable for modeling with the proposed analysis method. The specimens include 10 singly reinforced and four doubly reinforced panels, two wall strips, one square slab, and one prestressed panel. Some of the specimens were tested multiple times, thereby providing a total number of 24 simulations. The materials modeled include both high-strength and normal-strength concrete in combination with high-strength vanadium reinforcing bars, normal-strength deformed reinforcing bars, and low-relaxation prestressing tendons. Throughout the analyses, only the default material models and analysis options were used.
This paper provides a brief overview of the analysis method, summarizes the experimental programs, and presents the numerical modeling details. The numerical responses obtained are compared to the experimental behaviors. Critical modeling aspects, such as the time step length, strain rate effects, and shear effects, are also examined.
analysis are either based on overly-simplistic "single-degreeof-freedom" (SDOF) approaches or overly-complex "finite element analysis" (FEA) software. SDOF approaches have limited applicability and fail to accurately model the behavior of reinforced concrete. FEA software is time-consuming, demands significant knowledge, and requires a large number of customized input parameters for reliable results. This study examines the accuracy, reliability, and practicality of a recently proposed analysis method by modeling 18 previously tested specimens using only the default material models and analysis options.
OVERVIEW OF PROPOSED ANALYSIS METHOD
The proposed method employs six-degree-of-freedom line elements, as shown in Fig. 1(a) , within a distributedplasticity frame analysis framework using an iterative, totalload, secant-stiffness formulation. The nonlinear sectional analysis algorithms developed provide a comprehensive and accurate representation of the concrete response, including the shear effects coupled with axial and flexural responses, based on the Disturbed Stress Field Model (Vecchio 2000) . A fiber discretization of the cross section is employed as illustrated in Fig. 1(b) . Each concrete and longitudinal reinforcing bar layers is defined as discrete elements; the transverse and out-of-plane reinforcement is smeared within the concrete layers. The out-of-plane reinforcement provides confinement to concrete layers. The main sectional compatibility requirement is that "plane sections remain plane," while the sectional equilibrium requirements include balancing the axial force, shear force, and bending moment (calculated by the global frame analysis). A parabolic shear strain distribution through the section depth is assumed. To compensate for the clamping stresses in the transverse direction (assumed to be zero), a shear protection algorithm is developed to prevent premature failures of D-regions.
The effects of high strain rates are considered through a dynamic increase factor approach. For concrete, the compressive and tensile strengths, the modulus of elasticity, and the peak strain corresponding to the peak stress are enhanced using the fib Model Code (2010) formulations. For reinforcing steel, the yield and ultimate stresses are increased using the Malvar (1998) formulations. The method requires the input of the static material properties, to which the dynamic increase factors are applied continuously during an analysis using the calculated strain rates at each time step. Further details on strain rate formulations are provided in Guner and Vecchio (2012) .
An explicit three-parameter time integration method was developed and implemented into the proposed method, which allows the use of either Newmark's Average Acceleration, Newmark's Linear Acceleration (Newmark 1959 ), or Wilson's Theta (Wilson et al. 1972 methods. Structural damping is primarily taken into account through the nonlinear concrete and reinforcement hysteresis models incorporated, as presented in Guner and Vecchio (2011) . Supplemental viscous damping can be defined using either the Rayleigh or alternative damping formulations implemented. The method allows for the analysis of frames with unusual or complex cross sections, and inherently considers significant secondorder mechanisms such as the membrane action, concrete out-of-plane confinement effects, reinforcement buckling, and reinforcement dowel action. The formulation details are provided in Guner and Vecchio (2010a,b; 2011; 2012) .
MODELING PARAMETERS
The numerical models were created through graphical preprocessor software FormWorks-Plus (Sadeghian 2012) using the basic structural information, including the geometry, support conditions, cross section details, concrete strengths, and reinforcement grades. The default models were used for the material modeling throughout this study (refer to Table 1 ). Figure 2 (a) presents the default concrete hysteresis model. More details on these models can be found in Wong et al. (2013) . Geometric nonlinearity and the previous loading history were also considered by default.
The only material model selection performed was for the concrete pre-peak compression response, which is dependent on the concrete strength used. The Popovics normal-strength concrete (NSC) and high-strength concrete (HSC) formulations were used throughout this study. The only required input parameter was the uniaxial concrete strength f c ′. The other concrete parameters were calculated using Eq. (1) and (2), where E c is the modulus of elasticity, ε 0 is the strain corresponding to f c ′, and f t ′ is the cracking stress, in MPa. 
Wilson's Theta method, which is the default time integration method, was used in all analyses with no additional viscous damping defined (with the exception of the Texas panels, as discussed later). The time-step length was selected to be approximately equal to the smallest natural vibration periods of the specimens. The out-of-plane reinforcement, which is the secondary reinforcement in the z-direction, was assigned into the concrete layers within a tributary distance of approximately six to seven times the bar diameter. The developed method requires the input of the blast pressure history with a trilinear idealization; one sample input is presented in Fig. 2 (b). These histories were obtained from experimental studies in the literature. In these studies, the blast loading was generated using shock tubes, which create shock waves with a uniform pressure applied on each specimen. In the case of an internal explosion involving blast wave reflections (not considered in this study), the proposed method can still be used, provided that the resulting pressure history is calculated and supplied as input.
The analysis results were obtained through the graphical post-processor software Janus (Chak 2013) . The results investigated included the load-deflection responses, member deformations, concrete crack widths, reinforcement stresses and strains, the failure modes, and the failure displacements. The post-peak responses were also obtained and presented, from which the energy dissipation and the displacement ductilities were calculated.
SINGLY REINFORCED PANEL SPECIMENS
The first set of specimens examined was that tested by Thiagarajan and Johnson (2014) , involving 12, one-thirdscale, one-way panels tested in a compressed gas-driven blast load simulator at the Engineer Research and Development Center (ERDC) located in Vicksburg, MS. The slabs had the dimensions of 1625 x 857 x 102 mm (64 x 33.75 x 4 in.) and were supported in the longitudinal direction by steel sections with a depth of 152.4 mm (6 in.) at the top and bottom, which left a clear span of 1320 mm (52 in.). The main variable was the concrete strength, with either 34.5 or 80 MPa (5 or 11.6 ksi), and the longitudinal reinforcement spacing of either No. 3 bars at 101.6 mm (4 in.) or No. 3 bars at 203.2 mm (8 in.). All panels had five No. 3 bars, with 9.5 mm (0.375 in.) diameter, at a spacing of 304.8 mm (12 in.) in the transverse direction as the shrinkage reinforcement. The concrete cover used was 12.7 mm (0.5 in.). The oddnumbered slabs had HSC with 101.6 mm (4 in.) bar spacing for Slabs 1, 3 and 5, and 203.2 mm (8 in) bar spacing for Slabs 7, 9 and 11. The even-numbered slabs had NSC with 101.6 and 203.2 mm (4 and 8 in.) bar spacing for Slabs 2, 4 and 6, and for Slabs 8, 10 and 12, respectively. The high-strength panels used 572 MPa (83 ksi) high-strength, low-alloy vanadium reinforcement (VR), and the normal-strength panels used 469 MPa (68 ksi), Grade 60 conventional reinforcement (NR). The slabs were subjected to very-high-peak reflected blast pressures and impulses ranging from 0.36 MPa (52.2 psi) and 6.99 MPa-ms (1014 psi-ms) to 0.23 MPa (33.4 psi) and 3.41 MPa-ms (495 psi-ms). More details on this experimental program can be found in Shetye (2013) .
The frame model for the slabs was created for one-half of the specimens benefiting from the symmetry, as presented in Fig. 3 . The model includes 14 elements, each with a length of approximately one-half of the cross section depth. The x-and y-degrees of freedom at Node 3 were restrained to define a pin; the x-and z-degrees of freedom of Node 15 were restrained to satisfy the condition of symmetry.
The sectional models were created using 34 concrete layers, with a constant layer thickness of 3 mm (0.12 in.), and one discrete steel layer. The shrinkage reinforcement was smeared into the concrete layers as the out-of-plane reinforcement ρ z within a tributary width of 75 mm (3 in.), as shown in Fig. 3 . The transverse reinforcement ratio was defined as zero. The concrete compressive strength and steel properties were used as reported in Shetye (2013) and Thiagarajan et al. (2011) , respectively. The maximum aggregate size used in the analyses was taken as zero for the high-strength specimens as cracks pass through, rather than going around the aggregate, causing aggregate interlock to be ineffective.
The time-step length was determined as a result of a parametric study. As presented in Fig. 4 , the computation time exponentially increases for the time-step lengths smaller than a certain value, while the analysis results are not affected as much. Consequently, the optimum time-step length was determined to be 0.01 ms, and was used in the analyses. The smallest natural vibration period of the specimens was calculated to be approximately 0.03 ms at the 27th mode for information purposes. A trilinear pressure input was used, with a sample presented in Fig. 2(b) .
Discussion of responses
As presented in Fig. 5 , the calculated midspan displacement responses captured the experimental behaviors well in terms of peak displacements, stiffnesses, and residual displacements. Slabs 2, 4, and 6 experienced concrete crushing over nine layers in the analyses, which is consistent with the experimental observations reported by Thiagarajan and Johnson (2014) . A photograph of Slab 4 taken at the end of the test is shown in Fig. 6 . The calculated peak reinforcement strains ranged from 40 to 55 mε, and the calculated maximum residual crack widths ranged from 6 to 8 mm (0.24 to 0.32 in.). Slabs 3 and 7 are excluded from this study due to apparent irregularities in the recorded displacement data.
Considering all 10 slabs, a mean of 1.02 and a coefficient of variation (COV) of 12% were obtained for the calculated-to-observed peak displacement ratios, as listed in Table 2 . The same slabs were modeled using the LS-DYNA software by Shetye (2013) . These models included constantstress, eight-noded hexahedron elements, with two different meshes-namely, 25.4 and 12.7 mm (1 and 0.5 in.)-in combination with two different concrete models-namely, Concrete Damage Model Release 3 (CDMR3) and Winfrith Concrete Model (WCM). Using the peak displacement values reported, the mean and COV values were found to be 1.10 and 11% for the CDMR3, and 0.90 and 15% for the WCM for the same 10 slabs (refer to Table 1) .
To assess the influence of the strain rate and shear effects, parametric studies were conducted for one HSC and one NSC panel. As presented in Fig. 7 , the consideration of strain rate effects reduced the peak slab displacement by 7% for the HSC, and 16% for the NSC. The effect of shear on the global responses were found to be insignificant, with 2% and 5% change in the peak displacements for the HSC and NSC slabs, respectively, which was expected due to the slender nature of the slab specimens.
DOUBLY REINFORCED PANEL SPECIMENS
The second series of slabs examined was that tested by Robert and Johnson (2009) , involving 10, one-third-scale, one-way panels tested at the ERDC in Vicksburg, MS. The slab dimensions and support conditions were the same as the singly reinforced panels discussed previously. These slabs incorporated double mat reinforcement with either conventional 469 MPa (68 ksi), Grade 60 (NR) or 572 MPa (83 ksi) vanadium reinforcing bars (VR) in combination with 27.6 MPa (4 ksi) (NCS) or 107 MPa (15.5 ksi) (HSC) concrete. Examined herein are the four panels for which the experimental blast pressure and midspan displacement histories were available. Slabs 3 and 5 consisted of HSC, with high-strength and normal-strength reinforcement, respectively. Slabs 6 and 9 had NSC, and high-strength and normal-strength reinforcement, respectively. The slabs were subjected to veryhigh-peak reflected blast pressures and impulses ranging from 0.35 MPa (50.8 psi) and 6.79 MPa-ms (985 psi-ms) to 0.39 MPa (56.6 psi) and 7.71 MPa-ms (1118 psi-ms).
The frame and sectional models created were the same as the singly reinforced panels with the exception of double layers of main and shrinkage reinforcement, as shown in Fig. 8 .
Discussion of responses
As presented in Fig. 9 , the midspan displacement responses were calculated reasonably accurately with a mean of 0.89 and a COV of 17%. The somewhat-high scatter in the calculations was caused by Slab 9. The use of high-strength reinforcement significantly reduced the peak displacement, by approximately 40%, in the experiment (note the experimental responses of Slabs 6 and 9, both of which were 
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subjected to similar blast loads). In the analyses, both slabs exhibited similar responses due to the very similar stressstrain responses of both types of reinforcing bars (refer to Fig. 10 ). When this analysis is excluded, the mean and COV values became 0.97 and 5.2%, respectively. The ascending branch of the experimental displacement response of Slab 5 after the peak displacement was excluded, as shown with a thinner line. The calculated peak reinforcement strains were in the range of 30 mε, and the calculated maximum crack width was approximately 4.5 mm (0.18 in.). Only the maximum crack widths were reported in the experimental study as 4.2 mm (0.17 in.), which agrees well with the numerical responses. The analysis time was less than 200 seconds on a notebook computer with a dual-core 1.8 GHz processor. The same panels were modeled by Thiagarajan et al. (2015) with the FEA software LS-DYNA (2015), using two meshes and two concrete models as previously discussed. The analyses required significant material model input and analysis option selections conducted as a part of a master's study by Vasudevan (2012) . Shown in Fig. 9 are the numerical responses reported for the 25.4 mm (1 in.) mesh, which appears to be somewhat more accurate than the 12.7 mm (0.5 in.) mesh (not shown herein). The peak displacement of Slab 9 is also significantly underestimated in this study. The analysis time reported was 600 seconds for the 25.4 mm (1 in.) mesh, and 1500 s for the 12.7 mm (0.5 in.) mesh on a computer with unknown specifications.
OTTAWA SPECIMENS
Another series of specimens examined was that tested by Jacques (2011), involving 13, large-scale, one-way wall strips and two-way slabs. Considered herein are the one-way and unretrofitted specimens. Specimens CS1 and CS2 consisted of simply supported, one-way wall strip panels with a length of 2440 mm (96.1 in.), a clear span of 2232 mm (87.9 in.), and a width of 440 mm (17.3 in.). The panel thicknesses were 80 and 120 mm (3.15 and 4.7 in.) for CS1 and CS2, respectively. The panels were doubly reinforced with four 6.3 mm (0.25 in.) diameter steel reinforcing bars having a yield strength of 580 MPa (84 ksi) in the longitudinal direction, and had a clear cover of 6 mm (0.24 in.). The concrete mixture was reported to have 10 mm (0.4 in.) crushed limestone aggregate, and a compressive strength of 59.5 MPa (8.6 ksi) on the day of testing. Each panel was tested twice, subjected to two blast loads. The peak reflected blast pressures and impulses were reported to be 12.4 kPa (1.8 psi) and 95.9 kPa-ms (13.9 psi-ms), and 42.7 kPa (6.2 psi) and 301.3 kPa-ms (43.7 psi-ms) for the first and second tests of CS1 (CS1-1 and CS1-2); 17.9 kPa (2.6 psi) and 142.7 kPa-ms (20.7 psi-ms) for CS2-1; and 57.9 kPa (8.4 psi) and 382.7 kPa-ms (55.5 psi-ms) and for CS2-2. Due to the width of the shock tube opening being larger than the width of the specimens, a load transfer device consisting of a lightgauge, steel-sheet metal skin (covering the entire height and width of the shock tube test frame) was used. The device added a weight of 394 kg (869 lb) to the specimens. This device was reported to only transfer the positive blast pressures onto the specimens due to the separation from the specimens during the negative loading phases. CS3 consisted of a simply supported, one-way slab with a length of 2440 mm (96.1 in.), a clear span of 2232 mm (87.9 in.), a width of 2440 mm (96.1 in.), and a thickness of 75 mm (3 in.). It was doubly reinforced in both directions, with eleven 6.3 mm (0.25 in.) diameter steel reinforcing bars having a yield strength of 580 MPa (84 ksi), and had a concrete cover of 6 mm (0.24 in.). The concrete strength on the day of testing was reported to be 60 MPa (8.7 ksi). The specimen was tested three times. The peak reflected blast pressures and impulses reported were 15.2 kPa (2.2 psi) and 123.4 kPa-ms (17.9 psi-ms) for CS3-1; 28.3 kPa (4.1 psi) and 204.1 kPa-ms (29.6 psi-ms) for CS3-2; and 100.7 kPa (14.6 psi) and 770.2 kPa-ms (111.7 psi-ms) for CS3-3. More details on this experimental program can be found in Jacques (2011) .
The frame model was created using 20 elements and a pin support at Node 3. The sectional models included 32 layers for CS1 and CS2, and 30 layers for CS3, as shown in Fig. 11 . The reinforcement in the unsupported slab direction of CS3 was modelled as the out-of-plane reinforcement with a ratio of 31.2 × 2/(222 × 75) = 0.37%. The steel properties were obtained from the standard coupon test results reported in Jacques (2011) .
A time-step length of 0.05 ms was used in all analyses, which was approximately equal to the smallest natural vibration period of the specimens (approximately 0.04 ms at the 40th mode for all three specimens). A trilinear pressure input was used in the analyses, with all negative blast pressures taken zero for CS1 and CS2, as recommended in Jacques (2011).
Discussion of responses
As shown in Fig. 12 , the midspan deflection responses of all specimens were captured very well in terms of the peak displacements and stiffnesses. For all seven analyses, a mean of 0.99 and a COV of 8% were obtained for the calculated-to-observed peak displacement ratios. The only discrepancy obtained was for the post-peak displacement responses of CS3-1 and CS3-2. The blasts pressures applied to these specimens included significant post-peak branches, as shown in Fig. 13 . The trilinear blast pressure input was insufficient to model this type of loading, causing these discrepancies in the post peak-responses. This is typically not a concern in practice, where most blast loads are considered only with one positive and one negative phase that can be modeled with a trilinear blast pressure input. The calculated maximum midspan crack widths were in the range of 0.3 mm (0.01 in.) for CS1-1 and CS2-1 (reported as minor cracking in the experimental study), and 4 and 6 mm (0.16 and 0.24 in.) for CS1-2 and CS2-2 (reported as major cracking in the experimental study), respectively. The maximum crack widths calculated for CS3 were 0.1, 0.3, and 4 mm (0.004, 0.01, and 0.16 in.) for Tests 1, 2, and 3, respectively. For the second and third analyses of previously damaged beams, a mean of 0.98 and a COV of 3% were obtained for the calculated-to-observed peak displacement ratios. Given the scarcity of analysis tools capable of considering the previous loading and damage, this capability of the developed analysis method is noteworthy. The analysis time required was in the range of 200 s on notebook computer with a dual-core 1.8 GHz processor.
The same specimens were modeled in Jacques (2011) using the explicit solution of the SDOF dynamic equation of motion including the concrete confinement and strain rate effects. These analyses calculated the midspan displacement histories up to the peak displacement, as listed in Table 1 . For these three panels, the SDOF analyses yielded a mean of 1.03 and a COV of 20% for the calculated-to-observed peak displacement ratios.
TEXAS SPECIMENS
The last series of specimens examined was that tested by Dunkman et al. (2009) , involving one pre-tensioned and one post-tensioned, large-scale, one-way panels tested at the ABS testing facility in Bulverde, TX. The panels had a length of 2578 mm (101.5 in.), a clear span of 2438 mm (96 in.), a width of 1029 mm (40.5 in.), and a thickness of 89 mm (3.5 in.). The panels were wedged between stiffened steel angles and shimmed with wood blocks with the intention of creating simple supports. The panels had a concrete strength of 30.8 MPa (4.5 ksi) and a maximum nominal aggregate size of 9.5 mm (0.375 in.). The prestressed panel had three 12.7 mm (0.5 in.) diameter, Grade 270, lowrelaxation strands stressed to 138 kN (31 kip), and four No. 4, Grade 60 reinforcing bars at its middepth. Four No. 4, Grade 60 reinforcing bars were also provided for shrinkage control in the short direction with a spacing of 304.8 mm (12 in.). Both panels were tested side-by-side, subjected to three blast pressures with the peak reflected pressures and impulses of 43.4 kPa (6.3 psi) and 289.6 kPa-ms (42 psi-ms), 71.7 kPa (10.4 psi) and 551.6 kPa-ms (80 psi-ms), and 75.8 kPa (11 psi) and 1310.0 kPa-ms (190 psi-ms), respectively.
The prestressed panel was modeled in this study because the proposed method is currently suitable for modeling reinforced and prestressed concrete elements. The frame model created included 25 elements and a pin support idealization, as shown in Fig. 14 . The sectional models were created using 30 concrete layers, in which the out-of-plane reinforcement was ) and a yield stress of 450 MPa (65.3 ksi) were used as reported. The ultimate stress and strain values were assumed to be 620 MPa (90 ksi) and 8 mε, respectively.
Due to the low blast pressures applied, essentially linearelastic behaviors were expected under the first and second loads. For the numerical simulations where insignificant nonlinearity take place, the energy dissipated by the material hysteresis models becomes insufficient, thereby requiring the use of some supplemental viscous damping. Consequently, supplemental viscous damping ratios of 1% and 2% were assigned to the vibration Modes 1 and 3. The assigned ratios were kept small to avoid dissipating excessive energy and obtaining unconservative results. A time-step length of 0.02 ms was used, which was equal to the smallest natural vibration period of the specimens. The reflected pressure histories reported in Dunkman et al. (2009) were used in the analyses with a trilinear idealization.
Discussion of responses
As shown in Fig. 15 , the peak midspan displacements were captured reasonably well. The overestimation for the first two analyses was expected due to the pin supports used in the analyses; the supports behaved as partially restrained in the experiments, as reported by Dunkman et al. (2009) . The analyses indicated no cracking, and minor cracking with 0.5 mm (0.02 in.) maximum crack widths under the first and second blast loads, which is consistent with the experimental observations. The third blast load caused extensive and visible cracking in the experiment, which was captured by the analysis with a 1.2 mm (0.05 in.) maximum crack widths. The discrepancies in the post-peak displacement calculations stemmed from the trilinear loading idealization, which was not sufficient to model the negative and second positive phases of the experimental blast pressure histories.
These specimens were modeled in Dunkman et al. (2009) using a simply supported SDOF model. Their study only provided the peak midspan displacement values without displacement histories, as listed in Table 1 . For these three analyses, they calculated the peak midspan displacements with a mean of 1.50 and a COV of 33%. Note the significant overestimation and variation in the calculations by the SDOF model.
SUMMARY AND CONCLUSIONS
A recently developed nonlinear finite element analysis method was verified by conducting numerical modeling studies for 18 previously tested specimens subjected to shocktube-induced blast pressures. Four specimens were subjected to multiple blasts, resulting in 24 simulations in total. Most specimens were subjected to very-high-peak reflected pressures in the range of 0.35 MPa (50 psi) and exhibited significant damage and nonlinearity. The reflected blast pressures and displacement histories were obtained from the publications cited, and compared to the computed responses.
An explicit three-parameter time integration method was used by the developed method through a total-load, secant-stiffness formulation. Rigorous nonlinear sectional analyses were undertaken, considering the strain rate effects using a dynamic increase factor approach, and using the realistic concrete and reinforcement hysteresis models implemented. Shear effects were included through a twodimensional implementation of the Disturbed Stress Field Model, which is based on a smeared, rotating crack conceptualization. Through this study, the three main advantages of the proposed method were demonstrated: the accurate modeling of reinforced concrete behavior using the default options; the simple modeling requirements that make it suitable for practical applications; and short analysis times. The results of this study support the following conclusions:
1. Nonlinear blast load analysis of frame elements requires comprehensive and fast analysis tools. Graphical pre-and post-processor software is essential in verifying the structural models and making sense of the megabytes of the output data produced.
2. The general-purpose finite element analysis software available in the literature demands expert knowledge, requires a large number of input parameters and pre-analysis calculations, and takes significant time. The accuracy obtained is highly dependent on the material model parameter input. For the 10 analyses considered in this study, WCM provided a reasonable mean of 0.88 and COV of 16% for the calculated-to-observed midspan displacement ratios. The volume of the two master's theses, which include the details of these analyses, demonstrate the pre-analysis calculations and the effort required. Each analysis was reported to take 600 seconds for the model with a 25.4 mm (1 in.) mesh, and 1500 seconds for the model with a 12.7 mm (0.5 in.) mesh.
3. The single-degree-of-freedom models commonly used in practice are easy to use and require very short analysis times. However, they neglect modeling many important material behaviors and, thus, have much less reliability and accuracy. For the 10 analyses considered in this study, the SDOF models provided the least-accurate results with a mean of 1.17 and COV of 32% for the calculated-to-observed peak displacement ratios. These 10 analyses included simply-supported, single structural components, for which the SDOF methods were developed. When modeling more complex elements, which are common in practice, much less accurate results will be obtained.
4. The proposed analysis method accurately simulated the experimental behaviors of the specimens examined. Peak deflections, stiffnesses, residual deflections, and damage and failure modes were captured accurately. Considering all 24 simulations, a mean value of 1.02 and COV of 16% were obtained for the calculated-to-observed peak displacement ratios.
5. The proposed method requires simple structural models with line elements, uses default material models and analysis options, and requires short analysis times. For the specimens considered in this study, approximately 200 seconds was required per analysis.
6. Multiple successive analyses were successfully undertaken for the previously loaded specimens, taking the previous damage into account. For the second and third blast analyses, a mean value of 1.05 and COV of 13% were obtained.
7. The analysis results did not change considerably for the time-step lengths less than approximately the smallest vibration period, indicating this time-step length to be adequate. 8. A small amount of additional viscous damping, in the range of 1 to 2%, was required for the specimens subjected to very low blast pressures and thus exhibiting predominantly linear-elastic behaviors.
9. The default material models and numerical integration method of Wilson's Theta exhibited excellent convergence and numerical stability.
10. Analytical verification studies should be undertaken for shear-critical specimens to investigate the influence of shear effects on the computed response. The literature is currently lacking in experimental studies involving shear-critical elements subjected to blast loads.
11. A multi-linear blast pressure input should be developed to more accurately model the loading. Future work will include this development. 
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